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Sum m ary
This thesis presents methods for the temporal alignment of 3D performance capture 
data. Discussion of sequential tracking is presented along with introduction of a novel 
approach for non-rigid free-form surfaces which improves on previous approaches by 
combining geometric and photometric features. This reduces drift and increases reliabil­
ity of tracking for complex 3D video sequences of people. Subsequently Non-sequential 
tracking is achieved with the introduction of a novel shape similarity tree representa­
tion. This approach combined with the sequential tracking enables alignment of an 
entire database of multiple 3D video sequences into a consistent mesh structure. This 
is the first approach to enable alignment across multiple sequences. Non-sequential 
alignment is also shown to reduce drift and improve reliability of surface alignment 
overcoming situations where sequential tracking fails.
Adopting this approach to representing 3D video sequences provides a number of ad­
vantages over previous work in the area. Firstly, with a hierarchical tree representation 
of a sequence tracking is capable of recovering from even the worst of errors. Secondly, 
the tree divides the sequence into multiple tracking paths represented by the branches 
of the tree itself. This allows tracking of long sequences with relatively few sequential 
alignment steps. The number of sequential alignment steps does not grow linearly with 
the length of the sequence but instead grows based on the depth of the tree structure. 
Thirdly, automatic shape matching allows global alignment of multiple sequences of 
the same character giving the ability to produce databases of temporally consistent 3D 
video.
Temporally consistent 3D performance capture is an essential step in producing an 
animation framework based on reconstructed video data. Currently reconstruction pri­
marily produces a topologically different representation of each frame. Consequently 
editing of a sequence requires alteration of each frame within the sequence. A tempo­
rally consistent representation would allow automatic propagation of edits with tech­
niques such as space time editing. W ith a fully consistent database of motions for a 
character it is possible to parametrise and blend between motions using techniques such 
as motion graphs. Thus allowing re-animation of the captured character.
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C hapter 1
Introduction
W ith society growing ever more technologically impressive and the availability of com­
puter hardware growing a t an outstanding rate computer science has developed as a 
prominent field. Computer graphics as a very visual and commercially distinguished 
field with many realised products has developed as a key area of research. W ithin com­
puter graphics one of the biggest challenges is the accurate representation and control 
of the human form. Accurate representation of both form and motion is essential when 
portraying human characters. Even the untrained eye is very sensitive to errors in the 
representation of anatomy which as humans we view and interact with everyday.
The first stage in representation of a human character depends on building an accurate 
model of surface and anatomical structure which not only provides realistic simulation 
of motion but is intuitive to control. Traditionally these models are constructed by 
animators with industrial animation paclmges such as Autodesk’s Maya. Although 
advanced, these tools are very difficult to use well, requiring a great deal of skill to 
produce plausible human deformation and motion. These packages make use of industry 
standard skinning techniques such as Linear Blend Skinning [58] to provide intuitive 
skeletal control of a character. More recently surface models have been reconstructed 
from range scanning and 3D reconstruction techniques and attem pts have been made 
to automatically produce skeletons from these models.
Commonly these character control rigs are driven from motion capture data. Retarget- 
ting the skeletal motion of a captured actor onto the skeleton of the animator defined
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or automatically generated character replicates the captured actions. This technique 
is widely used in industry today but suffers from a number of major draw backs. Cur­
rently these rigs are difficult to construct and often fail to produce apt deformation in 
every pose. Artists spend a lot of time repairing errors introduced by artefacts of the 
skinning mechanism. Visually this approach makes reproducing dynamic motions of 
cloth and hair very difficult. Rigs require multi-level models which include simulators 
to reproduce the dynamic motions. Although a lot of work has gone into these simula­
tions producing plausible animation, particularly with photo-realistic human characters 
requires great skill and a lot of time.
The high cost of time in movie and game industries has motivated research to automate 
the process of producing these motions. More recently performance capture work has 
focused on capturing dynamic effects. Performance capture aims to capture an entire 
sequence of motion by reconstructing a 3D model at every frame. This gives a good rep­
resentation of cloth and dynamic skin effects such as muscle bulging. Although highly 
dynamic surface models are provided by these approaches they are frame independent 
representations of the character. That is to say tha t the topology and structure of the 
mesh representation is different at every frame. The lack of temporal consistency be­
tween frames of these sequences makes using performance capture data difficult within 
a traditional animation environment. W ithout temporal consistency propagation of 
changes made to one frame cannot be easily automatically propagated to others. Tex- 
turing must be applied at every frame and edits to the mesh itself must be manually 
applied to each frame on which their effect is desired. A vibrant topic and the focus of 
this thesis has thus been to introduce temporal consistency to these captured sequences.
With temporal consistency it is possible to propagate mesh edits automatically through­
out a sequence with techniques such as space time editing [31, 53] which until recently 
have only been applied to skeletal data. W ith global temporal consistency for perfor­
mance capture databases parametric interpolation of motions with techniques such as 
motion graphs [35] becomes possible. Combining these with many other such editing 
and animation techniques would move performance capture towards replacing tradi­
tional skeletal motion capture for industrial applications.
1.1. Applications o f Character Capture and Animation
1.1 A p p lica tion s o f  C haracter C apture and A n im ation
The applications of character capture and animation are both vast and wide reaching. 
Computer graphics as a field produces a lot of realisable products. Most significant 
applications are to the entertainment industry. Since IBM introduced the first personal 
computer in 1981, household and consumer electronics have rapidly become more and 
more ubiquitous. This has contributed to massive growth in both film and computer 
game industries providing a large market for animation technologies.
1 .1 .1  M o v ie  In d u stry
Special effects has developed into a massive industry with blockbuster films always 
trying to push the boundaries of what is possible. Recent movies including Lord of 
the Rings, Watchmen and Avatar have all included CCI characters. These characters 
require accurate modelling of both facial and entire body motion; a task which entails 
many man hours and subsequently great cost. Lightning the load put on animators 
with automated animation tools has thus emerged as a big business. The ability to 
capture and re-animate accurate cloth dynamics and actors in everyday clothing would 
contribute greatly to reducing the time required to simulate these effects. Introduc­
ing temporal consistency into 3D video sequences is a step towards creating realistic 
dynamic effects automatically from performance capture.
1 .1 .2  G am in g  In d u stry
The gaming industry in contrast to the movie industry requires everything to be real­
time. Fast animation techniques such as linear blend skinning are therefore employed 
to allow motion parametrised by an underlying skeleton. Varying the parameters of the 
skeleton over time allows walk, run, jog, etc. motions to be blended seamlessly giving 
the user control of the character. Such approaches to animation lack realistic effects 
like cloth dynamics. By capturing and parametrising multiple temporally consistent 
sequences it would be possible to blend in real-time between performance captured
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motions giving a captured realism to the motion of clothing and other dynamics whilst 
maintaining user control of the character.
1 .1 .3  i3 d p o st P r o je c t
The work of this thesis has been developed as part of the iSdPost European Union 
project. The overall objective of the iSdPost project was to "integrate 3D information 
extracted from the visual scene into all stages of the post-production pipeline, supported 
by semantic meta-data, at a quality level that meets the requirements of the film, 
games and professional media industry” . This involved the capture, reconstruction and 
parainetrisation of captured 3D characters. This project culminated in a experimental 
projection of the “Midas Touch” which made use of temporally consistent character 
models produced as a result of the work in this thesis. These models were employed to 
introduce background characters and eventually allow automatic animation of a lead 
character turning to gold.
1.2 T h esis O verview
This thesis is dived into a chapters as follows:
• Chapter 1 - Introduction
• Chapter 2 - Literature R eview
This chapter presents a review of previous approaches to character animation, 
reconstruction and parainetrisation. A detailed review of hterature ranging from 
early character animation techniques to state of the art performance capture 
approaches is presented in relation to the scope of this thesis.
• Chapter 3 - Skinning and Volum etric Laplacian D eform ation
This chapter introduces the surface and volumetric Laplacian deformation tech­
niques used throughout the thesis. An approach to parametrising Laplacian de­
formation as part of a kinematic skeleton driven model is discussed and compared 
to the industry standard linear blend skinning technique.
1.3. Contributions
• Chapter 4 - Feature D riven M esh Tracking
Chapter 4 presents image and geometric feature tracking for the purpose of intro­
ducing temporal consistency into 3D stereo reconstructed video sequences. An 
analysis of the various algorithm parameters is performed including the use of 
features, type of deformation and iterative refinement. This chapter presents a 
comparison of volumetric and surface Laplacian deformation techniques for the 
purpose of tracking by deformation.
• Chapter 5 - Feature D riven M esh Tracking Extensions
This chapter introduces a number of attem pts to improve the results of sequential 
mesh tracking. Advances in the quality of tracking are presented along with the 
disadvantages to the approaches. Included is a description of how to factor skeletal 
and patch based rigidity constraints into the Laplacian deformation framework.
•  Chapter 6 - Hierarchical N on-Sequential M esh Tracking
This chapter presents 3D shape histogram comparison for the purpose of rep­
resenting sequences of un-structured 3D video with a tree structure. Deforming 
along the multiple paths provided by this tree structure instead of frame-to-frame 
is shown to dramatically improve results pertaining to the introduction of tem­
porally consistency. Additionally this technique is applied to introduce temporal 
consistency into an entire performance capture database.
» Chapter 7 - Conclusions and Future Work
1.3 C ontribu tions
The main contributions of this thesis are:
1. A novel approach to skeletal character animation which combines the advantages 
of both mesh-based and skeletal animation techniques. An animator is given 
the ability to control Laplacian mesh deformation within an existing animation 
pipeline using traditional skinning tools and skeletal animation technologies.
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2. A novel approach to combining image and geometric feature tracking to intro­
duce temporal consistency into sequences of unstructured 3D video capture. By 
tracking image features in the original video sequences and using geometric in­
formation present in the related 3D stereo reconstructions this approach is able 
to produce a temporally consistent mesh structure for a number of motions.
3. A novel non-sequential technique to introducing temporal consistency which al­
lows recovery from tracking error. This approach makes use of 3D shape his­
togram comparison to construct a tree structure representing a sequence of re­
constructed 3D video. Deforming along the multiple branches of the tree allows 
reconstruction of entire sequences with significantly shorter chains of frame-to- 
frame deformation. This multi-path technique allows the tracking of longer more 
complex sequences of motion and overcomes the restriction of tracking sequen­
tially which leads to accumulation of error over time.
4. A novel shape matching approach to introducing temporal consistency into large 
motion databases. By applying shape histogram matching across multiple se­
quences of the same captured character using a single base model it is possible 
to introduce temporal consistency not only in single sequences but entire sets of 
character motion.
1.4 P u b lication s
Work presented throughout this thesis has lead to publications in a number of interna­
tional conferences:
•  Christopher Budd, Adrian Hilton, “Skeleton Driven Laplacian Volumetric Defor­
mation” , International Conference on Visual Media Production, 2009.
Related to chapter 3
• Christopher Budd, Adrian Hilton, “Temporal Alignment of 3D Video Sequences 
using Shape and Appearance”, International Conference on Visual Media Pro­
duction, 2010.
Related to chapters 4 and 5
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• Peng Huang, Christopher Budd, Adrian Hilton, “Global temporal registration of 
multiple non-rigid surface sequences” , CVPR, 2011.
Related to chapters 4, 5 and 6
• Christopher Budd, Peng Huang, Adrian Hilton, “Hierarchical Shape Matching 
for Temporally Consistent 3D Video” , 3DIM/PVT, 2011.
Related to chapters 4, 5 and 6
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C hapter 2
Literature R eview
W ith the proliferation of computer based animation and special effects there has been a 
vast quantity of work in this field. This chapter presents an overview of the most signif­
icant work on character animation, capture and parametrisation. Reviewed techniques 
range from early work on skeletal animation through to state of the art performance 
capture and parametrisation. The work in this field can be categorised initially into 
two primary categories; deformation and skinning techniques, and Character Recon­
struction. Deformation and skinning techniques deal with deforming and reposing a 
character or model after creation. Character Reconstruction involves automatically 
building the character to be animated using range scanning and 3D reconstruction 
techniques. Figure 2.1 presents a diagrammatic overview of the literature related to 
this field.
Deformation and skinning approaches have been sub-categorised into three major groups[29]:
1. Skeleton based techniques.
2. Physics based techniques.
3. Mesh and example based techniques.
Each style of approach presents its own advantages and disadvantages in terms of the 
quality of results, simplicity of control and computational complexity. For example
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Figure 2.1: Diagrammatic Overview of Literature
skeleton based techniques often yield very intuitive control for the animator but mesh 
based techniques can often give more aesthetically pleasing results. Choice of an ap­
propriate technique often boils down to application.
Character reconstruction can be divided into:
1. Marker and marker-less motion capture.
2. Performance capture
3. More recent work on producing a temporally consistent representation; the pri- 
marv focus of this thesis.
Marker and marker-less motion capture techniques focus on producing skeletal mod­
els which can be subsequently used to drive characters rigged according to appropri­
ate skinning and deformation techniques. More recent performance capture work has 
however focused on capturing surface models which represent the dynamic motions of 
artefacts such as loose clothing. Most recently surface tracking approaches have been
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applied to introduce a temporally consistent representation which subsequently allows 
the application of techniques such as space time editing.
The work presented in this thesis overlaps with both deformation and skinning tech­
niques and character reconstruction. Initial work presented in chapter 3 presents mesh 
based deformation in the form of smface and volumetric Laplacian deformation and 
a novel approach to parametrise such deformation techniques using a skeleton. The 
remainder of the thesis deals with character reconstruction and the introduction of 
temporal consistency to frame dependent surface reconstruction. Laplacian deforma­
tion is constrained by 3D reconstructed video data to introduce a sequential tracking 
technique and subsequently combined with automatic shape matching to produce a 
hierarchical non-sequential approach.
2.1 D eform ation  and Skinning
Animation requires the ability to accurately model and deform a character based on a 
number of controllable parameters. Pi’om the animators points of view these parameters 
should be easy to control and produce intuitively predictable results. These results 
should give realistic and true to life character deformation and present computational 
complexity that makes them practical within a modern animation pipeline.
2 .1 .1  S k e le to n  B a sed  T ech n iq u es
Skeleton based techniques present the most ubiquitous approach to character animation 
in both industrial and research applications. These techniques allow the animator to 
deform a character according to an embedded skeleton. The effects of rotating, scaling 
and translating the joints are reproduced in the surface or skin based on a defined 
relationship between skin and skeleton. Skeletal deformation is intuitive to the animator 
and often requires minimal knowledge of the underlying algorithm making it perfect 
for use by artists.
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S ub-Space D efo rm ation
Subspace deformation is one of the earliest forms of skeleton based animation. Some 
of the first research is presented by Catmull[19] which introduces rigid skinning to 
hierarchically structured articulated figure. Burtnyk and Wein[12] introduce another 
rigid skinning technique using 2D skeletal bi-linear deformation. This very early work 
sufficed to present the possibility for this style of animation but suffered from many 
problems related to the use of rigid skinning. The rigid skins deform in an undesir­
able way around the joints, collapsing inwards at compressed areas of the joints and 
flattening around the stretched areas.A
Figure 2.2: Common problems with linear blend skinning; shrinkage around bent joints 
and the “candy-wrapper” collapse effect [63]
Later work from Thalmann et al[58] moved skeleton driven techniques to 3 dimensions 
using a technique which was subsequently to become industry standard. This method 
revolves around computing the final position of a vertex as a weighted combination of 
the positions produced by rigidly transforming a vertex by the transforms of related 
joints. Each of the vertices is first assigned a weighted set of joints with
related transforms (Tjp,..., Tj^). Each vertex is initially transformed rigidly by each 
of its influencing joint transformations and a weighted linear combination of these 
positions is used to produce the final deformed vertex position, LBS{v).
n
LBS{v) =  Y , ^ j , v T j ,  (2 . 1)
2 = 0
where Wj is the weight associated with joint j .  Tj. = Bj~^Wj-  where Bj^ is the binding
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matrix for joint ji and Wj. is the world matrix for the attachment. This technique 
has been given various designations; most commonly sub-space deformation and linear 
blend skinning. The simplicity of this approach provides some clear advantages in 
speed and low memory use. Thalmann et al [58] attem pt to increase accuracy of this 
approach with methods to simulate joint rounding and muscle inflation, however the 
technique leads to undesirable deformation of artefacts under certain joint angles. For 
example the human wrist can twist through nearly 180 degrees but a linear blend of 
these transformations leads to a completely degenerate transformation resulting in the 
commonly know “candy-wrapper” collapse effect. Figure 2.2. Creating a good set of 
blending weights is a time consuming and tedious task. Mohr et a l[64] provide an 
extension to this technique aimed at reducing the guesswork and tedium involved on 
the part of the animator. Their direct manipulation method first determines the range 
of possible deformed vertex positions and displays this subspace for the user. Each 
deformed vertex position is simply a combination of rigid transformation; one for each 
influencing joint.
Wang et al [102] endeavour to provide increased flexibility and control over the defor­
mation of each vertex. Instead of providing one weight per influencing joint they allow 
the specification of separate weights for each member of the transformation matrix Tj.. 
The deformation equation becomes
LBS{v) = Y ,
n
V 
2 = 0
(2 .2)
^ooj^Tboj. woij.Toij. wo2jiTo2ji 0 
wioj^Tioj, wiij.Tiij. wi2j.Ti2j, 0 
W20jiT20ji W21jT2lj. W22jT22j^ 0
_ W 3 0 j,Ï3 0 j , W 3 i j .? 3 i j .  W 32j(732j< 1
This addition allows for a greater level of control over the deformation process giving 
the ability to define more accurate and realistic looking animation with the added bonus 
tha t very little additional computation complexity is incurred. The weighting process 
is however made more complicated requiring the specification of 12 weights per vertex 
per influencing joint. To combat this increased complexity Wang et al suggest a means 
to produce the weighting from a number of example poses, however a series of accurate 
non-conflicting example poses is tricky to produce.
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Several attempts to move sub-space deformation further towards the quality of the 
slower more complicated physically and anatomically based approaches have been made. 
Mohr et al [63] propose a means to combat shrinkage around joints and the candy- 
wrapper effect with the addition of pseudo-joints. Their system complicates the skeleton 
hierarchy with additional joints tha t properly interpolate rotations without collapsing. 
They also go on to demonstrate how this method can be used to introduce additional 
joints which scale up and down appropriately to produce muscle bulging and denting 
of skin; as caused by tendons and other substructure.
Kavan et al [45] take a totally different approach with the same goals. Instead of 
trying to correct the bad results of linear blend skinning under certain deformation 
they propose a change to the interpolation method itself. The primary problems with 
linear blend skinning occur with the interpolation of rotations. Kavan et al use the 
well established spherical linear interpolation method presented in [78] to perform in­
terpolation of joint rotations represented with quaternions. They follow up this work 
with an extension using dual quaternions [43]. The largest downfall of this method is 
its simplistic skin-to-skeleton binding methodology, which prevents representation of 
muscle bulging and other skin deformation effects. Furthermore the approach relies on 
dual quaternions which by there nature restricts the method to rigid transformations 
making scales and shears impossible.
Skin M apping
The surface model, as used in the subspace deformation approaches discussed previ­
ously, is conceptually very simple. The skeleton is directly mapped to a single surface 
representing the skin of the figure. Although simple this model suffers from a number 
of short comings. Modelling skin deformation which results from deformation of mus­
cles, tendons and other anatomical artefacts is tricky since there is nothing under the 
single surface layer to model them. Chadwick et al [20] present a multi-layered model 
which not only contains the skeleton and surface layers but an intermediate layer which 
simulates the physical behaviour of muscles, tendons and other anatomical structures, 
Chadwick constructs an intermediate layer consisting of free form deformation control
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Figure 2.3: The use of metaballs to represent the organic structure of the human leg, 
grouped appropriately to avoid unwanted blending [96]
boxes which are parametrised according to the fatty and muscular tissue they repre­
sent. The control boxes are attached to the skeleton and the parameters defining them 
change according to joint angles. As each of the boxes deforms objects within the boxes 
distort accordingly.
Following a different line of research a number of so called implicit surface techniques 
have been developed. These offer the ability to model the complex shape and nature 
of organic structures at a fraction of the computational cost of data point based meth­
ods. Implicit surfaces are defined using a series of base functions (primitives) which 
are combined using operations such as sum, min, max, etc. The final object is con­
structed by blending these primitives; as the primitives are moved and deformed the 
blended surface changes shape. Thalmann et al [96] attach ellipsoids to the skeleton of 
a character to model muscles and other organic structures. The ellipsoid primitives are 
parametrised according to angles of the influencing joints. These ellipsoids are grouped 
forming metaballs according to the joints which influence them, Figure 2.3.
This approach can produce very accurate and realistic looking deformation, however by 
comparison to subspace deformation techniques the computational complexity is very 
high. This approach is not fast enough to render frames in real time. Adding a further 
level of detail and realism to this approach Turner et al [98] produced the hybrid model 
in which a number of anatomical layers are modelled according to the level of detail 
required to accurately represent that layer. The closer to the surface a layer is the more 
visible the effects of that layer and so the more detailed that layer needs to be. They
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present more sophisticated physics-based models for the outer layers and more efficient 
kinematic or geometric models for the inner layers.
Iw# Tis»ue
Figure 2.4: The hybrid model [98]
Their hybrid model illustrated in Figure 2.4 divides the anatomy into four layers:
1. The skeleton modelled using inverse kinematics
2. The muscles modelled using the implicit surface technique
3. The fat layer modelled using springs
4. The skin modelled using elastic skin simulation
This produces even more aesthetically pleasing results but at the cost of a higher level 
of computational complexity. Kho et al [46] present a different approach with the aim 
of introducing an interactive system for deforming unstructured polygon meshes that is 
easily used by non-expert users. The user defines two curves by simply sketching them 
in the image plan. The first curve is a reference curve indicating the area of interest on 
the unstructured mesh and the initial shape prior to deformation. The second curve 
shows the shape to which the reference curve is to be deformed. The rigidly attached 
vertices are scaled and bent accordingly creating the desired deformation (figure 2.5).
Their system provides users with a very simple and intuitive means to animate objects, 
however the rigid attachment of the skin mesh to the reference curve leads to the 
common problems with this style of deformation (eg. shrinkage around the joints).
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Figure 2.5: A simple sketch based mesh deformation. The user draws a curve along 
the leg, followed by a second target curve [46]
M odelling A natom y
Modelling anatomy takes the notion of the multi-layer model further by attempting 
to accurately model the anatomy present between the skin and skeletal structure. Al­
though articulated structures consisting of rigid segments provide a reasonable approx­
imation of a characters skeleton most of these models are too oversimplified to be 
considered anatomically correct. The idea of anatomy based techniques is to as accu­
rately as possible model the actual anatomy of the character and therefore produce the 
most realistic results possible. Wilhelms [104] and Scheepers et al [73] both present 
highly detailed approaches to modelling animal and human anatomy. They claim that 
artists study anatomy to understand the relationship between exterior form and the 
underlying structures responsible for it and base their methods upon this statement. 
They use advanced approaches to model all aspects of the human anatomy. Combina­
tions of rigid structures for bones, and complex volumes and primitives for muscles and 
other deformable elements. The results of these methods are very promising showing 
extremely realistic and aesthetically pleasing characters.
There are two styles of approach possible with respect to the accurate modelling of 
character anatomy [29]:
1. Passive Muscles. Here the skeleton is the base of the animation. Adjusting the 
position of the skeletal joints causes geometric and physics based deformations of 
the appropriate muscles. This is the most common approach since it gives the
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Figure 2.6: Left: The behaviour of Wilhelms’ skeletal and muscular model with flexion 
at the elbow joint. Right: The result of the model after skin and fatty tissues models 
are applied [104]
animator the freedom to visually deform the character as they please.
2. Active Muscles. Here the actual physics behind each of the muscles and other 
connecting structures are modelled. Deformation of the muscles has the effect 
of moving the character accordingly. This is much less common, requiring de­
tailed parameters to be given to the muscle models to introduce movement to a 
character. This yields a far less intuitive method of animation.
Although very accurate and realistic character animations are possible with these ap­
proaches they come at a great cost both computationally and in time on the part of 
the animator constructing the model. These models are far too complex with the cur­
rent state of computing hardware to be considered for real-time applications. Aubel 
and Tiialmann [6] introduce a computationally faster approach to accurately modelling 
character anatomy. Under their approach each muscle is represented by a simple two 
layer model; a skeleton and a surface mesh. The skeleton of a muscle is defined by 
action lines. Action lines define the lines in which the muscle exerts force on the bone. 
Each action line is approximated by a polyline from which a ID mass-spring-dampener 
system is constructed. Masses corresponding to the muscle insertion and origin are 
anchored to the skeleton joints so that their motion is driven only by the skeleton.
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The system is parametrised according to the tissue represented. The muscle belly is 
represented by a surface mesh, giving much more flexibility to accurately model shape 
by comparison to previous volume preserving ellipsoid models [73]. Each vertex of the 
mesh is associated with underlying action lines allowing the muscle to be deformed 
according to the state of the mass-spring-dampeher system. With the deformation of 
each muscle entirely controlled by action lines the 3D nature of the elasticity problem 
is reduced to ID for muscles with one action line and 2D for flat muscles with multiple 
action lines. This reduces the computational complexity considerably.
These approaches focus on the accurate modelling of the underlying muscle and tissue 
structure of a character. Pratscher et al [67] take an existing character mesh and skele­
ton and generate the musculature. Generating musculature automatically massively 
reduces the work of the animator since construction of anatomy based models requires 
the extremely time consuming modelling of all internal tissue.
i
Figure 2.7: Detailed torso model developed by Lee et al [54]
More recently Sueda et al [89] created realistic skin deformation of the hand based on 
underlying tendons and muscles. Most recently Lee et al [54] constructed an anatomi­
cally accurate model of the entire torso. Their model makes use an articulated multi­
body dynamic system to accurately model all bones of the upper body and piecewise 
line segment models to model the vast number of associated muscles. They use finite 
element simulation of soft tissue to produce highly accurate motion simulations. These 
methods produce far from real-time simulations.
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2 .1 .2  P h y s ic s  B a sed  T echn iques
Physics based approaches go beyond tha t of simple kinematic animation attempting to 
create realistic animation through accurately modelling the physics of an environment. 
Users can create realistic motion by applying forces to dynamic, physically based models 
while algorithms generate values for the simulation of variables in accordance with the 
laws of Newtonian mechanics. These approaches can yield highly accurate models 
giving very life like deformation. The models are however often very complicated to 
construct and present a high degree of computational complexity.
E lasticity and Energy
Some of the earliest work with dynamic physically based techniques is presented by 
Terzopoulos et al [94, 95]. Their w^ork allowed the animation of objects, at first assuming 
that they undergo perfect elastic deformation but then extending their work to model a 
variety of inelastic phenomena. Their model is capable of accurately deforming objects 
according to viscoelasticity, plasticity and fracture. Following on from this very early 
work a number of techniques have been developed to model objects using elasticity and 
energy. Faloutsos et al [25] present a technique aimed at the animation of characters 
developed from inanimate objects (As with many of the Disney and Pixar characters). 
Their approach adds more realism to the early work extending free form deformations 
for use in the dynamic domain.
Capell et al [18] uses physics based techniques for skeleton driven animation of elasti­
cally deformable characters. Their system bares some similarity to free form deforma­
tion techniques in that they embed the character in a control lattice. They represent 
motion of the object with a time dependent function which is dependent upon motion 
of the skeleton which they solve using a finite element method. By virtue of this equa­
tion they are able to represent the kinetic energy T  and elastic potential energy V  as 
functions of q and q where q denotes the time derivative of q and q is the dynamically 
evolving coefficient which determines the deformation of the object, q is determined 
from the animators skeleton movements. Their equations of motion are therefore the 
Euler-Lagrange equations:
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where is a generalised force arising from external bodies and fiq is a generalised 
dissipative force added to simulate the effects of friction. Their system requires a 
skeleton and control lattice to be created for the character. A process that can take 
even a skilled animator several hours. One of the largest shortcomings of this approach 
is that no means is provided for the animator to control shape other than by posing the 
skeleton. For example it is not possible for an animator to make a character appear to 
breathe or produce a muscle bulge. Huang et al [37] present a method extending existing 
gradient domain mesh deformation approaches. They present a means to introduce 
skeleton constraints to control meshes including physical restrictions of rigidity and 
length. This allows representation of rigidity for bones 2.8.
Figure 2.8: Deformation with skeleton constraint, third image from left and without, 
final image [37]
R igging D ynam ics
Attempting to overcome the shortcomings of their previous work Capell et al [17] intro­
duce a framework for rigging characters that are modelled as dynamic elastic bodies. 
This technique is aimed at removing the restrictions that the animator can only control 
shape by posing the skeleton. In their new system deformations are created indirectly 
through the use of forces. They exploit an important feature of pose-dependent lin­
earisation. For a fixed skeletal pose, deformations and generalised forces are in corre­
spondence. This allows shape to be thought of in terms of forces by solving a static 
equilibrium equation. They present two independent rigging paradigms; force-field tem­
plates and surface deformation rigs. The use of force fields also allows for the relatively
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simple inclusion of self collision detection to further increase the realism of deformation 
specifically around the creases caused by large joint angle changes. Figure 2.9 shows 
the effect of this.
(a)
Figure 2.9: Without (a) and with (b) collision detection [17]
Larboulette et al [51] suggest a means to add dynamic response of the skin to move­
ment of the underlying skeleton. The technique allows the user to define flesh elements 
for a volume surrounding a particular portion of the characters skeleton. This element 
deforms based on a spring system representing resistance to motion and basic gravita­
tional force. Their approach can be applied to add dynamic skin effects to any style 
of character animation using skin meshes without modification of the mesh. By its 
fast and simple nature it is also suitable for real-time application requiring very little 
additional overhead. However, its results are very basic and more complicated effects 
such as muscle bulging are still neglected.
Guo et al [34] suggest a far more complicated means to add dynamic skin effects using 
a pseudo anatomical approach. The modelling of underlying tissue structures has been 
shown to produce visually pleasing results, however the complexity of these methods 
makes them slow. Simplified muscle models such as ellipsoids have been used however 
these are still labour intensive requiring the placement of each individual muscle. Guo et 
al attem pt to alleviate this problem. They claim that since only the skin is visible then 
as long as the internal structures make the skin deform plausibly they need not resemble 
real tissue structures. Along these lines they use deformable chunks to represent the 
internal structure of a character. These chunks are automatically generated beneath 
the skin according to a user defined subdivision of the skin; separating the surface 
into a series of patches. Utilising a finite element method these chunks are deformed 
according to skeleton posture. The deformation of these chunks leads to deformation
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of the skin mesh. Their method is capable of adding most muscle deformation effects 
to the skin of a character. The only manual work involved is definition of the skin 
patches which can be time consuming, however deformation is very fast by comparison 
to anatomically based approaches.
2 .1 .3  M esh  an d  E x a m p le  B a sed  T ech n iq u es
Mesh and example based techniques use the surface of the character in single or multiple 
poses to estimate surface shape at new poses using interpolation and extrapolation from 
the original shape. Many example based or data driven techniques share heavy overlap 
with character reconstruction with their input being derived for various capture and 
reconstruction approaches. Mesh based deformation often offers visually pleasing and 
smooth deformation, but can be hard to parametrise and control precisely.
M esh  B ased  M e th o d s
Mesh based approaches encode the mesh and deform based on a number of constraint 
vertex positions. Gradient based mesh editing approaches were first introduced by Yu 
et al [107] and subsequently Laplacain surface editing has evolved [82]. The local shape 
is encoded based on the differentials of the shape functions for the mesh elements. This 
approach involves solving the following equation in the least square sense to obtain the 
deformed vertex positions v:
L v  = 6 (2.4)
where Ô are the differential coordinates of the mesh and L  the Laplacian operator ma­
trix. Stoll et al [88] extend this approach to the volumetric domain. Using a tetrahedral 
mesh the shape functions are defined on the tetrahedral mesh elements instead of sur­
face triangles. Similarly Sheffer et al [77] introduce pyramid coordinates for morphing 
and deformation. Here a vertex is expressed as a combination of surrounding vertices 
and its normal. This leads to the pyramid shape which gives the approach its name. By 
deforming the ambient space deformation complexity is decoupled from the complexity
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of the shape allowing deformation of even the most complex manifolds at interactive 
rates. Sorkine et al [84] extend this approach with a means to combat linear interpola­
tion of local rotations. They iteratively solve equation 2.4 updating the differential or 
Laplacian coordinates on each iteration using the local rotation of each facet onto its 
deformed counterpart. These mesh based techniques have the advantage of being able 
to represent surface deformations of clothing and skin. Under deformation local mesh 
topology is preserved removing the stretching and drastic local shape changes which 
can occur with techniques such as linear blend skinning. However, creating character 
animation is not as intuitive and very time consuming with these approaches since they 
require direct vertex manipulation.
One down fall of mesh editing is the ability to easily create unnatural deformations 
for a character. Huang et al [37] introduce a number of additional constraints to the 
Laplacian deformation framework to compensate for physical properties of the charac­
ter. They provide the means to factor skeletal constraints by defining joint positions 
as a linear sum of related vertices for both length and rigidity. Volume preserving 
constraints are added to prevent collapse under deformation. These constraints are 
demonstrated to achieve more realistic character deformation but introduce the need 
for a complex non-linear solver.
Moving on from their work on deformation transfer [90] Sumner et al [92] have pro­
duced an approach they call mesh-based inverse kinematics. Drawing an analogy to 
the traditional use of skeleton based inverse kinematics for posing skeletons, they define 
mesh-based inverse kinematics as the problem of finding meaningful mesh deformations 
that meet specified vertex constraints. They use a number of example meshes to rep­
resent the domain of meaningful deformations. Each example mesh is represented by 
affine transformations of each triangle from the base mesh or deformation gradient. 
An animator is able to move any vertex of the mesh, following which the closest ex­
ample mesh is found and the new mesh pose interpolated from the closest example. 
The results of this approach show massive improvement over traditional deformation 
techniques as illustrated by Figure 2.10.
Further extending this work Der et al [23] apply this approach to reduced deformable
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Figure 2.10: Comparison of Der et al [92] inverse mesh kinematics approach (B) using 
example meshes (A) to vertex weighting (C)
models. Reduced deformable models are often built using a static mesh with control 
parameters to modify posture, muscle bulges and other deformations. These models 
provide a compact representation however, some animation tasks are more suited to 
direct manipulation such as creating interaction with surrounding objects. Additionally 
Der et al present an algorithm for direct control of reduced deformable models allowing 
interactive posing of detailed shapes with computational complexity independent of the 
complexity of the models geometry.
Sumner at al [91] move this work forward using a graph structure to represent defor­
mation between a number of poses. Each transition of the graph represents the affine 
transformation from one pose to the next. Deforming the mesh involves directly ma­
nipulating mesh vertices and estimating the affine transformation based on the graphs 
structure. This essentially deforms the space in which the mesh is embedded rather 
than deforming the mesh itself allowing the preservation of local surface details. They 
also note that since the space is being deformed any character embedded within the 
same space could be deformed according to a graph produced independently.
Free Form Deform ation
The idea of free-form deformation is to deform the space in which an object sits rather 
than the mesh itself. One way to think of free form deformation is a deformable object 
embedded is a clear flexible plastic [74]. As the plastic in which the object is embedded 
the subsequent forces deform the object according. In practice an object is embed in 
a lattice of control points. The control points control splines which in turn are linked
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to the motion of the objects vertices in the case of a triangular mesh. Since this early 
work a number of similar approaches and extensions have been developed with the aim 
of combating the limitations of free form deformations. The free form deformation 
approach is discussed as having a number of limitations: [36]
1. Users un-familiar with splines do not have intuitive control over the objects de­
formation
2. Control points can become occluded by the object itself making interaction diffi­
cult
3. Exact shape and placement of objects is difficult to achieve
In an attem pt to combat these deficiencies Hsu et al [36] introduce a direct manipulation 
method which greatly reduces the requirement for intimate knowledge of the methodol­
ogy on behalf of the animator. Their interaction technique allows an animator to place 
a point and subsequently automatically produces the control point positions tha t result 
in the corresponding deformation. Although a variety of extensions have been defined 
to the free form deformation method most use approximation methods to extend the 
initial approach. However, Moccozet et al [62] reconsider the geometric foundations 
on which free form deformations are based. They consider the main limitation of the 
approach as arising from the way object points are expressed relative to control box 
points. Moccozet et al attem pt to solve the problem using Sibson coordinates.
The idea of deforming the space in which a mesh is embedded rather than the manifold 
itself has become popular. Weber et al [103] embed 2D planar shapes in a cage using 
complex Barycentric coordinates or "Green Coordinates” . Additionally they introduce 
a method which allows the planar objects vertices to be manipulated rather than the 
cage itself thereby giving the animator more intuitive control. Ben-Chen et al [9] gener­
alize this approach to the 3D domain embedding a mesh within the cage (Figure 2.11) 
and using variational harmonic maps for space deformation. They generate harmonic 
maps as a linear combination of harmonic basis functions in such a way that they are 
both detail preserving and intuitive to control.
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Figure 2.11: A model enclosed in a cage (left) and a deformation using variational 
harmonic maps (right) [9]
Pose Space Deform ation
Lewis et al [40] introduce the concept of pose space deformation. Initially the character 
is produced in a single pose with all the appropriate rigging. The pose space is all the 
possible configurations of the character with the defined rigging. The artist sculpts 
a number of possible poses, manually producing the skin geometry. Each vertex on 
the skin surface is associated with a series of radial basis functions that compute its 
position given a pose of the character. These functions are formed from the animator 
defined example poses. This approach demonstrates significant advantages over the 
traditional subspace deformation methods of character animation. The skin no-longer 
collapses near joints or under twisting resulting in better behaviour of skin around more 
complicated joints such as the shoulders. Also the range of possible deformations is 
far greater with this style of approach and furthermore it is possible to perform direct 
manipulation if required.
The computational complexity of pose space deformation makes it unsuitable for use in 
real-time applications. Kry et al [30] propose an extension to pose space deformation 
providing real-time performance. Instead of storing displacement fields for each key 
pose and then interpolating between them at run-time they use principle component 
analysis to construct an error-optimal eigendisplacement basis for representing the set 
of pose corrections. They decompose the model into locally supported domains so that
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the resulting set of locally supported eigendisplacement basis functions is well suited to 
rendering in graphics hardware. Sloan et al [41] also aim to reduce the complexity of 
pose space deformation. They set up the linear system of equations on a per example 
basis rather than per degree of freedom. Since there are significantly less examples 
than there are vertices this greatly increases the efficiency. Per example blending can 
also be directly mapped to current graphics hardware support for transform blending.
Kurihara et al [49] present a method for constructing an example-based deformable 
human hand model from medical images with the introduction of weighted pose space 
deformation. The influence of links on deformation changes from vertex to vertex so 
they introduce a weight coefficient describing the influence of each link on a vertex. 
Combating the higher levels of complexity involved in this approach Rhee et al [69] 
developed a parallelised implementation in a single instruction multiple data manner 
allowing processing on a GPU. They present a parallel implementation of weighted 
pose space deformation on GPU fragment processors giving real-time performance. 
They also propose a means to calculate vertex weights automatically from the sample 
poses.
D ata D riven M ethods
In recent years numerous range scanning technologies have been developed including 
whole-body scanners which can accurately capture the static shape of a person. These 
scans can then be modified by an animator, however with a single scan problems similar 
to traditional techniques arise. Muscles, bones and other anatomical structures con­
stantly change shape influencing the shape of the character. Multiple scans are needed 
covering a range of poses making interpolation possible to produce accurate character 
animation. Lewis et al [40] and Sloan et al [41] both propose example based approaches 
to mesh deformation. These methods provide a means to interpolate hand sculpted 
meshes which are in one to one correspondence. Allen et al [3] introduces an approach 
using 3D range scan data where the captured meshes have no correspondence. Using 
markers captured during the range scans they produce a kinematic skeleton, which 
they fit to each pose. Correspondence is subsequently established and K-nearest neigh­
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bour interpolation in pose space is used to produce desired poses according to skeleton 
deformation. This style of approach has a number of advantages over traditional ani­
mation techniques. It dramatically reduces the work of the animator in producing the 
character models in different poses since capture is automated from the range scanner.
The Shape Completion and Animation of People (SCAPE) system [5] gives a system 
for the capture and animation of a character from a number of range scanned models of 
a character in different poses. They learn two models, one which represents non-rigid 
surface deformation and a second which represents surface variation based on pose. 
Combining these two models they are able to produce animation with realistic muscle 
deformation. This approach requires the use of motion capture markers which they use 
to register the range scan data and generate the skeleton which is ultimately used to 
parametrise the deformation algorithm.
2.2 C haracter R econ stru ction
Motion and surface capture technologies play a significant role in animation and con­
struction of characters. These technologies aim to capture realistic motion from actors 
performing in a studio environment. Original techniques involved estimating skeletal 
motion based on a number of markers placed on an actor [60]. This motion can be 
re-targeted to animate skinned animator constructed characters. More recently the 
capture of dynamic effects including skin and cloth deformation has been attempted 
with multi-view video and range scanning technologies [87].
2 .2 .1  M arker and  M ark er-less M o tio n  C ap tu re
Menache presents motion capture systems [60] which estimate skeletal movement based 
on a number of markers placed at significant locations on an actor. These markers 
are tracked by an array of sensors building up a series of 3D paths for each marker 
throughout the actors movement. The skeletal animation can be used to drive animator 
skinned characters. The largest drawback of this approach is tha t dynamic motions 
are not captured, leaving skin and cloth animations to be estimated after the fact. In
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order to achieve the best results an actor is required to wear a skin tight suit to give 
the best possible marker tracks. This prevents the capture of natural clothing.
Park et al [66] attem pt to capture dynamic skin effects like muscle deformation by dras­
tically increasing the number of markers used. A typical motion capture system uses 
approximately 50 markers but Park et ai use around 350 markers to give a significantly 
denser representation of the surface. Although denser than traditional motion capture 
this still only gives a very sparse representation of surface structure. They supplement 
the markers with an actor specific surface model. However construction of this model 
and dealing with the large quantity of markers is incredibly time consuming for an 
animator.
Allan et al [4] attem pt to produce highly accurate character reconstruction using laser 
scans of a human character in a variety of different poses. Using markers in each 
laser scan they are able to construct a kinematic skeleton and produce a parametrised 
surface model based on this skeleton. New poses are produced as an interpolation of 
the parametrised models. One major drawback of their approach is the reliance on 
displaced sub-division surfaces which prevents them from representing creases in the 
the surface model. This restricts the technique to skin or tight fitting attire. A problem 
shared with the work of Park et al.
The SCAPE system [5] presents a dual model approach to representing accurate defor­
mation of a character. Using this model Balan et al [7] tackle the problem of marker-less 
motion capture from multiple images. The SCAPE system is used to build models of 
characters and is animated using parameters derived souly from image data. The 
skeletal parameters required to drive the SCAPE model can be learned from images of 
people in regular street clothing although baggy clothing prevents accurate estimation 
of pose.
Rosenhahn et al [70] attem pt to produce skeletal parameters from people in more 
regular clothing in their system; Cloth x-ray. Using a combination of silhouette recon­
struction and the cloth draping method they are able to accurately produce skeletal 
parameters for people wearing loose clothing in many configurations. Although an apt 
example there approach can easily break down in situations where the cloth motion is
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Figure 2.12: The Virtualized reality project [42]
no longer souly reliant upon the underlying structures. For example, when momentum 
causes motion to continue when the embedded anatomical structure stops abruptly.
2 .2 .2  P erform an ce  C ap tu re
Kanade and Rander [42] pioneered surface capture for sequences of human motion 
with their Virtualized Reality System. Their system uses a 5m dome and 51 cameras 
to construct accurate frame dependent models of an actor. They reconstruct a 3D actor 
model using stereo reconstruction on numerous pairs of the 51 cameras. The system 
is capable of reconstructing an actor model, texturing that model and demonstrating 
the rendering of free-view point video all be it in a significantly lower quality to more 
recent advances.
Shape from silhouette
Laurentini et al [52] introduce the concept of a visual hull as the bounding region 
for geometry represented by the intersection of the projection of multiple silhouette 
images. For a view r  the cone like volume vh^ is created by the projection of rays from 
the origin through the pixels of the silhouette image. The represented geometry must 
be contained within this region. When considering all views ( r i , ..., the geometry 
must be contained within the union of these volumes vh%.
vhu =  P i vhr (2.5)
i=0
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Reconstructing the character requires the use of constructive solid geometry techniques 
[21]. A technique which uses boolean operators to build a manifold from primitives. 
Matusik et al [59] combine visual hulls with an image based rendering technique to 
produce a textured representation of the character. Although plausible when viewed 
from the correct angle the characters geometry is a rough estimate of the actual shape. 
Wurmlin et al [105] take this approach further introducing an approach to producing 
and encoding 3D video. They also make frame-to-frame comparisons of the geometry 
to improve the results of reconstruction with temporal observations.
Sand et al [72] combine information from shape from silhouette techniques with skeletal 
reconstruction from a commercial motion capture system. Visual hull reconstruction 
gives the surface shape whilst the traditional marker-based motion capture system 
allows capture of the underlying skeleton. The most obvious drawback is that actors 
are still required to wear the tight motion capture suit thereby preventing the capture 
of natural clothing and the related dynamic effects.
Gross et al present Blue-c [33], a spatially immersive display and 3D telepresence sys­
tem. They present a real-time silhouette reconstruction and display process as required 
for telepresence. By using inter-frame prediction on the captured camera images they 
decide which pixels need updating and thereby avoid a lot of the expensive 3D process­
ing required on subsequent frames. Both blue-c and the work of Sand et al are early 
attempts at silhouette reconstruction and produce very coarse models.
Seitz and Dyer [75] developed a voxel colouring technique which uses photometric infor­
mation. Their algorithm identifies voxels within the visual hull of consistent colour in 
multiple views and uses them as constraints in reconstruction. This guarantees a consis­
tent reconstruction is found even under large changes in visibility from frame-to-frame. 
The main drawback of the approach is reliance on a specific camera configuration. 
The concept of the photo Hull is introduced by Kutulas and Seitz [50] as a means to 
deal with occlusions in visual hull reconstruction. This approach generalizes and voxel 
colom'ing technique allowing any configuration of cameras.
All shape fi'om silhouette techniques suffer problems of occlusion where concavities in 
the shape are not reconstructed producing phantom volumes. Faugeras and Keriven
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[26] introduce a regularization using a level set approach. However, this is subject 
to falling into local-minima based on the initial surface solution and discounts shape 
constraints from the original silhouette images. More recent techniques have taken a 
model based approach; fitting a predefined humanoid character to the results of shape 
from silhouette reconstruction [85, 5]. This yields a good shape at each frame but 
removes the ability to capture all detail of the performance, restricting appearance to 
tha t of the predefined model.
M ulti-view  Stereo
Stereo reconstruction relies on finding correspondences between images from different 
views and using simple geometry to compute depth maps representing a pixel distance 
into the frame. In stereo the disparity d is the difference between the corresponding 
points in left and right images. Equation 2.6 relates the disparity to the distance z.
d = j B F  (2.6)
where B  and F  are the baseline and focal length respectively. This can work well for 
narrow base-line stereo but for wide baselines where correspondences are hard to find it 
quickly breaks down. On the other hand a narrow base-line results in more inaccuracy 
in depth estimation. One of the earliest techniques for dealing with multiple view stereo 
is presented by Okutomi and Kanade [65]. Their approach uses a number of cameras 
at increasing base-lines to produce a number of estimates of depth. Combining these 
estimates in a minimization framework they make a combined estimation of depth. 
W ith advances in image matching techniques the accuracy of correspondence between 
images has greatly improved the results of depth map production.
Roy and Cox [71] introduce a global approach to the multiple camera stereo problem. 
They transform the problem into a maximum flow problem and solve for the disparity 
surface as the minimum cut. The global approach yields a more accurate depth map 
than the traditional line-by-line approach to stereo. Solving globally avoids disparity 
inconsistencies across neighbouring epipolar lines and allows smoothing in all directions.
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Following this work graph cuts as a global optimization for stereo reconstruction have 
become popular. Vogiatzis et al [101] use volumetric graph cuts. They use the visual 
hull as a prior model for photo-consistency, however fail to take account of silhouette 
information in the final reconstruction. Sinha and Pollefeys [81] include silhouette 
constraints however their method is restricted to genus-0 surfaces preventing the re­
construction of concavities in objects such as a ring formed by linking ones arms.
Starck and Hilton [87] present a unified framework which takes account of both silhou­
ette and feature constraints. Their approach utilises shape-from-silhouette for shape 
and stereo photo-consistency to recover the surface based on appearance information. 
They also make use of edge constraints to further increase the accuracy of reconstruc­
tion. This approach deals well with issues of occlusion and shows a significant increase 
in accuracy and visual quality over previous techniques.
2 .2 .3  Surface T racking
W ith range scanning and multi-view reconstruction becoming ever more prominent in 
animation industries demand to parametrise and re-animate the captured characters 
has increased. Scanning and reconstruction techniques commonly reconstruct meshes 
on a frame dependent basis. At each frame a new mesh with different vertices and 
topology is created. This makes editing and réanimation a difficult process with edits 
having to be made at every frame. A temporally consistent representation provides a 
mesh with identical topology at each frame thereby allowing automatic propagation of 
edits and parametrisation of motion. More recent work has focused on the production 
of temporally consistent multi-view reconstructions.
Many of these techniques use a laser scanned or animator constructed model and evolve 
this model through the sequence of reconstructed meshes. An approach described as 
tracking by deformation [13]. Vlasic et al [100] present a system which at each frame 
fits a  skeleton to the visual hull and deforms a predefined linear blend skinned model 
onto the pose. They refine the fit using silhouette constraints to account for surface 
dynamics and errors in linear blend skinning. This approach requires a significant 
amount of user interaction to produce good results for long sequences. Gall et al [28]
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take a similar approach but overcome a number of the problems with the technique 
proposed by Vlasic et al. Instead of fitting the skeleton to the visual hull they fit 
to the complete surface model and consider texture information. This produces a 
more accurate skeleton for the initial fit. The global approach they take to visual hull 
construction is also significantly less sensitive to errors in the original silhouettes.
Camera 1
Figure 2.13: Features computed between images and projected to 3D mesh [22]
The traditional approach to finding correspondence between frames of the video se­
quence is using image based feature in the various views as in figure 2.13. As with 
multi-view stereo approaches these features suffer in areas with uniform appearance in­
formation. Ahmed et al [1] first compute SIFT features between frames to give sparse 
correspondences. They subsequently use level sets of harmonic functions to produce a 
dense correspondence by propagating the sparse information. Aguiar et al [22] produce 
correspondences between frames using SIFT features detected in the various camera 
views. To account for areas of missing correspondence information they use Silhou­
ette rim constraints and an iterative refinement approach to match manifold shape to 
silhouettes.
A number of methods have taken similar tracking by deformation approaches; evolving 
a surface over time based on a number of feature constraints. Starck and Hilton [87] 
use edge features whilst Varanasi et al [99] use the integrals of the geodesic maxima to 
track the ends of limbs. All these methods suffer from the same issue of compounding 
errors over time due to the frame-to-frame nature of the approach. Most recently
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Tung et al. [97] perform surface matching based on sparse geometric features and 
a geodesic mapping which ensures a one-to-one matching across the surface. This 
approach allows matching under large non-rigid deformations and between different 
characters for deformation transfer but may result in inaccurate alignment of surface 
appearance depending on the number and distribution of geometric features.
More recent approaches have moved away from using laser scanned and predefined mod­
els and instead focus on evolving a single frame of the reconstructed sequence through 
subsequent frames. Bradley et al [11] focus on the accurate capture of a single gar­
ment. They use the boundaries of the garment to guide cross-parametrisation between 
independently reconstructed surfaces. Cagniart et al [13] introduces an approach to 
temporal tracking of entire bodies and dynamic surface effects. Their solely geomet­
ric approach matches one frame to the next using a variant of the ICP algorithm on 
geodesic surface patches independently. They further extend this work to provide an 
iterative framework [15] which increases the number of surface patches on each iter­
ation to improve the quality of matching. Sticking with the patched based paradigm 
Cagniart et al [14] produce correspondences using overlapping patches to give multi­
ple targets for vertices. By enforcing rigidity constraints between neighbouring surface 
patches they are able to produce accurate surface tracking. In this work they also move 
away from the Laplacian fr amework for deformation, instead opting for dense matching 
system.
Recently Cagniart et al [16] produced a probabilistic approach which deals effectively 
with errors in the original reconstructed data. They also refer back to the reference 
frame for deformation rather than deforming from the result of the previous frame. 
This allows recovery from some errors however does not overcome correspondence er­
rors introduced by previous erroneous frames. The primary source of error in these 
approaches is their reliance on frame to frame correspondence or deformation thereby 
creating errors which can compound over time.
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2.3 Feature M atch in g
Producing accurate correspondence between pairs of images plays a key role in both 
stereo reconstruction and mesh tracking techniques. Over the years a vast number of 
image matching techniques have been developed. The scale invariant feature transform 
(SIFT) [57], Global Locations and Orientation Histogram (GLOH) [61], Spin Image [39], 
Steerable Local Jet [27], Gaussian derivatives [8] and moment invariants [32] are some 
of the most commonly used in both computer vision and machine learning. Mikolajczyk 
and Schmid [61] present a comparison of a large number of feature matching techniques 
in a number of situations. Their results suggest SIFT and the GLOH vai'iant to provide 
the best general purpose performance. SIFT has subsequently been used in an array 
of work on mesh tracking [1, 22].
More recently MeshHOG [108] moves SIFT to the 3D domain presenting a feature 
descriptor which encodes both geometric and photometric information. They show 
MeshHog to provide comparable results when matching meshes to performing SIFT 
in images and projecting to  the surface. SIFT has the advantage tha t it is possible 
to match between multiple views independently. W ith meshHOG however possible 
ambiguity caused by matching the reverse of an object to the front are removed and it 
is less likely to obtain matches between geodesically separate areas with similar texture.
2.4 Sum m ary and M otivation  for Future R esearch
This chapter has presented previous research related to automatic character animation 
and capture. Character animation techniques have been aptly divided in three cat­
egories; Skeleton based techniques, physics based techniques and mesh and example 
based techniques. Skeleton based techniques parametrise the characters surface based 
on a motion of an underlying skeleton. Motion of the skeleton thus defines the shape 
of the surface representation. These techniques provide the most intuitive control to 
animators since the characters shape is driven from a structure which humans have an 
instinctive understanding of. The downside of skeletal animation is that in order to 
create highly realistic surface deformation and models themselves become complex and
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unable to function in real-time situations.
Physics based approach add a higher level of complexity; modeling characters based 
on the physics of their real-world make-up and environment. The potential for fast 
accurate simulation of characters with realistic results has been presented allowing 
iterative skeletal control of the physical simulations that produce the dynamic surface 
effects. The largest shortcoming of this style of animation arises from the complexity 
involved in creating the physics based models themselves. The models often require 
not only a lot of time to construct but a detailed understanding of the physics involved 
in order to create realistic results.
More recent of approaches have focused on mesh based character deformation. Using 
the local detail contained within the characters own surface representation and a num­
ber of example poses these approaches allow natural deformation of the surface of a 
character. W ith an appropriate number of example poses it is possible to represent 
the characters space of meaningful deformation and interpolate this space to reproduce 
dynamic effects such as muscle bulging at interactive rates. To deform a character in 
these situations and number of vertices which either form part of the characters surface 
itself or a control lattice in which it sits must be repositioned manually. The characters 
new pose is subsequently estimated from these defined points. This is less intuitive than 
skeletal animation and often requires a lot more time and effort to produce meaningful 
animations. Providing more intuitive skeletal control of mesh based animation provides 
the motivation for the research presented in chapter 3 of this thesis.
The automatic capture and reconstruction of characters is closely related to the field 
of character animation. Character reconstruction has taken two forms in the current 
research; skeletal motion capture and performance capture. Skeletal motion capture 
aims to reproduce the movements of the actors skeleton as they perform a number of 
motions. By re-targeting the captured motion onto previously constructed character 
models the recorded movement of the actor can be reproduced in an animation envi­
ronment. These approaches detect the motion of a number of markers placed at key 
locations on an actor and subsequently estimate the motion of the actors skeleton. 
These approaches require an actor to wear tight unnatural clothing and are unable to
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capture dynamic surface effects of cloth and skin.
More recent research has taken place in the performance capture domain. These tech­
niques aim to capture and reconstruct a surface model for a character in natural cloth­
ing. By doing so they are able to capture and represent cloth and skin dynamics. These 
techniques use a combination and visual hull and multi-view stereo reconstruction to 
build this model from multiple camera views of a character. Performance capture yields 
a independent mesh representation of the surface at each time frame. This aptly repre­
sents the surface dynamics of the character performing the captured motion but makes 
editing and réanimation of the character and difficult and time consuming task. In con­
trast to skeletal capture edits to the characters pose must be carried out independently 
at each time frame and interpolation of motion becomes complex.
By building a temporally consistent representation of the surface captured during per­
formance capture it is possible to apply techniques previously constrained to skeletal 
animation to parametrise and re-animate the capture character. Space-time editing 
techniques can be used to propagate edits made to a single frame throughout a se­
quence. This has motivated research into the introduction of temporal consistency to 
performance capture using methods such as those discussed in chapters 4 and 5.
Skeletal animation has also been parametrised and using techniques such as motion 
graphs [35] it is possible to blend seamlessly between motions creating an animation 
framework suitable for use in computer games. W ith global temporal consistency for 
performance capture databases it is possible to apply a similar technique to performance 
capture thus allowing the reproduction of cloth and skin dynamics within the animation 
frameworks. It is this which has lead to the motivation for work presented in chapter 
6 of this thesis.
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C hapter 3
Skinning and V olum etric  
Laplacian D eform ation
This chapter introduces mesh deformation techniques used throughout the research. 
Both surface and volumetric Laplacian deformation techniques are explained. A novel 
approach to skinning a character is presented which demonstrates the advantages of 
Laplacian deformation over the more commonly used character animation approach of 
linear blend skinning. Result are presented demonstrating the advantages of volumetric 
deformation over surface based deformation for large shape alterations particularly with 
sparse sets of constraints.
The ability to interactively repose a character is invaluable in both the film and game 
industries. Skeleton based control rigs are widely used to control the surface anima­
tion with mesh deformation based on the skeletal motion. Computationally efficient 
techniques such as vertex weighting or linear blend skinning are widely used to achieve 
interactive mesh deformation [58]. These techniques can result in visual artefacts due 
to mesh collapse around joints and axial twisting of the limbs. Kavan et al introduce 
a means to overcome collapse issues associated with linear blend skinning with the 
use of dual quaternion interpolation [43]. Their approach does not however preserve 
local surface details of the mesh. Recently Laplacian mesh deformation techniques 
[93, 2, 106] have been introduced which allow direct manipulation of mesh vertices 
to control the surface and interpolate between example poses producing natural de­
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tail preserving mesh deformation. However, these techniques lack the intuitive skeletal 
control of conventional animation rigs. This chapter introduces a method to combine 
skeletal animation rigs with mesh based volumetric deformation to achieve interactive 
animation without the mesh collapse which occurs with conventional skeletal animation 
techniques. Additionally local surface detail is preserved.
Skeleton based approaches including the standard linear blend skinning method provide 
a number of advantages. Firstly, efficient representation of character motion without 
the need to store independent position data for every vertex a t every frame. Secondly, 
a large range of tools are available for editing and rendering skeleton based animation. 
This provides animators with flexible control to create the desired animation sequence. 
Thirdly, simplicity, in theory the animator need only reposition the joints and does 
not need a detailed understanding of the underlying deformation algorithm. In prac­
tice animators will often refine a skiimed character by editing the vertices themselves. 
Fourthly, techniques such as linear blend skinning are computationally uncomplex and 
provide real-time interaction.
The method described in this chapter proposes a novel means to achieve the visually 
pleasing results of Laplacian mesh based deformation techniques whilst maintaining the 
advantages of skeleton based approaches. The method uses the industry standard linear 
blend skinning technique (widely used in games for interactive animation) to connect 
a small number of points to a skeleton. These points subsequently provide a sparse 
set of constraint points on which a Laplacian deformation technique can act. This 
gives an animator intuitive control over the mesh based deformation and the ability 
to create animation using traditional key-framing of joint positions and orientations or 
retargetting of motion capture data.
The technique proposed integrates with current animation pipelines. A full implemen­
tation of the skinning methodology has been implemented as a plug-in for Autodesk’s 
Maya. The approach is demonstrated by animating high-resolution capture meshes 
from 3D surface scans and multiple view reconstruction. Skeleton driven Laplacian 
deformation allows captured high-resolution surfaces to be transformed into a repre­
sentation which can be manipulated using standard animation tools.
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3.1 Triangular and T etrahedral M eshes
The most common and widely used mesh representation in computer graphics is the 
triangular manifold. The triangular manifold M (V, F)  is defined as a set of vertices V  = 
(uo,..., Un) and a set of faces F  = (/o, •••, /m) which each consists of three vertices from 
V.  The triangle as a convex shape makes rending and other operations efficient since the 
surface normal is consistent across the shape. Grouping triangles into meshes allows 
efficient application of vertex based operations since each vertex is only represented 
once. This connectively also leads well to the development of many surface based 
deformation techniques such as Laplacian editing, which is used throughout this thesis.
Throughout this thesis computation is carried out on tetrahedral meshes. A tetrahedral 
mesh consists of a number of tetrahedrons which not only represent the surface but 
the underlying volume. A tetrahedral mesh M{V,F^T)  consists of vertices V  and 
faces F  as with the triangular representation but has the addition of tetrahedrons 
T  =  Each tetrahedron consists of four vertices from V.  A tetrahedral mesh
M(U, F, T)  can be created from a triangular mesh M{V, F)  by means of the constrained 
Delaunay tetrahedralisation [80]. The tetrahedral representation gives the advantage 
of allowing volume based editing operations whilst maintaining the rendering efficiency 
of the triangular representation. All triangle based operations can also be performed 
on a tetrahedral mesh since all tetraliedrons are simply repositioned according to their 
corresponding surface vertices, which also form the faces of the mesh.
3.2 Skinning
Skinning in computer animation is the name given to the process of generating the 
skeletal substructure for a mesh and defining a link between its motion and the subse­
quent deformation of the mesh. Figure 3.1 shows the skeleton defined for a character 
mesh captured using multiple view reconstruction. A skeleton is defined as a hierarchi­
cal series of joints J  = (jo, •••, in) with bones linking them. Each joint ji has associated 
transformation Tj. which acts on its local coordinate frame. The position and orienta­
tion of any joint j* is thus computed by applying all transforms of joints above ji in
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Figure 3.1: A multiple view reconstructed character and embedded skeleton 
the skeletal hierarchy,
3 .2 .1  S k in n in g  A p p roach  O verv iew
The novel approach to skinning provides a mesh animation technique which combines 
the flexibility and interactive control of skeleton based animation rigs with Laplacian 
mesh deformation to avoid mesh collapse under folding and twisting motion whilst 
maintain local mesh detail. Laplacian mesh editing aims to  preserve local differential 
properties under deformation. In doing so it presents a significant advantage over tech­
niques such as linear blend skinning which simply control vertex locations as a weighted 
sum of targets produced by related joint transformations. Linear blend skinning pre­
serves no local detail of the mesh surface or shape and triangles can undergo larger 
local distortion leading to loss of surface detail. Laplacian editing works by minimising 
the change in differential coordinates of the mesh whilst satisfying vertex positional 
constraints. This preserves local topological detail. W hat Laplacian deformation lacks 
is the intuitive control skeletal animation provides; requiring th a t constraint vertices 
be moved independently. The principle contribution of this chapter is a method to 
introduce skeletal control to Laplacian mesh editing using industry standard tools.
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(a) Captured (b) Skeleton Ore- (c) Control Point Selection  
Character ation
(d) Repose
Figure 3.2: A character captured using 3D video capture and multiple view stereo 
reconstruction or Laser scanning (a) rigged with a skeleton using Autodesk’s Maya (b). 
Selected constraint points are attached to this skeleton using linear blend skinning (c). 
The skeleton is reposed moving these constraint points (d). Laplacian deformation 
proceeds using these constraints
Laplacian mesh deformation requires tha t a number of vertex locations on the desired 
pose are known. Figure 3.2 gives an overview of the proposed approach. First, a 
skeleton is created for the tetrahedral character to be animated using Autodesk Maya’s 
tools. Based on this skeleton and the tetrahedral nature of the mesh being deformed 
a small number of constraint vertices are selected to be attached to the skeleton using 
the standard linear blend skinning technique. The traditional animation technique of 
linear blend skinning [58] computes vertex locations based on position and orientation 
of skeletal joints. This small subset of vertices provide the constraints to the Laplacian 
deformation framework allowing the remaining locations to be solved for. This yields a 
new pose for the character based on the motion of the skeleton. In this chapter results 
are produced using both surface and volume based Laplacian deformation techniques 
to allow comparison.
3 .2 .2  L inear B len d  S k in n in g
Linear blend skinning or sub-space deformation has been established as the industry 
standard approach to skinning [58]. Linear blend skinning provides a computationally 
efficient approach allowing deformation at interactive rates even for large meshes with 
a vast number of vertices. This technique is implemented in a number of commercial
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animation packages.
Linear blend skinning involves computing the target position of a  vertex as a weighted 
combination of targets produced by applying the transformations associated with a set 
of related joints. Considering the mesh M{V,F),  each of the vertices is first assigned 
a weighted set of joints (jo, •••, jn) with related transforms {Tjq, Each vertex
is initially transformed rigidly by each of its influencing joint transformations and a 
weighted linear combination of these positions is used to produce the final deformed 
vertex position, LBS{v).
n
LBS{y) — • Tj  ^ (3>1)
i=Q
where is the weight associating v to j%. For LBS{v)  to be the world space coordinate 
the transformation Tj. is computed:
T,, =  (3.2)
Where Bj. is the binding matrix for joint j ,  and is the world matrix for the attach­
ment. The binding matrix is the world matrix at the point the vertex attachment was 
made. The world matrix is computed by combining transforms up to the joint ji in a 
depth-first tree traversal of the skeleton hierarchy. This transforms every vertex from 
the local coordinate frame of each joint to its position in world space.
Using linear blend skinning to deform all vertex locations is common in the animation 
industry but can lead to known problems such as the candy wrapper effect. Instead here 
linear blend skinning is used to specify the motion of a small number of automatically 
defined or user selected vertices as described in section 3.2.3. These vertices provide 
the constraints for a Laplacian approach to character deformation. This procedure 
gives the animator the ability to control the Laplacian deformation by manipulation of 
the characters skeleton either directly by changing joint angles or with standard inverse 
kinematic solvers. The use of linear blend skinning to animate a small number of vertex 
positions is highly efficient and adds little to running time of the approach to skinning 
described here.
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(a) Skeleton (b) Teti'ahedrons Around each Joint
Figure 3.3: Joints of the Stanford Armadillo [47] and their corresponding tetrahedrons 
3 .2 .3  V ertex  A tta ch m e n t
Vertex attachment is a standard step in any skinning process. It defines the relationship 
between the skeleton and the vertices of the mesh in which the skeleton has been 
embedded. When skinning in Maya the attachment is generated automatically although 
can be adjusted by an animator. The situation is the same for the approach described 
in this chapter. Constraints to the Laplacian deformation step of the algorithm are 
provided by a small subset of vertices which are attached to the skeleton using linear 
blend skinning. The vertices which are attached can be selected automatically by 
exploiting the tetrahedral nature of the mesh in which the skeleton is embedded. Each 
joint ji lies within a single tetrahedron tj. 6 T  of the mesh M{V,F,T).  Constraints are 
selected as the vertices of the tetrahedrons in which the joints lie. This yields 4 vertex 
constraints per joint of the skeleton. W ith 4 constraints positioned in proximity to each 
of the joints a good distribution of constraints is provided for deformation. Figure 3.3 
shows the joints of the Stanford Armadillo [47] and there corresponding tetrahedrons.
Further control vertices can also be selected to maintain the shape of the extremities 
should skeletal detail not be enough. For example a skeleton from motion capture may
48 Chapter 3. Skinning and Volumetric Laplacian Deformation
Figure 3.4: Additional vertices selected automatically to constrain un-animated ex­
tremities. Blue spheres mark the selected control vertices to the right of the plane
not contain joint information for control of fingers. In these cases if the animator does 
not wish to create the control themselves it may be useful to constrain the extremities to 
maintain their original shape. Doing this prevents rotations being extrapolated within 
the Laplacian framework and removes the possibility for subsequent unnatural results. 
These additional vertices can be selected as all those to one side of a plane placed at 
the orientation of the end effector in the skeletal joint chains. Figure 3.4 shows all 
the vertices selected for a wrist joint should the hand be unanimated. In practice to 
achieve the desired results the animator might wish to supplement the automatically 
generated constraints with additional manually defined constraints.
3.3 Laplacian D eform ation
Laplacian deformation allows a mesh to be deformed based on a number of desired ver­
tex locations whilst maintaining local detail and shape of the original mesh. Laplacian 
deformation involves constraining a number of mesh vertices and solving for uncon­
strained vertices by minimizing the change in shape for each element of the mesh 
[88, 93, 82]. By solving for all adjacent triangles simultaneously a degree of local rigid­
ity is introduced which has the effect of preserving local detail. This makes Laplacian 
deformation perfect for deforming in a sparsely constrained situation where the desire is
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to maintain the original appearance of the mesh. This fits well with the situation here 
where constraints are sparsely extracted as a subset of the original vertices. Further­
more this makes Laplacian deformation an ideal choice for the tracking by deformation 
approaches described in chapters 4 through 6.
The Laplacian equation is defined:
L v  = 6  (3.3)
where L  is the Laplacian operator matrix, v  is a vector of mesh vertices and ô is 
the Laplacian coordinates of mesh. In a Cartesian coordinate system the Laplacian 
operator is given by the second order partial derivatives of the defined function. These 
functions are defined on the elements that comprise the 3D triangular M (V ,F )  or 
tetrahedral manifold M{V^F,T)  with vertices V  — {vo,...,Vn), faces F  ~  (/o,.--,/m ) 
and tetrahedrons T — (to, ...,fz).
For the purpose of this thesis the Laplacian operator matrix is defined on the con­
nectivity of the mesh using either volumetric tetrahedron elements or the area based 
triangular elements. By defining the Laplacian on the triangular faces the change in 
shape of each triangle is minimised preserving as much as possible the surface area of 
the mesh. By defining the Laplacian on the tetrahedrons of a tetrahedral mesh the 
change in shape of each tetrahedron is minimized thereby preserving as a much as pos­
sible the original volume of the mesh. The situation in which each approach is employed 
lends advantages to either. For example by preserving volume collapse of the mesh is 
limited under large deformations. In other situations it may be preferable to allow the 
volume to change. For instance modelling and evolution of loose clothing over time. 
Here restricting change in volume would detract from the changing volume under the 
cloth, which surface based deformation allows. Subsequently both are presented and 
their use in various situations discussed throughout this thesis.
3 .3 .1  T r ia n g u la r  L a p la c ia n  F o rm u la tio n
Each vertex of the mesh can be expressed as an interpolation of barycentric coordinates 
with respect to each triangle of the mesh. Consider the triangle shown in figure 3.5
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V3
V 2
Figure 3.5: A triangle (vi,V2 ,vs) containing the point p
with vertices (vi,V2 ,V3 ) and a point p in the plane of that triangle.
The point p  within the triangle divides the triangle into three sub-triangles. The 
barycentric coordinate (j>i{p) is defined as the ratio of the area of the opposite sub­
triangle to the area of the original triangle:
M p) =  ^
h ( p )  = ^
h i p )  = ^  (3.4)
where Ai, A 2  and A3 are the areas of triangles (u2,p, U3), (i;i,p, %) and %)
respectively. The area can be expressed in terms of a triangles vertices. These function 
are equivalent to the shape functions of a triangle. The function P{x)  defines any point 
X on the plane of the triangle (ui,U2,U3) as a weighted sum of vertex positions:
3
P{x) = ^ ( f ) i { x )  - Vi (3.5)
. i - l
The gradient of this function is given by:
3
V P(x) =  (æ) -vi^  (3.6)
i - l
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Since the function P(x)  is linear VP (x )  yields a constant 3 x 3  matrix Gj for each 
face f j  of the mesh. The matrices Gj can be computed simultaneously by the 3m x n 
gradient operator matrix G
For a triangular mesh;
\ G n J
=  Gv (3.7)
9j = (V(j5»i, V 02, V(/>3) (3.8)
where gj is the gradient operator matrix for each individual triangle f j  of the mesh 
and V ^i, V^2 and V<f>3 are the gradients of the triangles shape functions. For purpose 
of explaining the construction of the gradient operator matrix Qj consider the triangle 
in figure 3.5 the triangle f j .  Using the properties of the gradient operator the shape 
function gradient V</>i for the triangle (ui, %) must be perpendicular to the opposite 
edge (%,% ):
V ^i • (v3 -  %) =  0 (3.9)
Its length must also be equal to one over the distance to the opposite edge (%, %):
V01 (ui -  vs) =  ||vi -  U3||j|V0i II cos(/(V ^ i , (ui -  %))) 
— ;
=  1 (3.10)
where d is the distance to the opposite edge. Since here the triangle is situated in the 
3D domain these gradients must also lie in the plane of the triangle. Thus they must 
be perpendicular to the triangles normal n /.:
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nj.  • V< i^ =  0 (3.11)
Combining these conditions for each of the shape function gradients in matrix form 
yields the following linear system:
(3.12)
\ v \  — Ug)^^ ( l 0 - l \
{V2  — Vs)^ (V01, V</>2, V(^3) = 0 1 - 1
lo 0 0 /
Thus gj can be computed:
gj = (V(^i, V<^ 3)
{vi -  vsY
{V2  — VsY 
T
T \ - 1 ( l 0 - 1
T 0 1 - 1
/ 0 0
(3.13)
Stacking the matrices (<?0j appropriately according to  the related vertices in the
mesh gives the large sparse matrix G. The Laplacian operator Ap(æ) is defined as the 
divergence of the gradient of the function p(x) :
Ap(a:) =  divVp(æ)
= ^  area{fi){V4>i,f.)'^Gj 
fieF
(3.14)
where F  is the set of all faces incident to fi. Combining this equation for all elements 
of the mesh yields the Laplacian equation:
G’^ D G w =  G^D(Gv°) (3.15)
where D is the diagonal matrix of face areas, the Laplacian operator L — G^DG  and 
V® is the set of original mesh vertices.
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%
Vl
Figure 3.6: A tetrahedron ( f i , V 4) containing the point p 
3 .3 .2  T etrah ed ra l L ap lacian  F orm u lation
The formulation of the tetrahedral Laplacian system follows very similar lines to the 
triangular formulation only the simplex is the tetrahedron. Consider the tetrahedron 
in figure 3.6 with vertices (u i,..., U4) and a point p  inside the tetrahedron.
This point p  divides the tetrahedron into four sub-tetrahedrons. The barycentric co­
ordinate (f)i{p) is defined as the ratio of the volume of the opposite sub-tetrahedron to 
the volume of original tetrahedron:
V
M p) = y
M p ) =
(3.16)
where Vi, V2, Vs and V4 are the volumes of tetrahedrons U4,p), ('^1, U3, t)4,p),
(ui, ’^4,^} and {vi,V2 ,vs,p)  respectively. These are again equivalent to the tetrahe­
drons shape functions. As with the triangular mesh the gradient operator matrix gj
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for each tetrahedron tj can be constructed based on the gradients of the tetrahedral 
shape functions:
9j =  (V(/ii, V02iV^3,V<^4) (3.17)
In this case for the gradient to lie within the tetrahedron the gradient V ^i must be 
perpendicular to the opposite face {v2 ,vs,v^):
V 0 i^ (i;2  — ■^ 4) =  0 
'V4>i^{v3 — U4) =  0
(3.18)
The length of V 0i must be one over the distance of V(f>i from the face (v2 , V3 , V4 ):
V01 (ui -  V4 ) = I I -  U4||||V(^i II cos(Z(V</»i , (ui -  U4))) 
1d
=  1
d
(3.19)
Combining these conditions for a tetrahedron yields the linear system:
^(vi — U4)^^ 
(V2  — V4)'^
\(%  — "^4)^ /  
thus Qj is given by:
(V(j!>i, V02, V(/>3, V</»4)
^ 1 0  0 - l \  
0 1 0 - 1  
yo 0 1 - 1 /
(3.20)
Qj  = (V(/»1, V02, V<^ 3, V(^4)
^(ui - 1^4)^^
(^2 -  4^4)^
V(^3 -  V4}^J
4  0 0 
0 1 0 
\0  0 1
- l \
V
(3.21)
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3 .3 .3  L ap lacian  D efo rm a tio n  w ith  H ard  C on stra in ts
Solving the Laplacian deformation problem involves defining a number of constrained 
vertex locations and producing a least square solution for the locations of the remaining 
vertices. Hard constraints define a constrained vertex to move exactly to its correspond­
ing target. A solution is found for the locations of the remaining vertices based on these
constrained positions. Computing the set of unknown deformed vertex locations, v^, 
involves solving equation 3.3 factored according to the known vertex locations, v^. The 
rows and columns of L  corresponding to the known vertex locations are removed and 
the differential coordinates of the known locations factored into the right hand side 
yielding:
Lv„ = 5-jr Lwk (3.22)
where 5 = is the Laplacian coordinates of the original mesh. Each element of
is defined by: I
I
I Ui if the location of the i th  vertex is known Vfc [i\ = < (3.23) iI 0 otherwise I
Solving for Vu gives the location of the deformed set of vertices.
3 .3 .4  L ap lacian  D efo rm a tio n  w ith  S oft C on stra in ts
Unlike hard constraints, soft constraints allow some leniency in the target locations for |
constrained vertices. Instead of moving the constrained vertices and solving equation
3.22 for the remaining vertex locations directly, here a least squares solution for all
vertex locations based on the knowledge tha t the constrained vertices should move
towards their target locations is found. This is advantageous when dealing with errors
in the set of target locations. Errors in the set of target constraints can occur if a
vertex whose location is specified by linear blend skinning is incorrectly selected as a
vertex whose motion suggests un-realistic deformation of the character. In the case of
animating with the approach described here the selected vertex can be simply removed
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(a) Original (b) Constraint Vertices
(c) Hard Constraints (d) Soft Constraints
Figure 3.7: Soft and Hard constrained Laplacian deformation in the presence of errors
from the set of constraints manually to provide the desired character motion with 
hard constraints. However, in chapters 4 through to 6 mesh tracking techniques are 
discussed in which the deformation constraints are produced using image and geometric 
feature matching. Feature matching as a process inherently introduces a degree of error 
and thus by using a softly constrained Laplacian formulation the effect of these errors 
is mitigated. Figure 3.7 shows the effect of deforming a surface with an erroneous 
constraint using the soft and hard constraint formulation. Using soft constraints the 
effect of the constraint is reduced and triangles better maintain their shape.
For the purpose of the skeletal driven Laplacian deformation approach described in this 
chapter hard constraints are used since they allow the animator precise control over 
placement of the character’s limbs whereas soft constraints would allow only a rough 
placement. To formulate this system the Laplacian equation 3.22 is considered to define 
the rigidity energy of the mesh Er [83]:
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Er = l|£v„ -  s f  (3.24)
For the set of vertices which are to provide the constraints the diagonal weight matrix
Wc is defined. Each position on the diagonal contains 1 if the corresponding vertex is
constrainted and 0 otherwise. This provides a uniform weighting of the effect of the 
constraints on deformation. From this the constraint energy term E q is defined:
B c = \ \ W c { v u - V k ) f  (3.25)
where the vector v& contains the target locations of each of the constrained vertices. To 
solve for the locations of all vertices based on the soft constraints the following energy 
equation is minimized with respect to v^:
Er Ec — — Vfc)||  ^ (3.26)
To solve this minimization problem first expand the L2 norms:
Er -\- Ec — (Tv% — 6 )^{L'Vu ~  6 ) + {Wc{vu — Vfc))^(Wc(vit — v/.)) (3.27)
In order to find a minimum the gradient of this energy equation must equal zero. 
Therefore by differentiation:
(Lv„ -  ô f L  + (Wc{^u -  '^k)Ÿ'Wa = 0 (3.28)
Transposing the entire equation yields:
L^(Lv„ -  (5) +  W j(W c (v . -  Vk)) = 0 (3.29)
Expanding out and gathering like terms yields:
(L’’L +  W fW e)v„ =  L^(5 +  iy7w<,Vfc (3.30)
which can be solved directly.
58 Chapter 3. Skinning and Volumetric Laplacian Deformation
initial G uess 1 Iteration 2 Iterations
Initial G uess 1 Iteration 4 Iterations
Figure 3.8: Effect of estimating local rotations in Laplacian deformation [37] 
3 .3 .5  R o ta t io n  I n te r p o la t io n
Solving equations 3.22 or 3.30 directly leads to problems with large deformations since 
under large rotation the rigidity energy term can force vertices in the incorrect direction. 
To overcome this issue Sorkine et al [84] introduce a Gauss-Newton approach which is 
employed to build an approximation of a non-linear solution that minimizes the change 
in local rigidity. Depending on whether hard of soft constraints are being used equation
3.22 or 3.30 is solved repeatedly whilst updating the differential coordinates on each 
iteration. The process involves iterating the following three steps till convergence:
1. Linear Laplacian deformation
2. Extraction of local rotations
3. Differential coordinate update
Figure 3.8 shows the effect of this interactive process when applying a large deformation 
to a bar. The scale and sheer of each triangle are minimised creating a more natural 
bend. At each iteration a local rotation is calculated for each element of the mesh be
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it a tetrahedron or triangle. Considering the tetrahedral case the transformation Ti 
for each tetrahedron ti with original vertices V  = {v±,...,V4)  and transformed vertices 
V'  =  (v'l, ...,^ '4) is computed:
-1{Vl -  U4)^ {v'l -  v U Ÿ
— {V2  -  U4)^ {y' 2  -  v U Ÿ (3.31)
_  -  V4)'^ _ (v's — v' 4 )'^
triangle is computed using the normal to give orientation as:
(Ul — Vs)^ (v'l -  v's)^
-1
{V2  — (v ' 2  -  v' 3 )^ (3.32)
These transformations are factorised into rotation Ri and scale/sheer Si components 
using the polar decomposition [79].
Ti = RiSi (3.33)
It is possible for the rotation matrix Ri to contain a mirroring component so the de­
terminant must be checked and the rotation matrix multiplied by -1 if the determinant 
is less than zero. For each element of the mesh a new position using the independent 
rotations computed for each triangle or tetrahedron can be computed. A new set of 
gradients can be computed based on the new positions and a new set of Laplacian co­
ordinates Ô calculated accordingly. Equation 3.22 or 3.30 can hence be solved with the 
updated differential coordinates. By computing the local transformation based on only 
the rotational component scale and sheer is removed creating a rigid transformation. 
On the next iteration this rigidity is enforced to a degree by the rigidity energy of equa­
tion 3.30 since the Laplacian coordinates now only contain the rotational component of 
the local transformation. Convergence is detected when the average change in vertex 
position between iterations falls bellow a given threshold. Additionally Sorkine et al 
show this approach to always converge [84].
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3.4  R esu lts
The skinning algorithm itself has been implemented as a plug-in for Autodesk’s Maya. 
This allows the model to be set up and skinned using the standard Maya interface and 
animation tools. This implementation allows an animator to manipulate a mesh with 
all the functionality of a common animation package permitting the algorithm to work 
seamlessly within an existing animation pipeline.
The evaluation presented is largely qualitative since little quantitative evaluation of 
animation algorithms isn’t practically possible. The aim of any approach to character 
animation is the production of motion and deformation which show perceptually real­
istic results. Because of this, it is the perception of the viewer that is important when 
assessing the quality of the results produced.
3 .4 .1  C om p arison  to  T rad ition a l L inear B len d  Sk in n in g
The approach to skinning presented in this thesis shows clear advantages over the 
traditional linear blend skinning Approach. Figure 3.9 demonstrates two of the main 
issues with linear blend skinning and how this approach combats them. Under a full 180 
degree axial twist the cylinder almost entirely collapses; a problem commonly known 
as the candy wrapper effect. The volumetric approach maintains the volume of the 
cylinder limiting the amount of collapse. W ith a 90 degree bend linear blend skinning 
again presents collapse towards the bending joint, however the tetrahedral approach 
produces a natural bend.
The human shoulder presents a challenge for animation due to the complex range of 
motion which it is capable of. Figure 3.10 shows the shoulder of a character deformed 
with linear blend skinning and using the tetrahedral approach presented in this thesis. 
The areas of the back surrounding the shoulder show collapse with linear blend skinning, 
but not with tetrahedral deformation. The shoulder of the Armadillo character collapses 
under twist with linear blend skinning while the shape is maintained under tetrahedral 
deformation. Figure 3.10 also highlights another key advantage of the tetrahedral 
approach. Linear blend skinning requires skill on the part of the animator in order
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(a) Cylinder Bend - LBS (b) Cylinder Bend - Tetra- (c) Cylinder (d) Cylin-
hedral Twist - LBS der Twist -
Tetrahedral
Figure 3.9: Comparison of LBS and Tetrahedral deformation when encountering two 
common animation issues
to produce a good set of skin weights to provide realistic deformation. Software such 
as Maya is capable of estimating a set of weights however rarely are these suitable for 
all deformation. Automated weight estimation is used to generate both results shown 
in Figure 3.10. It is key to note that all the examples presented here are produced 
using an automatic weighting scheme with few edits. It may be possible to improve the 
results obtained with linear blend skinning using animator skill, however here it was 
important to demonstrate the advantages with minimal manual intervention. Figure 
3.12 compares the results of re-targeting skeletal mocap of a jump animation onto 
the skinned armadillo character. When using the traditional linear blend skinning 
approach, collapse occurs around the legs as they bend whereas a more natural volume 
is maintained with the approach described in this chapter. Furthermore, large rotation 
of shoulder creates a flattening of the surface and loss of local detail which is preserved 
by the Laplacian deformation technique taken in this chapter. To quantify the degree to 
which local detail is preserved when employing Laplacian deformation flgure 3.11 shows 
a heat map representing the average change in edge length at each vertex under large 
deformation. Blue shows minimum change in edge length whilst red shows drastic 
change in edge length and thus change in local shape. Both surface and volumetric 
Laplacian deformation techniques preserve the local shape of the triangles whilst linear
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Figure 3.10: Comparison of shoulder deformation between linear blend skinning (right) 
and the tetrahedral approach (left)
blend skinning makes no such consideration. Stretching of triangles occurs drastically 
around the heavily deformed shoulder and chest regions. Detail is thus easily lost when 
deforming with linear blend skinning.
3 .4 .2  Surface V s V o lu m etric  D efo rm a tio n
Figure 3.13 shows a sequence produced by re-targeting skeletal mocap of a jump ani­
mation on the skinned armadillo character. Results are presented deforming with both 
surface and volumetric deformation approaches. Deformation takes place under iden­
tical constraints. This image shows clearly the advantages of the volumetric style of 
deformation for large changes in shape. Using the surface based approach the deforma­
tion tends to suffer from a number of the same issues as linear blend skinning. Under 
large twists the mesh screws itself up and large bends cause a flattening effect. For 
example the mid-flight poses presented second and third from the left shows collapse of 
the leg as it is squashed up into the body. The corresponding volumetrically deformed 
pose demonstrates a more natural position for the surface. The same is true of the legs 
in the other poses of the mesh. In the pose third from the left the shoulder collapses 
under twist leading to a flattening of the arm as it reaches above the body. Again
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(a) Linear Blend Skinning (b) Volumetric Laplacian (c) Surface Laplacian
Figure 3.11: Heat map representing change in local edge length under Laplacian de­
formation and Linear Blend Skinning. Red equates to large change whilst blue reflects 
minimal change.
the volumetric approach holds the shape of the mesh producing a significantly higher 
quality of animation.
Under large sparsely constrained deformation the volumetric elements of the mesh act 
to prevent collapse and maintain the volume of the original mesh. The Volumetric 
Laplacian technique does not preserve volume but instead acts to resist change in 
volume. By doing so it is able to support the mesh and prevent collapse yet still permit 
changes in volume to some extent thereby allowing the surface to bulge and shrink in 
a natural way.
3 .4 .3  C haracter  A n im a tio n
Figures 3.14, 3.15 and 3.16 show a wide range of poses and large alteration to the ref­
erence T-pose. The characters show no sign of collapse under these large deformation 
and the target shape of the character is well represented in all cases. The dancing Stan­
ford Armadillo with 96,987 vertices [44] has been skinned according to the tetrahedral 
approach presented by this thesis. It is deformed according to re-targeted animation
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Figure 3.12: Armadillo jump sequence using volumetric Laplacian deformation (top) 
and linear blend skinning (bottom)
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Figure 3.13: Armadillo jump sequence using volumetric (top) and surface Laplacian 
deformation (bottom)
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Figure 3.14; The Stanford Armadillo dancing. Produced by re-targeting a dancing 
skeletal animation on to the skinned armadillo
curves which control the motion of the underlying skeleton. Animation can also be 
produced from key-framing joint positions and orientations as in 3.15. The images 
demonstrate the versatility of the tetrahedral approach showing visually pleasing ani­
mation on characters from multiple production sources; 3D stereo reconstruction and 
laser scan data.
3 .4 .4  E x ecu tio n  T im e
Table 3.1 and the corresponding graph in Figure 3.17 show the time taken for deforma­
tion with respect to the number of vertices and tetrahedra. The graph demonstrates 
quadratic complexity in relation to the number of vertices. The timings were produced 
on a Intel Q6600 CPU with 4Gb of RAM. The deformation time includes the time to 
run the entire iterative deformation procedure until convergence. The timings illus­
trate the ability to produce interactive deformation with only a few hundred vertices. 
This is not good enough to achieve the real-time results required to allow the skinning 
mechanism here to be adopted for applications in computer games and other run-time
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Figure 3.15: A number of poses produced by moving the joints of a skinned character
Figure 3.16: Walk Sequence computed by re-targeting a skeletal walking motion onto 
a skinned character
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Vertices Tetrahedra Time (secs)
182 1648 0.03
682 6784 0.26
1502 14576 0.44
2642 26434 1.06
4102 40304 1.35
13002 128816 6.63
25467 352352 38.0
Table 3.1: Deformation time for meshes with the specified number of vertices and 
tetrahedra
critical applications. The current implementation is however not highly optimised and 
presents potential for increased speed gains. For instance the large sparse matrices are 
consistent for each deformation within a sequence since the same constraint vertices are 
used each time. Thus the matrices could be pre-factorised saving the computationally 
expense factorisation step at each stage.
3.5 D iscussion  o f C urrent S ta te  o f  th e  A rt
In the lituarture review a large number of character animation techniques are discussed 
and analysed. Here a dicussion of a selection of those techniques is made in relation 
to the skeleton based Laplacian approach of this chapter. When considering the con­
struction of an animation model there are a number of trade offs to consider. Complex 
methods combining kinematic and physics based approaches to animation exist and 
have been demonstrated to produce highly realistic character animations [54]. On the 
downside these models are often complex to construct (requiring many man hours) and 
produce far from real time simulations. The setting in which an animation algorithm 
is to be used is essential in the selection of an appropiate technique.
Here the aim was to produce a realistic real-time animation algorithm which could be 
used for applications such as computer games which shows improvement over existing
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Figure 3.17: Graph showing execution time with respect to the number of vertices in 
the mesh
techniques in the same setting. The more complex models of Seuda et al [89] and Lee 
at al [54] are thus not suitable for this purpose. The most commonly used technique in 
this setting is Linear Blend Skinning however a number of extensions and different tech­
niques have been suggested in the lituature which combat the pitfalls of Linear Blend 
Skinning. The well known issues with linear skin blending are collapse around joints 
and the well known candy wrapper effect. Dual quternion skinning [43] introduces a 
means to overcome collapse by interpolation of rotations in an axis angle representa­
tion rather than as a linear combination of vertex positions. The work presented in 
this chapter also overcomes the problems of collapse by maintaining to a degree the 
volume of the mesh undergoing deformation. Aditionally the complexity of rigging a 
character using the approach described in this chapter is lower than dual quaterion 
skinning with no need to specify weighting for each of the vertices with respect to each 
joint. Dual quaterion skinning provides no means to allow more complex effects such 
as muscle bulging. Although not specifically included as part of the algorithm pre­
sented within this chapter muscular effects could be added easily with the specification 
of a few additional manual constraints to deformation. Including these effects within 
techniques such as Linear blend Skinning or dual quaternion skinning would require
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manual placement of many mesh vertices.
More recently techniques such as pose space deformation [40] and its many extentions 
[30, 49] have been used in interactive enviroments. Increasing compuational power 
has allowed the implementation of such example based techniques in real-time. Pose 
space deformation has become a favourite within the movie industry (widely advertised 
as being used by post production houses such as Weta Digital) allowing blending of 
complex animator constructed poses to create accurate animation. Although widely 
used in post production environments where time and money is available for animators 
to create the complex models and parameters for blending it is not often employed 
in more time critical situations such as computer games where each of the models 
would have to be stored and interpolated at real-time. The technique presented in 
this chapter allows animation to be created from a single example pose and for the 
parameters of animation to be defined based skeletal motion capture; a clear advantage 
in this setting. The results of animation with pose space deformation are however 
asthetically very pleasing and a higher level of flexibility in terms of the effects possible 
is presented over the Laplacian technique proposed here.
The work of this chapter yields the ability to parameterise mesh based Laplacian defor­
mation using a skeletal control rig. This gives the animator intuitive control of Lapla­
cian editing and moves away from the need to position vertex poistions independently 
at each time-frame. In contrast to Laplacian style techniques where the vertices of the 
mesh are dirrectly manipulated cage based technqiues have been developed [103, 9]. 
These approaches build on the original Free Form Deformation work of Sederberg and 
Parry [74], The mesh is embedded within a cage, deforming the cage deforms the space 
in which the mesh sits and the mesh is deformed accordingly. These approaches allow 
smooth deformations of a character by specifying the motion of relatively few cage ver­
tices. They however lack the precision of control and intuative manipulation provided 
by the skeletal parameterisation of Laplacian editing which is presented in this chapter.
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3.6 C onclusions and C ritique
Skinning using the technique described in this chapter shows clear visual improvement 
over the ubiquitous linear blend skinning approach. Volumetric Laplacian deformation 
is capable of maintainning the volume of a character mesh thereby avoiding the common 
problems of the ’’candy wrapper effect” and collapse under large bends. Intuitive control 
over deformation is key to the effectiveness of a technique from the point of view of the 
animator. Integrating a skeleton with the mesh based Laplacian deformation approach 
combines the aesthetic results of a mesh based approach with the intuitive control 
of skeletal deformation. Implementation within a commonly used animation package 
(Autodesk’s Maya) allows it to fit seamlessly within an existing animation pipeline.
Although good results are achieved using only the automatically generated constraints, 
to achieve the best possible results manual definition of additional control vertices is 
often required. W ithout knowledge of the underlying Laplacian technique selecting 
appropriate vertices can be tricky. It is key that constraints are selected in areas 
where the linear blend skinning technique itself does not produce constraints which 
promote degregation of the mesh. This problem could be moderated with the use of 
soft constraints since in this case degenerate constraints would only have a limited 
effect on the overall shape of the deformed character. Adversely soft constraints would 
reduce the precision to which the animator can control the mesh; particularly with a 
sparse set of control vertices. It would be theoretically possible to factor in a number of 
hard and soft constraints to precisely place animator selected vertices of the manifold 
whilst using soft constraints to control automatically generated constraints. A possible 
area for future investigation.
Volumetric deformation shows evident advantages over surface based Laplacian ap­
proaches for sparsely constrained large deformations. The surface based Laplacian 
results in the mesh surface behaving like a cloth or at least a highly malleable mate­
rial of a slightly more rigid nature. Results show the surface based approach to suffer 
similarly to linear blend skinning with collapse around large joint angle changes. Ad­
ditionally extrapolation of this collapse can result in flattening of entire regions of the 
mesh as demonstrated by figure 3.13. Building the Laplacian on volumetric elements
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of a tetrahedral mesh eliminates this issues allowing shape to be maintained.
Current deformation timings show the technique to be interactive on meshes with only 
a few hundred vertices. Producing real-time results with significantly larger meshes 
is key in making this technique viable. The current implementation cannot however 
be considered optimal. Execution is currently single threaded and the more recent 
proliferation of multi-core processing gives rise to drastic potential speed up with multi­
threaded sparse matrix solvers and GPU based vector implementations. A special 
purpose solver could also be developed. Since deformation takes place using an identical 
reference mesh and the same control vertices at each frame of the sequence it possible 
to pre-compute the large spai'se matrix factorisations. Skeletal control means tha t not 
all regions of a character’s manifold may be in motion between frames of an animation. 
Moving a character’s arm for instance should not affect leg or foot placement. It is 
therefore not necessary to solve for the position of every vertex at each frame; only for 
those affected by motion of the moving joints. A real-time implementation of Laplacian 
deformation provides an interesting area of future work and has further implication for 
the use of temporally consistent 3D video data. This is discussed in chapter 7.
C hapter 4
Feature D riven Surface Tracking
A common approach to creating correspondences between frames of a video sequence is 
to consider 2D image features [22]. Scale Invariant Feature Transform (SIFT) [57] allows 
detection and comparison of features between each of the camera views. Geometric 
features use the underlying topology of the mesh to match corresponding sections from 
one frame to the next. This chapter presents a novel approach which combines the 
advantages of visual and geometric information in driving Laplacian deformation for 
mesh tracking. Additionally this chapter presents a novel method to quickly sub-divide 
the surface of a mesh into a number of evenly distributed patches whilst guaranteeing 
that patches are created to represent entirely the ends of limbs.
Capture and animation of character motion has been a challenge of the movie and gam­
ing industries for years. Traditional motion capture techniques are based on tracking 
a number of markers placed on an actor through a video sequence. These techniques 
require the actor to be wearing skin-tight un-natural clothing and so fail to capture 
the dynamic motion of hair and cloth. More recently much work has focused on the 
accurate reconstruction of 3D video sequence from multi-camera set-ups [76]. These 
approaches allow the capture of both character motion and various related dynamics. 
Work such as that of Starck et al [87] can produce highly accurate reconstructions of 
each frame in a video sequence. The reconstructions are however lacking temporal cor­
respondence. W ith no topological constancy between the meshes produced the ease of 
various post processing tasks is greatly diminished. Edits made to a mesh at a single
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frame are not easily propagated through the sequence. This and other temporal post 
processing tasks can often require manual alteration of each frame. A time consum­
ing and laborious task. This chapter presents a method to automatically introduce 
temporal consistency into a sequence of meshes.
There has been a lot of work in tracking visual features through frames of video. These 
featm es can be projected onto the surface of a model to provide surface tracks. Features 
such as SIFT [57] or various blob detection methods can be used to  this end. These 
methods suffer from two major issues. Firstly, the detected features are not evenly 
distributed on the surface of the model. Secondly, uniformly textured regions are left 
without features giving no information about how the model deforms in these areas. A 
number of attempts have been made to alleviate these issues. Aguiar et al [22] com­
pliment SIFT features using silhouette information. They also use a surface patching 
approach to evenly distribute SIFT features when selecting constraints for deformation. 
Adapting this style of filter this thesis additionally uses the surface patches to generate 
geometric correspondences by drawing from the ideas presented by Cagniart et al [13].
Cagniart et al [13,16] use solely geometric information to deform a source frame through 
a 3D video sequence. This work has the significant advantage over much previous work 
in the tracking by deformation domain in tha t it does not require the prior of a template 
mesh. Many approaches make use of a highly accurate model produced using techniques 
such as laser scanning [22, 99]. The work of this thesis shares the same advantage. 
Work presented in this chapter makes use of SIFT to initially capture surface detail and 
geometric correspondence to capture shape. A further dense correspondence generation 
approach is employed to accurately reproduce motions and maintain a low level of 
surface drift.
4.1 M esh  Tracking P rob lem
The mesh tracking problem involves introducing a consistent representation to a se­
quence of non-consistent meshes. Given a non-rigid mesh sequence S  consisting of 
unaligned meshes S  = {Mo{Vq, Fq), Mt{Vt, Ft)) where each mesh has time varying
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connectivity Fi and vertex positions Vi. The problem is to find temporally consis­
tent representation = {M‘^q{F,Vq), ...., with global connectivity F. A
sequence of meshes with consistent global connectivity is considered temporally consis­
tent if it meets two conditions.
• First, the shape of the consistent representation must match tha t of the original 
data
\/v e V i , v e  Mi
9 Secondly, a point represented by a vertex in time frame t must represent the same 
point in t -f-1
if V e M^t{VuF)  lies at p G Adt{Vt,Ft) then v € M^t+i{Vt+i, F) lies at cor­
responding point p' e Mt+iiVt+i, Ft+i)
In practice these conditions should be met within a tolerance tha t is better than the 
reconstruction error itself. Reconstruction error for the sequences presented in this the­
sis is approximately 10mm. This chapter presents a sequential tracking by deformation 
approach to temporal alignment. SIFT and geometric features are used to introduce 
correspondence between consecutive frames of a sequence. Laplacian deformation com­
bined with an iterative sparse to dense correspondence generation technique is used to 
align frames.
4.2 Fram e-to-Fram e M esh  A lign m ent
The mesh tracking technique described in this chapter falls into the tracking by deforma­
tion category. To align a sequence of temporally inconsistent meshes S  ~  (Mq, ...,Mn) 
a selected reference frame Mr is deformed through the remainder of the sequence. A 
well distributed and accurate set of features are used to constrain the Laplacian defor­
mation framework described in section 3.3. Features are produced from both visual and 
geometric information. Image features are tracked from frame-to-frame in the original
76 Chapter 4. Feature Driven Surface Tracking
camera views using SIFT as described in section 4.3. Geometric features are produced 
with a patch based IGF technique which matches regions of similar topological shape 
on the reconstructed meshes (Presented in section 4.4). Figure 4.1 shows an overview of 
the steps involved in deforming the selected fr ame onto the remainder of the sequence.
(a) SIFT Features
(c) Laplacian Deformation W ith Filtered 
Constraints
(b) Patched Based Geometric Fea­
tures
(d) Iterative Refinement
Figure 4.1: Overview of Frame-to-Frame alignment
SIFT and geometric feature matches are produced on a frame-to-frame basis elimi­
nating the need for multi-frame feature tracks. Removing the need to track features 
consistently through multiple frames drastically increases the number of features avail­
able to constrain deformation. SIFT features are widely used in image processing due 
to their effectiveness for a wide range of applications. Recent feature tracking surveys 
have shown SIFT to out perform other image feature matching techniques in a range of 
situations [61] making SIFT a good choice. Geometric features are produced using an 
IGF based technique which draws upon the ideas of the geometric tracking approach
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taken by Cagniart et al [15]. One key difference to their technique is tha t the work 
here does not rely on a reference frame to compute features allowing computation of 
features as a preprocessing step on a frame-to-frame basis as with the SIFT features. 
Pre-computing the geometric features based on the original reconstructed data pre­
vents a badly tracked section of mesh leading to poor features in subsequent frames. 
Additionally, instead of computing a single rigid transform for each patch and regular­
ising within the Laplacian framework each patch is independently moved rigidly into 
position using iterative closest point before régularisation.
A subset of features is selected using the filtering techniques detailed in sections 4.3.1 
and 4.3.2. The filtered frame-to-frame matches provide the constraints for Laplacian 
deformation which deforms the mesh onto the next frame. As detailed in section 
3.3.4 soft constraints are used to compensate for small errors in SIFT matches and 
limit the effect of gross feature matching errors tha t make it through filtering. The 
resulting deformation gives an approximation of the target shape. This approximation 
is iteratively refined to more exactly fit the target surface using the geometric sparse 
to dense correspondence technique described in section 4.5.
4 .2 .1  A lg o r ith m  V aria tion s
In chapter 3 two types of Laplacian deformation were discussed. First, a surface based 
technique which deforms a triangular manifold based on the topology and surface area 
of the meshes triangular facets. Secondly, a volumetric technique which works on a 
tetrahedral mesh based on its volumetric elements. Throughout the literature there is 
argument as to whether it is better to deform a mesh through the sequence based on 
the result of the previous frames track or to refer back to a reference mesh. Techniques 
of Aguiar et al [22] track a mesh deforming the result of the previous frame whereas 
Cagniart et al [15, 16] deform referring back to the reference frame. This leads to four 
candidate algorithms using the approach described in this chapter.
1. R eference Surface (RefSur)
Vertex attachment for features is performed based on the previous frames tracking
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result Mf_i but deformation takes place from the reference mesh Mr. The surface 
based Laplacian is used.
2. Reference Volum e (RefVol)
As with Reference Surface but the volumetric Laplacian is used
3. Fi'ame-To-Erame Surface (F2FSur)
Vertex attachment for features is performed based on the previous frames tracking 
result Adt-i and deformation also takes place from this frame. The surface based 
Laplacian is used.
4. Fi’ame-To-Frame Volum e (F2FVol)
As with Pi'ame-To-Fi’ame Surface but the volumetric Laplacian is used
4.3  SIF T  Features
The scale invariant feature transform [57] describes an image by a series of feature 
vectors which are invariant to translation, scaling and rotation. Traditionally SIFT 
tracks are computed across a number of frames. Here they are computed on a frame-to- 
frame basis resulting in a much larger number of matches between consecutive frames of 
a sequence. SIFT is chosen over similar 3D methods like MeshHOG since by comparing 
the features in 2D and projecting them to the surface of the mesh it is possible to 
compare features between multiple camera views. This gives a larger number and 
improved distribution of correspondences [24]. Features are computed between matted 
images and matched using the standard ratio of distance from the closest match to 
the second closest. Once frame-to-frame correspondence between texture images has 
been established the corresponding SIFT matches are projected on to the reconstructed 
meshes giving their locations in 3D space. The original correspondences are computed 
on a frame-to-frame basis using the original reconstructed mesh sequence.
Each correspondence c{vs^t) has associated vertex Vg in the source mesh and target 
position t in the target frame. The vertex to which a correspondence is attached is 
computed as the closest vertex in the source frames’ mesh 7^, jG). Tracking
error could mean that a correspondence which lies on the surface of the reconstructed
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mesh no longer lies on the surface of the tracked mesh. Selecting a correspondence 
in this case could compound the error. All correspondences which do not lie within a 
threshold of the source mesh’s surface are dropped at this stage to give greater chance 
of recovery. Since deformation relies on the good set of constraints it is essential that 
a reliable set of feature matches are produced. Feature matches are thus subsequently 
filtered using the techniques described in the remainder of this section.
Figure 4.2: SIFT matching between matted images 
4 .3 .1  S p e c t ra l  F i l te r in g
Leordeanu and Hebert propose a filtering technique which clusters features according 
to a distance measure between the match in source and target data [55]. A large 
change in this distance suggests that a selected match would be an outlier. Here 
this approach is used to filter SIFT feature matches according to change in geodesic 
distance between them in the source and target frames. SIFT feature matching yields 
the set of correspondences Cg = (co(ucQ, tcg),..., tc»)) with associated affinity
which describes the quality of that match.
Each pair of correspondences (c*, Cj )  has an associated measure of how compatible those 
two correspondences are. Here that distance measure d{ci,Cj) is defined as the change 
in geodesic distance between the two correspondences on the surface of the meshes in 
the source and target frames:
d(cj, Cj) — 1||geo(uc ,^ -  geo(tc, (cj (4.1)
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Using this measure we can build an affinity matrix M  which describes the relationship 
between each of the correspondences. Each position on the diagonal of this matrix 
M(cj,Ci) is the quality of the correspondence a  and each location M(ci, Cj) is the 
compatibility measure between correspondence and Cj .  The aim is to find a set of 
correspondences C which maximizes the sum of the compatibility scores. Representing 
a set of correspondences as vector c where c(ci) = 1 ii Ci e. C  and zero otherwise the 
set score is given by:
M(ci,Cj) =  c^ ’Mc (4.2)
Ci,cfjEC
The optimal solution is therefore
c* =  arg m ax(c^M c) (4.3)
Correspondences whose location on the surface of the mesh change drastically between 
frames will have a high change in geodesic distance and thus a low compatibility score 
and therefore not fit the optimum solution. For example when similar texture on two 
shoes results in a match between different feet of a character the change in geodesic 
distance between features would be large and so the comparability low. As in figure 
4.3 spectral filtering removes these erroneous matches.
To solve this problem a greedy algorithm is proposed by Leordeanu and Hebert [55] 
which gathers the optimum solution based on the principal Eigenvector of M  however 
in practice it was found sufficient to take the selected set of correspondences C  as 
all matches with related value in the principal Eigenvector greater than the threshold 
0.95. This provides a harsh filtering but does remove a majority of bad matches at 
the sacrifice of a few good ones. It is more important to guarantee removal of bad 
correspondences than to keep the highest possible number of good correspondences 
since the frame-to-frame tracking approach could propagate errors.
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(a) unfiltered (b) filtered
Figure 4.3: The result of filtering a typical set of SIFT feature matches with spectral 
filtering. Lines in red are erroneous correspondences which are removed
4 .3 .2  P a tch  B a sed  F ilter in g
Selecting all good feature correspondences as constraints to deformation can introduce 
errors. Feature matching as a process contains a degree of error and even the best 
matches are good to a level of precision. Thus even when matches are good if they 
are located in close proximity to each other they can cross on the surface of the mesh 
promoting the introduction of folds. Secondly, although spectral filtering removes most 
outliers some can remain and filtering aids to catch remaining correspondence errors.
To avoid these situations region based filtering is adopted. The surface of the mesh is di­
vided into a number of evenly distributed geodesic patches. The patches are calculated 
based on the geodesic distances between vertices on the mesh surface. It is common 
to compute geodesic distance by counting the number of edges on the shortest path 
between vertices. Here we compensate for the possibility of unevenly sized triangles by 
summing the edge lengths. The algorithm presented in this thesis creates patches by 
first selecting an even distribution of vertices as patch centres and then assigning the 
remaining vertices to their closest patch centre. Algorithm 4.1 describes the approach 
taken to generating geodesic patches.
The set of patch centre vertices Vpc are evenly distributed on the surface by first selecting 
a random arbitrary vertex % as a starting point. Next a vertex Vn is selected as the
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Figure 4.4: Layout of 30 geodesic patches on the surface of a mesh
vertex which is furthest geodesically from all vertices already in Vpc. This process is 
repeated until the desired number of patches is reached. Remaining vertices are assigned 
to the patch centre to which they are geodesically closest yielding the appropriate 
number of surface patches.
A lgo rithm  4.1 Generation of Geodesic Patches 
I^[0] ~  Vq
for Ï =  1 to numPatches  do
Find Vn such that max( E Vpc)
Vpc[f] — 
end  for
for all E V^ do
Assign Vn to Vc such that min(geo(uc, Un)Vuc E V p c)  
end  for
The nature of this algorithm in selecting patch centres furthest geodesically from all 
previously placed centres also ensures the selection of vertices closest to the geodesic 
maxima of the mesh. This results in a good representation of the ends of limbs which is 
essential in the generation of geometric features in section 4.4 since these regions often 
contain the most shape information. Figure 4.4 shows patches generated on the surface 
of a mesh. Notice that the ends of the limbs are contained within a single patch thus 
their shape well represented.
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(a) unfiltered (b) filtered
Figure 4.5: Distribution of features on the surface of consecutive frames filtered based 
on surface patches
For each patch a single correspondence is selected to represent motion of that region 
[22]. Each correspondence c{vs,t) has associated vertex Vg in the source frame and 
target position t. Each region can contain a number of possible candidate matches. 
On a per region basis the correspondence whose direction of motion t — Vg is most 
collinear to its vertex normal is selected. The angle between the direction of motion 
and the vertex normal must also lie below a specified threshold tmax according to 
equation 4.4. This prevents patches which may only contain bad matches from being 
incorrectly constrained. Patches without valid matches are left unconstrained within 
the deformation framework.
{t -  Vg)  . <  tr (4.4)
Figure 4.5 shows the even distribution and quality of a typical set of feature correspon­
dences. Features are selected using 150 geodesic patches with a threshold of cos(45) 
since this has been found to provide a good number and distribution of constraints for 
initial surface fitting.
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Figure 4.6: Correspondences Missing in areas of Uniform Colour. The right leg has 
zero correspondences
4 .4  G eom etric Features
SIFT features rely on visual texture information to generate accurate matches between 
images. In areas of uniform colour such as large regions of exposed skin few or no 
features may be detected. For example, arms and legs on the character shown in figure 
4.6. To combat this problem Aguiar et al [22] suggest the use of silhouette rim features 
however these rely on accurate reconstruction to give good silhouettes. The work 
presented here instead adopts geometric feature matching using an approach similar 
to and adopting ideas from the surface tracking process presented by Cagniart et al 
[13]. By making use of the previously defined surface patching scheme and a variant 
of the ICP surface fitting algorithm geometric correspondences are generated between 
consecutive frames of the sequence.
Figure 4.7 presents an overview of the approach taken to geometric feature production. 
Geometric features are produced using a multi-stage ICP surface fitting algorithm. The 
source mesh is divided into a number of geodesic surface patches using the algorithm 
described in section 4.3.2. These patches are fitted to the surface of the target mesh 
using the variant of the ICP algorithm described in section 4.4.2. A target position 
for the centre of the patch is defined based on a linear combination of its own rigid 
transform and those of the surrounding geodesic patches. Using Laplacian deformation 
constrained by the patch centres the source mesh is deformed onto the target mesh.
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(a) Targets Com- (b) Move Patches Using (c) Compute final tar- (d) Deform using
puted from target to ICP Variant gets averaging patch Laplacian Deforma-
source motion tion
Figure 4.7: Overview of geometric correspondence approach. Steps (a) through (d) are 
iterated until convergence
The process is then repeated fitting the new set of patches to the target mesh again. 
Iteration of these steps continues until the change in position of the patches centres 
falls below a given threshold.
In contrast to the work of Cagniart et al the approach presented here produces cor­
respondences as a preprocessing step and so works only on the stereo reconstructed 
mesh of the previous frame. Cagniart et al produce correspondences as deformation 
progresses using a combination of the deformed mesh and the reference frame mesh. By 
pre-computing correspondence tracking errors are not reproduced in correspondences 
for subsequent frames. Furthermore it is possible to track multiple meshes through a 
sequence without the need to recompute correspondence. This can be useful in produc­
ing varying resolutions of reconstruction or experimentation to locate the best possible 
reference frame. Additionally, as a consequence of the geodesic patching scheme it 
is possible to independently align every patch to the surface before computing target 
points for deformation. Thus yielding points as close to the surface of the target data as 
possible prior to regularization within the Laplacian framework. The following section 
details the original ICP algorithm, the variant used here and how the result of moving 
each patch is used to produce a final target for each of the patch centres.
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4 .4 .1  I te r a t iv e  C lo se s t P o in t
The iterative closest point algorithm [10] involves computing targets for all the vertices 
in the source mesh, rigidly deforming the source mesh and iterating until convergence. 
For source Mg (K? Ps) and target Mt (14, Ft) meshes with vertices Vg and 14, and faces 
Fg and Ft respectively, the closest compatible point vt £ Vt is selected for each point 
fs G 14. In this case two points Vt,Vg are considered compatible if their corresponding 
surface normals ny  ^ and are suitably co-linear.
^ < W  (4.5)II
where tniax is the threshold for compatibility, typically cos(45). W ith the set of pairs 
of compatible points U{vt,Vg) it is possible to estimate the rigid body transformation 
Tsf(Rst,tsi) with rotation Rgf and translation from the source point set to the 
target point set. The rotation r* for a pair of compatible points is taken to be one that
rotates the normal vector onto , The source to target rotation Rg( is the mean
of all compatible point rotations in axis angle notation (S0(3) space) where the vector 
I'i is the axis of rotation and its magnitude the angle.
l is t  =  exp I ^  n  I (4.6)
\{ut,v3)eu /
The average rotation is computed in SO (3) space since linearly interpolating rotations 
in Cartesian space provides unpredictable results. The source to target translation tgt 
is then given by:
tgt — tc Rfif X Sq (4.7)
where Sc and tc are the centroids of the source and target meshes respectively. The rigid 
body transform provided by tg* and Rgt is subsequently applied to the source mesh Mg 
moving it into closer alignment with target mesh Mt- Iterating the steps of closest 
point assignment, rigid body transform calculation and mesh alignment converges to
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(a) lYaditional ICP (b) Modified ICP
Figure 4.8: Traditional approach to ICP does not allow the tip of the source curve to 
move into the target
give the best alignment of source and target meshes. Convergence is detected when the 
change in fitting error A E  falls bellow a given threshold r . Algorithm 4.2 describes the 
ICP approach to mesh alignment.
A lg o rith m  4.2 ICP Algorithm 
Initialize =  M,(Vs,Fs)
w hile A E  < r  do
Vvg G Vg find a closest compatible point vt G Vt 
Compute rigid body transform Tg^
Tiansform ^  Tgf(M^)
end  w hile
4 .4 .2  IC P  V ariant
The standard ICP approach is well know to converge to local minima leading to situa­
tions such as those shown in figure 4.8. Here instead of locating the closest compatible 
point for every vertex Vg of the source mesh in the target mesh the converse is done 
[13]. For every vertex G 14 of the target mesh the closest compatible point Vg G 14 
is located. This is particularly effective when matching a significantly lower resolution 
mesh to a higher resolution target leading to multiple targets {vto, ...jVtn) G Vt for each 
source vertex Vg G 14 as in figure 4.8. The final target is computed as a linear 
combination of targets weighted according to the dot product of source and target 
normals:
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tvg — 1 ”= — (4-8)i=o
where Wy^ . = • ny^^) is the weight associated with vu. ICP continues as in the tra­
ditional approach iterating the steps of closest point assignment, rigid body transform 
calculation and mesh alignment.
4 .4 .3  P ro d u c in g  C orresp on d en ces
To generate features the source mesh is divided into a number of geodesic patches 
P  ~  (pQj ••• j Pn)- Each of these patches is fitted to the target mesh using the ICP variant 
described previously leading to a target correspondence for the centre of each patch. 
Here the selection of an appropriate number of patches is key. Too few patches leads 
to very few features and sections with two much shape information to be meaningfully 
fitted to the target mesh. Too many and the small patches do not have enough shape 
information to be fitted to an appropriate section of the target mesh. Approximately 
30 patches provides a good compromise between number of features and accuracy of 
representation when working with human characters. As described in section 4.5 the 
closer the target mesh to the source mesh the more patches it is possible to use whilst 
still maintaining the quality of matches required.
Figure 4.9 plots the mean error in geometric correspondence across the JP-Head and 
CharacteiT-Hit sequences under variation of the number of patches used. For ground 
tru th  the results of globally aligning the JP  and CharacteiT databases using the meth­
ods described in chapter 6 are employed. Although these results themselves contain a 
degree of error this gives us a means to assess the quality of geometric matching on 
a frame-to-frame basis. Evidence suggests that for the faster motion of the JP-Head 
sequence approximately 30 patches yields the optimum result since more shape infor­
mation is required within each patch to handle the larger frame-to-frame changes in 
pose. However, when considering the slower, less complex motion of the Character 1-Hit 
sequence a slightly higher number of patches (Approximately 50) is shown to provide 
optimum correspondences. A range of patches between 30 and 70 is capable of pro­
ducing a good quality of correspondence in both cases. For the purpose of the results
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produced throughout this thesis 30 patches is selected since this allows a high accu­
racy of correspondence whilst maintaining the ability to handle fast motions and their 
inherently large frame-to-frame changes in pose.
To fit a source mesh Mg to target Mt an iterative approach combining Laplacian defor­
mation and the ICP variant is taken (figure 4.7). Target positions are first computed 
for all vertices of the somce mesh as per the technique described in section 4.4.2. Each 
of the patches is fitted independently to the surface using the modified ICP approach. 
To enforce a degree of rigidity between patches and to reduce the effect of patches drift­
ing into correspondence with incorrect regions of the target mesh several targets are 
computed for each patch centre pf based on the motion of neighbouring patches. As a 
result of the ICP process we have a rigid body transform for each of the patches Pi. 
Each patch has neighbouring patches Np. — {Pq, ..., Pm)> For each of the neighbouring 
patches Pj G N  the corresponding rigid body transform T j is applied to Pi giving 
m  targets t^c for patch centre The final target T(pf) is computed as a weighted 
combination of its own target tpc and its neighbouring (t°c, . .. ,t^ )  targets:
-  wi +  E t " ,  (4-9)j=0
The corresponding weights wj for each patch centre targets are computed from 
the average distance of that patch’s vertices from the surface of the target mesh. This 
gives n  geometric feature matches. To refine the matches further these correspondences 
provide soft constraints to the Laplacian deformation framework described in section 
3.3. Deformation reshapes the source mesh bringing it closer to the target mesh. The 
ICP variant is subsequently repeated on the new patches giving a new set of targets 
and deformation repeated. Convergence occurs when the change in patch centre target 
positions AEpc falls bellow a given threshold r. Figure 4.10 shows a typical set of 
geometric feature matches. Algorithm 4.3 details the process of producing geometric 
correspondences.
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Figure 4.9: Quality of geometric correspondences produced as the number of patches 
is varied
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A lg o rith m  4,3 Geometric Correspondence Algorithm
Seed Geodesic patches P  =  {Pq, ...,Pn) on the surface of the mesh Mg
Initialize M°{V},F,) =
w hile AEpc <  r  do
Perform ICP variant for all patches Pi in mesh
Compute patch centre targets
Use Patch centre targets as soft constraints to Laplacian deformation producing 
M^+^ 
en d  w hile
Select patch centre target positions as correspondences
4 .5 Itera tive S p arse-to -D en se R efinem ent
SIFT and geometric features provide a good distribution of features across the surface 
of the entire mesh, however these are still very sparse by comparison to the resolution 
of the tracked mesh. Straightforward deformation with features can therefore only 
provide an approximation of the target shape. This quickly leads to sections of the 
consistent mesh drifting away from the target surface and areas of increased surface 
detail being incorrectly represented. Thus to refine the surface fit an iterative sparse 
to dense correspondence scheme is employed.
The result of the initial feature driven result is a significantly closer fit to the target data 
than prior to deformation when geometric correspondences were initially generated. 
Being far from the target data meant tha t only a relatively small number of geometric 
features could initially be produced without the amount of shape information present 
in a single patch dropping below a point where the features were meaningful. W ith a 
closer fit it is possible to sacrifice shape information to increase the number of geodesic 
patches on the surface of the mesh and hence the number of correspondences produced. 
The number of surface patches is increased initially to 75 and the new constraints used 
to refine the deformation. The result is an even closer fit allowing the number of patches 
to be doubled again. Iteratively in this maimer the source mesh is fitted tightly to the 
target data.
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Figure 4.10: Typical set of geometric correspondences.
A lgo rithm  4.4 Iterative Surface Refinement
for ?■ =  1 to numberRefinementSteps do 
Double number of geodesic surface patches 
Produce geometric correspondences
Deform using a combination of new correspondences and original SIFT features 
end  for
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Figure 4.11 shows the accuracy of the surface fit increasing as the number of surface 
patches are iteratively increased. Colours are represented as a heat map where blue 
shows exact fit and red shows large error. The captured frame is 50 frames into a 
sequence. Not only does the quality of the fit increase with the number of iterations 
but the smoothness and shape shows less degradation over time.
Experiments show tha t the larger the number of patches the more accurate the fit 
of the surface. Figure 4.12 shows RMS and Silhouette reprojection error graphs for 
the JP-Head sequence. Each of the graphs shows an increasing accuracy of surface 
tracking as the number of fitting iterations is increased. The highest degree of accuracy 
can therefore be achieved by selecting the largest possible number of patches for the 
tracked mesh. However, the degree to which accuracy is increased decreases with each 
level of iteration. For sake of computational efficiency 4 iterations is considered a good 
level of refinement. Nevertheless, in cases where the sequence’s own complexity is high 
then allowing the extra iteration can reduce some artefacts. A good example of this 
is the fold in the front of the character in figure 4.11 which is removed entirely using 
1200 patches.
4 .6 R esu lts
Assessing the quality of a mesh tracking algorithm involves measuring two critical 
criteria. First, the quality to which the tracked mesh matches the shape of the original 
data and secondly, the degree of surface drift. Assessing the quality to which the 
shape matches the original data is possible using RMS error, Hausdorff distance and 
Silhouette reprojection error. These error metrics are described in Appendix A. Drift 
is assessed visually with the rendering of patches to represent regions of the surface 
since, as yet no quantitative means to assess surface drift has been developed due to 
the lack of ground-truth for real-sequences and the lack of sufficiently realistic synthetic 
sequences for evaluation.
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(a)0 (b) 75 (c) 150
(d) 300 (e) 600 (f) 1200
Figure 4.11: Heat map showing the advantages of iteratively increasing the number of 
patches to produce an accurate surface fit
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Figure 4.12; RMS and Silhouette reprojection error as the number of levels of refinement 
is increased
4 .6 .1  A lg o r ith m  V aria tion s
Section 4.2.1 describes the four variations of the algorithm discussed in this chapter. 
Figure 4.13 presents error plots for two sequences tracked using these four variations. 
Further results are presented on multiple sequences from multiple datasets in Appendix 
C. Figure 4.14 shows progressive frames from the hit sequence demonstrating the visual 
performance of each of the algorithms. It is important that both quantitative errors and 
visual results are considered since an excellent shape match does not necessarily lead to 
a correct surface correspondence. To allow assessment of surface drift a representation 
of 30 geodesic patches are rendered on the surface of the mesh. The patched pattern 
is used in preference to texture generated from multi-view images since generation of 
texture from these images is imperfect itself and introduces artefacts that make visual 
assessment of tracking unclear. By colouring the vertices instead of texturing all mesh 
based artefacts also remain visible.
Consistently the best results are show both visually and quantitatively using the frame- 
to-frame surface based approach. Deforming frame-to-frame produces the most stable 
and smooth mesh track whereas referring back to the reference frame incurs more gross 
errors and introduces surface jitter. Surface based Laplacian deformation is chosen 
over volumetric for reasons of numerical stability. Surface based deformation is more 
resilient to degeneracies in the mesh surface which can occur as a result of surface drift.
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Figure 4.13: Plots showing RMS, Haudorfî and Silhouette reprojection error for two 
sequences comparing each of algorithm variations
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(a)0 (b)22 (c) 28 (d)39 (e) 50 R)56
Figure 4.14: Hit Sequence tracked using the F2FSur (top), F2FVol(top centre), RefSur 
(bottom centre) and RefVol(bottom) algorithms
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The remainder of this section discusses this conclusion in more detail. Additionally it 
is important to note that the F2FSur variation presents average RMS error below or 
around the 10mm mark and thus below or comparable to the level of error present in 
the reconstructed data.
There are a number of conclusions that can be drawn from this data. Volumetric 
deformation on a frame-to-frame basis produces results as good as and in some cases 
better with relation to the errors produced however using volumetric deformation in 
this way often fails to reconstruct entire sequences. Although minimizing surface drift 
is a key goal in all mesh tracking approaches some drift still occurs. In these cases 
the underlying tetrahedrons of the mesh can often become degenerate (or equivalent to 
degenerate when taking into account computational precision) leading to break down 
of the deformation algorithm. The surface based approach is more resilient to these 
degeneracies giving it a clear advantage. The asymptotes of the RMS error graphs 
shown in Figure 4.13 coincide with the points where degenerate tetrahedrons occur. 
Although significantly less likely this can occur when deforming from the reference 
pose due to the iterative nature of the deformation algorithm.
Referring back to the reference frame provides the ability to recover from tracking errors 
however also makes gross tracking errors more likely. In both sequences displayed in 
Figure 4.13 the reference frame techniques peak where gross errors occur at intervals 
throughout the sequence. These errors are the result of missing correspondences failing 
to adequately constrain the large deformation required to align the reference mesh 
with target data. In contrast deforming frame-to-frame means an incremental series 
of smaller deformations which require less constraints which yields a more stable and 
visually pleasing result. The inability to recover quickly when gross errors do occur 
is a draw back of the frame-to-frame approaches. Figure 4.15 shows a bad feature 
correspondence introducing error at frame 23. This error is propagated through the 
sequence. Although problematic to tracking these bad feature matches rarely make it 
through filtering and in a practical situation are simply manually deleted and tracking 
recovered. To quantify the frequency at which erroneous matches escape the filtering 
process table 4.1 shows the number of fr ames containing errors post filtering. The table 
shows a number of sequences across multiple data-sets. When considering all frames
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Figure 4.15: RMS and Hausdorff Error Plot demonstrating the effect of a bad corre­
spondence
across the multiple sequences errors occurs with a frequency of 1 in every 316. Thus 
there is rarely need for manual interference in order to track an entire sequence.
When considering deformation with respect to the reference frame there are clear ad­
vantages to using volumetric deformation. In this case since the reference mesh is 
deformed each time the problem of degenerate tetrahedrons is mostly avoided in the 
same way they are in the work presented in Chapter 3. The results here reinforce the 
evidence provided in Chapter 3; again showing how volumetric deformation prevents 
collapse of a mesh under large sparsely constrained deformations. The visual results 
presented in Figure 4.14 show collapse of the leg. In fact, in many sequences deforming 
from the reference frame using surface based deformation can cause flattening of entire 
limbs. Figure 4.16 shows an example of this. When referring back to the reference 
frame volumetric deformation produces consistently lower levels of error however is 
more prone to gross errors when tracking does break down. This is indicated by the 
high peaks in tracking error in figure 4.13.
Over longer sequences such as the JP-Head sequence presented in Figure 4.13 tracking 
slowly worsens with frame-to-frame techniques however remains consistent but unstable 
when referring back to a reference frame. Long chains of deformation lead to the break 
down of sequential tracking and tracking sequentially prevents accurate recovery from 
gross error. Chapter 6 deals with this issue in detail and presents a solution to the
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Sequence No. Frames No. Error Frames
CharacteiT-Hit 76 0
CharacteiT-Walk 31 0
Character 1-Jog 26 0
Character l-Jog2 Walk 28 0
Character 1-Stagger 81 0
Cliaracterl-Stand 50 0
Character l-Stand2Walk 31 0
Char acter 1-Tense 36 0
Char acter 1-WaIk2jog 27 0
CharacteiT-Walk2Stand 56 1
Fashionl-Pose 125 1
Fashionl-Stand2Walk 48 1
Fashionl-Twirl 60 0
Fashionl-Walk 30 0
Fashionl-Walk2Stand 56 1
Fashionl-WalkPose 45 0
JP-Flashkick 250 1
JP-Free 298 0
JP-Head 250 1
JP-KickUp 300 0
JP-Lock 175 1
JP-Pop 130 0
Table 4.1: Table showing the frequency at which bad matches fail to escape filtering
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(a) Kickup Arm Col­
lapse
(b) Tense Arm Col­
lapse
Figure 4.16: Entire limbs can collapse under large surface deformations
problem. It is important to note that the sequences represented in figure 4.13 both end 
in poses similar to the starting pose allowing good recovery when referring back to the 
reference frame since little deformation is required. This is not true for all sequences.
All four of the algorithmic variations discussed show minimal levels of surface drift as 
visualized by the textured models of figure 4.14. Where apparent drift artefacts do 
occur it is mainly due to gross errors in tracking. Figure 4.19 demonstrates how the 
combination of SIFT and geometric feature adequately constrains the surface to limit 
drift for shorter sequences. Longer sequences such as the JP-Head sequence in Figure 
4.18 demonstrate how surface drift accumulates over time resulting in the patches 
loosing their shape by the end of the complex 250 frame sequence. Nevertheless with 
sequences of approximately 100 frames very little drift is apparent even when those 
frames contain large changes in shape. For instance the fast motion of the head sequence 
remains well tracked for approximately the first 100 frames. Figure 4.17 shows a variety 
of well tracked sequences produced using the F2FSur algorithm.
For the most part errors introduced over these longer sequences are the result of fail­
ing to avoid reconstruction errors. The increasing number of artefacts over time in 
the temporally consistent representation highlights the primary issue with sequential 
tracking techniques. Chapter 5 introduces attem pts to improve sequential tracking
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(a) Characterl - Stagger - 80 Frames
(b) Fashion 1 - Walk2Stand - 55 Frames
Figure 4.17: Sequences tracked using the F2FSur algorithm
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Figure 4.18: Ti'acking degrades over longer more complex sequences with more recon­
struction errors, however is able to deal with fast motions causing large frame-to-frame 
deformations
and Chapter 6 reduces the length of deformation chain required to reconstruct an en­
tire sequence with a non-sequential approach. Additionally, non-sequential tracking 
circumvents reconstruction errors and introduces the ability to recover from tracking 
problems.
Although tracking errors are introduced over time in these longer sequences it is im­
portant to notice how well the technique copes with the fast complex motion on a 
frame-to-frame basis. The fast motions of this sequence create large deformation even 
on a single frame-to-frame basis, however very few errors occur as a consequence of 
this speed. Most errors occur in frames subsequent to those containing reconstruction 
errors. The described techniques produces enough correspondences to initially fit to 
the fast motion and iteratively refine to produce an accurate alignment. However, with 
extremely fast motion problems are introduced. Large changes in shape lead to more 
SIFT correspondence errors and worse geometric feature extraction. For this reason 
tracking degrades on the JP-Flashkick sequence. This issues is addressed by chapter 6 
where initial alignment of the shapes allows for feature matching between more similar
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a) SIFT
I
(b) No SIFT
Figure 4.19: Drift occurring without consideration of SIFT features
frames.
4 .6 .2  C om bin in g  Im age and  G eo m etr ic  fea tu res
Recent work produced by Cagniart et al [15] has suggested that geometric features 
alone are sufficient to track the surface of a mesh. Experiments here have shown that 
geometric features alone are capable of producing comparable results for the quality 
of shape matching, but in some cases lead to surface drift and artefacts which can be 
negated by the incorporation of image based features. Figure 4.19 shows a capture 
from frame 30 of a walk sequence. Temporal consistency has been introduced into 
this sequence using the combination of SIFT and geometric features discussed in this 
chapter and also using soley geometric features. Texture has been created for the first 
frame of the sequence by projecting the multi-view images onto the surface of the mesh. 
The highlighted areas show that in areas of limited shape information drift can occur 
when considering only geometric features. As visualised by the bottom of the shirt 
drifting up the shapeless, flat abdominal region of the character when constrained only 
by gœinetric features.
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Figure 4.21 compares RMS, Hausdorf and Silhouette reprojection errors for sequences 
tracked using SIFT or geometric features and the same sequences tracked using a com­
bination of SIFT and geometric features. Presented results also show tracking with and 
without the iterative refinement step. W ithout iterative refinement the track is rapidly 
lost and the resultant reconstruction very poor, which reiterates the results presented in 
section 4.5. Tracks remain stable using both SIFT and geometric features alone when 
combined with the iterative refinement stage but results are visually better when com­
bining the two. The iterative refinement stage essentially computes progressively denser 
geometric features to align the surface detail. This compensates to a degree for areas 
where SIFT features are not present when using SIFT on its own, but does not achieve 
the same quality as the combined result. Results show very similar levels of shape 
tracking when considering geometric features alone and the combined result. However 
analysing the visual results we see a number of artefacts are removed by combining 
SIFT and geometric features. Figure 4.20 shows frame 212 of the JP-KickUp sequence 
and highlights artefacts removed by combining the features. The original frame is frame 
1 of the sequence. Various artefacts are removed from the geometric result and surface 
tearing is reduced significantly from the SIFT feature based result. The introduction 
of the remaining artefacts is discussed further in section 4.6.4. Combining accurate 
features from multiple sources produces improved matching on a frame-to-frame basis 
and therefore lowers the number of errors accumulated throughout the entire sequence.
4 .6 .3  R o ta tio n  o f  S m o o th  U n -te x tu r e d  R eg ion s
The techniques described in this chapter rely on the either image feature tracking or 
geometric information to fit the source frame to target data. It is possible that in some 
cases none of this information exists and a regions orientation can not be well deter­
mined. One such example of this is the legs of the Fashionl-Twirl sequence shown in 
Figure 4.22. Here the cylindrical legs match at their un-rotated orientation in consecu­
tive frames and so become twisted as the sequence progresses. Notice tha t the patches 
do not move correctly around with the leg as it rotates. The legs contain no texture 
information since they present a uniform area of skin colour. No geometric information 
is present since the regions are approximately cylindrical. Furthermore this sequence
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(a) Original (b) SIFT & Geometric
(c) SIFT (d) Geometric
Figure 4.20: Comparison of SIFT & Geometric features combined with SIFT or geo­
metric features alone
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Figure 4.21: Comparison of error metrics using a combination of SIFT and geometric 
features to using each independently
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Figure 4.22: Problems of un-textured regions with little topological information
highlights a key problem of all tracking by deformation approaches. As the hair sepa­
rates from the body the topology of the mesh changes making it impossible to represent 
using the reference model. Another example of tracking error introduced by topology 
change is given on the hands of the JP  sequences. Throughout the reconstructed mesh 
sequences his hand repeatedly open and close giving topological changes as the fingers 
appear and disappear. This fine grain detail leads to collapse and loss of shape in the 
hands over longer sequences.
4 .6 .4  E ffect o f  R eco n stru ctio n  Errors
In the iterative refinement stage, as with geometric correspondence generation, closest 
compatible point correspondences are established from the target mesh to the source 
mesh instead of the more standard source to target. By doing this, regions of the 
mesh which sit in areas of reconstruction error receive no target position leaving them 
unconstrained and able to orientate naturally under deformation. This yields the ability 
to avoid a number of minor reconstruction errors. Figure 4.23 shows a number of 
reconstruction errors present in a walk sequence and how every one of them is avoided 
in the temporally consistent representation.
Although the target-to-source mechanism gives the ability to avoid a number of errors 
in reconstruction gross errors do introduce tracking problems. For example, in frame
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Figure 4.23: Avoiding minor reconstruction errors
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Figure 4.24: Tracking errors introduced by large errors in reconstruction
40 of the JP-Free sequence the legs and lower torso are reconstructed as a single mass. 
In following frames tearing artefacts and tracking errors manifest in-between the legs 
where sequential tracking has propagated forward errors in tracking. Figure 4.24 shows 
the reconstruction error in frame 40 and subsequent tracking artefacts.
4 .6 .5  C om parison  to  S ta te  o f  th e  A rt S eq u en tia l A lig n m en t
A state of the art approach to introducing temporal correspondence is widely consid­
ered to come from the work of Cagniart et al [16]. Their approach uses a sequential 
probabilistic dense matching framework. They achieve good results with a stable means 
to refer back to a reference mesh at each frame and a probabilistic approach to avoid 
errors in the reconstructed sequences. Here we compare the results of the the sequential 
approach to tracking presented within this chapter to results which they produced and 
published on the publicly available JP  street dancer dataset.
Figure 4.25 quantitavely compares the results of tracking using the F2FSur algorithm 
presented in this chapter to the those presented by Cagniart et al on the JP-KickUp and 
KP-Head sequences. Figure 4.26 shows a visual comparison of the F2FSur algorithm 
and the work of Cagniart et al over the 500 frame JP-Free sequence. This comparison 
highlights further the main problem discussed with the sequential approach presented 
in this chapter. Errors accumulate over time leading a progressively worse quality of 
track over longer sequences. This issue is addressed in Chapter 6 where results are 
presented which are superior to the work of Cagniart et al. When considering the
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sequential approach presented in this chapter the ability to stabally refer back to the a 
reference frame and thus recover from and mitigate the introduction of errors presents 
a clear advantage for the work of Cagniart et ah The disadvantage of refering back 
to a reference frame is the resultant loss of surface detail. Creases represented at one 
time frame often persist for multiple subsequent time frames. Over large time steps 
the reference frame will contain different creases to those present in the target frame 
leading to an input with aditional creases in some areas and missing creases in others. 
This leads to a loss of information in the final surface track with the approach proposed 
by Cagniart et al.
In figure 4.26 it can be seen tha t the approach presented by Cagniart et al yields 
visually smoother results later in the sequence. It is however important to note that 
the work of Cagniart et al over regularises the mesh in many frames leading to the loss 
of surface detail present in the original reconstruction allowing a better track early on 
in the sequence with the F2FSur algorithm (Additional creases can be seen in the first 
two images of the sequence presented in figure 4.26). The RMS error plots presented 
in figure 4.25 support this with many frames showing a closer fit to  the target surface 
than the work of Cagniart et al. This fact is exploited by and discussed further in the 
work presented in chapter 6.
4 .7  C onclusions and C ritique
This chapter has introduced a novel approach to sequential tracking by deformation 
which combines geometric and visual feature information to accurately align successive 
frames of a 3D video sequence. By combining both visual information in the original 
captured image frames and geometric information on the reconstructed meshes the 
approach is able to deform a well reconstructed frame through the remainder of the 
sequence. The two types of feature complement each other and compensate to a degree 
for each other’s short comings. Visual features are shown to reduce the amount of 
surface drift incurred in a many cases when only geometric information is considered. 
They account for textural information on the surface of regions that may contain little 
of no geometric information. On the other hand geometric features essentially fill in
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Figure 4.25: Plots showing RMS, Haudorflt and Silhouette reprojection error for F2FSur 
and the algorithm presented by Cagniart et al [16]
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Figure 4.26: Visual comparison of the F2FSur algorithm (top) with the results of 
Cagniart et al (bottom) [16]
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the gaps left by areas lacking textural information. The presented approach to filtering 
feature matches removes a majority of feature matching errors. In fact the presented 
filtering is harsh and only keeps the very best matches, accepting tha t some good 
matches will be lost in favour of very few tracking errors being introduced. Although 
erroneous features do occasionally escape filtering in practice removing a single featm'e 
manually is easy and not labour intensive.
The approach has been demonstrated to accurately track many sequences of 3D video 
reconstructed data which include challenging issues such as loose clothing and fast mo­
tion. A mechanism is presented to deal with many minor reconstruction errors however 
larger errors in the reconstruction are the primary source the tracking problems. The 
JP  sequences give the best demonstration of errors introduced through fitting to re­
construction errors such as phantom volumes. The fast motion is aptly handled and 
the large frame-to-frame deformation are delt with well however, these longer more 
complex sequences contain a nmnber of complex reconstruction errors which over time 
lead to a build up of errors in the sequential tracking approach. This accumulation 
eventually leads to making sequences such as the 500 firame JP-Free sequence prac­
tically un-traclcable using the sequential approach introduced in this chapter. Over 
these longer sequences surface drift accumulates overtime leading to a degrading level 
of surface correspondence whilst fitting to erroneous reconstruction causes problems 
with the mesh surface itself. This highlights the largest issue with the technique de­
veloped here. Sequential tracking is subject to the accumulation of errors over time 
since vertex constraints are introduced on the result of deforming to align the previous 
frame. Sequentially deforming a mesh through a sequence causes these errors to per­
sist in subsequent frames and surface drift to compound throughout longer sequences. 
Chapter 6 introduces a means to recover from these errors and track long sequences in 
a non-sequential manor.
Another highlighted issue that is currently a problem for all sequential tracking by 
deformation approaches developed to date is errors introduced by inconsistent topology. 
For instance, when loose long hair separates fiom the body in the Fashionl-Twirl 
sequence. In such cases a new volume is introduced which is not present in the model 
being tracked through the sequence. The model to be temporally aligned with the entire
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sequence is selected from the sequence itself. This has the advantage of removing the 
requirement for a laser scanned or other high detail model of the character which has 
been present in some previous approaches [22]. However, it does introduce the need for 
at least one frame of the sequence to be reconstructed without error. In some cases, as 
with some of the Fashionl sequences presented in this thesis, finding a frame where the 
loose skirt is well reconstructed can become an issue. A possible avenue of investigation 
to combat topology changes would be to try  fitting a detailed model which represents 
the required topology using the reconstructed data as a guide.
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C hapter 5
Feature B ased  M esh Tracking 
E xtensions
This chapter introduces a number of extensions to the sequential mesh tracking tech­
niques presented in the previous chapter. Increasing density in fitting combined with 
errors in the smface reconstruction can lead to overlapping constraints and thus errors 
such as folds in the mesh surface. These errors become evident when a high number 
of patches are reached by the iterative refinement step of the algorithm described in 
sections 4.5. Small amounts of drift can push the tiny patches over one another cre­
ating the same problem as deforming with a large number of closely packed features. 
This chapter introduces a way to refine and detect errors within the fitting and remove 
deformation constraints which cause these errors. Additionally a dense fitting step is 
introduced in an attem pt to find correspondences for all vertices of the mesh.
An attem pt is made to introduce rigidity constraints using areas of the mesh which are 
initially unconstrained by features. The first stage of the tracking process described 
in chapter 4 involves a sparsely constrained deformation to initially align consecutive 
frames of the sequence. Getting this initial alignment as close as possible is essential 
to allowing the iterative refinement process to generate good dense correspondences 
for the surface. By holding initially unconstrained patches rigid, the goal is to reduce 
bending and stretching of very sparsely constrained regions thus limiting surface drift 
and the introduction of surface error.
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The human form is articulated around skeletal joints and only shows significant defor­
mation in areas surrounding those joints. To simulate this, this chapter introduces an 
extension which enforces a degree of rigidity along bones. The work of Huang et al [37] 
introduces skeletal constraints for gradient domain mesh deformation. They demon­
strate that by defining length and straightness constraints according to a skeleton they 
are able to produce more realistic character deformation. Adapting this approach to fit 
with the Laplacian framework described in Chapter 3, straightness constraints are in­
troduced to the initial deformation step in an attem pt to improve initial alignment. To 
make this possible a method for mapping joint locations between temporally consistent 
frames is presented.
5 .1 D en se  Surface R efinem ent
The iterative refinement process discussed in section 4.5 increases the number of patches 
on the surface of the mesh creating patches with only a few vertices. The next logical 
step is to a attem pt to find a corresponding point in the target data for every vertex in 
the source mesh. Every vertex in the target mesh is again assigned a closest compatible 
vertex in the source mesh based on the angle between their normals as described in 
section 4.4.2. The final target for each vertex is thus similarly computed as a weighted 
combination of its possible targets; weighted according to the dot product of related 
vertex normals. This gives targets for a large number of the vertices whilst avoiding 
assigning constraints to vertices with no correct match in the target data. These ta r­
gets provide the constraints for Laplacian deformation to produce the closest possible 
alignment to the target data. Selecting targets from target to source as opposed to the 
source to target allows reconstruction errors to be avoided to some extent in the fitting 
process as detailed in section 4.6.4.
5 .1 .1  R esu lts
Figure 5.1 shows RMS, Hausdorf and silhouette reprojection error for the JP-Head and 
JP-Kickup sequences tracked with and without dense fitting. RMS error is significantly
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reduced since a higher percentage of the tracked surface lies in close proximity to, or 
exactly on the reconstructed surface. This yields a more precise fit to the target data 
and better recovery of surface detail which can be visually seen in Figure 5.2. The 
Hausdorf distance measures the maximum error and thus remains very similar. The 
maximum error is often achieved when avoiding errors in reconstruction. Such errors 
are again avoided here by mapping vertex targets from the target to the source mesh. 
Where Hausdorff distance was given by tracking error rather than reconstruction error 
there is a marked improvement. In Figure 5.1 the JP-KickUp plot yields a section of 
notable improvement in Hausdorff distance since at this point tracking error produced 
a phantom volume prior to dense fitting. Silhouette reprojection error is marginally 
improved in the JP-Head sequence since the fit to the shape is now closer but the 
percentage of pixels not in the union of the reconstructed and tracked mesh silhouettes 
was already very small leaving little space for large improvement. The removal of 
some gross errors from the JP-KickUp sequence however, leads to a more significant 
improvement in silhouette reprojection error. Importantly the average RMS error now 
lies notably below the 10mm target given by the error in the reconstructed surface 
itself.
Visually the results with dense fitting are also superior. Figure 5.2 shows a comparison 
of frames from the JP-KickUp and JP-Head sequences with and without dense fitting. 
Many artefacts clearly present previously have been reduced or removed and the shape 
of the reconstructed mesh is better represented. The red circles demonstrate a number 
of cases where the shape better represents the original reconstructed sequence and 
where a smoother surface is achieved. An important note with the dense fitting is that 
although the visual appearance is improved and there is a better shape fit, dense fitting 
does tend to cover introduced surface errors by pulling points back to the surface and 
introducing folds within the mesh. The significance of this would depend on target 
application and may require animator intervention to correct. Section 5.2 attem pts 
to address this issue. Blue circles in Figure 5.2 highlight areas where folds have been 
introduced into the surface of the mesh.
1 2 0 Chapter 5. Feature Based Mesh Tracking Extensions
f> - Head • RMS Error P  - WckUp - RMS Error
0.02
0018
0 01«
0 014
0012
0.01
oooe
0006
000 4
0  002
2500 50 lOO 150 200
0.018
0016
0.014
0012
00 1
0 006
0.006
0 004
0002
0 50 100 150 200 250 300
P  - Head • Hausdorff Distance P  - KickUp - Hausdorff Distance
0 14
0 12
0.06
0 0 4
0.02
150 200 25050 1000
0.12
F2FSur
0.1
0.08
0.06
0.04
0.02
0 50 150 200 250 3000 100
p  - Heed - Silhouatte Reprojection Error P  - KckUp - Siinouotte Reprojection Error
0.14
0 12
0 0 8
0 0 6
0 0 4
0.02
250150 2000 50 100
0.025
0 02
0 015
00 1
0.005
300150 200 2500 50 100
Figure 5.1: Error comparison with and without dense fitting
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Figure 5.2: Visual comparison with (Bottom) and without (Top) dense fitting
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(a) Er­
roneous 
Mesh
(b) Detect
Erroneous
Vertices
(c) Deform Densely to Cor­
rect
Figure 5.3: Error Detection and Removal Overview
5.2 Inverted  Triangle D etec tio n
Figure 5.4 shows errors that have begun to occur when performing iterative refinement 
with high numbers of patches or dense refinement. Surface errors in tracking occur in 
two identifiable situations. First, when an incorrect correspondence avoids filtering and 
matches two incorrect sections of the the mesh. Secondly, when high density matching 
creates folds in the surface of the tracked mesh. Densely matching to errors in the 
original multi-view reconstruction can lead to vertex positions becoming swapped on 
the surface. Conversely, matching densely to correctly reconstructed sharp folds can 
introduce the same effect. Thirdly, errors introduced as a result of fitting to recon­
struction error. Figure 5.4 shows examples of these errors. When these errors occur it 
is observed that adjacent triangles are flipped creating adjacent triangles with opposite 
face normal directions. In an attem pt to remove such errors an error detection step is 
employed in which vertices detected as being part of an erroneous region are marked. 
The remaining correct vertices are then used as constraints to deform the previous 
frames mesh onto the current frame clear from errors. Figure 5.3 gives an overview of 
the error removal process.
After dense fitting each triangle /  of the deformed mesh is compared to its neighbouring 
triangles N f = ( /o ,..., fm)- If two adjacent triangles have normals facing more than 90°
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(a) Correspon­
dence Error
(b) F itting to Reconstruction Error (c) Mesh Folds
Figure 5.4: Errors introduced by the fitting process
apart then constraints relating to all vertices of those triangles are removed from the 
set of correct vertices. For a constrained vertex u G /  to be valid, equation 5.1 must 
be satisfied for all f i  £ N
> 0 (5.1)
Additionally, all vertices in the n neighbourhood of the erroneous vertices are removed 
from the set of constrained vertices to allow the region to fit free of error. After 
removing all invalid vertices the mesh taken as the source for fitting, be it a reference 
frame or the result of previous frame is re-deformed using the valid vertex positions as 
constraints.
5.2 .1  R esu lts
Experimentation has shown this technique to be only partially affective at removing 
errors in the situations described by Figure 5.4. Removing gross errors requires man­
ual interaction to discover an appropriate neighbourhood size. Removing gross errors 
therefore plays the role of a reinitialisation step to allow tracking to continue with min­
imum user interaction. Applying error correction to the entire sequence does correct
124 Chapter 5. Feature Based Mesh 'Bracking Extensions
some errors but can introduce others.
S u b tle  E rro r  R em oval
Subtle errors such as small folds introduced by dense fitting only affect a small number 
of vertices. It is in these cases that this technique is most effective at reducing the 
number of errors. Larger errors require a wider neighborhood of pixels surrounding the 
initially detected vertex error to be considered erroneous. Running an entire sequence 
with error detection of this magnitude leads to the introduction of other problems. If 
a vertex detected as erroneous is on an extremity of the character then removing all 
correspondences relating to vertices in a large neighborhood surrounding this vertex 
can lead to the extremity being completely unconstrained. This is the case in figure 5.5 
where the arms of the street dancer character are unconstrained within the JP-Head 
sequence when applying error detection with a neighborhood size of 6. The result is 
incorrect placement of the arms and a loss of tracking.
Selection of an appropriate neighbourhood size also depends on the resolution of the 
mesh being tracked. A high resolution mesh requires a large neighbourhood size to 
represent a region of the same size in a lower resolution mesh. This degree of parameter 
tuning detracts from the automation of the mesh tracking process and so the use of 
error detection can only be viable with a small neighbourhood size of 1 so as to detect 
the small fold errors that occur whilst introducing only minimal tracking issues. Figure 
5.6 shows the effect of applying error detection in this way to the JP-Head Sequence. 
Although some folds are removed (circled in red), other errors are already beginning to 
creep in on the hands (circled in blue).
A further downside to running error correction in this way is a slight loss in the quality 
of fit to the target surface. Although the visual appearance of some errors is reduced, 
in doing so a slight amount of precision is lost. The graphs in Figure 5.7 show ap­
proximately 2mm increase in RMS error when applying error correction to an entire 
sequence. Correction of some errors and introduction of others leads to Hausdorff dis­
tance remaining comparable. The loss in precision comes from removing constraints 
which have been finely fitted to the surface during iterative refinement and dense fitting
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I
Figure 5.5: With a large neighbourhood in error detection the arms loose all correspon­
dences and are incorrectly placed
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stages and applying a Laplacian deformation step again which estimates their positions. 
M anual R e in itia lisa tio n  o f T rack ing
Although showing positive and negative effects when applied sequence wide, this form 
of error correction can be manually used to reinitialise tracking in a failed sequence. In 
section 4.6.1 a correspondence error causes a gross error in tracking in the Walk2Stand 
sequence. The error occurs in frame 41 and is subsequently tracked through the re­
mainder of the sequence. The effect of this error is shown in figure 5.8 in the top line 
of images. The result of applying error detection with a neighbourhood size of 8 is the 
removal of this error as seen in the bottom line of image. Where the mesh is folded 
in on itself triangle normals face in opposite directions and are hence detected as er­
roneous vertices. By subsequently tracking this repaired mesh through the remainder 
of the sequence we produce a good track of the entire sequence. In this case a good 
reinitialization is possible since there are no small errors which result in entire regions 
of the mesh becoming unconstrained in deformation.
5 .3 R igid  Surface patches
SIFT features rely on visual texture information to accurately produce matches between 
consecutive frames of the mesh sequence. It is possible that in areas of the mesh where 
there is little or no textural information sections of the mesh can be left without feature 
correspondences. For example, uniform areas of similar colour as with skin tones on 
bare arms and legs. Geometric features combat this issues however provide a sparse 
set of matches. These sometimes large regions of the mesh remain unconstrained under 
deformation resulting in their final location being estimated as an interpolation of the 
constraints in surrounding regions. This can lead to problems where small errors in 
surrounding constraints are compounded across the unconstrained region leading to 
surface drift or small amounts of collapse in shape.
In an attem pt to combat loss of shape and drift resulting from unconstrained regions, 
the geodesic surface patches with no valid constraints are defined to be rigid under
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Figure 5.6: Comparison of dense fitting with (bottom) and without (top) error correc­
tion
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Figure 5.8: Gross error corrected and sequence tracked properly using error detection 
for manual reinitialisation
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(a) Select Patches W ithout Constraints (b) Combine Neighbouring Patches
Figure 5.9: Rigid patch selection
Laplacian deformation. The aim is to improve the fit at the initial feature based fitting 
stage before iterative refinement takes place thus giving iterative refinement the best 
chance of producing an accurate alignment. Figure 5.9 shows the approach to selecting 
which regions of the mesh remain rigid. For a patch Pi with the n neighbourhood of 
patches Np. the final rigid region RSi of the mesh is selected as the union of all patches 
in A/’p.:
RSi = y  Pj (5.2)
The selected regions are factored into the Laplacian deformation framework as described 
within the following sections.
5 .3 .1  R ig id ity  w ith in  th e  L aplacian  Fram ew ork
Rigid sections can be factored into both surface and volumetric deformation approaches. 
For mesh Af(F, F, T) with vertices V,  triangles F  and tetrahedrons T a rigid section 
RSr  is defined as a connected set of mesh components, be it tetrahedrons or triangles. 
The softly constrained Laplacian deformation technique involves solving equation 3.26 
iteratively, updating the differential co-ordinates according to independent rotation of 
the mesh components at each step. For a rigid section RSr all components are assigned
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(a) Original (b) Deformation with­
out rigid sections
(c) Deformation with  
rigid sections
Figure 5.10: Benefits of Rigid Sections. The leg remains unconstrained between the 
foot and torso
a single rotation Rr which averages the rotation across all components (/o, •••, /n) € RSr 
or G RSr  with associated rotation matrices (Ro,... ,R„). Average rotation
is computed as a linear average of the rotation matrices for each of the components of 
the rigid section:
1 ”Rr =  — Rir) Z—^ (5.3)
i = l
This prevents a rigid section from bending while allowing it to be orientated according 
to the motion of the surrounding regions. It is important to note that since an energy 
minimization is being solved this rigidity is not strictly enforced but the amount of bend 
is instead minimized. Figure 5.10 shows how this maintains the shape of a characters 
leg even when that leg has zero constraints between the foot and the torso. This result 
was produced by defining the calf section of the leg as rigid and repositioning a number 
of vertices on the foot to give constraints for deformation. In the fitting process each 
rigid section is defined as the union of all neighbouring unconstrained patches to give 
larger regions with the aim to simulate the effect achieved by the example in figure 
5.10.
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Figure 5.11: Rigid patches aiding in the initial feature constrained fitting process
5 .3 .2  R e s u lts
The aim of holding unconstrained regions of mesh rigid under deformation is to prevent 
interpolation of sparse constraint errors across large unconstrained regions thereby 
increasing the quality of the shape fit prior to iterative refinement. As with error 
correction this produces mixed results.
Effect on Initial F itting
Figure 5.11 shows an example of a situation in which holding regions of the mesh rigid 
improves the fit after the initial sparsely feature constrained deformation. In frame 8 
of the Jog sequence a rigid section around the ankle and lower right leg of the character 
maintains a better shape for the right foot and has the added advantage of reducing 
collapse caused by an erroneous constraint on the thigh. Collapse is reduced since the 
rigidly held shape of the lower leg is propagated through the thigh thereby resisting 
collapse under Laplacian deformation.
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Figure 5.12: RMS and silhouette reprojection Error for the JP-KickUp sequence with 
and without rigid patches in the initial stage of deformation
Overall Effect
Figure 5.13 shows a comparison of the final frame (frame 300) and frame 136 of the JP- 
KickUp sequence processed with and without rigid patches. Results are shown without 
the dense fitting and error correction stages that have been previously discussed in 
order to highlight the effect of deforming with rigid patches. In a number of cases 
the quality of the mesh in a region is increased by holding patches rigid under initial 
deformation. Regions circled in red show where rigid patches have produced a more 
aesthetically pleasing result and a better shape. Regions circled in blue present higher 
levels of surface drift. Defining unconstrained regions of the mesh rigid prevents those 
regions from bending and thus prevents degregation on the surface in those areas under 
the initial sparse deformation. The positive effect of this is that iterative refinement 
step is often given less work to do in order to get a smooth fit to the surface. This is 
shown by the smoother surface fit in a number of frames and improvement in RMS error 
visualised in Figure 5.12. Silhouette error is also slightly improved in many cases since 
the shape now fits better to the target data. The downside is that in preventing these 
patches flexing their rigidity reduces stretch and compression in those regions where 
such deformation should occur thereby forcing other regions apart and introducing an 
extra degree of drift in the region circled in blue.
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X X
Figure 5.13: Comparison of tracking with (right) and without (left) rigid patches in 
the initial fitting step. The original mesh is shown at the top
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(a) Construct Skeleton (b) Perform Alignment with Skeletal (c) Map skeleton to next frame 
Constraints
Figure 5.14: Overview of deformation with skeletal constraints
5.4 Skeletal C onstraints
Recent work including that of Huang et al [37] demonstrate the use of skeletal con­
straints within mesh based deformation techniques to produce more realistic animation. 
The human skeleton imposes both rigidity and length constraints upon sections of the 
body and constrains articulation to the joints. The work presented here exploits the 
tetrahedral nature of the meshes used throughout this thesis to introduce a straight­
ness constraint along the bones of a predefined skeleton. Length constraints are not 
introduced since doing so would create a relationship between the x, y and z coordi­
nates of the mesh and thus remove the ability to solve efficiently and independently for 
each. Length constraints would also require a non-linear solution adding a degree of 
complexity to the Laplacian framework.
Figure 5.14 gives can overview of what is involved in including skeletal constraints 
within mesh tracking. First a skeleton must be constructed for the reference frame of 
the sequence to be tracked. This can be done using any standard animation package 
such as Autodesk’s Maya. Next fitting is carried out using the skeleton to introduce 
straiglitness constraints upon the Laplacian deformation. Subsequently the skeletons 
joint position must be mapped to the new pose to allow skeleton constraints to be 
included in subsequent deformations without the need to manually construct another 
skeleton.
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5 .4 .1  S k eleta l C o n stra in ts  W ith in  th e  L aplacian  F ram ew ork
As discussed in section 3.2.3 each joint {jo,...,jnj) of a characters skeleton must lie 
within a single tetrahedron of the tetrahedral mesh M  — (F, T, F)  with riy vertices. 
Each bone of the mesh is described by two joints ja and jb with associated positions 
a and b respectively. Distributing a set of points evenly along the length of the bone 
yields a set of points {po,...,pn) where po = a and pn = b. Figure 5.15 shows a bone 
subdivided in this manor.
■7^  —
Figure 5.15: A bone sub-divided along its length
Exploiting the tetrahedral mesh each point pi can be defined as a linear combination 
of the vertices ..., of the tetrahedron tp. in which it lies:
W j V j (5.4)
where Wj is the constant weight associated with Vj. To introduce the straightness 
constraint the direction between any two consecutive points {pi,pi-i) along the bone 
is defined as pointing in the same direction as the bone itself:
(pi  ~ p i - i )  -  — — — =  0n
V p i e  (pi , . . . ,Pn)
(5.5)
Substituting the linear combination of vertices which expresses each point it equation
5.5 gives a linear equation in terms of the unknown vertex locations. Stacking the 
equations for all pairs of points along all bones allows us to represent the straightness 
constraints in matrix form:
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J v  =  0 (5.6)
where J is a large sparse matrix of dimension Uy x  { n x  nj). To enforce this constraint 
within the energy based Laplacian framework discussed in Chapter 3 this is formulated 
as a straightness energy Es'.
E ,  =  ||Jv ||^  (5.7)
where v  is the set of unknown vertex locations. The overall energy minimization be­
comes:
Er + E^ + E ,  = ||£v„ -  +  \\Wci-Vu -  v t ) f  +  ||Jv „ |p  (5.8)
It is important to note that although defined using the tetrahedral structure of the 
mesh, each point along a bone is defined by the surface vertices of the mesh. Thus these 
constraints can be factored into both volumetric and surface deformation approaches 
in the same way.
Figure 5.16 shows the leg of a captured character being deformed with and without 
straightness constraints. Notice that under deformation with skeletal straightness con­
straints the front of the leg remains smooth and straight whist without it bulges un­
naturally around the shin. It is also key to point out here that since length constraints 
were not factored in the thigh is still able to shorten unnaturally without braking the 
straightness constraint. The straightness constraint is also factored in as part of the 
energy minimization so straightness is not strictly preserved but instead enforced to a 
degree.
5 .4 .2  F i'am e-T o-Fram e S k ele to n  M ap p in g
Deforming with skeletal constraints at every frame would require a skeleton for every 
frame of the mesh sequence. The sheer number of frames in a sequence makes this 
infeasible as a manual task. The constraints only require the positions of the joints
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(a) Original with 
Skeleton
(b) W ithout Straight- (c) W ith Straightness
Figure 5.16: Character leg being deformed with and without straightness constraints
at each time frame and do not rely on orientation. In order to produce a skeleton for 
each frame-to-frame deformation the tetrahedral nature of meshes and newly induced 
temporal consistency can be exploited to map the skeleton to the new frame. Each 
joint ji of the skeleton for mesh M* at time t has corresponding tetrahedron tj. G 
Mf. Tiacking moves the mesh Mt to its new position Mt+i. Assuming that tracking 
has maintained correct correspondence the tetrahedron tj. G Mt should be at the 
same relative position in Thus each joint ji is placed at the centroid of the
corresponding tetrahedron tj. in the new mesh Mt+\. This does not preserve bone 
length but since bone length is not preserved within the deformation frame work this 
placement provides enough information to introduce straightness constraints at the 
next frame.
5 .4 .3  R esu lts
The goals of introducing a straightness constraints are similar to the aims of introducing 
rigid patches to the deformation. Improve the initial feature driven alignment of the 
two frames and in doing so give iterative refinement a better chance of producing a 
drift and surface error free fit to the target data. Fitting with skeletal constraints can
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be seen in a number of frames to show minor positive influences on the final result. In 
the bottom image of figure 5.17 the arms shape is better maintained when deforming 
with skeletal straightness constraints since straightness is enforced along the line of the 
bones in the forearm. The centre line of images in figure 5.17 shows the result after 
300 frames in the JP-KickUp sequence, however there is no noticeable improvement in 
the shape or quality of the result. In fact additional drift and surface artefacts have 
been introduced.
Although skeletal constraints appear to provide a positive effect in some circumstances 
they do introduce the need for a skeleton to be constructed for the reference frame 
of every sequence being tracked. This adds a degree of manual interaction to the 
process thereby detracting from the goal of automatically introducing temporal consis­
tency into stereo reconstructed data. Investigation into a number of automatic skeleton 
building approaches could yield the ability to automate this process. However skeletal 
constraints only yield minor positive effects. Introducing bone length constraints to 
the Laplacian framework could further improve results but would introduce significant 
additional computational complexity.
5 .5 C onclusions and C ritique
This chapter has presented a variety of techniques aimed at improving the results of 
sequential tracking using the approach described in the chapter 4. Fitting densely 
to the target data improved the results both quantitatively and qualitatively. Results 
presented a numerically closer fit to the reconstructed data and visually fewer artefacts. 
Not all errors are removed and in a few cases others can be introduced when dense fitting 
causes folds in the surface of the mesh. To deal with such situations an error correction 
technique is introduced which successfully removes most small errors caused by folding 
in the mesh surface. Additionally, this technique is capable, in a number of cases, of 
removing larger errors introduced by incorrect feature matches which escape filtering. 
The downside to the error detection process is selecting the appropriate parameters with 
which to remove the errors requires manual interaction and in fact these parameters 
vary throughout the sequence depending on situation. Running error correction does
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Figure 5,17: Effect of introducing skeletal constraints to tracking the JP-KickUp se­
quence (right) compared to without (left). The original mesh is shown at the top
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however provide an automated means with which to recover from large tracking error. 
The issue with sequential tracking is the build up of errors over time. Errors incurred at 
one frame can be transmitted throughout the remainder of the sequence. Using error 
correction to manually reinitialise tracking allows tracking to be restarted error free 
mid sequence and thus longer sequences to be tracked without large build up of error. 
Chapter 6 provides an automated means to reduce the number of frames for which an 
error can persist and allows long sequences to be tracked with relatively few errors.
Other techniques presented in this chapter have provided ambivalent results. The 
introduction of rigid sections to the initial deformation stage shows significant benefit 
in the removal of a number of shape based artefacts. A smoother and more visually 
appealing shape match was produced in a number of frames under the complex motion 
of the JP  dataset. However, the rigidity of the sections forced vertices apart in areas 
where contraction should have been allowed thus leading to the introduction of surface 
drift which detracts from the quality of the temporal consistency. An investigation into 
the possibility of skeletal constraints yielded minor positive effects. Some sections of the 
mesh retain better a shape more representative of the character. However, to achieve 
these minor improvements a skeleton must be manually specified for the reference frame 
of each sequence to be tracked. Adding manual interaction to the process detracts from 
the goal of automatically introducing temporal consistency.
Overall the results presented is this chapter demonstrate tha t combining sequential 
tracking with dense fitting is capable of tracking sequences of fast motion but drift 
and mesh based artefacts accumulate in longer sequences. The largest tracking issues 
occur in the presence of large reconstruction errors. A method to avoid these errors 
presents an interesting area of future research since it would likely extend the length of 
sequence trackable using a sequential tracking technique. Recent work by Cagniart et al 
[16] proposes a probabilistic approach to assessing the correctness of correspondences 
between frames. The implication of applying a similar techniques to the work on 
sequential tracking here is discussed in chapter 7. Chapter 6 takes an alternative 
approach to deal with the build up of errors over time and allows recovery in situations 
where they do occur.
C hapter 6
H ierarchical N on-sequential 
M esh Tracking
This chapter introduces a novel hierarchical tree representation which defines the short­
est path between a reference mesh and all other meshes in a sequence or entire database 
of sequences. The shortest path is defined in terms of shape similarity between frames. 
Branches of the tree define shortest paths in shape similarity space for non-rigid align­
ment. Performing non-rigid alignment along the branches of this tree reduces the accu­
mulation of error and localizes gross errors to a single branch. This novel representation 
allows global alignment of entire character databases by automatically evaluating shape 
similarity between multiple sequences. Automatic alignment of an entire database of 
3D video sequences for a single person is required in the parametrisation and reuse of 
meshes sequences for the purpose of character animation.
Previous techniques including the work presented in chapters 4 and 5 of this thesis 
focus on frame-to-frame sequential mesh tracking techniques. Aguiar et al [22] use 
SIFT features and a patch based approach to constrain the deformation of a high- 
resolution mesh to match each frame in a sequence. Varanasi et al [99] detect the 
extremities of the limbs for 3D video sequences of people using the maxima of the 
geodesic integral. Cagniart et al [15, 14] introduce an approach based on iterative 
closest point (ICP) registration of rigid surface patches from frame-to-frame. Cagniart 
et al [16] go on to present a probabilistic formulation of this approach which introduces
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improved robustness to errors in the reconstructed surfaces.
All these approaches are sequential in nature and thus subject to the accumulation of 
error over time. Also under large non-rigid deformations with fast movement, loose 
clothing or errors in surface reconstruction sequential approaches may fail due to large 
inter-frame motion. This results in part of the sequence not being tracked. Starck et al 
[86] proposed an approach to match surfaces undergoing large non-rigid deformation. 
This approach is based on coarse-to-fine matching using both appearance and geometric 
features with correspondence optimisation performed using belief propagation. This 
achieves accurate matching between pairs of frames exhibiting large deformations but 
is relatively inefficient to solve. Tung et al [97] perform surface matching based on 
sparse geometric features and a geodesic mapping which ensures a one-to-one matching 
across the surface. This approach allows matching under large non-rigid deformations 
and between different characters for deformation transfer but may result in inaccurate 
alignment of surface appearance depending on the number and distribution of geometric 
features.
In this chapter a novel non-sequential approach to alignment of 3D video sequences 
into a consistent structure is presented. Non-sequential alignment reduces the amount 
of drift by aligning meshes across the sequence based on their shape similarity rather 
than temporal ordering. This approach overcomes the problems of sequential tracking 
failure by aligning fiames from all parts of the sequences. The principal novelty of this 
approach is the extraction of a hierarchical tree representation for a 3D video sequence 
which represents the shortest path between frames in terms of shape similarity. This 
non-sequential alignment can use any frame-to-frame non-rigid alignment such as the 
approaches presented by Aguiar et al or Cagniart et al [22, 16] to align connected 
frames in the tree. Results are presented in this chapter using the techniques described 
in chapters 4 and 5.
Previous techniques focus on the temporal consistent reconstruction of a single se­
quence. The work of Cagniart et al [15, 14, 16] deforms a single reconstructed frame 
sequentially to represent the others giving no means to automatically introduce tem­
poral consistency between sequences. Aguiar et al [22] rely on a laser scanned model
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Figure 6.1: Overview of the novel approach to non-sequential 3D video alignment
which in theory could be manually aligned to the first frame of any sequence but at the 
cost of a great deal of work. The work of Tung et al [97] allows deformation transfer 
between models but does not yield a single consistent representation. By performing 
shape matching across multiple sequences the technique presented in this chapter allows 
alignment of multiple sequences into a single temporally consistent representation. A 
single consistent representation for an entire 3D video database gives the potential to 
perform motion parametrisation with motion graphs and other such techniques com­
monly reserved for skeletal animation.
6.1 N on -seq u en tia l M esh  Tracking A pproach
The primary source of error in sequential mesh tracking is its fundamental frame-to- 
frame nature. An error in one frame will be propagated to the input to fitting in the 
next frame. Should the sequential approach fail to recover from an error then this 
will be compounded over subsequent frames resulting in catastrophic tracking failure.
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Non-sequential alignment reduces drift by aligning meshes across the entire sequence 
based on shape rather than temporal ordering. Figure 6.1 illustrates the non-sequential 
tracking approach. The first stage involves computing shape similarity for all frames 
and subsequent extraction of a hierarchical tree representation for a 3D video sequence 
or database of sequences. This tree represents the shortest path of deformation to any 
frame in terms of shape similarity. Secondly, the mesh sequence is aligned by deforming 
the root of the tree along each of the branches using pairwise non-rigid alignment. In 
this chapter the pair-wise non-rigid alignment techniques described in Chapters 4 and 
5 are employed, however any methodology could be used in conjunction with the shape 
similarity tree. By deforming along the branches of the shape similarity tree instead 
of sequentially the number of deformations in a sequential chain required to track 
the entire sequence is significantly reduced. Additionally, with shorter deformation 
chains errors which do occur can only be propagated along subsequent branches of the 
similarity tree rather than through the remainder of the sequence. This allows recovery 
from error.
6 .2 Shape S im ilarity
Shape similarity is computed using shape histogram comparison which has been pre­
viously shown to produce good results for 3D video sequences of people [38]. The 3D 
space of the mesh is decomposed into a number of bins giving a spatial representation 
of the frame. The shape histogram is constructed using a spherical coordinate system 
to partition the space (r, (/>, 6) around the centre of mass. For the purpose of shape 
matching in this environment the number of bins N  — NyN^Ne  — 5 x 10 x 20 =  1000 
within a fixed size sphere is used. The radius of the sphere is selected so as to encom­
pass the maximum bounding box of all meshes within the sequence. These parameters 
are shown by the work of Huang et al [38] to provide accurate shape similarity results. 
Figure 6.2 shows a mesh embedded in a spherical co-ordinate system divided as per the 
bins of a shape histogram.
The histogram H{Ms)  counts the volumetric occupancy of the mesh Ms for the 
frame in the sequence. For a sequence S  of meshes (M i,..., with corresponding
6.2. Shape Similarity 145
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Figure 6.2: Mesh embedded in binned spherical co-ordinate system
shape histograms (H i, ..., similarity is computed with the L2 distance. The L2 
distance computes the sum of squared difference in volumetric occupancy for each 
bin of the shape histogram. For source histogram Hg and target frame Ht the shape 
similarity at a single orientation D{Hs, Ht) is given by:
N
i=l
(6 .1)
To ensure that the similarity measure is invariant to rotation maximum similarity 
must be tested for over all rotations in 0 and 6. This can be achieved efficiently by 
shifting a fine histogram with 1° bins and re-binning to the required resolution. In 
practice computing shape similarity around all rotations in 0 and 6 is computationally 
expensive. Furthermore, it is not sensible to match an up-side down person to one that 
is the correct way up. For example, a character standing in a star shape with their 
arms and legs separted at similar angles produces a consistent shape both correctly 
orientated and upside-down. Matching a character in this orientation around all axes 
may lead to errors which could eventually result in unrelated areas of the mesh being 
aligned (such as a hand with a foot). For these reasons it is only necessary to compute 
similarity by rotating around the principal axis of the mesh; either 0 or 0 thus saving 
significant computational complexity. For source histogram Hs and target histogram 
Ht the minimum L 2  distance corresponding to maximum similarity Dmax(Hg, H^) for 
each 1° shift d = {1, ..,360) is given by:
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Ht) =  Hf))  (6.2)a
where M f  represents the histogram Mt  re-binned according to the rotation d about 
the principal axis. Computing shape similarity over a 1° shift is less computationally 
expensive than evaluating for all possible orientations; 0 {N )  by comparison to O(iV^). 
The results of shape matching are a similarity measure and an angle at which the best 
similarity measure was found. This angle allows alignment of somce and target frames 
prior to feature extraction. W ith two closely aligned meshes geometric features can be 
extracted to a high level of accuracy.
6 .2 .1  S im ilar ity  M a tr ix
The shape similarity matrix B  for a sequence of meshes S  = (Mq, ..., M^) describes the 
similarity of the each frame in the sequence to every other frame in the sequence. The 
position B{i , j )  within the similarity matrix represents the similarity between meshes 
Mi and Mj  as given by equation 6.2. Figure 6.3 shows a shape similarity matrix for a 
sequence of meshes. Red represents areas of minimal similarity whereas blue represents 
areas of maximum similarity. As expected most similarity occurs close to the diagonal 
between adjacent frames of the sequence. However, there are regions of close similarity 
outside of the diagonal. It is these regions tha t allow deformation between highly 
similar frames outside of the temporal ordering of the sequence.
6 .2 .2  S h ap e S im ilar ity  Ti’ee
Given a sequence S  comprising n  meshes (M i,..., M^) a fully connected graph G(F, E)  is 
built with vertices V  — (M i,..., M„) representing each mesh and edges E  = {Eij VMj, Mj  6 
V)  connecting each mesh to every other mesh in the sequence. Edges Eij of the graph 
are weighted according to the similarity measurement D(M^, Mj)  given by the corre­
sponding value B{i^j)  in the similarity matrix B.  The minimum spanning tree Z  for 
graph G with root M^ef represents the most efficient path of deformation through the 
sequence. The minimum spanning tree corresponds to the shape similarity tree for the 
sequence.
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Figure 6.3: Representation of a shape tree for a JP  street dancer sequence
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The resultant hierarchy defines the acyclic path Pmin ~  {{^ref-> %), (j? as a set
of edges connecting the reference mesh Mref and each mesh in the sequence which 
minimizes the sum of differences in shape:
P m i n  =  argm m ( ^  D(M j,M j) ] (6.3)
where P  G P the set of all possible paths. Errors in non-rigid mesh alignment increase 
as the difference in the shape between meshes increases. A tree structure representing 
all frames in the sequence based on their relative shape similarity according to equation 
6.2 ensures that deformation occurs between frames with similar shape.
The shape similarity tree representation reduces the number and size of the steps in 
pairwise non-rigid mesh alignment thus reducing not only the amount of alignment error 
but the potential effect that error can have. Figure 6.3 illustrates a shape similarity tree 
for a sequence of meshes. First a single frame is selected as a reference mesh from the 
sequence Mref. The shape similarity tree is subsequently constructed to represent the 
shortest path to each frame from the reference mesh such tha t the pairwise similarity on 
the path is minimized. The depth of the shape similarity tree equates to the number of 
pairwise non-rigid alignment steps required in the longest chain of deformation to track 
the entire sequence. The minimum spanning tree is unique for each graph and thus 
the reference mesh could in theory be selected from the spanning tree to give a shape 
similarity tree with minimmn depth. However in practice the optimum frame in terms 
of depth could be poorly reconstructed and thus provide a week basis for tracking by 
deformation. Therefore the reference frame is selected manually. The similarity matrix 
in figure 6.3 shows that the highest percentage of shape matching occurs between frames 
that are close to the diagonal. A corresponding plot of the similarity tree edges confirms 
this. Where matches occur away from the diagonal significant branching of the tree 
occurs producing the multiple paths of alignment that give this non-sequential approach 
of this chapter its key properties. Subsequent sections discuss the construction of the 
shape similarity tree and the advantages of the approach taken.
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6 .2 .3  P r im ’s M in im u m  S p a n n in g  T ree A lg o r ith m
The minimum spanning tree Z  for graph G and thus the corresponding shape similarity 
tree can be efficiently computed using a standard greedy algorithm such as Prim ’s [68] 
or Kruskal’s [48]. Prim ’s algorithm is as follows:
A lg o rith m  6.1 Prim ’s Minimum Spanning Tree Algorithm 
Vnew ~ V i e V  where Vi is any arbitrary vertex
w hile Fiewî == F  do
Find Eij e. E  with minimum weight such tha t F  E Vnew and Vj e V  but ^ Vnew
Append Vj to Vnew and Eij to Emin
en d  w hile
Prim ’s algorithm runs in 0 (n log(n)) where n  is the number of vertices F  of the graph. 
Constructing the shape tree for the 1800 frame JP  database only takes approximately
6.5 seconds. The minimum spanning tree Z  for graph G with root Mref represents the 
minimum path length between the reference mesh and frames in the sequence.
The nature of Prim ’s algorithm highlights an added benefit of the shape similarity 
tree. Prim ’s algorithm adds edges which present the best possible match to the shape 
tree first. Consequently, this places the smallest and thus least likely to incur error 
deformations towards the root of the tree. It is the deformations near to the root of 
the tree which have the most significance in terms of propagation of error since these 
form the root for many branches and therefore affect many subsequent frames. The 
larger differences in shape matches are added towards the bottom of the tree and thus 
have limited effect on subsequent tracking. The outcome of this is that alignment steps 
more likely to produce error do not effect many subsequent alignments. Hence large 
alignment steps have little lasting effect on mesh tracking and errors which do occur 
are confined to affect only a few frames.
6 .2 .4  S h a p e  S im ilar ity  T ree S tru ctu re
The structure of the shape similarity tree depends on the nature of the sequence being 
processed. Figures 6.4 and 6.5 illustrate examples of the shape similarity tree for the
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Frame Number 30
Figure 6.4: Shape similarity tree for the cyclic Characterl-W alk sequence. Frame 
position within the sequence is represented by colour coding from red (frame 1) to blue 
(frame 30)
Characterl-W alk and JP-Flashkick respectively. With cyclic motions such as walking 
the same poses appear at multiple frames throughout the sequence. It is this property 
of many sequences that the hierarchical approach of this chapter aims to exploit and it 
is reflected in the structure of the tree. In figures 6.4 and 6.5 the nodes of the tree are 
coloured according to their location within the sequence. The colours blend from red 
at frame 1 to blue at the final frame in the sequence. In the cyclic Characterl-W alk 
sequence many jumps occur between far apart frames of the sequence as character pose 
is repeated. These repeated poses yield high shape similarity and promote division of 
the optimum path through the sequence. This can be visualized by the drastic changes 
in colour between consecutive nodes of the tree. In the acyclic JP-Flashkick motion 
large jumps in sequence position are less frequent and occur as different aspects of the 
motion present the character in similar poses. This leads to longer chains of frames 
being aligned close to sequentially within the tree structure.
6.2. Shape Similarity 151
r
Frame Number 250
Figure 6.5: Shape similarity tree for the acyclic JP-Flashkick sequence. Frame position 
within the sequence is represented by colour coding from red (frame 1) to blue (frame 
250)
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6 .3 P a ir-W ise A lign m ent
Once a shape similarity tree has been constructed giving the best path of deformation 
through a sequence a sequential alignment technique must be applied along the branches 
of the tree Z. Alignment can in theory be applied using any sequential mesh tracking 
algorithm but for the purpose of the work presented here the techniques discussed in 
chapters 4 and 5 are applied. Pairwise alignment follows the following steps:
1. F e a tu re  m a tch in g
Image based and geometric features are computed as discussed in sections 4.3 and
4.4 respectively. As a consequence of the shape matching a similarity measure­
ment and an angle of alignment at which the best shape similarity was achieved is 
provided. This is important since before geometric feature matches can be com­
puted between similar frames the meshes must be aligned according to the best 
shape similarity. Consequentially SIFT features must also be aligned accordingly 
but are first computed in the original images as previously discussed.
2. F e a tu re  F ilte rin g
Filtering is performed using the spectral and patch based techniques discussed in 
section 4.3.
3. In itia l A lignm ent
Initial alignment is performed using surface based deformation on a frame-to- 
frame basis as was found to produce the best results in chapter 4.
4. I te ra tiv e  R efinem en t
The mesh is iteratively refined using progressively denser geometric correspon­
dence as described in section 4.5.
5. D ense R efinem en t
Dense surface refinement is performed as per section 5.1.
6. E rro r  C o rrec tio n
Error correction is performed to a small degree as described in section 5.2 using 
a connected neighbourhood size of 1.
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7. D ense R efinem ent
To account for the loss of surface fit caused by error correction dense fitting is 
re-performed now free from the errors present in the input to the previous dense 
fitting stage.
6.4  R esu lts
As in previous chapters the results of tracking are assessed quantitatively using a com­
bination of RMS Error, Hausdorff distance and silhouette reprojection error to judge 
the quality of shape match to the original data. Drift is assessed qualitatively based 
on visualisation of a number of patches on the surface of each mesh.
6 .4 .1  S eq u en tia l V s  N o n -S eq u en tia l
On the shorter sequence of less complex motion demonstrated by the Character 1 and 
Fashionl datasets sequential tracking was able to successfully and accurately produce 
a temporally consistent representation. W ith the more complex JP  dataset where the 
motions are fast and reconstruction errors frequent, sequential tracking showed a build 
up of errors over time. Figure 6.6 compares visually the results of tracking the 500 frame 
JP-Free sequence using sequential tracking with dense fitting and the non-sequential 
approach described in this chapter. Figure 6.7 gives a frame of reference by showing 
a comparison of the non-sequentially tracked mesh to the original reconstructed data. 
Results show a huge improvement visually in the non-sequential approach over the se­
quential approach. The JP-Free sequence is a long sequence of fast motion with frequent 
reconstruction errors. Errors which are accumulated over time in sequential tracking 
are not present in the non-sequential result. The sequential result shows increasing 
errors in surface tracking over time whereas the non-sequential approach maintains a 
high quality throughout. W ith the sequential tracking patches drift significantly on the 
surface as the long sequence progresses, however patches remain stable with the non­
sequential approach. Drift is contained to accumulating independently on each branch 
of the shape similarity tree rather than through the entire sequence. The visual results
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are mirrored in the quantitative analysis shown in Figure 6.8. The RMS and silhouette 
reprojection error metrics degrade significantly as the JP-Free sequence progresses with 
the sequential tracking approach. It however remains stable and low throughout with 
the hierarchical approach detailed in this chapter. Figure 6.8 also highlights another 
problem with sequential tracking. Sequentially tracking the JP-Lock sequence accumu­
lates sufficient error to introduce degeneracies into the mesh and tracking fails at frame 
153 however tacking the non-sequential approach avoids this issue.
When errors do occur in non-sequential tracking they are only able to persist for a 
few subsequent fiames as they can only be transm itted down the branch of the shape 
similarity tree on which they occur. In practice errors are also easily removed by simply 
deleting erroneous frames and aligning sequentially from good frames produced either 
side of the error. These multiple, shorter chains of deformation result not only in the 
ability to recover from error but also result in less accumulation of error over time. 
Table 6.1 shows a table of shape similarity tree depths for sequences of various lengths. 
The depth of the tree is the maximum length of a single chain of deformation required 
to track an entire sequence as opposed to a single chain with length equal to the num­
ber of frames in the sequence th a t is required for sequential tracking. W ith chains of 
deformation remaining around one hmidred frames tracking is stable across the entire 
sequence. In Chapter 4 it is demonstrated that the sequential tracking approach is able 
to accurate track frames over sequences of such a length. Here the sequences also have 
the advantage that each frame in the chain is arranged in order of maximum shape 
similarity making each successive deformation as small as possible. This increases the 
quality of feature matching and reduces the level of error incurred on each frame-to- 
frame alignment. Figure 6.1 also presents the maximum and average shape similarity 
for any deformation step when deforming sequentially and non-sequentially. The largest 
deformation taking place a t any point non-sequentially can at worst be equal to the 
worst in sequential alignment. The tree structure also guarantees this worst case de­
formation be present at a leaf node and thus affects no future deformations. In the 
complex JP  motion database the maximmn shape similarities are only marginally bet­
ter since there are very unique frames in the sequences creating large shape differences. 
The tree structure does however force these towards the leaves of the tree. W ith the
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Figure 6.6: Comparison of sequential (top) and non-sequential (bottom) tracking on 
the 500 frame JP-Free sequence
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Figure 6.7: Comparison of non-sequential mesh tracking (bottom) to the originally 
reconstructed data (top) for the JP-Free sequence
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Figure 6.8; Error comparison for sequential and non-sequential tracking
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Sequence No. Frames Tree Depth Max Shape Dif Av. Shape DifSeq Non-Seq Seq Non-Seq
JP-Flashkick 250 90 0.981 0.979 0.183 0.178
JP-Fiee 500 123 0.973 0.700 0.338 0.301
JP-Head 250 118 0.957 0.915 0.231 0.227
JP-KickUp 300 101 0.985 0.935 0.209 0.197
JP-Lock 250 102 0.970 0.967 0.317 0.310
JP-Pop 250 71 0.954 0.905 0.320 0.310
JP-Global 1800 177 N /A 0.917 N/A 0.212
Characterl-Global 441 131 N /A 0.359 N/A 0.138
Fashionl-Global 417 108 N /A 0.412 N/A 0.146
Table 6.1: Shape similarity tree depths and maximum shape differences produced on a 
number of varying length sequences
JP-Pree sequence there is a lot of fast repetitive motion and in this case the maximum 
shape difference is significantly lower.
A further advantage of shape histogram matching is that the angle at which best shape 
similarity occurs is also provided. This allows an initial alignment of source and target 
frames when producing geometric correspondence thereby reducing the distance over 
which the IGF based feature matching approach must operate. This further reduces 
error over chains sequential alignment. Table 6.1 also presents the depth of tree required 
to introduce temporal consistency globally within an entire database of sequences. Even 
with a sequence of 1800 frames only 177 successive alignment steps are required to 
reconstruct the entire sequence.
An added advantage of alignment prior to geometric feature matching is the ability 
to track sequences of rotational motion in areas without geometric or texture feature 
information. In section 4.6.3 the Fashionl-Twirl sequence is discussed as presenting 
a problem to sequential tracking since areas such as the legs have little texture or 
geometric shape information on which to produce accurate features. By global rigid 
alignment of the meshes prior to feature matching this problem is overcome since the
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Figure 6.9: Fashionl-Twirl sequence tracking using the non-sequential algorithm
rigid alignment is estimated in the shape matching stage. Figure 6.9 shows the twirl 
sequence reconstructed using the non-sequential technique discussed in this chapter. 
Notice that now the legs do not twist and patches remain on the correct side as the 
character rotates. The problem of topology change does however still remain with the 
non-sequential approach. As the hair tears away from the body the mesh’s topology 
changes resulting in tracking problems. The errors are reduced in this case using non­
sequential alignment.
One drawback to tracking non-sequentially arises from the build up of drift being lo­
calised independently to the multiple branches of the shape similarity tree. As the 
branches recombine throughout the sequence the potential arises for jumps in the sur­
face at consecutive frames where branches meet. It is important to note that this does 
not occur at all points of recombination and only occurs noticeably at a few with the 
technique detailed in this chapter, however there are instances where small but visible 
jumps do emerge.
To quantify the possible discontinuities between tree branches we use two measures: 
vertex acceleration and jerk (rate-of-change of acceleration). Figure 6.10 plots the RMS 
acceleration of vertices on a frame-to-frame basis within the JP-KickUp and JP-Free 
sequences. The acceleration of vertices should be coherent with motion represented 
within the corresponding section of a sequence. For example fast, rapidly changing
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motion will incur higher levels of acceleration than smooth steady motion. To pro­
vide a  baseline for comparison the acceleration for vertices under sequential tracking is 
plotted. W ithin the smooth motion of the JP-KickUp sequence noticeable jumps only 
occur in two places; frames 96-97 and 144-145. These jump coincide with the spikes in­
dicating a large difference in vertex acceleration between sequential and non-sequential 
approaches. Figure 6.11 shows the jump in the surface which occurs at frames 144 to 
145. Towards the end of the JP-KickUp sequence there is a section of approximately 
75 almost identical frames. Aligning non-sequentially at this point introduces a slight 
degree of jitter indicated by the small increases in acceleration over this section.
The JP-Free sequence experiences more frequent peaks due to the fast, rapidly chang­
ing motion present within the sequence (this is true under both sequential and non­
sequential alignment). Although this suggests a degree of surface jump the significance 
of the change in acceleration by comparison to the sequential approach is lower than 
in the JP-KickUp sequence. Thus these spikes only produce visually perceivable effects 
in the most extreme circumstances; for example the three peaks which occur between 
frames 225 and 325.
Importantly the plots in figure 6.10 do not represent the accumulation of surface drift 
throughout the sequence. Over longer sequences significant, visually noticeable surface 
drift accumulates when tracking sequentially however with the non-sequential approach 
presented here this is not the case. By localising the drift to branches of the shape 
similarity tree the total level of drift is significantly reduced with non-sequential tracking 
leading to a visually superior result.
Figure 6.12 shows the frame-to-frame change in acceleration (jerk) for 30 evenly dis­
tributed vertices on the surface of the temporally consistent representation of the entire 
JP  database. By assessing the change in acceleration for vertices independently it is 
possible to assess localised jumps in surface drift. This plot is produced after correcting 
frames containing gross errors since they would detract from assessing jumps caused by 
recombination of the branches on the tree. Local Surface jumps are detected in some 
instances of recombination but not all. In the zoomed plot of frames 250 to 500 in 
figure 6.12 the vertical green lines show the points at which tree branches meet.
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Figure 6.10: Plot showing the RMS acceleration of vertices on the frame-to-frame basis 
in the JP-KickUp and JP-Free sequences
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(a) Frame 144 (b) Fram e 145
Figure 6.11; Surface drift jump between consecutive frames as branches of the shape 
tree recombine in the JP-KickUp sequence
A peak in jerk at frame 350 coincides with two branches of the tree coming together 
after a significant run of sequential tracking 100 frames) introducing a local surface 
jump. This does not occur for all regions of the mesh with many vertices still presenting 
levels of jerk consistent with the remainder of the sequence. Minor less noticeable 
jumps in the surface do occur throughout the sequences to a degree that matches 
the complexity and speed of the motion taking place. It is key to note that frames 
tracked sequentially in frames 275-350 present a similar level of acceleration change to 
the vertices in frames 375-450 where frequent recombination points exist. Thus this 
level of acceleration change is not solely a consequence of the non-sequential tracking 
approach. The existence of these smaller surface jumps within both sequential and non­
sequential tracking approaches when handling complex motions suggests the need for 
work on further stabilisation and régularisation of the tracking algorithms. Reducing 
the appearance of surface jumps within the non-sequential approach presented in this 
chapter provides an interesting avenue for future research. Applying a form of temporal 
smoothing across the points of recombination could not only reduce the visibility of 
surface jumps but reduce the overall level of drift.
6 .4 .2  Failure C ases
Although for the most part the shape similarity tree is accurate and gives a significant 
improvement over sequential tracking there are a few situations in which shape simi­
larity errors can occur. The most notable is presented in the JP-Head sequence where
6.4. Results 163
JP Fram*-to-Fr«mt V*rt«x Jerk
0.35
f
0.25
0.2Ii 0.1
0 200 400 COO BOO 1000 1200 1400
(a) Full P lot
P  Frame-to-Frame Vfertex Jerk
(b) Fram es 270 to  450
0.14
0.12
0 1
II
0.06
0.02
280 300 320 340 360 380 400 420 440
Figure 6.12: Change in acceleration for 30 evenly distributed vertices throughout the 
JP  database non-sequential tracking
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Figure 6.13; Error occurs in the JP-Head sequence due to erroneous shape similarity. 
Numbers indicate the frame of the sequence
the character performs a hand-stand style of motion. At this point in the sequence the 
shape of the character is drastically different to most frames in the rest of the sequence 
and it would be expected that the frame should be most similar in shape to either of 
the adjacent frames. The motion at this stage is however very fast and so the shape 
difference between the consecutive frames is notable. This results in the best shape 
similarity being found to a frame where the character is upright in the T-pose. The 
result is a gross error in tracking due to the large difference in shape as shown in Fig­
ure 6.13. The occurrence of this error simultaneously highlights an advantage to the 
non-sequential tracking approach presented in the chapter. The gross error occurs at 
frame 116 and is only propagated for 39 frames before a complete recovery is made. 
In practice such errors can be simply removed by deleting the erroneous frames and 
deforming sequentially from good frames either side of the erroneous region. An addi­
tional example of shape matching error which is solved by global alignment is given by 
figure 6.16.
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6 .4 .3  G lob a l V s  N o n -G lo b a l
An additional advantage of the hierarchical shape tree approach to fitting is support for 
the ability to match shapes across multiple sequences. This allows an entire database 
of 3D reconstructed sequences for a single character to be temporally aligned. To do 
this the shape similarity tree is simply constructed across all frames of all sequences 
in the database. Pair-wise non-rigid alignment may then proceed on the shape tree 
representation of the database. A consistent representation of an entire database allows 
motion parametrisation and blending between motions giving the potential for a full 
animation framework.
Figure 6.14 compares the results of tracking the entire JP  street dancer database glob­
ally with tracking each sequence individually. There is no loss in quality of tracking 
when introducing temporal consistency into an entire database. In fact in many cases 
errors are removed when performing tracking globally. Figure 6.15 shows one such error 
which occurs within the pop sequence which results in the loss of tracking of arms as 
they cross. The effect of the error is removed entirely by tracking globally. Figure 6.16 
further demonstrates this effect on the Characterl-W alk sequence. Shape matching 
error cause two frames of the walk sequence with the opposite leg placed forward to 
match and thus tracking to fail when tracked individually. Globally this problem does 
not arise. This is an interesting result, it would appear that the more shapes present in 
the database the better the possible reconstruction since each frame is able to match 
closer to another frame in the sequence. This leads to less ambiguity in shape matching. 
Closer shapes leads to smaller deformations and thus less errors being introduced. This 
allows a closer and less error prone fit to the target data. Although errors do occur in 
these two sequence when tracked independently both recover from error; highlighting 
a big advantage of non-sequential tracking.
A good way to understand the effect of additional shape information is to think of a 
short walk sequence and a long walk sequence containing the same character walking 
at the same rate. The longer walk sequence would contain many walk cycles. These 
additional cycles of the same motion essentially interpolate the frames captured in a 
single walk cycle filling in the shape gaps between frames of the walk sequence. This
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allows for closer shape matching and less chance for erroneous matches.
6 .4 .4  C om parison  to  S ta te  o f  th e  A rt S eq u en tia l A lig n m en t
As discussed in section 4.6.5 a state of the art approach to introducing temporal cor­
respondence is widely considered to come from the work of Cagniart et al [16]. Here 
we compare the results of the non-sequential hierarchical shape matching approach 
presented in this thesis to results which they produced and published on the publicly 
available JP  street dancer dataset.
Figure 6.17 compares the results of globally reconstructing the JP  database using the 
non-sequential tracking technique detailed in this chapter with the results of Cagniart 
et al reconstructing each sequence individually. The non sequential approach presented 
by this thesis shows a consistently lower level of both RMS error and Hausdorff distance 
along with a comparable level of silhouette reprojection error. The technique presented 
in this thesis fits more closely to the target reconstructed sequence. Figures 6.18, 6.19 
and 6.20 compares frames visually from the non-sequential approach of this thesis to 
those tracked using the work of Cagniart et al [16].
Visually the non-sequential approach reconstructs more of the surface shape and in 
some frames more of the detail present in the target data. The non-sequential approach 
yields an average RMS error approximately 3.8mm lower than the approach of Cagniart 
et al and an average Hausdorff distance approximately 23.5mm lower. It does however 
incur a larger number of surface errors. Frames close to the root of the tree provide 
a higher level of surface detail than those lower down since fewer non-rigid alignment 
steps are required to reach these frames. Less error has therefore accumulated. Their 
probabilistic approach applies a strong regularization to the observations which allow 
them to reconstruct a smooth surface at each frame but results in loss of resolution 
compared to the observed data from the original 3D reconstructed model. Since their 
approach is sequential it is essential that they avoid reconstruction errors to prevent 
accumulation of errors and break down of tracking. The non-sequential technique 
introduced in this chapter recovers from error by restricting propagation of errors to 
a single tree branch. The approach of this chapter is thus capable of concentrating
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Figure 6.14: Comparison of errors produced using global alignment and aligning each 
sequence independently
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Figure 6.15: Error avoided by global reconstruction of the JP  database
Figure 6.16: Error avoided by global reconstruction of the Characterl database
6.4. Results 169
more on fitting to the data as quantified by the lower average RMS and Hausdorff error 
metrics. Their probabilistic formulation avoids errors in the original reconstruction 
but in doing so sacrifices the shape of the correctly reconstructed areas of the model. 
Figure 6.19 shows drastic thinning of the leg in the JP-Lock sequence in the presence 
of reconstruction error. Figure 6.20 shows how overly harsh avoidance of potential 
errors results in failing to represent a well reconstructed section of the mesh in some 
cases. Here their approach fails to maintain the volume of the mesh in the JP-Flashkick 
sequence whereas the approach taken in this thesis aptly represents the reconstructed 
shape.
The dense matching framework introduced by Cagniart et al [16] evaluates the predicted 
vertex targets based on a number of overlapping surface patches. Since each vertex 
is a member of multiple surface patches multiple tai'gets can be produced for a single 
vertex. By employing a régularisation based on multiple observation a degree of rigidity 
is introduced thereby reducing surface drift. In contrast the work presented here aims 
to reduce surface drift by reconstructing an entire sequence based on multiple chains 
of deformation. Drift can thus only occur over the shorter sub-sequences. The result 
being a more accurate fit to the target data at the cost of potential discontinuities 
between sub-sequences.
Overall, the non-sequential approach detailed in this chapter provides qualitatively 
comparable and quantitatively superior results to the approach presented by Cagniart 
et al [16] when considering separate sequences of 3D video. At the sacrifice of low 
levels of surface jitter the non-sequential approach achieves a better representation of 
more of the detail present in the original data; maintaining visually and quantifiablely 
better the shape of the original data. The largest advantage of the work presented 
here is the ability to automatically align multiple sequences of 3D video into a single 
temporally consistent representation. This is currently not achieved by any state of the 
art approaches.
170 Chapter 6. Hierarchical Non-sequential Mesh Tracking
P  - @obal - RMS En-or
0.05 iLdcbolo----
C»oriart2010 --------
Sequence B( undartes --------
00 4
K 0.03I^ 0 02
0.01
1600 18000 200 400 600 800 1000 1200 1400
P  ■ Global - Hausdorff CHaence
BÜddCÔÏÔ ait2010 
arles
800 1000 
Frame
P  - Qobal - Silhouette Reprojectlon Error
0.04 ^ dct2010  --------
Cagrlait2010 --------Sequence B( undarles --------0 035
0.03
0 025
0.02
0.01
0005
0 1600 18001200 1400600 800 10000 200 400
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sequence independently using the approach of Cagniart et al [16]
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(a) Original Reconstruction
(b) Cagniart et al [16] (c) Non-Sequential
Figure 6.18: Additional detail reconstructed in some frames using the dense fitting 
approach detailed in this thesis when compared to Cagniart et al [16]
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(a) Original Reconstruc- (b) Cagniart et al [16] (c) Non-Sequential
tion
Figure 6.19: Probabilistic avoidance of reconstruction error leading to over thinning of 
the legs using Cagniart et al [16], when compared to the approach of this chapter
(a) Original Reconstruction (b) Cagniart et al [16] (c) Non-Sequential
Figure 6.20: Unnatural fold of the character produced by Cagniart et al [16], by com­
parison to the approach presented in this chapter
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6 .5 C onclusion  and C ritique
This chapter has presented a novel means to represent a sequence of 3D performance 
capture as a shape similarity tree. Using this shape similarity tree non-sequential 
tracking of the sequence is possible. Deforming sequentially down the branches of 
the tree allows tracking of an entire sequence. When considering the alignment of 
individual sequences there are three key advantages to building a shape similarity tree 
which describes the paths of minimum shape change between frames. Firstly, aligning 
frames with high shape similarity requires small deformation resulting in less error. 
Secondly, tracking is able to recover from error since errors are only propagated down 
the branch of the tree on which they occur and not propagated across the remainder 
of the sequence. Thirdly, shorter chains of deformation means less chance for errors 
to accumulate. The most significant advantage to the shape tree representation arises 
when considering an entire database of 3D video sequences produced for the same 
character. By comparing shape similarity across all sequences globally the technique 
presented in this chapter is capable of aligning entire 3D video capture databases into a 
single temporally consistent representation. A feat previously impossible with current 
state of the art mesh tracking techniques.
This chapter has shown tha t combining the presented shape similarity tree representa­
tion of a sequence with the sequential tracking approach presented in previous chapters 
yields the ability to align across a database of multiple sequences. The results pro­
duced in each individual sequence present qualitative and quantitative performance on 
par with and in many cases superior to the current state of the art. The key advantage 
of the shape similarity tree approach being the ability to produce a single temporally 
consistent representation for multiple sequences of the same character. This chapter has 
demonstrated that even with 1800 frames from multiple sequences the non-sequential 
approach produces excellent results. In fact, comparing the results of tracking each se­
quence individually to tracking the database globally it becomes evident that there are 
less errors produced when tracking globally. W ith more frames more of the characters 
possible poses are represented leading to a series of smaller alignment steps and thus 
less accumulation of error.
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Currently two interesting areas for future research become evident from the non­
sequential approach presented in this chapter. First, as branches of the shape similarity 
tree recombine, jumps in surface drift become noticeable in a few cases. To combat 
jumps in surface drift a form of temporal smoothing could be introduced across frames 
where separate branches of the shape tree merge. Extending the shape tree in either 
direction at each recombination point and producing final frame results as a weighted 
combination of the subsequent multiple examples suggests an interesting possibility 
for this. Secondly, erroneous shape comparison can occur between frames when very 
unique poses occur. Shape comparison is currently only carried out around the princi­
ple axis of the mesh at each frame. In most cases this is shown to produce a good result 
however, in a few cases bad shape similarity metrics can be produced. Developing an 
approach to comparing similarity within the entire spherical coordinate system might 
allow better alignment and avoidance of such errors. However, there is the possibility 
that allowing additional freedom in shape similarity computation may lead to ambi­
guity and consequently more errors making this an avenue for future investigation. In 
practice errors in a  small number of frames due to incorrect shape comparison can be 
corrected by sequentially aligning the erroneous frames from well tracked frames either 
side of the erroneous region.
A large contribution apparent from the work presented in this chapter is the ability to 
automatically align multiple sequences of the same character into a single temporally 
coherent representation. With motion database wide temporal consistency it is possible 
to apply techniques such as motion graphs (which are currently restricted to motion 
capture and skeletal animation) to 3D performance capture. Currently work is being 
carried out to this end using results produced from the work in this thesis. Global 
temporal consistency pushes performance capture closer to  being a viable approach to 
real-time character animation.
C hapter 7
C onclusions and Future W ork
This thesis has proposed methods to introduce temporal consistency into sequences of 
3D performance capture. Starting with early work on character animation the Lapla- 
cian mesh deformation framework is introduced. Mesh based Laplacian deformation is 
combined with traditional character animation techniques to provide a novel approach 
to skinning characters which combines the advantages of skeletal and mesh based char­
acter deformation techniques. This technique demonstrates the advantages of mesh 
based Laplacian deformation over the traditional linear blend skinning approach to 
character animation and presents the benefits of a volumetric approach to deformation 
in sparsely constrained situations.
Laplacian deformation is subsequently constrained using feature matching between 
frames of 3D video sequences to present a novel tracking by deformation approach 
to temporal alignment. This approach is shown to track short sequences of 3D perfor­
mance data well producing an accurate representation of shape whilst maintain tem­
poral correspondence across the surface of the mesh. A means is provided to avoid 
reconstruction error in the original sequences, however, larger reconstruction issues 
lead to problems with tracking. Over longer sequences of fast complex motion this 
technique accumulates error and leads to progressively worse results as the sequence 
continues. A number of attem pts are presented to combat introduction of error and 
improve the length of sequence which can be tracked sequentially but errors still accu­
mulate. This limits the length of sequence which can be tracked sequentially with the
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presented technique.
To overcome the accumulation of errors a novel non-sequential approach to mesh track­
ing is presented. This technique presents results quantitatively superior and qualita­
tively comparable to the current state of the art and demonstrates excellent results even 
with the most complex sequences. This approach introduces a tree structure which rep­
resents a sequence in terms of shape similarity rather than temporal ordering. By doing 
so deformation takes place between more similar frames leading to less accumulation 
of error. The manner in which the tree is constructed places less similar frames to­
wards the leaves reducing the effect deformation to them has on the remainder of the 
sequence thereby reducing the accumulation of error. The tree structure itself means 
not only when errors do occur is their effect limited but tracking can recover. Errors 
are restricted to affecting subsequent frames on only the branch of the tree in which 
they are positioned.
This hierarchical approach is not restricted to automatically introducing temporal con­
sistency into independent sequences of 3D video. Shape similarity assessment can take 
place across multiple sequences captured of the same character. By computing shape 
similarity not only within a sequence but between many sequences an entire database 
of capture can be aligned into a single temporally coherent representation. This is a 
capability of the technique proposed by this thesis which is not currently possible with 
other state of the art approaches. In fact allowing shape comparison across multiple 
sequences is shown to reduce the size of deformation steps required and thus improve 
results within the sequences themselves. Subsequent sections discuss the use of such 
data in practice and present possible avenues for future research which could improve 
the mesh tracking framework presented within this thesis.
7.1 P ractica l A p p lications
The work presented in this thesis was carried out as part of the European Union funded 
iSdPost project and culminated in a test production telling the story of King Midas. 
Sequential tracking was used in this production to produce a temporally consistent 
representation of a character who was eventually turned to gold using tools which
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exploited the temporal consistency of the mesh. Temporally consistent representations 
of 3D video data are key in moving performance capture towards a practical tool in 
animation.
More recent work being carried out by colleagues at the University of Surrey is focusing 
on making use of the temporally consistent sequences produced as a result of the work 
presented in this thesis. W ith temporally consistent sequences of motion space-time 
editing of mesh sequences is possible allowing edits at one time frame to be propagated 
automatically through the sequence. W ithout temporal consistency edits would be 
required at every frame to introduce even the simplest alteration to the characters 
shape. In an industrial setting this results in many man hours and thus great cost.
W ith global temporal alignment the motions of a character capture database can be 
parametrised and blended between to produce a character animation framework us­
ing techniques previously reserved for manipulation of skeletal data. By constructing 
motion graphs for temporally aligned sequences recent work has demonstrated the 
potential for temporally aligned 3D performance capture data within a real-time an­
imation framework. Using performance capture instead of motion capture to drive 
skinned models yields potential for the capture and reproduction of dynamic cloth and 
skin motions which are currently simulated and thus subject to loss of realism. Global 
temporal consistency pushes performance capture closer to being a viable approach to 
real-time character animation. Both space time editing and motion parametrisation 
provide vibrant areas for future research.
7 .2 Future W ork
The first contribution of this thesis was a novel approach to using Laplacian deforma­
tion within a tradition animation pipeline for the purpose of skinning and deforming a 
character. This work presented the advantages of a mesh based deformation technique 
in preserving local detail over the traditional linear blend skinning approach. There 
are two issues with the technique presented which provide interesting areas for future 
research. Firstly, achieving the  best possible results often meant manually specifying 
a number of additional vertices to aptly constrain the deformation. This made the
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technique fiddly to use in some situations. In chapter 5 a technique was presented 
which introduces skeletal constraints into the Laplacian framework. Combining these 
constraints with the techniques detailed for character animation could potentially pro­
vide a better means to constrain deformation without manual interaction. Secondly, 
the current implementation is not real-time when working with meshes of significant 
resolution. It is however noted tha t the current implementation is not optimal and 
there are areas in which speed gains could be made.
A real-time implementation of gradient based deformation techniques has been achieved 
for meshes of a few thousand vertices [92], however, these are not fast enough for appli­
cation in computer game style environments. Generating a real-time implementation of 
Laplacian deformation provides an interesting area for research since it has implications 
outside of character skinning. Using temporally consistent 3D video data it is possible 
to parametrise and blend between multiple motions using techniques such as motion 
graphs. To produce real-time animation of characters blending must take place at an 
interactive rate. Naive linearly blending between motions has been shown to produced 
artefacts so blending between motions using deformation frameworks such as the mesh 
based Laplacian could potentially be the solution to this problem.
The second contribution of this thesis was a novel approach to sequential tracking 
which combines visual and geometric feature information to deform a single mesh into 
alignment with the remainder of the sequence. Research into sequential alignment has 
highlighted a number of areas for future research. Firstly, the introduction of the most 
significant errors in sequential tracking arise from fitting to reconstruction errors in 
the original data. Avoiding such errors is key to improving the results achieved with 
sequential tracking. Recently Cagniart et al [16] have proposed a probabilistic ap­
proach to avoiding errors in reconstruction with very promising results. A similar style 
of approach could be adopted to the tracking by deformation framework presented in 
this thesis. By producing a probability which represents the likelihood of a deforma­
tion constraint being correct each constraint could be weighted within the Laplacian 
deformation framework so tha t the effect of erroneous constraints is largely mitigated.
Secondly, in the early work presented within this thesis volumetric Laplacian deforma­
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tion was demonstrated to show better results than its surface based counterpart for 
large sparsely constrained deformations. However when applied within the tracking 
by deformation setting its numerical stability presented issues. The technique pro­
duced unstable results when tetrahedrons with near zero volumes occurred. Work into 
improving the stability of tetrahedral deformation could include the addition of edge 
based rigidity constraints which resist the collapse of tetrahedrons. W ith the ability to 
employ volumetric deformation the ability to track larger frame-to-frame pose changes 
and thus faster motion could be introduced.
Thirdly and currently an issue with all mesh tracking approaches applied in this domain 
is the problem of topology change within a sequence. By fitting a single selected frame 
to the entire sequence or database of motion capture the topology of the mesh is 
restricted to the representation in that single frame. Thus, when loose clothing, hair 
or other objects on a characters person move so as to create a detachment from the 
original form they can not be correctly represented. One avenue of research which 
could yield fruitful results in this area would be to fit an animator constructed model 
which contains separate meshes representing all parts of the character to the data. This 
would however add the overhead of model creation to the process.
Fourthly, results have shown tha t the more accurate features which can be extracted 
from the original data the smoother the initial fit that can be generated. Recent work 
has proposed means to increase the number of SIFT feature produced by restricting 
matching based on geodesic proximity of the features [56]. Work into this area could 
provide fruitful results for the initial alignment of source and target meshes.
The final contribution of this thesis is an approach to aligning 3D video sequences 
based on shape similarity between frames rather than their temporal ordering. By 
taking this approach many of the problems of sequential tracking are reduced and the 
ability to recover from errors in tracking is introduced. Additionally, errors which 
do occur are restricted to only affecting a few frames. There is however potential 
for improvement within this style of tracking. Firstly, shape matching is currently 
only carried out around the principle axis of a mesh. Although this has been shown 
to produce excellent results even with the most complex sequences of motion errors
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in shape matching can occur. There is argument both for and against moving shape 
matching to the entire spherical domain. I t could allow a closer alignment of source and 
target frames and allow frames with a more unique shape to match correctly. On the 
other hand it could introduce a level of ambiguity which results in more erroneous shape 
matches. By restricting shape matching to the principle axis information regarding the 
characters usual orientation is introduced but searching the entire spherical coordinate 
space removes this consideration. Thus research into this area is needed to achieve the 
best possible results.
Secondly, error metrics have been used throughout this thesis to discuss quantitatively 
the quality of the results being produced by the methods employed. There is potential 
for these error metrics being used to look for errors as they occur within tracking 
and alter the shape tree to compensate. For example, if an error occurs the best shape 
match may not be the most appropriate to use, instead altering the shape tree to create 
a link to the second best shape match could produce a superior result. Development to 
this end could lead to an shape tree representation for a sequence of 3D performance 
capture which not only represents the best path of deformation but is adaptive in the 
face of errors.
Thirdly, an issue currently occurs as the branches of the shape tree recombine. Drift 
which accumulates from sequential deformation along the branches of the shape tree 
means that when the branches recombine jumps can become apparent on the surface. 
To over come this a form of temporal blending could be introduced at the points of 
recombination. Extending the branches of the shape tree a few frames at these points 
would yield multiple examples of the same frame. Blending between these multiple 
examples could allow for a smooth transition and subsequent reduction in levels of 
surface drift.
With the potential applications of temporally consistent 3D performance capture this 
field is liable to remain a vibrant area of research. Additionally, as temporally consistent 
data becomes more available research into related topics of motion parametrisation and 
temporal editing are likely to play a role in future development of computer graphics 
as a field.
A p p en d ix  A
Error M etrics
An array of different metrics for assessing the quality of surface fit have been used 
in previous work. Traditionally techniques such as RMS error and Hausdorff distance 
have been used to examine the degree to which a dataset matches a desired target. For 
the purpose of mesh tracking these metrics give a good representation of the average 
and maximum surface error. They fail however to account for the meaningful shape 
of the target. More recently metrics such as Silhouette reprojection error [22, 13] have 
been presented. It is important to note tha t all these metrics fail to  account for drift of 
vertices on the surface itself which currently can only be assessed visually. Furthermore 
neither the RMS Error, Hausdorff distance or silhouette similarity metrics account for 
avoidance of fitting to errors in the reconstruction. Phantom volumes can cause skew in 
all three metrics when they are avoided. Nonetheless considered over a number of frames 
where a majority of the frames are well reconstructed they give a good assessment of 
the precision by which the tracked mesh fits the reconstructed data.
A .l  R M S Error
The Root Mean Square Error is the square root of the variance and provides a good 
measure of precision. It describes the average distance of a vertex in the tracked mesh 
from the surface of the target data. For a tracked mesh M{V,F)  and target mesh
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M ' { V \ F ' )  with vertices V  =  ( u i , . a n d  V'  — iy’i^...,v'm) respectively the RMS 
Error is given by:
R M S E { V )  = \ ^  i=l
where dist(vi, M')  is a function giving the distance of the vertex Vi from the surface of 
the mesh M'.
A .2 H ausdorff D istan ce
Hausdorff distance is a measure of the maximum error. It is used to  measure the 
maximum error incurred when fitting to the target data, i.e.. the vertex of the tracked 
mesh M{V,F)  which lies furthest from the surface of the target mesh M'{V' ,F ') .  It is 
computed by:
HAUS{V)  =  max{dist(i;z, M')\/vi G V}  (A.2)
A .3 S ilh ou ette  R ep rojection  Error
The silhouette reprojection error describes the difference in the silhouettes created 
by projecting the tracked and target meshes back into the cameras from which the 
reconstruction was originally created. It is measured as the fraction of pixels which are 
not in the union of the silhouette image summed over all cameras involved. For tracked 
mesh silhouette image I  and target silhouette image / '  with size x x y each pixel is 
assigned value 1 if it is inside the silhouette and 0 otherwise. The fraction of erroneous 
pixels is thus given by:
SIL{I ,  / ')  =  (A.3)
With n cameras the final result is:
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SIL(M ,  M') =  SIL{Ii,  I'i) (A.4)
i=l
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A p pend ix  B
Test D atabases
Throughout this thesis a number of sequences of 3D performance capture data have 
been used for experimental purposes. These sequences provide three databases of mul­
tiple motions for three separate characters. In this appendix a selection of frames from 
each of these sequences is included.
B . l  C haracter 1
H it
Jo g
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Jog2W alk
s ta g g e r
S tan d
S tand2W alk
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Tense
Walk
W alk2Jog
W alk2Stand
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B .2  F ash ion l
Pose
Stand2W alk
Twirl
Walk
B.3. JP 189
W alk2S tand
a
W alkPose
B .3  JP
F lashkick
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Free
Head
B.3. JP 191
KickUp
Lock
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Pop
A p p en d ix  C
Feature D riven M esh Tracking 
A dditional R esu lts
In chapter 4 four variations of the sequential tracking algorithm are presented. Here 
additional results are presented reinforcing the conclusions drawn.
C .l  F 2F Sur vs F 2F V ol vs R efSur vs R efV ol
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In a chapter 6 a comparison of sequential and non-sequential tracking is presented. 
Additional results supporting the conclusions drawn are displayed here. The peaks 
presented in the JP-Head and JP-Flashkick sequences represent the points at which 
shape matching errors occurred as the character flipped up side down. Nevertheless the 
error levels remain consistently lower in the non-sequential approach as the sequences 
draw to a close and a full recovery is made from these errors in tracking.
Additionally the first 40 frames of the JP-Flashkick sequence are unsuitable as a ref­
erence frame so the sequential tracking approach only produces results for frame 40 
through 250.
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