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Abstract
We derive rates of contraction of posterior distributions on nonparametric models
resulting from sieve priors. The aim of the paper is to provide general conditions to get
posterior rates when the parameter space has a general structure, and rate adaptation
when the parameter space is, e.g., a Sobolev class. The conditions employed, although
standard in the literature, are combined in a different way. The results are applied
to density, regression, nonlinear autoregression and Gaussian white noise models. In
the latter we have also considered a loss function which is different from the usual l2
norm, namely the pointwise loss. In this case it is possible to prove that the adaptive
Bayesian approach for the l2 loss is strongly suboptimal and we provide a lower bound
on the rate.
Keywords adaptation, minimax criteria, nonparametric models, rate of con-
traction, sieve prior, white noise model.
1 Introduction
The asymptotic behaviour of posterior distributions in nonparametric models
has received growing consideration in the literature over the last ten years.
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1 Introduction 2
Many different models have been considered, ranging from the problem of den-
sity estimation in i.i.d. models (Barron et al., 1999; Ghosal et al., 2000), to
sophisticated dependent models (Rousseau et al., 2012). For these models, dif-
ferent families of priors have also been considered, where the most common are
Dirichlet process mixtures (or related priors), Gaussian processes (van der Vaart
and van Zanten, 2008), or series expansions on a basis (such as wavelets, see
Abramovich et al., 1998).
In this paper we focus on a family of priors called sieve priors, introduced as
compound priors and discussed by Zhao (1993, 2000), and further studied by
Shen and Wasserman (2001). It is defined for models (X (n), A(n), P (n)θ : θ ∈ Θ),
n ∈ N\{0}, where Θ ⊆ RN, the set of sequences. Let A be a σ-field associated
to Θ. The observations are denoted Xn, where the asymptotics are driven by
n. The probability measures P (n)θ are dominated by some reference measure µ,
with density p(n)θ . Remark that such an infinite-dimensional parameter θ can
often characterize a functional parameter, or a curve, f = fθ. For instance, in
regression, density or spectral density models, f represents a regression func-
tion, a log density or a log spectral density respectively, and θ represents its
coordinates in an appropriate basis ψ = (ψj)j≥1 (e.g., a Fourier, a wavelet, a log
spline, or an orthonormal basis in general). In this paper we study frequentist
properties of the posterior distributions as n tends to infinity, assuming that
data Xn are generated by a measure P (n)θ0 , θ0 ∈ Θ. We study in particular rates
of contraction of the posterior distribution and rates of convergence of the risk.
A sieve prior Π is expressed as
θ ∼ Π( · ) =
∞∑
k=1
pi(k)Πk( · ), (1)
where
∑
k pi(k) = 1, pi(k) ≥ 0, and the Πk’s are prior distributions on so-called
sieve spaces Θk = Rk. Set θk = (θ1, . . . , θk) the finite-dimensional vector of
the first k entries of θ. Essentially, the whole prior Π is seen as a hierarchical
prior, see Figure 1. The hierarchical parameter k, called threshold parameter,
has prior pi. Conditionally on k, the prior on θ is Πk which is supposed to have
mass only on Θk (this amounts to say that the priors on the remaining entries
θj , j > k, are point masses at 0). We assume that Πk is an independent prior on
the coordinates θj , j = 1, . . . , k, of θk with a unique probability density g once
rescaled by positive τ = (τj)j≥1. Using the same notation Πk for probability
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Fig. 1: Graphical representation of the hierarchical structure of the sieve prior
given by Equation (1)
and density with Lebesgue measure or Rk, we have
∀θk ∈ Θk, Πk (θk) =
k∏
j=1
1
τj
g
(
θj
τj
)
. (2)
Note that the quantities Π, Πk, pi, τ and g could depend on n. Although not
purely Bayesian, data dependent priors are quite common in the literature. For
instance, Ghosal and van der Vaart (2007) use a similar prior with a determin-
istic cutoff k = bn1/(2α+1)c in application 7.6.
We will also consider the case where the prior is truncated to an l1 ball of radius
r1 > 0 (see the nonlinear AR(1) model application in Section 2.3.3)
∀θk ∈ Θk, Πk (θk) ∝
k∏
j=1
1
τj
g
(
θj
τj
)
I(
k∑
j=1
|θj | ≤ r1). (3)
The posterior distribution Π( · |Xn) is defined by, for all measurable sets B of
Θ,
Π(B|Xn) =
∫
B
p
(n)
θ (X
n)dΠ(θ)∫
Θ
p
(n)
θ (X
n)dΠ(θ)
. (4)
Given the sieve prior Π, we study the rate of contraction of the posterior distri-
bution in P (n)θ0 −probability with respect to a semimetric dn on Θ. This rate is
defined as the best possible (i.e. the smallest) sequence (n)n≥1 such that
Π
(
θ : d2n(θ,θ0) ≥M2n|Xn
) −→
n→∞ 0,
in P (n)θ0 probability, for some θ0 ∈ Θ and a positive constant M , which can be
chosen as large as needed. We also derive convergence rates for the posterior
loss Π(d2n(θ,θ0)|Xn) in P (n)θ0 −probability.
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The posterior concentration rate is optimal when it coincides with the minimax
rates of convergence, when θ0 belongs to a given functional class, associated to
the same semimetric dn. Typically these minimax rates of convergence are de-
fined for functional classes indexed by a smoothness parameter Sobolev, Hölder,
or more generally Besov spaces.
The objective of this paper is to find mild generic assumptions on the sieve prior
Π of the form (1), on models P (n)θ and on dn, such that the procedure adapts to
the optimal rate in the minimax sense, both for the posterior distribution and
for the risk. Results in Bayesian nonparametrics literature about contraction
rates are usually of two kinds. Firstly, general assumptions on priors and models
allow to derive rates, see for example Shen and Wasserman (2001); Ghosal et al.
(2000); Ghosal and van der Vaart (2007). Secondly, other papers focus on
a particular prior and obtain contraction rates in a particular model, see for
instance Belitser and Ghosal (2003) in the white noise model, De Jonge and
van Zanten (2010) in regression, and Scricciolo (2006) in density. The novelty
of this paper is that our results hold for a family of priors (sieve priors) without
a specific underlying model, and can be applied to different models.
An additional interesting property that is sought at the same time as conver-
gence rates is adaptation. This means that, once specified a loss function (a
semimetric dn on Θ), and a collection of classes of different smoothnesses for
the parameter, one constructs a procedure which is independent of the smooth-
ness, but which is rate optimal (under the given loss dn), within each class.
Indeed, the optimal rate naturally depends on the smoothness of the param-
eter, and standard straightforward estimation techniques usually use it as an
input. This is all the more an important issue that relatively few instances in
the Bayesian literature are available in this area. That property is often ob-
tained when the unknown parameter is assumed to belong to a discrete set,
see for example Belitser and Ghosal (2003). There exist some results in the
context of density estimation by Huang (2004), Scricciolo (2006), Ghosal et al.
(2008), van der Vaart and van Zanten (2009), Rivoirard and Rousseau (2012a),
Rousseau (2010) and Kruijer et al. (2010), in regression by De Jonge and van
Zanten (2010), and in spectral density estimation by Rousseau and Kruijer
(2011). What enables adaptation in our results is the thresholding induced by
the prior on k: the posterior distribution of parameter k concentrates around
values that are the typical efficient size of models of the true smoothness.
As seen from our assumptions in Section 2.1 and from the general results (The-
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orem 1 and Corollary 1), adaptation is relatively straightforward under sieve
priors defined by (1) when the semimetric is a global loss function which acts
like the Kullback-Leibler divergence, the l2 norm on θ in the regression prob-
lem, or the Hellinger distance in the density problem. If the loss function (or
the semimetric) dn acts differently, then the posterior distribution (or the risk)
can be quite different (suboptimal). This is illustrated in Section 3.2 for the
white noise model (16) when the loss is a local loss function as in the case of
the estimation of f(t), for a given t, where dn(f ,f0) = (f(t) − f0(t))2. This
phenomenon has been encountered also by Rousseau and Kruijer (2011). It is
not merely a Bayesian issue: Cai et al. (2007) show that an optimal estimator
under global loss cannot be locally optimal at each point f(t) in the white noise
model. The penalty between global and local rates is at least a log n term.
Abramovich et al. (2004) and Abramovich et al. (2007a) obtain similar results
with Bayesian wavelet estimators in the same model.
The paper is organized as follows. Section 2 first provides a general result
on rates of contraction for the posterior distribution in the setting of sieve
priors. We also derive a result in terms of posterior loss, and show that the
rates are adaptive optimal for Sobolev smoothness classes. The section ends
up with applications to the density, the regression function and the nonlinear
autoregression function estimation. In Section 3, we study more precisely the
case of the white noise model, which is a benchmark model. We study in detail
the difference between global or pointwise losses in this model, and provide a
lower bound for the latter loss, showing that sieve priors lead to suboptimal
contraction rates. Proofs are deferred to the Appendix.
Notations
We use the following notations. Vectors are written in bold letters, for example
θ or θ0, while light-face is used for their entries, like θj or θ0j . We denote
by θ0k the projection of θ0 on its first k coordinates, and by p
(n)
0k and p
(n)
0
the densities of the observations in the corresponding models. We denote by
dn a semimetric, by ‖ · ‖2 the l2 norm (on vectors) in Θ or the L2 norm (on
curves f), and by ‖ · ‖2,k the l2 norm restricted to the first k coordinates of a
parameter. Expectations E(n)0 and E
(n)
θ are defined with respect to P
(n)
θ0
and
P
(n)
θ respectively. The same notation Π ( · |Xn) is used for posterior probability
or posterior expectation. The expected posterior risk and the frequentist risk
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relative to dn are defined and denoted by Rdnn (θ0) = E(n)0 Π(d2n(θ,θ0)|Xn) and
Rdnn (θ0) = E
(n)
0 (d
2
n(θ̂,θ0)) respectively (for an estimator θ̂ of θ0), where the
mention of θ0 might be omitted (cf. Robert, 2007, Section 2.3). We denote by
ϕ the standard Gaussian probability density.
Let K denote the Kullback-Leibler divergence K(f, g) =
∫
f log(f/g)dµ, and
Vm,0 denote the mth centered moment Vm,0(f, g) =
∫
f | log(f/g) − K(f, g)|m
dµ, with m ≥ 2.
Define two additional divergences K˜ and V˜m,0, which are expectations with
respect to p(n)0 , K˜(f, g) =
∫
p
(n)
0 | log(f/g)|dµ and V˜m,0(f, g) =
∫
p
(n)
0 | log(f/g)−
K(f, g)|mdµ.
We denote by C a generic constant whose value is of no importance and we use
. for inequalities up to a multiple constant.
2 General case
In this section we give a general theorem which provides an upper bound on
posterior contraction rates n. Throughout the section, we assume that the
sequence of positive numbers (n)n≥1, or (n(β))n≥1 when we point to a specific
value of smoothness β, is such that n −→
n→∞ 0 and n
2
n/ log n −→
n→∞∞.
We introduce the following numbers
jn = bj0n2n/ log(n)c, kn = bM0jn log(n)/L(n)c, (5)
for j0 > 0,M0 > 1, where L is a slow varying function such that L ≤ log, hence
jn ≤ kn. We use kn to define the following approximation subsets of Θ
Θkn(Q) =
{
θ ∈ Θkn : ‖θ‖2,kn ≤ nQ
}
,
for Q > 0. Note that the prior actually charges a union of spaces of dimension
k, k ≥ 1, so that Θkn(Q) can be seen as a union of spaces of dimension k ≤ kn.
Lemma 2 provides an upper bound on the prior mass of Θkn(Q).
It has been shown (Ghosal et al., 2000; Ghosal and van der Vaart, 2007; Shen and
Wasserman, 2001) that an efficient way to derive rates of contraction of posterior
distributions is to bound from above the numerator of (4) using tests (and kn
for the increasing sequence Θkn(Q)), and to bound from below its denominator
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using an approximation of p(n)0 based on a value θ ∈ Θjn close to θ. The latter is
done in Lemma 3 where we use jn to define the finite component approximation
θ0jn of θ0, and we show that the prior mass of the following Kullback-Leibler
neighbourhoods of θ0, Bn(m), n ∈ N∗, are lower bounded by an exponential
term:
Bn(m) =
{
θ : K
(
p
(n)
0 , p
(n)
θ
)
≤ 2n2n, Vm,0
(
p
(n)
0 , p
(n)
θ
)
≤ 2m+1(n2n)m/2
}
.
Define two neighbourhoods of θ0 in the sieve space Θjn , B˜n(m), similar to Bn(m)
but using K˜ and V˜m,0, and An(H1), an l2 ball of radius n−H1 , H1 > 0:
B˜n(m) =
{
θ ∈ Θjn : K˜
(
p
(n)
0jn
, p
(n)
θ
)
≤ n2n, V˜m,0
(
p
(n)
0jn
, p
(n)
θ
)
≤ (n2n)m/2} ,
An(H1) =
{
θ ∈ Θjn : ‖θ0jn − θ‖2,jn ≤ n−H1
}
.
2.1 Assumptions
The following technical assumptions are involved in the subsequent analysis,
and are discussed at the end of this section. Recall that the true parameter is
θ0, under which the observations have density p
(n)
0 .
A1 Condition on p
(n)
0 and n. For n large enough and for some m > 0,
K
(
p
(n)
0 , p
(n)
0jn
)
≤ n2n and Vm,0
(
p
(n)
0 , p
(n)
0jn
)
≤ (n2n)m/2 .
A2 Comparison between norms. The following inclusion holds in Θjn
∃H1 > 0, s.t. An(H1) ⊂ B˜n(m).
A3 Comparison between dn and l2. There exist three non negative constants
D0, D1, D2 such that, for any two θ,θ′ ∈ Θkn(Q),
dn(θ,θ
′) ≤ D0kD1n
∥∥θ − θ′∥∥D2
2,kn
.
A4 Test Condition. There exist two positive constants c1 and ζ < 1 such
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that, for every θ1 ∈ Θkn(Q), there exists a test φn(θ1) ∈ [0, 1] which satisfies
E(n)0 (φn(θ1)) ≤ e−c1nd
2
n(θ0,θ1) and
sup
dn(θ,θ1)<ζdn(θ0,θ1)
E(n)θ (1− φn(θ1)) ≤ e−c1nd
2
n(θ0,θ1).
A5 On the prior Π. There exist positive constants a, b,G1, G2, G3, G4, H2, α
and τ0 such that pi satisfy
∀k = 1, 2, . . . , e−akL(k) ≤ pi(k) ≤ e−bkL(k), (6)
where the function L is a slow varying function introduced in Equation (5); g
satisfy
∀θ ∈ R, G1e−G2|θ|α ≤g(θ) ≤ G3e−G4|θ|α . (7)
The scales τ defined in Equation (2) satisfy the following conditions
max
j≥1
τj ≤ τ0, (8)
min
j≤kn
τj ≥ n−H2 , (9)
jn∑
j=1
|θ0j |α /ταj ≤ Cjn log n. (10)
Remark 1.
• Conditions A1 and A2 are local in that they need to be checked at the
true parameter θ0 only. They are useful to prove that the prior puts
sufficient mass around Kullback-Leibler neighbourhoods of the true prob-
ability. Condition A1 is a limiting factor to the rate: it characterizes
n through the capacity of approximation of p
(n)
0 by p
(n)
0jn
: the smoother
p
(n)
0 , the closer p
(n)
0 and p
(n)
0jn
, and the faster n. In many models, they
are ensured because K(p(n)0 , p
(n)
θjn
) and Vm,0(p
(n)
0 , p
(n)
θjn
) can be written lo-
cally (meaning around θ0) in terms of the l2 norm ‖θ0 − θjn‖2 directly.
Smoothness assumptions are then typically required to control ‖θ0−θjn‖2.
It is the case for instance for Sobolev and Besov smoothnesses (cf. Equa-
tion (12)). The control is expressed with a power of jn, whose comparison
to 2n provides in turn a tight way to tune the rate (cf. the proof of
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Proposition 1).
Note that the constant H1 in Condition A2 can be chosen as large as
needed: if A2 holds for a specified positive constant H0, then it does for
any H1 > H0. This makes the condition quite loose. A more stringent
version of A2, if simpler, is the following.
A′2 Comparison between norms. For any θ ∈ Θjn
K˜
(
p
(n)
0jn
, p
(n)
θ
)
≤ Cn ‖θ0jn − θ‖22,jn and
V˜m,0
(
p
(n)
0jn
, p
(n)
θ
)
≤ Cnm/2 ‖θ0jn − θ‖m2,jn .
This is satisfied in the Gaussian white noise model (see Section 3).
• Condition A3 is generally mild. The reverse is more stringent since dn
may be bounded, as is the case with the Hellinger distance. A3 is satisfied
in many common situations, see for example the applications later on.
Technically, this condition allows to switch from a covering number (or
entropy) in terms of the l2 norm to a covering number in terms of the
semimetric dn.
• Condition A4 is common in the Bayesian nonparametric literature. A
review of different models and their corresponding tests is given in Ghosal
and van der Vaart (2007) for example. The tests strongly depend on the
semimetric dn.
• Condition A5 concerns the prior. Equations (6) and (7) state that the
tails of pi and g have to be at least exponential or of exponential type.
For instance, if pi is the geometric distribution, L = 1, and if it is the
Poisson distribution, L(k) = log(k) (both are slow varying functions).
Laplace and Gaussian distributions are covered by g, with α = 1 and
α = 2 respectively. These equations aim at controlling the prior mass of
Θckn(Q), the complement of Θkn(Q) in Θ (see Lemma 2). The case where
the scale τ depends on n is considered in Babenko and Belitser (2009,
2010) in the white noise model. Here the constraints on τ are rather mild
since they are allowed to go to zero polynomially as a function of n, and
must be upper bounded. Rivoirard and Rousseau (2012a) study a family
of scales τ = (τj)j≥1 that are decreasing polynomially with j. Here the
prior is more general and encompasses both frameworks. Equations (6) -
(10) are needed in Lemmas 2 and 3 for bounding respectively Π(Bn(m))
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from below and Π(Θckn(Q)) from above. A smoothness assumption on θ0
is usually required for Equation (10).
2.2 Results
2.2.1 Concentration and posterior loss
The following theorem provides an upper bound for the rate of contraction of
the posterior distribution.
Theorem 1. If Conditions A1 - A5 hold, then for M large enough and for L
introduced in Equation (5),
E(n)0 Π
(
θ : d2n(θ,θ0) ≥M
log n
L(n)
2n|Xn
)
= O
(
(n2n)
−m/2
)
−→
n→∞ 0.
Proof. See the Appendix.
The convergence of the posterior distribution at the rate n implies that the
expected posterior risk converges (at least) at the same rate n, when dn is
bounded.
Corollary 1. Under the assumptions of Theorem 1, with a value of m in Con-
ditions A1 and A2 such that (n2n)−m/2 = O(2n), and if dn is bounded on Θ,
then the expected posterior risk given θ0 and Π converges at least at the same
rate n
Rdnn = E(n)0 Π(d2n(θ,θ0)|Xn) = O
(
log n
L(n)
2n
)
.
Proof. Denote D the bound of dn, i.e. for all θ, θ′ ∈ Θ, dn(θ,θ′) ≤ D. We
have
Rdnn ≤ M
log n
L(n)
2n + E
(n)
0 Π
(
I
(
d2n(θ,θ0) ≥M
log n
L(n)
2n
)
d2n(θ,θ0)|Xn
)
≤ M log n
L(n)
2n +DE
(n)
0 Π
(
θ : d2n(θ,θ0) ≥M
log n
L(n)
2n|Xn
)
so Rdnn = O(log n/L(n)2n) by Theorem 1 and the assumption on m.
Remark 2. The condition on m in Corollary 1 requires n2n to grow as a power
of n. When θ0 has Sobolev smoothness β, this is the case since 2n is typically of
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order (n/ log n)−2β/(2β+1). The condition on m boils down to m ≥ 4β. When
θ0 is smoother, e.g. in a Sobolev space with exponential weights, the rate
is typically of order log n/
√
n. Then a common way to proceed is to resort
to an exponential inequality for controlling the denominator of the posterior
distribution of Equation (4) (see e.g. Rivoirard and Rousseau, 2012b).
Remark 3. We can note that this result is meaningful from a non Bayesian point
of view as well. Indeed, let θ̂ be the posterior mean estimate of θ with respect
to Π. Then, if θ → d2n (θ,θ0) is convex, we have by Jensen’s inequality
d2n(θ̂,θ0) ≤ Π
(
d2n(θ,θ0)|Xn
)
,
so the frequentist risk converges at the same rate n
Rdnn = E
(n)
0 (d
2
n(θ̂,θ0)) ≤ E(n)0 Π
(
d2n(θ,θ0)|Xn
)
= Rdnn = O
(
log n
L(n)
2n
)
.
Note that we have no result for general pointwise estimates θ̂, for instance for
the MAP. This latter was studied in Abramovich et al. (2007b, 2010).
2.2.2 Adaptation
When considering a given class of smoothness for the parameter θ0, the min-
imax criterion implies an optimal rate of convergence. Posterior (resp. risk)
adaptation means that the posterior distribution (resp. the risk) concentrates
at the optimal rate for a class of possible smoothness values.
We consider here Sobolev classes Θβ(L0) for univariate problems defined by
Θβ(L0) =
θ :
∞∑
j=1
θ2j j
2β < L0
 , β > 1/2, L0 > 0 (11)
with smoothness parameter β and radius L0. If θ0 ∈ Θβ(L0), then one has the
following bound
‖θ0 − θ0jn‖22 =
∞∑
j=jn+1
θ20jj
2βj−2β ≤ L0j−2βn . (12)
Donoho and Johnstone (1998) give the global (i.e. under the l2 loss) minimax
rate n−β/(2β+1) attached to the Sobolev class of smoothness β. We show that
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under an additional condition between K, Vm,0 and l2, the upper bound n on
the rate of contraction can be chosen equal to the optimal rate, up to a log n
term.
Proposition 1. Let L0 denote a positive fixed radius, and β2 ≥ β1 > 1/2. If
for n large enough, there exists a positive constant C0 such that
sup
β1≤β≤β2
sup
θ0∈Θβ(L0)
K
(
p
(n)
0 , p
(n)
0jn
)
≤ C0n ‖θ0 − θ0jn‖22 , and
sup
β1≤β≤β2
sup
θ0∈Θβ(L0)
Vm,0
(
p
(n)
0 , p
(n)
0jn
)
≤ Cm0 nm/2 ‖θ0 − θ0jn‖m2 , (13)
and if Conditions A2 - A5 hold with constants independent of θ0 in the set
∪β1≤β≤β2Θβ(L0), then for M sufficiently large,
sup
β1≤β≤β2
sup
θ0∈Θβ(L0)
E(n)0 Π
(
θ : d2n(θ,θ0) ≥M
log n
L(n)
2n(β)|Xn
)
−→
n→∞ 0,
with
n(β) = 0
(
log n
n
) β
2β+1
,
and 0 depending on L0, C0 and the constants involved in the assumptions, but
not depending on β.
Remark 4. In the standard case where dn is the l2 norm, n is the optimal
rate of contraction, up to a log n term (which is quite common in Bayesian
nonparametric computations).
Proof. Let β ∈ [β1, β2] and θ0 ∈ Θβ(L0). Then θ0 satisfies Equation (12), and
Condition (13) implies that
K
(
p
(n)
0 , p
(n)
0jn
)
≤ C0L0nj−2βn , Vm,0
(
p
(n)
0 , p
(n)
0jn
)
≤ C0Lm0 nm/2j−mβn .
For given θ0 and β, the result of Theorem 1 holds if Condition A1 is satisfied.
This is the case if we choose n(β,θ0) ≥ C0L0j−βn , provided that the bounds in
Conditions A2 - A5 and in Equation (13) are uniform. Combined with jn =
bj0n2n/ log nc, it gives as a tight choice n(β,θ0) = 0(β,θ0)(log n/n)β/(2β+1)
with 0(β,θ0) ≤ (L0C0j−β0 )1/(2β+1). So there exists a bound 0 > 0 such that
supβ1≤β≤β2 supθ0∈Θβ(L0) 0(β,θ0) = 0 <∞, which concludes the proof.
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2.3 Examples
In this section, we apply our results of contraction of Sections 2.2.1 and 2.2.2
to a series of models. The Gaussian white noise example is studied in detail
in Section 3. We suppose in each model that θ0 ∈ Θβ(L0), where Θβ(L0) is
defined in Equation (11).
Throughout, we consider the following prior Π on Θ (or on a curve space F
through the coefficients of the functions in a basis). Let the prior distribution pi
on k be Poisson with parameter λ, and given k, the prior distribution on θj/τj ,
j = 1, . . . , k be standard Gaussian,
k ∼ Poisson(λ),
θj
τj
| k ∼ N (0, 1), j = 1, . . . , k, independently. (14)
It satisfies Equation (6) with function L(k) = log(k) and Equation (7) with
α = 2. Choose then τ2j = τ0j−2q, τ0 > 0, with q > 1/2. It is decreasing and
bounded from above by τ0 so Equation (8) is satisfied. Additionally,
min
j≤kn
τj = τkn = k
−2q
n ≥ n−H2
for H2 large enough, so Equation (9) is checked. Since θ0 ∈ Θβ(L0),
τ20
jn∑
j=1
θ20j/τ
2
j =
jn∑
j=1
θ20jj
2q =
jn∑
j=1
θ20jj
2βj2q−2β ≤ jn
jn∑
j=1
θ20jj
2β ≤ jnL0,
as soon as 2q−2β ≤ 1. Hence by choosing 1/2 < q ≤ 1, Equation (10) is verified
for all β > 1/2. The prior Π thus satisfies Condition A5.
Since Condition A5 is satisfied, we will show in the three examples that Condi-
tionsA2 -A4 and Condition (13) hold, thus Proposition 1 applies: the posterior
distribution attains the optimal rate of contraction, up to a log n term, that is
n = 0(log n/n)
β/(2β+1), for a distance dn which is specific to each model. This
rate is adaptive in a range of smoothness [β1, β2].
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2.3.1 Density
Let us consider the density model in which the density p is unknown, and we
observe i.i.d. data
Xi ∼ p, i = 1, 2, . . . , n,
where p belongs to F ,
F = {p density on [0, 1] : p(0) = p(1) and log p ∈ L2(0, 1)} .
Equality p(0) = p(1) is mainly used for ease of computation. We define the
parameter θ of such a function p, and write p = pθ, as the coefficients of log pθ
in the Fourier basis ψ = (ψj)j≥1, i.e. it can be represented as
log pθ(x) =
∞∑
j=1
θjψj(x)− c(θ),
where c(θ) is a normalizing constant. We assign a prior to pθ by assigning the
sieve prior Π of Equation (14) to θ.
A natural choice of metric dn in this model is the Hellinger distance dn(θ,θ′) =
h(pθ,pθ′) =
(∫ (√
pθ −√pθ′
)2
dµ
)1/2
. Lemma 2 in Ghosal and van der Vaart
(2007) shows the existence of tests satisfying A4 with the Hellinger distance.
Rivoirard and Rousseau (2012b) study this model in detail (Section 4.2.2) in
order to derive a Bernstein-von Mises theorem for the density model. They
prove that Conditions A2, A3 and (13) are valid in this model (see the proof of
Condition (C) for A2 and (13), and the proof of Condition (B) for A3). With
D1 = D2 = 1, Condition A3 is written h(pθ,pθ′) ≤ D0kn
∥∥θ − θ′∥∥
2,kn
.
2.3.2 Regression
Consider now the following nonparametric regression model
Xi = f(ti) + σξi, i = 1, . . . , n,
with the regular fixed design ti = i/n in [0, 1], i.i.d. centered Gaussian errors ξi
with variance σ2. The unknown σ case is studied in an unpublished paper by
Rousseau and Sun. They endow σ with an Inverse Gamma (conjugate) prior.
They show that this one dimensional parameter adds an n log(σ/σ0) term in the
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Kullback-Leibler divergence but does not alter the rates by considering three
different cases for σ, either σ < σ0/2, σ > 3σ0/2, or σ ∈ [σ0/2, 3σ0/2].
We consider now in more detail the σ known case. Denote θ the coefficients of
a regression function f in the Fourier basis ψ = (ψj)j≥1. So for all t ∈ [0, 1], f
can be represented as f(t) =
∑∞
j=1 θjψj(t). We assign a prior to f by assigning
the sieve prior Π of Equation (14) to θ.
Let Pnt = n−1
∑n
i=1 δti be the empirical measure of the covariates ti’s, and
define the square of the empirical norm by ‖f‖2Pnt = n−1
∑n
i=1 f
2(ti). We use
dn = ‖ · ‖Pnt .
Let θ ∈ Θ and f the corresponding regression. Basic algebra (see for example
Lemma 1.7 in Tsybakov, 2009) provides, for any two j and k,
1
n
n∑
i=1
ψj(ti)ψk(ti) = δjk,
where δjk stands for Kronecker delta. Hence
‖f‖2Pnt =
1
n
n∑
i=1
∑
j,k
θjθkψj(ti)ψk(ti) = ‖θ‖22 = ‖f‖22, (15)
where the last equality is Parseval’s. It ensures ConditionA3 with D0 = D2 = 1
and D1 = 0.
The densities N (f(ti), σ2) of Xi’s are denoted pf ,i, i = 1, . . . , n, and their
product p(n)f . The quantity f0jn denotes the truncated version of f0 to its first
jn terms in the Fourier basis.
We have 2K(pf0,i, pf ,i) = V2,0(pf0,i, pf ,i) = σ
−2(f0(ti)−f(ti))2 and Vm,0(pf0,i,
pf ,i) = σmσ
m−2|f0(ti) − f(ti)|2 for m ≥ 2, where σm is the (non centered)
mth−moment of a standard Gaussian variable. So using Equation (15) we get
2K(p
(n)
f0
, p
(n)
f ) = V2,0(p
(n)
f0
, p
(n)
f ) = nσ
−2‖f0 − f‖2Pnt = nσ−2‖θ0 − θ‖22
which proves Condition (13).
Additionally, both 2K˜(p(n)f0jn , p
(n)
f ) and V˜2,0(p
(n)
f0jn
, p
(n)
f ) are upper bounded by
nσ−2(2‖f0jn − f‖2Pnt + ‖f0 − f0jn‖2Pnt ). Let θ ∈ An(H1), for a certain H1 > 0.
Then, using (15) again, the bound is less than
nσ−2(n−H1 + L0j−2βn ) ≤ Cn2n
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for H1 > 2β/(2β + 1), which ensures Condition A2.
Ghosal and van der Vaart (2007) state in Section 7.7 that tests satisfying A4
exist with dn = ‖ · ‖Pnt .
2.3.3 Nonlinear AR(1) model
As a nonindependent illustration, we consider the following Markov chain: the
nonlinear autoregression model whose observations Xn = (X1, . . . , Xn) come
from a stationary time series Xt, t ∈ Z, such that
Xi = f(Xi−1) + ξi, i = 1, 2, . . . , n,
where the function f is unknown and the residuals ξi are standard Gaussian and
independent of (X1, . . . , Xi−1). We suppose that X0 is drawn in the stationary
distribution.
Suppose that regression functions f are in L2(R), and uniformly bounded by a
constant M1 (a bound growing with n could also be considered here). We use
Hermite functions ψ = (ψj)j≥1 as an orthonormal basis of R, such that for all
x ∈ R, f(x) = fθ(x) =
∑∞
j=1 θjψj(x). This basis is uniformly bounded (by
Cramér’s inequality). Consider the sieve prior Π in its truncated version (3) for
θ, with radius r1 a (possibly large) constant independent of k and n.
We show that Conditions A1-A4 are satisfied, along the lines of Ghosal and van
der Vaart (2007) Sections 4 and 7.4. Denote pθ(y|x) = ϕ(y− fθ(x)) the transi-
tion density of the chain, where ϕ( · ) is the standard normal density distribution,
and where reference measures relative to x and y are denoted respectively by
ν and µ. Define r(y) = 12 (ϕ(y −M1) + ϕ(y + M1)), and set dν = rdµ. Then
Ghosal and van der Vaart (2007) show that the chain (Xi)1≤i≤n has a unique
stationary distribution and prove the existence of tests satisfying A4 relative to
the Hellinger semidistance d whose square is given by
d2(θ,θ′) =
∫ ∫ (√
pθ(y|x)−
√
pθ′(y|x)
)2
dµ(y)dν(x).
They show that d is bounded by ‖ · ‖2 (which proves Condition A3) and that
K(p0, pθ) = V2,0(p0, pθ) . ‖θ0 − θ‖22.
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Thus Equation (13) holds. ConditionA2 follows from inequalities K˜(p0jn , pθ) .∑jn
j=1 |θ0j − θj | and V˜2,0(p0jn , pθ) . ‖θ0jn − θ‖22,jn for θ ∈ Θjn .
3 Application to the white noise model
Consider the Gaussian white noise model
dXn(t) = f0(t)dt+
1√
n
dW (t), 0 ≤ t ≤ 1, (16)
in which we observe processes Xn(t), where f0 is the unknown function of
interest belonging to L2(0, 1), W (t) is a standard Brownian motion, and n is
the sample size. We assume that f0 lies in a Sobolev ball, Θβ(L0), see (11).
Brown and Low (1996) show that this model is asymptotically equivalent to
the nonparametric regression (assuming β > 1/2). It can be written as the
equivalent infinite normal mean model using the decomposition in a Fourier
basis ψ = (ψj)j≥1 of L2(0, 1),
Xnj = θ0j +
1√
n
ξj , j = 1, 2, . . . (17)
where Xnj =
∫ 1
0
ψj(t) dX
n(t) are the observations, θ0j =
∫ 1
0
ψj(t)f0(t)dt the
Fourier coefficients of f0, and ξj =
∫ 1
0
ψj(t)dW (t) are independent standard
Gaussian random variables. The function f0 and the parameter θ0 are linked
through the relation in L2(0, 1), f0 =
∑∞
j=1 θ0jψj .
In addition to results in concentration, we are interested in comparing the risk
of an estimate fˆn corresponding to basis coefficients θˆn, under two different
losses: the global L2 loss (if expressed on curves f , or l2 loss if expressed on θ),
RL
2
n (θ0) = E
(n)
0
∥∥∥fˆn − f0∥∥∥2
2
= E(n)0
∞∑
j=1
(
θˆnj − θ0j
)2
,
and the local loss at point t ∈ [0, 1],
Rlocn (θ0, t) = E
(n)
0
(
fˆn(t)− f0(t)
)2
= E(n)0
 ∞∑
j=1
aj
(
θˆnj − θ0j
)2 ,
with aj = ψj(t). Note that the difference between global and local risks expres-
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sions in basis coefficients comes from the parenthesis position with respect to
the square: respectively the sum of squares and the square of a sum.
We show that sieve priors allow to construct adaptive estimate in global risk.
However, the same estimate does not perform as well under the pointwise loss,
which illustrates the result of Cai et al. (2007). We provide a lower bound for
the pointwise rate.
3.1 Adaptation under global loss
Consider the global l2 loss on θ0. The likelihood ratio is given by
p
(n)
0
p
(n)
θ
(Xn) = exp
(
n〈θ0 − θ, Xn〉 − n
2
‖θ0‖22 +
n
2
‖θ‖22
)
,
where 〈., .〉 denotes the l2 scalar product. We choose here the l2 distance as
dn(θ,θ
′) =
∥∥θ − θ′∥∥
2
. Let us check that Conditions A2 - A4 and Condition
(13) hold.
The choice of dn ensures Condition A3 with D0 = D2 = 1 and D1 = 0. The test
statistic of θ0 against θ1 associated with the likelihood ratio is φn(θ1) = I(2〈θ1−
θ0, X
n〉 > ‖θ1‖22−‖θ0‖22). With Lemma 5 of Ghosal and van der Vaart (2007) we
have that E(n)0 (φn(θ1)) ≤ e−n‖θ1−θ0‖
2
2/4 and E(n)θ (1− φn(θ1)) ≤ e−n‖θ1−θ0‖
2
2/4
for θ such that ‖θ − θ1‖2 ≤ ‖θ1 − θ0‖2 /4. It provides a test as in Condition
A4 with c1 = ζ = 1/4.
Moreover, following Lemma 6 of Ghosal and van der Vaart (2007) we have
K
(
p
(n)
0 , p
(n)
θ
)
= n ‖θ − θ0‖22 /2 and V2,0
(
p
(n)
0 , p
(n)
θ
)
= n ‖θ − θ0‖22 .
For m ≥ 2, we have
Vm,0
(
p
(n)
0 , p
(n)
θ
)
=
∫
p
(n)
0
∣∣∣log (p(n)0 /p(n)θ )−K (p(n)0 , p(n)θ )∣∣∣m dµ
= nm
∫
p
(n)
0 |〈θ0 − θ, Xn − θ0〉|m dµ
≤ nm ‖θ0 − θ‖m2
∫
p
(n)
0 ‖Xn − θ0‖m2 dµ.
The centered mth−moment of the Gaussian variable Xn is proportional to
n−m/2, so Vm,0
(
p
(n)
0 , p
(n)
θ
)
. nm/2 ‖θ0 − θ‖m2 , and Condition (13) is satisfied.
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The same calculation shows that Condition A′2 is satisfied: for all θ ∈ Θjn ,
K˜
(
p
(n)
0jn
, p
(n)
θ
)
= n2 ‖θ0jn − θ‖22,jn and V˜m,0
(
p
(n)
0jn
, p
(n)
θ
)
. nm/2 ‖θ0jn − θ‖m2,jn .
Conditions A2 - A4 and Condition (13) hold, if moreover A4 is satisfied, then
by Proposition 1, the procedure is adaptive, which is expressed in the following
proposition.
Proposition 2. Under the prior Π defined in Equations (14), the global l2 rate
of posterior contraction is optimal adaptive for the Gaussian white noise model,
i.e. for M large enough and β2 ≥ β1 > 1/2
sup
β1≤β≤β2
sup
θ0∈Θβ(L0)
E(n)0 Π
(
θ : ‖θ − θ0‖22 ≥M
log n
L(n)
2n(β)|Xn
)
−→
n→∞ 0,
with n(β) = 0
(
logn
n
) β
2β+1
.
The distance here is not bounded, so Corollary 1 does not hold. For deriving a
risk rate, we need a more subtle result than Theorem 1 that we can obtain when
considering sets Sn,j(M) =
{
θ : M lognL(n) (j + 1)
2
n ≥ ‖θ − θ0‖22 ≥M lognL(n)j2n
}
,
j = 1, 2, . . . instead of Sn(M) =
{
θ : ‖θ − θ0‖22 ≥M lognL(n)2n
}
. Then the bound
of the expected posterior mass of Sn,j(M) becomes
E(n)0 Π(Sn,j(M)|Xn) ≤ c7
(
nj2n
)−m/2 (18)
for a fixed constant c7. Hence we obtain the following rate of convergence in
risk.
Proposition 3. Under Condition (13) with m ≥ 5, the expected posterior risk
given θ0 and Π converges at least at the same rate n
RL2n (θ0) = E(n)0 Π
[
‖θ − θ0‖22 |Xn
]
= O (2n) ,
for any θ0. So the procedure is risk adaptive as well (up to a log(n) term).
3 Application to the white noise model 20
Proof. We have
RL2n (θ0) ≤ E(n)0 Π
I(θ /∈ Sn(M)) +∑
j≥1
I(θ ∈ Sn,j(M))
 ‖θ − θ0‖22 |Xn

≤ M log n
L(n)
2n
1 + ∞∑
j=1
(j + 1)E(n)0 Π(Sn,j(M)|Xn)
 .
Due to (18), the last sum in j converges as soon as m ≥ 5. This is possible
in the white noise setting because the conditions are satisfied whatever m. So
RL2n (θ0) = O
(
2n
)
.
We have shown that conditional to the existence of a sieve prior for the white
noise model satisfyingA5 (cf. Section 2.3), the procedure has minimax rates (up
to a log(n) term) both in contraction and in risk. We now study the asymptotic
behaviour of the posterior under the local loss function.
3.2 Lower bound under pointwise loss
The previous section derives rates of convergence under the global loss. Here,
under the pointwise loss, we show that the risk deteriorates as a power n factor
compared to the benchmark minimax pointwise risk n−(2β−1)/2β (note the differ-
ence with the global minimax rate n−2β/(2β+1), both given for risks on squares).
We use the sieve prior defined as a conditional Gaussian prior in Equation (14).
Denote by θˆn the Bayes estimate of θ (the posterior mean). Then the following
proposition gives a lower bound on the risk (pointwise square error) under a
pointwise loss:
Proposition 4. If the point t is such that aj = ψj(t) = 1 for all j (t = 0), then
for all β ≥ q, for all L0 > 0, a lower bound on the risk rate under pointwise loss
is given by
sup
θ0∈Θβ(L0)
Rlocn (θ0, t) & n−
2β−1
2β+1 / log2 n.
Proof. See the Appendix.
Cai et al. (2007) show that a global optimal estimator cannot be pointwise
optimal. The sieve prior leads to an (almost up to a log n term) optimal global
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Fig. 2: Variation of the exponent of the penalty in a log scale for β between 1/2
and 100; it is maximum for β = (1 +
√
2)/2
risk and Proposition 4 shows that the pointwise risk associated to the posterior
mean θˆn is suboptimal with a power of n penalty, whose exponent is
2β − 1
2β
− 2β − 1
2β + 1
=
2β − 1
2β(2β + 1)
.
The maximal penalty is for β = (1 +
√
2)/2, and it vanishes as β tends to 1/2
and +∞ (see the Figure 2). Abramovich et al. (2007a) also derive such a power
n penalty on the maximum local risk of a globally optimal Bayesian estimate, as
well as on the reverse case (maximum global risk of a locally optimal Bayesian
estimate).
Remark 5. This result is not anecdotal and illustrates the fact that the Bayesian
approach is well suited for loss functions that are related to the Kullback-Leibler
divergence (i.e. often the l2 loss). The pointwise loss does not satisfy this since
it corresponds to an unsmooth linear functional of θ. This possible suboptimal-
ity of the posterior distribution of some unsmooth functional of the parameter
has already been noticed in various other cases, see for instance Rivoirard and
Rousseau (2012b) or Rousseau and Kruijer (2011). The question of the exis-
tence of a fully Bayesian adaptive procedure to estimate f0(t) =
∑∞
j=1 ajθ0j
remains an open question.
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A Appendix
A.1 Three technical lemmas
Set Sn(M) = {θ : d2n(θ,θ0) ≥ M lognL(n)2n} and recall that Θkn(Q) = {θ ∈ Θkn :
‖θ‖2,kn ≤ nQ}, Q > 0. We begin with three technical lemmas.
Lemma 1. If Conditions A3 and A4 hold, then there exists a test φn such that
for M large enough, there exists a constant c2 such that
E(n)0 (φn) ≤ e−c2M
logn
L(n)
n2n and E(n)θ (1− φn) ≤ e−c2M
logn
L(n)
n2n ,
for all θ ∈ Sn(M) ∩Θkn(Q).
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Proof. Set rn =
(√
M lognL(n)
ζn
D0k
D1
n
)1/D2
. The set Sn(M) ∩ Θkn(Q) is compact
relative to the l2 norm. Let a covering of this set by l2 balls of radius rn and
centre θ(i). Its number of elements is ηn . (CnQ/rn)kn . exp(Ckn log n) .
exp(C lognL(n)n
2
n) due to relation (5).
For each centre θ(i) ∈ Sn(M) ∩ Θkn(Q), there exists a test φn(θ(i)) satisfying
Condition A4. We define the test φn = maxi φn(θ
(i)) which satisfies
E(n)0 (φn) ≤ ηne−c1M
logn
L(n)
n2n ≤ eC lognL(n)n2n−c1M lognL(n)n2n ≤ e−c2M lognL(n)n2n ,
for M large enough and a constant c2.
Here, Condition A3 allows to switch from the coverage in term of the l2 distance
to a covering expressed in term of dn: each θ ∈ Sn(M) ∩ Θkn(Q) which lies in
a l2 ball of centre θ(i) and of radius rn in the covering of size ηn also lies in a
dn ball of adequate radius
dn(θ,θ
(i)) ≤ D0kD1n ‖θ − θ(i)‖D22 ≤ D0kD1n rD2n = ζn
√
M
log n
L(n)
.
Then there exists a constant c2 (the minimum with the previous one)
sup
θ∈Sn(M)∩Θkn (Q)
E(n)θ (1− φn) ≤ e−c2M
logn
L(n)
n2 ,
hence the result follows.
Lemma 2. Under Condition A5, for any constant c6 > 0, there exist positive
constants Q, C and M0 such that
Π(Θckn(Q)) ≤ Ce−c6n
2
n , (19)
where M0 is introduced in the definition (5) of kn, and Θckn(Q), the complemen-
tary of Θkn(Q), is taken in Θ.
Proof. Θckn(Q) is written by Θ
c
kn
(Q) = {θ ∈ Θ : ‖θ‖2,kn > nQ or ∃j >
kn s.t. θj 6= 0}, so its prior mass is less than pi(k > kn) +
∑
k≤kn pikΠk(θ ∈ Θk :
‖θ‖2,k > nQ), where the last sum is less than Πkn(θ ∈ Θkn : ‖θ‖2,kn > nQ)
because its terms are increasing.
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The prior mass of sieves that exceed kn is controlled by Equation (6). We have
pi (k ≥ kn) ≤
∑
j≥kn
e−bjL(j) ≤
∑
j≥kn
e−bjL(kn) ≤ Ce−bknL(kn).
Since L is a slow varying function, we have knL(kn) & jn log(n) & n2n. Hence
pi (k ≥ kn) ≤ Ce−c6n2n for a constant c6 as large as needed since it is determined
by constant M0 in Equation (5).
Then by the second part of Condition (7), Πkn (θ ∈ Θkn : ‖θ‖2,kn > nQ) is less
than ∫
‖θ‖2,kn>nQ
kn∏
j=1
g(θj/τj)/τjdθj ,
≤ (G3nH2)kn
∫
‖θ‖2,kn>nQ
exp(−G4
kn∑
j=1
|θj |α/ταj ) dθi, (20)
by using the lower bound on the τj ’s of Equation (9).
If α ≥ 2, then applying Hölder inequality, one obtains
n2Q ≤ ‖θ‖22,kn ≤ ‖θ‖2α,knk1−2/αn ,
which leads to
‖θ‖αα,kn ≥ k1−α/2n nQα.
If α < 2, then a classical result states that the lα norm ‖ . ‖α is larger than the
l2 norm ‖ . ‖2, i.e.
‖θ‖αα,kn ≥ ‖θ‖α2,kn ≥ nQα.
Eventually the upper bound τ0 on the τj ’s of Equation (8) provides
kn∑
j=1
|θj |α /ταj ≥ τ−α0 nQα min(k1−α/2n , 1).
The integral in the right-hand side of (20) is bounded by
exp(−G4
2
‖θ‖α2,kn/τα0 )
∫
Θkn
exp(−G4
2
kn∑
j=1
|θj |α/ταj ) dθi.
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The last integral is bounded by Ckn , so
Πkn
(
θ ∈ Θkn : ‖θ‖2,kn > nQ
)
≤ Ckn logn exp(−G4
2
τ−α0 n
Qα min(k1−α/2n , 1)).
The right-hand side of the last inequality can be made smaller than Ce−c6n
2
n
for any constant C and c6 provided that Q is chosen large enough. This entails
result (19).
In the truncated case (3), we note that if
∑kn
j=1 |θj | ≤ r1, then
∑kn
j=1 θ
2
j ≤ r21,
so that for n large enough, Π(Θckn(Q)) = pi(k ≥ kn), and the rest of the proof
is similar.
Lemma 3. Under Conditions A1, A2 and A5, there exists c4 > 0 such that
Π(Bn(m)) ≥ e−c4n2n .
Proof. Let θ ∈ An(H1). For n large enough, Conditions A1 and A2 imply that
K(p
(n)
0 , p
(n)
θ ) ≤ K(p(n)0 , p(n)0jn) + K˜(p
(n)
0jn
, p
(n)
θ ) ≤ 2n2n,
and
Vm,0(p
(n)
0 , p
(n)
θ ) =
∫
p
(n)
0
∣∣∣log(p(n)0 /p(n)0jn)−K(p(n)0 , p(n)0jn)+
log(p
(n)
0jn
/p
(n)
θ )−
∫
p
(n)
0 log(p
(n)
0jn
/p
(n)
θ )dµ
∣∣∣∣m dµ
≤ 2m(Vm,0(p(n)0 , p(n)0jn) + V˜m,0(p
(n)
0jn
, p
(n)
θ )) ≤ 2m+1
(
n2n
)m
2 ,
which yields An(H1) ⊂ Bn(m) so that a lower bound for Π(Bn(m)) is given by
Π(An(H1)). Note that for H0 > H1, then
An(H0) ⊂ An(H1) ⊂ Bn(m). (21)
We have
Π(An(H1)) =
∞∑
k=1
pi(k)Πk(An(H1)) ≥ pi(jn)Πjn(An(H1)).
By the first part of Condition (6) we have
pi(jn) ≥ e−jnL(jn) ≥ e−
c4
2 n
2
n , (22)
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for c4 large enough. Now by the first part of Condition (7) and by Condition
(8)
Πjn(An(H1)) =
∫
‖θ−θ0jn‖2,jn≤n−H1
jn∏
j=1
g(θj/τj)/τjdθj (23)
≥ (G1/τ0)jn
∫
‖θ−θ0jn‖2,jn≤n−H1
exp(−G2
jn∑
j=1
|θj |α/ταj )dθj .
We can bound above τ−αj by n
αH2 by Equation (9) as j ≤ jn ≤ kn. We write
|θj |α ≤ 2α (|θ0j |α + |θj − θ0j |α). First, Equation (10) gives
jn∑
j=1
|θ0j |α /ταj ≤ Cjn log n.
Then, if α ≥ 2
jn∑
j=1
|θj − θ0j |α ≤ ‖θ − θ0jn‖α2,jn ≤ n−αH1 ,
and if α < 2 then Hölder’s inequality provides
jn∑
j=1
|θj − θ0j |α ≤ ‖θ − θ0jn‖α2,jn j1−α/2n ≤ n−αH1j1−α/2n .
In both cases we have
jn∑
j=1
|θj |α /ταj ≤ 2α(Cjn log n+ nα(H2−H1)j1−α/2n ),
so choosing H2 ≤ H1 ensures to bound the latter by jn log n. Last, the integral
of the ball in dimension jn, centered around θ0jn , and of radius n−H1 , is at least
equal to e−Cjn logn, for some given positive constant C.
Noting that jn = bj0n2n/ log(n)c and choosing H1 large enough, which is possi-
ble by Equation (21), ensures the existence of c4 > 0 such that Πjn(An(H1)) ≥
e−
c4
2 n
2
n . Combining this with (22) allows to conclude.
In the truncated case (3), we can first choose r1 larger than 2
∑jn
j=1 |θ0j |. If
θ ∈ An(H1), then
∑jn
j=1 |θj | ≤
∑jn
j=1(|θj − θ0j |+ |θ0j |) ≤
√
jnn
−H1 + r1/2 ≤ r1
for n and H1 large enough. So the expression of integral (23) is still valid.
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A.2 Theorem 1
Proof. (of Theorem 1)
Express the quantity of interest Π (Sn(M)|Xn) in terms of Nn, N˜n and Dn
defined as follows∫
Sn(M)∩Θkn (Q) p
(n)
θ /p
(n)
θ0
dΠ(θ) +
∫
Sn(M)∩Θckn (Q)
p
(n)
θ /p
(n)
θ0
dΠ(θ)∫
Θ
p
(n)
θ /p
(n)
θ0
dΠ(θ)
:=
Nn + N˜n
Dn
.
Denote ρn(c3) = exp(−(c3 + 1)n2n)Π(Bn(m)) for c3 > 0. Introduce φn the test
statistic of Lemma 1, and take the expectation of the posterior mass of Sn(M)
as follows
E(n)0
(
Nn + N˜n
Dn
(φn + 1− φn) (I(Dn ≤ ρn(c3)) + I(Dn > ρn(c3)))
)
≤ E(n)0 (φn) + E(n)0
(
Nn + N˜n
Dn
(1− φn) (I(Dn ≤ ρn(c3)) + I(Dn > ρn(c3)))
)
≤ E(n)0 (φn) + P(n)0 (Dn ≤ ρn(c3)) +
E(n)0 (Nn (1− φn)) + E(n)0 (N˜n)
ρn(c3)
. (24)
Lemma 10 in Ghosal and van der Vaart (2007) gives P(n)0 (Dn ≤ ρn(c3)) .(
n2n
)−m/2 for every c3 > 0.
Fubini’s theorem entails that E(n)0 (Nn(1−φn)) ≤ supSn(M)∩Θkn (Q) E
(n)
θ (1−φn).
Along with E(n)0 (φn), it is upper bounded in Lemma 1 by e
−c2M lognL(n)n2n .
Lemma 2 implies that E(n)0 (N˜n) ≤ Π(Θckn(Q)) ≤ e−c6n
2
n and Lemma 3 yields
Πn(Bn(m)) ≥ e−c4n2n . Constants c3 and c4 are fixed, so we can choose M , M0
and Q large enough for c6 to be sufficiently large (see proof of Lemma 2), such
that min(M lognL(n)c2, c6) > c3 + c4 + 1. It implies that the third term in Equation
(24) is bounded above by e−c5n
2
n for some positive c5. Finally,
E(n)0 Π (Sn(M)|Xn) = O
((
n2n
)−m/2) −→
n→∞ 0,
since n2n −→
n→∞∞.
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A.3 Proposition 4
The proof of the lower bound in the local risk case uses the next lemma, whose
proof follows from Cauchy-Schwarz’ inequality.
Lemma 4. If E(B2n) = o(E(A2n)), then E((An +Bn)2) = E(A2n)(1 + o(1)).
Proof. (of Proposition 4)
The coordinates of θˆn are θˆnj = Π (θj |Xn) =
∑∞
k=1 pi(k|Xn)θ˜nj(k), with θ˜nj(k) =
τ2j /(τ
2
j + 1/n)X
n
j if k ≥ j, and θ˜nj(k) = 0 otherwise (see Zhao, 2000).
Denote uj(Xn) =
∑
k≥j pi(k|Xn) = pi(k ≥ j|Xn), so that θˆnj = uj(Xn)τ2j /(τ2j +
1/n)Xnj . Denote Kn = n1/(2β+1) and Jn = n1/2β . Most of the posterior mass
on k is concentrated before Kn, in the sense that there exists a constant c such
that
E(n)0 (uKn(X
n)) . exp (−cKn) . (25)
This follows from the exponential inequality
P
(n)
θ0
[uKn(X
n) > exp(−cKn)] . exp(−cKn),
which is obtained by classic arguments in line with Theorem 1: writing the
posterior quantity uKn(Xn) as a ratio Nn/Dn, and then using Fubini’s theorem,
Chebyshev’s inequality and an upper bound on pi(k > Kn).
Due to Relation (17), we split in three the sum in the risk
Rlocn (θ0, t) = E
(n)
0
( ∞∑
i=1
ai[(1− ui(Xn) τ
2
i
τ2i +
1/n
)θ0i − ui(Xn) τ
2
i
τ2i +
1/n
ξi√
n
]
)2
by centring the stochastic term Xni and writing 1− ui(Xn) τ
2
i
τ2i +
1/n
= 1n
1
τ2i +
1/n
+
τ2i
τ2i +
1/n
(1 − ui(Xn)). The idea of the proof is to show that there is a leading
term in the sum, and to apply Lemma 4.
Let R1 =
(∑∞
i=1 ai
1
nτ2i +1
θ0i
)2
, R2 = E(n)0
(∑∞
i=1 ai
τ2i
τ2i +
1/n
(1− ui(Xn))θ0i
)2
and R3 = E(n)0
(∑∞
i=1 ai
τ2i
τ2i +
1/n
ui(X
n) ξi√
n
)2
. By using Cauchy-Schwarz’ inequal-
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ity
R1 =
( ∞∑
i=1
ai
1
nτ2i +1
θ0i
)2
=
( ∞∑
i=1
ai
i−β
nτ2i +1
θ0ii
β
)2
. L0
∞∑
i=1
i−2β
(ni−2q+1)2 ,
because the ai’s are bounded. If 2β − 4q > 1, then we can write
R1 .
1
n2
∞∑
i=1
i−2β+4q . 1
n2
,
and if 2β − 4q ≤ 1, then comparing to an integral provides
R1 .
∫ ∞
1
x−2β
(nx−2q+1)2 dx
.
(
n1/2q
)1−2β ∫ ∞
n−1/2q
y−2β
(y−2q+1)2 dy
. n−
2β−1
2q . n−
2β−1
2β ,
where the last inequality holds because q is chosen such that q ≤ β. Then
R1 = O(n−(2β−1)/2β).
For k = 2, 3, denote Rk(bn, cn) the partial sum of Rk from j = bn to cn. Then
R2(1, Jn) is the larger term in the decomposition, and is treated at the end of
the section. The upper part R2(Jn,∞) is easily bounded by
R2(Jn,∞) .
( ∞∑
i=Jn
|θ0i| iβi−β
)2
. J−2β+1n = O
(
n−
2β−1
2β
)
.
We split R3(1, Jn) in two parts R3,1(1, Jn) and R3,2(1, Jn) by writing ui(Xn) =
uJn(X
n) + pi(i ≤ k < Jn|Xn) for all i ≤ Jn:
nR3(1, Jn) . E(n)0
 Jn∑
j=1
pi(j|Xn)
j∑
i=1
ai
τ2i
τ2i +
1/n
ξi
2
+E(n)0
(
uJn(X
n)
Jn∑
i=1
ai
τ2i
τ2i +
1/n
ξi
)2
:= R3,1(1, Jn) +R3,2(1, Jn).
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Let Γjn(Xn) =
∑j
i=1 ai
τ2i
τ2i +
1/n
ξi. We have
∑Jn
j=1 pi(j|Xn) ≤ 1 so we can apply
Jensen’s inequality,
R3,1(1, Jn) ≤ E(n)0
 Jn∑
j=1
pi(j|Xn)Γjn(Xn)2

≤ E(n)0 max
j≤Jn
{
Γjn(X
n)2
}
.
Noting that (Γjn(Xn))1≤j≤Jn is a martingale, we get using Doob’s inequality
R3,1(1, Jn) ≤ E(n)0 ΓJnn(Xn)2 =
Jn∑
i=1
(
ai
τ2i
τ2i +
1/n
)2
. Jn.
The second term R3,2(1, Jn) can be upper bounded in the same way as for
R3(Jn,∞) in Equation (26) below by noting that
R3,2(1, Jn) . E(n)0
uJn(Xn)2
( ∞∑
i=Kn
τ2i
τ2i +
1/n
|ξi|
)2 .
For the upper part R3(Jn,∞), we use the bound (25) on E(n)0 (uKn(Xn)),
nR3(Jn,∞) . E(n)0
( ∞∑
i=Kn
τ2i
τ2i +
1/n
ui(X
n) |ξi|
)2
. E(n)0
uKn(Xn)2
( ∞∑
i=Kn
τ2i
τ2i +
1/n
|ξi|
)2 (26)
.
[
E(n)0 uKn(X
n)4
]1/2 E(n)0
( ∞∑
i=Kn
τ2i
τ2i +
1/n
|ξi|
)41/2
.
[
E(n)0 uKn(X
n)
]1/2 ( ∞∑
i=Kn
τ2i
τ2i +
1/n
)41/2
. e−c2Kn/2n1/q,
where we bound the different moments of |ξi| by a unique constant and then
use
∑∞
i=Kn
τ2i /(τ
2
i + 1/n) = O(n1/2q). Then R3 = O(n−(2β−1)/2β).
To sum up, R2(1, Jn) is the only remaining term. We build an example where it
is of greater order than n−(2β−1)/2β . Let θ0 be defined by its coordinates θ0i =
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i−β−1/2 (log(i+ 1))−1 such that the series
∑
i θ
2
0ii
2β converge, so θ0 belongs to
the Sobolev ball of smoothness β. It is assumed that ai = ψi(t) = 1, so all terms
in the sum R2(1, Jn) are positive, hence
R2(1, Jn) ≥ 1
4
E(n)0
(
Jn∑
i=Kn
(1− ui(Xn))θ0i
)2
,
noting that for i ≤ Jn, we have nτ2i ≥ n1−q/β ≥ 1 because q ≤ β and n ≥ 1, so
τ2i /(τ
2
i + 1/n) ≥ 1/2. Moreover, ui(Xn) decreases with i, so
R2(1, Jn) ≥ 1
4
E(n)0
(
(1− uKn(Xn))2
)( Jn∑
i=Kn
θ0i
)2
,
where E(n)0
(
(1− uKn(Xn))2
)
is lower bounded by a positive constant for n
large enough. Comparing the series
∑Jn
i=Kn
θ0i to an integral shows that it is
bounded from below by K−β+1/2n / log n. We obtain by using Lemma 4 that
Rlocn (θ0, t) = R2(1, Jn)(1 + o(1)) & n−
2β−1
2β+1 /log2 n, which ends the proof.
