This paper proposes some novel one-sided omnibus tests for independence between two multivariate stationary time series. These new tests apply the Hilbert-Schmidt independence criterion (HSIC) to test the independence between the innovations of both time series.
time series models use a measure based on cross-correlations. Specifically, they aim to check whether the sample cross-correlations of model residuals, up to either certain fixed lag or all valid lags, are significantly different from zeros. The former includes the portmanteau tests (Cheung and Ng, 1996 ; El Himdi and Roy, 1997; Pham et al. 2003 ; Saidi, 2005 and ; Robbins and Fisher, 2015) , and the latter with the aid of kernel smooth technique falls in the category of spectral tests (Hong, 2001a and 2001b; Bouhaddioui and Roy, 2006) . It must be noted that the idea of using the cross-correlations is a natural extension of the pioneered studies in Haugh (1976) and Hong (1996) for univariate time series models, but in many circumstances it only suffices to convey evidence of uncorrelatedness rather than independence.
Generally speaking, all of the aforementioned tests are designed for investigating the linear dependence (i.e., the cross-correlation in the mean, variance or higher moments) between two model residuals, and hence they could exhibit a lack of power in detecting the non-linear dependence structure. A significant body of research so far has documented the non-linear dependence relationship among a myriad of economic fundamentals; see, e.g., Hiemstra and Jones (1994), Wang et al. (2013) , Choudhry et al. (2016) , and Diks and Wolski (2016) to name a few. However, less attempts have been made in the literature to account for both linear and nonlinear dependence structure, which shall be two parallel important characteristics to be tested.
To examine the general dependence structure, a direct measure on independence is expected for testing purpose. In the last decade, the Hilbert-Schmidt independence criterion (HSIC) in Gretton et al. (2005) has been extensively used in many fields.
Some inspiring works in one-or two-sample independence tests via HSIC include Sejdinovic et al. (2013) showed that HSIC and DC are equivalent. When the data are un-observable and derived from a fitted statistical model (e.g., the estimated model innovations), the estimation effect has to be taken into account. The original procedure based on HSIC or DC will no longer be valid, and a modification of the above procedure has to be derived for testing purpose. By now, very little work has been done in this context. Two exceptions are Sen and Sen 2.1. Review of the Hilbert-Schmidt Independence Criterion. In this subsection, we briefly review the Hilbert-Schmidt independence criterion (HSIC) for testing the independence of two random vectors; see, e.g., Gretton et al. (2005) and Gretton et al. (2008) for more details.
Let U be a metric space, and k : U × U → R be a symmetric and positive definite (i.e., i,j c i c j k(x i , x j ) ≥ 0 for all c i ∈ R) kernel function. There exists a Hilbert space H (called Reproducing Kernel Hilbert Space (RKHS)) of functions f : U → R with inner product ·, · such that (i) k(u, ·) ∈ H, ∀u ∈ U ; (2.1)
(ii) f, k(u, ·) = f (u), ∀f ∈ H and ∀u ∈ U . (2.2)
For any Borel probability measure P defined on U , its mean element µ[P ] ∈ H is defined as follows:
where the random variable U ∼ P . From (2.2)-(2.3), we have µ[P ](u) = k(·, u), µ[P ] = E[k(U, u)]. Furthermore, we say that H is characteristic if and only if the map P → µ[P ] is injective on the space P := {P : U k(u, u)dP (u) < ∞}.
Likewise, let G be a second RKHS on a metric space V with kernel l. Let P uv be a Borel probability measure defined on U × V, and let P u and P v denote the respective marginal distributions on U and V, respectively. Assume that E[k(U, U )] < ∞ and E[l(V, V )] < ∞, (2.4) where the random variable (U, V ) ∼ P uv . The HSIC of P uv is defined as
where (U ′ , V ′ ) is an i.i.d. copy of (U, V ), and E ξ,ζ (or E ξ ) denotes the expectation over (ξ, ζ) (or ξ). Following Sejdinovic et al. (2013) , if (2.4) holds and both H and G are characteristic, then Π(U, V ) = 0 if and only if P uv = P u × P v .
Therefore, we can test the independence of U and V by examining whether Π(U, V )
is significantly different from zero.
Suppose the samples {(U i , V i )} n i=1 are from P uv . Following Gretton et al. (2005) , the empirical estimator of Π(U, V ) is
i,j,q,r k ij l qr − 2 n 3 i,j,q k ij l iq (2.5) = 1 n 2 trace(KHLH), (2.6) where k ij = k(U i , U j ), l ij = l(V i , V j ), K = (k ij ) and L = (l ij ) are n × n matrices with entries k ij and l ij , respectively, and H = I n − (1 n 1 T n )/n. Here, each index of the summation is taken from 1 to n. If {(U i , V i )} n i=1 are i.i.d. samples, Gretton et al. (2005) showed that Π n is a consistent estimator of Π(U, V ).
In order to compute Π n , we need to choose the kernel functions k and l. In the sequel, we assume U = R κ 1 and V = R κ 2 for two positive integers κ 1 and κ 2 . Then, We shall highlight that the HSIC is easy-to-implement in multivariate cases, since the computation cost of Π n is O(n 2 ) regardless of the dimensions of U and V , and many softwares can calculate (2.6) very fast. 
where
is the information set at time t, θ s0 ∈ R ps is the true but unknown parameter value of model (2.7), η st ∈ R ds is a sequence of i.i.d.
innovations such that η st and F st−1 are independent, F st := σ(I st ) is a sigma-field, and f s : R ∞ × R ps × R ds → R ds is a known measurable function. Model (2.7) is rich enough to cover many often used models, e.g., the vector AR model in Sim (1980), the BEKK model in Engle and Kroner (1995) , the dynamic correlation model in Tse and Tsui (2002) , and the vector ARMA-GARCH model in Ling and McAleer (2003) to name a few; see also Lütkepohl (2005) Model (2.7) ensures that each Y st admits a dynamical system generated by the innovation sequence {η st }. A practical question is whether either one of the dynamical systems should include the information from the other one, and this is equivalent to testing the null hypothesis:
If H 0 is accepted, we can separately study these two systems; otherwise, we may use the information of one system to get a better prediction of the other system. Let m be a given integer. Most of the conventional testing methods for H 0 in (2.8) aim to detect the linear dependence between η 1t and η 2t+m (or their higher moments) via their cross-correlations. Below, we apply HSIC to examine the general dependence between η 1t and η 2t+m .
To introduce our HSIC-based tests, we need some more notations. Let θ s = (θ s1 , θ s2 , · · · , θ sps ) ∈ Θ s ⊂ R ps be the unknown parameter of model (2.7), where Θ s is a compact parametric space. Assume that θ s0 is an interior point of Θ s , and Y st admits a causal representation, i.e.,
where g s : R ds × R ∞ × R ps → R ds is a measurable function. Moreover, based on the observations {Y st } n t=1 and (possibly) some assumed initial values, we let
be the residual of model (2.7), where θ sn is an estimator of θ s0 , and I st is the observed information set up to time t.
As for (2.5)-(2.6), our single HSIC-based test statistic on η 1t and η 2t+m is
are N × N matrices with entries k ij and l ij , respectively. Here, the effective sample size N = n − m, and each index of the summation is taken from 1 to N . Likewise, our single HSIC-based test statistic on η 1t+m and η 2t is
With the help of the single HSIC-based test statistics, we can further define the joint HSIC-based test statistics as follows:
for some specified integer M ≥ 0. The joint test statistic J 1n (M ) or J 2n (M ) can detect the general dependence structure of two innovations up to certain lag M , while the single test statistic S 1n (m) or S 2n (m) is used to examine the general dependence structure of two innovations at a specific lag m.
3. Asymptotic theory. This section studies the asymptotics of our HSIC-based test statistics S 1n (m) and J 1n (M ). The asymptotics of S 2n (m) and J 2n (M ) can be derived similarly, and hence the details are omitted for simplicity.
3.1. Technical conditions. To derive our asymptotic theory, the following assumptions are needed.
Assumption 3.1. Y st is strictly stationary and ergodic.
for any i, j, q ∈ {1, · · · , p s }, where g s is defined as in (2.9).
(ii)
Assumption 3.3. The estimator θ sn given in (2.10) satisfies that
where π s : R ds × R ∞ × R ps → R ps is a measurable function, E(π st |F st−1 ) = 0, and
, and I st is defined as in (2.10).
Assumption 3.5. The kernel functions k and l are symmetric, and both of them and their partial derivatives up to second order are all uniformly bounded and Lipschitz continuous, that is,
, and l xy = ∂ x ∂ y l(x, y).
We offer some remarks on the above assumptions. Assumption 3.1 is standard for time series models. Assumption 3.2(i) requires some technical moment conditions for the partial derivatives of g st . Assumption 3.2(ii) presents some temporal dependence condition on the joint sequence {(η T 1t , η T 2t ) T }. Assumption 3.3 is satisfied under mild conditions for most estimators, such as (quasi) maximum likelihood estimator (MLE), least squares estimator (LSE), nonlinear least squares estimator (NLSE) and their robust modifications; see, e.g., Comte and Lieberman (2003) , Lütkepohl (2005) , and
Hafner and Preminger (2009) for more details. Assumption 3.4 is a condition on the truncation of the information set I st−1 and is similar to Assumption A5 in Escanciano (2006) . Assumption 3.5 gives some restrictive conditions for kernel functions k and l; these conditions may exclude some kernel functions such as the fractional Brownian motion kernel, but they are usually satisfied by the often used Gaussian kernel, Laplace kernel and inverse multi-quadratics kernel. The conditions in Assumptions 3.1-3.5 may be further relaxed, but they are convenient for presenting our proofs in a simple way.
3.2. Some lemmas. This subsection gives some useful lemmas, which are key to study the asymptotics of our test statistics.
Before introducing these lemmas, we present some notations. Let
for i, j, q, r ∈ {1, 2, · · · , N }. With these notations, define
for a ∈ {1, 2} and b ∈ {1, · · · , a + 1}, where k
1n (m) can be expressed as the V -statistic of the form (see Gretton et al. 2005 ):
where the sum is taken over all 4! permutations of (i, j, q, r), and η
1n (m) can be expressed as the V -statistics for the symmetric kernel h
where the sum is taken over all 4! permutations of (i, j, q, r), and
Now, we are ready to introduce these three lemmas. The first lemma below gives an important expansion of S 1n (m).
Lemma 3.1. S 1n (m) admits the following expansion:
1n (m)
where S
1n (m) and S
1n (m) are defined as in (3.6) and (3.7), respectively, R 1n (m) is the remainder term, and ζ sn = θ sn − θ s0 .
The second lemma below is crucial in studying the asymptotics of S 
By standard arguments for V-statistics (see, e.g., Lee (1990 
is the V -statistic with the kernel function 2m can be expressed as (3.10) where {Φ jm (·)} is an orthonormal function in L 2 norm, and λ jm is the eigenvalue corresponding to the eigenfunction Φ jm (·). That is, {λ jm } is a finite enumeration of the nonzero eigenvalues of the equation
where EΦ jm (η (m) 1 ) = 0 for all j ≥ 1, and
(see, e.g., Dunford and Schwartz (1963, p.1087) ). With (3.8) and (3.10), we can obtain that under H 0 ,
Moreover, we consider S 
T , T is a multivariate normal distribution with mean zero and covariance matrix T = E(T 1 T T 1 ) with 
First, we give the limiting null distributions of S 1n (m) and J 1n (M ) as follows. 
as n → ∞, where χ m is a Gaussian process defined by
Here, λ jm is defined as in (3.10), and Z jm and W s are defined as in Lemma 3.3.
Theorem 3.1 shows that S 1n (m) and J 1n (M ) have convergence rate n −1 under H 0 .
Based on this theorem, we reject H 0 at the significance level α, if Second, we study the behavior of S 1n (m) under the following fixed alternative:
2m is not a degenerate kernel of order 1. Hence, the V-statistic S 1 . Similarly, we can show the consistency of J 1n (M ) to detect the fixed alternative below:
In the end, we highlight that similar results as in Theorems 3.1-3.2 hold for S 2n (m) and J 2n (M ), which can be implemented in the similar way as S 1n (m) and J 1n (M ), respectively. Step 1. Estimate the original model (2.7) and obtain the residuals { η st } n t=1 .
Step 2. Generate bootstrap innovations { η * st } n t=1 (after standardization) by resampling with replacement from the empirical residuals { η st } n t=1 .
Step 3. Given θ sn and { η * st } n t=1 , generate bootstrap data set {Y * st } n t=1 according to
where I * st is the bootstrap observable information set up to time t, conditional on some assumed initial values.
Step 4. Based on {Y * st } n t=1 , compute θ * sn in the same way as for θ sn , and then calculate the corresponding bootstrap residuals { η * * st } n t=1 with η * * st := g s (Y * st , I * st−1 , θ * sn ).
Step 5. Calculate the bootstrap test statistic S * * 1n (m) and J * * 1n (M ) in the same way as for (2.11) and (2.13), respectively, with η * * st replacing η st .
Step 6 and c * mα , as the approximations of c α and c mα , respectively. In order to prove the validity of the bootstrap procedure in steps 1-6, we need some notations. Let
. Also, let
Denote by E * the expectation conditional on ̟ n ; by o * p (1)(O * p (1)) a sequence of random variables converging to zero (bounded) in probability conditional on ̟ n .
is an i.i.d sequence conditional on ̟ n , a similar argument as for Lemma 3.1 implies that
where S , respectively. Moreover, by a similar argument as for Lemma 3.1(i), we can obtain
and 0 if j = j ′ .
Next, we give two technical assumptions.
Assumption 4.1. The bootstrap estimator θ * sn satisfies that
where π s is defined as in Assumption 3.3 and E * (π * st | I * st−1 ) = 0.
Assumption 4.2. The following convergence results hold:
as n → ∞, for s, s ′ = 1, 2, j ≥ 1, and m = 0, 1, · · · , M . 
Then, in those cases, Assumptions 4.1 and 4.2 are satisfied under some mild conditions on the function ̺ 2 (·). Note that the calculation of the bootstrap estimator θ * sn in step 4 may be time-consuming for some times series models (e.g, multivariate ARCH-type models) when n is large. In view of Assumption 4.1, we suggest to generate θ * sn as
This results in saving a lot of compute time. In Section 5, we will apply this method to the conditional variance models, and find that it can generate very precise critical values c mα and c α for the proposed HSIC-based tests.
The following theorem guarantees that when B is large, our bootstrapped critical values c mα and c α from steps 1-6 are valid under the null or the alternative hypothesis. 
in probability as n → ∞, where χ m is defined as in Theorem 3.1.
5. Simulation studies. In this section, we compare the performance of our HSIC-based tests S sn (m) and J sn (M ) (s = 1, 2 hereafter) with some well-known existing tests in finite samples.
5.1. Conditional mean models. We generate 1000 replications of sample size n from the following two conditional mean models: 
, u 2t ∈ R and u 3t , u 4t ∈ R 2×1 , and its covariance matrix is given by
Here, we set ρ 2 = 0.5 and ρ 3 = 0.75 as in El Himdl and Roy (1997), which have also considered model (5.1) in their simulations.
Based on {u t }, we consider six different error generating processes (EGPs):
EGP 2 : η 1t = u 3t , η 2t = u 4t and ρ 4 = 0.3;
Clearly, each entry of η 1t or η 2t has mean zero and variance one. Let ρ η 1 ,η 2 (d) be the cross-correlation matrix between η 1t and η 2t+d . EGP 1 is designed for the null hypothesis, since ρ η 1 ,η 2 (d) = 0 2×2 for all d in this case. EGPs 2-6 are set for the alternative hypotheses, since they pose a linear or non-linear dependence structure between η 1t and η 2t . Specifically, a linear dependence structure between η 1t and η 2t exists in EGP 2, with ρ η 1 ,η 2 (d) = 0.3I 2 for d = 0, and 0 otherwise; a non-linear dependence structure between η 1t and η 2t is induced by the co-factor u 1t in EGP 3, the lagged co-factors u 1t and u 1t+3 in EGP 4, and two correlated co-factors u 1t and u 2t in EGPs 5 and 6. In EGPs 2-6, η 1t and η 2t are dependent but un-correlated. Now, we fit each replication by using the least squares estimation method for model (5.1). Denote by { η 1t } and { η 2t } the residuals from the fitted models. Based on { η 1t } and { η 2t }, we compute S sn (m) and J sn (M ) (S sn and J sn in short), with k and l being the Gaussian kernels and σ = 1. 
Note that G 1n is for testing the cross-correlation between η 1t and η 2t , and G 2n is its modified version for small n; W 1n is towards the same goal as G 1n but with ability to detect the cross-correlation beyond lag M , and W 2n is the modified version of W 1n .
Under certain conditions, the limiting null distribution of
and that of W 1n or W 2n is N (0, 1).
In all simulation studies, we set m = 0 and 3 for the single HSIC-based tests S sn (m), are slightly oversized especially at α = 5% and 10%, while W 1n (or W 2n ) is slightly oversized (or undersized) when n = 200 (or 100) at all levels. The size performance of G sn depends on M : a larger value of M leads to a more undersized behavior especially at α = 10%, although G 2n in general has a better performance than G 1n .
(ii) In all examined cases, the single HSIC-based test S 1n (0) is much more powerful than other tests in EGPs 2-3 and 5-6, and the single HSIC-based test S 2n (3) has a significant power advantage in EGP 4. These results are expected, since S 1n (0) and 
Tests 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% n = 100 n = 200 n = 100 n = 200 n = 100 n = 200
Tests 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% S 2n (3) are tailored to examine the dependence at specific lags 0 and 3, respectively, which are the set-ups of our EGPs.
(iii) For the linear dependence case (i.e., EGP 2), the joint HSIC-based tests J sn have a comparable power performance as G sn , and they are much less powerful than W 1n (h 1 ) but much more powerful than W 2n (h 3 ) when n = 100. For the non-linear dependence case (i.e., EGPs 3-6), the joint HSIC-based tests J sn in general are much more powerful than the tests G sn and W sn especially when n = 200. The only exception is J 1n in EGP 4, since J 1n can not detect the dependence between η 1t+m and η 2t
at lag m = 3. In contrast, J 2n performs very well here.
(iv) In all examined cases, the power of J sn and G sn decreases as the value of M increase, while this tendency is vague for W sn .
Overall, our single HSIC-based tests are very powerful in detecting dependence at specific lags, and our joint HSIC-based tests exhibit a significant power advantage in detecting non-linear dependence, which can not be easily examined by other tests.
Conditional variance models.
We generate 1000 replications of sample size n from the following two conditional variance models: For each replication, we fit the above models by using the Gaussian-QMLE method.
Denote by { η 1t } and { η 2t } the residuals from the fitted models. Based on { η 1t } and { η 2t }, we compute S sn (m) and J sn (M ), and their critical values as for model (5.1).
At the same time, we also compute the test statistics L sn (M ) and T sn (M ) (L sn and T sn in short) in Tchahou and Duchesne (2013), where
Here, ρ q 1t , q 2t (m) is the sample cross-correlation between { q 1t } and { q 2t+m }, C ij (m) is the sample cross-covariance matrix between { ϕ it } and { ϕ jt+m }, q st = η T st η st , and ϕ st = vech( η st η T st ). It is worth noting that L 1n (or T 1n ) is for testing the cross-correlation between two transformed (or original) residuals, and L 2n (or T 2n ) is its modified version for small n. Under certain conditions, the limiting null distribution of L 1n or L 2n is χ 2 (2M +1) , and that of T 1n or T 2n is χ 2
In all simulation studies, we choose the values of m and M as for model (5.1). The significance level α is set to be 1%, 5% and 10%. Table 2 (ii) Similar to the results in model (5.1), the single HSIC-based test S 1n (0) or S 1n (3) as expected is the most powerful one among all tests.
(iii) For the linear dependence case (i.e., EGP 2), all joint HSIC-based tests J sn are much more powerful than L sn and T sn . For the non-linear dependence case (i.e., EGP 3-6), all J sn still have larger power than L sn and T sn in most cases, but this advantage is small especially for J sn (6) . There are two exceptions that some J sn exhibit low power: first, J 1n (3) and J 1n (6) as argued for model (5.1) have no power in EGP 4; second, J 2n (6) is less powerful than most of L sn and T sn especially for n = 200. Since the cross-correlation between η 2 1t and η 2 2t is high in EGPs 2-6, the relative good power performance of L sn and T sn in some cases is not out of our expectation.
(iv) For the tests J sn , L sn and T sn , their power decreases as the value of M increases in all examined cases. n = 200 n = 300 n = 200 n = 300 n = 200 n = 300
Tests 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% S 1n (0) 0.7 4.3 10.5 1.6 5.4 9.2 100 100 100 100 100 100 100 100 100 100 100 100 S 1n (3) n = 200 n = 300 n = 200 n = 300 n = 200 n = 300
Tests 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% S 1n (0) 0.5 3.7 7.7 0.5 4. As usual, we consider the log-return of each data set: 
for s = 1, 2, where A s = C T s0 C s0 with C s0 being a triangular 2 × 2 matrix, and B s1 , · · · , B sp , C s1 , . . . , C sq are all 2×2 diagonal matrixes. Table 3 reports the estimates for both fitted models. The p-values of portmanteau tests Q(3), Q(6) and Q(9) in Ling and T sn (M ) for the testing purpose. Table 4 reports the p-value for all six tests. From Table 4 , we find that except for J 2n (M ) with M ≥ 7, all examined joint HSIC-based tests J sn (M ) convey strong evidence that Y 1t and Y 2t are not independent. However, neither L sn (M ) nor T sn (M ) is able to do this for M ≥ 2.
To get more information, we further plot the values of the single version of J sn , L 1n and T 1n in Fig 1. That is, Fig 1 plots From Fig 1, we first find that all single tests indicate a strong contemporaneously causal relationship between the Chinese market and the Russian and Indian (R&I) market. Second, S 1n (1) implies that the R&I market has significant influence on the Chinese market one day later, while according to S 2n (3) (or S 2n (10)), the impact of the Chinese market to the R&I market appears after three (or ten) days. These findings demonstrate an asymmetric causal relationship between two markets. Since none of examined L 1n,s (m) and T 1n,s (m) can detect a causal relationship for m ≥ 1, the contemporaneous causal relationship mainly results in the significance of L sn (1) and Table 4 , and the lagged causal relationship is possible to be non-linear. As the R&I market has a higher degree of globalization and marketization, it could have a quicker impact to other economies. On the contrary, the Chinese market is more localized, and its influence to other economies tends to be slower but can last for a longer term. This long-term effect may be caused by "the Belt and Road Initiatives" program raised by Chinese government since 2015. Hence, the asymmetric phenomenon between two markets seems reasonable, and it may help the government to make more efficient policy and the investors to design more useful investment strategies.
7. Concluding remarks. In this paper, we apply the HSIC principle to derive some novel one-sided omnibus tests for detecting independence between two multivariate stationary time series. The resulting HSIC-based tests have asymptotical Gaussian representation under the null hypothesis, and they are shown to be consistent. A residual bootstrap method is used to obtain the critical values for our HSIC-based tests, We leave these interesting topics as potential future study.
APPENDIX: PROOFS
This appendix provides the proofs of all lemmas and theorems. To facilitate it, the results of V-statistics are needed below, and they can be found in Hoeffding (1948) and Lee (1990) for the i.i.d. case and Yoshihara (1976) and Denker and Keller (1983) for the mixing case.
Proof of Lemma 3.1. Denote z ijqr = k ij l qr . By Taylor's expansion,
ijqr lies between η ijqr and η ijqr , and
Here, W :
and H :
and denote
where g st (θ s ) is defined as in Assumption 3.2. By Taylor's expansion again, we have
is defined as in Assumption 3.4, and θ † lies between θ 0 and θ n . For the second term in (A.2), we rewrite it as
Now, by (A.1)-(A.3), it follows that
, and R ijqr = R
ijqr .
By (A.4), it entails that
for p ∈ {0, 1, 2}, and
is the remainder term.
Furthermore, simple algebra shows that
where k ij , l ij , q k ij , and q l ij are defined in 
, respectively, for notational ease.
(i) Denote x 1 = (x 11 , x 21 ) for x 11 ∈ R d 1 and x 21 ∈ R d 2 . Then, we rewrite
, where
By the symmetry of k and l, the stationarity of η 1t and η 2t , and the independence of {η 1t } and {η 2t } under H 0 , simple algebra shows that
algebra shows that (2001)), it follows that T n → d T as n → ∞, where T is a multivariate normal distribution with covariance matrix
Moreover, we introduce two lemmas below to deal with the remainder term R 1n (m)
in Lemma 3.1.
Lemma A.1. Suppose Assumptions 3.1, 3.2(i) and 3.3-3.5 hold. Then, under H 0 ,
, where R 1n (m) is defined as in (A.6).
Proof. As for the proof of Lemma 3.2, we only prove the result for m = 0. Rewrite
n , where
ijqr is defined as in (A.4). We first consider R 
1,ijqr + r
2,ijqr + r
3,ijqr + r
4,ijqr + r
5,ijqr + r 
For the first entry of [H
where o p (1) holds uniformly in i, j, q, r. Similarly, (A.11) holds for other entries of
Using the inequality ( 
Furthermore, by Taylor's expansion, Assumptions 3.2(i) and 3.3, and a similar argument as for (A.10), it is straightforward to see that
where o p (1) holds uniformly in i, j, q, r. As for (A.13), it entails that n ∆
Similarly, we can show that n ∆
. Therefore, it follows that n R
(1) n = o p (1). By the analogous arguments, we can also show that n R
Next, we consider the remaining term R
n . Denote r
1,ijqr := [R (2) ijqr ] T W ijqr and r 
By the mean value theorem,
, where k § ij is defined explicitly, and it satisfies that
Here, (A.14) holds, since ∆ 
Similarly, we can show that √ n ∆ = o p (1), and it follows that n R
This completes the proof.
Lemma A.2. Suppose Assumptions 3.1-3.5 hold. Then,
where R n (m) is defined as in (A.6).
Proof. The proof is the same as the one for Lemma A.1, except that when H 0 does not hold, we can only have ∆ 
where 
where the last equality holds by the law of large numbers for V-statistics. Hence, 11) , Lemma 3.3, and the continuous mapping theorem.
This completes the proof of (i).
(ii) It follows by a similar argument as for (i).
Proof of Theorem 3.2. (i) By Lemmas 3.1 and A.2, we have
1n (m) where Ω 1 = {(x 1 , x 2 ) : x s ≤ K 0 for s = 1, 2}, and h
2m (x 1 , x 2 ) is defined as in (3.9);
(ii) sup This completes the proof of (i).
T , T * 2i = (π * T si ) 1≤s≤2 T , and
where π * si is defined as in Assumption 4.1. Also, let T * i = (T * T 1i , T * T 2i ) T . As for Lemma 3.3, it is not hard to see that conditional on ̟ n , (A.29)
T * n → d T * in probability as n → ∞, where T * is a multivariate normal distribution with covariance matrix T * , and T * = lim n→∞ E * (T * 1 T * T 1 ) = E(T 1 T T 1 ) = T in probability by Assumption 4. Hence, the conclusion holds by (A.28)-(A.30), Lemma A.4(ii), and the continuous mapping theorem. This completes the proof of (iii).
(iv) It follows by a similar argument as for (iii).
