In this paper, we study some new connections between parabolic Liouvilletype theorems and local and global properties of nonnegative classical solutions to superlinear parabolic problems, with or without boundary conditions. Namely, we develop a general method for derivation of universal, pointwise a priori estimates of solutions from Liouville-type theorems, which unifies and improves many results concerning a priori bounds, decay estimates and initial and final blow-up rates. For example, for the equation u t −∆u = u p on a domain Ω, possibly unbounded and not necessarily convex, we obtain initial and final blow-up rate estimates of the form u(x, t) ≤ C(Ω, p) (1 + t
Introduction
The aim of this paper is to study some new connections between parabolic Liouvilletype theorems and local and global properties of nonnegative classical solutions to superlinear parabolic problems. In the whole paper, the word "solution" always refers to "nonnegative solution", regardless of whether it is specifically mentioned. By a (nonlinear) Liouville-type theorem, we mean the statement of nonexistence of nontrivial bounded solutions defined for all negative and positive times on the whole space or on a half-space.
We develop a general method for obtaining pointwise, universal a priori estimates of solutions from Liouville-type theorems. The solutions that we consider are defined on an arbitrary spatial domain, without any prescribed initial conditions, but they may or may not satisfy boundary conditions. The word "universal" means that these estimates are independent of the solution itself (and even possibly of the domain).
We note that our approach works for both elliptic and parabolic problems, and that the elliptic aspects have been developed in the preceding part [28] . The method is based on rescaling arguments combined with a key "doubling" property (see Lemma 5.1 below). The doubling property is an extension of an idea of [20] (see Remark 5.3(a) ). However, this powerful idea does not seem to have been fully exploited up to now, nor its wide applicability has been noticed.
Our approach enables us to unify and improve many results obtained in the last two decades on superlinear parabolic problems, concerning: -boundedness and (universal) a priori estimates of global solutions;
-blow-up rates of nonglobal solutions; -initial blow-up rates of local solutions; -decay rates of global solutions of the Cauchy problem; -spatial singularity estimates for local solutions.
Interestingly, from the heuristic point of view, Liouville-type theorems turn out to be equivalent to universal (initial or final) blow-up or decay estimates (cf. Remark 3.4(a)). Note, however, that some of the results previously obtained by different methods cannot still be entirely recovered here, due to the fact that the necessary Liouville theorems have not yet been proved in the optimal range of exponents.
On the other hand, we obtain some new Liouville-type theorems, especially for the case of half-spaces. Moreover, as another by-product of the method, we derive strong Liouville-type theorems from usual ones. By a strong Liouville-type theorem, we mean a statement of nonexistence of nontrivial solutions, bounded or not, defined for all negative and positive times on the whole space or on a half-space.
To show typical examples of our results, consider first the Cauchy problem associated with the model equation
where p > 1 is less than a suitable exponent (see Section 2) . We prove the initial and final blow-up rate estimate u(x, t) ≤ C(n, p) t
for any local solution on R n × (0, T ), and the decay estimate u(x, t) ≤ C(n, p) t
for any global solution on R n × (0, ∞). We stress the universality of the constant C. For the corresponding Dirichlet problem, in any smooth, possibly unbounded, domain Ω ⊂ R n , these estimates take the form u(x, t) ≤ C(Ω, p) 1 + t
or u(x, t) ≤ C(Ω, p) 1 + t − 1 p−1 , x ∈ Ω, t > 0. Note that this proves blow-up rates without assuming convexity of the domain, an assumption needed in the classical results of Giga and Kohn [17] (where, moreover, the constants C depend on the solution).
Our method applies to more general superlinear parabolic equations such as the equation In some of our results, we consider radial solutions in symmetric domains. By a symmetric domain, we mean either the whole space R n , a ball B R = B(0, R) ⊂ R n , an annulus Ω = {x ∈ R n ; R 1 < |x| < R 2 }, or an exterior domain Ω = {x ∈ R n ; |x| > R}, with R > 0, R 2 > R 1 > 0. We say that u = u(x, t) is a radial function if u(x, t) = u(|x|, t) for each t.
The outline of the paper is as follows. In Section 2, we recall some known and present new parabolic Liouville-type theorems. Sections 3 and 4 contain our main results on universal (singularity and decay) estimates for equations (1.2) and (1.1), with and without prescribed boundary conditions, respectively. Section 5 contains the proofs of the singularity and decay estimates and of the strong Liouville-type theorems. An application (a nonuniqueness result for the Dirichlet initial boundary value problem associated with (1.1) with initial data in L q ) and generalizations can be found in Section 6.
Parabolic Liouville-type theorems
In order to state our results, we introduce the following exponents:
and
The following two results will play an important role in our proof of singularity estimates. The first one is a direct consequence of [5] (see Remark 2.6(a) below).
Theorem A. Let 1 < p < p B (n). Then the equation
has no nontrivial (nonnegative) classical solution.
The proof in [5] is based on a modification of the technique of local, integral gradient estimates developed in [14] for elliptic problems (see also [6] ). For n = 1, a different proof is given in [27] .
In the radial case, the following result was recently proved in [27] by using arguments of intersection-comparison with (sign-changing) stationary solutions (see [25] for an earlier partial result).
Theorem B. Let 1 < p < p S (n). Then equation (2.1) has no nontrivial (nonnegative) classical solution u, such that u is radial and bounded.
Theorem B is optimal, since it is well-known that, for n ≥ 3 and p ≥ p S , (2.1) admits positive stationary solutions which are radial and bounded. In view of Theorems A and B (and Theorem 2.3 below), one may conjecture that Theorem A should be true in the whole range p < p S . However this remains an open problem.
Liouville theorems in a half-space R n + = {x ∈ R n : x 1 > 0} will also play an important role in our proof of singularity estimates for problems with boundary conditions. We will show the following. (i) Assume n ≤ 2, or p < p B (n − 1) and n ≥ 3. Then the problem 2) has no nontrivial (nonnegative) bounded classical solution.
(ii) Assume p < p B (n). Then problem (2.2) has no nontrivial (nonnegative) classical solution.
(b) Up to now, the only available result of this kind in a half-space was the Fujita-type theorem from [21, 22] which states that (2.2) has no nontrivial solutions in R n + × R + if (and only if) 1 < p ≤ (n + 3)/(n + 1). (c) The proof of Theorem 2.1 shows in fact the following:
(i) if the equation u t − ∆u = u p has no nontrivial bounded solution in R n−1 × R for given p > 1 and n ≥ 2, then (2.2) has no nontrivial bounded solution for those p and n ;
(ii) if the equation u t − ∆u = u p has no nontrivial bounded solution in R n × R for given p > 1 and n ≥ 1, then (2.2) has no nontrivial solution for those p and n.
Therefore, any improvement of Liouville theorems in the whole space would accordingly improve the half-space case. (Note of course that if the Liouville theorem is true in R n × R for given p > 1 and n ≥ 2, then so is it in R n−1 × R: otherwise just consider u(x 1 , . . . , x n−1 , x n , t) := u(x 1 , . . . , x n−1 , t).) (d) It was proved in [26] that equation (2.1) with 1 < p < p S has no nontrivial solution u such that |t| 1/(p−1) u(t) ∞ is bounded as t → −∞. However, it does not seem possible to use this form of Liouville-type theorem to derive our results on universal singularity and decay estimates.
Finally, getting back to the radial case in the whole space, we can improve Theorem B by removing the boundedness assumption.
Theorems 2.1(ii) and 2.3 will be proved in Section 5. Theorem 2.1(i) is a consequence of Theorem A and the following theorem concerning the more general problem
where f is a C 1 -function. 
(c2) If there is a positive bounded solution of (2.3), then there exists a positive bounded solution of
For n = 1, equation (2.4) should be understood as the ordinary differential equation u t = f (u).
The proofs of both statements (c1) and (c2) use extensions of arguments of [9] to parabolic equations. The idea to use these arguments was suggested to us by B. Sirakov. A straightforward modification of the proof below shows that (c1), (c2) hold for positive bounded solutions defined on (−∞, T ) for some T > 0.
Proof of Theorem 2.4. First we prove (c1). We use the following notation. For λ > 0 let
For a function z defined on R n + let z λ and V λ z be functions on T λ defined by 6) where x = (x 2 , x 3 , . . . , x n ).
Let u be a positive bounded solution of (2.3). Observe that for each λ > 0, v = V λ u satisfies
where
Our goal is to prove that the statement
holds for each λ > 0. Once this done, the maximum principle applied to the above linear problem implies that we have in fact the strict inequality in (S) λ and the Hopf boundary principle then gives
We shall use the following lemma of Dancer [9] .
Lemma 2.5. Given any positive constants q, λ satisfying λ −2 π 2 > q, there exists a smooth function h onT λ such that
Note that the function h necessarily satisfies h ≥ for some positive constant . We first prove that (S) λ holds for λ ≈ 0. Fix a positive constant γ and set
If λ > 0 is sufficiently small, so that λ −2 π 2 > q, we can apply Lemma 2.5. With the resulting function h, we consider the problem satisfied by w := e γt v/h, where v = V λ u. A simple computation using (2.7), (2.9) shows that
The choice of q implies that γ +c λ −q ≤ 0 in T λ ×R. Applying the maximum principle on T λ × (t 0 , t), for any t 0 < t, we obtain
where z − stands for the negative part of z: z − = − min(z, 0). For v the above inequality means
In view of boundedness of v = V λ u, letting t 0 → −∞ we obtain that v ≥ 0 everywhere, hence (S) λ holds.
In the next step we denote
As proved above, λ 0 > 0. We now show by contradiction that λ 0 = ∞. Assume λ 0 < ∞. Then there is a sequence λ k ≥ λ 0 such that λ k → λ 0 and the set
is nonempty. Set
there exists
We consider the following two possibilities. 
Each of them is a positive solution of (2.
inequality follows from the definition of λ 0 and continuity). Moreover, the sequence u k is uniformly bounded. Using standard parabolic estimates, one shows that if u k is replaced by a subsequence, then it converges in C 2,1 loc (R n+1 ) to a nonnegative solutionũ of (2.3). The above properties of
Sinceũ is nontrivial and f (0) = 0 the maximum principle implies thatũ is positive everywhere. Consequently,ṽ := V λ 0ũ solves the corresponding problem (2.7) with λ = λ 0 and thereforeṽ > 0 in T λ 0 × R. It follows in particular that necessarily a = λ 0 . By the Hopf principle, 2ũ
Consequently,ũ x 1 (x 1 , 0, 0) is bounded below by a positive constant on an interval around λ 0 and this remains valid ifũ is replaced by u k ≈ u. That is, there is δ > 0 such that 15) for all sufficiently large k. However, since 2λ
We have shown that (b) leads to a contradiction. Assume now that (a) holds. Consider the problem (2.7) with λ = λ k and k sufficiently large. We are going to apply the maximum principle on the set Z k (assumed to be nonempty). The boundary conditions in (2.7) imply that v = V λ k u = 0 on ∂Z k . Next observe that property (a), in conjunction with (2.8), f (0) ≤ 0 and the definition of m k , implies that for
we have lim sup
Fix k so large that q :
, where γ is some positive constant and set λ = λ k . Apply Lemma 2.5 and let h be the resulting function. As in our arguments above, w := e γt v/h satisfies problem (2.11). This time we know that γ + c λ − q ≤ 0 on Z k only. However, since v vanishes on ∂Z k , we can still apply the maximum principle on Z k to conclude that (2.12) holds and, consequently, that v ≥ 0 in Z k . This of course contradicts the definition of Z k . Thus possibility (a) leads to a contradiction, too, which proves that λ 0 = ∞.
We have completed the proof of (c1).
To prove (c2), let u be a positive bounded solution of (2.3). For k = 1, 2, . . . consider the functions
Each of them solves the equation u t = ∆u + f (u) on its domain. Since the sequence is uniformly bounded, using parabolic estimates one shows that a subsequence of u k converges uniformly on each compact to a bounded nonnegative solutionũ of
. From the monotonicity of u proved in (c1), we further conclude thatũ is positive and independent of x 1 . This proves (c2).
Remarks 2.6. (a) In [5] , for any positive solution u of (1.1) on {x : |x| < 2}×(−2, 2), the author proved the integral estimate:
with r = 2p > (n + 2)(p − 1)/2. A pointwise (initial blow-up rate) estimate was then deduced from (2.16), by using the Harnack inequality for the heat equation with a potential, and such estimate implies the Liouville-type Theorem A. However, we observe that Theorem A can be deduced directly from estimate (2.16) by the following simple homogeneity argument. Fix R > 0. If u is a solution of (2.1), then so is v(x, t) := R 2/(p−1) u(Rx, R 2 t). If follows from (2.16) applied to v that
Since r > (n+2)(p−1)/2, by letting R → ∞, we conclude that
(b) In the case n = 1, Theorem 2.1(i) can be proved alternatively by using intersection-comparison arguments similar to those in [27] .
Problems without boundary conditions
We consider equation (1.2) for x ∈ Ω and t ∈ (0, T ), where Ω is an arbitrary domain in R n and T > 0. By a solution we mean a classical solution u ∈ C 2,1 (Ω × (0, T )). We use the usual distance function in dist(x, ∂Ω), which we assume to equal ∞ if Ω = R n .
and u be a (nonnegative) solution of (1.2) on Ω × (0, T ). Assume that either
with a constant C = C(n, f ) > 0, independent of Ω, T and u.
(ii) If f (u) = u p , then conclusion (3.3) can be replaced by
As immediate consequences of Theorem 3.1 in the case of R n , we obtain a universal decay rate for all global solutions of (1.1) in R n × (0, ∞) and universal initial and final blow-up rates for solutions of (1.2) in R n × (0, T ).
Corollary 3.2. Let p > 1 and u be a global (nonnegative) solution of (1.1) on R n × (0, ∞). Assume (3.2). Then there holds u(x, t) ≤ C(n, p) t
Corollary 3.2 in the case p < p B is a direct consequence of [5] . The radial case for p < p S is new. Besides [5] , this partially improves various known results. In [21] , the same decay rate was obtained for global solutions of the Cauchy problem for all p < p S , but under the strong assumption that the initial data u 0 has Gaussian decay at ∞ (and with a constant C depending on u 0 ). In [34] , for p < p S and u 0 ∈ L 2 ∩ L ∞ , the decay of global solutions was shown, but with no determined decay rate. In [25] , the universal decay rate (3.5) was shown for n ≤ 3 and p < p S , but only for radial solutions which are nonincreasing in |x|. Finally in [27] , for p < p S , the decay of global solutions was shown (without definite rate) when u 0 ∈ L ∞ and u is radial or n = 1.
Corollary 3.3 for p < p B and f (u) = u p is also a direct consequence of [5] . The other cases are new. As for final blow-up rates for the Cauchy problem with p < p S and f satisfying (3.1), the classical result of [17] shows that u(x, t) ≤ C(T − t)
in R n × (0, T ), but with a constant depending on the initial data u 0 . The universal estimate (3.7) for p < (n + 2)/n is a consequence of [1] (see also [2, 3] ). In [25] (3.5) or (3.7) implies the nonexistence of nontrivial (even unbounded) solutions to (2.1). Therefore, we see that all these properties are essentially equivalent (see [28] for a similar phenomenon in the case of elliptic problems).
(b) The assumption p < p S in the above results cannot be improved, in general, due to the existence of nontrivial bounded (radial) solutions of ∆u + u p = 0 in R n for p ≥ p S . For n ≥ 11 and p larger than a certain exponent p * (n) (> p S ), it has even been shown [29] that unbounded global (classical) solutions of (1.1) in R n × [0, ∞) exist for some bounded initial data. On the other hand, if we consider the radial case and we restrict ourselves to symmetric domains Ω that do not contain the origin then Theorem 3.1 (and Theorem 4.1 below) remain true for any p > 1. This follows from the proofs of those theorems.
(c) Consider the case f (u) = u p and Ω = R n . It is well-known (for any p > 1) that if u ceases to exist (in the classical sense) at t = T , then the blow-up rate satisfies sup R n u(·, t) ≥ C(p)(T − t) −1/(p−1) , which shows the optimality of estimate (3.7) on (T /2, T ). As for the decay rate in (3.5) and the initial blow-up rate (i.e. (3.7) on (0, T /2)), they are optimal for (n + 2)/n < p < p S , due to the existence of positive (radial) self-similar solutions of the form t
. When p ≤ (n+2)/n, there are no global solutions in R n × [0, ∞) due to the well-known Fujita result, but the order of the (optimal) initial blow-up rate for local solutions is then t −n/2 [5] . More precisely, [5] 
(d) Estimate (3.3) can be expressed in a more concise equivalent form by using the parabolic distance
, and d P ((x, t), ∂D) = inf (y,s)∈∂D d P ((x, t), (y, s)). Then estimate (3.3) can be restated as
(3.8)
In fact, in the nonradial case we will prove this estimate for any domain D ⊂ R n+1 , not necessarily of the form Ω × (0, T ). In the radial case we will assume D = Ω × (T 1 , T 2 ), where Ω is symmetric and −∞ ≤ T 1 < T 2 ≤ ∞.
Recall that the typical singularity estimate in the elliptic case (cf. [28] ) takes the form u(x) ≤ C 1 + dist
Formula (3.8) thus allows us to state the elliptic and parabolic versions of our results in a unified and natural way.
(e) Let d P be as in the previous remark and let D be any domain in R n+1 (or, in the radial case, D = Ω × (T 1 , T 2 ), where Ω is symmetric and −∞ ≤ T 1 < T 2 ≤ ∞). In the proof of Theorem 3.1 we will prove stronger estimates than announced:
instead of (3.3), and 
instead of (3.3) and analogously for (3.4).
(f) Similarly as in [28, Theorem 2.3], Theorem 3.1 can be used in order to establish spatial decay of solutions of (1.1) in the case of exterior (spatial) domains. For example, if p < p B and u is a (nonnegative) solution of (1.1) in {x ∈ R n : |x| > R}×R then u(x, t) ≤ C(n, p)|x|
Remark (b) above guarantees that this bound remains true for any p > 1 provided u is radial.
Problems with boundary conditions
We now consider the boundary value problem:
Here Ω is a (possibly unbounded, uniformly C 2 ) smooth domain in R n . By a solution of (4.1), we mean a classical solution u ∈ C 2,1 (Ω × (0, T )) ∩ C(Ω × (0, T )). 
3)
where C = C(f, Ω).
(ii) If u is global (i.e. T = ∞), then we have
We first point out that, even letting the universality of the constant C aside, Theorem 4.1 improves the known results concerning final blow-up rate estimates of the form
Indeed, estimate (4.4) with C depending on the solution u was known before for f (u) = u p , p < p S , and for all blowing-up positive solutions, but under the assumption that Ω is convex [17, 18] , or in general domains, but only for p ≤ (n + 3)/(n + 1) [11] . If one restricts to particular classes of solutions, (4.4) is known to be true for all p > 1, in general bounded domains if u t ≥ 0 [13] , or in an annulus if u is radial [24] . Theorem 4.1 implies (4.4) in general domains whenever p < p B (greater than (n + 3)/(n + 1)). Theorem 4.1 also provides universal bounds for global solutions (away from t = 0), as well as universal estimates for the initial and final blow-up rates of local solutions. For general bounded domains, such results have been obtained (by completely different methods) in [33] for f (u) = u p under the assumption p < p S if n ≤ 4, and p < (n − 1)/(n − 3) (< p B ) if n ≥ 5. However, while we here find 1/(p − 1) as initial blowup rate exponent, no explicit value was obtained in [33] . In fact, the exponent 1/(p−1) is optimal when (n + 3)/(n + 1) < p < p S , but not when 1 < p < (n + 3)/(n + 1). Indeed it was shown in [33] that the optimal initial blow-up rate in that range is t −(n+1)/2 (note the difference with the Cauchy problem, cf. Remark 3.4(c)). Earlier results on universal bounds for bounded domains were proved in [12, 31] . For more general nonlinearities f (u), some results without assumption of power behavior at infinity (but with relatively slow growth) can be found in [12, 33] .
Finally, let us recall that an a priori estimate of global solutions in bounded domains is known in the full range 1 < p < p S [16] (and for sign-changing solutions as well [30] ). In these results, the constants depend on the sup norm of the initial data. Recall also that universal bounds fail for sign-changing solutions (see e.g. [12] ).
In the case of the model equation (1.1) in a half-space, we have a stronger estimate which in particular yields a universal time decay of global solutions. Theorem 4.2. Assume 1 < p < p B , 0 < T < ∞ (respectively T = ∞), and let u be a (nonnegative) solution of (4.1) with f (u) = u p and Ω = R n + . Then there holds u(x, t) ≤ C(n, p)(t (4.2)). In particular, if one were able to prove Theorem A up to p < p S , this would imply universal estimates for problem (4.1) in the optimal range 1 < p < p S (without symmetry restrictions).
(b) For monotone in time solutions, the symmetry assumption in Theorem 4.1 can be removed (and the conclusion strengthened). Assume p < p S , (3.1), and let u be a solution of (4.1), or of (1.2) if Ω = R n , such that u t ≥ 0. Then one can prove (see Remark 5.3(b) ) that 5) and that
if Ω = R n and f (u) = u p .
(c) A similar improvement as in Remark 3.4(e) is valid for problems with boundary conditions as well.
Proof of universal a priori estimates
A key-ingredient in our proofs is the following Lemma from [28] . We turn to the proof of Theorem 3.1. We will assume that u solves equation (1.2) in D, where D is an arbitrary domain of R n+1 in the nonradial case, or D = Ω×(T 1 , T 2 ) with −∞ ≤ T 1 < T 2 ≤ ∞ and Ω a symmetric domain in the radial case. We will prove estimates (3.9) and (3.10) from Remark 3.4(e). We first consider the case f (u) = u p .
Proof of Theorem 3.1 (ii).
Assume that estimate (3.10) fails. Then, there exist se-
We will use Lemma 5.1 with X = R n+1 , equipped with the parabolic distance d P , Σ = Σ k = D k , D = D k , and Γ = ∂D k , the topological boundary of D k in X. By this lemma, it follows that there exists ( 6) and
We now consider the nonradial and radial cases separately.
A. Nonradial Case. We rescale u k by setting
The function v k solves
Moreover,
By using parabolic L q estimates, Schauder estimates and standard imbeddings, we deduce that some subsequence of v k converges in C 2,1
p+1 ](0, 0) = 1 by (5.10), so that v is nontrivial, and v, ∇v are bounded, due to (5.11). This contradicts Theorem A and proves Theorem 3.1(ii) in the non-radial case.
B. Radial Case. In this case, there exist
Since u k is radial, we will write (without fearing confusion) u k = u k (r, t) and M k = M k (r, t), where r = |x|. Then u k solves the equation
Next we distinguish two cases:
In case (a) we may assume r k /λ k → ρ 0 ≥ 0 as k → ∞. Notice also that if R 1k > 0 then (5.6) implies
which is not possible for k large due to the boundedness of {r k /λ k }. Hence R 1k = 0 for k sufficiently large and we also have r k /λ k < k/2 for k sufficiently large. For such
The function v k solves the equation
As in the nonradial case, passing to the limit we obtain a nonnegative bounded solution v of (5.13) in (0, ∞) × R satisfying v ρ (0, s) = 0 for all s and
which contradicts Theorem B.
In case (b) we may assume r k /λ k → ∞ as k → ∞. Now we set
Then v k solves the equation
Passing to the limit we obtain a nonnegative bounded solution of the equation
which contradicts Theorem A with n = 1. This concludes the proof of Theorem 3.1(ii).
Next we deal with general f .
Proof of Theorem 3.1 (i). We first consider the nonradial case. Assume that estimate (3.9) fails. Keeping the same notation as in the proof of part (ii), we have sequences
Then, formulae (5.6)-(5.11) are unchanged except that the function v k now solves
instead of (5.9), and that (since
, s ≥ 0, due to (3.1) (and f being continuous), it follows that −Cλ
By using parabolic L q estimates, standard imbeddings, and (3.1), we deduce that some subsequence of v k converges in C
p+1 ](0, 0) = 1 by (5.10). Therefore, v is nontrivial, and by the maximum principle there exists s * ∈ [−∞, 0) such that v(y, s) = 0 for any y ∈ R n and s ≤ s * , v(y, s) > 0 for any y ∈ R n and s > s * . Using assumption (3.1) again, we deduce that for each (y,
(and furthermore, v and ∇v are bounded due to (5.11)). Now the uniqueness of the (continuous bounded) solution of the corresponding Cauchy problem guarantees s * = −∞. However, this contradicts Theorem A and proves Theorem 3.1(i) in the non-radial case.
The proof of Theorem 3.1(i) in the radial case is a straightforward modification of the above proof and of that of part (ii) in the radial case.
Proof of Theorem 4.1. It is obviously sufficient to prove assertion (i), i.e. the case T < ∞.
Assume that estimate (4.3) fails. Then, there exist sequences T k ∈ (0, ∞), u k , y k ∈ Ω, s k ∈ (0, T k ), such that u k solves (4.1) (with T replaced by T k ) and the functions 16) where d k (t) := (min(t, T k − t)) 1/2 . We will use Lemma 5.1 with X = R n+1 , equipped with the parabolic distance d P defined by (5.5) 
By Lemma 5.1, it follows that there exist
Observe that for all (x, t) ∈B k , we have |t
where s) ). Moreover we have v k (0, 0) = 1 and (5.18) implies
due to (3.1), with C > 0 independent of k. Let ρ k := dist(x k , ∂Ω). By passing to a subsequence, we may assume that either 26) with v(0, 0) = 1. This contradicts Theorem A.
In case (5.25) holds, denote H c := {y ∈ R n ; y 1 > −c}. By performing a suitable orthogonal change of coordinates, (cf. [16] or [32] 27) with v(0, 0) = 1 (hence c > 0). This contradicts Theorem 2.1(i).
B. Radial Case. The end of the proof is a modification of the "nonradial" proof as in the case of Theorem 3.1. Since Ω is symmetric, there exist 0 ≤ R 1 < R 2 ≤ ∞ such that Ω = {x : R 1 < |x| < R 2 } if R 1 > 0 and Ω = {x : |x| < R 2 } if R 1 = 0. As in the proof of Theorem 3.1 we will write u k = u k (r, t) and M k = M k (r, t), where r = |x|. Then u k solves the equation 
(a) the sequence {r k /λ k } is bounded (this is possible only if R 1 = 0);
In case (a) we may assume r k /λ k → ρ 0 ≥ 0 as k → ∞. Then r k /λ k < k/2 for k sufficiently large and we set
in R × R, which contradicts Theorem A.
If (5.31) holds then passing to the limit we obtain a nontrivial nonnegative bounded solution of the problem
where either H = (−c 0 , ∞) or H = (−∞, c 0 ), which contradicts Theorem 2.1(i).
Proof of Theorem 4.2. The proof is similar to that of Theorem 4.1 in the nonradial case. The only difference is that we assume
instead of (5.16). Also we no longer have
and Ω = R n + , the rest of the proof carries over.
Proof of Theorems 2.1(ii) and 2.3. Let u be a nonnegative solution of (2.1), resp. (2.2). Fix t 0 ∈ R and τ > 0. Applying Corollary 3.2, resp. Theorem 4.2, to the global solution
for x ∈ R n , resp. x ∈ R n + . Letting τ → ∞, we conclude that u ≡ 0. Remarks 5.3. (a) Lemma 5.1 and the method of proof of Theorems 3.1 and 4.1 are a generalization of an idea of B. Hu [20] (see also e.g. [7, 11, 23, 32, 25] ). In those works, blow-up rate estimates and a priori bounds of global solutions were derived for various types of superlinear parabolic problems. By using a property similar to Lemma 5.1 (but concerning functions of the time variable only), it was shown that if a solution u were violating a suitable estimate, then the function
and some sequence of times t k . Then, by a rescaling argument similar to that used in the proof of Theorem 3.1, one was led to a contradiction with the corresponding nonexistence theorem. However, in all those works, the constants in the estimates depend on initial data. A main novelty in the present paper is the universality of the estimates and, in relation to this, the derivation of initial blow-up rates (and also of time decay and spatial singularity estimates). These improvements are made possible by Lemma 5.1 and by an appropriate application of the rescaling procedure. p , contradicting elliptic Liouville-type theorems for p < p S : see [14] or [8] for the whole space, [15] for the half-space. Thus we arrive at estimate (4.3). Now, since u t ≥ 0, we have
for 0 < t < T /2, and
for T /2 ≤ t < T , hence (4.5) holds. In the case f (u) = u p , Ω = R n , (4.5) implies (4.6) if T = 1. For general T > 0, (4.6) follows by an obvious scaling argument (replacing u(x, t) byũ(y, s) := T 1/(p−1) u( √ T y, T s)).
Applications and generalizations
Let us first mention an application of the universal estimate (4.3) to non-uniqueness for an initial-boundary value problem. In [4, Proposition 3] P. Baras proved a universal bound of the form u(x, t) ≤ C(δ), t ∈ (δ, T − δ), for positive radial, radially decreasing solutions of (4.1) with Ω being a ball, f (u) = u p and p < min{n/(n − 2) + , (n + 3)/(n − 1)}. This result was used in order to prove the non-uniqueness of solutions of the problem u t − ∆u = u p , x ∈ Ω, 0 < t < T, u = 0, x ∈ ∂Ω, 0 < t < T, u(x, 0) = u 0 (x),
x ∈ Ω, Proposition 6.1. Let Ω be a ball in R n and (n + 2)/n < p < p S . Fix r > n(p − 1)/2 and assume that u 0 ∈ L r (Ω) is a positive radial, radially decreasing function. Let T m denote the maximal existence time of the corresponding solution u m of (6.1) in the class X(r). Denote by · q the norm in L q (Ω). Then the following holds true.
(a) For any T ∈ (0, T m ) there exists a function u ≥ u m , u = u m , such that u is a solution of (6.1) in the class X(q, T ) for any q ∈ [1, n(p − 1)/2), u(·, t) is radial and radially decreasing, (b) If u 0 n(p−1)/2 ≤ c 0 (where c 0 = c 0 (Ω, p) > 0 is a certain constant independent of u 0 ) then T m = ∞, u(·, t) ∞ → 0 as t → ∞, and there exists a function u ≥ u m , u = u m , such that u is a solution of (6.1) in the class X(q, ∞) for any q ∈ [1, n(p − 1)/2), u(·, t) is radial and radially decreasing, (6.2) and (6.3) are true and u(·, t) n(p−1)/2 ≥ c 0 for any t > 0.
We next consider some generalizations of our universal bounds. Similarly as in [28, Theorem 6 .1], Theorems 3.1(i) and 4.1 can be easily generalized for nonlinearities of the form f = f (x, t, u, ∇u). More precisely, let f be a Carathéodory function satisfying
and, for all (x, t) ∈ D, uniformly for ξ bounded. Here q = 2p/(p + 1), p 1 ∈ (0, p), q 1 ∈ (0, q) and if D is unbounded then we assume that (6.4) also holds for x = ∞ and t = ±∞. Under these assumptions, Theorems 3.1(i) and 4.1 remain valid. Typical examples meeting these conditions are given by f = u p ± |∇u| q , with 1 ≤ q < 2p/(p + 1). For previous results on (nonuniversal) blow-up rate estimates and a priori bounds for gradient-depending nonlinearities, see [7, 11, 32, 25, 35] and the references therein.
Finally, as in the elliptic case (see [28] ) we could also prove an analogue of Theorems 3.1 and 4.1 for systems of the form
where p, q > 1 (cf. [28, Theorems 4.1-4.3 and Theorems 7.3, 7.5]). However, even in the elliptic case, optimal Liouville-type theorems are not known (except for the spatial dimensions n ≤ 3). The situation in the parabolic case is much worse: the only nonexistence result for the above system in R n × R is a consequence of the Fujita result [10] guaranteeing the nonexistence in R n × R + for max(α, β) ≥ n, where α = 2(p + 1) pq − 1 and β = 2(q + 1) pq − 1 .
Let us recall from [28] that an optimal condition for an elliptic Liouville-type theorem should be α + β > n − 2. It is a natural conjecture that this condition plays the same role in the parabolic case.
