2-Deoxyglucose experiments have raised the possibility of a functional organization for spatial frequency in macaque striate cortex. To analyze this possibility with better spatial resolution, we made tangential microelectrode penetrations at constant eccentricity through supragranular striate cortex in 7 anesthetized, paralyzed macaque monkeys. We recorded from 121 single units. The data fell into two distinct populations with respect to mean preferred spatial frequency:
Often, biologically relevant aspects of sensory stimuli are represented in a spatially orderly way across a twodimensional sheet of neurons. This theme underlies the well-established concepts of cortical columns (I), functional architecture (2, 3), and cortical maps (4-6). In the visual system, maps of orientation selectivity and ocular dominance have been demonstrated in striate cortex ofrboth the cat (2) and the macaque monkey (3) by electrophysiological techniques. Subsequently, these maps were confirmed using the functional neuroanatomical techniques of 2-deoxyglucose uptake (e.g., refs. 7 and 8) and optical recording (e.g., ref. 9) .
A third variable, spatial frequency tuning, has been found to be represented nonhomogeneously in striate cortex (10) (11) (12) (13) (14) (15) . This suggests that a cortical map of spatial frequency exists. Such a conclusion would have significant consequences for the way we think about spatial vision, tending to favor models that make explicit use of local spatial frequency filters as basic building blocks of visual processing (16) (17) (18) (19) (20) (21) (22) over those that use feature detection (3, (23) (24) (25) (26) .
Since the pioneering work by Campbell and Robson (27) in psychophysics and Enroth-Cugell and Robson (28) on the physiology of retinal ganglion cells, a great deal of research has gone into the analysis of the spatial frequency filtering properties of neurons in the visual pathway. Neurons in striate cortex are reasonably selective for spatial frequency (29) (30) (31) (32) (33) , and a distribution of tuning peaks is present within a small patch of cortex comparable in size to the hypercolumns described for orientation and ocular dominance (30,33, The publication costs of this article were defrayed in part by page charge payment. This article must therefore be hereby marked "advertisement" in accordance with 18 U.S.C. $1734 solely to indicate this fact. 34). Furthermore, electrophysiological and 2-deoxyglucose studies of cat striate cortex appear to indicate the existence of cortical columns in which a given spatial frequency preference is constant (refs. 13 and 35, but see also refs. 10-12) .
In macaques, 2-deoxyglucose experiments by Tootell et al. (14) have shown at least a coarse organization of striate cortex with respect to spatial frequency. Sinusoidal gratings of relatively high spatial frequency (5-7 cyclesldegree) produced 2-deoxyglucose uptake confined to the interblob regions at 4-6 degrees of eccentricity, while low spatial frequency gratings (=1 cycleldegree) produced uptake in the cytochrome oxidase blobs at the same eccentricity. The resolution of the 2-deoxyglucose technique is insufficient to allow one to decide between a continuous, unimodal distribution of spatial frequencies consistent with theories of an explicit mapping of spatial frequency (33) and a bimodal distribution of spatial frequency tuning corresponding to a functional division between blob and interblob pathways (14, 36, 37) .
To help distinguish between these two possibilities, we recorded spatial frequency tuning curves of single units during tangential microelectrode penetrations through layers 2 and 3 of striate cortex of the anesthetized, paralyzed macaque monkey. We found that the distribution of spatial frequency tuning peaks was bimodal and did not vary continuously or smoothly as one would expect for a mapped variable (compare ref. 2) .
In addition, we encountered a sizable proportion of interblob complex cells that could not be adequately characterized using spatially extended gratings because of side stopping. This property is interesting because of its high prevalence in supragranular striate cortex and its apparent absence at earlier stages. The nature of the inhibition and its anatomical localization will be addressed in the following paper (38). A preliminary account of this work has appeared (39).
MATERIALS AND METHODS
Experiments were performed on macaque monkeys (Macaca fascicularis) anesthetized with intravenous sufentanil (2-4 pg/kg of body weight per hr) and paralyzed with pancuronium bromide (0.15 mg/kg pelr hr). Adequacy of anesthesia was ensured by continuous monitoring of heart rate and electroencephalogram. Core body temperature and end-tidal Pco, were also monitored and maintained within physiological limits. The eyes were readied for the experiment as described (40).
Aglass-coated tungsten microelectrode (modified from ref. 41) was advanced through a small craniotomy with a stepping motor microdrive. All penetrationsdwere in striate 'cortex at an eccentricity of 5-6 degrees. During each penetration, several lesions were made by passing current (2 pA for 2-3 sec) through the recording electrode.
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At the end of an ex~eriment the animal was deeply anes-
RESULTS
thetized with sodium pentobarbital (50 mglkg) andbkrfused transcardially with fixative. The cortex was flattened (42), sectioned tangentially, and stained for cytochrome oxidase (43). Single units were categorized as being within blob or interblob regions (44, 45) by visual inspection of electrode track reconstructions superimposed on the cytochrome oxidase-stained tissue. For quantitative analyses, densitometric traces of these reconstructions were obtained using an image analyzer (Analytical Imaging Concepts, Roswell, GA). The optical density (3 x 3-pixel area) and distance from the center of the nearest blob were recorded for each unit's electrode track position, and, to allow comparisons between penetrations, the values were normalized.
Stimuli were generated by a Silicon Graphics IRIS 3130' computer and displayed on a Sony Trinitron color monitor with resolution of 1024 by 786 pixels at a 60-Hz noninterlaced refresh rate. The nonlinear relationship between the 8-bit digital gun values and phosphor luminance was corrected using look-up tables whose values were determined by calibration of the monitor with a Pritchard photometer. Single units were isolated on the basis of constant spike height and waveform. When a unit was encountered that could be clearly discriminated from the background activity, it was studied using a variety of stimuli including bars, spots, annuli, and gratings (square, sinusoidal, and rectangular wave) of chromatic and achromatic contrast. The optimal orientation, color combination, and ocular dominance class and the presence or absence of end-stopping were determined qualitatively by listening to the spike output on a loudspeaker. Interblob cells were classified as simple or complex according to the criteria of Hubel and Wiesel (2) . Blob cells were classified according to the scheme of Livingstone and Hubel (36) . After this, a spatial frequency tuning curve was determined by counting the total number of spikes in response to spatially extended sinusoidal grating3 of various spatial frequencies at a constant temporal frequency of 2-3 cycles/sec. If the cell responded even moderately well to achromatic stimuli, then an achromatic grating was used to test spatial frequency tuning. Each stimulus was presented at least three times, for a period of 10 sec.
This study consisted of 17 tangential penetrations in seven animals. We recorded spatial frequency data from 121 single units: 38 (31%) units in cytochrome oxidase blobs and 83 (69%) in interblob regions. Of the 38 blob cells, 21 (55%) were strongly color-coded, giving little or no response to achromatic stimuli; these were tested with chromatic sinusoidal gratings (either redlgreen or blue/yellow). The remainder of the blob cells (17 of 38, 45%) and all interblob cells were tested with achromatic gratings. These relative proportions of different cell types were in good agreement with those obtained by others from layers 2 and 3 of parafoveal striate cortex (36). The interblob cells nearly always had complex receptive fields. Fig. 1 shows examples of spatial frequency tuning curves for the different types of units we encountered (see Insets). The curves are typical of their respective receptive-field types and histologic locations (blob vs, interblob). The abscissas of these plots are identical to allow direct comparison of the spatial frequency optima and bandwidths of different units. The graphs illustrate the tendency for cells in the blobs to prefer low spatial frequencies and cells in the interblobs to prefer relatively higher spatial frequencies.
As shown in Fig. 2 , most of the blob cells gave peak responses at spatial frequencies less than 2 cyclesldegree (mean = 1.1, SD = 0.8), and most of them showed a rapid decrease in response at frequencies higher than optimum. Cells in the interblob regions, at the same eccentricity, had spatial frequency optima that were considerably higher (mean = 3.8 cyclesldegree, P < 0.001) and more varied (SD = 2.0, P < 0.05). These cells usually showed a steep fall-off at the low frequency end of the spectrum, where the blob cells responded best.
To look for evidence of a systematic topographical mapping of peak spatial frequencies, we plotted the spatial frequency optimum of each cell as a function of its position along the electrode penetration (Figs. 3 and 4) .
We found little evidence for a smooth and orderly progression of spatial frequency optima in any of the tangential penetrations through the upper layers of striate cortex. This is shown for a single penetration in The general result was that cells in blobs had low and relatively uniform preferred spatial frequencies, whereas interblob cells had higher preferred spatial frequencies that varied unsystematically from one location to the next. Blobinterblob transitions were as likely to show abrupt shifts in the preferred spatial frequency as they were to show intermediate values. This can b e seen in the population data from Fig. 4 in which border cells (optical density of 0.4-0.6) show a wide scatter in their preferred spatial frequencies. It was also evident in some single peqetrations, as shown in Fig. 5 . During this penetration we observed a sudden shift from a preferred spatial frequency of 1 cycle/degree for a blob cell to 8 cycles/degree for the next recorded interblob cell only 50 p m further (Fig. 5 , cells recorded a t 500 and 550 pm) . The change in preferred spatial frequency was accompanied by a change in the orientation selectivity: the blob cell was not orientation-selective whereas the interblob cell was sharply tuned for orientation. The occasioqal gaps of >50-100 p m were usually not due to a problem with sampling single units, but to the lack of response of the units in these interblob regions to extended gratings (starred arrowheads in Fig. 5) .
The impressions one gets from visual inspection of the population data are borne out statistically. As noted above, the means and standard deviations of blob and interblob cells and 740 pm (starred arrowheads) showed strong side inhibition, the second unit to such an extent that it would not respond to an extended grating of any spatial frequency.
are both significantly different. Simple linear regression shows a significant correlation between optical density (or distance from center of nearest blob) and preferred spatial frequency (? = 0.307, P < 0.01, and ? = 0.206, P < 0.01, respectively); however, the data were fit better by a step function than by any of several continuous functions. The Marquardt-Levenberg algorithm was used to fit the data by the criterion of minimization of the square root of the residual sums of squares. For the plot of peak spatial frequency vs. optical density (Fig. 4B) , this produced values of 19.23 for a linear model, 18.99 for a trigonometric model, and 17.67 for a step-function model. For the plot of peak spatial frequency vs, distance from the center of the nearest blob (Fig. 4A) , the values were 20.59, 20.38, and 19.10, respectively. Furthermore, the improved fit with a step function was quite robust to changes in the exact location of the step: in the plot of preferred spatial frequency vs. optical density (Fig. 4B ), step functions with the step at an optical density of 0.55, 0.60, or 0.65 all gave better fits than any of the continuous functions. Finally, if one confines one's attention to the interblob regions (e.g., optical density 10.60 in Fig. 4B ), there is no tendency for preferred spatial frequency to correlate with optical density (r2 < 0.0001, P > 0.50).
Further evidence against an orderly representation came from instances in which we recorded (i) two single units at one interblob electrode position that had very different spatial frequency tuning curves, (ii) very broad tuning curves for the multiunit activity, and (iii) single units and background activity that differed in preferred spatial frequencies.
DISCUSSION
Is There a Functional Organization for Spatial Frequency in Striate Cortex? We set out to look for a systematic mapping of spatial frequency optima for single neurons in layers 2 and 3 of striate cortex of the macaque monkey. Though we found the variations in spatial frequency tuning one would expect from earlier 2-deoxyglucose results (14), it was far from an orderly representation. The spatial frequency optima of cells within cytochrome oxidase blobs were low and relatively uniform, whereas those interblob cells that responded to extended sinusoidal gratings had higher spatial frequency preferences that tended to vary erratically from one location to the next. This contrasts markedly with the smooth progressions or orderly shifts one finds for orientation tuning and ocular dominance (46).
We also found that a high percentage of cells in the interblobs gave very poor responses to spatially extended gratings due to side inhibition. This made it difficult to establish a functional organization for spatial frequency, by precluding the measurement of a tuning curve in a considerable fraction of the cells. Furthermore, the prevalence of side inhibition raises questions as to the significance of the spatial frequency tuning curves that have been measured previously for upper-layer neurons. Some side-stopped cells can be induced to respond, at least grudgingly, to extended gratings of some spatial frequencies, particularly middle spatial frequencies. In such cells, however, the response to a single drifting bar or a delimited grating is invariably greater than the response to any extended grating. Thus, some "optimum'' spatial frequency might be measured, but it is difficult to interpret, since the entire tuning curve is measured in the bottom fraction of the cell's dynamic range.
Our findings of a bimodal distribution of spatial frequencies and a lack of orderly progression of the optima conflict with the results of a previous study (15) . Two main differences between the studies may explain this. First, the other study used recordings from multiple units at each location, whereas we measured responses from single units. We consistently found the interpretation of multiunit activity to be problematic for spatial frequency tuning. This is due to the scatter in spatial frequency tuning curves of cells in the interblobs as shown in the track reconstructions (see Fig. 3 ), recordings from two units at one location, and the broad spatial frequency tuning of the multiunit activity. The multiunit sampling used in the previous study would tend to smooth out the sudden shifts we observed at blob-interblob interfaces (Figs. 4 and 5) and could create an artifactual impression of progressive shifts in tuning.
The second source of discrepancy in the results arises from the use of only achromatic gratings in the prior analysis (15). For the strongly color-coded blob cells (55% of all blob cells in our sample), it was necessary to use chromatic gratings to obtain spatial frequency data, since these cells gave no response to black and white stimuli of any spatial pattern. They comprise a large part of our low-spatial-frequency (<2 cyclesldegree) population of blob cells (see Fig. 2 ). This alone could explain the difference in population histograms obtained by the two groups.
Our evidence does suggest a functional dichotomy between the blobs and interblobs. As we will argue below, this supports the general notion of a subdivision of supragranular cortex into separate processing streams that has been proposed by others using different anatomical/physiological(36, 37, 47, 48) or theoretical (25, 49) criteria.
Blob Cells and Color Vision. We did not do quantitative tests to determine the precise chromatic properties of the cells we studied. We did, however, record from 21 single units, all within cytochrome oxidase blobs, that gave extremely poor responses to achromatic stimuli (whether spots, bars, annuli, or gratings) but gave strong responses to appropriately colored stimuli. We,find it difficult not to think of these cells as conveying information about color. Furthermore, a number of previous reports have implicated blob cells in color processing (36, (50) (51) (52) .
Many investigators have measured the sensitivity of human observers to equiluminant chromatic gratings as a function of the spatial frequency of the grating (53-60). Despite minor differences in methodology, the general consensus seems clear: for the detection of chromatically varying stimuli, the visual system behaves likeJa low-pass spatial frequency filter. This behavior contrasts with the band-pass spatial frequency behavior for detection of luminancevarying stimuli, at least at low temporal frequencies (60,61).
Our measurements of the spatial frequency characteristics of blob vs. interblob cells in the macaque are consistent with Proc. Natl: Acad. Sci. U S A 88 (1991) the above-mentioned properties of the human chrominance vs. luminance channels, respectively. We saw low-pass spatial frequency behavior (to spatially extended sinusoidal gratings) only in blob cells, and these same cells were strongly color-coded. Since the upper layers of area V1 are the predominant source of afferent projections to area V2 (62) and subsequent cortical visual areas, the spatial frequency tuning curves of blob cells provide further evidence for a role in color perception.
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