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Introduction
The object of this thesis is the study of the non-parametric Plateau problem:
given a function ψ : ∂Ω ⊂ Rn → Rm, may we find a graph Gu, u : Ω→ Rm,
with boundary Gψ and whose areaHn(Gu) is least among the submanifolds of
R
n+m having the same boundary? The problem is connected to the theory
of PDE: if u is a solution of the problem, then the first variation of the
area of Gu is zero, and this is equivalent to an elliptic equation, known as
the minimal surface equation (2.3), if m = 1, and an elliptic system, the
minimal surface system (1.19), if m > 1. We say that Gu is minimal if its
first variation is zero. We always assume the domain Ω and the boundary
data ψ to be C∞ and the functions u considered to be at least Lipschitz.
In codimension 1 (m = 1) the non-parametric Plateau problem has
been widely studied until the late sixties. In 1968 H. Jenkins and J. Serrin
show that the problem is solvable for arbitrary boundary data if and only
if ∂Ω has everywhere non-negative mean curvature. This latter hypothesis
gives an a priori boundary gradient estimate. The solution in codi-
mension 1 is unique and, if Ω is convex, minimizes the area being the area
functional, associating to a function u the area of its graph A(u), strictly
convex. Moreover a Lipschitz solution of the minimal surface equation is
C∞ thanks to the celebrated theorem of De Giorgi about the regularity
of weak solutions of elliptic equations.
The methods used in codimension 1 don’t apply to higher codimen-
sion: the a priori gradient estimates don’t generalize, the area functional
is no longer convex and the regularity theorem of the Giorgi holds only for
scalar equations, not for systems.
In 1977 H. Lawson and R. Osserman prove that in codimension greater
than 1 the problem of the existence of minimal graphs with prescribed
boundary data isn’t solvable in general even if the domain Ω is an n-
dimensional ball. Also uniqueness and stability fail, due to the non-convexity
of the area: they prove the existence of a boundary data ψ for which the
minimal surface system admits at least 3 solutions one of which unstable.
Lawson and Osserman show, lastly, a Lipschitz but non-C1 graph of least
area, in contrast with the regularity theory in codimension 1.
In 2002 Mu-Tao Wang proves some positive results in arbitrary codi-
mension. He shows that the mean curvature flow (the minus gradient flow
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of the area functional) of the initial graph Gψ (now ψ is intended defined
on all of Ω) exists and converges to a minimal graph if the C2 norm of ψ is
sufficiently small. The result is based on an a priori boundary gradient esti-
mate and a recent theorem of Brian White giving local estimates for higher
order derivatives.
Mu-Tao Wang also describes a region in the Grassmannian of n-planes
G(n,m) on which the logarithm of the inverse of the area functional is
convex; this region contains the tangent planes of the area-decreasing
graphs. Applying this result and a regularity theorem of Allard for minimal
varifolds yields a Bernstein type theorem: the minimal graph of an area-
decreasing function defined on all of Rn is an n-dimensional plane. This
theorem and a theorem of Allard imply that an area-decreasing minimal
graph is C∞.
The exposition of the topics underlines the differences from the geo-
metric and PDE point of view between the Plateau problem in codimension
1 and in higher codimension. The material of chapters 1, 2 and 3 is suit-
ably covered by the literature of the last decades. The proofs of chapters 4
and 5 are, on the contrary, very recent. The most important theorems are
due to M-T Wang, while various propositions and explications have been
added in orded to make the material easily understandable to an under-
graduate major and to compare these results with the earlier approaches to
the problem.
The ideas presented in this thesis could be further used: the convexity
notions for the area among the area-decreasing maps could be useful to prove
prove a uniqueness or stability theorem or in a variational approach. I had
the possibility to discuss personally of these developments with prof. Mu-
Tao Wang at the Columbia University, economically supported by the Scuola
Normale Superiore and the research funds of prof. Wang; I very gladly thank
them both. In several occasions I discussed the problems connected with my
thesis with, apart from my advisor, prof. Luigi Ambrosio and prof. Giovanni
Alberti, whom I thank for the interest and the advices.
I want, lastly, to thank sincerely my advisor, prof. Mariano Giaquinta,
and the Scuola Normale Superiore. The former for the willingness and cor-
diality shown during this work, began in september 2002, when I asked him
a topic for my third year colloquio at the Scuola Normale. The latter for
providing me with a serene, stimulating and productive environment which,
together with the University of Pisa, is a fertile breeding ground for a young
student willing to enter the research world.
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Chapter 1
Geometry of the
submanifolds of Rn+m
1.1 Riemannian structures and Levi-Civita con-
nections
Given a Riemannian manifold (M,g), a Levi-Civita connection on M is an
application
∇ : T (M)× T (M)→ T (M)
(T (M) is the space of tangent vector fields on M) such that
1. ∇XY is C∞-linear in X:
∇fX1+gX2Y = f∇X1Y + g∇X2Y, ∀f, g ∈ C∞(M);
2. ∇XY is R-linear in Y :
∇X(aY1 + bY2) = a∇XY1 + b∇XY2, ∀a, b,∈ R;
3. it satisfies the Leibniz rule for the product:
∇X(fY ) = f∇X(Y ) +DXfY, ∀f ∈ C∞(M),
where DXf = X(f), being seen as a derivation;
4. it is torsion free: if [X,Y ] := XY − Y X, then
∇XY −∇YX = [X,Y ];
5. it is compatible with the metric:
DXg(Y,Z) = g(∇XY,Z) + g(Y,∇XZ).
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Theorem 1.1 Every Riemannian manifolds has admits exactly one Levi-
Civita connection.
For a proof see [26], theorem 5.4.
In what follows we consider Rn+m endowed with the usual Riemannian
structure, in which the scalar product of two vectors u, v ∈ Rn+m is denoted
by u · v or 〈u, v〉. We identify Rn+m with its tangent space in any of its
points. Rn+m has an unique Levi-Civita connection: it’s the flat connection
and we denote it by ∇. Let {e1, . . . , en+m} be an ortonormal basis of Rm+n,
globally defined and fixed from now on; then
Γkij := (∇eiej)k = 0, ∀ i, j, k.
An n-dimensional submanifold Σ ⊂ Rn+m of class Cr, r ≥ 2, will
be always endowed with the Riemannian structure provided by the ambient
space: it’s the only Riemannian structure such the immersion
Σ →֒ Rn+m
is an isometry. Thus the metric g on Σ is simply the restriction of the metric
of Rn+m.
We denote by TΣ its tangent bundle, of class Cr−1, and, for each
p ∈ Σ, TpΣ will be the tangent space to Σ in p. Similarly NΣ and NpΣ
will denote the normal bundle and the normal space in p. An arbitrary
orthonormal basis of TpΣ will be denoted by {τ1, . . . τn} and an orthonormal
basis of NpΣ by {ν1, . . . , νm}.
The Levi-Civita connection of Σ can be expressed in term of the flat
connection ∇ of Rn+m: ∇Σ = ∇T . More precisely, let X,Y ∈ T (Σ) be
tangent vector fields on Σ; given X˜ and Y˜ , arbitrary extensions to a neigh-
borhood of Σ in Rn+m of the fields X and Y , we have
∇ΣXY = (∇X˜ Y˜ )T , (1.1)
where (∇
X˜
Y˜ )T is the orthogonal projection of ∇
X˜
Y˜ onto the tangent bun-
dle TΣ. It may be verified that ∇Σ doesn’t depend on the choice of the
extensions X˜ and Y˜ . This is consequence of ∇
X˜
Y˜ (p) depending only on
X(p) and the value of Y on the image of any curve γ : (−ε, ε)→ Rn+m with
γ(0) = p, γ˙(0) = X. From now on, when necessary, the vector fields on Σ
will be intended as extended, at least locally.
To prove (1.1), we use theorem 1.1, that is, thanks to the uniqueness
of the Levi-Civita connection, it’s enough to prove that (X,Y )→ (∇XY )T
is a Levi-Civita connection. The C∞-linearity in X and the R-linearity in
Y are trivial, as well as the Leibniz rule. Let’s show that there is no torsion
(property 4 in the definition):
(∇XY )T − (∇YX)T = (∇XY −∇YX)T = [X,Y ]T = [X,Y ].
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Let’s verify the compatibility with the metric:
DXg(Y,Z) = g(∇XY,Z) + g(X,∇Y Z) = g((∇XY )T , Z) + g(X, (∇Y Z)T ).
1.1.1 The gradient, divergence and Laplacean operators
Given a C1 function f : Σ→ R and X ∈ TpΣ, we define
DXf(p) =
d
dt
∣∣∣
t=0
f(γ(t)),
for any curve γ : (−ε, ε)→ Σ such that γ(0) = p and γ˙(0) = X.
The gradient on Σ of f in p is defined by
∇Σf(p) =
n∑
j=1
(Dτjf(p))τj .
It’s not hard to prove that if f is defined in a neighborhood of p in
Rn+m, then we have
∇Σf(p) = (∇f(p))T ,
where ∇f(p) =∑n+mj=1 ∂f∂xj (p)ej .
In a local frame, that is given a chart (V, ϕ), with ϕ : V → Rn, and
given the corresponding local parametrization F = ϕ−1 the following holds:
∇Σf = gij ∂f
∂xi
∂F
∂xj
, (1.2)
where ∂
∂xi
f(p) = ∂(f◦ϕ
−1)
∂xi
(ϕ(p)), gij =
∂F
∂xi
· ∂F
∂xj
and (gij) is the invers matrix
of (gij).
The divergence of a vector field (not necessarily tangent)
∑n+m
j=1 X
jej
on Σ is defined by
divΣX =
n+m∑
j=1
ej · (∇ΣXj) =
n∑
i=1
(DτiX) · τi.
In local coordinates, with the same notation as in (1.2) and writing
g = det(gij)
divΣX =
1√
g
∂
∂xi
(
√
gXi). (1.3)
Finally the Laplacean on Σ of a function in C2(Σ) is defined as
∆Σf = div
Σ∇Σf,
which may be written in local coordinates plugging (1.2) into (1.3):
∆Σf =
1√
g
∂
∂xi
(√
ggij
∂f
∂xj
)
. (1.4)
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1.2 The second fundamental form and the mean
curvature
Definition 1.2 (Second fundamental form) We define the second fun-
damental form h to be the normal part of the connection of Rn+m : given
X,Y ∈ T (M)
h(X,Y ) = (∇XY )N .
As before, X and Y are extended.
Proposition 1.3 The second fundamental form h:
1. is symmetric: h(X,Y ) = h(Y,X);
2. is C∞-linear in both variables;
3. h(X,Y )(p) depends only on X(p) and Y (p).
In particular h is well defined as a family of bilinear applications
hp : TpΣ× TpΣ→ NpΣ.
Proof Due to the symmetry of ∇ and since for X,Y ∈ T (Σ) we have
[X,Y ] ∈ T (Σ), the following holds true
h(X,Y )− h(Y,X) = (∇XY −∇YX)N = [X,Y ]N = 0.
To prove 2, we observe that h is the difference of two connections:
h(X,Y ) = ∇XY −∇ΣXY
it is, thus, C∞-linear in X. Being h symmetric it is also C∞-linear in Y .
Finally, both ∇XY (p) and ∇ΣXY (p) depend only on Y and X(p). By
symmetry, it’s enough to know Y (p) and X and, thus, it’s also enough to
know only X(p) and Y (p). 
Definition 1.4 (Mean curvature) For each p ∈ Σ, we define the mean
curvature H of Σ in p to be the trace of the second fundamental form, that
is
H(p) =
n∑
i=1
hp(τi, τi).
If {v1, . . . , vn} is an arbitrary basis of TpΣ and gij := g(vi, vj), then
H(p) =
n∑
i,j=1
gijhp(vi, vj). (1.5)
10
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We use (1.5) to compute the mean curvature of Σ: let a local para-
metrization F : Ω → Σ be given in p, that is a diffeomorphism of Ω with a
neighbourhood of p. We assume F (0) = p. F induces a basis of TpΣ, given
by
{
∂F
∂xi
}
i=1,...,n
.
∇ ∂F
∂xi
∂F
∂xj
=
∂2F
∂xi∂xj
.
Using (1.5) yields
H(p) =
( n∑
i,j=1
gij
∂2F
∂xi∂xj
(F−1(p))
)N
, (1.6)
gij =
∂F
∂xi
· ∂F
∂xj
.
Lemma 1.5 (Derivative of a determinant) Let g(s) = det(gij(s)), gij
being differentiable in s. Then
∂g
∂s
= ggij
∂gij
∂s
(1.7)
Proposition 1.6 Let F : Ω → Σ be a local parametrization in p. Then
∆ΣF (p) ∈ NpΣ and
H(p) = ∆ΣF (p). (1.8)
The Laplacean of F is defined componentwise.
Proof We prove that ∆ΣF (p) is orthogonal to TpΣ. From now on we
suppress p. Thanks to (1.4) we may write
∆ΣF · ∂F
∂xk
=
1√
g
∂
∂xi
(√
ggij
∂F
∂xj
· ∂F
∂xk
)− gij ∂F
∂xj
· ∂
2F
∂xi∂xk
.
We observe that
gij
∂F
∂xj
· ∂
2F
∂xi∂xk
=
1√
g
∂
√
g
∂xk
− 1
2
gij
∂gij
∂xk
.
Subsituting the formula for the derivative of a determinant (1.7) we obtain
∆ΣF · ∂F
∂xk
= 0.
Since k is arbitrary we conclude that ∆ΣF is orthogonal to Σ.
Let us prove (1.8): writing the Laplacean in a local frame and differ-
entiating yields
∆ΣF =
1√
g
∂
∂xi
(√
ggij
∂F
∂xj
)
=
1√
g
∂
∂xj
(√
ggij
)
∂jF + g
ij ∂
2F
∂xi∂xj
.
Observing that the first term in the right hand side is tangent and using
(1.6) give
∆ΣF = (∆ΣF )
N =
(
gij
∂2F
∂xi∂xj
)N
= H.

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1.3 The area formula: first variation
We shall call area of Σ the n-dimensional Hausdorff measure of Σ, i.e.
A(Σ) := Hn(Σ). It may be computed by means of the area formula.
Theorem 1.7 (Area formula) Let F : Ω → Rn+m be a locally Lipschitz
and injective map of an open set Ω ⊂ Rn into Rn+m. Let Σ be the image of
F ; then
Hn(Σ) =
∫
Ω
√
det dF ∗(x)dF (x)dx, (1.9)
where dF ∗ : Rn+m → Rn is the transposed of dF .
For a proof of this theorem see [9] or [11].
If gij =
∂F
∂xi
· ∂F
∂xj
, we observe that (dF ∗dF )ij =
∑n+m
α=1
∂Fα
∂xi
∂Fα
∂xj
= gij
thus, being g = det gij ,
A(Σ) =
∫
Ω
√
g(x)dx. (1.10)
In particular
√
gdx is the area element of Σ expressed through the parame-
trization F so that, given an Hn Σ-integrable function f , we have∫
Σ
fdHn =
∫
Ω
f ◦ F√gdx.
First variation of the area
Definition 1.8 Given Σ ⊂ Rn+m at least C1, we consider a family of dif-
feomorphisms ϕt : R
n+m → Rn+m such that
1. ϕ(t, x) := ϕt(x) is C
2 in (−1, 1)× Rn+m;
2. there exists a compact K non intersecting ∂Σ (possibly empty) such
that ϕt(x) = x for each x /∈ K and t ∈ (−1, 1);
3. ϕ0(x) = x for each x ∈ Rn+m.
Proposition 1.9 Set Σt = ϕt(Σ) and X =
∂ϕt
∂t
∣∣
t=0
. Assume Σ to be at
least C1 and admitting a global parametrization F : Ω→ Rn+m. Then
d
dt
A(Σt)
∣∣∣
t=0
= −
∫
Σ
∆ΣF ·XdHn, (1.11)
where the Laplacien has to be read in the weak sense, that is
−
∫
Σ
∆ΣF ·X = −
∫
Ω
1√
g
∂
∂xj
(√
ggij
∂Fα
∂xj
)
Xα
√
gdx =
=
∫
Ω
√
ggij
∂Fα
∂xj
∂Xα
∂xi
dx =
∫
Σ
gij
∂Fα
∂xj
∂Xα
∂xi
dHn. (1.12)
12
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Here and subsequently, integration by parts, even if only formal, is justified
by being ϕt = Id outside a compact K non intersecting ∂Σ.
Proof Being ϕ differentiable and ϕ0(y) = y, we have
ϕt(y) = y + tX(y) + o(t), X(y) :=
∂ϕt
∂t
∣∣∣
t=0
. (1.13)
We differentiate the area formula (1.10) under the integral sign and use the
formula for the derivative of a determinant (1.7): set Ft(x) = ϕt(F (x)) and
gtij =
∂Ft
∂xi
· ∂Ft
∂xi
. All the derivatives with respect to t are computed for t = 0
and clearly g = g0.
d
dt
∫
Ω
√
gtdx =
∫
Ω
∂
√
gt
∂t
dx =
∫
Ω
1
2
√
g
(
ggij
∂gtij
∂t
)
dx. (1.14)
To compute
∂gtij
∂t we observe that, thanks to (1.13),
∂ϕt(F (x))
∂xi
= ∂F
∂xi
+ t ∂X
∂xi
+
o(t) and substituting into (1.14) yields
∫
Ω
1
2
√
g
(
ggij
∂gtij
∂t
)
dx =
=
∫
Ω
1
2
√
ggij
∂
∂t
(( ∂F
∂xi
+ t
∂X
∂xi
+ o(t)
) · ( ∂F
∂xj
+ t
∂X
∂xj
+ o(t)
))
dx =∫
Ω
1
2
√
ggij
(∂X(F (x))
∂xi
· ∂F
∂xj
+
∂F
∂xi
· ∂(X(F (x))
∂xj
)
dx. (1.15)
Due to the symmetry of gij the last term becomes∫
Ω
√
ggij
∂X(F (x))
∂xi
· ∂F
∂xj
dx = −
∫
Σ
∆ΣF ·X. (1.16)

Proposition 1.10 Let Σ, ϕt and X be as in proposition 1.9. Then
d
dt
A(Σt)
∣∣∣
t=0
=
∫
Σ
divΣX.
Remark Differently from proposition 1.9, this proposition doesn’t require
the existence of a global parametrization, thus it may be considered more
intrinsic. •
Proof Let an arbitrary basis of TpΣ be given, say {v1, . . . , vn}, and set
gij = vi · vj . Then, by linearity
divΣX = gij∇viX · vj .
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Consequently, choosing a local parametrization F in p, setting vi :=
∂F
∂xi
and
using ∇ ∂F
∂xi
X = ∂X(F )
∂xi
we obtain
divΣX = gij
∂X(F (x))
∂xi
· ∂F
∂xj
.
We conclude by comparison with (1.15). 
Remark Propositions 1.9 and 1.10 characterize the first variation of the
area of a submanifold in the only hypothesis that the submanifold is C1.
Actually less is needed: both propositions may be repeated verbatim for
Lipschitz submanifolds using Rademacher’s theorem, see the appendix. •
Now we see how the mean curvature gets involved in the definition of
minimal surface and first variation.
Proposition 1.11 Let Σ be a C2 submanifold and let be given a variation
ϕt with variation field X. Then the first variation of the area of Σ with
respect to ϕ is
d
dt
A(Σt)
∣∣∣
t=0
= −
∫
Σ
H ·X. (1.17)
Proof Plug (1.8), holding for C2 submanifolds, into proposition 1.9. 
1.4 Minimal surfaces
By minimal surface we mean a submanifold Σ whose area is stationary with
respect to compactly supported variations keeping its boundary fixed:
Definition 1.12 (Minimal surface) Let Σ be a Lipschitz n-submanifold
of Rn+m. We shall say that Σ is minimal if for every variation ϕt, definition
1.8, we have
d
dt
∣∣∣
t=0
A(Σt) = 0.
Thanks to propositions 1.9, 1.10 and 1.11, we have the following
proposition characterizing minimal surfaces.
Proposition 1.13 Given a Lipschitz submanifold Σ of Rn+m, the following
are equivalent:
1. Σ is minimal;
2. for every vector field X ∈ C10 (Rn+m;Rn+m) such that X = 0 in a
neighbourhood of ∂Ω ∫
Σ
divΣX = 0;
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3. for each local parametrization F : Ω→ Σ we have ∆ΣF = 0 weakly.
Moreover, if Σ ∈ C2, the preceding statements are equivalent to H = 0.
Proof We have proved that 2⇒ 1 and 3⇒ 2. 2⇒ 3 is also true because
0 =
∫
Σ
divΣX = −
∫
Σ
∆ΣF ·X.
Being X arbitrary we conclude that ∆ΣF = 0.
In order to prove that 1⇒ 2, it’s enough to prove that for every vector
field X ∈ C10 (Rn+m;Rn+m) vanishing in a neighborhood of ∂Σ we may find
a family of diffeomorphisms ϕt as in definition 1.8 satisfying
∂ϕt
∂t
∣∣
t=0
= X.
This may be easily obtained locally: we define a family of variations ϕ
(i)
t
which may be glued together by means of a partition of unity.
The last claim is an immediate consequence of proposition 1.11. 
1.4.1 The minimal surface system
Consider a parametrizatione F : Ω → Rn+m of a Lipschitz submanifold
Σ ⊂ Rn+m. Thanks to proposition 1.13, Σ is miniml if and only if F satisfies
the following system, called minimal surface system:
n∑
i,j=1
∂
∂xi
(√
ggij
∂Fα
∂xj
)
= 0, α = 1, . . . , n+m, (1.18)
where g = det(gij), gij =
∂F
∂xi
· ∂F
∂xj
and (gij) = (gij)
−1.
The definition is well-posed and is intended in the weak sense, i.e., for
each ϕ ∈ C∞0 (Ω)
n∑
i,j=1
∫
Ω
√
ggij
∂Fα
∂xj
∂ϕ
∂xi
= 0.
1.4.2 Non parametric minimal surfaces
A non parametric surface Σ is the graph Gu of a Lipschitz function u : Ω→
R
m. Gu is clearly parametrized by the immersion
F := I × u : Ω→ Rn+m,
that is F (x) = (x, u(x)). In this case, the minimal surface system becomes
n∑
i=1
∂
∂xi
(√
ggij
)
= 0 j = 1, . . . , n
n∑
i,j=1
∂
∂xi
(√
ggij
∂uα
∂xj
)
= 0 α = 1, . . . ,m.
(1.19)
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Also the equazions of this system are to be read in the weak sense. It’s an
elliptic system in divergence form.
Actually, at least in the case of the graph of a C2 function, the system
(1.19) reduces to a quasilinear elliptic system in nondivergence form, as the
following proposition shows.
Proposition 1.14 Let be u ∈ C2(Ω). Then the system (1.19) is equivalent
to
n∑
i,j=1
gij
∂2uα
∂xi∂xj
= 0, α = 1, . . . ,m. (1.20)
Proof Let (1.20) hold true and set F (x) = (x, u(x)).
∆ΣF =
1√
g
∂
∂xi
(
√
ggij)
∂F
∂xj
+ gij
∂2F
∂xixj
.
The last term vanishes because gij ∂
2xk
∂xixj
= 0 for every k = 1, . . . , n and
gij ∂
2uα
∂xixj
= 0 by hypothesis. Since ∆ΣF ∈ NΣ and 1√g ∂∂xi (
√
ggij) ∂F
∂xj
is
tangent, we conclude that it has to vanish as well and, thus, ∆ΣF = 0.
Conversly, if (1.19) holds true and u is C2, then, thanks to proposition
1.13, H = 0. We conclude using (1.6). 
1.5 Singular values: the area-decreasing maps
From the area formula (1.9), we know that the area of the graph of a Lips-
chitz function u : Ω→ Rm is
A(Gu) =
∫
Ω
√
det(DF ∗DF )dx =
∫
Ω
√
det
(
I +Du∗Du
)
dx; (1.21)
there always exists a local frame in which Du and the area element have a
particularly simple form.
Proposition 1.15 (Singular value decomposition) Let be given A, an
m×n matrix. Then there exist U and V orthogonal matrices on Rm and Rn
respectively, such that B = UAV is a diagonal matrix: if B = {λαi}i=1,...,nα=1,...,m,
then λαi = 0 whenever α 6= i.
Proof For a proof see [27], theorem 7.7.1. 
Remark We may and do assume that λαi ≥ 0: indeed changing the sign of
the basis vectors is an orthogonal transformation. It’s obvious that maxλi =
|Du|. •
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An application of the singular value decomposition to the differential
Du yields Du∗Du = diag{λ21, . . . , λ2n}, where λi := λii if i ≤ m and λi = 0
otherwise. Thus
A(Gu) =
∫
Ω
√∏n
i=1(1 + λ
2
i (x))dx. (1.22)
Definition 1.16 Let u : Ω→ Rm be a Lipschitz map. Let {λi(x)}i=1,...,n be
the singular values of Du(x). We shall say that u is area-decreasing if there
exists ε > 0 such that for a.e. x ∈ Ω we have
λi(x)λj(x) ≤ 1− ε, 1 ≤ i < j ≤ n. (1.23)
The geometric meaning of the area-decreasing condition is the fol-
lowing: consider Du(x) restricted to a 2 dimensional subspace V of Rn.
Then for each A ⊂ V with H2(A) < ∞ we have H2(Du(x)(A)) < H2(A).
Equivalently the Jacobian of Du(x)
∣∣
V
is less than 1.
Remark If m = 1, that is u : Ω → R, then u is area-decreasing. This
follows immediatly from the definition because the nonzero singular values
of Du(x) correspond to a basis of the image of Du(x) and therefore in (1.23)
λi and λj cannot be both nonzero. Actually it’s natural for a scalar function
to be area-decreasing, since H2(R) = 0. •
As we shall see, in the area-decreasing category it’s possible to prove
existence, regularity and rigidity theorems for minimal graphs in arbitrary
codimension which are natural generalizations of the corresponding theorems
in codimension 1.
1.6 Statement of the non parametric problem of
Plateau
The non parametric, or Cartesian, Plateau problem requires to find graphs
of least area with prescribed boundary. The boundary Γ is given as the
graph of a smooth given map
ψ : ∂Ω→ Rm, Γ = Gψ
where Ω is C∞ domain in Rn.1 Consider the set of Lipschitz n-submanifolds
A =
{
Σ ⊂ Rn+m : ∂Σ = Γ}.
Such a set is nonempty being the homology of Rn+m trivial.
1that is, every point x ∈ ∂Ω has a neighborhood diffeomorphic to a half space of
dimension n.
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We shall discuss the following problems:
Problem 1: Existence of minimizers
Is it possible to find an application u ∈ Lip(Ω;Rm) such that Gu ∈ A and
A(Gu) ≤ A(Σ), ∀Σ ∈ A?
Weakening the problem.
Problem 2: Existence of critical points
Does it exist u ∈ Lip(Ω;Rm) such that Gu ∈ A and whose graph has vanish-
ing first variation?
Problem 3: Stability
Does a solution of problem 2 also solve problem 1? Is it at least stable, that
is, small variations don’t diminish the area?
Problem 4: Uniqueness
Is a solution of problem 1 or problem 2 unique?
Problem 5: Regularity
Is a solution of problem 1 or problem 2 regular?
We shall not discuss the analogous problems arising when searching
for minimizing or stationary graphs in the class
B = {Gv : v ∈ Lip(Ω;Rm), ∂Gu = Γ}.
Nontheless we shall see that in codimension 1 the two classes of prob-
lems are often very close together.
1.6.1 The Dirichlet problem
For every map ψ : Ω→ Rm, we shall call Dirichlet problem for the minimal
surface system the following system:
n∑
i=1
∂
∂xi
(√
ggij
)
= 0 j = 1, . . . , n
n∑
i,j=1
∂
∂xi
(√
ggij
∂uα
∂xj
)
= 0 α = 1, . . . ,m.
uα
∣∣
∂Ω
= ψα
∣∣
∂Ω
α = 1, . . . ,m.
(1.24)
The Dirichlet problem is equivalent to problem 2 thanks to proposition
1.13 and the solutions of problem 1 also solve the Dirichlet problem because
the first variation of a minimizing surface vanishes.
The regularity problem is intimately connected to the nature of the
minimal surface system and, in codimension 1, to the minimal surface equa-
tion (2.3).
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We observe that if u ∈ C2(Ω) ∩ C0(Ω), due to proposition 1.14, the
system (1.24) is equivalent to
n∑
i,j=1
gij
∂2uα
∂xi∂xj
= 0 α = 1, . . . ,m
uα
∣∣
∂Ω
= ψα
∣∣
∂Ω
α = 1, . . . ,m.
(1.25)
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Chapter 2
Codimension 1
2.1 Convexity of the area
Let Ω be a convex smooth domain in Rn. In codimension 1 the area func-
tional, defined on the space Lip(Ω), may be easily rewritten as
A(u) =
∫
Ω
√
1 + |Du|2dx. (2.1)
Proposition 2.1 (Convexity) The area functional
A : Lip(Ω)→ R
in codimension 1 is stricly convex, that is
A(λu+ (1− λ)v) ≤ λA(u) + (1− λ)A(v),
for every u, v ∈ Lip(Ω) and λ ∈ (0, 1) and equality holds if and only if
u = v + c for some c ∈ R.
Proof Observe that f(x) =
√
1 + x2 is a stricly convex function, being its
second derivative
f ′′(x) =
1
(1 + x2)
3
2
> 0.
Then the area functional is composition of a linear map (u→ Du), a convex
function (p → |p|), another convex function (x → √1 + x2) and a linear
functional (the integral on Ω). Since composition of convex functions is
convex, we have the convexity of the area. To verify that this convexity is
strict, let u, v be such that u 6= v + c. Then∫
Ω
√
1 + |D(λu+ (1− λ)v|2dx ≤
∫
Ω
√
1 + (λ|Du|+ (1− λ)|Dv|)2 <
< λA(u) + (1− λ)A(v). (2.2)
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The last inequality is strict because Du 6= Dv. 
Remark Convexity is one of the most important properties of the area
functional in codimension 1 and it marks a decided difference between the
Plateau problem in codimension 1 and higher. Indeed, as we shall see,
existence and uniqueness of graphs of least area in codimension 1 is linked
to convexity. Such results are false in higher codimension as we shall see in
the counterexamples of Lawson and Osserman. •
2.2 Uniqueness and stability
Theorem 2.2 In codimension 1 the graph of a Lipschitz solution u : Ω→ R
of the minimal surface system (1.19) minimizes the area among the graphs of
Lipschitz functions v such that u = v on ∂Ω. Moreover u satisfies the mini-
mal surface equation in divergence form which is equivalent, in codimension
1, to the minimal surface system:
Di
Diu√
1 + |Du|2 = 0. (2.3)
This solution is unique.
Equation (2.3) is meant to be read in the weak sense.
Proof 1. The minimal surface system implies that the first variation of the
area of the graph Gu vanishes. In particular, for a given function ϕ ∈ C1c (Ω)
we have
0 =
d
dt
∣∣∣
t=0
A(u+ tϕ) =
∫
Ω
∂
∂t
√
1 + |Du+ tDϕ|2dx = −
∫
Ω
DiuDiϕ√
1 + |Du|2 dx,
(2.4)
which is the minimal surface equation in divergence form (2.3).
2. Equation (2.4) says that u is a critical point for the area functional.
On the other hand convexity implies
A(v) ≥ A(u) + d
dt
∣∣∣
t=0
A(u+ tv) = A(u).
3. Uniqueness follows by strict convexity of A, which implies that,
given u 6= v solutions to the minimal surface equation, we have
A
(
u+ v
2
)
<
1
2
(A(u) +A(v)) = A(u).
The equality follows from u and v being minimizers and this contradicts the
inequality. 
Remark In the class of Lipschitz functions, the minimal surface equation
in divergence form (2.3) is equivalent to the minimal surface system (1.19).
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This means that in order to verify the vanishing of the first variation, it’s
enough to consider deformations of the form u + tϕ, called non-parametric
deformations. We may reduce ourselves to consider such a kind of variations
because, being Du bounded, a parametric variation ϕt, for t small enough
preserves the property of being a graph. •
2.2.1 Stability under parametric deformations
We have shown that, given a solution to the minimal surface equation in
Ω, its graph minimizes the area among all graphs on Ω having the same
boundary (theorem 2.2). Actually, more is true, as the following theorem
shows.
Theorem 2.3 Let u : Ω → R be a given Lipschits solution to the minimal
surface equation (2.3) in Ω. Then:
1. if Ω is homotopically trivial (for instance, Ω convex, star-shaper or
contractile), then the graph of u minimizes the area among every Lip-
schitz submanifold Σ ⊂ Ω×R having the same boundary;
2. if Ω is convex, then the graph of u minimizes the area among all the
Lipschitz submanifolds Σ ⊂ Rn+1 having the same boundary.
The proof is based on the existence of a calibration, that is an exact
n-form ω of absolute value at most 1, whose restriction to Gu is the area
form.
Proposition 2.4 (Calibration) Let ω be an exact n-form in Ω×R, such
that |ω| ≤ 1, that is ∑
1≤i1<...<in≤n+1
ω2i1···in ≤ 1.
Let a Lipschitz submanifold Σ0 ⊂ Ω×R with regular boundary be given and
assume that ω
∣∣
Σ0
is the volume form of Σ0. Then the area of Σ0 is least
among the Lipschitz submanifolds Σ ⊂ Ω×R such that ∂Σ = ∂Σ0.
Proof Being ω exaxt, we may find an (n− 1)-form η such that dη = ω. Let
Σ be as in the statement of the proposition; then, by Stokes’ theorem and
since the two submanifolds have the same boundary,∫
Σ−Σ0
ω =
∫
∂Σ−∂Σ0
η = 0.
On the other hand, since |ω| ≤ 1,
A(Σ) ≥
∫
Σ
ω =
∫
Σ0
ω = A(Σ0).
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
Proof of the theorem We prove separately the two claims.
1. We consider in Ω× R the calibration form
ω(x, y) :=
(∑n
i=1(−1)n−i+1Diu(x)d̂xidy
)
+ dx1 · · · dxn√
1 + |Du|2 .
The minimal surface equation (2.3) implies dω = 0; being Ω×R homotopi-
cally trivial, its de Rham cohomology is zero, thus ω is exact. Moreover
|ω| = 1 and the restriction of ω to Gu is the volume form of Gu, thus ω is a
calibration for Gu and proposition 2.4 applies because ∂Gu is smooth.
2. The second claims follows from the first one: let Σ ⊂ Rn+1 whose
boundary be ∂Gu, hence contained in Ω×R. The projection of Σ onto Ω×R
is well defined in the following way: for each x ∈ Rn let π1(x) be the point
of Ω of least distance from x. Such a point exists by convexity of Ω. Then
π(x, y) := (π1(x), y), ∀x ∈ Rn, ∀y ∈ Rm.
This projection doesn’t increase the area; to the Lipschitz surface (possibly
with multiplicity) obtained we apply step 1 and get
A(Σ) ≤ A(π(Σ)) ≤ A(Gu).

Remark The hypothesis on Ω are necessary: in [14] R. Hardt, C. P. Lau
and Fang-Hua Lin proved the existence of a solution of the minimal surface
equation whose graph doesn’t minimize the area among the n-submanifolds
of Rn+1 having the same boundary. •
2.3 Existence
Let Ω ⊂ Rn be an open, smooth, connected and bounded domain. As we
have seen, the solvability of the Cartesian problem of Plateau in codimension
1 is deeply tied to the solution of the minimal surface equation. In the
following theorem we show that, under suitable hypothesis on ∂Ω, it is
possible to find a smooth solution to the minimal surface equation with
arbitrarily prescribed boundary value. This, thanks to proposition 1.14, is
equivalent to the solution of the problem of Dirichlet.
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ
u = ψ su ∂Ω
(2.5)
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with u, ψ ∈ C∞(Ω) ∩ C0(Ω), gij = δij + DiuDju and (gij) = (gij)−1. Ex-
plicitily
gij(Du) = δij − DiuDju
1 + |Du|2 .
Remark Equation (2.5) is quasilinear and elliptic. On the other hand, it is
not uniformly elliptic, that is we cannot find λ > 0 such that
gij(p)ξiξj ≥ λ|ξ|2, ∀ξ, p ∈ Rn.
In general we prove that the ellipticity constant λ depends (only) on |p|,
lemma 4.10, in a suitable way. In particular we know that, for |p| → +∞,
λ→ 0 slowly enough, see (4.13). •
To prove the existence theorem 2.17, we use a method based on the
fixed point theorem of Caccioppoli-Schauder.
Theorem 2.5 Let T : K → K a completely continuous operator1 which
sends a convex, closed, bounded subset K of a Banach space B into itself.
Then T has a fixed point, meaning that there exists x ∈ K such that T (x) =
x.
Proposition 2.6 Let a Banach space B be given and consider a completely
continuous operator T : B → B and M > 0 such that for each pair (σ, u) ∈
[0, 1] ×B satisfing u = σTu we get ‖u‖ < M . Then T has a fixed point.
Proof Let K = {u ∈ B | ‖u‖ ≤M} and define the operator
T (u) :=

T (u) if T (u) ∈ K
M
T (u)
‖T (u)‖ if T (u) ∈ B\K
T send K into itself, so that the fixed-point theorem of Caccioppoli-
Schauder, theorem 2.5, implies that T has a fixed point u ∈ K. Were
‖T (u)‖ ≥M , we’d have
u =
M
‖T (u)‖T (u),
M
‖T (u)‖ ∈ [0, 1], (2.6)
thus ‖u‖ < M by hypothesis, absurd because (2.6) implies that ‖u‖ = M .
So ‖u‖ < M and T (u) = T (u) = u. 
We shall apply this theorem to the Banach space of functions with
Ho¨lder continuous first derivatives B = C1,α(Ω):
1continuous and sending bounded sets into relatively compact sets; we do not assume
T to be linear.
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Definition 2.7 (Ho¨lder functions) A function u := Ω → Rd is said to
be Ho¨lder continuous with Ho¨lder constant α ∈ (0, 1] if
[u]α := sup
x,y∈Ω,
x 6=y
|u(x)− u(y)|
|x− y|α < +∞.
Clearly every Ho¨lder continuous function is continuous; the vector space of
such functions is denoted by C0,α(Ω) and, endowed with the following norm,
is a Banach space:
‖u‖0,α := ‖u‖C0 + [u]α.
At the same time we define the spaces Cr,α with r ∈ N as the spaces of
functions whose derivatives up to the r-th order are Ho¨lder continuous; the
corresponding norm is
‖u‖r,α := ‖u‖Cr + [Dru]α
where we consider Dru as a function Rd-valued for some d.
We consider on B = C1,α(Ω) the operator T˜ associating to a function
u ∈ C1,α the only solution v to the following Dirichlet problem, whose
existence is granted by the theorem which follows.
n∑
i,j=1
gij(Du)
∂2v
∂xi∂xj
= 0 inΩ
v = ψ on ∂Ω.
(2.7)
Such a solution exists in C2,α(Ω). Indeed Du ∈ C0,α(Ω), thus the co-
efficients gij(Du) are Ho¨lder continuous theorem 2.8 applies. The inclusion
operator π : C2,α(Ω) → C1,α(Ω) is compact thanks to the corollary 2.10 to
Ascoli-Arzela`’s theorem. We want to show that, under suitable hypothesis
on Ω, the operator
T := π ◦ T˜ : C1,α(Ω)→ C1,α(Ω) (2.8)
is completely continuous, verifies the a priori estimate of proposition 2.6
and, consequently, has a fixed point, solution of (2.5).
Theorem 2.8 Let aij ∈ C0,α(Ω) be given and assume that they are elliptic
and bounded, that is such that we may choose λ,Λ > 0 giving
λ |ξ|2 ≤
n∑
i,j=1
aij(x)ξiξj ≤ Λ |ξ|2 , ∀x ∈ Ω. (2.9)
Then the Dirichlet problem
n∑
i,j=1
aij(x)
∂2u
∂xi∂xj
in Ω
u = ψ on ∂Ω
(2.10)
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admits one and only one solution in C2,α(Ω). Moreover there exists a con-
stant C = C(Ω, λ,Λ) such that
‖u‖2,α ≤ C(Ω, λ,Λ) ‖ψ‖2,α . (2.11)
2.3.1 The theorem of Ascoli and Arzela`
A sequence of functions uj : Ω → R is said to be equicontinuous if for each
x0 ∈ Ω, ε > 0 there exists δ > 0 such that
|uj(x)− uj(x0)| < ε, ∀x ∈ Bδ(x0), ∀j.
The same sequence uj is said to be equibounded if there exists M > 0 such
that
|uj(x)| ≤M, ∀x ∈ Ω,∀j.
Theorem 2.9 (Ascoli-Arzela`) Every equibounded and equicontinuous se-
quence of functions
uj : Ω→ R
admits a subsequence converging uniformly on compact subsets.
Corollary 2.10 The immersion Cr,α(Ω) → Cr(Ω), 0 < α ≤ 1, r ∈ N, is
compact.
Proof Let uj be bounded in C
r,α(Ω), that is ‖uj‖r,α ≤ M for some M >
0. Then the derivatives of highest order are equicontinuous thanks to the
estimate
|Drj (x)−Drj (y)| ≤ K|x− y|α, ∀j ∈ N, x, y ∈ Ω.
Moreover the lower order derivatives are equicontinuous by boundedness of
the highest order derivatives. Applying the theorem of Ascoli and Arzela`
to each derivative we conclude that there exists a subsequence for which all
the derivatives of order less than r converge uniformly. 
2.3.2 A priori estimates
We give an a priori estimate in C2,α(Ω) of the solutions of u = σTu, σ ∈
[0, 1], being T defined in (2.8).
Such an estimate may be obtained in four steps:
1. supΩ |u|
2. sup∂Ω |Du|
3. supΩ |Du|
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4. ‖u‖1,α
First of all, we observe that u = σTu is equivalent to
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ
u = σψ on ∂Ω.
(2.12)
Proposition 2.11 (Elliptic maximum principle) Let aij ∂
2
∂xi∂xj
be an
elliptic operator, i.e.
n∑
i,j=1
aij(x)ξiξj ≥ λ|ξ|2, ∀ξ ∈ Rn,
for some λ > 0; let arbitrary real-valued functions bk be given. Then a
solution u ∈ C2(Ω) ∩ C0(Ω) to
n∑
i,j=1
aij(x)
∂2u
∂xi∂xj
(x) +
n∑
k=1
bk(x)
∂u
∂xk
(x) ≥ 0, (2.13)
satisfies
sup
Ω
u = max
∂Ω
u.
Remark Applying the maximum priciple to −u we obtain that if
n∑
i,j=1
aij(x)
∂2u
∂xi∂xj
+
n∑
k=1
bk(x)
∂u
∂xk
(x) ≤ 0,
then
inf
Ω
u = min
∂Ω
u.
•
Proofs of the maximum principle are available in almost every book
of second order PDE, for instance [12].
Since for a fixed u equation (2.7) is linear and uniformly elliptic2 , the
first step is a simple application of the maximum principle to the solution
u, thus
sup
Ω
|u| ≤ sup
∂Ω
|ψ| .
2for a fixed u, aij(x) := gij(Du(x)) is a function depending only on the variable x;
being |Du(x)| bounded x, lemma 4.10 implies the uniform ellipticity of aij .
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2.3.3 Boundary gradient estimates
In order to have boundary gradient estimates we use barriers; they enable
us to prove proposition 2.13.
The gradient estimates are one of the things most distinguishing the
various functionals in the calculus of variations. The costruction of barriers,
indeed, is closely related to the structure of the equation (or system), i.e.
the coefficients gij , particularly to the behaviour of the ellipticity constant.
Lemma 2.12 Let u, v ∈ C2(Ω) ∩ C0(Ω) be such that
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ
n∑
i,j=1
gij(Dv)
∂2v
∂xi∂xj
≤ 0 inΩ
u ≤ v on ∂Ω
(2.14)
Then u ≤ v on all of Ω.
Proof By the mean value theorem of Lagrange there exists ξ ∈ (0, 1) such
that
gij(Du) = gij(Dv) +
n∑
k=1
∂gij
∂pk
(ξDv + (1− ξ)Du)
( ∂u
∂xk
− ∂v
∂xk
)
.
Subtracting in the previous system and setting w := v − u we get
n∑
i,j=1
gij(Dv)
∂2w
∂xi∂xj
+
n∑
k=1
bk
∂w
∂xk
≤ 0 inΩ
w ≥ 0 on ∂Ω
(2.15)
to which the maximum principle, proposition 2.11, applies. This yields
w ≥ 0 in Ω. 
We have the tools to construct barriers. Let d : Ω → R the function
distance from the boundary, smooth in a neighborhood of the boundary (Ω
is a smooth domain). We define
Nr :=
{
x ∈ Ω ∣∣ d(x) < r} , Γr := {x ∈ Ω | d(x) = r};
these domains are smooth for r small enough and, consequently, we shall
always consider r small. We consider on Nr a function v of type
v(x) = ψ(x) + h(d(x)),
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where h : [0, r]→ R+ is smooth and satisfies
h(0) = 0, h′(t) ≥ 1, h′′(t) ≤ 0. (2.16)
With these choices we get
(1 + |Dv|2)
n∑
i,j=1
gij(Dv)vij ≤ h′′ + Ch′2 + h′3∆d.
The behaviour of ∆d is determined by the mean curvature of ∂Ω : if
∂Ω has nonnegative mean curvature ∆d ≤ 0,3 thus,
(1 + |Dv|2)
n∑
i,j=1
gij(Dv)vij ≤ h′′ + Ch′2.
Now, setting h(d) = k log(1 + ρd), we may choose the constants k and ρ
in such a way that conditions (2.16) are satisfied, h(r) ≥ 2 sup∂Ω |ψ| and
h′′ + C(h′)2 ≤ 0, thus
n∑
i,j=1
gij(Dv)
∂2v
∂xi∂xj
≤ 0 inNr
v ≥ u on ∂Nr
(2.17)
This, together with lemma 2.12, implies u ≤ v in Nr. Being u = v on ∂Ω
we obtain
u(x)− u(y)
|x− y| ≤
v(x)− v(y)
|x− y| , x ∈ Ω, y ∈ ∂Ω. (2.18)
The construction of a lower barrier yields the opposite inequality and the a
priori boundary gradient estimate:
Proposition 2.13 Let Ω be such that ∂Ω has everywhere nonnegative mean
curvature. Then there exists a constant c = c(Ω, ψ) such that, for each
σ ∈ [0, 1], every solution of the minimal surface equation with prescribed
boundary data σψ 
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ
u = σψ on ∂Ω.
(2.19)
satisfies
sup
∂Ω
|Du| ≤ c.
3see [13] or [12]
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Proof The barriers v+ and v− constructed for ψ work also for σψ. For a
fixed y ∈ ∂Ω and a suitable orthonormal frame in y, we have
Du(y) =
(
D∂Ωu(y),Dνu(y)
)
,
being ν the interion normal to ∂Ω in y. Since u = ψ on ∂Ω we have
D∂Ωu = D∂Ωψ, while (2.18) estimates the normal component Dνu:
−kρ = Dνv− ≤ Dνu ≤ Dνv+ = kρ,
thus |Dνu| ≤ kρ. 
2.3.4 Interior gradient estimates
The interior gradient estimates are consequence of the boundary gradient
estimates thanks to the following lemma of Rado`.
Lemma 2.14 Let u be a solution to the minimal surface equation (2.5),
then
sup
{ |u(x)− u(y)|
|x− y|
∣∣∣x, y ∈ Ω} = sup{ |u(x)− u(y)||x− y| ∣∣∣x ∈ Ω, y ∈ ∂Ω
}
(2.20)
Proof Let x1, x2 ∈ Ω, x1 6= x2 and τ = x2 − x1. Define
uτ (x) := u(x+ τ),
Ωτ := {x : x+ τ ∈ Ω}.
Both u and uτ minimize in Ω ∩ Ωτ , which is nonempty. By the comparison
principle, there exists z ∈ ∂(Ω ∩ Ωτ ) such that
|u(x1)− u(x2)| = |u(x1)− uτ (x1)| ≤ |u(z) − uτ (z)| = |u(z) − u(z + τ)|.
Observe that ∂(Ω ∩ Ωτ ) ⊂ (∂Ω ∪ ∂Ωτ ) and, thus, at least one of the points
z, z + τ belongs to ∂Ω. Moreover both z and z + τ belong to Ω. 
Thanks to this lemma and the maximum principle for u and the barri-
ers built in Nr it’s easy to show that there is an a priori estimates of the right
hand side of (2.20). The left part gives an obvious estimate of supΩ |Du| ,
and this yields the interior gradient estimates:
Proposition 2.15 There exists a constant C = C(Ω, ψ) such that, for each
σ ∈ [0, 1], a solution u of the minimal surface equation with boundary data
σψ (2.19) satisfies
sup
Ω
|Du| ≤ C.
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2.3.5 The C1,α(Ω) a priori estimates
In proposition 2.15 and by the maximum principle we have established an
a priori C1(Ω) estimate for the solutions of (2.19), that is an estimate of
supΩ |u| + supΩ |Du| . To apply the fixed point theorem of Caccioppoli-
Schauder we need a C1,α(Ω) estimate. Such an estimate comes from a
theorem of De Giorgi, theorem 2.21, and has been obtained in its global
version by O. Ladyzˇhenskaya and N. Ural’tseva [22].
Proposition 2.16 Let u be a C2(Ω) solution of
n∑
i=1
Di
Diu√
1 + |Du|2 in Ω,
u = ψ on ∂Ω,
with ψ ∈ Lip(Ω). Then, for some α > 0, the following a priori estimate
holds:
‖u‖1,α ≤ C (Ω, λ,Λ) ‖ψ‖1,α .
Proof The a priori estimates of supΩ |u| + supΩ |Du| have already been
proved. We may differentiate the minimal surface equation as in proposition
2.22; this doesn’t require the difference quotient method because we are
assuming that u ∈ C2(Ω). We obtain
Di(a
ij(Du)Djw) = 0, w := Dsu,
with elliptic and bounded coefficients
aij(x) =
1√
1 + |Du|2
(
δij − DiuDju
1 + |Du|2
)
,
λ|ξ|2 ≤
n∑
i,j=1
aijξiξj ≤ Λ|ξ|2. (2.21)
The ellipticity and boundedness constants λ and Λ are estimated a priori
because they depend only on supΩ |Du|: using lemma 4.10 yields
λ =
1
(1 + |Du|2) 32
,
while we may always choose Λ = 1. Applying the estimate (2.23) of the
theorem of De Giorgi we obtain an a priori estimate of ‖w‖C0,α(Ω) which,
being w = Dsu, is the thesis. 
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2.3.6 The existence theorem
Theorem 2.17 Let Ω be a smooth, bounded, connected domain whose bound-
ary has nonnegative mean curvature. Then for each ψ ∈ C2,α(Ω), there
exists a unique C∞(Ω) ∩ C2,α(Ω) solution to the Dirichlet problem for the
minimal surface equation (2.5).
Proof Uniqueness is consequence of the elliptic maximum principle given
in lemma 2.12.
Thanks to the Schauder estimates, see theorem 5.10, we only need to
prove the existence of a solution in C2,α(Ω).
Thanks to theorem 2.6 and the following remarks and propositions,
we have to prove only that the operator T = π ◦ T˜ is completely continu-
ous. Compactness is clear: the Schauder estimates 2.11 imply that T˜ sends
bounded subsets of C1,α(Ω) into bounded subsets of C2,α(Ω), which are im-
mersed as relatively compact subsets of C1,α(Ω) by π thanks to the theorem
of Ascoli-Arzela`, corollary 2.10. To prove continuity consider a sequence
u(k)
C1,α−−−→ u
and the corresponding sequence v(k) := T˜ u(k).
Given a subsequence u(k
′), thanks to the compact immersion C2,α →֒
C2, there exists a converging sub-subsequence u(k
′′) such that
v(k
′′) C
2−−→ v
We easily observe that also v is a solution to (2.7):
aij(Du(k
′′))(v(k
′′))ij= 0
C0,α
y yC0
aij(Du) vij = 0
(the sum over i and j is understood) and by uniqueness we have v = Tu.
The arbitrariness in the choice of the first subsequence implies
Tu(k)
C1,α−−−→ Tu
proving, thus, the continuity. 
There are existence theorems in C2,α(Ω) or in C2(Ω) ∩ C0(Ω) even
when the mean curvature condition on ∂Ω isn’t satisfied; in this case, any-
way, restrictions on the boundary data ψ are necessary. Indeed the mean
curvature condition is sharp:
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Proposition 2.18 Let x0 ∈ ∂Ω be a point where ∂Ω has negative mean
curvature. Then for each neighborhood U of x0 in Ω and every ε > 0 there
exists ψ : Ω→ R with sptψ ⊂ U and |ψ| < ε such that the Dirichlet problem
for the minimal surface equation with boundary data ψ is not solvable among
Lipschitz functions.
For a proof see [13], chapter 12.
2.3.7 Another existence theorem
Due to proposition 2.18, an existence theorem for domains with somewhere
negative mean curvature needs assumptions on the data ψ; such assumptions
cannot involve only a C0 estimate, thus conditions on the first derivatives
are quite natural. In this direction we have a theorem of Graham Williams
[45] which we state without proof.
Theorem 2.19 Let Ω ⊂ Rn be smooth and let be 0 < K < 1√
n−1 . Then
there exist δ, C > 0 such that, if
|ψ(x) − ψ(y)|
|x− y| ≤ K and |ψ(x)− ψ(y)| < δ ∀x, y ∈ Ω, x 6= y,
then the Dirichlet problem for the minimal surface equation with boundary
data ψ admits a solution in C∞(Ω) ∩ C0, 12 (Ω).
We, at last, cite theorem 4.2, which we shall prove. It guarantees
the existence in arbitrary codimension for sufficiently small boundary data
in the C2,α norm. Clearly Williams’ theorem is stronger because it yields
existence for boundary data small in the C1 norm; on the other hand this
theorem doesn’t generalize to arbitrary codimension.
2.4 Regularity
The regularity of solutions to the Dirichlet problem for the minimal sur-
face equations in the non-negative mean curvature case may be inferred by
existence in C2,α (theorem 2.17) and uniqueness (theorem 2.2).
We ask, more generally, whether the solutions to the minimal surface
equation are smooth inside Ω. The following theorem gives a positive answer.
Theorem 2.20 Let u : Ω→ R be a weak Lipschitz solution to the minimal
surface equation (2.3). Then u is analytic in Ω.
Proof That u is C1,α is an immediate consequence of theorems 2.21 and
2.22. The higher regularity is proved via Schauder estimates, as in theorem
5.10. 
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2.4.1 De Giorgi-Nash’s theorem
One of the most beautiful and important theorems in the theory of elleptic
equations was proved in 1957 by Ennio De Giorgi [5] and a few months later
independently by John Nash [33]. This theorem solves the 19th problem of
Hilbert:
Are the solutions of regular problems in the calculus of variations
always necessarily analytic?
Theorem 2.21 (De Giorgi-Nash) Assume the coefficients aij ∈ L∞(Ω)
are elliptic, that is such that (2.21) holds for some λ,Λ > 0. Then every
weak solution u ∈W 1,2loc of
Di(a
ijDju) = 0 (2.22)
is Ho¨lder continuous, i.e. u ∈ C0,αloc (Ω) for some α > 0. Moreover if u = ϕ
on ∂Ω, with ϕ ∈ Lip(Ω), then u ∈ C0,α(Ω), α = α(Ω, λ,Λ), and there is a
constant C = C(Ω, λ,Λ) such that
‖u‖C0,α(Ω) ≤ C ‖ϕ‖C0,α(Ω) . (2.23)
For the proof see [22], theorem 14.1 page 201. In order to apply
this theorem to the regularity theorem 2.20 we have to prove that the first
derivatives of u satisfy equation (2.22) for a suitable choice of aij . That’s
the content of the following proposition.
Proposition 2.22 Let A(p) := p√
1+|p|2 for each p ∈ R
n. Then the W 1,2loc
solutions of
divA(Du(x)) = 0,
that is, the solutions of the minimal surface equation are W 2,2loc functions.
Moreover, if we set w = Dsu (s = 1, . . . , n), we have
Di(a
ijDjw) = 0,
where aij(x) := ∂Ai
∂xj
(Du(x)) = 1√
1+|Du|2
(
δij − DiuDju
1+|Du|2
)
.
A proof may be found in [13], theorem C.1; it’s based on the difference-
quotient method. The point is to prove that the functions
τh,sDu(x) :=
Du(x+ hes)−Du(x)
h
, h ∈ (0, ε)
have L2 norm equibounded with respect to h. This implies D2u ∈ L2(Ω)
and the theorem, then is an easy computation.
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Chapter 3
The counterexamples of
Lawson and Osserman
The non-parametric theory of minimal surfaces in codimension 1 had been
well developed by the early ’70s: the problems of existence, uniqueness and
regularity had been positively solved. On the other hand, very little was
known on the non-parametric theory in higher codimension.
The counterexamples of Blaine Lawson and Robert Osserman, pub-
lished in 1977 in [25] show the reason of this: the results true in codi-
mension 1 are false in higher codimension. In particular, the existence of
minimal graphs (solutions of the minimal surface system (1.19)) with pre-
scribed boundary value is not guaranteed even for very regular domains.
Also the uniqueness of the solution is false; moreover the solutions of the
minimal surface system, which in codimension 1 minimize the area thanks
to the convexity of the area functional, in higher codimension are not neces-
sary stable. Finally, the smoothness of Lipschitz minimal graphs, provided
in codimension 1 by the theorem of De Giorgi [5], is not true in higher codi-
mension and in [25] a Lipschitz but non C1 minimal graph is shown. This
is optimal because in [15] this cone is proved to minimize the area, while
in [30] Morrey proved that a C1 solution to the minimal surface system is
analytic.
3.1 Non existence
The existence theorem in codimension 1, theorem 2.17, requires a geometric
hypothesis on the domain Ω, namely that the mean curvature of ∂Ω is
everywhere non-negative and that Ω be regular. If this is the case, we have
existence for every smooth boundary data. The following counterexample
of Lawson and Osserman shows that, in codimension greater than 1, these
hypothesis are not sufficient.
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Theorem 3.1 Let ψ : Sn−1 → Sm−1 be of class C2 non homotopic in Sm−1
to a constant map, n > m ≥ 2. Then there exists R0 > 0 depending on ψ
such that the Dirichlet problem for the minimal surface system in Bn
n∑
i=1
∂
∂xi
(√
ggij
)
= 0 j = 1, . . . , n
∂
∂xi
(√
ggij
∂uα
∂xj
)
= 0 α = 1, . . . ,m
uα
∣∣
∂Ω
= Rψα
∣∣
∂Ω
α = 1, . . . ,m,
(3.1)
has no solution if R ≥ R0.
Lemma 3.2 Let Σ ⊂ U be a Lipschitz manifold of class C2 in a neighbor-
hood V of its boundary. Then, if Σ is minimal in the sense of varifolds in
U ⊂ Rn+m open and bounded, we have
A(Σ) = 1
n
∫
∂Σ
x · ν(x)dHn−1(x), (3.2)
where ν(x) is the exterior normal to ∂Σ in x.
Proof Let
Σr := {x ∈ Σ : d(x, ∂Σ) ≥ r}.
By compactness of ∂Σ there exists r0 > 0 such that for r ≤ r0 we have
Σ\Σr ⊂ V . Using the function distance from the boundary, we build a
smooth function ϕr(x) = ϕr(d(x, ∂Σ)) such that
ϕr
∣∣∣
Σ\Σ r
2
= 0, ϕr
∣∣∣
Σr
= 1, 0 ≤ ϕr ≤ 1.
Consider the vector fields X(x) = x and X˜(x) = ϕr(x)X(x). Since Σ is
minimal and X˜ ∈ C10 (Σ) we obtain
0 =
∫
Σ
divΣ X˜dHn =
∫
Σ
∇Σϕr ·XdHn +
∫
Σ
ϕr div
ΣXdHn.
The last term, being divΣX = n, satisfies∫
Σ
ϕr div
ΣXdHn → nA(Σ).
Being ϕr a function of the distance, we have∫
Σ
∇Σϕr ·XdHn =
∫
Σ\Σr
∇Σϕr ·XdHn →
∫
∂Σ
X · νdHn−1; (3.3)
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indeed ∇Σϕr ∼ ν ∂ϕr(ρ)∂ρ and
∫ r
0
∂ϕr(ρ)
∂ρ = 1 for every r. We obtain (3.3)
writing the integrals in charts and applying Fubini-Tonelli’s theorem. 
Proof of the theorem In the first two steps we prove two inequalities
giving an absurd.
1. Let u be a solution of (3.1) and let ΣR be its graph. If x ∈ ∂ΣR,
then |x| = √1 +R2. This, applied to (3.2), yields
A(ΣR) ≤
√
1 +R2
n
Hn−1(∂ΣR), (3.4)
where we consider ∂ΣR a C
2 submanifold of Rn+m of dimension n − 1 and
ΣR smooth in a neighborhood of the boundary. The regulatiry is given by
Allard’s theorem B.3. On the other hand
Hn−1(∂ΣR) = cRm−1 (3.5)
because, being π2(ΣR) ⊂ RSm−1, π2 : Rn+m → {0} ×Rm, we have that the
projection π2Tx∂ΣR is an (m− 1)-dimensional vector space in Rm. Thus a
homotety of Rm rescales the area of ∂ΣR by a factor R
m−1. Substituting
(3.5) in (3.4), we obtain
A(ΣR) ≤ c
√
1 +R2
n
Rm−1 ≤ c1Rm. (3.6)
2. Let u be again a solution of (3.1). We prove that the image of u
contains Bm. Were it not so, and were y0 ∈ Bn a point outside the image
of u, we would have a retraction
φ : Bm\{y0} → Sm−1.
We may, thus, define the homotopy
F : [0, 1] × Sn−1 → Sm−1
given by
F (t, x) = φ(u((1 − t)x)).
It’s clear that F (0, x) = ψ(x) and F (1, x) = u(0) for every x ∈ Sn−1,
contradicting the hypothesis on ψ.
Let x0 ∈ Bn be such that u(x0) = 0, and ζ := (x0, 0) ∈ ΣR. Take
(x, y) ∈ ∂ΣR. Then
|ζ − (x, y)| ≥ |y| = R,
whence
BR(ζ) ∩ ∂Σ = ∅.
By the monotonicity formula, proposition A.17, we have that for 0 < r ≤ R
the function
σ(r) :=
A(ΣR) ∩Br(ζ)
ωnrn
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is monotone increasing and limr→0+ σ(r) ≥ 1. This implies that σ(R) ≥ Rn,
that is
A(ΣR) ≥ A(ΣR) ∩BR(ζ) ≥ ωnRn. (3.7)
3. Combining (3.7) with (3.6) we have
ωnR
n ≤ A(ΣR) ≤ c1Rm. (3.8)
Since the exponent on the left is greater that the one on the right, this last
inequality cannot be true for a sequence Ri → +∞. Let
R0 = sup{R : ωnRn ≤ c1Rm} < +∞.
It’s clear that thanks to (3.8), ΣR cannot exist for R > R0. 
Remark The hypothesis n > m ≥ 2 doesn’t include the case of dimension
2. Actually there exists an important theorem due to T. Rado` [35] saying
that the Dirichlet problem for the minimal surface system in dimension 2
and arbitrary codimension is always solvable when continuous boundary
data are prescribed. Moreover such a solution u is continuous up to the
boundary and analytic in the interior. For a proof see [25]. •
3.2 Non uniqueness and non stability
We have remarked that a solution to the minimal surface equation with
prescribed boundary data is unique and minimizes the area among the other
graphs on Ω having the same boundary. Both uniqueness and stability are
not true in higher codimension.
Theorem 3.3 There exists an analytic function ψ : S1 → R3 such that the
minimal surface system (1.24) with boundary data ψ has at least 3 analytic
solutions. Moreover one of these is unstable.1
Sketch of the proof Lawson and Osserman define as boundary data a
function ψ symmetric: if Γ ⊂ R5 is the graph of ψ, then Γ = σ(Γ), where
σ(x1, x2, y1, y2, y3) := (−x2, x1,−y1,−y3, y2).
Rescaling such a function they define ΓR := Grψ.
Making use of Morse’s theory the prove the following proposition.
Proposition 3.4 Let F : B2 → R5 be a parametric minimal surface with
boundary data ΓR and let λ : R
5 → R be defined by
λ(x1, x2, y1, y2, y3) =: y1.
Then λ ◦ F has exactly one critical point in B2.
1A surface parametrized by a graph Gu is said to be unstable if for every ε > 0 there
exists v with |u− v| < ε and A(Gv) < A(Gu).
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Thanks to a work of Douglas [7], there exists a surface Σ ⊂ R5
parametrized by F : B2 → R5 (not necessarily a graph over B2) whose
boundary is ΓR and which minimizes the area among the Lipschitz surfaces
with boundary ΓR homeomorphic to B
2. Assume that such a surface is
unique. Then, by proposition 3.4, λ has only one critical point in Σ. Since
σ◦F parametrizes a surface having the same area (σ is an isometry) and with
the same boundary ΓR, if we assume that Σ is unique, we have Σ = σ(Σ)
and σ(p) = p by uniqueness of the critical point. It follows that p = 0 ∈ Σ.
The condition 0 ∈ Σ, and the non existece of other critical points,
the shape of ΓR and the symmetry of Σ imply AΣ ≥ 4πR; it’s not difficult,
anyway, to construct a surface Σ′ homeomorphic to B2 with boundary ΓR
and area
A(Σ′) ≤ (2π + ε)R2 +O(R) + π.
Consequently we have an absurd for R large enough. 
After proving the existence of two parametric area minimizing sur-
faces, the existence of a third parametric minimal surface follows from a
work of Morse and Tompkins [31]. Finally the three surfaces found are
non-parametric2 thanks to a theorem of Rado` [35].
Remark Thanks to this counterexample, the study of the minimal surface
system is not equivalent to the solution of the problem of Plateau. It’s clear
the difference with the codimension 1: a solution of the minimal surface
equation minimizes the area among graphs and, if Ω is convex, minimizes
the area also among the parametric surfaces (theorem 2.3). •
3.3 Non regularity: existence of minimal cones
The regularity problem for non-parametric minimal surfaces is tightly con-
nected to the nature of the minimal surface system. In codimension 1 this
system reduces to an elliptic equation in divergence form (2.3); solutions to
such an equation are smooth thanks to the theorem of De Giorgi [5]. There
is no analogous theorem for elliptic systems and we may see an example of
the difference between elliptic systems and elliptic equations in the following
example.
Theorem 3.5 Let η : S3 ⊂ R4 → S2 ⊂ R3 be the Hopf’s map defined by
η(z1, z2) = (|z1|2 − |z2|2, 2z1z2) ∈ R× C ∼= R3,
where (z1, z2) ∈ C2 ∼= R4. Then the Lipschitz, but not C1, map
u : R4 → R3
2namely they are the graph of a function.
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given by
u(x) =
√
5
2
|x|η
(
x
|x|
)
, x 6= 0 (3.9)
and u(0) = 0 satisfies the minimal surface system (1.19).
Sketch of the proof Consider the family of immersions
iα : S
3 → S6
given by
iα(x) :=
(
αx,
√
1− α2η(x)), 0 ≤ α ≤ 1.
Let SU(2) be the group of unitary matrices of determinant 1 in C2 and let
SO(3) be the group of orthogonal matrices of determinant 1 in R3. We know
that SO(3) ∼= SU(2)/Z2 whence there is a natural immersion
SU(2) →֒ SU(2)× SO(3),
through which SU(2) acts on S6 ⊂ R7. Thanks to a theorem of Wu-Yi
Hsiang [17], the orbits of highest volume of the action are minimal submani-
folds of S6.3 Using the symmetry of iα, it’s not difficult to show that iα(S
3)
is a principal orbit and that it’s enough to maximize the area among such
submanifolds of S6:
A(iα(S3)) = 2π2α(4− 3α2),
which attains it’s maximum in [0, 1] when α = 23 . Then i 23
(S3) is minimal
in S6, whence the cone C built on it is minimal in R7 because, in general,
the cone built on a minimal submanifold of Sn is a minimal submanifold
of Rn+1. Indeed the mean curvature of C in x has no component parallel
to x, thus is equal, up to rescaling, to the mean curvature of i 2
3
(S3) in S6.
Finally we verify that C is the graph of the function f defined in (3.9).
Remark Thanks to this counterexample the result of Morrey, theorem 5.10,
saying the a C1 solution to the minimal surface system is analytic, is sharp.
To prove a regularity result for Lipschitz solutions we need further hypoth-
esis: we will prove smoothness of Lipschitz minimal graphs which are area-
decreasing. •
3S6 is a Riemannian manifold. Given a submanifold Σ the Levi-Civita connections on
S6 and Σ are well defined. Consequently we define the mean curvature H of Σ in S6; this,
in general, doens’t agree with the mean curvature of Σ seen as a submanifold of R7. We
shall say that Σ is minimal in S6 if H = 0.
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Existence in arbitrary
codimension
The existence theorem in codimension 1 is based on the a priori boundary
estimates for the gradient of a solution u. These are obtained by using
barriers v satisfying
n∑
i,j=1
gij(Dv)
∂2v
∂xi∂xj
≤ 0. (4.1)
Actually, being the minimal surface system non linear, we should search for
barriers of the form
n∑
i,j=1
gij(Du)
∂2v
∂xi∂xj
≤ 0 (4.2)
and this is more difficult because, since we don’t know Du (this is what we
want to estimate!), we don’t know the ellipticity constant of the coefficients
gij(Du). In codimension 1 lemma 2.12 shows that the construction of bar-
riers satisfying (4.1) is enough, but, being this lemma false in codimension
greater than 1, we cannot generalize this procedure.
In this chapter we will show that, with suitable assumptions on the
C2 norm of the boundary data ψ, the construction of barriers is possible. In
order to do so, we shall use the parabolic system associated to the minimal
surface system (the mean curvature system) and the parabolic maximum
principle, showing that there are geometric quantities preserved along the
mean curvature flow. Because of the counterexample of Lawson and Os-
serman, theorem 3.1, it’s natural to introduce hypothesis on the boundary
data.
We will use the mean curvature flow to prove the existence of a Lip-
schitz solution to the minimal surface system; in the following chapter we
will prove that the solutions found here (not every solution, in general) are
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C∞. These results are due to Mu-Tao Wang, and appeared in 2003 and
2004 in [42] and [39].
In the section below, we prove a result which was well know at the
time of the counterexamples of Lawson and Osserman: a local existence
theorem based on the inverse function theorem.
4.1 Existence for C2,α-small data
We show that when ‖ψ‖2,α is small enough (depending on Ω), then the
Dirichlet problem for the minimal surface system (1.25) has a smooth solu-
tion. This section is independent of the other sections and its results won’t
be used in what follows.
Theorem 4.1 (Inverse function) Let E and F be Banach spaces and let
Φ : E → F be of class Cr, r ≥ 1. Assume that DΦx0 is an isomorphism
of Banach spaces1 for some x0 ∈ E. Then there exists U ⊂ E and V ⊂ F
open neighborhoods of x0 and Φ(x0) respectively such that Φ(U) = V ,
Φ
∣∣
U
: U → V
is invertible and the inverse is of class Cr.
The proof of this theorem is the same as the proof of the theorem in
R
n. For the details see [24].
Theorem 4.2 Given Ω ⊂ Rn open, connected and smooth, there exists a
constant C = C(Ω) such that if ‖ψ‖2,α < C, then the Dirichelt problem
for the minimal surface system with boundary data ψ (1.25) has a smooth
solution.
Proof We intend the sum over repeated indices and consider the Banach
space operator
Φ : C2,α(Ω;Rm)→ C0,α(Ω;Rm)× C2,α(∂Ω;Rm)
defined by
Φ(u) :=
(
gij(Du)
∂2u
∂xi∂xj
, u
∣∣
∂Ω
)
.
The differential of Φ in u is
dΦu(v) =
(
gij(Du)
∂2v
∂xi∂xj
+
∂gij
∂pβk
(Du)
∂vβ
∂xk
∂2u
∂xi∂xj
, v
∣∣
∂Ω
)
.
1this means that DΦx0 is invertible and its inverse is continuous. The latter hypothesis
is unnecessary thanks to the open mapping theorem: a linear continuous and surjective
map between Banach spaces is open.
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It’s easily seen that dΦ is continuous and that for u = 0 it reduces to
dΦ0(v) =
(
∆v, v
∣∣
∂Ω
)
;
inverting dΦ0 means: given f ∈ C0,α(Ω) and h ∈ C2,α(∂Ω), solve in C2,α(Ω)
the Dirichlet problem {
∆v = f in Ω
v = h on ∂Ω.
As well known this problem has always a solution in C2,α(Ω) and the solution
is unique (maximum principle). Thus the operator dΦ0 is invertible and its
inverse is continuous by the open mapping theorem.
Note that Φ(0) = 0; then the inverse function theorem 4.1 implies
the existence of a neighborhood of 0 V ⊂ C0,α(Ω)× C2,α(∂Ω) contained in
the image of Φ. In particular there exists C > 0 such that {0} × BC(0) is
contained in the image of Φ and this, together with theorem 5.10, concludes
the proof. 
4.2 Parabolic linear equations
We state, without proof, some results from the theory of parabolic linear
equations; a classical reference is the book of Ladyzˇhenskaya, Ural’tseva and
Solonnikov [23], see also Lieberman [28].
A second order linear parabolic equation is a differential equation
which may be written in the form
∂u
∂t
(x, t)−
n∑
i,j=1
aij(x, t)
∂2u
∂xi∂xj
(x, t) = 0 (4.3)
in a domanin ΩT := Ω× (0, T ) ⊂ Rn+1, where the coefficients aij are elliptic
and bounded, that meaning that there exist λ,Λ > 0 satisfying
λ|ξ|2 ≤ aij(x, t)ξiξj ≤ Λ|ξ|2, ∀ξ ∈ Rn.
If we may choose λ independently of x and t, then equation (4.3) is said to
be uniformly parabolic. We denote by ∂∗Ω the parabolic boundary of ΩT ,
that is
∂∗ΩT := Ω× {0} ∪ ∂Ω× [0, T ).
The parabolic maximum principle is the parabolic analogue of the elliptic
maximum principle 2.11:
Proposition 4.3 (Parabolic maximum principle) Given a solution u :
ΩT → R to the uniformly parabolic inequality
∂u
∂t
(x, t)−
n∑
i,j=1
aij(x, t)
∂2u
∂xi∂xj
(x, t) ≥ 0,
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we have
inf
ΩT
u = inf
∂∗ΩT
u,
while, if
∂u
∂t
(x, t)−
n∑
i,j=1
aij(x, t)
∂2u
∂xi∂xj
(x, t) ≤ 0,
we get
sup
Ωt
u = sup
∂∗ΩT
u.
We consider the initial-boundary data problem for a linear parabolic
equation with nonconstant coefficients
∂u
∂t
(x, t)−
n∑
i,j=1
aij(x, t)
∂2u
∂xi∂xj
(x, t) = 0 inΩT
u = ψ on ∂∗ΩT
(4.4)
and study its solvability in suitable weighted Ho¨lder spaces.
Definition 4.4 Let ΩT = Ω × (0, T ), with Ω ⊂ Rn smooth and bounded
domain; for u : ΩT → Rd, α ∈ (0, 1] we define the seminorms
[u]α = sup
X,Y ∈ΩT
X 6=Y
|u(X)− u(Y )|
|X − Y |α ,
where X = (x, t), Y = (y, s) and |X − Y | = max{|x− y| , |t− s|1/2} is the
parabolic distance;
[u]1,α = [Du]α
[u]2,α = [D
2u]α + [Dtu]α
We define the corresponding norms
‖u‖α = sup
ΩT
|u|+ [u]α
‖u‖1,α = sup
ΩT
|u|+ sup
ΩT
|Du|+ [u]1,α
‖u‖2,α = sup
ΩT
|u|+ sup
ΩT
|Du|+ sup
ΩT
D2u+ sup
ΩT
|ut|+ [u]2,α
We define the corresponding Ho¨lder spaces
Cr,α(ΩT ) =
{
u : Ω→ Rm | ‖u‖r,α <∞
}
, r = 0, 1, 2
which, endowed with the corresponding norms, are Banach spaces.
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Observe that the first derivatives with respect to t are treated as
second order space derivatives; something similar happens in the definition
of parabolic distance.
Remark Ho¨lder continuous functions are uniformly continuous, thus their
continuity extends up to the boundary of ΩT . For instance a function in
C2,α(ΩT ) has second order space derivatives and first order time derivative
continuous up to the boundary.
This makes the spaces introduced up to now insufficient in the study
of the solvability of an initial-boundary value problem as (4.4). Indeed, if
the data ψ don’t satisfy the compatibility condition
∂ψ
∂t
(x, t)−
n∑
i,j=1
aij(x, t)
∂2ψ
∂xi∂xj
(x, t) = 0, on ∂∗Ω,
then it’s clearly impossible that a C2,α(ΩT ) function satisfy (4.4).
For this reason we introduce some weighted spaces using a distance
from the boundary function. •
Definition 4.5 (Weighted parabolic Ho¨lder spaces) We introduce the
function distance from the parabolic boundary:
d(x) = dist(x, ∂∗Ω); d(X,Y ) := min{d(X), d(Y )}.
Define
[u]∗0 = osc
Ω
f, |f |∗0 = sup
Ω
|f |
|u|(δ)0 =
{
supΩT d
δ |u| if b ≥ 0
supΩT (diamΩ)
δ |f | if b < 0
[u](δ)α = sup
{
d(X,Y )δ+α
|u(X) − u(Y )|
|X − Y |α
}
[u]
(δ)
1,α = sup
{
d(X,Y )δ+1+α
|Du(X) −Du(Y )|
|X − Y |α
}
[u]
(δ)
2,α = sup
{
d(X,Y )δ+2+α
(D2u(X)−D2u(Y )
|X − Y |α +
|Dtu(X)−Dtu(Y )|
|X − Y |α
)}
‖u‖(δ)α = |u|(δ)0 + [u](δ)α
‖u‖(δ)1,α = |u|(δ)0 + |Du|(1+δ)0 + [u](δ)1,α
‖u‖(δ)2,α = |u|(δ)0 + |Du|(1+δ)0 +
D2u(2+δ)
0
+ |ut|(2+δ)0 + [u](δ)2,α
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Consequently we define the spaces Ck,α(δ) , k = 0, 1, 2. The functions
in these spaces are continuous with the proper number of derivatives in the
interior, but not in general up to the boundary.
The main existence result from the linear theory we use is contained
in the following theorem.
Theorem 4.6 Set α ∈ (0, 1), δ ∈ (1, 2). Assume that the coefficients aij
satisfy the uniform ellipticity condition (2.21) in ΩT , are Ho¨lder continuous,
meaning that wwaijww(0)
α
<∞
and assume aij(X) − aij(Y ) ≤ ζ(|X − Y |) (4.5)
for some continuous increasing function ζ with ζ(0) = 0. Then the probelm
(4.4) with initial-boundary data ψ ∈ Cδ is uniquely solvable in C2,α(−δ) and
‖u‖(−δ)2,α ≤ C
(wwaijww(0)
α
, λ,Λ,ΩT , ζ
)
‖ψ‖δ (4.6)
Remark If we choose δ and α such that δ − α > 1 + θ, θ ∈ (0, l) we obtain
[Du]θ ≤ ‖u‖(−δ)1,α ≤ C ‖u‖(−δ)2,α <∞,
which implies that the solution has first derivatives Ho¨lder continuous and,
thus, continuous up to the boundary. •
If the compatibility condition is satisfied, it’s possible to obtain C2,α-
regularity up to the boundary:
Theorem 4.7 Set α ∈ (0, 1) and let the coefficients aij in (4.4) be α-Ho¨lder
continuous, elliptic and satisfy (4.5). Also let ψ ∈ C2,α(ΩT ). Assume that
the compatibility condition for the initial-boundary data ψ holds:
∂ψ
∂t
(x, t) −
n∑
i,j=1
aij(x, t)
∂2ψ
∂xi∂xj
(x, t) = 0, on ∂Ω× {0}.
Then problem (4.4) has a unique solution in C2,α(Ω).
4.3 The Dirichlet problem for the minimal surface
system
Recall that the non-parametric Dirichlet problem in non-divergence form for
the minimal surface system is
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ
u = ψ on ∂Ω
(4.7)
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with ψ ∈ C∞(Ω;Rm), gij(Du) = δij+
∑
l
∂ul
∂xi
∂ul
∂xj
and (gij(Du)) = (gij(Du))
−1.
To solve this quasilinear elliptic system, we study the associated parabolic
system, which corresponds to the non-parametric mean curvature flow:
∂u
∂t
−
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ∞
u = ψ on ∂∗Ω∞,
(4.8)
with ψ ∈ C∞(Ω∞) and u = (u1, . . . , um) ∈ C2(Ω∞) ∩C0(Ω∞).
4.4 The mean curvature flow
Let be given an n-submanifold Σ in Rn+m parametrized by F : Ω→ Rn+m.
The mean curvature flow of Σ is a family of embeddings
Ft : Ω→ Rn+m, t ∈ [0, T )
such that, defined F (x, t) = Ft(x),
∂F
∂t
(t, x) = H(F (t, x)) in ΩT
F = F0 on ∂
∗ΩT ,
(4.9)
where H(F (t, x)) is the mean curvature vector of the submanifold Σt :=
Ft(Ω) in F (t, x).
The mean curvature flow is the minus gradient flow of the area func-
tional with respect to the L2 scalar product as may be seen in (1.17): we
deform a given surface F0(Ω) in the direction in which the area decreases
most.
The relation between the parametric mean curvature flow and the
system in (4.8) is described in the following proposition.
Proposition 4.8 Let F : ΩT → Rn+m be a solution to the parametric mean
curvature flow (4.9) and assume that Σt := Ft(Ω) may be written, for each
t ∈ [0, T ), as tha graph of a function with gradient bounded on Ω. Then there
exists a family of diffeomorphisms leaving the boundary fixed rt : Ω→ Ω such
that F˜t = Ft ◦ rt is of the form
F˜ (x) = (x, u(x)), x ∈ Ω,
where
u : ΩT → Rm
solves (4.8) with initial-boundary data ψ : Ω→ Rm such that
F0(x) = (x, ψ(x)).
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Conversly, given u solution of (4.8), the family of embeddings
F˜t := I × u : Ω→ Rn+m
satisfies (∂F˜
∂t
(t, x)
)N
= H˜(t, x),
where H˜(t, x) is the mean curvature of Σt := F˜t in F˜ (t, x).
Proof The map
π1 ◦ Ft : Ω→ Ω
is a bijection because we assumed that Σt is a graph on Ω. Define
rt := (π1 ◦ Ft)−1.
Clearly rt is the identity on ∂Ω. Let F˜ (t, x) = F (t, r(t, x)); then
∂F˜
∂t
(t, x) =
∂F
∂t
(t, r(x, t)) + dFt
(dr
dt
)
(t, x),
whence (
∂F˜
∂t
(t, x)
)N
=
(
∂F
∂t
(t, r(t, x))
)N
= H˜(t, x). (4.10)
We observe that
∂F˜
∂t
∈ {0} × Rm,
n∑
i,j=1
gij(Du)
∂2F˜
∂xi∂xj
∈ {0} × Rm;
thanks to (1.6) we have( n∑
i,j=1
gij(Du)
∂2F˜
∂xi∂xj
)N
= H˜, (4.11)
moreover the projection of {0}×Rm onto N
F˜ (t,x)
Σt is injective, thus we get
∂F˜
∂t
=
n∑
i,j=1
gij(Du)
∂2F˜
∂xi∂xj
,
which is equivalent to (4.8). The converse is similar. 
In what follows we will not make use of the above proposition but in
equation (4.11) which enables us to compute the variation of the area of the
graphs moving by mean curvature, i.e. solving (4.8).
We prove the existence for all times of the mean curvature flow using
a method of continuity, as done by Mu-Tao Wang [41]: we show that the set
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of times for which the solution exists is both open and closed2. Using the
Caccioppoli-Schauder’s fixed point theorem we prove the existence for small
times, thus proving openess. For the closure we need the a priori estimates
of the subsequent sections: we estimate the gradient on the boundary and
on the interior and, thanks to a theorem of Brian White, also the higher
order derivatives.
4.4.1 Existence of the mean curvature flow for small times
Theorem 4.9 Let ψ ∈ Cδ(Ω∞) for some δ ∈ (1, 2). Then there exists a
constant ε > 0 such that the problem (4.8) has a solution u ∈ C2,α(δ) (Ωε).
Proof Choose θ ∈ (1, δ) and set M := 1 + [ψ]θ < +∞. For some ε > 0 to
be fixed we set
K = {v ∈ Cθ(Ωε) : [v]θ ≤M}
and we define the non-linear operator
T : K → Cθ(Ωε)
which to u ∈ K associates the solution Tu = v to the uncoupled linear
system 
∂v
∂t
−
n∑
i,j=1
gij(Du)
∂2v
∂xi∂xj
= 0 inΩε
v = ψ on ∂∗Ωε,
(4.12)
Thanks to theorem 4.6, such a solution exists in C
2+α(θ+1)
(δ) (Ωε) and
[v]1 ≤ [v]δ ≤ C[v](−δ)2+α(θ−1) ≤ C(M).
Consequently |v − ψ| ≤ Cε in Ωε and, by interpolation, [v − ψ]θ ≤ Cε
δ−θ
δ .
Then [u]θ ≤ M for some ε > 0 small enough which, from now on, we fix.
The operator T sends K into itself; observing that, thanks to Ascoli-Arzela`’s
theorem, K is a compact subset of C1(Ωε) and that it’s convex (seminorms
are convex), we may apply Caccioppoli-Schauder’s fixed point theorem and
we obtaian a fixed point u ∈ C2+α(θ−1)(−δ) (Ωε) for T . It is a solution to problem
(4.8) in Ωε and, thanks to theorem 4.6, u ∈ C2+α(−δ)(Ωε).

2We say that a solution exists in [0, t0] if there exist for (x, t) → (x0, t
−
0 ) the limits of
the second order space derivatives and of the first order time derivative.
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4.5 Boundary gradient estimates
Lemma 4.10 (Ellipticity and boundedness of gij) Let
gij(Du) = δij +
m∑
α=1
∂uα
∂xi
∂uα
∂xj
and (gij(Du)) the inverse matrix of (gij(Du)). Then we have
1
1 + η
|ξ|2 ≤ gij(Du)(x)ξiξj ≤ |ξ|2 , η = sup
ΩT
|Du|2 , (4.13)
for every ξ ∈ Rn.
Proof It’s clear that (gij) is symmetric, thus diagonalizable. Let λ1 ≤ · · · ≤
λn be its eigenvalues (possibly repeated). Then also (g
ij) is diagonalizable
and its eigenvalues are 1λ1 , . . . ,
1
λn
. Now it’s easy to verify that
n∑
i,j=1
gij(Du)(ξiξj) = |ξ|2 +
( ∑
1≤i≤n
1≤α≤m
∂uα
∂xi
ξi
)2 ≥ |ξ|2.
Let ξ∗ be an eigenvector relative to the smallest eigenvalue, say λ1. The
above equation implies that, denoting by g the linear map associated to the
matrix (gij), we have
|ξ∗|2 ≤ 〈ξ∗, gξ∗〉 = λ1|ξ∗|2
and therefore λi ≥ 1. Similarly we obtain that, if λn is the largest eigenvalue,
then
λn = sup
|ξ|=1
|g(ξ)| = 1 + |Du|2.
Estimate (4.13) follows immediatly by the estimates on the eigenvalues. 
Theorem 4.11 Let Ω be bounded, convex, smooth and let u ∈ C2,α(−δ)(ΩT ;Rm)
be a solution to (4.8). Then we have the following estimate
|Du| < 4n diamΩ(1 + η) sup
Ω
D2ψ+√2 sup
∂Ω
|Dψ| on ∂Ω× [0, T ), (4.14)
where η = supΩT |Du|2.
Observe that the hypothesis u ∈ C2,α(−δ)(ΩT ;Rm) implies u ∈ C2(ΩT ;Rm)∩
C1(Ω× (0, T );Rm).
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Proof Take p ∈ ∂Ω and set Γ ⊂ Rn to be the hyperplane tangent to ∂Ω in
p; define d as the function distance from Γ× (0, T ) in ΩT , i.e.
d(x, t) = dist(x,Γ).
Since d is linear
∑
gijDijd = 0. For a fixed 1 ≤ l ≤ m we define the barrier
v(x, t) = k log(1 + ρd)− (ul − ψl).
We compute
∂v
∂t
−gij(Du) ∂
2v
∂xi∂xj
=
kρ2
(1 + ρd)2
gij(Du)
∂d
∂xi
∂d
∂xj
−gij(Du) ∂
2ψl
∂xi∂xj
. (4.15)
We used that fact that u is a solution and ψ doesn’t depend on t. Thanks to
the ellipticity estimate on (gij), inequality (4.13), and to |Dd| = 1 we have
gijDidDjd ≥ 11+η , thus
∂v
∂t
− gij ∂
2v
∂xi∂xj
≥ kρ
2
(1 + ρd)2
1
1 + η
.
gij(Du)
∂2ψl
∂xi∂xj
≤ n sup
Ω
D2ψ .
Therefore, if
kρ2
(1 + ρdiamΩ)2
1
1 + η
≥ n sup
Ω
D2ψ , (4.16)
we get vt −
∑
gijDijv ≥ 0 on ΩT . Now v(x, t) ≥ 0 on ∂∗Ω, thus the strong
parabolic maximum principle implies v > 0 in ΩT . Since v(p, t) = 0 for every
t ∈ [0, T ) we have
0 <
∂v
∂n
= kρ− ∂(u
l − ψl)
∂n
, i.e.
∂ul
∂n
< kρ+
∂ψl
∂n
.
The construction of a lower barrier yields an analogous estimate for − ∂u∂n
whence ∂u∂n
 < kρ+ ∂ψ∂n

and, since u
∣∣
∂Ω
= ψ
∣∣
∂Ω
D∂Ωu = D∂Ωψ,
we have
|Du| <
√(
kρ+
∂ψ∂n
)2 + |D∂Ωψ|2 ≤ kρ+√2 |Dψ| in p. (4.17)
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To obtain (4.16) we set ρ = (diamΩ)−1 and
k = 4n(diamΩ)2(1 + η) sup
Ω
D2ψ ,
whence (4.17) becomes (4.14). 
4.6 Interior gradient estimates: the function ∗ω
We introduce the function
∗ω = 1√
det(I +DuTDu)
=
1√∏n
i=1(1 + λ
2
i )
, (4.18)
where the number λi are the singular values of Du, i.e. the square roots of
the eigenvalues of DuTDu. The following relations are easily verified:
∗ω > 1√
2− δ ⇒ |Du|
2 < 1− δ; |Du| <
√
(2− δ)1/n − 1⇒ ∗ω > 1√
2− δ .
(4.19)
Let ω be the n-form on Rn+m defined by
ω(e1, . . . , en) = 1
ω(ei1 , . . . , ein) = 0 if i1 < . . . < in, in > n.
The covariant derivatives of a tensor are well defined on a Riemannian
manifold: consider in particular ω belonging to Tn(Σ), the space of covariant
n-tensors. By definition
∇ΣXω(Y1, . . . , Yn) := DXω(Y1, . . . , Yn)−
n∑
i=1
ω(Y1, . . . ,∇ΣXYi, . . . , Ym).
Moreover the Laplacean of a tensor may be defined as
∆Σω = ∇Στk∇Στkω.
Lemma 4.12 Let ω be defined as above for the Riemannian submanifold
Σ ⊂ Rn+m. Let be given an orthonormal basis {τ1, . . . , τn} in a neighborhood
of a fixed point p. Then in p we have
(∆Σω)(τ1, . . . , τn) = ∆Σ(ω(τ1, . . . , τn)) = ∆Σ ∗ ω.
Proof Set
ω(τ1, . . . , τn) = ω1···n, (∆Σω)(τ1, . . . , τn) = (∆Σω)1···n.
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Then
(∆Σω)1···n = Dτk
(∇Στkω(τ1, . . . , τn))−∑
i
Dτkω(τ1, . . . ,∇Στkτi, . . . , τn) =
= DτkDτk(ω(τ1, . . . , τn))− 2
∑
i,k
Dτk
(
ω(τ1, . . . ,∇Στkτi, . . . , τn)
)
+
+
∑
i,j,k
ω
(
τ1, . . . ,∇Στkτi, . . . ,∇Στkτj, . . . , τn)
)
= a+ b+ c, (4.20)
where a = ∆Σ(ω(τ1, . . . , τn)) because {τk} is an orthonormal basis of the
tangent space, b = 0 because 〈∇Στkτi, τi〉 = 12Dτk〈τi, τi〉 = 0 and ω is alter-
nating. Finally, also c = 0:∑
i,j,k
ω
(
τ1, . . . ,∇Στkτi, . . . ,∇Στkτj , . . . , τn)
)
=
= −
∑
i,j,k
i6=j
〈∇Στkτi, τj〉〈τi,∇Στkτj〉ω1···n −
∑
j,k
〈∇Στkτj,∇Στkτj〉ω1···n =
=
∑
i,j,k
i6=j
〈∇Στkτi, τj〉2 −
∑
j,k
〈∇Στkτj,∇Στkτj〉
ω1···n = 0. (4.21)
The last equality is justified by the fact that for i = j fixed∑
j
i6=j
〈∇Στkτi, τj〉2 =
∇Στkτi2 = 〈∇Στkτi,∇Στkτi〉.
Summing over i and k we conclude. 
Lemma 4.13 (Codazzi’s equation) Let hαij =
(∇τiτj) · να and hα = H ·
να be the coefficients in local coordinates of the second fundamental form
and of the mean curvature, respectively:
h(X,Y ) = hαijX
iY jνα, H = h
ανα.
Then
hαik,k = h
α
,i (4.22)
where commas denote the covariant derivatives.
Proof The connection of Rn+m is flat, meaning that the curvature vanishes,
therefore
hαik,k = Dτk〈∇τiτk, να〉 = 〈∇τk(∇τiτk), να〉+ 〈∇τiτk,∇τkνα〉 =
= 〈∇τi(∇τkτk), να〉+ 〈∇τkτk,∇τiνα〉 = Dτi〈H, να〉.
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
Notation In what follows we will write
ω1···αi···βj ···n := ω1···(i−1)α(i+1)···(j−1)β(j+1)···n
to denote that α occurs in the i-th place and β in the j-th.
Proposition 4.14 Along the mean curvature flow ω satisfies the following
equation:(
∂
∂t
−∆Σ
)
ω1···n = ω1···n
∑
α,i,k
(hαik)
2 −
∑
i,j,k,α,β
i6=j
ω1···αi···βj ···nh
α
ikh
β
jk, (4.23)
where in the last sum α occupies the i-th place and β the j-th.
Proof Being constant, ω is parallel on Rn+m, that is ∇ω = 0. Thus(∇Στkω)1···n = ((∇Στk −∇τk)ω)1···n =∑
i
ω(τ1, . . . ,∇τkτi −∇Στkτi, . . . , τn).
Observing that ∇Nτkτi =
∑
α h
α
ikνα e ω1···n,k := ∇Στkω(τ1, . . . , τn)
ω1···n,k =
∑
i,α
ω1···αi···nh
α
ik. (4.24)
Similarly
ω1···αi···n,k = −
∑
l
ω1···li···nh
α
lk +
∑
β,j
i6=j
ω1···βj ···αi···nh
β
jk.
ω1···n,kk =
∑
α,i
ω1···αi···n,kh
α
ik +
∑
α,i
ω1···αi···nh
α
ik,k. (4.25)
We may apply Codazzi’s equation (4.22), obtain hαik,k = h
α
,i and by (4.25)
we get:
ω1···n,kk =
= −
∑
α,i,l,k
ω1···li···nh
α
lkh
α
ik +
∑
i 6=j
ω1···βj ···αi···nh
β
jkh
α
ik +
∑
α,i
ω1···αi···nh
α
,i =
= −ω1···n
∑
i,k,α
(hαik)
2 +
∑
i 6=j
ω1···βj ···αi···nh
β
jkh
α
ik +
∑
α,i
ω1···αi···nh
α
,i (4.26)
To compute ∂∂tω we fix a time t > 0, a point p ∈ Σt and consider F : ΩT →
R
n+m a parametrization of the mean curvature flow satisfying ∂F∂t ∈ NΣ
and such that {∂1, . . . , ∂n}p (we intend ∂i := ∂F∂xi ) is an orthonormal basis of
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TpΣ which evolves remaining an orthonormal basis, say for all the times in
(t− ε, t+ ε). This may always be done with a local reparametrization of Ω
based on the inverse function theorem.
With this choices and with gij :=
∂F
∂xi
· ∂F
∂xj
we have that in p
0 =
∂
∂t
gij =
∂
∂t
〈(∇∂iH)T , ∂j〉+
∂
∂t
〈∂i, (∇∂jH)T 〉. (4.27)
In (t − ε, t + ε) × {p} we have ∂∂tgij = 0, g =
√
det g = 1; moreover ∂∂t∂i =
∂2F
∂t∂xi
= ∂
∂xi
H = ∇∂iH thus
∂
∂t
ω(τ1, . . . , τn) =
∂
∂t
(
1
g
ω(∂1, . . . , ∂n)
)
=
∂
∂t
ω(∂1, . . . , ∂n) =
=
∑
i
ω
(
∂1, . . . , ∂i−1, (∇∂jH)N , ∂i+1, . . . , ∂n)
)
+
+
∑
i
ω
(
∂1, . . . , ∂i−1, (∇∂jH)T , ∂i+1, . . . , ∂n)
)
. (4.28)
The last sum vanishes because setting i = j in (4.27) we obtain that (∇∂jH)T
has no component along ∂j and the other components are unimportant be-
cause ω is alternating. Therefore we have
∂
∂t
ω1···n =
∑
i
ω1···αi···nhα,i. (4.29)
Combining (4.29) with (4.26) and applying lemma 4.12 the proof follows. 
We recall the singular value decomposition.
Lemma 4.15 Given a linear application L : Rn → Rm there exist orthonor-
mal basis {vi}i=1,...,n and {wα}α=1,...,m of Rn and Rm respectively such that
the matrix λiα associated to L in such basis is diagonal, i.e. λiα = 0 if i 6= α.
Apply this to Dut(x) : R
n → Rm fixing t > 0, x0 ∈ Ω to find or-
thonormal basis {vi}i=1,...,n and {wα}α=1,...,m as in lemma 4.15. To such
basis we associate a basis of the tangent space and a basis of the normal
space to the graph of u(t, ·) in (x0, u(t, x0)) :τi = 1√1 +∑β λ2iβ (vi +
∑
β
λiβwβ)

i=1,...,nνα = 1√1 +∑j λ2jα (wα −
∑
j
λjαvj)

α=1,...,m
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Observe that, defined π the projection of Rn+m on the first n coordinates,
we have
π(να) = −
∑
j
λjαπ(τj). (4.30)
Since ω(a1, . . . , an) = ω(π(a1), . . . , π(an)), we may use (4.30) to compute
ω1···βj ···αi···n = ω1···n(−λβjλαi + λβiλαj) (4.31)
Now proposition 4.14 may be written in terms of the singular values of Du:
(
∂
∂t
−∆Σ
)
∗ ω = ∗ω
(∑
α,i,k
(hαik)
2 +
∑
i,j,α,βk
i6=j
(−λβjλαi + λβiλαj)hαikhβjk
)
=
= ∗ω
(∑
α,i,k
(hαik)
2 +
∑
i,j,k
i6=j
(−λjλihiikhjjk + λjλihijkhjik
)
(4.32)
Proposition 4.16 Let ∗ω ≥ 1√
2−δ . Then
(
∂
∂t
−∆Σ
)
∗ ω ≥ δ|A|2, (4.33)
where |A|2 = ∑α,i,j |hαij |2 is the squared norm of the second fundamental
form.
Proof We shall use the fact that the hypothesis on ∗ω implies∑i λ2i ≤ 1−δ
and 0 ≤ λiλj ≤ 1− δ, for instance following (4.19).
1. Assume n ≤ m.
∑
α,i,k
(hαik)
2 =
∑
α,i,k
α>n
(hαik)
2 +
∑
i,k
(hiik)
2 +
∑
i,j,k
i6=j
(hijk)
2.
We estimate the right hand side of (4.32), which we simplify because λiα is
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diagonal:∑
α,i,k
(hαik)
2 −
∑
i,j,k
i6=j
λiλjh
i
ikh
j
jk +
∑
i,j,k
i6=j
λiλjh
i
jkh
j
ik ≥
≥ δ|A|2 + (1− δ)
∑
i,k
(hiik)
2 + (1− δ)
∑
i,j,k
i6=j
(hijk)
2+
−
∑
i,j,k
i6=j
λiλjh
i
ikh
j
jk − (1− δ)
∑
i,j,k
i6=j
|hijkhjik| ≥ δ|A|2 +
∑
λ2i
∑
i,k
(hiik)
2+
+ (1− δ)
∑
i,j,k
i6=j
(hijk)
2 −
∑
i,j,k
i6=j
λiλj |hiikhjjk| − (1− δ)
∑
i,j,k
i6=j
|hijkhjik| ≥
≥ δ|A|2 + (1− δ)
∑
i,j,k
i6=j
(hijk)
2 − |hjikhijk|) +
(∑
i,k
hiikλi
)2 −∑λiλjhiikhjjk ≥
≥ δ|A|2 +
∑
i,j,k
i6=j
(|hijk| − |hjik|)2 +
(∑
i,k
λih
i
ik
)2 ≥ δ|A|2. (4.34)
2. The case m ≤ n may be deduced by the case m = n and thus by
the above step observing that in∑
α,i,k
(hαik)
2 −
∑
i,j,k
i6=j
λiλjh
i
ikh
j
jk +
∑
i,j,k
i6=j
λiλjh
i
jkh
j
ik
the second and third terms are 0 when i > m or j > m, while in the first
term we may neglect the terms corresponding to i > m or j > m because
they are positive. 
Theorem 4.17 Assume that the initial data ψ satisfies
8n diamΩ sup
Ω
D2ψ+√2 sup
∂Ω
|Dψ| <
√
21/n − 1. (4.35)
Then there exists δ ∈ (0, 1) such that the solutions to the mean curvature
flow (4.8) satisfy
sup
ΩT
|Du|2 < 1− δ. (4.36)
Proof The hypothesis implies 1√
det(I+DψTDψ)
> 1√
2
, that is ∗ω > 1√
2
at the
time t = 0. By continuity of ∗ω and compactness of Ω we may find δ ∈ (0, 1)
such that ∗ω > 1√
2−δ at the time t = 0 and
8n diamΩ sup
Ω
D2ψ+√2 sup
∂Ω
|Dψ| <
√
(2− δ)1/n − 1.
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Thus, by proposition 4.16, as long as the condition ∗ω > 1√
2−δ holds true,
we have (
∂
∂t
−∆Σ
)
∗ ω ≥ δ|A|2. (4.37)
where A is the second fundamental form. Now assume that there is a
first moment t0 such that for some x0 ∈ Ω we have ∗ω = 1√2−δ . Then
thanks to the boundary gradient estimates (4.14), and since thanks to (4.19)
supΩ×[0,t0) |Du|2 ≤ 1− δ, we get
sup
∂Ω×[0,t0)
|Du| < 8n diamΩ sup
Ω
D2ψ+√2 sup
∂Ω
|Dψ| <
√
(2− δ)1/n − 1,
which, due to (4.19), implies that ∗ω > 1√
2−δ on the boundary. Therefore x0
is an interior point where ∗ω attains a minimum smaller then the infimum
on the boundary. This is absurd because the parabolic maximum principle
applies to (4.37). Thus for every time (in [0, T )) it’s true that ∗ω > 1√
2−δ
and, consequently, |Du|2 < 1− δ. 
4.7 Long time existence of the mean curvature
flow
The a priori estimates of supΩT |u| + supΩT |Du|, in codimension 1, yield
also the a priori estimates on the higher order derivatives (proposition 2.16),
thanks to De Giorgi’s theorem. In arbitrary codimension the a priori esti-
mates on the higher order derivatives are in general not available: if we
could obtain a C1,α estimate depending only on sup |Du| and, thus, on the
L∞-norm of the coefficients gij , we could also prove the smoothness of the
Lipschitz solutions of the minimal surface system. On the other hand, this
latter result is false because of the minimal cone exhibited by Lawson and
Osserman, theorem 3.5.
To obtain the higher order estimates we will use a theorem of Brian
White [44] and we will prove them in the area decreasing case.
The work done to prove long time existence may be divided into the
following steps:
1. we use theorem 4.9 to prove existence for small times;
2. assuming that we have proved existence in [0, t0), we study the pos-
sibility that a singularity appears at the time t0 and, thanks to the
gradient a priori estimates and the area-decreasing condition, we ob-
tain that the second fundamental forms of the surfaces Σt, t < t0
vanish on a suitable parabolic blow-up;
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3. from the latter step we may apply White’s theorem, obtaining the C2,α
a priori estimates;
4. the solution converges with its derivatives as t→ t−0 , therefore we may
reapply the short time existence theorem and conclude that there is
existence for alla times.
4.7.1 The parabolic blow-up, the Gaussian density andWhite’s
theorem
We may consider a mean curvature flow F in Rn+m as a subset of Rn+m ×
[0, t0), simply associating to
F : Ω× [0, t0)→ Rn+m
its trace in the space-time:
M = {(F (x, t), t) : x ∈ Ω, t ∈ [0, t0)}. (4.38)
Definition 4.18 (Gaussian density) Let M be a mean curvature flow as
in (4.38). Then the Gaussian density of M in X = (x, t) with radius r is
Θ(M,X, r) :=
∫
y∈M(t−r2)
1
(4πr2)
n
2
e
−|y−x|2
4r2 dHn(y),
where we intend that M(t− r2) =M∩ {X = (y, s) : s = t− r2}.
We may prove, in analogy with the monotonicity formula for minimal sur-
faces, that the quantity Θ(M,X, r) is monotonous with respect to r, so that
its limit exists and we may define
Θ(M,X) := lim
r→0
Θ(M,X, r). (4.39)
Theorem 4.19 (White) For every 0 < α < 1 there exist ε = ε(n,m,α) >
0 and C = C(n,m,α) > 0 such that if M is the mean curvature flow of an
n-dimensional graph in Rn+m and if for a certain open set U ∈ Rn+m× [0, t)
and every X ∈ U and 0 < r < dist(x,U c) the following holds
Θ(M,X, r) ≤ 1 + ε,
then wwu∣∣
U
ww
2,α
≤ C,
where u is the function whose graph parametrizes the mean curvature flow
and the Ho¨lder norm is the parabolic one.
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Remark This theorem, to be compared with Allard’s theorem, which is
the elliptic analogue, says that we get local estimates on the higher order
derivatives if we may control the Gaussian density (which is the analogue of
the density defined in (B.1)). •
To apply this theorem we need the notion of parabolic blow-up. Sim-
ilarly to the blow-up defined in proposition 5.1, the parabolic blow-up is a
dilatation of the space-time performed in such a way that the mean cur-
vature flow system is preserved. To obtain this we need to treat the time
variable differently from the space variable, as done in the introduction to
the parabolic Ho¨lder norms.
Definition 4.20 The parabolic blow-up of a space-time Rn+m × [0, t0) in
(y0, t0) with parameter λ is the bijection
Dλ : R
n+m × [0, t0)→ Rn+m × [−λ2t0, 0)
defined by
Dλ(y, t) = (λ(y − y0), λ2(t− t0)). (4.40)
Studying the density in a point of a mean curvature flow as defined
in (4.39) is equivalent to studying
lim
λ→+∞
Θ(DλM, 0, r).
4.7.2 The long time existence theorem
Theorem 4.21 Let ψ ∈ C∞(Ω) be satisfying (4.35). Then the mean cur-
vature flow, solution to (4.8), exists in C∞(Ω∞) ∩ C1(Ω∞); moreover there
exists δ > 0 such that |Du(x, t)| ≤ 1− δ for every (x, t) ∈ Ω∞.
Proof We proceed in several steps.
1. Thanks to theorem 4.9 there are ε > 0 and a solution u ∈ C2,α(δ) (Ωε)
to the system (4.8).
2. Thanks to the remark following theorem 4.6, the solution found
belongs to C1(Ωε) meaning that for every t ∈ (0, ε), u(t, ·) ∈ C1(Ω). Con-
sequently we may apply the interior and boundary gradient estimates given
by theorem 4.17 and conclude that |Du| ≤ 1− δ.
3. The set of times for which there is a solution is closed: if t0 < +∞
is the sup of the times for which a solution u exists, then the limits of the
space derivatives and of the time derivative exist as t → t−0 . To prove this
we study the possibility that a singularity appears in (y0, t0), y0 ∈ Ω.
We use the backward heat kernel3 in (y0, t0), introduced by Huisken
in [18]:
3it’s called backward heat kernel because compared with the standard heat kernel we
have t < t0 and instead of t − t0 we have t0 − t; it is used to study the mean curvature
flow before a certain time.
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ρy0,t0(y, t) :=
1
(4π(t0 − t))n2
exp
(−|y − y0|2
4(t0 − t)
)
;
By a monotonicity formula, Huisken proves that limt→t0
∫
ρy0,t0dµt
exists, where µt = Hn Σt and Σt is the surface moving by mean curvature.
Moreover the backward heat kernel satisfies the following equation, proved
by M-T. Wang in [40]
d
dt
ρy0,t0 = −∆Σtρy0,t0 − ρy0,t0
( |FN |2
4(t− t0)2 +
FN ·H
t− t0
)
,
where FN (x, t) is the projection of F (x, t) into NF (x,t)Σt. Recalling that the
mean curvature flow satisfies
d
dt
dµt = −|H|2dµt
and using proposition 4.16 to get
d
dt
∗ ω ≥ ∆Σt ∗ ω + δ|A|2,
we obtain
d
dt
∫
(1− ∗ω)ρy0,t0dµt ≤
∫
[∆Σt(1− ∗ω)− δ|A|2]ρy0,t0dµt+
−
∫
(1− ∗ω)
[
∆Σtρy0,t0 + ρy0,t0
( |FN |2
4(t− t0)2 +
FN ·H
t− t0
)]
dµt−
−
∫
(1− ∗ω)|H|2ρy0,t0dµt. (4.41)
Every integral is intended over the space-time and respect to the mea-
sure µt = Hn Σt. Reordering the terms on the right hand side of the above
inequality we get
∫ [
∆Σt(1− ∗ω)ρy0,t0 − (1− ∗ω)∆Σtρy0,t0
]
dµt − δ
∫
|A|2ρy0,t0dµt+
−
∫
(1− ∗ω)ρy0,t0
[ |FN |2
4(t− t0)2 +
FN ·H
t− t0 + |H|
2
]
dµt. (4.42)
The first term vanishes integrating by parts and the third one com-
pletes to squares: (4.41) becomes
d
dt
∫
(1− ∗ω)ρy0,t0dµt ≤
≤ −δ
∫
|A|2ρy0,t0dµt −
∫
(1− ∗ω)ρy0,t0
∣∣∣ |FN |
2(t0 − t) +H
∣∣∣2dµt (4.43)
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Being ∗ω > 0 and ρy0,t0 > 0 it’s clear that∫
(1− ∗ω)ρy0,t0dµt ≤
∫
ρy0,t0dµt;
being the last integral finite we find that
d
dt
∫
(1− ∗ω)ρy0,t0dµt ≤ C − δ
∫
|A|2ρy0,t0dµt
for some constant C > 0
For λ > 1 we apply a parabolic dilatation Dλ in (y0, t0) as defined
in (4.40). If M is the trace of the mean curvature flow, we now study
Mλ := Dλ(M); we denote the new time parameter by s, so that t = t0− sλ2 ,
and the volume form induced after the blow-up is dµλs : it is the volume
form on the surface
Σλs = F
λ
s (Ω) := λFt0+ s
λ2
(Ω).
By means of a change of variable
d
ds
∫
(1−∗ω)ρ0,0dµλs =
1
λ2
d
dt
∫
(1−∗ω)ρy0 ,t0dµt ≤
C
λ2
− δ
λ2
∫
ρy0,t0 |A|2dµt.
Observe that ∗ω is invariant under the parabolic blow-up (which is a ho-
motethy in the space variables and, thus, doesn’t alter the differentials).
Using the fact that the second fundamental form A rescales as 1λ (because
it’s obtained from the second derivatives) and that ρy0,t0dµt is invariant
under parabolic blow-up, we obtain
1
λ2
∫
ρy0,t0 |A|2dµt =
∫
ρ0,0|A|2dµλs .
Therefore
d
ds
∫
(1− ∗ω)ρ0,0dµλs ≤
C
λ2
− δ
∫
ρ0,0|A|2dµλs .
Integrating with respect to s from −1− τ to −1 for some τ > 0 we get
δ
∫ −1
−1−τ
∫
ρ0,0|A|2dµλsds ≤
≤
∫
(1− ∗ω)ρy0,t0dµλ−1 −
∫
(1− ∗ω)ρy0,t0dµλ−1−τ +
C
λ2
. (4.44)
Observe that ∫
(1− ∗ω)ρ0,0dµλs =
∫
(1− ∗ω)ρy0,t0dµt0+ s
λ2
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and, since limt→t−0
∫
(1−∗ω)ρy0,t0dµt exists, we conclude that the right hand
side of (4.44) goes to zero as λ→ +∞. For every τ > 0 we may thus choose
a sequence λj → +∞ such that∫ −1
−1−τ
∫
ρ0,0|A|2dµλjs ≤ C(j)
with C(j)→ 0. But τ is arbitrary and, up to choose each C(j) smaller, we
may find a sequence τj such that
C(j)
τj
→ 0 and a sequence sj ∈ [−1− τj, 1]
such that ∫ −1
−1−τ
∫
ρ0,0|A|2dµλjsj ≤
C(j)
τj
. (4.45)
To study (4.45) we observe that
ρ0,0(F
λj
sj )(F
λj
sj ) =
1
4π(−sj) exp
(−|F λjsj |2
4(−sj)
)
,
where F
λj
sj = λjFt0+
sj
λ2
j
.
If we consider, for every R > 0, the ball BR(0) ⊂ Rn+m and, for j
large enough, assume −1 < sj < −12 , then∫
ρ0,0|A|2dµλjsj ≥
1
2π
e
−R2
2
∫
Σ
λj
sj
∩BR(0)
|A|2dµλjsj .
From that follows that for every compact K ⊂ Rn+m we have∫
Σ
λj
sj
∩K
|A|2dµλjsj → 0, j → +∞. (4.46)
We now want to prove that (4.46) and ∗ω being bounded from below
(a priori gradient estimates) imply
lim
j→+∞
∫
ρy0,t0dµt0+
sj
λ2
j
= lim
j→+∞
∫
ρ0,0dµ
λj
sj ≤ 1. (4.47)
Assume that the origin is a limit point for Σ
λj
sj , otherwise there is nothing
to prove. Thanks to the a priori gradient estimates, each Σt is the graph of
a function ut with gradient equiboundedwith respect to t. Set
uj := ut0+
sj
λ2
j
and perform an elliptic blow-up (see proposition 5.1) of the graph of uj with
parameter λj. The surface that we obtain is the graph of a surface which
we denote by
u˜j : λjΩ→ Rm.
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Of course also |Du˜j | is equibounded and we assumed that
lim
j→+∞
u˜j(0) = 0.
The hypothesis on the gradients and corollary 2.10 to Ascoli-Arzela`’s theo-
rem imply that we may assume u˜j → u˜∞ in C0,α on every compact set for
some 0 < α < 1, u∞ : Rn → Rm being Lipschitz. It may be proven, as in
[19] the following inequality:
|Aj | ≤ |∇Σ
λj
sj du˜j | ≤ (1 + |Du˜j|2)
3
2 |Aj |,
being Aj the second fundamental form on Σ
λj
sj .
It follows that
u˜j → u˜∞, in C0,αloc ∩W 1,2loc
and the second derivatives of u˜∞ vanish. Then Σ
λj
sj → Σ∞−1 in the sense of
Radon measures in Rn+m and, moreover, Σ∞−1 is the graph of an affine map.
Therefore
lim
j→+∞
∫
ρ0,0dµ
λj
sj =
∫
ρ0,0dµ
∞
−1 = 1,
which implies
lim
j→+∞
∫
ρy0,t0dµt0+
sj
λ2
j
= lim
j→+∞
∫
ρy0,t0dµt = 1.
NowWhite’s theorem, theorem 4.19, gives the local estimates in the parabolic
C2,αloc -space. These, thanks to Ascoli-Arzela`’s theorem, imply the conver-
gence of a subsequence together with the time derivative and the space
derivatives. On the other hand the limit of any such a subsequence is
uniquely determined, so that ut
C2−−→ ut0 and u solves the mean curvature
flow (4.8) also in t0.
4. The set of times for which the solution exists is open: set t0 > 0
such that the solution exists up to t0 meaning that the first order time
derivative and the space derivatives of order less or equal to two have limit
as t→ t−0 . Then the small time existence theorem applies to the limit u(t0, ·)
and we have a solution in C2,α(δ) (Ωt0+ε) which is a solution also for the time
t0 (i.e. the solution before t0 glues well with the solution in (t0, t0 + ε)).
Putting together step 3 and step 4 the long time existence follows. 
4.8 Convergence of the mean curvature flow
The mean curvature flow decreases the area: let Ht = ∆Ft be the mean
curvature vector, where Ft is the immersion of Ω in R
n+m given by the
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graph of u(−, t). Then from (4.10) used with F instead of F˜ we get
d
dt
Hn(Gut) = −
∫
Gut
Ht · ∂F
∂t
= −
∫
Ω
|Ht|2√gtdx,
where we have used(
0, . . . , 0, gij(Du)uij
)N
= ∆ΣF = H.
The variation of the area in finite time is obtained integrating with respect
to the time: ∫ t0
0
∫
Ω
|Ht|2√gtdxdt = A(0) −A(t0) ≤ A(0),
and so the integral on the left is finite. This implies that there exists a
sequence of times ti →∞ such that∫
Ω
|Hti |2
√
gtidx→ 0. (4.48)
Theorem 4.22 Consider a sequence of Lipschitz equibounded maps uj :
Ω → Rm such that |Duj| ≤ 1 − δ, for some δ > 0. Assume that the
first variations, defined in (A.13), satisfy
wwδGujww → 0. Then there exists
a subsequence uj′ converging uniformly and in the sense of varifolds to a
Lipschitz function u with |Du| ≤ 1− δ whose graph is minimal in the sense
of varifolds. Moreover
v(Guj′ , 1)→ v(Gu, 1)
in the sense of varifolds.
For the elementary notions and definitions in the theory of varifolds,
see the appendix.
Proof
1. By the theorem of Ascoli-Arzela` there exists a subsequence uj′ → u
uniformly. We want to prove that the convergence is also in the sense of
varifolds.
By Allard’s compactness theorem, theorem A.22, there is a subsubse-
quence uj′′ such that Uj′′ → V in the sense of varifolds, where V = v(Σ, θ)
is an integer multiplicity rectifiable varifold, while Uj′′ = v(Guj′′ , 1) is the
graph of uj′′ seen as an i.m. rectifiable varifold. We only need to prove that
V is the varifold induced by the graph of u, i.e. Σ = Gu and θ = 1 up to a
set Hn-negligible. In this case the whole sequence Un′ would converge to V
in the sense of varifolds.
2. We prove that V = v(Gu, 1). Clearly sptU ⊂ Gu: let indeed
A be an open set non intersecting the graph of u. This latter is closed,
thus for every continuous function compactly supported in A, we have
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dist(spt f,Gu) = ε > 0. Since the convergence is uniform, we may choose j0
such that for j ≥ j0 we have ‖uj(x)− u(x)‖∞ < ε, thus∫
Gu
f(x)dHn(x)→ 0.
Then V (f) = 0 for every f supported in A and by the arbitraryness of A
we have that the support of V is included in Gu.
We now prove that for Hn-almost every p ∈ Gu we have θ(p) = 1.
Uj′′ → V in the sense of varifolds implies that
π#Uj′′ → π#V (4.49)
in the sense of varifolds, where π : Rn+m → Rn+m is the orthogonal projec-
tion on Rn × {0}. To prove (4.49) we use (A.11):
π#Uj′′(f) =
=
∫
Gn
f(π(x), dπxS)Jπ(x, S)dUj′′ →
∫
Gn
f(π(x), dπxS)Jπ(x, S)dVj′′ =
= π#V (f), (4.50)
where Gn = Gn(Ω × Rm) is the Grassmann bundle on Ω × Rm, as defined
in A.18.
The limit (4.49) may be rewritten as
Hn Ω× {0} → θHn Ω× {0},
whence θ = 1.
3. V is minimal because for a given vector field
X ∈ C10 (Ω× Rm;Rn+m)
we have
|Ui(divX)| =
∣∣∣ ∫
Gui
X ·Hi
∣∣∣ ≤ sup |X| ‖δUi‖ → 0.
And by the varifold convergence, we get
Ui(divX)→ V (divX) = 0,
thus the limit graph is minimal in the sense of varifolds. 
Remark The same proof applies to minimal graphs defined on all of Rn+m
and to sequences defined on set invading Rn+m as in the blow-up case,
proposition 5.1 and following. •
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Chapter 5
Regularity in arbitrary
codimension
To study the regularity of minimal graphs we will use a blow-up procedure;
we know that the blow-up of the graph of a smooth function converges to
a plane. Allard’s theorem says that, in the case of minimal graphs, the
converse is true: if the blow-up in a point p of a minimal graph converges to
a plane, then the graph is smooth in a neighborhood of p. This reduces the
regularity problem to the classification of the objects arising as blow-ups of
minimal graphs. Since such objects are entire minimal graphs, the result
we need is a Bernstein-type theorem: entire minimal graph, under suitable
assumptions, are planes.
5.1 Blow-ups and blow-downs: minimal cones
Proposition 5.1 (Blow-up) Let u : Ω→ Rm be a Lipschitz map, |Du| ≤
K, with Gu minimal in the sense of varifolds. Let uλ be defined by
uλ(x) =
1
λ
(u(λx) − u(x0)), x0 ∈ Ω.
Then there exists a sequence λ(i) → 0 such that uλ(i) → v uniformly on
compact sets and in the sense of varifolds, where the graph of v : Rn → Rm
is a cone minimal in the sense of varifolds.
Proof The convergence of a sequence uλ(i) to a Lipschitz minimal graph is
an immediate consequence of theorem 4.22. We may assume, without loss
of generality, that x0 = 0 and u(0) = 0.
We prove that v(τx) = τv(x) for every τ > 0.
v(x)− τv (x
τ
) ≤ v(x)− τuλ (x
τ
)+ τuλ (x
τ
)
− τv
(x
τ
) = (5.1)
= |v(x)− uτλ(x)|+ τ
uλ (x
τ
)
− v
(x
τ
) . (5.2)
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Thanks to the convergence of uλ, the last two terms go to zero, there-
fore v(τx) = τv(x). 
Proposition 5.2 (Blow-up of a cone) Let u : Rn → Rm be a Lipschitz
cone1, minimal as varifold, with |Du| ≤ K. Let x0 ∈ Rn and define
uλ(x) =
1
λ
(u(x0 + λx)− u(x0)).
Then there exists a sequence λ(i) → 0 such that uλ(i) → v, uniformly on
compact sets and in the sense of varifolds, where Gv is a minimal cone in
the sense of varifolds. Moreover Gv is a product of the form R × C, where
C is a minimal cone of dimension n− 1 in Rn+m−1.
Let x˜ = (x2, . . . , xn). The last assertion means that there exists an
orthonormal system of coordinates Rn, a function v˜ : Rn−1 → Rm and σ ∈ R
such that
v(x1, . . . , xn) = σx1 + v˜(x˜) (5.3)
and Gv˜ is a minimal cone.
Proof We may apply proposition 5.1 to u and obtain a Lipschitz map v,
uniform limit of uλ, with Gv minimal varifold. We want to prove that
v(x+ τx0) = v(x) + τv(x0) = v(x) + τu(x0), ∀τ ∈ R.
Using the convergence of uλ to v we get
v(x+ τx0) = lim
λ→0+
u(x0 + λ(x+ τx0))− u(x0)
λ
=
= lim
λ→0+
u((1 + λτ)x0 + λx)− u(x0)
λ
=
= lim
λ→0+
(1 + λτ)u(x0 +
λ
1+λτ x)− (1 + λτ)u(x0) + λτu(x0)
λ
= lim
λ→0+
(u(x0 +
λ
1+λτ x)− u(x0))
λ
(1+λτ)
+ τu(x0) = v(x) + τu(x0). (5.4)
Observe that we used that for |λτ | < 1 we have 1+λτ > 0 and, thus,
u((1+λτ)x0+λx) = (1+λτ)u(x0+
λ
1+λτ x) because Gu is a cone. Choosing
a basis of Rn of the form
{
x0
|x0| , v2, . . . , vn
}
, where v2, . . . , vn is a completion
of x|x0| to an orthonormal basis, we have that v satisfies (5.3).
1a cone C ⊂ Rn+m with vertex in the origin is a set such that for every λ > 0 we have
λC = C.
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To see that the graph of v˜ := v
∣∣
{0}×Rn−1 is minimal, consider a vector
field X˜(x˜, y1, . . . , ym) in C
1
0 (R
n−1+m;Rn−1+m) and a function ρ : R → R≥0
compactly supported and non identically zero. Let
X(x1, . . . , xn) = ρ(x1)X˜(x˜).
Since Gv is minimal and thanks to Fubini-Tonelli’s theorem we get
0 =
∫
Gu
divX =
∫
Rn
divX(x)
√
gu(x)dx =
=
∫
R
∂ρ
∂x1
ρ(x1)dx1
∫
Rn−1
X˜(x˜)
√
gu(x˜)dx˜+
+
∫
R
ρ(x1)dx1
∫
Rn−1
d˜ivX˜(x˜)d(x˜) = c
∫
Gv˜
d˜ivX˜ (5.5)
In the last inequality we used
∫
R
∂ρ
∂x1
(x1)dx1 = 0, being the support of ρ
compact; we also used that
√
gu depends only on x˜ thanks to (5.3). We
denoted by d˜iv the divergence operator on {0} × Rn−1 × Rm and, finally,
c =
∫
R
ρ(x1)dx1. 
Proposition 5.3 (Blow-downs) Let u : Rn → Rm be a Lipschitz map,
|Du| ≤ K, with Gu minimal as varifold. Let uλ be defined by
uλ(x) =
1
λ
u(λx).
Then there exists a sequence λ(i) → ∞ such that uλ(i) → v uniformly on
compact sets and in the sense of varifolds, where the graph of v is a cone
minimal in the sense of varifolds.
Proof As for proposition 5.1, with λ→∞ instead of λ→ 0. 
5.2 A Bernstein-type theorem
A Bernstein-type theorem is a rigidity theorem which, under suitable hy-
pothesis, implies that an entire minimal graph is an affine subspace. The
original statement is:
Theorem 5.4 Let u : R2 → R be a C2 function satisfying the minimal
surface equation. Then u is affine, i.e. u(x, y) = y0 + σ1x + σ2y, with
σ1, σ2 ∈ R.
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It comes from a memoir of Bernstein published in 1927, but several
alternative proofs and several generalizations are now available. De Giorgi
[6] proves that Bernstein’s theorem holds true for 3 dimensional graphs in R4,
while Simons in [38] generalizes Bernstein’s theorem in Rn+1 for n ≤ 7. This
result is sharp for what concerns the dimensions because in [3] Bombieri, De
Giorgi and Giusti show that there exists a non-affine function u : R8 → R
whose graph is minimal.
Some years before Moser had proved in [32] that the minimal graph
of a scalar function whose gradient is bounded is an affine subspace.
In higher codimension, Lawson and Osserman [25] have shown that
the cone over Hopf’s map (3.9) is minimal, theorem 3.5. Moreover such a
cone is the graph of a function with bounded gradient; this is in constrast
with Moser’s result for codimension 1.
The first Bernstein-type theorems in arbitrary codimension were proved
in [16] by Hildebrandt, Jost and Widman who studied the Gauss map of a
minimal graph. With a similar approach, Jost and Y. L. Xin in [21] improve
the result in [16], obtaining the following theorem.
Theorem 5.5 Let u : Rn → Rm be a smooth function satisfying the mini-
mal surface system (1.19). Let ∗ω = (det(I +Du∗Du))− 12 and set β0 > 0
such that
β0 <
{
2 if m ≥ 2
∞ if m = 1. (5.6)
Then, if ∗ω ≥ 1β0 , u is affine.
Comparing this theorem with Moser’s result, we remark that the hy-
pothesis ∗ω ≥ 1β0 implies Du ≤ β20 − 1, while in codimension, though we
require the gradient of u to be bounded, we do not impose a specific con-
stant to bound it. The theorem we will prove below, due to Mu-Tao Wang
[42], implies the result of Moser for codimension 1 and, as we will show, the
result of Jost and Xin in arbitrary codimension. It is a natural extension
of Moser’s theorem because it only requires |Du| to be bounded and area-
decreasing. This last assumption is always met in codimension 1, thus the
hypothesis of Wang’s theorem, in codimension 1, reduces to the hypothesis
of Moser’s theorem.
Theorem 5.6 Let u : Rn → Rm be a C2 area-decreasing map satisfying
the minimal surface system (4.7). Assume that |Du| ≤ K for some K > 0.
Then u is linear.
Proof Let δ > 0 be such that λiλj ≤ 1− δ for i 6= j, where the λis are the
singulare values of Du.
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1. Denote by ∆Σ the Laplacean on Σ = Gu, with respect to the
parametrization x→ (x, u(x)).
∆Σ(ln ∗ω) =
∗ω∆Σ ∗ ω −
∇Σ ∗ ω2
|∗ω|2 . (5.7)
The covariant derivative of ∗ω may be computed using the singular value
decomposition of Du and equations (4.30) and (4.24):
(∗ω)k = − ∗ ω(
∑
i,α
λαih
α
ik) = − ∗ ω(
∑
i
λih
i
ik). (5.8)
Equation (4.32) may be rewritten as
∆Σ ∗ ω = − ∗ ω
(∑
α,i,k
(hαik)
2 + 2
∑
i,j,k
i<j
(−λjλihiikhjjk + λjλihijkhjik)
)
. (5.9)
This is easily seen by swapping i with j and α with β when summing over
these indices. Inserting (5.9) and (5.8) into (5.7) yields
∆Σ(− ln ∗ω) =
= ∗ω
(∑
α,i,k
(hαik)
2+2
∑
i,j,k
i<j
λjλih
i
jkh
j
ik−2
∑
i,j,k
i<j
λjλih
i
ikh
j
jk+
∑
k
(∑
i
λih
i
ik
)2)
=
= ∗ω
(∑
α,i,k
(hαik)
2 +
∑
i,k
λ2i (h
i
ik)
2 + 2
∑
k,i,j
i6=j
λiλjh
i
jkh
j
ik
)
≤
≥ ∗ω
(∑
α,i,k
(hαik)
2+2
∑
k,i,j
i6=j
λiλjh
i
jkh
j
ik
)
≥ ∗ω
(
|A|2−(1−δ)|A|2
)
≥ δ|A|2 ∗ω.
(5.10)
We observe that, in order to prove that − ln ∗ω is a subharmonic function,
we only used the area-decreasing condition |λiλj| ≤ 1: thus we have shown
that − ln ∗ω is subharmonic on any area-decreasing graph.
The boundedness of |Du| implies that ∗ω ≥ K1 > 0 for some K1,
whence ln(∗ω) is bounded from below by lnK1.
2. We perform a blow-down of the graph of u, and by proposition 5.3
we get an equiLipschitz sequence
uλ(j)(x) =
1
λ(j)
u(λ(j)x)
uniformly converging to a Lipschitz function u for which the same condition
on the singular values of the differential holds. In particular u is area-
decreasing. Moreover the convergence is also in the sense of varifolds and
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Gu is a minimal cone with vertex in the origin. The differential of u is
positively homogeneous, that is
Du(tx) = Du(x), t > 0, x ∈ Rn\{0}.
Observe that the cone in not necessarily regular in the origin, but we will
assume that it is so in every other point. The general case is studied in step
3. The homogeneity of Du implies that on every annulus with center in the
origin ∗ω attains an interior minimum; on the other hand, the maximum
principle applies to (5.9) and thus |A| = 0 in every annulus and so in all of
R
n\{0}. The vanishing of the second fundamental form implies that the cone
is a linear subspace, so that u is linear. We now prove that Du(x) = Du(0)
for every x ∈ Rn and, thus, u is linear. Let δ and γ be as in Allard’s theorem
B.2, j0 and ρ such that for every j ≥ j0
Hn Guj(B(x0, ρ))
ρnωn
≤ 1 + δ,
where this is possible because from the varifold convergence we get
Hn Guj (B(x0, ρ))
ρnωn
→ H
n Gu(B(x0, ρ))
ρnωn
= 1.
Then uj ∈ C1,α(Bnγρ(0)) and they are equibounded in C1,α(Bnγρ(0)), thanks
to (B.3), where Bnr (x) is the ball in R
n centered in x with radius r. By
Ascoli-Arzela`’s theorem, a subsequence, still denoted by uj , C
1-converges in
B(0, γρ) to the linear map u. For every x ∈ Rn we have, for j large enough,
x
λ(j) ∈ B(0, γρ) and Duj ( xλ(j)
)
−Du
(
x
λ(j)
) < ε.
As ε goes to 0, observing that Duj
(
x
λ(j)
)
= Du(x), we get that Du is
constant and, by Lagrange’s mean value theorem, we deduce that u is linear.
3. If the blow-uo generates a cone which has at least a singularity in
x0 6= 0, we may perform a blow-up in x0 and, by proposition 5.2 we obtain
a minimal cone of dimension n − 1 in Rn+m−1. If such a cone is C2 but in
the origin, we apply step 2 to prove that the singularity originating the cone
couldn’t exist, absurd. Otherwise we go on performing blow-ups, until we
get a cone with at most a singularity in the origin. Such a cone must exist
because in dimension one a cone is just a union of two half-lines. Again
thanks to step 2 we obtain an absurd. 
Remark This theorem implies theorem 5.5 because the hypothesis (5.6)
may be written as
1 +
n∑
i=1
λ4i + 2
∑
1≤i<j≤n
λ2iλ
2
j ≤
n∏
i=1
(1 + λ2i ) =
1
∗ω2 ≤ 4− δ, δ > 0.
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If for every 1 ≤ i ≤ n we have λ4i < 1− δ2 , then λiλj ≤ 1− ε for some ε and
thus u is area-decreasing. If for some i we have λ4i ≥ δ2 we get∑
1≤i<j≤n
λ2i λ
2
j ≤ 1− ε
for some ε, thus again the area-decreasing condition. •
5.2.1 Remarks to Bernstein’s theorem: the Gauss map
Mu-Tao Wang’s proof of theorem 5.6 is based on inequality (5.10) which says
that − ln ∗ω is a function subharmonic on Σ (with respect to the Riemannian
metric of Σ). We explain this further.
Definition 5.7 (The Gauss map) Given a submanifold of dimension n
Σ ⊂ Rn+m, its Gauss map
γ : Σ→ G(n,m)
is the map associating to each x ∈ Σ the tangent space TxΣ, seen as an
element of the Grassmannian of n-planes in Rn+m.
The differentiable and Riemannian structure of G(n,m) have been
studied by Yung-Chow Wong in [46] and Jost and Xin in [21]. The funda-
mental theorem concerning the Gauss map of a minimal surface is due to
Ruh and Vilms [36]:
Theorem 5.8 The Gauss map γ of a submanifold Σ ⊂ Rn+m is harmonic
if and only if the mean curvature H of Σ is parallel, i.e.
∇ΣH = 0.
In particular, if Σ is minimal, i.e. H = 0, it’s Gauss map is harmonic.
Jost and Xin observe that the condition ∗Ω ≥ 1β0 , determines a region in
the Grassmannian in which
f(L) := ln
√
det(I + L∗L) (5.11)
is convex2 (in (5.11) we identify a plane with the linear map L : Rn → Rm of
which it’s the graph; we will only consider the region of the Grassmannian
2convex here means that, given a geodesic γ → Ξ, where Ξ ⊂ G(n,m) is the subset of
the Grassmannian containing the graphs of area-decreasing linear maps, we have that
d2
dt2
(
− ln
√
det(I + L∗L) ◦ γ
)
≥ 0.
This notion of convexity is different from the one used in codimension 1 when we say that√
1 + |Du|2 is a convex function: in the latter case, indeed, the 1× n-matrix space where
Du lives is given the flat metric, which is different from the Riemannian metric on the
Grassmannian.
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given by such planes). In [43], Mu-Tao Wang proves that f is convex on
a larger region of the Grassmannian: the graphs of area-decreasing linear
maps. Thus ∗ω = f ◦ γ is subharmonic because it’s the composition of a
harmonic map and a convex function.
It is easily seen that a further extension of such a region of the Grass-
mannian on which f is convex would yield an extension of theorem 5.6 and
of the consequent regularity theorem 5.9.
5.3 Regularity of area-decreasing minimal graphs
The following regularity theorem, due to Mu-Tao Wang [39], is consequence
of Allard’s regularity theorem and of the theorem of Bernstein 5.6. The
hypothesis are similar to the one in codimension 1, since in the latter case
every function is area-decreasing. We also remark that, due to the coun-
terexample of Lawson and Osserman, theorem 3.5, an hypothesis on Du is
natural.
Theorem 5.9 Let be given a Lipschitz map u : Ω → Rm satisfying the
minimal surface system (1.19) and assume that there exists ε > 0 such that
λiλj ≤ 1− ε, i 6= j,
where the λis are the singular values of Du. Then u ∈ C∞(Ω;Rm).
Proof
1. Let x0 ∈ Ω. Up to translation, we may and do assume x0 =
0 and u(0) = 0. Performing a blow-up in 0, see proposition 5.1, we get
ui := uλ(i) → v uniformly and in the sense of varifolds, where Gv is a cone
minimal as varifold. Moreover the convergence is uniform and preserves the
area-decreasing condition as well as sup |Du|.
If v is C2 but in 0, then v is affine by theorem 5.6. In particular
Hn Gv(B1(0)) = ωn, where ωn = Ln(Bn1 (0)). From the varifold conver-
gence (uniform convergence wouldn’t be enough) we get
Hn Gu(Bλ(0))
ωnλn
=
Hn Guλ(B1(0))
ωn
→ H
n Gv(B1(0))
ωn
= 1
Set δ and γ as in Allard’s theorem B.2; let V = v(Gu, 1) and ρ > 0 such
that Bρ(0) ⊂ Ω× Rm and
µV (Bρ(0))
ωnρn
≤ 1− δ.
We apply Allard’s regularity theorem, whence u ∈ C1,α(Bγρ(0)).
2. Now assume that the minimal cone generated by the blow-up in
the above step 1 is not C2 in all of Rn\{0}. As in the proof of theorem 5.6,
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assume that there exists a singularity in x0 6= 0. We may generate another
cone in (x0, v(x0)) with another blow-up. Thanks to proposition 5.2, such
a cone factorizes and we obtain an (n− 1)-dimensional cone. If it’s smooth
but at most in the origin, applying step 1 we obtain that v is smooth is x0,
absurd.
Then, by induction, we perform blow-ups and find cones with singu-
larities until we find a cone of dimension 1, union of two straight lines. And
this may not be singular, but in the origin.
3. The existence and smoothness of the higher order derivatives is
consequence of Schauder estimates and is contained in the theorem which
follows (which also says that C1 solutions are C1,α, then smooth). 
Remark Thanks to the second Allard’s theorem B.3, the solutions u of the
Dirichlet problem are smooth up to the boundary if Ω is strictly convex. •
Theorem 5.10 (Morrey [29]) An application u ∈ C1(Ω;Rm) which is a
solution to the minimal surface system in divergence form (1.19) is analytic.
Sketch of the proof For the analyticity see [30]. We will only prove
smoothness.
1. By the difference quotient method, a W 1,2(Ω;Rm)-weak solution
to the minimal surface system (1.19) is W 2,2.
2. Deriving the minimal surface system we obtain that the first deriva-
tives Dsu satisfy
∂
∂xi
(
Aijαβ(Du(x))
∂
∂xj
(Dsu
β(x))
)
= 0 (5.12)
in the weak sense, where
Aijαβ(p) :=
∂2F
∂pαi ∂p
β
j
(p),
F (p) :=
√
det
(
I + p∗p
)
,∀p ∈Mm×n.
We see p as an m× n-matrix. F is the area integrand (1.21) and it’s stricly
polyconvex3; its derivatives satisfy the Legendre-Hadamard condition: for
3a function F defined on a space of Mm×n-matrices is said polyconvex if there exists
a convex function g : Rd → R such that
F (p) = g(Min(p)), ∀p ∈Mm×n,
where Min : Mm×n → Rd is the map associating to each matrix the set of its minors.
Thanks to the Cauchy-Binet’s formula [9], [11],
F (p) =
√∑
k
M2k ,
beingM2k the sum of the squares of the minors k×k. The strict polyconvexity (g is stricly
convex) implies the Legendre-Hadamard condition.
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each p ∈Mm×n there exists λ > 0 such that
Aijαβ(p)ξiξjη
αηβ ≥ λ|ξ|2|η|2. (5.13)
3. Since u ∈ C1(Ω;Rm), we have that Aijαβ(Du) is continuous. From
now on let v := Dsu, x0 ∈ Ω, 0 < ρ < R < dist(x0, ∂Ω) and let v be the
weak solution of
∂
∂xi
(
Aijαβ(Du(x0))
∂
∂xj
(v(x))
)
= 0 in BR(x0);
v = v su ∂BR(x0).
(5.14)
Such a solution exists because, being Aijαβ(Du(x0)) constant, system (5.14)
is linear. The classical energy inequalities for v are∫
Bρ
|Dv|2 ≤ c
( ρ
R
)n ∫
BR
|Dv|2 (5.15)
and, if we define the mean of a function fx0,ρ :=
1
|Bρ|
∫
Bρ(x0)
f,∫
Bρ
|Dv − (Dv)x0,ρ|2 ≤ c
( ρ
R
)n+2 ∫
BR
|Dv − (Dv)x0,ρ|2 (5.16)
Thus v = v + (v − v) satisfies∫
Bρ
|Dv|2 ≤
≤
∫
Bρ
|Dv|2 +
∫
Bρ
|Dv −Dv|2 ≤ c
( ρ
R
)n ∫
BR
|Dv|2 +
∫
Bρ
|Dv −Dv|2 ≤
≤ c
( ρ
R
)n ∫
BR
|Dv|2 + c1
∫
BR
|Dv −Dv|2; (5.17)
∫
Bρ
|Dv − (Dv)x0,ρ|2 ≤
≤
∫
Bρ
|Dv − (Dv)x0,ρ|2 +
∫
Bρ
|D(v − v)− (Dv − v)x0,ρ|2 ≤
≤ c
( ρ
R
)n+2 ∫
BR
|Dv − (Dv)x0,ρ|2 +
∫
Bρ
|Dv −Dv|2 ≤
≤ c
( ρ
R
)n+2 ∫
BR
|Dv − (Dv)x0,ρ|2 + c1
∫
Bρ
|Dv −Dv|2. (5.18)
Putting together (5.12) and (5.14), omitting the indeces i, j, α, β and
writing A(Du(x)) = A(x) we obtain
D
(
A(x0)D(v − v)
)
= D
(
[A(x0)−A(x)]Dv
)
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Since v − v ∈ W 1,20 (BR) we may take this as test function in the above
equation; using ellipticity (5.13) and integrating by parts we get
∫
BR
|D(v − v)|2 ≤
∫
BR
A(x0)D(v − v)D(v − v) ≤
≤
∫
BR
[A(x0)−A(x)]Dv(x)D(v(x) − v(x))dx. (5.19)
Applying ab ≤ εa2+ b2ε with a = |A(x)−A(x0)||Dw| and b = |D(v− v)| we
obtain ∫
BR
|D(v − v)|2 ≤ cω(R)2
∫
BR
|Dv|2, (5.20)
being c an absolute constant and ω(R) := supBR |A(x)−A(x0)|.
Estimate (5.20) plugged into (5.17) yields∫
Bρ
|Dv|2 ≤ c
[( ρ
R
)n
+ ω(R)2
] ∫
BR
|Dv|2;
choosing R in such a way that ω(R) < δ for some δ > 0 and applying an
algebraic lemma 4 we obtain∫
Bρ
|Dv|2 ≤ cρn−ε, (5.21)
being c a constant depending on the oscillation ω(R). Estimate (5.21), as
x0 ranges in an open set, implies that Dv ∈ L2,n−εloc (Ω).5 Using Poincare´’s
inequality ∫
Bρ
|v − vx0,ρ|2 ≤ cρ2
∫
Bρ
|Dv|2 ≤ cρn+2−ε,
4
Lemma Let a positive non decreasing function Φ and positive constants A,B, α, β be
given with α > β an let R0 be such that
Φ(ρ) ≤ A
[( ρ
R
)α
+ δ
]
Φ(R) +BRβ, 0 < ρ < R ≤ R0;
then there is a constant c = c(α, β,A,B, δ) such that
Φ(ρ) ≤ c(α, β,A,B, δ)
[( ρ
R
)β
Φ(R) +Bρβ
]
, 0 < ρ < R ≤ R0.
5Lp,λ and Lp,λ are the spaces of Morrey and Campanato respectively.
L
p,λ(Ω) :=
{
u ∈ Lp(Ω) : sup
x0∈Ω
0<ρ<diamΩ
1
ρλ
∫
Ω∩Bρ(x0)
|u|pdx < +∞
}
Lp,λ(Ω) :=
{
u ∈ Lp(Ω) : sup
x0∈Ω
0<ρ<diamΩ
1
ρλ
∫
Ω∩Bρ(x0)
|u− ux0,ρ|
p
dx < +∞
}
We use the following theorem of Campanato [4]:
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which, given in an open set, implies v ∈ L2,n+2−εloc (Ω) ∼= C0,σ(Ω) for σ = 2−ε2 ,
that is u ∈ C1,σ(Ω).
4. Thanks to the preceding step u ∈ C1,σ(Ω;Rm) and consequently
Aijαβ ∈ C0,σ(Ω). We may, thus, estimate the modulus of continuity A(x)
having ω(R) ≤ Rα. Plugging (5.20) into (5.18) and applying (5.21) we get∫
Bρ
|Dv − (Dv)x0,ρ|2 ≤ c
( ρ
R
)n+2 ∫
BR
|Dv − (Dv)x0,ρ|2 + cω(R)2
∫
BR
|Dv|2 ≤
≤ c
( ρ
R
)n+2 ∫
BR
|Dv − (Dv)x0,ρ|2 +Rn+2σ−ε. (5.22)
Applying the algebraic lemma with β = n+ 2σ − ε we conclude that∫
Bρ
|Dv − (Dv)x0,ρ|2 ≤ cρn+2σ−ε,
thus Dv ∈ L2,2+2σ−εloc (Ω) ∼= C0,σ−
ε
2 (Ω); now we know that Dv is locally
bounded and we may set ε = 0 in (5.22), concluding that Dv ∈ C0,σ(Ω), i.e.
u ∈ C2,σ(Ω).
5. Being u ∈ C2,σ(Ω), the minimal surface system my be written in
the non-variational form
n∑
i,j=1
gij(Du)Diju
α = 0, α = 1, . . . ,m.
Since gij ∈ C1,σ(Ω), we may derive the system and obtain, again using the
difference quotient method,
n∑
i,j=1
gij(Du)Dij(Dsu) = −
n∑
i,j=1
Dsg
ij(Du)Diju =: h(Du). (5.23)
From the classical Schauder estimates we know that, if aij , f ∈ Ck,σ(Ω),
then the solution of
n∑
i,j=1
aij(x)Diju(x) = f(x)
is in Ck+2,σ(Ω).
We prove inductively that the solutions u to the minimal surface sys-
tem are Ck,σ for every k ∈ N. For k = 1, 2 it’s the result of steps 4 and 5.
Theorem 5.11 Let n < λ ≤ n+ p; then
Lp,λ(Ω) ∼= C
0,σ(Ω), σ =
λ− n
p
,
while, for λ > n+ p, the space Lp,λ contains only the constant functions.
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Assume inductively that u ∈ Ck,α(Ω). Then gij(Du(x)), h(Du(x)) ∈ Ck−1,α
and thanks to the Schauder estimates applied to (5.23), Du ∈ Ck,α(Ω). The
induction is proved and, thus, u ∈ C∞(Ω;Rm). 
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Appendix A
Geometry of Varifolds
A.1 Rectifiable subsets of Rn+m
Most of the definitions and propositions of chapter 1 may be applied to
particular subsets of Rn+m not necessarily having a C1-submanifold struc-
ture. What we are seeking for is a class of measurable subsets of Rn+m large
enough to contain the graphs of Lipschitz functions, though containing only
objects on which we may develop the standard notions of differential calcu-
lus.
The necessity to consider objects more general than smooth subman-
ifolds may be appreciated in theorem 4.22. Its proof uses the compactness
theorem of Ascoli and Arzela`, giving the uniform convergence of equicontin-
uous and equibounded functions. On the other hand, the uniform limit of
C1 functions with equibounded gradients is not necessarily a C1 function,
but it is definitely a Lipschitz function.
This considerations suggest the interest of the notion of n-rectifiable
set:
Definition A.1 A Borel subset M ⊂ Rn+m is said to be countably n-
rectifiable if
M ⊂ N0 ∪
( ∞⋃
j=1
Nj
)
, (A.1)
where Hn(N0) = 0 and, for j ≥ 1, Nj is a C1 submanifold of Rn+m of
dimension n.
The connection between rectifiable sets and Lipschitz functions is es-
sentially a consequence of the theorems of Rademacher and Whitney; for
their proofs see [9], [11] and [37].
Theorem A.2 (Rademacher) Every Lipschitz function f : Rn → R is
Ln-almost everywhere differentiable, where Ln is the Lebesgue measure in
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R
n. In particular its gradient is a.e. well defined
∇f :=
( ∂f
∂x1
, · · · , ∂f
∂xn
)
and Ln-a.e. we have
lim
x→x0
f(x)− f(x0)−∇f · (x− x0)
|x− x0| = 0.
Remark ∇f is the a.e. limit of measurable functions (the difference quo-
tients) and is thus measurable. Moreover, if f is Lipschitz with Lipschitz
constant K, it’s clear that |∇f | ≤ K, so that ∇f ∈ L∞(Rn;Rn). •
The following theorem will be referred to as theorem of Whitney be-
cause it is an almost immediate consequence of a celebrated theorem of
Whitney.
Theorem A.3 (Whitney) Let f : Rn → R be a Lipschitz function. Then
for every ε > 0 there exists a function h : Rn → R of class C1 such that
Ln({x ∈ Rn : f(x) 6= h(x)} ∪ {x ∈ Rn : ∇f(x) 6= ∇h(x)}) < ε.
Thanks to Rademacher’s theorem the right term in the union is well defined
up to Ln-null sets.
Proposition A.4 (Characterization of rectifiable sets)
A subset M ⊂ Rn+m is countably n-rectifiable if and only if there exists a
sequence of Lipschitz maps Fj : R
n → Rn+m and a set M0 with Hn(M0) = 0
such that
M =M0 ∪
( n⋃
j=1
Fj(Aj)
)
, (A.2)
where Aj ⊂ Rn is measurable for every j.
Proof (⇒) Every C1-submanifold Nj in Rn+m is locally the image of C1-
maps which we denote by hij : B
n ⊂ Rn → Rn+m. Therefore
Nj ⊂ Ej ∪
( ∞⋃
i=1
hij(B
n)
)
, Hn(Ej) = 0. (A.3)
If (A.1) holds, choose hij as said in such a way that (A.3) holds true. Let
Aij := g
−1
ij (M) and N0 :=
⋃n
j=1Ej . Then
M = N0 ∪
( n⋃
i,j=1
hij(Aij)
)
.
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Since Aij is Borel (because inverse image of a Borel set) and since we may
assume gij to be Lipschitz, we get (A.2).
(⇐) Let Fj be as in (A.2). By Whitney’s theorem we may find a
family hij : R
n → Rn+m of C1-maps such that
Fj(Aj) ⊂ Ej ∪
( ∞⋃
i=1
hij(R
n)
)
, ∀j ≥ 1. (A.4)
Indeed we may choose hij as in the statement of Whitney’s theorem with
ε = 1i . If Dij is the set in which hij or ∇hij are different from Fj or ∇Fj
and if Dj := ∩iDij it’s clear that Ln(D) = 0 and, by the area formula,
Hn(Fj(D)) = 0. Then set Ej := F (Dj) and we have (A.4).
Set Cij := {x ∈ Rn : rankhij(x) < n}. Then Hn(hij(Cij)) = 0 by
Sard’s lemma. Set
N0 :=
( ∞⋃
j=1
Ej
)
∪
( ∞⋃
i,j=1
Cij
)
.
Then Hn(N0) = 0 and
M ⊂ N0 ∪
(
Nij
)
,
with Nij := hij(R
n\Cij) countable union of C1-submanifold thanks to the
rank-max theorem (Nij is a C
1-submanifold if hij is injective, otherwise
we use the local injectivity of hij to write Nij as countable union of C
1-
submanifolds and a null set). 
Corollary A.5 The image of a Lipschitz map
F : Ω ⊂ Rn → Rn+m
is a countable n-rectifiable set. In particular the graph of a Lipschitz function
u : Ω→ Rm is n-rectifiable.
Since the only rectifiable sets Σ we will use are the graphs of Lipschitz
function, we may assume w.l.o.g that Hn Σ is locally finite, that is, for
every compact set K ⊂ Rn+m, Hn(Σ ∩K) <∞.
Definition A.6 (Tangent plane) Given a countably n-rectifiable set Σ in
R
n+m we define the tangent plane to Σ in p, if it exists, to be the only n-
dimensional subspace P in Rn+m such that
lim
λ→0
∫
ηp,λ
f(y)dHn(y) =
∫
P
f(y)dHn(y), ∀f ∈ C0c (Rn+m),
where ηp,λ(y) := λ
−1(y−p) for every y ∈ Rn+m. Such plane P will be denoted
by TpΣ.
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Given Σ n-retcifiable in Rn+m, for instance a Lipschitz submanifold,
its tangent plane is well defined Hn-a.e. It’s clear that if Σ is of class
C1, then the tangent plane just defined is the same as the tangent plane
defined for smooth submanifolds as the set of tangent vectors. Given Σ n-
rectifiable, thanks to proposition A.4, for Hn-a.e. p ∈ Σ there exists Nj(p)
C1-submanifold such that p ∈ Nj(p). It may be seen that TpM = TpNj(p)
for Hn-a.e. p ∈ Σ; in particular TpNj(p) doesn’t depend on the choice of the
manifolds Nj covering Σ, nor on the choice of j(p).
For these reasons, given U ⊂ Rn+m open and given f ∈ Lip(U), it’s
Hn-a.e. well defined in Σ ∩ U the gradient ∇Σf := ∇Njf . The latter is
Hn Nj-a.e. well defined thanks to Rademacher’s theorem.
A.2 Rectifiable varifolds
A rectifiable n-varifold is, roughly speaking, an n-rectifiable subset Σ en-
dowed with a multiplicity function θ. The importance of the multiplicity
rests on the necessity of defining a concept of limit in the space of varifolds
under which the ”area” is continuous . Consider the following example:
Σj := {0} × (0, 1) ∪
{1
j
}
× (0, 1) ⊂ R2.
Each Σj is a C
∞-submanifold of R2, but the only reasonable limit in the
category of submanifolds is Σ := {0} × (0, 1). Were it so we would have
A(Σj)→ 2 > A(Σ). The limit in the sense of varifolds instead is 2Σ and its
mass is 2.
Definition A.7 (Rectifiable varifolds) A rectifiable n-varifold with sup-
port in Σ and multiplicity θ, V = v(Σ, θ), is the Radon measure (Borel
regular measure finite of compact sets)
V := θHn Σ,
i.e.
V (A) :=
∫
A∩Σ
θ(y)dHn(y), ∀A ⊂ Rn+m Borel,
where Σ ⊂ Rn+m is n-rectifiable and θ is positive and locally integrable on
Σ.
Remark Equivalently we may see a rectifiable varifold as an equivalence
class of couples (Σ, θ) under the relation
(Σ1, θ1) ∼ (Σ2, θ2) if Hn(Σ1\Σ2∪Σ2\Σ1) = 0 and θ1 = θ2, Hn−q.o. (A.5)
Indeed it’s clear that if (A.5) holds, then v(Σ1, θ1) = v(Σ2, θ2); conver-
sly if V = v(Σ1, θ1) = v(Σ2, θ2) the support Σ of V ⊂ Σ1 ∩ Σ2 satisfies
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Hn(Σ\Σi) = 0 because θi > 0 on Σi. Finally, it’s obvious that θ1 = θ2
Hn−a.e.
In any case we see a varifold as a Radon measure which may be
expressed in the form v(Σ, θ). •
Remark A rectifiable subset Σ ⊂ Rn+m such that Hn Σ is locally finite is
a rectifiable varifold (in this case we identify, without further comments Σ
and Hn Σ). •
Definition A.8 (Tangent plane and mass) Given a rectifiable varifold
V = v(Σ, θ), the tangent plane of V in p ∈ Σ is defined as
TpV := TpΣ,
the latter being defined as in A.6 The definition is well posed Hn-a.e. and
doesn’t depend on Σ but for a Hn-null set.
The mass of V is its total variation in the sense of measures and is
denoted by M(V ). Clearly
M(V ) = V (Rn+m) =
∫
Σ
θdHn.
The convergence we are going to define on the space of rectifiable var-
ifolds, different from the convergence in the sense of varifolds which we will
define for abstract varifolds, is the weak* convergence induced by the duality
between Radon measures and compactly supported continuous functions:
Definition A.9 (Weak convergence) We will say that a sequence of var-
ifolds Vj converges weakly to V (and we will write Vj ⇀ V ) if
lim
j→∞
∫
Rn+m
fdVj =
∫
Rn+m
fdV,
for every f ∈ C0c (Rn+m).
Proposition A.10 The mass is continuous with respect to the weak con-
vergence in a compact set K ⊂ Rn+m, i.e. if Vj ⇀ V , sptVj ⊂ K for every
j ≥ 0 and sptV ⊂ K, then M(Vj)→M(V ).
Proof Set R > 0 such that K ⊂ BR(0) and ϕ ∈ C0c (Rn+m) such that ϕ = 1
on BR(0). Then
M(Vj) =
∫
Rn+m
ϕdVj →
∫
Rn+m
dV =M(V ).

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A.2.1 First variation of a varifold
The concept of first variation, which we defined for n-dimensional C1-submanifolds
of Rn+m in 1.8, may be easily extended to a rectifiable varifold V = v(Σ, θ)
thanks to the following definition:
Definition A.11 (Image varifold) Given f : Rn+m → Rn+m Lipschitz
and proper1 and an n-rectifiable varifold V = v(Σ, θ), the image varifold of
V under f is defined by
f#V := v(f(Σ), θ˜),
where
θ˜(y) =
∑
x∈Σ∩f−1(y)
θ(x).
Thanks to proposition A.4, f(Σ) is rectifiable and, since f is proper,
we have that θ˜Hn f(Σ) is locally finite: indeed, given a compact set K, by
the area formula we get
f#V (K) =
∫
K∩f(Σ)
θ˜dHn =
∫
f−1(K)∩Σ
JfθdHn,
Jf :=
√
det(dF ∗dF ). The last integral is finite because Jf is bounded,
f−1(K) is compact and θHn Σ is locally finite.
Definition A.12 (First variation) Let ϕ : Rn+m× (−1, 1) be of class C2
and such that
1. there exists a compact set K ⊂ Rn+m such that ϕt(x) = x for every
x /∈ K;
2. ϕ0(x) = x for every x ∈ Rn+m.
Then the first variation of a varifold V with respect to ϕ is the first variation
of the mass of the family of varifolds Vt := (ϕt)#V , that is
d
dt
∣∣∣
t=0
M(Vt).
With the same proof of proposition 1.10 we get
Proposition A.13 Consider a family of diffeomorphisms ϕt as in defini-
tion A.12 and an n-rectifiable varifold V = v(Σ, θ). Let
X(x) :=
d
dt
∣∣∣
t=0
ϕt(x)
be the first variation field of ϕ. Then
d
dt
∣∣∣
t=0
M(Vt) =
∫
Σ
divXdV = V (divX). (A.6)
1for every compact K ⊂ Rn+m f−1(K) is compact.
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Definition A.14 (Minimal varifold) We will say that an n-rectifiable var-
ifold V = v(Σ, θ) is minimal if its first variation is zero for every choice of
ϕ in A.12 or, equivalently, if for every vector field X ∈ C10 (Rn+m;Rn+m)
we have ∫
Σ
divΣXdV = 0. (A.7)
In the case of a varifold defined by the graph of a Lipschitz function
u : Ω→ Rm, we want a definition of minimal varifold we fixed boundary. In
general there is not a satisfactory definition for the boundary of a varifold,
but in the case of a graph, we will give the following definition:
Definition A.15 A varifold whose support is the graph of a Lipschitz func-
tion u : Ω→ Rm, V = v(Gu, θ) is said to be minimal if∫
Σ
divΣXdV = 0
for every vector field X ∈ C10 (Ω×Rm;Rn+m). Similarly we may say that V
is minimal in Ω× Rm.
What we are requiring is that the mass of V (Gu, θ) is stationary with
respect to variations contained in Ω×Rm, thus leaving fixed ”the boundary”
of the graph.
A.2.2 The generalized mean curvature
For a submanifold Σ smooth and, thus, having a mean curvature, and for a
variation ϕ with field X, we have seen that
d
dt
∣∣∣
t=0
A(Σt) = −
∫
Σ
H ·XdHn =
∫
Σ
divΣXdHn.
A natural generalization of the mean curvature to the class of varifolds may
be obtained by last equality:
Definition A.16 (Generalized mean curvature) Given a varifold V =
v(Σ, θ), we will say that V that has generalized mean curvature H if∫
Σ
H ·XdV = −
∫
Σ
divΣXdV
for every vector field X ∈ C10 (Rn+m;Rn+m).
Thus a varifold is minimal if and only if it has zero generalized mean
curvature.
89
Luca Martinazzi
A.2.3 The monotonicity formula
Proposition A.17 Let be given a rectifiable n-varifold (H = 0) V = v(Σ, θ)
in U ⊂ Rn+m. Then, for every x0 ∈ Rn+m, the function defined by
ρ→ V (Bρ(x0))
ρn
, 0 < ρ < d(x0, U
c)
is monotone increasing.
Proof Fix ρ > 0 and define a function γ ∈ C1(R) such that
1. γ˙(t) ≤ 0 for every t ≥ 0;
2. γ(t) = 1 for every t ≤ ρ2 ;
3. γ(t) = 0 for every t ≥ ρ.
Consider the vector field
X(x) := γ(r)(x− x0), r := |x− x0|.
Let x ∈ Σ be such that TxΣ exists; then the divergence on Σ of X at x is
well defined:
divΣX(x) =
n+m∑
j=1
ej · (∇ΣXj) = γ(r)
n+m∑
j=1
ejj + rγ˙(r)
n+m∑
j,l=1
xj − xj0
r
xl − xl0
r
ejl
where ejl is the (n+m)× (n+m)-matrix projecting Rn+m onto TxΣ. The
trace of the projection is
∑
ejj = n; moreover
n+m∑
j,l=1
xj − xj0
r
xl − xl0
r
ejl = |(Dr)T |2 = 1− |(Dr)N |,
being equal to the scalar product between the projection of Dr on TxΣ and
Dr = x−x0r itself. This implies
divΣX(x) = nγ(r) + rγ˙(r)(1− |(∇r)N |2).
Apply (A.7) to X and get
n
∫
Σ
γ(r)dV +
∫
Σ
rγ˙(r)dV =
∫
Σ
rγ˙(r)|(∇r)N |2dV. (A.8)
Now consider a family of functions γ arising from a rescaling of the
function Φ ∈ C1(R) and satisfying
1. Φ˙(t) ≤ 0 for every t ≥ 0;
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2. Φ(t) = 1 for every t ≤ 12 ;
3. Φ(t) = 0 for every t ≥ 1.
More precisely, let γ(r) := Φ
(
r
ρ
)
for a fixed ρ > 0. It’s clear that
rγ˙(r) =
r
ρ
Φ˙
(
r
ρ
)
= −ρ d
dρ
(
Φ
(
r
ρ
))
.
It follows that, defining
I(ρ) :=
∫
Σ
Φ
(
r
ρ
)
dV, J(ρ) =
∫
Σ
Φ
(
r
ρ
)(∇r)N2 dV,
we obtain
nI(ρ)− ρI˙(ρ) = −J˙(ρ),
which may be rewritten multipling by ρ−n−1 as
d
dρ
(
I(ρ)
ρn
)
=
J˙(ρ)
ρn
. (A.9)
Let Φ converge from below to the characteristic function of (−∞, 1] and
obtain
I(ρ)→ V (Bρ(x0)), J(ρ)→
∫
Bρ(x0)
(Dr)N2 dV,
whence, in the sense of distributions, (A.9) becomes
d
dρ
(
µV (Bρ(x0))
ρn
)
=
d
dρ
∫
Bρ(x0)
(Dr)N2
rn
dV.
The integrand on the right is positive, whence the monotonicity of the term
on the left. 
A.3 Abstract varifolds
Rectifiable varifolds are Radon measures in Rn+m. A compactness theo-
rem for measures assures that a sequence of varifolds with equibounded
masses admits a subsequence converging in the sense of measures. The limit,
though, is a Radon measure whose support is, in general, non rectifiable.
We are, thus, motivated to introduce a stronger notion of convergence and,
eventually, a class of objects larger than the class of rectifiable varifolds.
Definition A.18 Given an open set U ⊂ Rn+m, its Grassmannian fiber
bundle of n-planes is
Gn(U) := U ×G(n,m), π : Gn(U)→ U
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where G(n,m) ∼= O(n+m)O(n)×O(n) is the Grassmannian of n-planes in Rn+m and
π(x, S) = x for every x ∈ U and every n-plane S. We endow Gn(U) with
the product topology induced by U and Gn(m).
Definition A.19 An n-varifold in U ⊂ Rn+m is a Radon measure V on
the Grassmannian fiber bundle Gn(U). Associated to V there is a measure
µV on U defined by
µV (A) := V (π
−1(A)), ∀A ⊂ U.
Finally we define the mass of V ,
M(V ) := µV (U).
Remark To show that the class of abstract varifolds contains the class
of rectifiable varifolds, we observe that to a rectifiable n-varifold v(Σ, θ)
corresponds an abstract varifold V defined by
V (A) = v(Σ, θ)(π(A ∩ TΣ)),
being TΣ := {(x, TxΣ) : x ∈ Σ∗} the tangent bundle of Σ (Σ∗ is the set
of point of Σ where the approximate tangent plane is defined). Clearly
µV = v(Σ, θ) because
µV (A) = V (π
−1(A)) = v(Σ, θ)(π(π−1(A) ∩ TΣ)) = v(Σ, θ)(A ∩ Σ).
•
We give the space of n-dimensional varifolds in U the weak* topol-
ogy of the Radon measures, so that Vn → V if and only if for every
f ∈ C1c (Gn(U)) we have∫
Gn(U)
f(x, S)dVn(x, S)→
∫
Gn(U)
f(x, S)dV (x, S).
Remark The convergence just defined, which we call convergence in the
sense of varifolds, is stronger than the convergence defined for rectifiable
varifolds. It requires that, in a certain sense, both the support and the
tangent planes of the varifolds in the sequence converge. •
A.3.1 Image of a varifold and first variation
Definition A.20 Given a Lipschitz map ϕ : U ⊂ Rn+m → U and given an
n-varifold V , the imege varifold of V relative to ϕ is defined by
ϕ#V (A) :=
∫
F−1(A)
Jϕ(x, S)dV (x, S), (A.10)
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where F : Gn(U)→ Gn(U) is given by
F (x, S) := (ϕ(x), dϕxS)
while
Jϕ(x, S) :=
√
det
(
(dϕx
∣∣
S
)∗dϕx
∣∣
S
)
.
Remark The image varifold ϕ#V may be defined using the duality with
continuous functions on Gn(U):
ϕ#V (f) =
∫
Gn(U)
fdϕ#V =
∫
Gn(U)
f(ϕ(x), dϕxS)Jϕ(x, S)dV (x, S).
(A.11)
To pass from (A.10) to (A.11) we may use the characteristic functions of
subsets A ⊂ Gn(U) and then use an approximation process. •
We define the first variation of a varifold in a way similar to that
used for rectifiable varifolds: let ϕt be as in definition A.12. Then the first
variation of a varifold V with respect to ϕt is
δV (X) :=
d
dt
∣∣∣
t=0
M(ϕt#V ), (A.12)
with X(x) := ∂ϕt(x)∂t (x, 0).
With the same computation of propositions 1.9 and following, it may
be proved that
δV (X) =
∫
Gn(U)
divS X(x)dV (x, S),
being
divSX(x) :=
n∑
i=1
〈τi,∇τiX〉,
for a choice of an orthonormal basis {τ1, . . . , τn} of S.
Definition A.21 Given a varifold V in U ⊂ Rn+m, its first variation (not
respect to a vector field) in W ⊂ U is
‖δV ‖ := sup
X∈C1c (U ;R
n+m)
|X|≤1,sptX⊂W
|δV (X)|, (A.13)
where |δV (X)| is defined in (A.12).
Remark If V is the abtract varifold induced by a rectifiable varifold v(Σ, θ),
then ϕ#V is the abstract varifold corresponding to ϕ#v(Σ, θ) defined in
A.11. For this reason the first variation of a rectifiable varifold is the same
as the first variation of the corresponding abstract varifold. •
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A.3.2 Allard’s compactness theorem
Allard’s compactness theorem answers the following question: when does
a sequence of rectifiable integer multiplicity varifolds admit a subsequence
converging in the sense of varifolds (i.e. on the Grassmannian) to an integer
multiplicity rectifiable varifold?
Example Consider the sequence of functions un : [0, 1]→ R defined by
un(x) =
{nx}
n
,
where {x} denotes x minus it’s integral part.2 The graph of un is an i.m.
rectifiable 1-varifold in R2, and as n→ +∞, the limit of v(Gun , 1) as rectifi-
able varifolds is
√
2H1 ([0, 1]×{0}), whose corresponding abstract varifold
is √
2H1 ([0, 1] × {0}) × δ0,
identifying a line in R2 with the angle it spans with the x axis. On the other
hand, the limit in the sense of measures on the Grassmannian is:
√
2H1 ([0, 1] × {0})× δpi
4
,
which is not rectifiable. •
It’s not hard to prove that in the preceding example ‖δGun‖ → +∞.
This is why Allards compactness theorem doesn’t apply to this example.
Theorem A.22 (Compactness) Let be given a sequence of i.m. rectifi-
able varifolds Vj in U whose masses and first variations, as defined in A.21,
are locally equibounded, that is such that for every W ⊂⊂ U
sup
j≥1
(
M(Vj
∣∣
W
) + ‖δVj‖ (W )
)
< +∞.
Let also U be bounded. Then there exists a subsequence Vj′ converging in
the sense of varifolds to an i.m. rectifiable varifold and we have
‖δV ‖ (W ) ≤ lim inf
j→+∞
‖δVj‖ , ∀W ⊂⊂ U.
2for instance {pi} = 0, 14159265 . . .
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Allard’s regularity theorems
B.1 Interior regularity
The following theorem is due to Allard, who published it in 1972 [1]; it
reduces the study of the regularity of a minimal varifold to the study of
its tangent cones and, consequently, to the study of rigidity theorems as
Bernstein’s theorem, in order to prove that the density of a minimal varifold
is close to 1.
Definition B.1 (Density) Given a rectifiable varifold V = v(Σ, θ), its
density in p, if it exists, is the following limit:
Θn(V, p) := lim
r→0
V (Br(p))
|Br(p)| . (B.1)
Remark The density of a minimal varifold is always well defined because,
thanks to the monotonicity formula, la quantity V (Br(p))|Br(p)| is monotone and,
thus, has limit. •
Theorem B.2 Consider U ⊂ Rn+m and let V = v(Σ, θ) be a rectifiable
minimal varifold. Then there exist δ, γ and c depending on m and n such
that if 
0 ∈ sptV, Bρ(0) ⊂ U
θ ≤ 1 V − q.o.,
V (Bρ(0))
ωnρn
≤ 1 + δ,
(B.2)
then ∀α ∈ (0, 1) there exists a linear isometry q : Rn+m → Rn+m and
u ∈ C1,α(Bnγρ(0)) with u(0) = 0,
V Bγρ(0) = θHn
(
q(Gu) ∩Bγρ(0)
)
.
Moreover
1
ρ
sup
Bγρ(0)
|u|+ sup
Bγρ(0)
|Du|+ ρ[Du]α,Bγρ(0) ≤ cδ
1
4n . (B.3)
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For a proof see the book of Leon Simon [37].
B.2 Boundary regularity
Also this theorem is due, substantially to W. Allard [2]. For more details
see [25], theorem 2.3.
Theorem B.3 Let u be a solution of the Dirichlet problem for the minimal
surface system (1.24) with boundary data ψ ∈ Cs,α(Ω), 2 ≤ s ≤ +∞ and
assume that Ω is strictly convex. Then there exists a neighborhood V of ∂Ω
such that u ∈ Cs,α(V ). If ψ is analytic, then also u is in a neighborhood of
∂Ω.
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