Abstract
Introduction
In many image processing and low level vision tasks, it is indispensable to find a suitable fidelity measure to measure the fidelity index of the underlying visual signal. The use of fidelity measure can be generally classified into the following categories. First of all, the fidelity measure is ubiquitously used to evaluate the performance of competing algorithms and to guide the parameter selection, for example, in image denoising [9] and medical image reconstruction [29] . Second, the fidelity measure is used to design the objective function for minimization in applications such as image coding [12, 23] and image restoration [17] . Third, the fidelity measure can be used as the rule to make decisions, for example, in content based image retrieval [21] and block matching [16, 27] .
The most popular and widely used signal fidelity measure may be the classical Mean Squared Error (MSE), which measures the fidelity of a signal d ∈ R N by r − d 2 2 /N , where r ∈ R N is the reference counterpart of d. MSE has many appealing mathematical properties. It is simply the l 2 -norm of the difference between r and d, and is the Euclidean distance metric in the R N space. MSE is convex and differentiable, and can be easily minimized with an analytical solution. From another viewpoint, MSE measures the energy of the error signal, which can be preserved under orthonormal transforms such as Fourier transform, discrete cosine transform, orthonormal wavelet transform and principal component analysis, etc. For a more thorough analysis of MSE, please refer to [24] .
Despite of the many desired mathematical properties, one fatal weakness of MSE in the context of vision applications is its inconsistency with human perception of image quality [24] . This is mainly because MSE is pixel-wise and ignores the structural relationship in a neighborhood. Meanwhile, it also ignores the correlation between the noise signal and the original image.
The past decades have witnessed the rapid development of image quality assessment (IQA) methods, which aim to gauge the perceptual quality of natural images like human does. In the case that the reference image is accessible, the resulting full reference (FR) IQA model can be utilized as an image perceptual fidelity term to mimic the human perception of image quality. Numerous FR IQA models have been proposed by using mutual information [18, 19] , structure comparison [25, 28, 30, 31] , and human vision system simulation [10] , etc. Though these IQA models can better predict the perceptual quality of a test image than MSE, they do not profit much the applications such as perceptual image coding, perceptual image representation and restoration, etc. The main reason lies in that those IQA models are nonlinear and lack the properties such as differentiability and convexity. Most of them are not a valid distance metric and have much higher computational complexity than MSE.
Among the existing FR IQA models, the Structural SIMilarity (SSIM) [25] index is probably the most influential one. It has been widely studied by researchers and many IQA models were developed based on the principle of S-SIM [2, 30] . In perceptual image coding and restoration, more visually comfortable results have been reported by using SSIM to guide the algorithm design [16, 17, 23] . The underlying assumption of SSIM is that the human vision system is highly adapted to extract structural information in the viewing field. For a pair of reference image r and distorted image d, SSIM estimates the perceptual quality of d from three aspects: luminance, contrast and structure. It uses the following formula to compute the perceptual fidelity index of d:
where μ r and μ d are the local mean luminance of r and d; σ The mathematical properties of SSIM have been carefully analyzed in [1] , revealing some desirable properties of SSIM such as quasi-convexity, the triangular inequality, differentiability, etc. However, compared with the l 2 -norm based MSE, SSIM is still much more difficult to be used as an objective function to minimize, due to its complicated gradient computation [1, 26] . It is highly demanded to find an MSE-like fidelity measure, which could inherit some of the appealing merits of MSE while being highly perceptual fidelity aware. This will not only simplify the computation in IQA applications, but also facilitate significantly the use of perceptual fidelity measure in applications such perceptual image coding and perceptual image restoration.
With the above considerations, in this work we aim to develop an MSE-like l 2 -norm perceptual fidelity measure. We propose to introduce an l 2 -norm structural error term to the original MSE so that the resulting measure can be more perceptual fidelity aware. The structural error term can be simply designed by using the linear gradient operator or Laplacian of Gaussian operator. Our experimental results show that such a Structural MSE (SMSE) leads to very competitive IQA performance with SSIM.
More surprisingly, we show that by using certain linear structure extractors, the proposed SMSE can be turned into a Gaussian smoothed MSE, i.e., the Euclidean distance between reference image r and distorted image d after Gaussian smooth filtering. We call the resulting measure Perceptual-fidelity Aware MSE (PAMSE), which provides a very simple MSE-like formula to calculate the image perceptual fidelity and achieves rather better perceptual consistency than SSIM. In addition, PAMSE can have great potentials in perceptual image coding and restoration.
Section 2 presents the framework of SMSE and the setting of its structural term. Section 3 presents the derivation of PAMSE from SMSE. Section 4 presents the experimental results and Section 5 concludes the paper.
A Framework of Structural MSE

The framework
As discussed in the Introduction section, Mean Squared Error (MSE) possesses many desirable mathematical properties and it is easy to use. It would be very interesting if we could design an MSE-like l 2 -norm distance metric, which could inherit some important advantages of MSE while improving the consistency with human perception of image quality. Since human visual system is sensitive to image local structures, we propose to amend MSE a little so that the modified MSE can count more the structural information in the fidelity estimation. 
where α is a (negative or positive) constant to adjust the contribution of structural error term Sr−Sd 2 2 to the final index. Here we restrict the structure feature extractor S to be linear in order to make the whole SMSE model linear and easy to apply.
SMSE is an amendment of MSE by introducing a structural error term. It is necessary to know if SMSE can still be a valid distance metric, like the original MSE does. Eq. 2 can be re-written as: where superscript 'T ' means transpose and I denotes the identity matrix. Let M = I + αS T S. If M is positive semi-definite (PSD), SMSE will be a valid (pseudo-) distance metric. Denote by λ i , i = 1 . . . N, the eigenvalues of matrix S T S. Then the eigenvalues of M , denoted by γ i , i = 1 . . . N, can be written as γ i = 1 + αλ i . Then the sufficient and necessary condition that SMSE is a distance metric is:
On the other hand, since M is symmetric, when it is a PSD matrix with γ i ≥ 0, we can find a matrix P such that
And then the SMSE metric can be re-written as:
The matrix P can be viewed as a new feature extractor (a linear projection/transform) which is able to simultaneously measure the pixel-wise energy preservation and local neighborhood-wise image structure preservation. P can also be viewed as a kernel to measure the similarity between r and d.
Linear structure extractor S
There are many candidates for the linear structure operator S in the proposed SMSE framework. For instances, S can be chosen as the gradient operator which outputs the abrupt changes of image intensity; S can also be chosen as the Laplacian or Laplacian of Gaussian(LOG) operator which mimics the receptive field of the ganglion cells and the lateral geniculate nucleus (LGN) cells [5] . The linear transforms such as wavelet transform and principle component analysis can also be employed as the feature extractor S. For simplicity, in this paper we only consider the gradient operator and the Laplacian operator.
Gradient operators
Image gradient is a good feature for low level and higher level vision tasks, and gradient priors are widely used in image restoration. Image gradient has also been employed in IQA and led to good results [2] . Therefore, it is a good choice to employ gradient operators as S in the proposed SMSE framework.
For continuous images, the gradient is computed as the first derivative along some direction. For discrete images, the simplest analog of derivative is the first order forward The forward difference operator can be too sensitive to small intensity changes. A more commonly used gradient operator is the Gaussian gradient operator, which actually smoothes the image by using a Gaussian smooth filter h before applying the forward difference filter f . We use
g ] to denote the Gaussian gradient operator.
Laplacian operators
The gradient operator computes the first derivative of images. In comparison, the Laplacian operator, denoted by S l , exploits the second derivative of images by filtering the images with the Laplacian filter l = [0, 1, 0; 1, −4, 1; 0, 1, 0]. The Laplacian operator S l is very sensitive to noise and image small changes, and hence the LOG operator, denoted by S log , is proposed to smooth the image by Gaussian smooth filter h before applying l. LOG has a clear biological explanation in that its response is similar to the receptive field of the neuron cells in human visual system [5] . The zero-crossings of the LOG filtering response indicate the edge locations, and the LOG based edge map has been successfully used to predict image quality [28, 31] .
The determination of α
Given a linear structure extractor S, we need to determine the parameter α to make the proposed SMSE a valid distance metric. Refer to Eq. 4, α should satisfy 1 + αλ i ≥ 0 for all i = 1 . . . N. Therefore, we need to calculate λ i , the eigenvalues of S T S. Suppose that the elements in vectorized images r and d are ordered column by column. Since the operators S d , S g , S l , and S log can be interpreted as filtering operations, they can be written as a circulant matrix (each row is a cyclic shift of another) of size N × N , whose rows are repeated versions of the corresponding filter template. Let's denote by s = [s 1 , s 2 , ...s N ] the first row of S. The eigenvalue β i of a circulant matrix S can be easily calculated from the discrete Fourier transform of s [7] :
For circulant matrix S, its eigenvectors constitute a unitary matrix U , and we have S = U diag(β i )U * , where '*' denotes conjugate transpose and diag(β i ) denotes a diagonal matrix with β i , i = 1 . . . N, being its diagonal elements. We have:
Therefore, the eigenvalues λ i of matrix S T S can be obtained as:
where |β i | denotes the modulus of β i .
Let β max be the eigenvalue of S which has the largest modulus. From Eq. 4, we have α ≥ −
The constant c can be adjusted to make SMSE have good IQA performance while being a valid distance metric. In Section. 4.2, we will use experiments to investigate the selection of c, and it will be seen that c can be stably set as -1 across different IQA databases.
Gaussian smooth MSE: an inherent perceptual fidelity aware MSE
In Section. 2, we proposed a framework to make MSE be able to characterize image local structural changes while measuring the global energy of image pixel-wise error. With some linear structure extractor S and the associated parameter α determined in Eq. 9, the new image fidelity measure SMSE is however still a valid distance metric. The metric is actually characterized by the symmetric PSD matrix M = I + αS T S, which can be written as M = P T P , and consequently the SMSE metric can be written as SMSE(r, d) = 1 N P (r − d) 2 2 . This hints use to make a very interesting hypothesis: if matrix P is a circulant matrix and each row of it comes from a filter, then the feature extraction by P r and P d becomes the linear filtering of images r and d by this filter. As a result, SMSE can be further reduced to the MSE between the filtered images of r and d. Can we find such an operator P ?
The operator P depends on the used linear feature extractor S. In Section 2, we discussed four commonly used operators, S d , S g , S l and S log . Using each one of them, much better IQA results than MSE and competitive results with SSIM can be obtained (please refer to Section 4 for details). We can also use more than one operator in the proposed SMSE framework. Suppose that we use the difference operator S d and the Laplacian operator S l , and hence the SMSE measure becomes
where α d and α l are constants. Interestingly, it can be proved that (please refer to Appendix A) if we set α d = −2σ 2 and α l = σ 4 , where σ is the scale parameter of a Gaussian smooth filter h and σ is small, then we have
where '⊗' means the convolution operators. Eq. 11 raises a rather surprising conclusion: we can simply make MSE perceptual fidelity aware by filtering the images r and d with a Gaussian smooth filter. We call such an image fidelity measure Perceptual-fidelity Aware MSE (PAMSE), defined as
Figure. 1(b) illustrates the procedures of PAMSE. Since Eq. 12 can be written as
, where P h is the matrix form of filtering by h, PAMSE is always a (pseudo-)distance metric because P T h P h is a PSD matrix.
Experiments and analysis
Databases and evaluation protocols
To validate the IQA performance of SMSE and PAMSE, we test them on three benchmark IQA databases: LIVE [20] , CSIQ [10] and TID2008 [15] . The images in these databases are generated through different distortion channels and are all assigned with a subjective quality/distortion score. The consistency between the subjective scores and the predicted scores can be examined in terms of Spear rank order correlation coefficient (SRC), Pearson correlation coefficient (PCC) and the root mean squared error (RMSE). Note that PCC and RMSE are calculated after a logistic regression between the predicted scores and the subjective scores [8] . A good IQA measure should have high SRC, PCC scores and low RMSE score. The LIVE database consists of 29 reference images and 779 distorted images generated from JPEG compression (JPEG), JPEG2000 compression (JP2K), additive white noise (AWN), Gaussian blur (GB), and simulated fast fading Rayleigh channel. The CSIQ database consistes of 30 reference images and 866 distorted images of JPEG2000, JPEG, AWN, GB, additive pink Gaussian noise (PGN) and contrast change. We exclude the the last type in experiments since it's not a structural distortion. The TID2008 database is the largest IQA dataset so far. There are 25 reference images and 1,700 distorted images of 17 distortion types. Since the last 4 types are non-structural distortions which are out the interest of this work, we only validate the IQA performance for the first 13 types of distorted images.
Implementation and results of SMSE
We implement the proposed SMSE by using the operators S d , S l , S g and S log , respectively. Since these operators are actually the matrix form of spatial filters, in implementation we use spatial convolution to compute the structural features Sr and Sd. As described in Section. 2.2.3, we adjust c to find a good α, and c should be no less than -1 to ensure SMSE a valid distance metric.
For SMSE with S d , the corresponding spatial filter is f = [1, −1] along horizontal and vertical directions. It can be easily computed that the associated |β max | 2 is 8. In Figure. 2(a), we plot the curves of S d 's IQA results (in terms of SRC) versus c on the three databases. Note that we vary c from -3 to 1 with step-length 0.2 for a more comprehensive observation of the performance. The best SRC results of SMSE with S d occur at c = −1.8, c = −1.8 and c = −1.4, respectively, for LIVE, CSIQ and TID2008 databases. However, those values will make SMSE an invalid distance metric. Therefore, we set c to -1, which is the critical point to ensure SMSE a distance metric. When c = 0, SMSE reduces to MSE. A clear performance improvement of SMSE over MSE on all the three databases can be observed from the curves. For instance, on the TID2008 database, the performance gain of SMSE (with S d ) over MSE is 12.19%.
For SMSE with S g , we will smooth the images r and d by using a Gaussian smooth filter h(i, j) = 2 ) before applying the forward difference filter f . Through experiments, we found that setting σ = 0.5 could lead to good results on all the three IQA databases. Then it can be computed that the |β max | 2 associated with S g is 1.53. In Figure. 2(b), we plot the SRC curves of SMSE (with S g ) versus c. It can be seen that SMSE achieves its best or nearly best results at c = −1.2 and c = −1. By letting c = −1, the performance improvements of SMSE over MSE are 14.85%, 5.62% and 5.04%, respectively, on TID2008, CSIQ and LIVE databases. Note that for SMSE with S g , the performance will drops dramatically when c < −1.2.
For SMSE with S l , the corresponding spatial filter is f = [0, 1, 0; 1, −4, 1; 0, 1, 0]. The associated |β max | 2 is 64. In Figure. 2(c), we plot the curves of S l 's IQA results. The best SRC results of SMSE with S l occur at c = −2.6, c = −2.2 and c = −1.8. When c is set to the critical point -1, the performance improvement of SMSE (with S l ) over MSE is 8.7%, 2.6% and 1.5%, respectively, on TID2008, CSIQ and LIVE databases.
For SMSE with S log , we also need to set the scale parameter of the Gaussian smooth filter h. Through experiments, we set σ = 0.5, and the |β max | 2 associated with S log is 41.88. The SRC curves of SMSE with S log are shown in Figure. 2(d) . The best results occur at c = −1.4, c = −1.4 and c = −1.2, respectively, on LIVE, CSIQ and TID2008 databases. The results of SMSE at c = −1 are close to the best results, and SMSE has 15.39%, 4.26%, 3.69% improvements over MSE on TID2008, CSIQ and LIVE, respectively.
In Table. 1, we list the IQA results of SMSE with c = −1 for all the four operators and compare them with MSE, S-SIM, as well as other popular IQA methods. More discussions about why c is negative will be given in Section 4.4. 
Implementation and results of PAMSE
The implementation of PAMSE is even simpler than SMSE because we only need to set the scale parameter σ of the Gaussian smooth filter h. Refer to our derivation in Appendix A, σ cannot be big. To find a good value of σ, we tested the performance of PAMSE on the three IQA databases by varying σ from 0 to 2.0. Note that when σ = 0, PAMSE reduces to MSE. In Fig. 3 , we plot the SRC curves of PAMSE versus σ. As σ increases, PAMSE shows much higher SRC than MSE for all the three databases. Based on these curves, we set σ to 0.8 for PAMSE on all the databases, and list the IQA results of PAMSE in Table. 1.
Comparison and discussions
In this sub-section, we compare the IQA results of SMSE and PAMSE with MSE and SSIM. The results of some state-of-the-art IQA methods (e.g., FSIM [30] , VIF [18] , IFC [19] , rNSE [28] and MAD [10] ) are also presented for reference. We would like to stress that the goal of this work is not to develop an IQA algorithm which outperforms all state-of-the-arts. The key message we would like to convey is that with some small adaptation, an MSE-like image perceptual fidelity measure can be obtained, which is very easy and efficient to implement while offering very competitive IQA results. Table. 1, the following conclusions can be drawn. 1) On all the databases, SMSE and PAMSE outperform MSE with a large margin. 2) On databases CSIQ and TID2008, both SMSE and PAMSE have similar results to the best IQA methods. 3) By averaging the results over the three databases (weighted by the image number), PAMSE only lags behind FSIM, which is currently the best IQA method. 4) Compared with SSIM, which is the representative of modern IQA measures and has been extensively studied in the past decade, SMSE gives competitive performance in average, while PAMSE performs better than it. In summary, SMSE and PAMSE are among the state-of-the-art FR IQA measures. Figure. 4 shows the scatter plots of the subjective score versus the predicted score by SSIM and PAMSE on the C-SIQ database. Each point represents a distorted image. It can be clearly observed that the distributions by PAMSE is more consistent with the subjective score than SSIM (i.e., the predicted scores are more linear to the subjective scores). Similarity scatter plots are observed for SMSE models.
Though PAMSE is originated from SMSE, overall it shows better IQA performance than SMSE. The reason lies in two folds. Firstly, PAMSE implicitly uses two linear structure extractors, while SMSE uses only one linear structure extractor. Secondly, PAMSE is however free of the explicit use of any structure extractor, which is affected to some extent by the numerical implementation.
In spite of the promising performance of SMSE and PAMSE, at first sight the subtraction of the structure error term (i.e., c = −1) in SMSE and the smoothing Gaussian filter in PAMSE seem counterintuitive. It's widely accepted that it's the structures in natural images that attract hu- [25] 0.0213 10.02 rNSE [28] 0.1167 54.97 FSIM [30] 0.4343 204.56 IFC [19] 0.9372 441.44 VIF [18] 0.9743 458.95 MAD [10] 2.0715 986.43 man's attention. Intuitively, in SMSE the structure error term should be "added", but not be "subtracted". In PAMSE, the Gaussian filtering smoothes some texture information, which again seems unreasonable for the IQA tasks. Actually, both of them are plausible based on the contrast sensitivity property of human visual system (HVS). The contrast sensitivity function (CSF) describes the visibility of signals as a function of spatial frequency [3] , and it shows the reduced sensitivity of HVS at lower and higher frequencies. MSE measures image distortion equally in all frequencies, and thus over-estimates the perceptual distortion. By subtracting the structure error term or using Gaussian filtering, the contribution of high frequency in measuring the difference between counterpart images is reduced, which is consistent with CSF. The low frequency information is remained for the sake of energy preservation. Actually, in many halftone image quality analysis methods [4, 13, 14] , the CSF filter is used to weight the error in a transformed domain, and it is often approximated by Gaussian filters, which are believed to work better for suprathreshold distortions and be more robust to variations in viewing distances.
Running time
At last, let's discuss the complexity of SMSE and P-MASE. Clearly, one very attractive advantage of SMSE and PMASE is their efficiency compared with other major IQA models such SSIM, IFC, VIF, rNSE, MAD, and FSIM, etc. For SMSE, apart from the term r − d 2 2 , we only need to compute S(r −d) 2 2 , which can be obtained by convolving the error signal (r − d) with the filter corresponding to operator S, and then calculating the l 2 -norm of the filtering response. Suppose that the size of the filter is k, then in SMSE the additional cost to MSE is just O(Nk), which is significantly lower than other sophisticated IQA methods. Similar analysis goes to PAMSE.
In Table. 2, we list the running time of the competing methods to process an image of size 512 × 512. All algorithms were run on a desktop with Intel Core i5-2300 CPU @2.8GHz and 4G RAM. As can be seen, the time cost of SMSE and PAMSE is only 2.6 ∼ 4.8 times of that of MSE. The cost of SSIM is 10 times of that of MSE, while the other IQA methods are significantly slower than MSE.
Conclusions
By adding an l 2 -norm structure error term to the original Mean Squared Error (MSE) index, in this paper we proposed a simple yet very effective framework, namely Structural MSE (SMSE), for image quality assessment (IQA). When using difference operator and Laplacian operator to extract the structure error, SMSE becomes the MSE between Gaussian smoothed reference and distorted images, and we call the corresponding SMSE measure Percetualfidelity Aware MSE (PAMSE). SMSE and PAMSE are very simple to implement, highly efficient, very effective, and they are valid distance metrics. In particular, PAMSE is among the best ones for IQA tasks, works much better than the well-known SSIM index. Meanwhile, SMSE and PAMSE have good potentials to be used as objective functions in perceptual quality based image processing tasks.
Appendix A: Proof of Eq. 11
For the convenience of our following development, we denote r and d as two-dimensional (2D) continuous functions, and h the continuous 2D Gaussian smooth function with scale σ. We use ∇ and Δ to denote the continuous counterpart of difference operator S d and Laplacian operator S l , respectively. Based on the Gabor formulas [6, 11] , when σ is small, we have:
In (A1) and (A2), we ignored the higher order terms of σ.
There is:
We have: (A4) In the 3 rd row of (A4), we use the Gauss theorem, i.e., the divergence theorem [22] In the discrete case, by replacing Δ and ∇ as S l and S d , respectively, we have Eq.11.
