Abstract: Grading intraepithelial neoplasia is crucial to derive an accurate estimate of pre-cancerous stages and is currently performed by pathologists assessing histopathological images. Inter-and intra-observer variability can significantly be reduced, when reliable, quantitative image analysis is introduced into diagnostic processes. On a challenging dataset, we evaluated the potential of learning a classifier to grade anal intraepitelial neoplasia. Support vector machines were trained on images represented by fractal and statistical features. We show that pursuing a learning-based grading strategy yields highly reliable results. Compared to existing methods, the proposed method outperformed them by a significant margin.
Introduction
Anal intraepithelial neoplasia (AIN) can be present in various forms and usually precedes anal carcinoma [1] . Assessing alterations of epithelium is crucial to derive an accurate estimate of pre-cancerous stages and carcinoma in-situ. The inspection of biopsy tissue is done qualitatively by physicians to diagnose anorectal disease, either using glass slides and light microscopy, or digital whole slide images. AIN is typically classified into four classes that correspond to non-neoplastic tissue (AIN0), and increasing grades of dysplasia (AIN1-AIN3). Important cues for grading are the density, shape, and texture of cell nuclei, as well as the distribution of normal and abnormal cells within the tissue [2] . However, qualitative analysis strongly depends on the observer's experience and frequently leads to irreproducible results. Since defining clear transitions between grades is not always possible, the inter-observer variability can be considerable. Using quantitative image analysis, drawbacks of subjective assessments can be tackled by introducing reproducible, validated methods in biomedical diagnostics.
Previous work used fractal image analysis [3, 4 ] to grade AIN, or cervical intraepithelial neoplasia [5] . Fractal dimensions were computed globally for each image, and the value range was segmented by rigidly searching for statistically significant thresholds to separate the classes. In other work [6] , a variety of data mining methods was explored to grade AIN images based on statistical texture features. In order to add significant value to a diagnostic process in terms of reducing time-consuming tasks, a classifier must be able to deal with a great input variance [7] , generalize well, and reliably predict the grading of new images. Two crucial aspects have not been addressed in [3, 4, 6] : Firstly, none of the previous methods involved building a classifier on training data and evaluating it on novel test data. Secondly, since authors reported errors on training sets, we cannot assess the ability of their methods to generalize to unseen data.
The objective of this work is to learn a discriminative classification model for predicting the grade of AIN. We show that a support vector machine (SVM [8] ) learns a robust classifier on a set of global image features. Our learning-based approach outperforms the previously proposed methods by a large margin on a challenging dataset [6] . Furthermore, we assess the influence of common strategies for data augmentation and class label balancing on the generalization performance. 
Material and methods

Histopathology dataset
We used a set of hematoxylin and eosin stained images (n = 136, 749 × 580 pixels) of different AIN grades [3, 6] , cf. Figure 1 . An expert pathologist labeled images containing healthy tissue (n 0 = 17) as AIN0, and lowgrade neoplasia (n 1 = 36) as AIN1. High-grade neoplasia was labeled as AIN2 (n 2 = 55), and AIN3 (n 3 = 28). We assigned 80% of the images in each class to the training, and 20% to a hold-out test set. Further, 20% of the training samples were used as validation set for parameter tuning, before the test set was predicted. This resulted in 84 images in the original training set (10 AIN0 / 22 AIN1 / 35 AIN2 / 17 AIN3), 23 in the validation set (3/6/9/5), and 29 in the test set (4/8/11/6). Image pre-processing and augmentation: We hypothesized that augmentation and balancing of a training set improves the ability of our classifier to generalize. Hence, two additional training sets were created by applying label-preserving elastic deformations and parameterized random intensity variations of the individual channels in HSV color space. The training sets are referred to as (a) for the original, (b) for the augmented, and (c) for the augmented and balanced training set. For (b), we added 30 versions of each image in (a), such that it comprised 2604 images. However, the class label distribution remained unbalanced. For (c), we oversampled the underrepresented classes in (b) to achieve a uniform distribution over all four grades of AIN (4304 images). All images were resized to 512 × 512 pixels by bilinear interpolation, prior to feature extraction. In addition, the recently developed pyramidal gradient and pyramidal differences methods [10] applied to gray value images (mean RGB,R,G,B,L*,a*,b*,H,S,V; combinations of the scale-ranges 2 0 − 2 7 with at least four consecutive scales) were used. Classifier training and inference: Given a set of labeled training samples, we employed a linear SVM to learn a maximum-margin classifier, characterized by an optimal hyper-plane that separates two classes. To solve our multiclass classification problem (AIN0-AIN3), multiple SVMs were trained in a one-versus-one scheme. The regularization parameter C, determining the trade-off between margin size and training error, was optimized to maximize the F1-score on a validation set. To infer the grading of a test sample, each SVM cast a vote for a grade. Then, majority voting determined the final grade.
Learning AIN grading classifiers
Experimental setup: Three different sets of features were examined on each training set (cf. Section 2.1): (I) all features, (II) only the statistical features, (III) only D F (D F showed statistically significant differences for AIN1-AIN3 in [3] ). Hence, nine classifiers were evaluated, which are identified as Ia-IIIc.
Features in each training set were standardized across all samples to zero mean, and unit variance. Validation and test set were standardized using the values computed from the corresponding training set. IQM (11), LIBSVM [12] and WEKA [13] were used in our experiments. 
Results
In Table 1 , overall PRC, REC, and F1 are reported for the validation and test set. Detailed results on the test set are presented as confusion matrices for all nine classifiers (Ia-IIIc), cf. Generally, results obtained by models that used all available features for classification slightly improved, when an augmented training set was used. This behavior was not observed for classifiers trained on statistical features or D F . The results for all classifiers are comparable for unbalanced and balanced training sets. 
Discussion and conclusion
We examined different strategies to learn a classification model using SVM for grading histopathological images of AIN. Our results indicate that a combination of multiple fractal and statistical features greatly improved the outcome. For models that used all available features, we obtained highly similar performance on the validation and test set, which emphasizes our system's ability to generalize well to unseen samples without over-fitting. Balancing the training set did not generally result in increased performance. Nevertheless, we could verify our hypothesis that augmentation aids classifiers during learning phase.
The authors of [3] claimed that D F reflected AIN grades well, but the mean recall actually was <0.5, excluding AIN0. Here, we included AIN0 and could not confirm that D F properly represents AIN grades. A much larger feature set was required to achieve generalization rates acceptable for the use in biomedical diagnostics. In practice, physicians frequently discriminate only low-and high-grade AIN. Our best performing system (Ib) can predict these two classes with an accuracy of 96.55%.
This much higher performance can be explained by the fact that compared to previous work [3, 4] not only a single value for the fractal dimension, but a multitude of values derived from measurements over varying scaleranges was used. Features from different scale-ranges reflect measures at different scales, which are important when grading AIN (density, shape, texture of cell nuclei, distribution of cells).
Nevertheless, manually extracting image features remains subject to experience and is application-specific. End-to-end machine learning approaches, e.g. convolutional neural networks [14] , are able to automatically tackle this problem. However, they usually require much larger training datasets. It is common that huge sets of labeled training data are scarce in biomedical imaging. Hence, an evaluation of our approach on more extensive AIN datasets is required as they become available. Depending on the available size of a dataset, a semisupervised learning setting, i.e. making use of unlabeled instances, should also be considered.
