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Abstract
Let F be an algebraically closed field. This paper describes the possible numbers of non-
constant invariant polynomials of the Jordan product XA+ AX, when A is fixed and X varies.
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1. Introduction
Let F be an algebraically closed field, A,B ∈ Fn×n and denote by i(A) the num-
ber of nonconstant invariant polynomials of A. In [11], all the possible values of
i(A+XBX−1), when X varies, were described, in the sequence of older partial re-
sults [7,9]. The description of all the possible invariant polynomials of A+XBX−1
remains an open problem, cf. [6].
The possible numbers of nonconstant invariant polynomials of partially known
matrices were also studied in several papers, e.g., [1].
The description of the possible invariant polynomials of the commutator XA−
AX, when A is fixed and X varies, is also an open problem. In previous papers, we
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have described the possible eigenvalues of XA− AX [4] and the possible values of
i(XA− AX) [5].
In this paper, we describe the possible numbers of nonconstant invariant poly-
nomials of the Jordan product XA+ AX, when A is fixed and X varies. We assume
that the characteristic of F is different from 2, as the complementary case has been
studied in [5]. Another paper in preparation describes the possible eigenvalues of
XA+ AX.
In [7], it was proved that
i(A) = n− RF (A), where RF (A) = min
λ∈F rank(A− λIn).
Because of this fact, it is equivalent to study the possible values of i(XA+ AX) and
to study the possible values of RF (XA+ AX). The possible values of the rank of
the commutator XA− AX have been studied in [2,3,8]; also see [10].
Several of the results referred above are valid in fields that are not algebraically
closed. We were not able to describe the possible values of i(XA+ AX) in general
fields.
2. Results
Let F be an algebraically closed field with characteristic different from 2, ρ ∈
{0, . . . , n− 1}, A ∈ Fn×n, α1| · · · |αn the invariant polynomials of A, α˜1| · · · |α˜n the
invariant polynomials of −A. Throughout this paper, we assume that the invariant
polynomials and the elementary divisors are monic elements of F [x]. Then α˜i (x) =
(−1)di αi(−x), where di is the degree of αi , i ∈ {1, . . . , n}. For each positive integer
p, let τp be the number of elementary divisors of A of the form xp. Let
τ := τ(A) := max{τp : p is odd},
σ := σ(A) := min{s: αi |α˜i+s , for all i ∈ {1, . . . , n− s}}.
Note that on αi |α˜i+s if and only if α˜i |αi+s .
Theorem 1. The following statements are equivalent:
(a1) There exists a nonsingular matrix X ∈ Fn×n such that RF (XA+ AX) = ρ.
(b1) min{τ, σ }  ρ  2 rankA.
Theorem 2. The following statements are equivalent:
(a2) There exists X ∈ Fn×n such that RF (XA+ AX) = ρ.
(b2) ρ  2 rank A.
Note that, in order to prove these theorems, we may replace A by any similar
matrix, without loss of generality. Frequently, throughout the proofs, we replace A
by a normal form for similarity.
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Lemma 3. Let r ∈ {0, . . . , n}. Then there exists a nonsingular matrix X ∈ Fn×n
such that rank(XA+ AX) = r if and only if
σ  r  2 rankA. (1)
Proof. It follows from [10, Theorem 2] that there exists a nonsingular matrix X ∈
Fn×n such that rank(XA+ AX) = r if and only if
σ  r  RF (A,−A) := min{rank(A− cIn) + rank(−A− cIn): c ∈ F }.
(2)
It is easy to see that rank(A− cIn)+ rank(−A− cIn)  n, for every c ∈ F\{0}. As
r  n, (1) and (2) are equivalent. 
Remark. The proof of Theorem 2 will also prove that, if r ∈ {0, . . . , n}, then there
exists X ∈ Fn×n such that rank(XA+ AX) = r if and only if r  2 rankA.
3. Proofs: necessary conditions
Lemma 4. Let λ ∈ F\{0}. Suppose that A is the direct sum of τ copies of J, where
J is the singular Jordan block of size p × p, with p odd.
Then, for every X ∈ Fn×n, τ  rank(XA+ AX − λIn).
Proof. By induction on τ . For every B ∈ Fm×m, consider the vector space
KB = {ZB + BZ : Z ∈ Fm×m}.
We make convention that the Jordan blocks are always upper triangular. By direct
calculation, note that a matrix K = [ki,j ] ∈ Fp×p belongs to KJ if and only if
kp,1 = 0 and, for every i ∈ {1, . . . , p − 1},
(ki,1, ki+1,2, . . . , kp,p−i+1) = (λ(i)1 , λ(i)1 + λ(i)2 , . . . , λ(i)p−i−1 + λ(i)p−i , λ(i)p−i ),
for some λ(i)1 , . . . , λ
(i)
p−i ∈ F . In particular, as p is odd, there exists no element in
KJ with all the principal entries equal to λ.
Let X ∈ Fn×n and XA+ AX = [Ki,j ], where each Ki,j is a block of size p × p.
Note that Ki,j ∈KJ and that Ki,i − λIp has at least one principal entry different
from 0, i, j ∈ {1, . . . , τ }. The proof for τ = 1 is a simple consequence of this fact.
Suppose that τ  2. LetS be the multiplicative semigroup generated by J and all
the scalar matrices of size p × p:
S = {µJv : µ ∈ F, v ∈ N} ∪ {µIp: µ ∈ F }.
Bearing in mind the special form of the elements ofKJ we deduce that, if K ∈KJ
and S ∈S, then KS, SK ∈KJ .
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Let G be the multiplicative group generated by all the matrices of the forms:[
Ip S
0 Ip
]
⊕ I(τ−2)p, where S ∈S,
Z ⊗ Ip, where Z ∈ Fτ×τ is nonsingular.
Note that, if G ∈ G and H ∈KA, then GH, HG ∈KA.
Let
M:=

M1...
Mτ

:= XA+ AX − λIτp =

K1,1 · · · K1,τ... ...
Kτ,1 · · · Kτ,τ

− λIτp,
where each Mi is of size p × τp.
Let r1 be the maximum element of {1, . . . , p} such that at least one of the matrices
Mi has its r1th row different from zero. Let s1 be the dimension of the vector space
generated by the r1th rows of all the matrices Mi . Note that, if s1 = τ , the proof is
complete. Then suppose that s1 < τ . Permute the blocks Mi in order to get a matrix
Mπ:=


Mπ(1)
...
Mπ(τ)


such that the r1th rows of the blocks Mπ(1), . . . ,Mπ(s1) are linearly independent and
the r1th rows of the blocks Mπ(s1+1), . . . ,Mπ(τ) are linear combinations of the r1th
rows of the blocksMπ(1), . . . ,Mπ(s1). Then, for each j ∈ {s1 + 1, . . . , τ }, there exist
S1,j , . . . , Ss1,j ∈S such that
L
(0)
j := Mπ(j) +
s1∑
i=1
Si,jMπ(i)
has its rows r1, . . . , p equal to zero. If r1 − 1 > 0 and the (r1 − 1)th rows of the ma-
trices L(0)s1+1, . . . , L
(0)
τ are linear combinations of the r1th rows of Mπ(1), . . . ,Mπ(s1),
then, for each j ∈ {s1 + 1, . . . , τ }, there exist S′1,j , . . . , S′s1,j ∈S such that
L
(1)
j := L(0)j +
s1∑
i=1
S′i,jMπ(i)
has its rows r1 − 1, . . . , p equal to zero. We repeat this argument until we ob-
tain u such that either L(u)s1+1 = · · · = L
(u)
τ = 0 or the (r1 − u− 1)th row of at least
one of the matrices L(u)s1+1, . . . , L
(u)
τ is not a linear combination of the r1th rows
of Mπ(1), . . . ,Mπ(s1). Then let Li = Mπ(i), i ∈ {1, . . . , s1}, Lj = L(u)j , j ∈ {s1 +
1, . . . , τ }, and
L:=

L1...
Lτ

 .
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Note that, there exists G ∈ G such that L = GM . Then GMG−1 has the form
M ′:=


M ′1
...
M ′τ

:=


K ′1,1 · · · K ′1,τ
...
...
K ′τ,1 · · · K ′τ,τ

− λIτp,
where each M ′i is of size p × τp, each K ′i,j is an element of KJ , the r1th rows
of the matrices M ′1, . . . ,M ′s1 are linearly independent, the r1th rows of the matri-
ces M ′s1+1, . . . ,M
′
τ are equal to zero and the last p − r1 rows of all the matrices
M ′1, . . . ,M ′τ are equal to zero. Also note that none of the matrices M ′1, . . . ,M ′τ is
equal to zero and, bearing in mind the construction above, this implies that at least
one of the matrices M ′s1+1, . . . ,M
′
τ has at least one row that is not a linear combina-
tion of the r1th rows of the matrices M ′1, . . . ,M ′s1 .
Now we repeat the argument used in the last paragraph with slight adjustments.
Let r2 be the maximum element of {1, . . . , r1 − 1} such that the r2th row of at least
one of the matrices M ′s1+1, . . . ,M
′
τ is not a linear combination of the r1th rows of the
matrices M ′1, . . . ,M ′s1 . Bearing in mind the construction above, the last p − r2 rows
of all the matrices M ′s1+1, . . . ,M
′
τ are equal to zero. Let s1 + s2 be the dimension
of the vector space generated by the r1th rows of the matrices M ′1, . . . ,M ′s1 and
the r2th rows of the matrices M ′s1+1, . . . ,M
′
τ . Note that, if s1 + s2 = τ , the proof
is complete. Then suppose that s1 + s2 < τ . With the adequate adjustments in the
previous arguments one can find G′ ∈ G such that G′M ′G′−1 has the form
M ′′:=


M ′′1
...
M ′′τ

:=


K ′′1,1 · · · K ′′1,τ
...
...
K ′′τ,1 · · · K ′′τ,τ

− λIτp,
where each M ′′i is of size p × τp, each K ′′i,j is an element of KJ , the r1th rows of
the matrices M ′′1 , . . . ,M ′′s1 and the r2th rows of the matrices M
′′
s1+1, . . . ,M
′′
s1+s2 are
linearly independent, the r2th rows of the matrices M ′′s1+s2+1, . . . ,M
′′
τ are equal to
zero, the last p − r2 rows of all the matrices M ′′s1+1, . . . ,M ′′τ are equal to zero and
the last p − r1 rows of all the matrices M ′′1 , . . . ,M ′′τ are equal to zero. Again none
of the matrices M ′′1 , . . . ,M ′′τ is equal to zero.
Note that this argument can be repeated until we get a matrix
M(v) :=


M
(v)
1
...
M
(v)
τ

:=


K
(v)
1,1 · · · K(v)1,τ
...
...
K
(v)
τ,1 · · · K(v)τ,τ

− λIτp,
where each M(v)i is of size p × τp and each K(v)i,j is an element of KJ , similar to M
and with at least τ rows linearly independent. 
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Lemma 5. For every λ ∈ F\{0}, X ∈ Fn×n, τ  rank(XA+ AX − λIn).
Proof. Without loss of generality, suppose that A = A0 ⊕ A1, where A0 ∈ Fn0×n0
is the direct sum of τ copies of a singular Jordan block of size p × p, for some
odd integer p. Let X= [Xi,j ] ∈ Fn×n, i, j ∈ {1, 2}, where X1,1 ∈ Fn0×n0 . Then
X1,1A0 + A0X1,1 is a submatrix of XA+ AX and, according to Lemma 4, τ 
rank(X1,1A0 + A0X1,1 − λIn0). 
Clearly, ifX ∈ Fn×n, thenRF (XA+AX)  rank(XA+ AX)  2 rankA. There-
fore (a2) implies (b2).
Proof. (a1) implies (b1). Suppose that RF (XA+ AX) = ρ = rank(XA+ AX −
λIn), for some λ ∈ F . We have already seen that ρ  2 rankA. If λ = 0, then it
follows from Lemma 3 that σ  ρ. If λ /= 0, then it follows from Lemma 5 that
τ  ρ. 
4. Proofs: sufficient conditions
Lemma 6. Let J ∈ Fp×p be a nonsingular Jordan block and T ∈ Fp×p a non-
singular upper triangular matrix. Then there exists a nonsingular upper triangular
matrix Y ∈ Fp×p such that YJ + JY = T .
Proof. By induction of p. If p = 1 the result is trivial. Suppose that p  2. Partition
J and T as follows
J =
[
µ k
0 J0
]
, T =
[
t l
0 T0
]
,
where J0, T0 ∈ F (p−1)×(p−1). According to the induction assumption, there exists a
nonsingular upper triangular matrix Y0 ∈ F (p−1)×(p−1) such that Y0J0 + J0Y0 = T0.
Let y1 = t (2µ)−1. Then J0 + µIp−1 is a nonsingular upper triangular matrix and the
system of linear equations (in the variables y2, . . . , yp)
[y2 · · · yp](J0 + µIp−1) = l − y1k − kY0
has a unique solution. Clearly YJ + JY = T , with
Y =
[
y1 y2 · · · yp
0 Y0
]
. 
Lemma 7. Let G be a finite subset of F, ρ ∈ {0, . . . , p − 1} and λ ∈ F\{0}. Let
J ∈ Fp×p a nonsingular Jordan block. Then there exists a nonsingular matrix Y ∈
Fp×p such that RF (YJ + JY ) = rank(YJ + JY − λIp) = ρ and YJ + JY does
not have eigenvalues in G\{λ}.
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Proof. Trivial consequence of the previous lemma. 
With similar arguments, one can prove the next two lemmas.
Lemma 8. Let J ∈ Fp×p be a nonsingular Jordan block and T ∈ Fp×p an upper
triangular matrix. Then there exists an upper triangular matrix Y ∈ Fp×p such that
YJ + JY = T .
Lemma 9. Let G be a finite subset of F, ρ ∈ {0, . . . , p − 1} and λ ∈ F . Let
J ∈ Fp×p be a nonsingular Jordan block. Then there exists Y ∈ Fp×p such that
RF (YJ + JY ) = rank(YJ + JY − λIp) = ρ and YJ + JY does not have eigen-
values in G\{λ}.
Lemma 10. Let G be a finite subset of F, ρ ∈ {0, . . . , n− 1} and λ ∈ F. Suppose
that A = 0ν ⊕ J, where J is a nonzero singular Jordan block of size p × p, n =
ν + p, ν  0. Suppose that 2 rankA  n and ρ  τ(A). Then
1. There exists a nonsingular matrix X ∈ Fn×n such that RF (XA+ AX) =
rank(XA+ AX − λIn) = ρ and XA+ AX does not have eigenvalues in G\{λ},
except if λ /= 0, ν = 0, ρ = 1, p is odd and 0, 2λ ∈ G.
2. There exists a nonsingular matrix X ∈ Fn×n such that RF (XA+ AX) = n− 1
and XA+ AX does not have eigenvalues in G.
Proof. Note that τ(A) = ν, unless ν = 0 and p is odd.
In order to justify the exception, suppose that λ /= 0, ν = 0 and p is odd. Suppose
that rank(XA+ AX − λIn) = 1 for some X ∈ Fn×n. Bearing in mind the form of
XA+ AX ∈KA it follows that XA+ AX is upper triangular, has n− 1 eigen-
values equal to λ and the remaining eigenvalue is either 0 or 2λ.
We shall prove statement 1, as statement 2 is a simple corollary of statement 1.
Let µ, ei , di , i ∈ {0, 1, 2, . . .}, be indeterminates such that x, µ, e1, e2, . . ., d1, d2, . . .
are pairwise distinct. As 2 rankA  n, we have 2ν + 2  n. Let
X = M +


0ν 0ν,n−2ν−2 Iν 0ν,2
0n−2ν,ν d0 0
d1 0
.
.
.
.
.
.
diag(e1, . . . , eν) 0 dn−ν−1 0

 ,
where M = diag(µ,−µ,µ,−µ, . . .). Then
XA+ AX =


0ν 0ν,n−2ν−1 Iν 0ν,1
0n−2ν−1,ν
diag(e1, . . . , eν) D
01,ν

 ,
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where
D =
[
d1 d0
0 d1 + d2
]
⊕ diag(d2 + d3, . . . , dn−ν−2 + dn−ν−1, dn−ν−1).
As detX is a nonconstant polynomial on µ, µ may be replaced by an element of F
so that X is nonsingular. Note that XA+ AX does not depend on µ.
Suppose that ν = 0. Then XA+ AX = D. If ρ > 0, take d0 = 1; if ρ = 0, take
d0 = 0. In any case, it is easy to replace the indeterminates d1, . . . , dn−1 by elements
of F so that D has the prescribed property.
Suppose that ν  1. Then ρ  τ(A) = ν. Take d0 = 0. The matrix XA+ AX is
permutation similar to
W = B1 ⊕ · · · ⊕ Bν ⊕D0,
where
Bi =
[
0 1
ei di+n−2ν−2 + di+n−2ν−1
]
, i ∈ {1, . . . , ν},
D0 = diag(d1, d1 + d2, . . . , dn−2ν−3 + dn−2ν−2, dn−2ν−2 +dn−2ν−1, dn−ν−1).
Note that the indeterminates d1, . . . , dn−ν−1 may be replaced by elements of F so
that D0 becomes any diagonal matrix of Fn×n. Then, for each i ∈ {1, . . . , ν}, the
indeterminate ei may be replaced by an element of F so that λ is eigenvalue of Bi ;
alternatively, the indeterminate ei may be replaced by an element of F so that Bi
does not have eigenvalues in any previously prescribed finite subset of F.
Using these facts, it is not hard to deduce that it is possible to replace the indeter-
minates e1, e2, . . . , d1, d2, . . . by elements of F so that XA+ AX has the prescribed
property. 
Lemma 11. Let G be a finite subset of F, ρ ∈ {0, . . . , n− 1}, λ ∈ F\{0}. Suppose
that A = 0τ ⊕ A0, where A0 is nonsingular, τ  0 and 2 rankA  n.
If ρ  τ, then there exists a nonsingular matrix X ∈ Fn×n such that RF (XA+
AX) = rank(XA+ AX − λIn) = ρ and XA+ AX does not have eigenvalues in
G\{λ}.
Proof. Note that 2(n− τ) = 2 rankA  n and, therefore, n− τ  τ . Recursively,
choose elements d1, . . . , dn−τ , e1, . . . , eτ ∈ F and matrices B1, . . . , Bτ as follows:
• If n− ρ  τ and:
– if i  n− ρ, choose di, ei ∈ F\{0} such that λ is eigenvalue of
Bi :=
[
0 1
ei di
]
(3)
and Bi does not have eigenvalues in G\{λ};
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– if n− ρ < i  τ , choose di, ei ∈ F\{0} such that Bi defined by (3) does not
have eigenvalues in G and does not have eigenvalues in common with B1 ⊕
· · · ⊕ Bi−1;
– if τ < i, choose di ∈ F\(G ∪ {0, dτ+1, . . . , di−1}) such that di is not
eigenvalue of B1 ⊕ · · · ⊕ Bτ .
• If τ < n− ρ and:
– if i  τ , choose di , ei ∈ F\{0} such that λ is eigenvalue of Bi defined by (3)
and Bi does not have eigenvalues in G\{λ};
– if τ < i  n− ρ, let di = λ;
– if n− ρ < i, choose di ∈ F\(G ∪ {0, dτ+1, . . . , di−1}) such that di is not ei-
genvalue of B1 ⊕ · · · ⊕ Bτ .
Without loss of generality, assume that A0 is a direct sum of Jordan blocks. It
follows from Lemma 6 that there exists a nonsingular upper triangular matrix X0 ∈
F (n−τ)×(n−τ) such that
X0A0 + A0X0 = diag(d1, . . . , dn−τ ).
As A0 is nonsingular, there exist X1,2 ∈ Fτ×(n−τ) and X2,1 ∈ F (n−τ)×τ such that
X1,2A0 =
[
Iτ 0
]
,
A0X2,1 =
[
diag(e1, . . . , eτ )
0
]
.
Let
X =
[
µIτ X1,2
X2,1 X0
]
,
where µ ∈ F is chosen so that detX /= 0. Then XA+ AX is permutation similar to
B1 ⊕ · · · ⊕ Bτ ⊕ diag(dτ+1, . . . , dn−τ ).
The conclusion of the proof is trivial. 
Lemma 12. Let G be a finite subset of F. If n  2 rankA, then there exists a non-
singular matrix X ∈ Fn×n such that RF (XA+ AX) = n− 1 and XA+ AX does
not have eigenvalues in G.
Proof. Let ν be the number of elementary divisors of A equal to x. Then A is similar
to 0ν ⊕ B, where B does not have elementary divisors equal to x. Let J1 ⊕ · · · ⊕
Js be the Jordan normal form of B, where J1, . . . , Js are nonzero Jordan blocks.
Suppose that Ji is of size pi × pi . Note that
s∑
i=1
2 rank Ji = 2 rankA  n =
(
s∑
i=1
pi
)
+ ν (4)
and that 2 rank Ji  pi, i ∈ {1, . . . , s}. Choose nonnegative integers ν1, . . . , νs such
that ν = ν1 + · · · + νs , and 2 rank Ji  pi + νi , i ∈ {1, . . . , s}. Let Ci = 0νi ⊕ Ji ,
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i ∈ {1, . . . , s}. The matrix A is similar to C1 ⊕ · · · ⊕ Cs . Without loss of generality,
assume that A = C1 ⊕ · · · ⊕ Cs .
Recursively, choose nonsingular matrices Xi ∈ F (pi+νi )×(pi+νi ), i ∈ {1, . . . , s},
as follows. According to either Lemma 10 or Lemma 11, there exists a nonsin-
gular matrix Xi ∈ F (pi+νi )×(pi+νi ) such that RF (XiCi + CiXi) = pi + νi − 1 and
XiCi + CiXi does not have eigenvalues in G and does not have any eigenvalue
in common with XjCj + CjXj , for every j < i. The conclusion of the lemma is
satisfied with X = X1 ⊕ · · · ⊕Xs. 
Lemma 13. Let G be a finite subset of F, ρ ∈ {0, . . . , n− 1} and λ ∈ F\{0}. Sup-
pose that A = 0ν ⊕ A0, where ν  0 and A0 does not have elementary divisors
of the form xp with p odd. Suppose that 2 rankA  n.
If ν  ρ, then there exists a nonsingular matrix X ∈ Fn×n such that RF (XA+
AX) = rank(XA+ AX − λIn) = ρ and XA+ AX does not have eigenvalues in
G\{λ}.
Proof. Without loss of generality, assume thatA0 = J1 ⊕ · · · ⊕ Js , where J1, . . ., Js
are Jordan blocks, none of them is singular of size p × p, with p odd. Suppose that
Ji is of size pi × pi . Note that (4) is satisfied and that 2 rank Ji  pi , i ∈ {1, . . . , s}.
Choose nonnegative integers ν1, . . . , νs such that ν = ν1 + · · · + νs and 2 rank Ji 
pi + νi , i ∈ {1, . . . , s}. Let Ci = 0νi ⊕ Ji , i ∈ {1, . . . , s}. The matrix A is similar to
C1 ⊕ · · · ⊕ Cs . Without loss of generality, assume that A = C1 ⊕ · · · ⊕ Cs .
Choose nonnegative integers ρ1, . . . , ρs such that νi  ρi  pi + νi , i ∈ {1, . . . ,
s}, ρ = ρ1 + · · · + ρs and the sequence (p1 + ν1 − ρ1, . . . , ps + νs − ρs) is nonin-
creasing.
Recursively, choose nonsingular matrices Xi ∈ F (pi+νi )×(pi+νi ) as follows:
• If ρi < pi + νi , then, according to either Lemma 10 or Lemma 11, there ex-
ists a nonsingular matrix Xi ∈ F (pi+νi )×(pi+νi ) such that RF (XiCi + CiXi) =
rank(XiCi + CiXi − λIpi+νi ) = ρi and XiCi + CiXi does not have eigenvalues
in G\{λ};
• If ρi = pi + νi , then, according to Lemma 12, there exists a nonsingular matrix
Xi ∈ F (pi+νi )×(pi+νi ) such that RF (XiCi + CiXi) = pi + νi − 1, XiCi + CiXi
does not have eigenvalues in G and does not have any eigenvalue in common with
XjCj + CjXj , for every j < i.
Then RF (XA+ AX) = rank(XA+ AX − λIn) = ρ and XA+ AX does not have
eigenvalues in G\{λ}, where X = X1 ⊕ · · · ⊕Xs. 
Lemma 14. Let J ∈ Fp×p and J ′ ∈ Fq×q be singular Jordan blocks. Let λ,µ ∈ F.
1. If p is odd and i  p, then there exists X ∈ Fp×p, whose main diagonal is
(µ,−µ,µ, . . . ,−µ,µ), such that XJ + JX is diagonal with all the principal
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entries equal to λ, except the entry (i, i) which is equal to zero if i is odd and is
equal to 2λ if i is even.
2. If p, q are odd positive integers, i ∈ {1, . . . , p}, j ∈ {1, . . . , q}, p < q and i < j,
then there exists X ∈ Fp×q such that XJ ′ + JX has all its entries equal to zero,
except the entry (i, j) which is equal to λ.
3. If p, q are odd positive integers, i ∈ {1, . . . , p}, j ∈ {1, . . . , q}, p < q and j −
i < q − p, then there exists X ∈ Fq×p such that XJ + J ′X has all its entries
equal to zero, except the entry (j, i) which is equal to λ.
Proof. Straightforward. 
Lemma 15. Let λ ∈ F\{0}. Let A = J1 ⊕ · · · ⊕ Js ∈ Fn×n, where Ji ∈ Fpi×pi , is
a singular Jordan block where pi is odd, i ∈ {1, . . . , s}, p1 < p2 < · · · < ps. Then
there exists a nonsingular matrix X ∈ Fn×n such that rank(XA+ AX − λIn) = 1.
Proof. For each i ∈ {1, . . . , s}, µ ∈ F , let Xi,i = Xi,i(µ) ∈ Fpi×pi be a matrix
such that its main diagonal is (µ,−µ,µ, . . . ,−µ,µ) and Xi,iJi + JiXi,i , is diago-
nal with all the principal entries equal to λ, except the entry (i, i) which is equal to
zero if i is odd and is equal to 2λ if i is even.
For each i, j ∈ {1, . . . , s}, with i < j , let Xi,j ∈ Fpi×pj be a matrix such that
Xi,j Jj + JiXi,j has all its entries equal to zero, except the entry (i, j) which is equal
to −λ if i is odd and is equal to λ if i is even; let Xj,i ∈ Fpj×pi be a matrix such
that Xj,iJi + JjXj,i has all its entries equal to zero, except the entry (j, i) which is
equal to −λ if j is odd and is equal to λ if j is even.
Let X = [Xi,j ]. Then rank(XA+ AX − λIn) = 1. Note that detX is a noncon-
stant polynomial in µ. As F is infinite, µ can be chosen so that detX /= 0. 
Lemma 16. Let ρ ∈ {1, . . . , n− 1}, n  2, λ ∈ F\{0}. Suppose that A = J1 ⊕
· · · ⊕ Js ∈ Fn×n, where Ji ∈ Fpi×pi is a singular Jordan block, pi is odd, i ∈
{1, . . . , s}, and p1 < p2 < · · · < ps.
Then there exists a nonsingular matrix X ∈ Fn×n such that RF (XA+ AX) =
rank(XA+ AX − λIn) = ρ and XA+ AX is nonsingular.
Proof. By induction on s. The case s = 1 has already been considered in Lemma
10.
Suppose that s > 1. The case ρ = 1 follows immediately from Lemma 15. Sup-
pose that ρ  2. Let A0 = J1 ⊕ · · · ⊕ Js−1.
Case 1. Suppose that s = 2 and p1 = 1. Then A0 = J1 = [0]. According to Lemma
10, there exists a nonsingular matrix X2 ∈ Fp2×p2 such that RF (X2J2 + J2X2) =
rank(X2J2 + J2X2 − λIp2) = ρ − 1 and X2J2 + J2X2 is nonsingular. Then
RF (XA+ AX) = rank(XA+ AX − λIn) = ρ, with X = [1] ⊕X2.
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Case 2. Suppose that either s > 2 or p1 > 1. Choose integers ρ0, ρ1 such that
1  ρ0 < n− ps , 1  ρ1  ps , ρ = ρ0 + ρ1. According to the induction assump-
tion, there exists a nonsingular matrix X0 ∈ F (n−ps)×(n−ps) such that RF (X0A0 +
A0X0) = rank(X0A0 + A0X0 − λIn−ps ) = ρ0 and X0A0 + A0X0 is nonsingular.
If ρ1 < ps , then, according to the induction assumption, there exists a nonsingular
matrix X1 ∈ Fps×ps such that RF (X1Js + JsX1) = rank(X1Js + JsX1 − λIps ) =
ρ1 and X1Js + JsX1 is nonsingular. If ρ1 = ps , then, according to Lemma 12, there
exists a nonsingular matrix X1 ∈ Fps×ps such that RF (X1Js + JsX1) = ps − 1 and
X1Js + JsX1 is nonsingular and does not have any common eigenvalue withX0A0 +
A0X0. In any case, RF (XA+ AX) = rank(XA+ AX − λIn) = ρ and XA+ AX
is nonsingular, with X = X0 ⊕X1. 
Lemma 17. Let ρ ∈ {0, . . . , n− 1}, ν  0, λ ∈ F\{0}. Suppose that A = 0ν ⊕
J1 ⊕ · · · ⊕ Js ∈ Fn×n\{0}, where Ji ∈ Fpi×pi is a singular Jordan block, pi is odd,
i ∈ {1, . . . , s}, and 3  p1 < p2 < · · · < ps. Suppose that 2 rankA  n.
If ρ  max{1, ν}, then there exists a nonsingular matrix X ∈ Fn×n such that
RF (XA+ AX) = rank(XA+ AX − λIn) = ρ and XA + AX is nonsingular.
Proof. The case ν  1 has already been considered in Lemma 16. Suppose that
ν  2.
Case 1. Suppose that ν < s. Let Bi = [0] ⊕ Ji , qi = pi + 1, i ∈ {1, . . . , ν − 1},
Bν = [0] ⊕ Jν ⊕ · · · ⊕ Js , qν = pν + · · · + ps + 1. Note that 2 rankBi  qi , i ∈
{1, . . . , ν}, q1 + · · · + qν = n and A is similar to B1 ⊕ · · · ⊕ Bν . Without loss of
generality, assume thatA = B1 ⊕ · · · ⊕ Bν . Choose positive integers ρ1, . . ., ρν such
that ρ = ρ1 + · · · + ρν , ρi  qi , i ∈ {1, . . . , ν}, and the sequence (q1 − ρ1, . . . ,
qν − ρν) is nonincreasing.
Recursively, choose nonsingular matrices Xi ∈ Fqi×qi as follows:
• If ρi < qi , then, according to Lemma 16, there exists a nonsingular matrix Xi ∈
Fqi×qi such that RF (XiBi + BiXi) = rank(XiBi + BiXi − λIqi ) = ρi and
XiBi + BiXi is nonsingular;
• If ρi = qi , then, according to Lemma 12, there exists a nonsingular matrix Xi ∈
Fqi×qi such that RF (XiBi + BiXi) = qi − 1, XiBi + BiXi is nonsingular and
does not have any eigenvalue in common with XjBj + BjXj , for every j < i.
Then RF (XA+ AX) = rank(XA+ AX − λIn) = ρ and XA+ AX is nonsingular,
with X = X1 ⊕ · · · ⊕Xν .
Case 2. Suppose that ν  s. Note that 2 rank Ji = 2(pi − 1) > pi , i ∈ {1, . . . , s},
and (4) is satisfied. Choose positive integers ν1, . . . , νs such that ν = ν1 + · · · + νs ,
2 rank Ji  pi + νi , i ∈ {1, . . . , s}. Let Ci = 0νi ⊕ Ji , i ∈ {1, . . . , s}. The matrix A
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is similar to C1 ⊕ · · · ⊕ Cs . Without loss of generality, assume that A = C1 ⊕ · · ·
⊕ Cs .
Choose positive integers ρ1, . . . , ρs such that νi  ρi  pi + νi , i ∈ {1, . . . , s},
ρ = ρ1 + · · · + ρs and the sequence (p1 + ν1 − ρ1, . . . , ps + νs − ρs) is non-
increasing.
Recursively, choose nonsingular matrices Xi ∈ F (pi+νi )×(pi+νi ) as follows:
• If ρi < pi + νi , then, according to Lemma 10, there exists a nonsingular ma-
trix Xi ∈ F (pi+νi )×(pi+νi ) such that RF (XiCi + CiXi) = rank(XiCi + CiXi −
λIpi+νi ) = ρi and XiCi + CiXi is nonsingular;
• If ρi = pi + νi , then, according to Lemma 12, there exists a nonsingular matrix
Xi ∈ F (pi+νi )×(pi+νi ) such that RF (XiCi + CiXi) = pi + νi − 1, XiCi + CiXi
is nonsingular and does not have any eigenvalue in common with XjCj + CjXj ,
for every j < i.
Then RF (XA+ AX) = rank(XA+ AX − λIn) = ρ and XA+ AX is nonsingular,
with X = X1 ⊕ · · · ⊕Xs . 
Lemma 18. Let ρ ∈ {0, . . . , n− 1}, λ ∈ F\{0}. Suppose that all the elementary
divisors of A are powers of x of odd degree. Suppose that 2 rankA  n.
If τ  ρ, then there exists a nonsingular matrix X ∈ Fn×n such that RF (XA+
AX) = rank(XA+ AX − λIn) = ρ and XA+ AX is nonsingular.
Proof. Recall that τp is the number of elementary divisors of A of the form xp. For
each positive integer i, let
Ei = {p ∈ N: τp  i, p  3}.
Clearly, E1 ⊇ E2 ⊇ · · ·. Let r be the maximum integer such that Er /= ∅. Let
Bi =
⊕
p∈Ei
Jp, i ∈ {1, . . . , r},
where Jp denotes the singular Jordan block of size p × p. Suppose that Bi is of size
di × di .
Note that 2 rankBi > di , i ∈ {1, . . . , r}, and
r∑
i=1
2 rankBi = 2 rankA  n =
(
r∑
i=1
di
)
+ τ1.
If τ1 < r , let ν1 = · · · = ντ1 = 1 and ντ1+1 = · · · = νr = 0; otherwise, choose
positive integers ν1, . . . , νr such that τ1 = ν1 + · · · + νr and 2 rankBi  di + νi ,
i ∈ {1, . . . , r}.
LetCi = 0νi ⊕ Bi , i ∈ {1, . . . , r}. The matrix A is similar toC1 ⊕ · · · ⊕ Cr . With-
out loss of generality, assume that A = C1 ⊕ · · · ⊕ Cr .
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Let τ (i) = τ(Ci) be the largest integer such that Ci has τ (i) elementary divisors
equal to xp, for some positive odd integer p. Bearing in mind the construction of
C1, . . . , Cr we have:
• if τ1 < r , then τ = r and τ (1) = · · · = τ (r) = 1,
• if r  τ1, then τ = τ1 and τ (i) = νi , i ∈ {1, . . . , r}.
Choose positive integers ρ1, . . . , ρr such that ρ = ρ1 + · · · + ρr , τ (i)  ρi  di +
νi , and the sequence (d1 + ν1 − ρ1, . . . , dr + νr − ρr) is nonincreasing.
Recursively, choose nonsingular matrices Xi ∈ F (di+νi )×(di+νi ) as follows:
• If ρi < di + νi , then, according to Lemma 17, there exists a nonsingular ma-
trix Xi ∈ F (di+νi )×(di+νi ) such that RF (XiCi + CiXi) = rank(XiCi + CiXi −
λIdi+νi ) = ρi and XiCi + CiXi is nonsingular;
• If ρi = di + νi , then, according to Lemma 12, there exists a nonsingular matrix
Xi ∈ F (di+νi )×(di+νi ) such that RF (XiCi + CiXi) = di + νi − 1, XiCi + CiXi
is nonsingular and does not have any eigenvalue in common with XjCj + CjXj ,
for every j < i.
Then RF (XA+ AX) = rank(XA+ AX − λIn) = ρ and XA+ AX is nonsingular,
with X = X1 ⊕ · · · ⊕Xr . 
Lemma 19. Let ρ ∈ {0, . . . , n− 1}, λ ∈ F\{0}. Suppose that all the elementary
divisors of A are powers of x of odd degree.
If τ  ρ  2 rankA, then there exists a nonsingular matrix X ∈ Fn×n such that
RF (XA+ AX) = rank(XA+ AX − λIn) = ρ.
Proof. The proof has already been done when 2 rankA  n, in Lemma 18. Now
suppose that 2 rankA < n. Then τ is the number of elementary divisors of A equal
to x, τ  n− 2 rankA and A is similar to A0 ⊕ 0n1 , where n1 = n− 2 rankA. Note
that A0 ∈ Fn0×n0 , where n0 = 2 rankA = 2 rankA0. As all the elementary divisors
of A0 are powers of x of odd degree, one can deduce that τ(A0) is the number of
elementary divisors of A0 equal to x.
Without loss of generality, assume that A = A0 ⊕ 0n1 . Note that ρ − n1  τ −
n1 = τ(A0) > 0. According to Lemma 18, there exists a nonsingular matrix X0 ∈
Fn0×n0 such that RF (X0A0 + A0X0) = rank(X0A0 + A0X0 − λIn0) = ρ − n1 and
X0A0 + A0X0 is nonsingular. ThenRF (XA+ AX) = rank(XA+ AX − λIn) = ρ,
where X = X0 ⊕ In1 . Note that rank(XA+ AX) = n0 = 2 rankA  ρ. 
Lemma 20. Let ρ ∈ {0, . . . , n− 1}, λ ∈ F\{0}.
If τ  ρ  2 rankA, then there exists a nonsingular matrix X ∈ Fn×n such that
RF (XA+ AX) = rank(XA+ AX − λIn) = ρ.
Proof. Without loss of generality, assume that A = A0 ⊕ A1, where all the elemen-
tary divisors of A0 ∈ Fn0×n0 are powers of x of odd degree and A1 ∈ Fn1×n1 does
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not have elementary divisors of the form xq with q odd. As the case n1 = 0 has
already been considered in Lemma 19, we assume that n1 > 0. As the case n0 = 0
has already been considered in Lemma 13, we assume that n0 > 0. Note that τ =
τ(A) = τ(A0).
Case 1. Suppose that n0  2 rankA0. Choose integers ρ0, ρ1 such that τ  ρ0 <
n0, 0  ρ1  n1, ρ = ρ0 + ρ1. According to Lemma 19, there exists a nonsingular
matrixX0 ∈ Fn0×n0 such thatRF (X0A0 + A0X0) = rank(X0A0 +A0X0 − λIn0) =
ρ0.
If ρ1 < n1, then, according to Lemma 13, there exists a nonsingular matrix X1 ∈
Fn1×n1 such that RF (X1A1 + A1X1) = rank(X1A1 + A1X1 − λIn1) = ρ1. If ρ1 =
n1, then, according to Lemma 12, there exists a nonsingular matrix X1 ∈ Fn1×n1
such that RF (X1A1 + A1X1) = n1 − 1 and X1A1 + A1X1 does not have any com-
mon eigenvalue with X0A0 + A0X0. In any case, RF (XA+ AX) = rank(XA+
AX − λIn) = ρ, with X = X0 ⊕X1.
Case 2. Suppose that n0 > 2 rankA0. Let n′0 = 2 rankA0. Then A0 has τ elemen-
tary divisors equal to x and τ  n0 − n′0. Let
ν1 = min{2 rankA1 − n1, n0 − n′0},
ν0 = n0 − n′0 − ν1.
Let A′1 = 0ν1 ⊕ A1. Note that 2 rankA′1 = 2 rankA1  n1 + ν1, τ(A′1) = ν1, ρ 
τ  n0 − n′0  ν0 and ρ − ν0 < n′0 + n1 + ν1.
Subcase 2.1. Suppose that n′0 = 0. Then A0 = 0 and, without loss of generality,
assume thatA = A′1 ⊕ 0ν0 . Note that ν0 + ν1 = n0 = τ  ρ and, therefore, τ(A′1) =
ν1  ρ − ν0. According to Lemma 13, there exists a nonsingular matrix X′1 ∈
F (n1+ν1)×(n1+ν1) such thatRF (X′1A′1 + A′1X′1)= rank(X′1A′1 + A′1X′1 − λIn1+ν1) =
ρ − ν0 and X′1A′1 + A′1X′1 is nonsingular. Let X = X′1 ⊕ Iν0 . Then rank(XA+
AX) = n1 + ν1 = min{2 rankA, n}  ρ. It is easy to conclude that RF (XA+
AX) = rank(XA+ AX − λIn) = ρ.
Subcase 2.2. Suppose that n′0 > 0. Then A0 is similar to a matrix of the form
0n0−n′0 ⊕ A′0, where A′0 is of size n′0 × n′0 and τ(A′0) = τ(A0)− n0 + n′0. With-
out loss of generality, assume that A = A′0 ⊕ A′1 ⊕ 0ν0 . Choose nonnegative inte-
gers ρ0, ρ1 such that ρ − ν0 = ρ0 + ρ1, τ(A′0)  ρ0 < n′0 and τ(A′1)  ρ1  n1 +
ν1. According to Lemma 18, there exists a nonsingular matrix X′0 ∈ Fn
′
0×n′0 such
that RF (X′0A′0 + A′0X′0) = rank(X′0A′0 + A′0X′0 − λIn′0) = ρ0 and X′0A′0 + A′0X′0 is
nonsingular.
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If ρ1 < n1 + ν1, then, according to Lemma 13, there exists a nonsingular ma-
trix X′1 ∈ F (n1+ν1)×(n1+ν1) such that RF (X′1A′1 + A′1X′1) = rank(X′1A′1 + A′1X′1 −
λIn1+ν1) = ρ1 and X′1A′1 + A′1X′1 is nonsingular. If ρ1 = n1 + ν1, then, according
to Lemma 12, there exists a nonsingular matrix X′1 ∈ F (n1+ν1)×(n1+ν1) such that
RF (X
′
1A
′
1 + A′1X′1) = n1 + ν1 − 1 and X′1A′1 + A′1X′1 is nonsingular and does not
have any common eigenvalue with X′0A′0 + A′0X′0.
Let X = X′0 ⊕X′1 ⊕ Iν0 . Then rank(XA+ AX) = n′0 + n1 + ν1 = min{n′0 +
2 rankA1, n1 + n0} = min{2 rankA, n}  ρ. It is not hard to conclude that, for any
value of ρ1, RF (XA+ AX) = rank(XA+ AX − λIn) = ρ. 
Proof. (b1) implies (a1). As the case τ  ρ has already been considered in
Lemma 20, assume that σ  ρ < τ . According to Lemma 3, there exists a non-
singular matrix X ∈ Fn×n such that rank(XA+ AX) = ρ. According to Lemma
5, rank(XA+ AX − λIn)  τ > ρ, for every λ ∈ F\{0}. Then RF (XA+ AX) =
rank(XA+ AX) = ρ. 
Proof. (b2) implies (a2). Let s be the number of elementary divisors of A. We shall
prove, by induction on s, that, if ρ  2 rankA, then there exists X ∈ Fn×n such that
RF (XA+ AX) = rank(XA+ AX) = ρ.
Suppose that s = 1. When ρ = 0 the result is trivial. When ρ /= 0 the result fol-
lows from either Lemma 9 or Lemma 10.
Suppose that s > 1. Then A is similar to a matrix of the form A0 ⊕ J , where
J ∈ Fp×p is a Jordan block, A0 ∈ F (n−p)×(n−p) has s − 1 elementary divisors, and
J = [0] if A has at least one elementary divisor equal to x. Without loss of generality,
assume that A = A0 ⊕ J .
Case 1. Suppose that ρ < n− 1. Choose nonnegative integers ρ0, ρ1 such that
ρ = ρ0 + ρ1, ρ0 < n− p and ρ1 < p. Note that, if J = [0], then ρ0 = ρ  2 rank
A = 2 rankA0; and, if J /= [0], then x is not an elementary divisor of A0 and ρ0 <
n− p  2 rankA0. According to the induction assumption, there exists X0 ∈
F (n−p)×(n−p) such that RF (X0A0 + A0X0) = rank(X0A0 + A0X0) = ρ0 and
there exists Y ∈ Fp×p such that RF (YJ + JY ) = rank(YJ + JY ) = ρ1. Then
RF (XA+ AX) = rank(XA+ AX) = ρ, with X = X0 ⊕ Y .
Case 2. Suppose that ρ = n− 1. According to the induction assumption, there ex-
ists Y ∈ Fp×p such that RF (YJ + JY ) = rank(YJ + JY ) = p − 1. If 2 rankA0 <
n− p, then A0 has an elementary divisor equal to x; hence J = [0] and 2 rankA0 =
2 rankA  ρ = n− 1, which is impossible. Therefore 2 rankA0  n− p. Accord-
ing to Lemma 12, there exists X0 ∈ F (n−p)×(n−p) such that RF (X0A0 + A0X0) =
n− p − 1 andX0A0 + A0X0 does not have any common eigenvalue with YJ + JY .
Then RF (XA+ AX) = rank(XA+ AX) = ρ, with X = X0 ⊕ Y . 
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