The pancake graph of Sn, the symmetric group on n elements, has been shown to have many interesting properties that makes it a useful network scheme for parallel processors. For example, it is (n − 1)-regular, vertex-transitive, and pancyclic (one can find cycles of any length from its girth up to the number of vertices of the graph). The burnt pancake graph BPn, which is obtained as the Cayley graph of the group Bn of signed permutations on n elements using prefix reversal as generators, has similar properties. Indeed, BPn is n-regular and vertex-transitive. In this paper, we show that BPn is also pancyclic. Our proof is a recursive construction of the cycles.
Introduction
The pancake problem was first introduced in [15] . The setting is as follows: There is a stack of pancakes of different diameters and one is to sort it utilizing a chef spatula. So the only operations that one can perform on the stack are prefix reversals: one picks up a substack from the top, flips it, and then places them back on top of the substack that was left. The pancake problem consists on finding the smallest number f (n) of pancake flips or prefix reversals that is needed to sort any stack of n pancakes, all of different diameter. The first nontrivial bound was given by Gates and Papadimitriou [10] (when Gates was an undergraduate student). Finding a minimal length sequence of flips to sort a given stack is NP-hard [5] , and to our knowledge f (n) is known for 1 ≤ n ≤ 19 (see [2, 6, 7, 12, 19] ).
The burnt pancake problem introduced by Gates and Papadimitriou [10] is concerned with finding the minimum number g(n) of pancake flips, prefix reversals, needed to sort a stack of burnt on one side pancakes where all the burnt sides are down. Unlike the pancake problem, efficient algorithms exist to find the minimum number of flips needed to sort a burnt/signed stack (see [3, 11] ). However, exact values for the burnt pancake number are only known for n ≤ 17 (see [6] ). Cohen and Blum [7] proved that 3n/2 ≤ g(n) ≤ 2n − 2, n ≥ 10. In particular, the diameter of the burnt pancake graph is linear.
Both the pancake problem and the burnt pancake problem give rise to graphs that have several nice properties. We use P n and BP n to denote the pancake graph and the burnt pancake graph of dimension n, respectively. Both P n and BP n are the Cayley graphs of the symmetric and hyperoctahedral group generated by prefix reversals, respectively. Since these graphs are Cayley graphs, they are vertex-transitive and both have relatively low diameter in comparison to the number of vertices of the graph. These properties have made the pancake graph a popular model for an interconnection network. Another desirable property that the pancake graph has is being pancyclic; that is, it has cycles of every length from its girth up to the number of vertices.
Several models have been offered for interconnection schemes for parallel computers. Using Cayley graphs as interconnection schemes was first proposed in [1] and it offers several Date: August 16, 2018. advantages due to their algebraic structure. For example, as mentioned earlier, every Cayley graph is vertex-transitive, which intuitively means that every vertex looks the same as any other vertex. Hence, computation can be shared evenly among all the computers in the network. Furthermore, routing (communicating between the different computers in an interconnection network) is easy in Cayley graphs coming from certain permutation groups (see [21] ). In order to implement parallel algorithms designed for other architectures it is desirable to be able to embed many types of subgraphs. At the very least the ability to embed cycles and paths of a given length is wanted. These cycles and paths, called rings and lines in the interconnection networks literature, are used for local communication and load balancing (see the discussion in [14] and references therein). Our proof is a recursive construction of all the possible cycle lengths.
The organization of the paper is as follows: The notation is explained in Section 2, where we also discuss and correct the original proof that the pancake graph is pancyclic. Later in Section 3, we provide a constructive, recursive proof of the existence of cycles in the burnt pancake graph from its girth which happens to be 8 (see [8] ) to its number of vertices, 2 n n!. In Section 4 we provide a full characterization of the 8-cycles inside the burnt pancake graph, inspired by analogous results for the pancake graph (see [16, 17, 18] ).
1.1. Main results. The main contributions of the paper are: (1) We prove that BP n , with n ≥ 2, is pancyclic. The details are discussed in Section 3.
This result is surprising since burnt pancake graphs are fairly sparse. Furthermore, it shows that the burnt pancake graphs provide a viable interconnection scheme for parallel processes, as one would be able to use cycles or paths of a given length, as needed, for local communication. (2) We provide a characterization of all the 8-cycles contained in any BP n , with n ≥ 2.
The details are given in Section 4. These would be the smallest local communication ring possible in such an interconnection scheme.
To prove both these results, we use the recursive nature of the burnt pancake graph.
Notation and preliminaries
Let S n denote the group of permutations of the set [n] := {1, 2, . . . , n}. The pancake problem has a natural interpretation in terms of S n . If we denote a stack of pancakes using permutations, say for example one has the stack 4312 (the largest pancake is on top, then the second largest, then the smallest, and then the second smallest), one can turn that stack into 3412, 1342, and 2134 using prefix reversals (permutations of the form j (j − 1) · · · 1 (j + 1) · · · n in one-line notation, with 1 ≤ j ≤ n). If we regard S n as being generated by prefix reversals (also known as pancake flips), one can realize the pancake graph as a Cayley graph of S n with generating set the set of prefix reversals. We denote this graph by P n .
The burnt pancake problem introduced by Gates and Papadimitriou [10] is concerned with finding the minimum number of pancake flips, prefix reversals, needed to sort a stack of burnt on one side pancakes where all the burnt sides are down. This is equivalent to finding the diameter of the Cayley graph for the hyperoctahedral group generated by prefix reversals. Specifically, the hyperoctahedral group, B n , is the group of signed permutations of [±n] = {−n, −(n − 1), . . . , −1, 1, 2, . . . , n} where w ∈ B n if and only if w(−i) = −w(i) for all i ∈ [±n]. For ease of notation it is usual to write i instead of −i. For w ∈ B n we will utilize its window notation, that is we write w = [w(1) w(2) . . . w(n)]. We denote a pancake 
A burnt pancake graph BP n is defined as follows. BP n := (B n , E n ), where
That is, the vertices are all the signed permutations and the edge set is the set of all pairs of permutations that are a pancake flip away from each other. One labels the edge (w, wr i ) by r i . It is worth noting that |B n | = 2 n n! and |E n | = n2 n−1 n! for n ≥ 1.
2.1.
Recursive structure of BP n . Throughout the paper, we shall make constant use of the recursive structure of BP n . We use the notation BP n−1 (q) to denote the copy of BP n−1 obtained by restricting BP n to the subgraph of BP n induced by all of those signed permutations whose last character is q in window notation, where q ∈ [±n]. Figure 1 and Figure 2 show BP 2 and BP 3 , and the recursive nature of these graphs is also showcased.
The girth of a graph G is the length of the shortest cycle contained in G. A graph is called pancyclic if there exists cycles of all lengths including and between its girth and its number of vertices. This is a slight variation of the original notion defined for undirected graphs in [4] . The burnt pancake graph BP n has girth 8 (see [8, Theorem 10] ). The pancake graph P n has been heavily studied and several properties are known (see [8, 13, 14] ). For example, its girth is 6 and it is pancyclic.
2.2.
The pancake graph for S n is known to be pancyclic. The main result of this paper is that BP n is pancyclic: if n ≥ 2, BP n has cycles of lengths 8 (the girth of BP n ) up to and including 2 n n! (the number of vertices of BP n ). Our proof follows a similar technique to that in [14, Theorem 1] , where the authors show that P n , n ≥ 3, has cycles of length from 6 (the girth of P n ) up to n! − 2 and is also Hamiltonian having a cycle of length n!. They provide a constructive, recursive proof, and our proof is in the same spirit. In regard to the proof in [14] , some remarks are in order.
Remark 2.1.
(1) That P n has a cycle of length n! − 1 was not proven in [14] , though their proof can easily be extended to include that case as well. The existence of such a cycle of length n! − 1 was first established from the main result in [13] , where they prove a stronger result. Figure 2 . BP 3 has 6 embedded copies of BP 2 obtained by looking at the subgraphs induced by fixing the last character in window notation to be ±1, ±2, or ±3. All of the different copies are connected to each other using edges labeled by r 3 , colored in blue.
(2) The main reason why the proof in [14] does not cover the existence of a cycle of length n! − 1 is that they did not provide a cycle of length 23 contained in S 4 to be the basis of their induction. They do provide cycles from length 6 up to 22 and 24 contained in P 4 . However, a computer search shows that there are 184 different 23-cycles in this graph. We list one such a cycle in Appendix A. (3) In the proof there is also an easily rectifiable mistake in case (5), cycles of length = a · (n − 1)! + b for 1 ≤ a ≤ (n − 1) and 0 ≤ b ≤ (n − 1)! − 1. Specifically when the authors are considering a ≤ (n − 3) and b ≤ (n − 2)! + 6, they build a cycle of length beginning with their base cycle with k = a + 1 by attaching Hamitonian cycles to the base cycle in all but the first two copies of BP n−1 and the last two copies of BP n−1 . In the second copy they attach a cycle of length (n − 1)! − (n − 2)! and in the second to last copy they attach a cycle of length (n − 2)! + b − 5. However, a length of (n − 2)! + b − 5 does not guarantee that an edge labeled by r n−1 would be present since
which clearly is not greater than (n − 2)!. A fix to this issue is to instead attach a cycle of length (n − 1)! − (n − 2)! − 5 in the second copy and attach a cycle of length (n−2)! in the second to last copy. This adjustment will force both such cycles to have sufficient length to have the needed edge since n ≥ 5 implies (n − 1)! − (n − 2)! ≥ 18
That is, there is room to remove five edges from the cycle and it would still have the needed edge. Moreover, this adjustment will not affect the overall length .
The Burnt pancake graph is pancyclic
Here we present a more precise definition of vertex-and edge-transitive and present our main result. 
we say that V is vertex-transitive. edge-transitive: if for any pair e 1 , e 2 ∈ E there exists some ψ ∈ Aut(G) such that ψ(e 1 ) = e 2 . Moreover, if E ⊆ E and for every e 1 , e 2 ∈ E there exists ψ ∈ Aut(G) such that ψ (e 1 ) = e 2 , we say that E is edge-transitive.
Since both P n and BP n are Cayley graphs, they are both vertex-transitive. Furthermore, P n and BP n are both not edge-transitive. That P n are not edge-transitive is mentioned in many places, for example, see [14, 20] . Furthermore, if BP 3 were edge-transitive, then there must be an automorphism φ such that φ(r 1 ) = r 2 . Hence, since φ is one-to-one and onto, φ(r 3 ) = r 3 . Therefore, the pair of edges r 1 , r 3 is mapped to r 2 , r 3 . Direct inspection of Figure 2 gives that r 1 , r 3 form an 8-cycle whereas r 2 , r 3 form a 12-cycle, and therefore no such φ can exist. Since BP 3 is contained in BP n with n ≥ 3, then BP n cannot be edge-transitive.
In spite of P n and BP n not being edge-transitive, certain sets of their edges are. Indeed, the set of edges labeled by the same generators is edge-transitive. We prove this edgetransitivity result in the lemma below. As it is customary, if G is a graph, we denote its vertex and edge set by V (G) and E(G), respectively. Lemma 3.1. Let E k n be the set of edges of BP n labeled by r k , with 1 ≤ k ≤ n. Then for every pair e 1 , e 2 ∈ E k n , there exists ϕ ∈ Aut(BP n ) such that ϕ(e 1 ) = e 2 . Proof. Recall that the vertices of BP n are signed permutations. Let e 1 , e 2 ∈ E k n , and therefore the edges e 1 , e 2 have the form (π 1 , π 1 r k ) and (π 2 , π 2 r k ), respectively. Let ϕ : V (BP n ) → V (BP n ) be given by ϕ(x) = π 2 π −1 1 x. It is easy to see that ϕ is an automorphism of BP n for e = (π, π ) ∈ E(BP n ) if and only if π = πr m for some 1 ≤ m ≤ n, if and only if (ϕ(π), ϕ(π )) ∈ E(BP n ). Notice that ϕ(π 1 ) = π 2 and ϕ(π 1 r k ) = π 2 r k , and so ϕ(e 1 ) = e 2 .
A starting point for constructing the cycles is to define what is referred to as base cycles, which include an edge in any number of the copies of BP n−1 embedded in BP n . To denote these cycles, we label the edges by the pancake generators of B n , where we assume that n ≥ 4. The base cycles are described below.
r k+1 (r n r n−1 ) 2k+2 r n r k+1 (r n−k−2 r n−k−1 ) n−k−2 r n−k−2 r n (r n−k−2 r n−k−1 ) n−k−2 r n−k−2 , n/2 ≤ k < n; (r n r n−1 ) 2n , k = n.
The following observation is worthwhile for cycles with n/2 ≤ k ≤ n − 1. Table 1 . Base cycle C k when 1 ≤ k < n/2 . If k −2 ≤ 0, the (r k r k−1 ) k−2 portion on the cycle is empty.
Edge label
Without loss of generality we start all the cycles at the identity permutation e = [1, 2, 3, . . . , n].
The following are immediate from the construction of the base cycles. Lemma 3.3. The length of the C k is 8k + 11, when 1 ≤ k < n/2 ; 4n + 2, when n/2 ≤ k < n; and 4n, when k = n. Lemma 3.4. When 1 ≤ k < n/2 , C k goes through 2k + 3 copies of BP n−1 where there is 1 edge in 2k + 1 copies, 2 edges in 1 copy, and 4k + 5 edges in 1 copy.
When n/2 ≤ k < n, C k goes through 4n + 2 copies of BP n−1 where there is 1 edge in 2k + 2 copies, 2n − 2k − 2 edges in 1 copy, and 2n − 2k − 2 edges in 1 copy.
When k = n, C k goes through 2n copies of BP n−1 where there is 1 edge in each copy.
We make several observations of inequalities before proceeding. These will be needed within the proof of the main theorem. They can all be easily proven by induction or elementary algebraic manipulation.
Observation 3.5. For n ≥ 5, 2 n−2 (n − 2)! < 2 n−1 (n − 2)! − 3n − 9 < 2 n−1 (n − 1)!.
Node Table 2 . Base cycle C k when n/2 ≤ k < n. If n − k − 4 ≤ 0, the (r n−k−1 r n−k−2 ) n−k−4 portion of the cycle described here is empty.
Node Table 3 . Base cycle C n , with n ≥ 4.
Theorem 3.13. For BP n , n ≥ 2, there exists a cycle of length , 8 ≤ ≤ 2 n n!, embedded in the graph. In particular, BP n has a Hamiltonian cycle.
We proceed by induction on n. The idea of the proof can be summarized as follows: We will use the fact that there are 2n copies of BP n−1 embedded in BP n , use the induction hypothesis and combine different cycles of length k i , with 8 ≤ k i ≤ 2 n−1 (n − 1)! in i of the copies of BP n−1 with a base cycle, removing edges in common to obtain a larger cycle. Inside the copies of BP n−1 , we will use cycles having edges in E n−1 n , and since the set E n−1 n is edge-transitive, we will assume we can build cycles inside copies of BP n−1 using the same edges labeled r n−1 in the base cycles. We make this process rigorous in the proof that follows. A schematic representation of the proof is given in Figure 3 .
Proof of Theorem 3.13. We proceed by induction on n. If n = 2 then BP 2 is isomorphic to an 8-cycle, and thus the theorem is true in this case. Moreover, if n = 3, a computer search using Depth-First Search to detect cycles of a given length confirms the existence of cycles of all lengths from 8 to 48 (see the Appendix B). Similarly, if n = 4, another computer search gives the existence of cycles of length 8 to 384 (see Appendix C).
Let us assume that BP n−1 is pancyclic, where n ≥ 5. It is worth note that any cycle of length where 2 n−2 (n − 2)! < ≤ 2 n−1 (n − 1)! in BP n−1 will necessarily include an edge labeled by r n−1 since is greater than the length of any Hamiltonian cycle of any copy of BP n−2 embedded in BP n−1 . By Lemma 3.1 the set of edges labeled by r n−1 is edge-transitive. So any given cycle including an edge labeled by r n−1 may be mapped to a cycle that includes any other edge labeled by r n−1 .
We now show that BP n is also pancyclic. By the induction hypothesis, there are cycles of length from 8 to 2 n−1 (n − 1)! within any embedded copy of BP n−1 in BP n . So it remains to show that there are cycles of lengths between 2 n−1 (n − 1)! + 1 and 2 n n!.
Cycle of length 2 n−1 (n − 1)! + 1. Begin with C 1 which has length 19 and has an r n−1 labelled edge in 5 copies of BP n−1 . The second copy of BP n−1 visited by C 1 has a cycle C of length 2 n−1 (n − 1)! − 16. Since 2 n−1 (n − 1)! − 16 > 2 n−2 (n − 2)! as n ≥ 4, C contains an edge labeled r n−1 edge. Thus we can assume that C uses the edge labeled r n−1 in the second copy of BP n−1 visited by C 1 . Merge the cycles C 1 and C removing the common edge to construct a new cycle C . The length of C is 19−1+2 n−1 (n−1)!−16−1 = 2 n−1 (n−1)!+1. There is a base cycle that starts and ends with the copy of BP n−1 of all the signed permutations that end with n, which we denote by BP n−1 (n). The idea of the proof is to apply the induction hypothesis and replace the edge labeled by r n−1 in certain copies of BP n−1 by paths of appropriate lengths, sketched in the picture by the dashed arch.
.
Cycle of length 2 n n!. Begin with C n which has length 4n and has an r n−1 edge in all 2n copies of BP n−1 embedded in BP n . By the induction hypothesis, there is a cycle of length 2 n−1 (n − 1)! in each of the copies of BP n−1 , and clearly each must include an r n−1 edge. Remove these edges from each of these cycles and attach the resulting paths in place of the r n−1 edges of C n . The resulting cycle is of length 4n − 2n + 2n 2 n−1 (n − 1)! − 2n = 2 n n!.
Cycles with lengths of the form a 2 n−1 (n − 1)
There are two subcases for these cycles which depend upon the size of a. In both subcases we start with the base cycle C a .
Case 1, 1 ≤ a < n/2 . We will further subdivide this case into two subcases depending on the value of b. Subcase 1(i), b − 6a − 9 > 2 n−2 (n − 2)!. The base cycle C a has length 8a + 11 and visits 2a + 3 copies of BP n−1 . Of those 2a + 3 copies of BP n−1 , 2a + 1 include a single edge labeled by r n−1 . We will replace a + 1 of these edges labeled r n−1 as follows. In a of these copies make a (Hamiltonian) cycle C i of length 2 n−1 (n − 1)!-which exist by the induction hypothesis. In a different copy of BP n−1 make a cycle C of length b − 6a − 9. Since b − 6a − 9 > 2 n−2 (n − 2)! by assumption, C uses an edge labeled by r n−1 , and since E n−1 n is edge-transitive, we assume that this edge is the same used in C a . Merge each C i and C with C a removing the edges r n−1 in common to obtain a cycle C . Notice that the length of C is
We start with C a and again, we shall replace a + 1 edges in C a labeled by r n−1 by appropriate cycles. In a − 1 copies of BP n−1 construct a Hamiltonian cycle C i of length 2 n−1 (n − 1)!; in another copy of BP n−1 construct a cycle C of length = 2 n−1 (n − 2)! + b − 6a − 9. By Observations 3.5 and 3.6, 2 n−2 (n − 2)! < ≤ 2 n−1 (n − 1)!. Therefore C exists and it must have an edge labeled by r n−1 and therefore we shall assume that it is the same edge used by C a . Finally, take one last copy of BP n−1 with one occurrence of an edge labeled by r n−1 also present in C a , and construct a cycle C of length = 2 n−1 (n − 1)! − 2 n−1 (n − 2)!. Observation 3.7 gives that 2 n−2 (n − 2)! < ≤ 2 n−1 (n − 1)!. Hence C exists and we can assume that it uses the same edge labeled r n−1 that C a uses in the respective copy of BP n−1 . Merge each cycle C i , C , and C with C a removing the edges labeled r n−1 in common among all of the cycles. The length of the cycle obtained is
as desired.
Case 2, n/2 ≤ a ≤ n − 1. The base cycle C a has length 4n + 2 and visits 2a + 4 copies of BP n−1 . Of those 2a + 4 copies of BP n−1 , 2a + 2 only include a single r n−1 edge. We will replace 2a of these edges in C a labeled by r n−1 by cycles of appropriate length in BP n−1 as follows. In 2a − 2 of these copies make a cycle C i of length 2 n−2 (n − 1)!-which exists by the induction hypothesis. Moreover, since 2 n−2 (n − 1)! > 2 n−2 (n − 2)!, each C i must use an edge labeled by r n−1 . Since E n−1 n is edge-transitive, we shall assume each C i uses the edges labeled r n−1 from C a . In two of the other copies with only a single edge of C a attach two cycles C and C . Cycle C is of length 2 n−2 (n − 1)! − 2n + 2a + b/2 , and by the bounds of n/2 ≤ a and 0 ≤ b, is at least of length 2 n−2 (n − 1)! − 2n + (n − 1) = 2 n−2 (n − 1)! − n − 1, which by Observation 3.10 is greater than 2 n−2 (n − 2)!. Cycle C is of length 2 n−2 (n−1)!−2n+2a+ b/2 , and by the bounds of a ≤ n−1 and b < 2 n−1 (n−1)!, is at most of length 2 n−1 (n − 1)! − 4, which by Observation 3.9 is less than 2 n−1 (n − 1)!. Thus C and C are cycles which will contain an r n−1 edge. Merge each cycle C i , C , and C with C a removing the edges labeled r n−1 in common among all of the cycles. The resulting cycle is of length
Case 3, n ≤ a ≤ 2n − 1. The base cycle C n has length 4n and visits all 2n copies of BP n−1 . In each copy only an edge labeled r n−1 is used. In a − 1 of the copies make a cycle C i of length 2 n−1 (n − 1)!-which exists by the induction hypothesis and contains an edge labeled by r n−1 . In two of the remaining copies make two cycles, C and C , respectively, whose lengths are as follows: Cycle C is of length 2 n−2 (n − 1)! − 2n + b/2 + 1, and due to b > 0 is at least of length 2 n−2 (n − 1)! − 2n + 1, which by Observation 3.11 is greater than 2 n−2 (n−2)!. Cycle C is of length 2 n−2 (n−1)!−2n+ b/2 +1, and due to b < 2 n−1 (n−1)!, is at most of length 2 n−1 (n−1)!−2n+1, which by Observation 3.12 is less than 2 n−1 (n−1)!. Thus both C and C are cycles containing an r n−1 edge. Since E n−1 n is edge-transitive, each of the edges labeled r n−1 in each of the C i , C , and C cycles may be assumed to be the edges labeled by r n−1 in each of the copies of BP n−1 that C n goes through. Merge each C i , C , and C with C n by removing the r n−1 edges in common to each. The resulting cycle is of length
All of these cycle lengths encompass all lengths between 8 and 2 n n!. Therefore BP n is pancyclic.
4. Classification of 8-cycles in BP n , n ≥ 2
In this section, we provide the classification of the 8-cycles of BP n , n ≥ 2. These are the shortest possible cycles that can embedded in the burnt pancake graph, per Theorem 3.13. This constitutes the beginning of a process of describing all the small cycles in BP n , inspired by the work of classifying the 6, 7, 8, and 9-cycles of P n carried out in [16, 17, 18] . Just like the previous section, we will take advantage of the recursive structure of BP n . We use the notation BP n−1 (q) to denote the copy of BP n−1 obtained by restricting BP n to the subgraph of BP n induced by all of those signed permutations whose last character is q in window notation, where q ∈ [±n].
Throughout this discussion we consider decomposing the window notation into substrings and track their orientation and position after pancake flips. We adopt the convention of using a capital letter to represent substrings. For example, for π ∈ B n we may write π = [XY Z]. The lengths of these substrings will be of importance and to be succinct we use the symbol |X| for the length of the substring. For convenience the reversal and sign change of a substring will be denoted by X. That is, if X = [x 1 x 2 · · · x i−1 x i ] then X = [x i x i−1 · · · x 2 x 1 ]. Throughout this section we also adopt the convention of using names of signed permutations based on the last character, e.g. π ∈ V (BP n−1 (p)), π ∈ V (BP n−1 (p)), ρ ∈ V (BP n−1 (q)), etc. For π, τ ∈ B n we define the distance between them, d(π, τ ), to be the minimum length path between the two vertices in BP n . Theorem 4.1. An 8-cycle in BP n , with n ≥ 2, has one of the following canonical forms:
Before proving Theorem 4.1, we need a few preliminary lemmas. Lemma 4.2. If π ∈ V (BP n−1 (p)) and πr n ∈ V (BP n−1 (q)), then |p| = |q|.
Proof. We proceed by proving the contrapositive statement. Suppose |p| = |q|. Since p = q, then q = p. Let π ∈ V (BP n−1 (p)) such that πr n ∈ V (BP n−1 (p)). So the first and last element of π in window notation must be p, which is impossible since then p would appear twice in the window notation of π. . Decompose π = [qA 1 A 2 ] with |A 1 | = j − 1 where 2 ≤ j ≤ n. As τ has q at first position, q must be involved in an even number of flips in the path from π to τ to retain the sign of q. Since the path is of length 3 between π and τ , then q must be involved in 2 flips. Let us find vertices with q in the first position and are at a distance of 3 from π. Let π 1 = πr j = [A 1 qA 2 ]. Now, to get the correct sign, q can be used in only one more flip, and to place it in the first position this will need to be the 3 rd flip. So the next flip must only include a substring of A 1 , π 2 = π 1 r i = [A 12 A 11 qA 2 ] where A 1 = A 11 A 12 , 1 ≤ i < j ≤ n, and |A 12 | = i. Hence τ = πr j r i r j = [qA 11 A 12 A 2 ] and we get π = [ABC] and τ = [ABC] where A = qA 11 , B = A 12 and C = A 2 . Note, that using r j is the only way to restore q to the first position after reaching π 2 . The converse is easily checked to hold. Proof. Let π = [ABC] and τ = [BAC]. One can check that τ = πr |A| r |A|+|B| r |B| is a path of length 3 between the two signed permutations. If there was another path of length 1 or 2 between π and τ , then there would be a cycles of length either 4 or 5, which do not exist in BP n since its girth is 8. Thus any path from π to τ must have a length of at least 3.
Lemma 4.5. If π 1 , π 2 ∈ V (BP n−1 (p)), for any p ∈ [±n], with d(π 1 , π 2 ) ≤ 2, then π 1 r n and π 2 r n must belong to distinct copies of BP n−1 in BP n .
Proof. Let π 1 , π 2 ∈ V (BP n−1 (p)) for some p ∈ [±n] and d(π 1 , π 2 ) ≤ 2. Let π 1 = [qAp] be such that π 1 r n ∈ V (BP n−1 (q)). Then we have two cases to consider. d(π 1 , π 2 ) = 1: In this case, π 2 = π 1 r |A1|+1 = [A 1 qA 2 p] where A = A 1 A 2 , |A 1 | ≥ 0, and thus π 2 r n = [pA 2 qA 1 ] / ∈ BP n−1 (q). d(π 1 , π 2 ) = 2: Let π be the vertex between π 1 and π 2 . Then π = π 1 r |A1|+1 =
Therefore π 2 r n = [pA 2 qA 11 A 12 ] / ∈ BP n−1 (q) or π 2 r n = [pA 22 A 1 qA 21 ] / ∈ BP n−1 (q). Hence if π 1 , π 2 ∈ BP n−1 (p) are at a distance of at most 2 then π 1 r n and π 2 r n belong to distinct copies of BP n−1 in BP n .
We now proceed to the proof of Theorem 4.1. Proof of Theorem 4.1. We use the recursive structure of BP n . Notice that the edges labeled with r i , 1 ≤ i ≤ k − 1 are all contained inside a copy of BP k−1 , and only edges labeled by r k connect the different copies of BP k−1 in BP n . This observation allows us to obtain canonical forms for the 8-cycles of BP n based on how many BP k−1 copies are used by the 8-cycle. To contain a non-trivial copy of BP k−1 , that is not a single point, we must have k ≥ 2. It follows then that an 8-cycle can be formed by using 2, 3, or 4 copies of BP k−1 . To Figure 4 . Case where the 8-cycle is in two copies of BP k−1 and uses four vertices in each of the copies.
help us enumerate the cases, we use an integer partition of 8, (a 1 + a 2 + . . . + a m ), to indicate that the 8-cycle visits m copies of BP k−1 , and has a 1 vertices in one copy, a 2 vertices in a second copy, and so on, up to a m vertices in the m th copy. Since no vertex meets two r k edges, then we must have a i > 1, for 1 ≤ i ≤ m. Case the 8-cycle visits 2 copies of BP k−1 . Part sizes of the cycle partition are at least 2, which leads to the only possible partitions being (6+2), (5+3), and (4+4). Suppose that the two copies met are BP k−1 (p) and BP k−1 (q). Subcases (6+2) and (5+3). By Lemma 4.5 if the endpoints in the BP k−1 (p) copy (say π 1 and π 2 ) are at a distance of at most 2 then π 1 r k and π 2 r k will belong to distinct copies of BP k−1 . Hence an 8-cycle cannot occur with associated partition (6+2) or (5+3). Therefore an 8-cycle can be formed only when 4 vertices belong to each copy. Subcase (4+4). By Lemma 4.2, |p| = |q|. Say the four vertices of V (BP k−1 (p)) are labelled π i , i ∈ [4] and the four vertices of V (BP k−1 (q)) are labelled ρ i , i ∈ [4] . The π i and ρ i each form a path of length three whose endpoints should be adjacent. We shall say that π 1 is adjacent to ρ 1 and π 4 is adjacent to ρ 4 (see Figure 4 ). This means both endpoints in BP k−1 (p) (π 1 and π 4 ) should have q in their first positions and both endpoints in BP k−1 (q) (ρ 1 and ρ 4 ) should have p in their first positions (in Figure 4 ). So in window notation π 1 = [qXp]. By Lemma 4.3 we can get the forms of the remaining vertices of the cycle in BP k−1 (p). So π 2 = π 1 r j = [X 1 qX 2 p], π 3 = π 2 r i = [X 12 X 11 qX 2 p], π 4 = π 3 r j = [qX 11 X 12 X 2 p] where X = X 1 X 2 , X 1 = X 11 X 12 , j = |X 1 | + 1, and i = |X 12 |. After this we get ρ 1 = [pX 2 X 12 X 11 q] and ρ 4 = [pX 2 X 12 X 11 q]. Taking A = pX 2 , B = X 11 q, |A|, |B|, |X 12 | ≥ 1 we need a path of length 3 from [AX 12 B] and [AX 12 B].
[AX 12 B] r |A|+|X12| r |X12| r |A|+|X12| = [AX 12 B] is a path of length 3 and there is no other path of length 3 because there is no cycle of length 6 in the burnt pancake graph since its girth is 8. We have |X 11 | = j − 1 − i ≥ 0, |A| = k − j ≥ 1, |X 12 | = i ≥ 1 which gives the cycle corresponding to the form (4.1).
Case the 8-cycle visits 3 copies of BP k−1 . Since part sizes are at least 2 in the partition, there are only two possibilities (4+2+2) or (3+3+2). Let the three copies used be BP k−1 (p), BP k−1 (q) and BP k−1 (s). By Lemma 4.2 |p| = |q| , |p| = |s| and |q| = |s|. Subcase (4+2+2). Suppose the four vertices in BP k−1 (p) are labeled π i , i ∈ [4] ; the two vertices in BP k−1 (q) are labeled ρ i , i ∈ [2] ; and the two vertices in BP k−1 (s) are labeled σ i , i ∈ [2] ( Figure 5 ). The vertex of BP k−1 (p) that is adjacent to BP k−1 (q) will have window Figure 5 . Case where the 8-cycle is in three copies of BP k−1 and uses four vertices in one copy and two vertices in two other copies. Figure 6 . Case where the 8-cycle is in three copies of BP k−1 and uses two vertices in one copy and three vertices in other copies.
. Now we consider the forms of the adjacent vertices in BP k−1 (q) and BP k−1 (s). If π 1 = [qXsY p] then ρ 1 = [pY sXq]. In order to be adjacent to BP k−1 (s), ρ 2 must have s in its first position which is not possible by one flip from ρ 1 because any single flip changes the sign of any affected element.
If π 1 = [qXsY p] then ρ 1 = [pY sXq]. In order to be adjacent to BP k−1 (s) it follows that ρ 2 = [sY pXq], and thus σ 1 = [qXpY s]. However, for σ 2 to be adjacent to BP k−1 (p) it must have p in its first position, which is not possible by one flip from σ 1 .
So cycles of the form (4 + 2 + 2) do not exist in BP n . Subcase (3+3+2). Suppose the three vertices in BP k−1 (s) are labeled σ i , i ∈ [3]; the three vertices in BP k−1 (q) are labeled ρ i , i ∈ [3] ; and the two vertices in BP k−1 (p) are labeled π i , i ∈ [2] ( Figure 6 ). The vertex of BP k−1 (p) that is adjacent to BP k−1 (q) can have the form π 1 = [qXsY p] or π 1 = [qXsY p].
If π 1 = [qXsY p] then ρ 1 = [pY sXq], π 2 = [sXqY p], and σ 1 = [pY qXs]. Now we need to find a path of length 2 between σ 1 and σ 3 that places q in the first position of σ 3 . In order for the sign to be correct each of the two flips must affect q. Thus σ 2 = σ 1 r |Y |+|X1|+2 = [X 1 qY pX 2 s] where X = X 1 X 2 and |X 1 | ≥ 0. This give σ 3 = σ 2 r |X1|+1 = [qX 1 Y pX 2 s] and ρ 3 = [sX 2 pY X 1 q]. We now need a path of length 2 between ρ 3 and ρ 1 . Taking A = sX 2 , B = pY and C = X 1 q, then ρ 3 = [ABC] and ρ 1 = [BAC]. Thus by Lemma 4.4 we know that such a path between ρ 3 and ρ 1 does not exist.
If π 1 = [qXsY p] then ρ 1 = [pY sXq]. π 2 must have s at the first position which is not possible by one flip from π 1 . Thus π 1 could not be of this form and be part of such an 8-cycle.
So cycles of the form (3 + 3 + 2) do not exist in BP n . Furthermore, there are no 8-cycles that visit 3 copies of BP k−1 in BP n .
Case the 8-cycle visits 4 copies of BP k−1 with (2+2+2+2). As stated earlier, there must be at least 2 vertices in any copy of BP k−1 . Thus the only partition is (2+2+2+2). Let the four copies used be BP k−1 (p), BP k−1 (q), BP k−1 (s) and BP k−1 (t). The absolute values of p, q, s, and t may not be distinct. However, by Lemma 4.2 only non-adjacent copies can have the same absolute value in the last elements. Suppose the vertices in BP k−1 (p) are labeled π i , i ∈ [2]; the vertices in BP k−1 (q) are labeled ρ i , i ∈ [2]; the vertices in BP k−1 (s) are labeled σ i , i ∈ [2] ; and the vertices in
This gives rise to three subcases. Subcase the absolute value of p, q, s, and t are pairwise different. Suppose without loss of generality that BP k−1 (p) and BP k−1 (s) are non-adjacent (See Figure 7) . Figure 7 . Case where the 8-cycle is in four copies of BP k−1 and uses two vertices in each copy where the absolute values are pairwise unequal.
Due to their adjacent copies of BP k−1 we know that π 1 begins with q, π 2 begins with t, and so on. In order for π 2 to start with t and ρ 1 to start with s, which is 2 flips away from π 1 , it follows that π 1 must contain both t and s. This leads to two possibilities, either s precedes t in π 1 or t precedes s in π 1 .
If π 1 = [qXsY tZp], then π 2 = [tY sXqZp] and τ 1 = [pZqXsY t]. However, τ 2 must have s in its first position, which is not possible by one flip from τ 1 .
If π 1 = [qXtY sZp], then π 2 = π 1 r |X|+2 = [tXqY sZp], τ 1 = π 2 r k = [pZsY qXt], τ 2 = τ 1 r |Z|+2 = [sZpY qXt], σ 1 = τ 2 r k = [tXqY pZs], σ 2 = σ 1 r |X|+2 = [qXtY pZs], ρ 1 = σ 2 r k = [sZpY tXq] and ρ 2 = ρ 1 r |Z|+2 = [pZsY tXq] and π 1 = ρ 2 r k . Taking |X| = i − 2 ≥ 0 and |Z| = j − 2 ≥ 0 we get |Y | = k − i − j ≥ 0 and a cycle corresponding to (4.2) . Subcase the absolute value of one pair among p, q, s, t is same. Suppose without loss of generality that |p| = |s|, or more precisely s = p. It follows from Lemma 4.2 that the corresponding copies are non-adjacent (See Figure 8) . Figure 8 . Case where the 8-cycle is in four copies of BP k−1 and uses two vertices in each copy where one pair has equal absolute value.
Due to their adjacent copies of BP k−1 we know that π 1 begins with q, π 2 begins with t, and so on. In order for π 2 to begin with t, then π 1 must contain t. Thus π 1 = [qXtY p]. This gives π 2 = π 1 r |X|+2 = [tXqY p], τ 1 = π 2 r k = [pY qXt], τ 2 = τ 1 r 1 = [pY qXt], π 1 = τ 2 r k = [tXqY p], π 2 = π 1 r |X|+2 = [qXtY p], ρ 1 = π 2 r k = [pY tXq], ρ 2 = ρ 1 r 1 = [pY tXq] and π 1 = ρ 2 r k . Taking |X| = i − 2 ≥ 0 we get |Y | = k − i − 1 ≥ 0 and a cycle corresponding to (4.3) . Subcase the absolute values of two pairs among p, q, s, t are the same. We will say that s = p and t = q (See Figure 9 ).
Let π 1 = [qXp]. Then we get π 2 = π 1 r 1 = [qXp], ρ 1 = π 2 r k = [pXq], ρ 2 = ρ 1 r 1 = [pXq], π 1 = ρ 2 r k = [qXp], π 2 = π 1 r 1 = [qXp], ρ 1 = π 2 r k = [pXq], ρ 2 = ρ 1 r 1 = [pXq] and π 1 = ρ 2 r k . This gives a cycle corresponding to (4.4) .
Having considered all allowable partitions of an 8-cycle we conclude that our classification is now complete.
Discussion
The main result of this paper is that the burnt pancake graph BP n for the group of signed permutations B n , with n ≥ 2, is pancyclic. We found this result to be a bit surprising since BP n is fairly sparse. To make this observation more formal, recall that if G = (V, E) is an Figure 9 . Case where the 8-cycle is in four copies of BP k−1 and uses two vertices in each copy where two pairs have equal absolute values.
undirected simple graph, its edge density δ(G) is defined as
That is, δ(G) is the ratio of its edges to all the potential edges (see [9, Chapter 7] ). The pancake graph P n of S n has n! vertices and n!(n−1) 2 edges. Furthermore, P n is n − 1 regular, whereas BP n is n-regular. Direct computation yields δ(P n ) = n − 1 n! − 1 and δ(BP n ) = n 2 n n! − 1 .
In particular, one notices that BP n is significantly sparser than P n , yet they are both pancyclic. It is also worth note that the number of edges in BP n is significantly less than the bound on the number of edges compared to the number vertices in [4] of |E| > |V | 2 /4 that would guarantee the graph is pancyclic. In terms of using BP n as an interconnection network, BP n has n! times more vertices than the hypercube of the same degree (thus allowing for many more processors in the network) while preserving a linear diameter. Since BP n is pancyclic, it offers another feature that is often desired in parallel processing, embedding of many different types of graphs. We have shown that the simplest types of graphs, cycles and paths, of length 8 to 2 n n! can be embedded in the BP n for n ≥ 2.
Our second main result is a classification of all of the 8-cycles in BP n , n ≥ 2, which are the smallest cycles that one can embed in a burnt pancake graph. These classifications indicate how to embed an 8-cycle within the network starting at any vertex and through the proof we can choose different canonical forms depending on how many nodes are desired from copies of smaller burnt pancake graphs embedded in the greater network. We have already employed a similar method, using the recursive structure of BP n , to classify the 9 and 10-cycles but have not presented it here. We have used this description to obtain a formula for the number of signed permutations that require 4 flips to be sorted. At the moment, it seems that the number of stacks requiring k flips to be sorted in the burnt pancake problem are given by an integer-valued polynomial of degree k + 1.
Appendix B. Cycles of lengths from 8 to 48 in BP 3 We simply list the indices of the generators and write i instead of r i , with 1 ≤ i ≤ 3. 
