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Abstract 
\ve are in this paper concerned with Bayesian inference in 
a counting process model where the intensities depend on an 
unknown parameter. In particular, the model gives a unified 
approach to Bayesian inference for a large number of paramet-
ric failure time models with censoring. Asymptotic properties 
of the Bayes estimator (under quadratic loss function) in the 
"exponential model" are studied. 
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1 . Introduction 
Let {N1 {t), ••• ,Nk{t), t E [o,~)} be a multivariate counting 
process adapted to a history {Ft} and let {Pe,eEe} be a family 
of probabilities. Assume that N. {t) 
1 
t 
{ 1 • 1 ) { N . { t)- f A. . { e , s) ds} is a 
1 0 1 
i.e. {Ni (t)} has {Pe,F t)-.tntensity 
< .,, 0 <: t < .,, 'and that 
{A..{e,t)}. 
1 
We remark that under certain conditions {see Aalen {1978) p.705, 
Bremaud { 1 981 ) p. 28 and Aven (1983)) { 1 • 1 ) is equivalent to 
1 ] + lim h Ee[N.{t+h )-N.{t)IFt = A..{e,t ). hn~o n 1 n 1 1 
We assume that 
F t = F 0 v a { N i { u ) , u< t , i= 1 , 2 , • • • , k ) 
and that 
{ 1 • 2) i-..{e,t) = ~.{e,t)Y.{t) 
1 1 1 
{the assumption {1 .2) is no restriction). 
Furthermore, we assume that there exists a probability Q such 
that 
{ 1 • 3) 
{L0 {e) is F0-measurable) and such that 
{N.{t>} 
1 
has (Q,Ft)-intensity {Y.(t)}. 
.1 
The statement {1 .3) says that the restriction of Pe to F0 is 
absolutely continuous with respect to th~ restriction of Q to F0 
and the Radon-Nikodyrn derivative equals L0 (e). In applications we 
usually have L0 {e) = 1. 
The true value e 0 of e is supposed to be unknown. Our 
initial uncertainty about e 0 is expressed py a prior distribution 
~ on e. Ue seek the posterior distribution. given FT, where T 
is a finite Ft-stopping time. 
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In Section 2 we present the model. By applying general count-
ing process results we show that 
( 1 • 4) 
where the likelihood L is given by 
k N i (T) k T 
L(9 1 T) = L 0 ( 9 ) ( IT IT ~ . ( 9 I D •. )) exp{ I f ( 1 ""~ . ( 9 Is) )Y . ( s) ds} i=1 j=l l. l.J i=1 0 l. 1 
here 
k T T 
= L0 (9) exp{ I fln ~.(9~s)dN.(s)+J(1-~.(9~s))Y.(s)ds}; i= 1 0 l. l. 0 l. l, 
D •. 
l.J 
is the j-th jump time of N .• 
l. 
The statement ( 1 • 4) says that the restriction of P 9 to F T is 
absolutely continuous with respect to the restriction of Q to FT 
and the Radon-Nikodym derivative equals L(9~T). 
In Section 3 we formulate the Bayes set-up~ We are here more 
or less copying known mathematical statistical theory. We show that 
the posterior distribution given F T equals . 
J B L ( 9 I T ) d~ ( 9 ) 
f 0 L ( 9 IT ) d~ ( 9 > • 
The above model is quite general, in particular, it includes a 
large number of failure time models w;ith censoring. As an illustra-
tion we shall give a special case from l:i,:f;e testing. At time t = 0 
n. units are put on test in environment i1 i = 1,21 ••• ,k. The 
l. 
lifelengths (time to failures) of the units in environment i are 
random variables with failure rate a .(9,t); all lifelengths are 
l. 
independent. The testing in environment i .is stopped at a fini-
te stopping time T. , based on the available information (T. may 
l. l. 
for instance be a constant). Now, let N. (t) denote the number of 
l. 
observed failures in environment i in (o,t]. Then {N 1(t), ••• ,Nk(t)} 
is a multivariate counting process and it can. be shown that {Ni(t)} 
has Ft = cr(N.(u), u < t, i = 1, ••• ,k)-intensity {a.{9,t)Y.(t)}, l. l. . l. 
where Yi(t) is the number of units on test (at risk) in environ-
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ment i just before time t. · The true value e0 of e is 
supposed to be unknown and our initial uncertainty about e 0 is 
expressed by a distribution ~· We seek tne posterior distribution 
given the data, i.e., the posterior distribution given FT , where 
T = max T .• 
1 
The intensity form a. ( t )Y. ( t), where 
1 1 
a. 
1 
is a deterministic 
function and Y. 
1 
is an Ft-adapted process, is Aalen's (1978) well 
known intensity form. This form is very often in force when failure 
time models with censoring is formulated in a counting process 
framework, see e.g. Aalen (1975,1978), Gill (1980) and Borgan 
(1983). It should be noted that if the units are replaced by new 
ones at failures in the above example, then Aalen's intensity form 
does not hold. However, the example is still covered by our model. 
Our model has much in common with Rebolledo' s (1978) model 
(M1a, ••• M4a) (when ignoring nullsets our model is a spesial case of 
Rebolledo's (1978) general statistical model (M1, ••• ,M4)). As oppo-
sed to Rebolledo (1978) we avoid the assumption "Eo L(e,'l') = 1". 
In Section 4 we study asymptotic properties of the Bayes esti-
mator (under quadratic loss function) 
of eo with respect to the probabilities P~ , assuming that we 
0 
have a sequence of models, indexed by n = 1, 2,... , with k = 1 , 
0 = (0,~~>), L~(e) not dependent on 9, A.f(e,t) = g(e)Yr(t), where 
g(e) = e (for all e) or g(e) = e-1 (for all e·), and d~(e) = p(e)de. 
In life testing applications the intensity form g(e)y~(t) 
corresponds to exponential distributions with failure rate g(e) 
(=e or e- 1 ) and mean life to failure g(e)-1 (=e-l or e) for the 
lifelengths of the units. The index n usually represents the . 
total number of units which are put on test at t = 0. 
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Under certain conditions we show that is asymptoti-
cally normal with mean 0 and ~ variance ~-1 (which does not 
depend on the prior density p). This implies, in particular, that 
~n is consistent. The estimator ~n takes a very simple form if 
g(9) = 9 and p is a gamma density or if g(9) = e-1 and p is 
an inverted gamma density (see Section 4). In fact the gamma 
(inverted gamma) prior density is a natural conjugate prior density 
(cf. Barlow and Proschan (1979,1980)). 
In Section 5 a special case of the set-up of Section 4 is 
considered. 
Asymptotic properties of 11 nonparametric e~:~timators '' and maximum 
likelihood estimators in counting proce$s models have been studied 
by for example Aalen (1975, 1978), Rebolledo (1978) and Bergan 
( 1 983) • 
We will use some basic definitions from the theory of stochas-
tic processes without further comment. Our references as regards 
this theory are Bremaud and Jacod (1977), Gill (1980) and Bremaud 
( 1 981 ) • 
2. The counting process model 
Let (Q,E,Q) be a probability space and let Fo be a sub-a-
field of E. Let { N 1 ( t) IN 2 ( t), •.• INk ( t) I tE [ 0 ,.., ) } be a ')(-variate 
counting process on (Q IE ) with values in {0,1,2, ••• }k and define 
F t = F 0 v a ( N i ( s ) , s<: t ) , 0 <: t < .., • 
We remark that {Ft} is right-continuous (see Corollary A.2.1, 
Appendix 2 of Gill ( 1 980) ) • Furthermore, let for i = 1 , 2, ••• 1 k 
{Yi(t), tE[O,..,)} be a non-negative F t-progressive!y measurable 
process such that 
t f Y . ( s ) ds < CX> 1 o <: t < .., • 
0 ~ 
Assume that for i = 1 ,2, .•• ,k 
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i.e. 
Q) Q) 
EQ f X ( t ) dN . ( t ) 
0 l 
= EQ f X(t)Y.(t)dt 
0 l 
for all non-negative Ft-predictable processes {X(t)}, or equiva-
lently 
t 
{ N. ( t)- f Y . ( s) ds} is a ( Q, F t) -local martingale. 
l 0 l 
Let (e,B) be a measurable space and let for i = 1,2, ••. ,k 
~. (e,t,wl be a non-negative function on ex[O,a>)xQ such th~t l . 
( 2 • ] ) 
here P(Ft) is the Ft-predictable a-field over [0,1'0) (P(Ft) is 
generated by all processes which are adapted and left-continuous). 
It should be noted that (2.1) implies that for each e 
(2.2) 
Assume that for i = 1,2, ••• ,k and e E e 
t f ~ . ( e , s ) Y . ( s ) ds < Q) , 
0 l l 
Define 
Let P 9 , e E 0, be probabilities on (Q,E). Assume that 
(2.3) 
where 
(2.4) L0 (e) is a nqn-negative Bx F 0-measuraQle function on exo. 
Furthermore, assume that 
(2.5) 
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Define for each e E e the process {L(9,t)}, t E [o,~>} by 
k t t 
L(9,t) = L0 (e)e:ltp{ I [fln ~.(e,s)dN.(s)+/(1-~.(e,s))Y.(s)d~}. i=1 0 l. l. 0 l. l. 
By using (2.1) and (2.4) it can be shown that L(9,T) is a 
Bx FT-measurable function on ex Q for each T E T, where T is 
the collection of all finite Ft-stopping times, see the appendix. 
We end this section by formulating and proving a proposition 
which says that the statistical space (experiment) (O,FT,P9 ,eEe) 
is dominated by Q (it is understood that the probabilities are 
restricted to (Q,FT)) and that the likelihood is L(9,T). 
Proposition 2 .1 
(2.6) P 9 <A> = fA L < e , T > dQ , e E e , A E F T , T E r . 
Remark. The statement (2.6) also holds if ( ~ • 1 ) is replaced by 
(2.2) and (2. 4) is replaced by "L (9) 0 is an F0-measurable 
function for each 9" (this is seen from the proof below). 
Proof. Let T E T . It is not difficult to see t'}tat 
{N.(tl\'1:')} has (Q,Fti\T)-intensity { Y. ( t) I (tc; T)} l. l. 
and 
{ N. ( ti\T)} has (P9 ,Fti\T)-intensity { A. • ( e , t > I < M T) • l. l. 
Note that F tl\ T = F 0 v cr ( N i ( sl\ T) , s oro; t, i = 1 , 2 , ••• , k) ( see G i 11 
(1980) Appendix 2, Corollary A.2.1). Now, applyins the results 
stated in Bremand and J a cod ( 1 977) pp. 388-389 (let N~ = ~ x ( ti\T) , 
t 
and A([O,t]x{x}) = /Yx(s)!(sc;T)ds) 
0 
we find that the following statements hold: 
( 2. 7) 
{L(9,ti\T), tE[o,~]} is a uniformly integrable 
(Q,fti\T)-martingale, 9 E 0, 
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and 
{Ni(tAT)} has (P~,FtAT)-intensity {A.i(9,t)I(t.;;T)}, 
where is defined by 
* P e (A ) = fA L ( e , T ) dQ , A E E , 
i = 1 ,2, ••• ,k, and e E e. 
The statement (2.6) follows if we can prove that P9 = P; on 
FT. Let A E F0 • Using (2.7) and (2.3) we obtain 
* Pe(A) =fA L(e,T)dQ =fA E0 [L(e,T)IF 0 ]dQ 
=fA L(e,O)dQ =fA L0 (e)dQ ~ Pe(A). 
* Hence Pe = Pe on F0 • From the uniqueness theorem stated in 
Bremaud and Jacod (1977) p. 388 we can conclude that P9 = P; on 
=FT. This completes the proof of the propo~ition. 
3. The prior and the posterior distributions 
In this section we formulate the Bayes set-up. ~{e are here 
more or less copying known mathematical statistical theory, cf. 
e.g. Barra (1981) pp. 7-8. Consider the model de~cribed in Section 
2. The true value e 0 of e is sQpposed to be unknown. Our inital 
uncertainty about e 0 is expressed by a prior ,distribution ~ on 
e. We seek the posterior distribution on e given · FT , T E T 
Define a probability 
,..., 
p on by 
(3. 1 ) 
,..., 
The probability P is our subjective probability on F~ obtained 
by weighting p ( 0 ) "' . variable with dis-e by IJ. • If e is a random 
tribution IJ. and Pe (A) is considered as the conditional probabi-
lity of the event A given e = e ' then P(A) is simply the un-
conditional probability. Let for B E B and T E T 
{3.2) 
f 8L{9,T)d~{9) 
~T{B) = ~~-------­
f0L{9,T)d~{9) 
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where 0/0 d~f 1 and a/~ d~f 1. We see that ~T{a,w) is ~ prob~~ 
bility on {0,8) for each w, and an FT-measurable function for 
each B {remember that L is a BxFT-measurable func~ion on 0xQ). 
We shall show that ~T is a posterior distribution given FT' i.e. 
for all A E FT and all BE B we have {(3.3) is motivated below) 
{3.3) 
cf. Barra {1981) p. 8. Now, by combining {3.1) and {2.6) and by 
changing the order of integration we find that 
{3.4) 
Using {3.4) and (2.6) we obtain 
fA ~T{B)dP =fA ~T(B) f 0 L(9,T)d~(9)dQ = JA fa L{9,T)d~(9)dQ 
= f 8 fA L(9,T)dQ d~{9) = f 8 P 9 (A)d~{9), 
which proves {3.3). 
We formulate this result as a theorem. 
Theorem 3.1. The posterior distribut~on on 0 given FT is given 
by (3.2), T E T. 
To motivate (3.3), suppose that e is a random variable with 
distribution ~ on 0, and consider P9 (A) as the conditional 
probability of A given e = 9. Then we have for A E fT and BE B 
lt follows that 
~ 
P- a.s., 
which shows that ~T(B) in fact is a posterior distribution given 
FT. 
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Finally in this section we shall give some results which are 
related to the set-up of Section 4. For the sake of convenience we 
shall drop a.s. phrases. 
Assume that k ~ I, 0 ~ (O,m), B ~the class of Borel sets on 
(O,m), L0 (e) does not depend on e, ~ is a gamma distribution 
with shape parameter c and scale parameter d, i.e. 
and 
(3.5) ~(e,t) ~ e , i.e. i\(e,t) ~ e Y(t) 
(we write ~' i\ andY in stead of ~I' i\ 1 and Y1, respectively). 
It is not difficult to see that the posterior distribution nT is 
also a gamma distribution, the shape parameter and scale parameter 
changed to c + N(T) and d + f~ Y(s)ds, respectively. Thus the 
gamma prior is a natural conjugate prior. The posterior mean, 
f 0 e nT(de), i.e. the Bayes estimator of e 0 Qnder quadratic loss 
function (an estimator ~ is called a Bayes estimator under quad-
ratic loss function if ~ minimizes f 0 (e-x) 2 n T (de ) ) is given by 
J c+N(T) 0 e nT(de) ~ --~T~~-- • 
d+f 0Y(s(ds 
Now suppose (3.5) is replaced by 
~(e,t) ~ e-1 , i.e. i\(e,t) ~e-1 Y(t). 
Then the inverted gamma distribution <f 8 [dce-(c+l) e-d/e /r (c)] de) 
is a natural conjugate prior. In the posterior distributiop the 
parameters are c + N (T) (in place of c ) and d + f ~ Y( s,) ds (in 
place of d ). The mean takes the form 
d+f~Y(s)ds 
c+N(T)-1 
(cf. Barlow and Proschan (1979, 1980)). 
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.4. An asymtotic result 
Consider the model described in Section 2 with k = 1 • 
Assume: 
!d· (Q,E,Q) is a complete probability space and F0 includes all 
a-null sets 0 
A2. The set e equals the interval (0,=) and B is the class 
of Borel sets on e. 
A3. L0 (e) does not depend on e. 
A4. ~(e,t) = g(e) (i.e. ~(e,t) = g(e)Y(t)), 
where 
g ( e ) = e or g ( e ) = e -1 • 
AS. The prior distribution ~ on e has a density p with 
respect to Lebesgue measure which is continuous and positive 
at the true value eo of e. 
Furthermore, 
J 0 e p( e >de < = • 
Note that Q = P1 
Remark. Our analysis in this section need not be changed even 
though g does not take the form e or e-1. We must, however, 
require that g is strictly non-decreasing or strictly non-
increasing, g' exists, and g' is continuous at eo. 
Some of the assumptions made in Section 2 are not directly used in 
this section, for example the assumption that Ft ta~es the form 
F0vcr(N(s), s~t). 
Assume now that we have given a sequence of models of the 
above form, indexed by n = 1,2, ••• , where the prior density p 
and the function g are the same in all the models, and where a 
- 12 ... 
Tn E Tn is chosen. Assume that the following conditions are satis-
fied: 
A6. There exists a measurable and det~rministic function y(t) 
such that 
( 4. 1 ) 
(4. 2) 
( 4. 3) 
and for 
here 
p 
+ 
O<b d~f f y(s)ds < ® 
0 
all e: > 0 
Tn 
lim limsup Pn {..!. J Yn ( s ) ds > e: } 
ttm n+m e 0 n tATn 
means convergence in probability 
probabilities n Pe . 
0 
== 0 
relative 
Remark. In applications (see section 5), (4.2) is often 
established by showing that 
tATn p t 
J Yn(s)ds + J y(s)ds, 
0 0 
(4.4) -
n 
O<t<ID 
(it seen by writing 
-n 
Tn m 
J yn(s)ds - J y(s)ds 
0 0 
t Tn m 
to the 
J y( s) ds] 
0 
+ ..!. J Yn(s)ds-J y(s)ds 
n tATn t 
that (4~4) together with (4.1) 
and (4.3) imply (4.2)). 
P{ } 
For the sake of convenience we shall in the following write 
instead of Pn { } and drop all Pn - a.s. phrases. 
eo eo 
Convergence in probability f and convergence in distribution P 
are always relative to the probability m~asures n Pe • 
0 
We now introduce the Bayes estimator (und~r guadratic loss 
function) 
(4.5) 
f 8 e L n ( e , T n) p ( e ) de 
J 8 Ln(e,Tn)p(e)de 
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of eo i here 
(4.6) 
Tn Tn 
== Lg( e) exp{f ln[ g(e)] dNn( s )+J ( 1-g(e ))Yn( s }ds} • 
0 0 
We have the following asymptotic result for the estimator ~n. 
Theorem 4.1 
/n(~n-e 0 ) is asymptotically normal with mean 0 and var~ance 
~- 1 , where 
CD 
901 Jy(s)ds 
0 
CD 
e 03 Jy(s)ds 
0 
if g(e > = e 
if g(e) = e""l • 
The proof of this theorem is much inspired by Yu.v. Linkov•s 
asymptotic analysis of the Bayes estimator for a diffusion process, 
see Basawa and Rao (1980) pp. 241-247. some places we copy his 
arguments. 
The proof is based on some lemmas. Sefore we state and prove 
these lemmas we shall introduce some new processes. 
Let g(9) and p(9) be defined as 0 for e E R-0 and 1et 
Ln(9,Tn) be given by (4.6) for all 9 E R. Let the process 
{yn(t), tER} be defined by 
( 4. 7) 
From (4.5) and (4.7) it is easy to see that 
(4.8) 
Let 
CD 
ftyn(t)p(e 0+fn)dt 
lil( ~n-e0 > = --:--------
Jyn(t)p(e0+tn>dt 
-CD 
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t 
Mn(t) = Nn(t)-Jg(e 0 )yn(s)ds, 
0 
t ~ R. 
Furthermore, let for t E R 
and 
an(t) = [lng(e 0+~n)-lng(e 0 )]Mn(Tn), 
~n(t) = {[lng(e 0+fn)-lng(e 0 )]g(e 0 > 
Tn 
- [g(eo+fn)-g(eo>J}b yn(s)ds 
Observe that 
By using Taylor's formula we may write for e 0 tJn E e 
where 
and o1 is a number (depending on t/ln) between 0 and 1. 
Furthermore, 
t 2 n n 
= - p (t)b , 
where 
and o2 and o3 are numbers (depending on t/fn) between 0 and 
1 • 
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Lemma 4.2. The finite-dimensional distributions of the prosess 
{yn(t)} converge weakly to the finite-dimensional distributions of 
the process { y ( t)} as n + a>, where . 
and ~ is a standard normal variable (defined on some probability 
space ( x , A , P ) ) • 
Proof. By means of a version of Helland•s (1982) martingale 
central limit theorem 5.3 we shall first establish that 
(4.9) 
where ~ is a standard normal variable. For each n there exists 
Fnt_stopping times si? such that s~ t m 
1 1 
as i + m and 
{~Mn(tAS~ATn)} is a square integrable (P~ .F~)-martingale with 
0 
variance process 
tASI?ATn 
{.!.. fg(e 0 )Yn(s)ds} 
n 0 
on [ 0, m] ( cf. G i 11 ( I 980) , 
Section 2). Combining (4. 2), (4. 3) and Hellands Lemma 5. 2 we find 
that for any sequence {i } such that i + m fast enough, 
n n 
-n 
p 
here s~ + a> • Now, 
l.n 
5.3, where M is a 
n 
that 
(observe that 
by applying a version, 
martingale and 
= I (I /.fO ;;. E)_!.. 
n 
is 
of Helland•s Theorem 
replaced by QO, we find 
for 
all large n for all e > 0). The statement (4.9) follows if we 
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can show that 
(4.10) 
Using Lenglart•s (1977) inequality (see Gill (1980), Theorem 2.4.2) 
we find that for all e,~ > 0, 
From this inequality we obtain (4.10) (remember (4.3)). Thus (4.9) 
holds. Now, define 
n n n L( n ) n ) q.. ( t) = v ( t) a -"2 w ( t b -~ t . 
Note that 
We shall prove the lemma by showing that the finite-dimensional 
distributions of the process {q..n(t)} converge weakly to the fini-
te-dimensional distributions of the process {q..(t}, where 
cj.o(t) = ~~~-
Clearly vn(t) + g•(e 0 )/g(e 0 ),\..rn(t) + [g•(e 0 >] 2/g(e 0 ) 
and 
p 
wn(t)bn + ~ as n + ~. It follows that 
Next we shall show that 
By Cramer-Wold•s theorem it sufficies to show that 
n n n n n ) a 1q.. (t1 )+a2q.. (t2 ) = a 1 (q.. (t1 )-q.. (t2 ))+(a1+a2 )q.. (t2 
= a 1 [vn(t1 )-vn(t2 )]an-a 1 ~[ (wn(t1 )bn-~)t 1 -(wn(t2 )bn-~)t2 ] 
+ (a1+a2 )q..n(t2 ) converges weakly to (a 1 +a2 )~~~, where 
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and are arbitrary constant. But this obviously holds. 
arguing as above we easily show that 
The lemma follows. 
It is clear from the definitions of the processes {yn(t)} 
and {y(t)} that they have continuous sample paths. He shall now 
prove that for any fixed A> 0 the processes {yn(t), t E [-A,A]} 
converge in distribution to the process {y(t), t E [-A,A]} on 
c[-A,A] (the space of continuous functions on [ -A,A] with the 
uniform metric). In other words, the probability measures v 
n 
generated by the processes {yn(t), t E [-A,A]} converge weakly to 
the probability measure v generated by the process {y(t), 
t E [-A,A)} on c[-A,A]. Because of Lemma 4.2, it is sufficient 
to prove the following lemma (cf. Billingsley (1968), Theorem 8.1-
8. 2) • 
Lemma 4.3. For every E > 0, 
lim lim sup P{ sup jyn(t2 )-yitt 1 ) I >E} = 0. h~O n~a:> I t 1-t2 1 ~h 
t 1 ,t2E[-A,A] 
Proof. In the following discussion we shall suppqse that t 
varies over [-A,A]. Clearly 
Hence for any N>O, 
P{ sup jyn(t2 )-yn(t 1 ) I >E}~P{ sup nn(t)>N} I t1-t21--h It I (A 
+ P{ sup I nn(t2 )-nn(t1 ) I >Ee-N}. I t 1-t2 1.- h 
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The lemma follows if we can prove that 
(4.11) lim lim sup P{ sup TJn(t)>N} = 0 
N~oo n~oo It I ~A 
and that for every £>0 
(4.12) lim lim sup P{ sup J TJn(t2 )-TJn(t 1 ) I >E} = 0. h~O n~oo I t1 -t21 ~h 
For all large n we have 
where 
Thus 
sup TJn(t)(AVj anJ+~2 \ibn, 
I tj(A 
sup Jvn(t) J~V<oo I ti(A and 
n 
sup w (t)~W<oo. 
I tJ~A 
P{ sup TJn(t)>N}(P{ J anJ >N/2AV}+P{bn>N/A,2~f}. 
I tj(A 
D . p 
Since an~ ~(g(e 0 )b)~ and bn ~ b, it follows that 
Hence (4.11) holds. Suppose Jt1-t2 J(h. Then for all large n 
where 
n 
v = h 
and 
w~ = sup J w ( tj ) -w ( t2) J · 
J tI-t I J ( h n n 
1 2 
It is easy to see that 
that (fof all large n) 
and as n ~ <XI. It follows 
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P{ sup I TJn(t 1 )-TJn(t 2 ) I >e: }~ P{ I ani >e: /3hV} ltl-t2l~h 
+P{v~Ajanj>e:/3}+P{[AhW+~w~A2 ]bn>e:/3}. 
Now it is not difficult to see that (4.12) holds. This co~pletes 
the proof of the lemma. 
Lemma 4.4. For every e:>O 
In order to prove this lemma we need the following results 
(cf. Borgan (1983)): Let 
A A 
Then ~ is a maximum likelihood estimator, i.e. ~n maximizes 
def 
or equivalently Vn(e) = lnLn(e,Tn): v (e > 
n 
A A 
decreasing for e ( ~n and non-increasing for e ~~n: 
(4.13) 
A D 
(in fact we have /n(~n-e 0 ) ~ ~~-~) and 
(4.14) 
is non-
def 
[ ( lng ( e ) -lng ( e 0 )) g ( e 0 ) ... ( g ( e ) - g ( e 0 )) ] b = A ( e ) b. 
For the sake of completeness we sqall prove these more or less 
known results. By differentiating 
Tn 
Vn(e)=C+{lng(e))Nn(Tn)-g(e)J Yn(s)ds (C is quantity which does not 
0 
depend on e) we find that the two first assertions must hold. 
Hriting 
. N (Tn) 
Tn 
J Yn(s)ds 
0 
- 20 -
and then using (4.2) and (4.9) we obtain 
The statement (4.13) follows. Writing 
n 
= (lng(9)-lng(e 0 ))-11 ~Mn(Tn)+A(e).!. f Yn(s)ds, n vn n 0 
we see that (4.14) holds. 
Proof of Lemma 4.4. We shall prove the lemma by proving that for 
every E>O 
(4.15) lim sup P{ 
n+ex> 
and 
(4.16) 
here 6 is a positive constant such that e0±6 E e and 
sup p(9)<cn. 
I e -e 0 1<6 
Note that 
" Now, since Vn(e) is non-decreasing for 0 < e .;; ~n and non-
" " increasing for e .. ~n. it follows that if I ~n ... e ol <6 I 
- 21 -
Using this we find that 
{4.17) P{ 
CX) 
+P{exp{Vn(e 0+o)-vn{e 0 )} fltjp{e 0+Jn)dt>e:} 
-a> 
CX) 
+ P { e xp { v n ( e 0- 6 ) - v n { e 0 ) } J I t I p ( e 0 + J n ) d t > e: } • 
-a> 
/1. p 
Since ~n ~ e0 , the first term on the right~hand side of the equality 
(4.17) converges to zero as n ~ CX). Let us now consider the second 
term. First note that 
CX) CX) CX) def 
fltlp(e 0+Jn)dt = n fle-e 0 lp(e)de(n[ fep(e)o.e+e 0] = nK. 
-~ -~ -m 
Let -c = ~A(e 0+o)b. Then c > 0 (it is easy to see that A(e) < 0 
for e * eo> and by (4.14) 
~[vn(e 0+o)-Vn(e 0 )] 
p 
~ 
-2c. 
It follows that 
CX) 
P{ exp{vn(e 0+o )-Vn{e 0 )} f I tl p{e 0+fn)dt>e:} 
-a> 
~ 0 as n ~ CX). By copying the above arguments with -o in place 
of +6 we find that also the third term an the ri9ht-hand side of 
the equality (4.17) converges to zero as n +a>. Thus {4~15) holds. 
Let us so prove {4.16). Let 
* 
lng(e )-lng(e 0 ) 
v = sul I e-e I 1 e-e 0 (o 0 
and 
* inf { A (e ) } w = 
le-e 0 1(o -~(e-e ) 2 0 
- 22 -
here (lng(e)-lng(e 0 ))/(e-e 0 ) and A(9)/(-~)(e-e 0 ) 2 are defined as 
g 1 (e 0 )/g(e 0 ) and (gj(e 0 )) 2 /g(e 0 ) respectively for e = e 0 • Note 
that v* <en and 0 < w* It follows that for It I /.fn.~ o, 
n n n n t 2 n n * n t 2 * n n (t) = lny (t) =tv (t)a -~w (t)b ~ltlv Ia I-~ b · 
Since 
we must have 
for lt/lnl~o. It follows that for any N > 0 and 0 < b 0 < b, 
D p 
Now by using that n ~ ~;(g(e 0 )b)\ bn ~ b and the fact that a 
lim f I tl exp{ I tl v* N-~(b-b0 >w* t 2 } dt = 0, 
A~cn I tl >A 
we easily obtain (4. 16). This completes the proof of Lemma 4.4. 
Proof of Theorem 4.1. Relation (4.8) says that 
(4.18) 
CD 
ftyn(t)p(e 0+Jn)dt 
vn(~n-eo> = -:-------~ 
fyn(s)p(e 0+7n)ds 
-co 
Since the finite-dimensional distributions of the process {yn(t)} 
converge weakly to the finite-dimensional distributions of the 
k 
process {y(t)}, where y(t) = exp{l;~ 2t-~~t2 } (I; is a standard normal 
variable), we obtain by passing to the limit formally in (4.18), 
CD 
fy(s)ds 
- 23 -
We shall now justify this limiting argument. Let 0 < A < ~. For 
any fixed k 1 and k 2 the functional 
A A 
fk k (x) = k 1 fsx(s)ds+k2 fx(s)ds 1 I 2 -A -A 
defined on c[-A,A] is continuous. Lemma (4.2) and (4.3) imply 
that the processes {yn(t),t E [-A,A]} converge in distribution to 
the process {y(t),t E [-A,A]}. Hence the distribution of 
n fk k (y ) converges weakly to the distribution~fk k (y) as 
1'2 1'2 
n ~ ~ (cf. Billingsley (1968) p. 30). From this fact and the 
continuity of p(9) at e 0 , it follows that 
A t 
( _{tyn(t)p(9 0+1 n)dt ) (4.19) A t 
_{rn(t)p(e 0+7n)dt 
Define 
Then by ( 4 • 1 9 ) 
(4.20) 
Furthermore, 
(4.21) XA ~ 
~ 
A 
d:f-~ty(t)dt 
- A 
f y ( s) ds 
-A 
fty(t)dt 
-~ ~-~~ = ~ 
Jy(s)ds 
-co 
A 
D ( 
fty(t)p(e 0 )dt 
-A 
~ 
A f y(t)p(e 0 )dt 
-A 
as A ~ ~. 
) 
The conclusion of the theorem now follows by an application of Theo-
rem 25.5 of Billingsley (1979) if we can show that for every E > 0 
- 24 -
(4.22} lim lim sup P{ IY~I)d = 0, 
A-+"" n-+oo 
where 
In order to show (4.22} we write in the following way: 
Now, clearly 
A 
P { I Y~ I > e:} ( P { I x~ I >N} +P { I -~ sy n ( s} p ( e 0+-Tn} ds I ( o 1} 
A 
+P{_{rn(s}p(e 0+~n}ds(o 2 } 
A A 
+P{ IY~I >e:, lx~I(N, 1_Isyn(s}p(e 0+~n}dsl >o 1 , -Iyn(s}p(e 0+~n)ds>o 2 } 
for all o1 > 0, o2 > 0 and N > 0. Furthermore, for fixed o 1 , o2 
and N there exists positive numbers e: 1 and e: 2 (not depending 
on n and A} such that 
P { I Y~ I > e: , I x~ I ~ N , ••• } ( P { I f t y n ( t } p ( e 0 +fn} d t I > e: 1 } I tl >A n 
+P{ f yn(t}p(e 0+fn}dt>e: 2} I tl >A n 
(choose e: 1 and e: 2 such that e: 1 < o 1 e: /N and 
(1-e: 1/o 1 }/(1+e: 2/o 2 }>1-e:/N}. Using the above inequalities, (4.19}-
(4.21} and Lemma 4.4, we find that 
- 25 -
lim sup lim sup P{ IY~I>E}~P{~-~~~~ >N} 
A~co n~CD 
CD 
+P{I fsy(s)p(e 0 )dsl = 12n~-ll~lexp{~~ 2 }p(e 0 )~o 1} 
-co 
CD 
+P{ jy(s)p(e 0 )ds = 12n~-~exp{~~2}p(e 0 )<:o 2 }. 
-CD 
By letting N ~ oo, o1 ~ 0 and o2 ~ 0, (4.22) follows. This 
completes the proof of the theorem. 
Finally in this section we shall give some comments concerning 
Theorem 4.1 when p is a natural conjugate prior (see Section 3). 
Suppose that g(e) = e and p(e) = dcec-le-de /r(c), i.e. p is a 
gamma density with parameters c and d. Then 
and by Theorem 4.1 
where ~ is a standard normal variable. This asymptotically result 
can in fact be established directly by writing 
and then using (4.2) and (4.9). 
Similarly, if g(e) = e-1 and p is an inverted gamma densi-
ty with parameters c and d, we can establish directly that 
- 26 -
5. A special case 
In this section we shall motivate the set-up of Section 4 by 
presenting a special case. In particular we shall draw attention to 
the assumptions (4.2) and (4.3). 
Consider the set-up of Section 4. Assume that 
n 
I I(xr:.;;t), 
i=1 1. 
n 
I I(X~t) 
i=l 1. 
n n 
a(all Q -null sets) v a(N (u), u.;;t) 
and 
Tn = min(t0 ,x(r ) ) 
n 
here the xr:•s are independent and exponentially distributed 
1 
random variables with failure rate g(e) (=9 or e-l) and expecta-
tion g(e)-1 (=e-1 or e) under P~ , t 0 
( 0, "'] , r n E { 1 , 2 , ••• , n} , and x{ r ) 
n 
and 
is the 
are constants, 
r -th smallest 
n 
xr:. By using Bremaud anq Jacod's (1977) proposition p. 373 we 
1 
easily verify that {Nn(t)} has (P~,F~)-intensity {g(9)Yn(t)}. 
We can give the following interpretation of the model in this case: 
n items are put on test at time 0. The lifelengths (time to fail-
ures) of the items are independent and exponentially distributed 
random variables with failure rate g( e) for a e E: 0. · The test-
ing is stopped at Tn = min(t0 x(r )). The random variable Nn(t) 
n 
represents the number of failures in [o,t], Yn(t) represents the 
Tn 
number of non-failed items just before time t and J Yn(t)dt 
0 
represents the total time on test. 
Assume now that 
where 
r /n ~ r as n ~ "' 
n 
- 27 -
0 < r ~ l. 
We shall show that (4.2) and (4.3) hold with 
where 
We shall establish (4.2) by showing (4.4). 
Let 
.,. n F (t) ~ 1-F (t) = N (t)/n. 
n n 
Now, by using the Glivenko-Cantelli theorem we find that for 
0 ~ t < CX) 
t 
J[yn(s)/n]I(s<Tn)ds = 
0 
t t 
JF (s)I(F (s)<r /n)I(s(t0 )ds f Jy(s)ds, 0 n n n 0 
hence (4.4) holds. The statement (4.3) is seen to hold by noting 
that 
( l E f F (s)ds = 
e: t n 
J E F (s)ds 
e: n t 
CX) 
= e: J F ( s ) ds -+ 0 
t 
as 
,... 28 -
Appendix. 
We shall prove that L(9,T) is a BxFT-measurable function on 
GxQ. If sufficies to show that 
(A. 1 ) 
and 
(A. 2) 
T(w) 
f ln~.(e,s,w)N.(ds,w) is BxfT-rneasurable 
0 .1. .1. 
T(w) f A. • ( e , s , w ) ds 
0 .1. 
\'le shall here prove (A.1) only: the proof of (A.2) is similar. 
Now, to prove (A.1) it is sufficient to show that 
T(w) 
j v( e, s, w )N. ( ds, w) 
0 .1. 
whenever v is a non-negative BxP(Ft)-measurable function on 
ex[O,m)xQ. Furthermore, since P(Ft) is generated by the rectang-
les {o}xA, A E F0 and <u,t]xA, 0 .; u.; t, A E F u' (see e.g. 
Dellacherie and Meyer (1978) p. 125) and BxP(Ft) is generated by 
{BxF, BE 8, FE P(Ft)}, it is sufficient to show that for BEB and AEFu 
T(w) 
(A. 3) IB(e) b IA(fd)I<u,t] (s)Ni (ds,w) is B xFT-measurable. 
But (A.3) is easily shown (cf. Meyer (1965), p. 109). 
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