A stationary bilinear (SB) model can be used to describe processes with a time-varying degree of persistence that depends on past shocks. An example of such a process is inflation. This study develops methods for Bayesian inference, model comparison, and forecasting in the SB model. Using monthly U.K. inflation data, we find that the SB model outperforms the random walk and first order autoregressive AR(1) models in terms of root mean squared forecast errors for both the one-step-ahead and the multi-step-ahead out-of-sample forecast. In addition, the SB model is superior to these two models in terms of predictive likelihood for 208 out of 243 forecast observations. In particular, compared with a lower order autoregressive AR model, the SB model is much better at predicting the inflation observations during the financial crisis and immediately after.
Introduction
The class of bilinear processes was first proposed by Granger and Andersen (1978a) and was found to be able to, as stated in Raeburn et al. (1995) , 'approximate any nonlinear model to an arbitrary degree of accuracy over a finite time interval'. Brunner and Hess (1995) note that the bilinear model's capacity to approximate any well-behaved nonlinear relationship is analogous to the ability of an autoregressive moving average (ARMA) model to approximate well-behaved linear relationships. Bilinear models have been successfully applied to analyse macroeconomic and financial series to capture data non-linearity; see, for example, Charemza et al. (2005) , Byers and Peel (1995) , and Hristova (2005) . In this study, we focus on making Bayesian inference in a stationary bilinear (SB) model, and on comparing the forecasting capacity of the nonlinear SB model, the linear random walk (RW) model, and a lower order autoregressive (AR) model. The SB model is specified as the following:
where b is the bilinear term and ε t ∼ i.i.d.N (0, σ 2 ε ). Granger and Andersen (1978a) note that a second order stationary condition for the SB model is
where a, b = 0. Along with equation (2), Sesay and Subba Rao (1988) and Kim et al. (1990) established the following necessary restrictions (equations 3 -5) to meet the assumption that the first four moments of {y t } T t=1 are finite.
and a 4 + 6a 2 b 2 σ 2 ε + 3b 4 σ 4 ε < 1.
In this study, we focus on making Bayesian inference in an SB model, where a, b, and σ 2 ε jointly meet the moment restrictions in equations (2)-(5).
The dynamics in an SB process are driven by the idiosyncratic shocks ε t , whereas the persistence parameter, a + bε t−1 , is driven by the past shock ε t−1 .
Because the persistence parameter is defined as 'the sum of the coefficients on the lagged dependent variable' (see O'Reilly and Whelan (2005) ), therefore, a nonzero bilinear term b together with the error term ε t−1 would induce a time-varying persistence that changes corresponding to the lagged shock ε t−1 .
According to equation (1), the one-step-ahead forecast of y t+1 using the SB model is as follows:
E (y t+1 ) = (a + bε t ) y t , which indicates that a large shock in the system may affect both the expectations of future values and induce changes in the series' persistence. Moreover, if a series is modelled with an SB process, all of the past shocks {ε i } t i=1 are inevitably propagated via equation (1) to affect the one-step-ahead forecast E (y t+1 ). If E (y t+1 ) is constructed in such a way that the bilinear term b and ε t are neglected, the forecast is distorted; see Charemza et al. (2005) for empirical illustrations.
For instance, if b is misspecified as 0, the SB model is equivalent to a linear AR(1) model without an intercept: y t = ay t−1 + ε t .
Hence, the forecast is distorted by the amount, bε t y t , if the forecasting model is misspecified as the above lower order autoregressive AR model. The SB process is very useful for empirical applications. However, as noted in the work of Brunner and Hess (1995) , the estimation of an SB model could be problematic, especially when at least one of the four moment conditions in equations (2)-(5) is close to being violated. Brunner and Hess (1995) simulate 10,000 series of data using a first order bilinear process (BL(1,0,1,1)) with a few sets of 'true' values, where the first moment condition (which is also one of the stationary conditions) is close to being violated. They demonstrate that the expected negative log-likelihood function will be characterized with a long narrow spike under the 'true' values. Therefore, because of this characteristic in the expected log-likelihood function, the estimates of the bilinear parameters from a standard optimization routine, e.g., maximum likelihood method, are more likely to be biased away from the 'true' values.
However, if the moment conditions are easily satisfied, the well-behaved expected log-likelihood function has a global optimum located over the 'true' parameter values, and the global optimum can be found easily.
In this study, we make Bayesian inference in an SB model, which has a single bilinear term. The Bayesian estimation method for the SB model and the model comparison method for non-nested models that we propose may overcome some of the difficulties highlighted in the literature. Despite the simple specification of the SB model, the dynamics in the changing persistence of inflation can be nicely captured by the SB. The SB model specification satisfies the stationary conditions, which makes it distinct from many other bilinear model specifications that have been investigated in the literature, such as in Feng et al. (2013) , Bibi and Lessak (2009), Charemza et al. (2005) , and Chen (1992a) . In this study, we aim to develop an efficient sampling algorithm that enables us to simulate posterior distributions for all parameters of interest jointly satisfying the stationary restrictions. Chen (1992a) has also proposed to estimate the bilinear models using Bayesian techniques. However, in Chen (1992a) , the stationary conditions are not given special considerations to elicit the priors. Because a posterior simulator is normally constructed by combining the prior and the likelihood function in the Bayesian framework, therefore, the elicited priors should reflect a 'priori' distributional belief in the parameters of interest to a certain extent, if not fully.
Especially considering the characteristics of the expected log-likelihood function of the bilinear models in Brunner and Hess (1995) , the prior elicitation is crucial for making Bayesian inference in the SB model. The Gibbs sampling algorithm proposed by Chen (1992a) is efficient using the untruncated elicited priors because the data simulated for applications in Chen (1992a) can easily satisfy the stationary conditions. However, if a bilinear data generating process does not easily satisfy the first moment condition in equation (2), the Gibbs sampling algorithm proposed in Chen (1992a) , and forecasting method in Chen (1992b), will not be applicable.
Therefore, the sampling algorithm proposed by Chen (1992a) is not suitable for bilinear model specifications with the first moment condition close to being violated. However, for macroeconomic modellers, such bilinear model specifications are more appealing and intuitive because this type of underlying process allows the data to be highly persistent, and it also allows the persistence to be correlated with shocks in previous periods.
In this study, we refer the lower order autoregressive AR model with an intercept as AR(1) model from here onwards. With an application to monthly U.K. inflation, we compare the in-sample fit of three non-nested models, the SB model, the RW model, and an AR(1) model using the likelihood and the marginal likelihood. We focus on illustrating the flexible model comparison method that can be used for both nested and non-nested models, rather than exploring all possible competing models and compare them with the SB model.
To compare the out-of-sample forecasting capacity of competing models, besides evaluating the root mean squared forecast errors (RMSFE), the comparison is also carried out using the predictive likelihood; see Geweke and Amisano (2010) . We find that the SB model provides the highest predictive likelihood for 85% of 243 forecast observations. This paper provides strong empirical evidence that the variation in the estimated inflation persistence appears to be lower after the 1990s compared with those in the 1970s and 1980s. The results agree with findings in the literature that the structure of inflation persistence may have changed and that inflation was much more anchored during the recent financial crisis than during the 1980s, see Watson (2014) .
The remainder of the paper is organized as follows. Section 2 presents methods in Bayesian inference in the SB model specified in equation (1). Section 3 uses monthly U.K. inflation data to estimate the SB model and to compare it to other models in terms of forecasting accuracy at different horizons. Section 4 concludes.
Bayesian Inferences in the SB Model
We start by introducing some notation: a time series with a sample size of N is denoted as y = (y 1 , · · · , y n ) , and we assume the first observation y 1 is the initial observation. The error disturbances ε t for t = 1, · · · , n are ε = (ε 1 , · · · , ε n ) .
Following the recommendations in Charemza et al. (2005) , the initial disturbance value is set as ε 1 = 0. We denote the error precision h ε = σ −2 ε and collect all parameters of interest in θ, where θ = (a, b, h ε ) . Let N (µ, V ) denote the normal distribution with mean µ and variance V . Therefore, the normal density is denoted by f N (µ, V ). Suppose a random variable x follows a gamma distribution, x ∼ Γ (α, β), where α is the shape parameter and β is the scale parameter, then the gamma density is
, where
is the indicator function indicating that the moment restriction in equation (3) is satisfied. By choosing µ a = 0 and V a = 10 4 , the truncated normal prior is roughly equivalent to a uniform prior in the interval that verifies the restriction.
We also try to depart from this value as well in a sensitivity analysis. We elicit a gamma prior for the error precision
To make the prior for h ε as non-informative as possible, yet ensure it is a proper prior, we choose α ε = 1.
By choosing α ε = 1, the distribution of σ
is an inverted gamma with one degree of freedom. Therefore, it has no prior moments with infinite mean and variance, which implies great uncertainty. We may try a range of values for β ε for prior robustness analysis. The smaller β ε is, the greater prior weight is given to large values of σ 2 ε , which results in a greater chance that y t is large in absolute value. To analyse macroeconomic series, such as inflation, we have elicited β ε = 0.01 as a reasonable value.
Using equation (1) recursively, we can write
for t = 2, · · · , n, so that y t can be written as
where
and
Note that f 2 (t, b) = 0 when t = 2. The corresponding derivations can be found in Appendix A. Denote F t−1 = (y 1 , · · · , y t−1 ) . According to equation (6), the likelihood function of p (y t | θ, F t−1 ) for t ≥ 2 is as follows:
which leads to a joint likelihood function of p (y | θ) expressed as follows:
The density function of the prior, which incorporates the moment restrictions, is
where M is the region in which the inequalities (4) and (5) are satisfied. From equation (7), we are not able to elicit a prior for b such that the conditional posterior follows a standard distribution. Therefore, for simplicity, we assume b to be uniformly distributed within a region such that the moment condition in equation (2) is satisfied. With the derived likelihood in equation (7) and the joint prior in equation (8), the joint posterior is given by the Bayes theorem as
The conditional posterior of h ε is a truncated gamma and that of a is a truncated normal.
The biggest challenge in developing the sampling algorithm is to take random draws from the truncated posteriors. Because the truncation area could be far in the tail of the posterior distributions, to draw from these truncated distributions, we use the mixed rejection algorithm proposed by Geweke (1991) . The following Gibbs sampling scheme uses the conditional posterior densities outlined in Appendix A to get draws from the posterior.
Gibbs sampling for a, b, and h ε 1. Give initial values to a and b.
2. Repeat (a)-(c) S times and discard the first S 0 draws.
Griddy-Gibbs sampling algorithm; for example, see Ritter and Tanner (1992) .
The averages of the draws from the Gibbs sampling are estimates of the posterior means. Convergence diagnostics can be conducted to examine the efficiency of the proposed Markov chain Monte Carlo (MCMC) algorithm.
Application to U.K. Inflation Rates
Because the SB specification accommodates nonlinearity and allows for time varying persistence, the SB model can be a natural candidate to model inflation.
Analysing inflation persistence in order to improve on the inflation forecasting and understanding inflation in response to idiosyncratic shocks have been the primary interests of macroeconomic modellers. In particular, the analysis of the dynamics of inflation persistence has received increasing attention because it is widely believed that inflation persistence is closely related to the monetary regime and the effectiveness of monetary policies. As noted in the work of Meller and Nautz (2012) , if inflation persistence is high, then shocks to inflation have long-lived effects. However, if inflation persistence is low, steering inflation expectations is more effective and inflation can be brought in line with the target quickly.
It is suggested in Osborn and Sensier (2009) and O'Reilly and Whelan (2005) , that the persistence of inflation may have changed in the last three decades in the U.K. and Euro area due to substantial changes in the monetary regime over time. Meller and Nautz (2012) use the introduction of European Monetary Union (EMU) as a natural experiment, and they find that the persistence of inflation has significantly decreased in the Euro area, probably, as a result of effective monetary policy of the ECB.
In this study, we apply the U.K. inflation to the SB model. 
Model Estimation
We fit the data with the first order SB model in equation (1) using the MCMC algorithm proposed in Section 2. 
Model Comparison
In a Bayesian framework, a non-nested model comparison can be achieved by quantifying each competing model's model uncertainty. An initial analysis suggests a unit root in the U.K. inflation series after an application to the Phillips -Perron (PP) and augmented Dickey -Fuller (ADF) tests. However, we wish to establish whether the underlying process can be better modelled with an SB process.
In this study, three methods are applied to compare the RW, AR(1), and SB models. The first method is to calculate the log-likelihood using the fitted parameter estimates. The second method is to calculate the marginal likelihood using a Gelfand-Dey method; see Gelfand and Dey (1994) . The third method is to calculate the predictive likelihood proposed by Geweke (2001) , which is less sensitive to the choice of priors relative to the second method using the marginal Denote as M SB the SB model, denote as θ SB the parameters in M SB and denote as y o t−1 all observations available up to t−1. The one-step-ahead predictive likelihood, evaluated at time t, is defined as 
Because one of the competing models is the RW model, denoted by M RW , the log Bayes factor can then be decomposed as If we calculate log P L SB (t) from t = k + 1 rather than from t = 2, the initial k observations are then used as a training sample. The predictive likelihood for
As stated in Geweke and
log P L SB (t) .
In this study, the initial 460 observations are chosen as the training sample, We can see that the SB model has the highest likelihood value. Furthermore, the log marginal likelihood of the SB model, calculated using the Gelfand-Dey method, is the highest among the competing models. The predictive likelihood of the last 243 observations also indicates that the SB model outperforms the RW model and the AR (1) 
Forecasting Exercise
Regarding inflation forecasting, a considerable section of the literature focuses on investigating the forecasting performance of linear and nonlinear econometric models in both a univariate and multivariate time series framework, e.g., Barnett et al. (2014) , Maheu and Song (2014) , Stock and Watson (1999, 2007) .
In Canova (2007) , the bivariate and trivariate models suggested by the economic theory add marginal predictive accuracy compared with the univariate model after a horse race between multivariate models and univariate models. Based on the forecasting comparison results, it turns out that the random walk (RW) model or a lower order AR model often provides the smallest RMSFE, and therefore, are hard to beat, see Atkeson and Ohanian (2001) .
In this section, with an application to monthly U.K. inflation, we simulate forecast densities by taking advantage of the Bayesian framework. We then compare the forecasting capacity of the SB model with other leading forecasting models, such as the AR(1) model and the RW model. Granger and Andersen (1978a, p. 74 ) discussed the invertibility conditions of the bilinear models. Additionally, in Subba Rao (1981), the invertibility conditions for a generalized bilinear time series model are provided. Using the definition of invertibility in Granger and Andersen (1978b) , the SB process is invertible if |bσ ε | < 0.606. Limiting ourselves to a simple case, based on the estimation results from table (1), this nonlinear SB model is not subject to a non-invertibility problem. Therefore, the SB forecasting model can be used to associate the present events with past events in a unique manner.
Denoting A t−1 = a + bε t−1 , the SB data generating process can be rewritten as y t = (a + bε t−1 ) y t−1 + ε t = A t−1 y t−1 + ε t .
Therefore, we can write y t+1 = A t y t + ε t+1 , where A t = a + bε t . The one-stepahead point forecast of y t+1 conditional on the current observation y t , denoted
where A t = a + b ε t . The estimates of all past shocks ε i with i = 2, ..., t can be retrieved using ε t = y t − a + b ε t−1 y t−1 , where the initial shock ε 1 is assumed to be 0.
If we denote the two-step-ahead point forecast of y t+2 conditional on the current observation y t as y SB t+2|t , given ε t+1 ∼ N (0, σ 2 ε ), then the two-step-ahead forecast y SB t+2|t is
According to the law of iterated expectations, an h-step-ahead point forecast can be summarized as
In the RW forecasting model, the one-step-ahead or multi-step-ahead point forecasts will all be the same, conditional on current information:
To evaluate forecasting capacity, we used the conventional RMSFE for both the one-step-ahead and multi-step-ahead forecasting exercises. Both the fixed rolling window forecast and the expanding rolling window forecast are applied.
This ad-hoc rolling window approach then allows the estimated coefficients using the AR model to vary over time.
To conduct the fixed rolling window forecast, we choose a window size containing T (T = 460) observations for parameter estimations, where T is smaller than the total number of observations N (N = 703). Iterated estimation is carried out for periods N − T with a fixed number of observations T that is, a fixed window size. Forecasting using an expanding rolling window allows the calibration sample to grow for each calibration period. The initial T observations are used as the first calibration sample. Then, in each iteration with an expanding rolling window, the window expands on adding one more observation. Table ( 3) summarizes all RMSFE using the SB, RW, and AR(1) forecasting models, where the fixed rolling window size is chosen as 460, and the first expanding rolling window also starts with the initial 460 observations. The SB forecasting model outperforms the RW and AR(1) forecasting models on all occa- Table 3 : Root mean squared forecast errors (RMSFE) calculated using the SB, RW, and AR(1) forecasting models. The forecast horizon extends from one-step-ahead forecasts to 24-step-ahead forecasts. The fixed rolling window and expanding rolling window approaches are applied. The RMSFE values in boldface indicate that SB is favoured over RW and AR(1) under the same forecast horizon when the same forecasting method is used. Using the MCMC draws, it is straightforward to simulate the one-step-ahead and multi-step-ahead predictive distributions. Because the calibrating sample changes as the window rolls, the simulated forecast distributions would, therefore, change over time. We can use fan charts to illustrate the time-varying forecasting distributions, as well as the time-varying forecasting uncertainty. Figures 6 -9 plot the fan charts using the SB and AR(1) forecasting models. In figure 6 , the forecast uncertainties simulated using a fixed rolling window are very similar to those in figure 7. This is probably because the fixed rolling window size covers 460 observations, which is large. Therefore, the estimated σ 2 ε from a fixed rolling window method is not significantly different from the σ 2 ε achieved from an expanding rolling window method. As a result, the forecasting distributions achieved from these two methods are similar. Empirical results show that the level of inflation persistence fell during the 2000s, and there is less variation compared with the 1980s. These results suggest that inflation has been more anchored in the last two decades.
Conclusion
This study investigated the first order bilinear model with a single bilinear term using a Bayesian approach. Upon application to monthly U.K. inflation data from January 1956 to July 2014, we found that the SB model fits the underlying process of U.K. inflation well.
The high persistence in the underlying process varies over time, and the estimated time-varying autoregressive coefficients are below one most of the time.
However, the coefficients are close to one (or exceed one) if the idiosyncratic shock in the previous period is large and positive. Ignoring the bilinear term b may lead to incorrect inferences, thereby inducing severely distorted forecasts.
Motivated by Brunner and Hess's (1995) views regarding the potential problems in estimating the bilinear model with the MLE, we developed an efficient MCMC sampling algorithm to estimate the SB model where the moment conditions are met.
Overall, the SB model outperforms the RW and AR(1) models for both onestep-ahead and multi-step-ahead out-of-sample forecast. In terms of predictive likelihood, the SB model is superior to the RW and AR(1) models for 85% of the 243 forecast observations (May 1994 -July 2014 . Despite the simple specification of the SB model, the SB model that allows for changing persistence in a series turns out to be an appealing model for inflation. Compared with the AR (1) model, the SB model predicts better during the period of and after the recent financial crisis.
Appendix

A Derivation of the Posterior Conditionals
The likelihood function of the SB model can be derived recursively. The simplest SB model is specified as y t = (a + bε t−1 ) y t−1 + ε t , t = 2, · · · , n, where y 1 is the initial observation and ε 1 = 0. Denote y = (y 2 , · · · , y n ) and ε = (ε 1 , · · · , ε n ) . With n ≥ 2, y n = ay n−1 + by n−1 ε n−1 + ε n , y n−1 = ay n−2 + by n−2 ε n−2 + ε n−1 . Therefore, ε n−1 = y n−1 − ay n−2 − by n−2 ε n−2 , and also ε n−2 = y n−2 − ay n−3 − by n−3 ε n−3 .
If we take the substitute equations recursively, y n = ay n−1 + by n−1 (y n−1 − ay n−2 − by n−2 ε n−2 ) + ε n = ay n−1 + by n−1 y n−1 − aby n−1 y n−2 − b 2 y n−1 y n−2 y n−2 + ab 2 y n−1 y n−2 y n−3 +b 3 y n−1 y n−2 y n−3 ε n−3 + ε n .
The component with ε n−3 can be further substituted. The last component with error term ε 2 is then (−1) n−1 b n−2 y n−1 · · · y 2 ε 2 = (−1) n−1 b n−2 y n−1 · · · y 2 (y 2 − ay 1 − bε 1 y 1 ) = (−1) n−1 b n−2 y n−1 · · · y 2 y 2 + a (−b) n−2 y n−1 · · · y 1 + (−1) n b n−1 y n−1 · · · y 1 ε 1 .
Because we assume ε 1 = 0, equation (10) (10) can be summarized as
where f 2 (t, b) = 0 with t = 2.
The density of elicited prior for a is
where µ a is the prior mean and V a is the prior variance. Because equation (11) does not integrate up to 1, it is preferable to have a prior that allows p(a) to integrate to 1 within the truncated region for model comparison reasons. Hence, a truncated prior of a can be obtained by dividing the improper prior density by a normalizing constant Pr (1 ||a| < 1|). Therefore, the proper prior of a is the following:
Pr (1 ||a| < 1|) (2πV a )
where the normalizing constant Pr (1 ||a| < 1|) can be calculated as
Φ N is used to indicate the c.d.f of a normal distribution. . (17) Because b does not follow a standard distribution from which we can generate random samples, the Griddy-Gibbs sampling method proposed in Ritter and Tanner (1992) is used to get random draws of b. Based on the above posterior conditionals of a, b and h ε , a Gibbs sampling incorporated with a Griddy-Gibbs sampling algorithm can be carried out in a straightforward way to simulate the posterior distributions of a, b and h ε .
