Abstract-The performance of -ary orthogonal signaling schemes employing Reed-Solomon (RS) codes and redundant residue number system (RRNS) codes is investigated over frequency-selective Rayleigh fading channels. "Errors-and-erasures" decoding is considered, where erasures are judged based on two low-complexity, low-delay erasure insertion schemes-Viterbi's ratio threshold test (RTT) and the proposed output threshold test (OTT). The probability density functions (PDF) of the ratio associated with the RTT and that of the demodulation output in the OTT conditioned on both the correct detection and erroneous detection of -ary signals are derived, and the characteristics of the RTT and OTT are investigated. Furthermore, expressions are derived for computing the codeword decoding error probability of RS codes or RRNS codes based on the above PDFs. The OTT technique is compared to Viterbi's RTT, and both of these are compared to receivers using "error-correction only" decoding over frequency-selective Rayleigh-fading channels. The numerical results show that by using "errors-and-erasures" decoding, RS or RRNS codes of a given code rate can achieve higher coding gain than that without erasure information, and that the OTT technique outperforms the RTT, provided that both schemes are operated at the optimum decision thresholds.
I. INTRODUCTION

F
ORWARD error-correction (FEC) is often used for mitigating the effects of fading over wireless communication channels. For most so-called "errors-and-erasures" decoding schemes [1] , erasures are preferable to error correction, since typically more erasures than errors can be corrected. Hence, it is advantageous to determine the reliability of the received symbols and erase the low-reliability symbols prior to the decoding process. There are a number of methods for generating reliability-based side information and their performance has been analyzed, for example, in [2] - [9] .
In this paper, we consider the properties of the ratio threshold test (RTT), which was originally suggested by Viterbi [3] , and those of our proposed output threshold test (OTT), which is defined during our further discourse. Both of them are then invoked in the context of -ary orthogonal signaling, in order to generate channel-quality related information and-ultimately-to enhance the performance of -ary orthogonal modulated systems. Viterbi's RTT [3] was originally proposed for mitigating the partial-band interference or multitone interference, and when invoked as an erasure insertion scheme, it is suboptimum, as discussed in [5] and [6] . However, it is practically the simplest erasure insertion scheme, which is robust to almost all channel impairments. Kim and Stark [7] have invoked it for mitigating the effect of Rayleigh-fading and have analyzed the performance limits of Reed-Solomon (RS) codes using "errors-and-erasures" decoding. The contribution of this paper is to investigate the performance of both RS codes [10] and that of the novel class of redundant residue number system (RRNS) codes [18] , [19] , when -ary orthogonal signaling is employed in conjunction with RTT-or OTT-based detection over frequency-selective Rayleigh-fading channels. In contrast to the previously published simulation-based performance evaluation [5] , [6] or to analyzing the performance limits [7] , in this paper we derive the exact probability density functions (PDF) of both the RTT and the OTT at the demodulator's output conditioned on both the correct detection and erroneous detection of the -ary signals. These PDFs are then used to investigate the characteristics of the RTT and OTT over the above-mentioned Rayleigh-fading channels, and also to derive the expressions of the codeword decoding error probability. The performance of the associated -ary orthogonal signaling schemes in conjunction with RS codes and RRNS codes using "errors-and-erasures" decoding employing the RTT or OTT is then estimated and compared to that using "error-correction-only" decoding without side information. We also estimate and compare the optimum code rate for RS codes upon employing different decoding schemes and different diversity capability arrangements.
RS codes [10] constitute a maximum-minimum distance class of codes, having the capability of correcting/detecting symbol errors. By contrast, the RRNS codes are less widely known in the field of wireless communications. The so-called residue number system (RNS) arithmetic has drawn wide attention in computer science and in high-speed parallel signal processing due to its fault-tolerant properties [11] , [12] . Error control coding theory using RRNS codes has recently been substantially advanced [13] - [18] , raising our interest in investigating the properties of RRNS codes in different application environments, while extending its applications to new fields. Furthermore, the RNS arithmetic and the RRNS codes have been proposed by the authors for parallel data transmission and protection in wireless communications [19] , [20] .
An RNS is defined [11] by the choice of positive integers referred to as moduli. If all the moduli are pairwise relative primes, any integer , describing the information symbols to be transmitted in this paper, can be uniquely and unambiguously represented by the residue sequence in the range where mod represents the residue digits of upon division by , and is the information dynamic range, i.e., the legitimate range of the information symbols . According to the Chinese reminder theorem (CRT) [16] , for any given -tuple , where , there exists one and only one integer such that and mod , which allows us to uniquely recover the message from the received residue digits.
For incorporating error control [16] , [18] , the RNS has to be designed with redundant moduli, which is referred to as an RRNS code. An RRNS code is obtained by appending an additional number of moduli , to the previously introduced RNS, in order to form an RRNS code of positive, pairwise relative prime moduli. The redundant moduli have to obey
. Now an integer in the range is represented as an -tuple residue sequence, with respect to the moduli, and consequently forms an RRNS( ) code. RRNS and RS codes exhibit similar coding properties [14] - [16] , [18] , both being maximum distance separable codes. An RRNS code, where the information dynamic range is and the total code dynamic range is , has a minimum distance of , and hence it is capable of detecting or less residue digit errors and correct up to random residue digit errors, where represents the largest integer not exceeding . An RRNS code is capable of correcting random residue digit errors and simultaneously correcting residue erasures, if and only if [18] . A further property of RRNS codes is that the residue digits based on different moduli can be processed independently of each other. Hence, as indicated in [18] , an RRNS( ) code reduces to an RRNS( ) code after out of the residue digits are erased. The erased symbols are not required to be considered during the decoding of RRNS codes, and hence the "errors-and-erasures" decoding of RRNS codes can be simplified to "error-correction-only" decoding of the reduced RRNS codes, consequently simplifying the decoding process.
RS codes and RRNS codes exhibit similar distance properties, and hence they are capable of achieving a similar coding performance for identical-length RS and RRNS codes. However, the RS code symbols possess a constant base of for -bit symbols, while RRNS code symbols are related to a group of bases from the set of moduli . The length of RS codes is usually related to the legitimate range of code symbols given by , and short RS codes having a high symbol dynamic range can only be obtained by shortening long RS codes. However, the decoding complexity of the shortened RS codes is typically similar to that of the original codes [1] , [10] . By contrast, it is relatively straightforward to design arbitrary-length RRNS codes having a large variety of symbol dynamic ranges.
The remainder of this paper is organized as follows. In Section II, we introduce the erasure insertion test and the associated expression of the codeword decoding error probability. In Section III, we derive the conditional PDFs of the RTT and analyze their characteristics, while Section IV investigates the OTT and its characteristics. The associated performance results of the -ary orthogonal signaling schemes invoking RTT and OTT are provided in Section V. Finally, in Section VI we present our conclusions.
II. ERASURE INSERTION TEST
Our initial discussions in this section are related to RS codes and RRNS codes. The signaling scheme to be used from Section III onwards is the -ary orthogonal scheme [24] employing the transmitter and receiver schematics of Fig. 1 , which will be described during our later discussions.
Let and represent the hypotheses that a received symbol is demodulated correctly and erroneously, respectively, according to a given optimum detection criterion, such as the maximum a posteriori probability (MAP), maximum likelihood (ML), or minimum error probability, etc. We refer to this detection of data as the 1st stage decision, as indicated in Fig. 1 . Let us denote the variable subjected to an erasure insertion decision by . Given that was stipulated, has a conditional density of . Then, the erasure insertion strategy can be formulated as a second-stage decision concerning erasure insertion, in order to distinguish between the following hypotheses: Erroneous demodulated symbol: insert an erasure. Correct demodulated symbol: output an RS or RRNS code symbol.
Let the observation space be denoted by , and assume that and are the sets of values in that map into the decisions and , respectively, where . Let , and represent the correct symbol probability, symbol error probability, and symbol erasure probability, respectively, after the 2nd stage decision of Fig. 1 but before FEC decoding. Then these probabilities can be expressed as
which obey the relationship of (4) According to (3), the erasure probability is constituted by two terms. The first term is based on the hypothesis of , i.e., when a symbol was detected erroneously and hence erasure is required, while the second term accrues from the unintentional erasure of a symbol, which was detected correctly, due to its mapping into . Consequently, in order to minimize the decoding error probability for RS codes or RRNS codes using "errors-and-erasures" decoding, the optimum erasure insertion strategy to minimize the codeword decoding error probability is that of maximizing the erasure probability under the hypothesis -which corresponds to the first term of (3)-and, simultaneously, minimizing the erasure probability under the hypothesis , which corresponds to the second term of (3). Then the erroneously demodulated symbols should be erased with the highest probability, while the correctly demodulated symbols should be erased with the lowest probability.
Let be the decision variables of an -ary orthogonal signaling scheme in the context of making a decision, as to whether output an -ary symbol or to insert an erasure. Specially, if all decision variables are considered, the erasure insertion scheme is optimum in the sense of minimizing Bayes's risk [5] , [6] . In Viterbi's RTT, the decision variable subjected to an erasure insertion was defined as [3] (5) where and represent the maximum and the "second maximum" of the decision variables of , respectively. If only is observed, this erasure decision scheme is also optimum. However, in the RTT, only the maximum and the "second maximum" of the decision variables are employed for making an erasure insertion decision; hence the RTT is not optimum. By contrast, in our proposed OTT, the decision variable subjected to an erasure insertion is defined as (6) where only the maximum, i.e., the actual demodulator output is observed. Hence, the OTT is not the optimum decision metric either. However, our numerical results in Section V show that the OTT outperforms the RTT over the dispersive fading channels considered, which is likely to be a consequence of the fact that the associated PDFs become less separable after the division of the maximum by the "second maximum." This is because the performance of an erasure insertion scheme depends on the separability of the PDFs under different hypotheses ( and ). We note here that the OTT might not be suitable for channels having partial or multitone interference, where the partial or multitone interference may result in an erroneous output associated with a high amplitude. By contrast, due to the similar effects of partial or multitone interference on all correlation branches of the -ary orthogonal demodulator [3] , Viterbi's ratio defined in (5) is less prone to erroneous decisions, when subjected to interference. Due to the associated advantages and disadvantages of the RTT and OTT, in this paper these metrics are studied comparatively. However, since the optimum Bayesian erasure insertion approach is analytically intractable [5] , [6] , where all decision variables are considered, the analysis of this particular case is not considered in this paper.
The decoding performance of RS codes or RRNS codes can be quantified in terms of the codeword decoding error probability, , which can be computed as follows. Let be if the demodulated code symbol before FEC decoding is correct if the demodulated code symbol before FEC decoding is erased if the demodulated code symbol before FEC decoding is in error.
According to the coding theory of RS [1] and RRNS codes [14] , [15] , an RS or RRNS code can correct any set of symbol errors and symbol erasures provided that . Hence, with the aid of (7), it can be shown that a codeword can be correctly decoded using "errors-and-erasures" decoding, if the sum of corresponding to the code symbols of the codeword, i.e., , does not exceed . Consequently, the probability of codeword decoding errors using "errors-and-erasures" decoding can be expressed as (8) If we assume that the positions of symbol errors and symbol erasures within a codeword are independent, for example, due to sufficiently long interleaving, then the codeword decoding error probability, can be expressed in the form of [6] 
where , and and represent the symbol error probability and symbol erasure probability before channel decoding, respectively, which are given by (2) and (3). Equation (9) lends itself to the computation of the codeword decoding error probability, if the code is not excessively long. However, if the RS or the RRNSs codewords are long, the well-known Gaussian approximation [7] can be invoked, in order to simplify the computation, since under the assumption that the symbol errors and erasures are independent, the term approaches a Gaussian distribution according to the central limit theorem, whose mean value is given by [7] , and variance by Var [7] . Consequently, the codeword decoding error probability in (8) can be approximated as (10) where is the Gaussian -function, which is defined as , and (11) (12) where is the code rate. Note that since RRNS codes use different bases or moduli for the different symbols' representation, the probabilities of , and for different symbols in a codeword are different after the above-discussed two-stage decisions. Hence, the equations developed in this section can only be used for approximating the performance of RRNS codes using moduli, which are close to each other. Fortunately, in practice, the values of the relative prime moduli in RRNS codes are usually indeed selected to be as close as possible. Hence, if the RRNS code is not excessively long, satisfactory approximations using RS code based equations can usually be achieved. Consequently, in our analysis, we will not distinguish between these codes, noting that the equations constitute an approximation for RRNS codes.
Above we have developed the erasure insertion theory for the "errors-and-erasures" decoding of RS codes or RRNS codes. Nonbinary RS and RRNS code symbols are amenable to transmission using -ary orthogonal signaling schemes. For example, an -ary orthogonal signaling scheme using , i.e., 6-bit symbols, has been proposed for the reverse link of IS-95 [23] . Let us now focus on studying the performance of the -ary orthogonal signaling scheme employing RS or RRNS codes and using "errors-and-erasures" decoding.
III. FURTHER STUDY OF VITERBI'S RTT ERASURE INSERTION SCHEME OVER A RAYLEIGH FADING CHANNEL
Viterbi's RTT has been widely studied in different fadingand interference-impaired environments [3] - [9] using both analysis and simulations. In this section, we develop an analytical framework for invoking the RTT over frequency-selective fading channels by deriving the PDFs of the RTT under the hypotheses of and . With the aid of these PDFs, we then analyze the distribution characteristics of the RTT and derive the decoding error probability of RS codes or RRNS codes.
Consider the wireless communication system of Fig. 1 using -ary orthogonal signaling over an independently and slowly fading Rayleigh channel, having independent, identically distributed (iid) multipath components. Each signaling waveform in the symbol interval is equiproabable and contains the same energy . The received signal is corrupted by additive white Gaussian noise (AWGN) having double-sided power spectral density of . The noise associated with each diversity component is assumed to be iid. The optimum receiver for each diversity branch is a matched-filter followed by a square-law envelope detector [22] as shown in Fig. 1 . Let be the output of the square-law envelope detector for the th symbol on the th diversity channel. Assume that the first element of the symbol alphabet is sent. Then, the decision variables after equal gain combining (EGC) can be expressed as [24, (16) where is the average signal-tonoise (SNR) ratio per diversity channel. The probability of error after maximum likelihood detection (MLD), i.e., the a priori probability of the erroneous decision hypothesis , as we discussed it in Section II, is given by [24, p. 789, (14-4-44)], which is expressed as (17) The a priori probability of the correct decision hypothesis is given by 
where the short-hand was defined as (21) and is the probability of conditioned on the hypothesis , which is expressed as (22) where and were given by (34) and (32) or (39) and (37) for the hypotheses or , respectively. Note that for RRNS codes rather than RS codes, in the above equations should be replaced by the average value of the moduli used, as we discussed previously.
The properties of Viterbi's RTT can be studied with the aid of the PDFs of and shown in Figs. 2 and 3 for a range of parameters, which are summarized in the figures. During our elaborations, we used the signal-to-noise ratio per bit, which was obtained by computing , where is the number of bits per symbol. From the curves we observe that for a given value of , the peak of the distribution of will shift to the right-hand side, while that of is around . Furthermore, we observe in Fig. 3 that the peak of the distribution of becomes lower, as the SNR per bit increases. However, we infer from Fig. 2 that for a given value of , the peaks of the distributions of Fig. 2 . RTT: The PDF of = maxf1g maxf1g according to (19) and (20) under the hypotheses of H and H using M = 32; 64; 128; 256, diversity order of L = 3, signal-to-noise per bit of =5 dB over multipath Rayleigh-fading channels. The efficiency of Viterbi's RTT in (5) depends on the distributions of and , specifically, on the overlapping area between these distributions. Usually, in conjunction with the RTT, an erasure is inserted if the RTTs output variable is lower than a preset threshold, which has to be optimized. How we compute the optimum threshold mathematically, in order to minimize the codeword decoding error probability, remains to be resolved. Hence, the optimum ratio threshold for the RTT can only be found by numerical computation or simulation. Fortunately, for Viterbi's RTT, according to the distributions of and in Figs. 2 and 3 as well as the other related results in Section V, the optimum threshold is typically fairly constant and is associated with a value slightly higher than one.
Let be a preset threshold invoked in order to erase the low-reliability RS code symbols. Then, for the RTT, , can be computed with the aid of (1) and (2) as follows: (23) (24) and the erasure probability can be computed from (4). Finally, the codeword decoding error probability, , can be computed by substituting and into (9) or (10).
IV. ERASURE INSERTION USING THE DEMODULATION OUTPUT THRESHOLD TEST
The distributions of the maximum of the decision variables, i.e., the demodulator's output using MLD, under the hypotheses of and , also exhibit distinguishable characteristics and hence can be used in making erasure insertion decisions. Explicitly, we can opt for deciding upon or based on the observation of the demodulator's output statistics, i.e., erasures can be inserted based on the OTT of the demodulator's output statistics. This claim will be supported by experimental evidence during our further discourse.
Let the demodulator's output be denoted by , which is defined in (6) . Then the distributions of under the hypotheses of correct detection and of erroneous detection are given by (32) and (37) (see the Appendix for the derivation), which are repeated here for convenience (25) (26) where and represent the correct and erroneous detection probabilities, or the a priori probabilities of the second-stage detection of and , while is given by (21) .
The distributions of and are shown in Figs. 4 and 5 for the same parameters as in Figs. 2 and 3 , respectively. From Fig. 5 we observe that, for a given value of , the distribution peak of will shift slightly to the right-hand side, when increasing the SNR per bit. However, the peak of will be around a constant value of . In the example of Fig. 5, associated with , the peak is located at . In other words, this value is usually higher than , which represents a typical value characterized by (25) and (26) under the hypotheses of H and H using M = 32; 64; 128; 256, L = 3; = 5 dB over multipath Rayleigh-fading channels. of the RTT, as shown in Figs. 2 and 3 . For a given value of SNR per bit and for different values of , the distributions of and associated with the OTT are significantly different, and the distribution peaks will significantly shift to the right-hand side, when increasing the value of . Furthermore, upon comparing Fig. 3 to Fig. 5 associated with dB and 10 dB, we find that the distributions of and for the RTT are more overlapped with each other than the distributions of and for the OTT. As we discussed previously, the efficiency of an erasure insertion scheme depends on the separability of the distributions under the hypotheses of and . Therefore, for a given SNR value and a given value, the codeword decoding error probability of the OTT will be lower than that of the RTT, as shown in Figs. 8-11 . Let be a threshold associated with making an erasure decision based on the OTT. Then the correct symbol probability, , and symbol error probability, , after erasure insertion but before FEC decoding can be expressed as (27) (28) and the erasure probability can be computed from (4). Finally, the codeword decoding error probability, , after "errors-and-erasures" decoding can be computed by substituting into (9) or (10). . Minimum SNR per bit, , required to achieve the codeword decoding error probability of 1 2 10 in (10) versus RS code rate R = k=n performance comparison between "error-correction only" decoding (ECOD) and "errors-and-erasures" decoding (E D) using the parameters of M = n = 64 and L = 1; 2; 3 over multipath Rayleigh fading channels.
V. NUMERICAL RESULTS AND DISCUSSION
In this section, the performance of RS and RRNS codes using "errors-and-erasures" decoding is estimated and compared to that of using "error-correction-only" decoding.
As an example, Figs. 6 and 7 show the codeword decoding error probability of (9) over multipath Rayleigh fading channels for the RS(32, 20) code over the Galois field GF(32) GF corresponding to 5-bit symbols using "errors-and-erasures" decoding. In the computations for Fig. 6 , erasures were inserted according to Viterbi's RTT scheme, while in Fig. 7 , erasures were introduced according to the OTT scheme. In these figures, the codeword decoding error probabilities were computed for different values of SNR per bit and for different thresholds, in order to find the optimum thresholds for both erasure schemes. From the results we observe that for a constant SNR per bit, and for both erasure insertion schemes, there exists an optimum threshold, for which the "errors-and-erasures" decoding achieves the minimum codeword decoding error prob- ability. Hence, an inappropriate threshold may lead to much higher codeword decoding error probability than the minimum seen in the figures. Observe furthermore that for the erasure insertion scheme using Viterbi's RTT, the optimum threshold assumes values around 1.5 to 2.0, even though the SNR per bit changes over a large dynamic range from about 6 to 15 dB. By contrast, for the erasure insertion scheme using the OTT, the optimum thresholds are subject to more variations as a function of the SNR per bit than the erasure insertion scheme using the RTT. As shown in Fig. 7 , the optimum thresholds range from 6 to 11, when the SNR per bit changes from 6 to 15 dB. However, when using the optimum threshold for any given SNR per bit value, the codeword decoding error probability of the OTT becomes lower than that of the RTT.
The above observation can be further augmented with the aid of Fig. 8 , where the codeword decoding error probability versus the threshold associated with both the RTT and OTT was estimated and compared using the parameters of and dB, 12 dB for the RS(32, 20) code. The optimum thresholds for the RTT were 1.5 and 1.8, while for the OTT were 8.1 and 9.35 at the SNR per bit values of 9 dB and 12 dB, respectively. It can be shown that for the RTT the variation of the optimum threshold is only 0.3, while for the OTT the corresponding variation of the optimum threshold is 1.25, when the SNR per bit increases from 9 dB to 12 dB. However, when the optimum thresholds were used, the codeword decoding error probability of the OTT scheme was lower than that of the RTT for both dB and 12 dB. In Fig. 9 we estimated the minimum SNR per bit required for achieving the codeword decoding error probability of , when using (10), for a given code rate . The required SNR per bit was computed versus the code rate, , for the diversity orders of and for the 64 symbol long RS code family of RS( ) over the Galois field GF(64) GF using "error-correction-only" decoding and "errors-and-erasures" decoding employing both the RTT erasure insertion scheme and the OTT scheme, respectively. The results imply that, for all of the decoding schemes, the optimum code rate, i.e., the code rate that can achieve the required codeword decoding error probability with the lowest SNR per bit, increases when increasing the order of the diversity combining capability. For example, for 64-length RS codes using "error-correction-only" decoding, the optimum code rate for is about 0.4, for is about 0.6, while for it is somewhat higher than that for . The results also show that, for any given code rate, the minimum required SNR per bit for the "error-correction-only" decoding in order to achieve the target codeword decoding error probability is higher than that for "errors-and-erasures" decoding. Furthermore, the results of Figs. 6-11 indicate that, for a given SNR per bit, in the case of optimum threshold setting for both RTT and OTT, the OTT outperforms the RTT.
In Figs. 10 and 11 , the codeword decoding error probability performance of two specific codes was evaluated against the SNR per bit. The RS(32, 20) code over GF(32) GF was studied in Fig. 10 , while the RRNS(10, 6) code is in Fig. 11 with ten moduli taking values of 121, 123, 125, 127, 128, 129, 131, 133, 137, 139 , all of which are close to 128. This code can correct a maximum of symbol errors or correct a maximum of symbol erasures. The first six moduli were the nonredundant moduli, while the last four moduli were the redundant ones. From the results, we observe that under frequency-selective Rayleigh fading, for a constant SNR per bit, for a constant number of diversity components, and also under the assumption that the receiver invoked the optimum threshold, the OTT erasure insertion scheme outperforms the RTT scheme. We note furthermore that the performance of identical-length RS( ) and RRNS( ) codes using the same number of bits per symbol is similar-provided that they both exist-since they are both maximum distance separable codes.
VI. CONCLUSION
In this paper, the performance of RS or RRNS coded -ary orthogonal signaling schemes using "errors-and-erasures" decoding has been investigated and compared to that using "error-correction-only" decoding. The transmitted signals were subjected to frequency-selective Rayleigh-fading. Two simplest erasure insertion schemes, namely the RTT and the OTT, have been proposed for quantifying the quality of the communication channels. The probability density functions associated with the RTT and those with the OTT under the hypotheses of correct detection and erroneous detection have been derived and their properties have been analyzed. The numerical results showed that the optimum threshold for the RTT over frequency-selective Rayleigh-fading channels was in the range of [1.5, 2] , while for the OTT, the optimum threshold was subject to more variation as a function of the average SNR per bit. The numerical results also suggested that over frequency-selective Rayleigh-fading channels, the erasure insertion scheme using the OTT outperforms that using the RTT, provided that both schemes invoked the optimum thresholds. The analysis in this paper can be readily extended to direct-sequence code-division multiple-access (DS-CDMA) wireless communication systems [26] using -ary orthogonal signaling and square-law detection. In our future work we will investigate invoking the proposed channel quality measures in order to control the choice of in burst-by-burst adaptive duplex transceivers, which can be reconfigured as a function of the instantaneous channel quality in their effort to maintain the required transmission integrity. In this appendix, we derive the PDFs of the maximum and the "second" maximum of the decision variables, of the demodulator, as well as those of their ratio defined in (5) . Both the hypothesis that the demodulator output is correct ( ) and that it is in error ( ) are considered, when the channel is modeled as a frequency-selective slow Rayleigh fading medium, where the PDFs of the decision variables are given by (15) and (16) .
A. PDFs Under the Hypothesis
Let the maximum and the "second" maximum of the decision variables be represented as (29) (30) Then, the PDF of conditioned on can be expressed as
Upon substituting the PDFs of and from (15) and (16) into the above equation, we can simplify it as follows: (32) where the short-hand is defined in (21) . Similarly, the PDF of conditioned on can be expressed as (33) Note that, in the third step of (33), we assumed that is the "second" maximum among the decision variables, i.e.,
. Substituting the PDFs of and from (16) , and the PDF of from (15) into (33), we finally arrive at (34)
After obtaining the PDFs of the maximum and the "second" maximum of the decision variables , the PDF of their ratio defined in (5), i.e., , conditioned on the maximum being larger than the "second" maximum-i.e., on -can be derived using the approach of [25, p. 244] , which can be derived as (35) where represents the probability of conditioned on the correct detection of , which is quantified by (22) .
Finally, the distribution of the ratio in (5) associated with the RTT under the hypothesis of correct detection can be simplified to (19) .
B. PDFs Under the Hypothesis
Under the hypothesis , the PDF of can be expressed as (36)
After using the corresponding PDFs of and for , (36) can be simplified as (37)
The PDF of conditioned on can be expressed as (38) where at the third step of the derivation, the "second" maximum can be or any one of the other decision variables. At the fourth step, we assumed that was the maximum, and was the "second" maximum, when it was not . After substituting the corresponding PDFs in the above equation, we simplify it to (39) Again, the distribution of the ratio in (5) associated with the RTT under the hypothesis of erroneous demodulation can be simplified to (20) using (35) under the hypothesis of .
