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The existence of an infinite number of symmetric two-particle interactions is 
shown. These interactions are translation invariant, Lorentz invariant, and lead to 
second-order differential equations. Examples are analytic. 
1, INTRODUCTION 
The interactions we construct are local in the sense that the power series 
involved do not necessarily converge for all relevant values of the initial con- 
ditions. 
They do, however, converge at those initial conditions where both particles 
start from rest in some frame. These most crucial initial conditions could not 
be satisfied by the earliest example of a local interaction, the one due to 
Kerner [ 1, pp. 262-2631. 
Symmetric means that if the initial conditions of the particles are 
interchanged, then the same two world lines will still be the ensuing motion. 
A global-symmetric interaction was given in [2, Th. (7.5)] as well as earlier, 
by Arens and Babbitt (see [ 11) but these were not analytic (merely Cm.) 
We were led to these interactions by reducing the arbitrariness of the 
interactions by imposing an extra condition: dilation invariance. That is to 
say, if the pair of world lines W,, W, belongs to the interaction and T is an 
expansion of space time centered on the origin (0, 0, 0, 0), then TW, , TW, 
also belongs to the interaction. 
There was a danger that this extra requirement would force the interaction 
to reduce to the zero interaction, but the reverse is true. There are such 
interactions, locally, at least. 
The resulting differential equations are simpler than for the general 
Poincare-invariant case. Therefore the chance of someone finding an explicit 
solution is enhanced. 
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2. THE FORMALISM OF DILATION-INVARIANT INTERACTIONS 
Any binary interaction can be described by giving the Minkowski 
accelerations Mi (i = 1, 2) for the two world lines involved, and these 
accelerations have the form 
Mi =fi[Zi - (Ui ’ Zi) Ui] + gi[Ui, - (U1 ’ U*) Ui], (2-l) 
where U, , u2 are the space-time velocities (with ui . ui = 1, the dot product 
with signs -, -, -, + being intended throughout) while zi is the position of 
the ith particle relative to the other one (the i’th). Here f, ,..., g, are four 
scalar functions of the positions and the (unit) velocities of the two particles 
[2, Eq. (2.411. 
An interaction is invariant under a space-time transformation T if 
whenever (IV,, IV,) is a pair of world lines associated by the interaction, 
then so are TW, and TW, [ 11. The zero interaction is invariant under each 
dilation (defined by some p > 0 and sending each x into px.) Kepler’s third 
law shows that Newton’s inverse square law is not dilation invariant. 
In a relativistic context, however, dilation invariance does not seem to be 
an unnatural requirement. It can be easily characterized. 
PROPOSITION 2.2. The interaction described by (2.1) is dilation invariant 
precisely iffor each positive number p, 
fi~P~~~P~*~~l~~*~=P-*~~~~~~*~~I~~*~ 
g~(PxI~Px2~ u17 u2)=P-1(i?i(xl x2Y u19 u2)3 i= 1,2. (2.2) 
For the translation and Lorentz (= Poincare) invariant interaction, the 
functions f, ,..., g, depend only on the four Minkowski invariants of the three 
vectors u,, u2, z =x, -xZ [2, Eq. (2.2)]. If we add to this dilation 
invariance, then they depend in an essential way only on three. We recall the 
notation of [2, Sect.51: A=u.z, p=v.z, V=U.V, c=z.z, f=f,, 
g=g,h =f2, k=g,. 
PROPOSITION 2.3. Let interaction (2.1) be dilation and Poincare’ 
invariant. Then there are functions F, G, H, K such that 
(2.3) 
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3. THE FUNDAMENTAL RELATION 
Let L, be the differential operator defined for functions of a,, u2, x,, x2 
such that 
L,W = u13 L1(u,)=M,, L,(-%) = 0, L,(u,) = 0. 
Similarly, let L, be defined by 
L,(q) = 0, L,(u,) = 0, 4(x*) = u2 9 L2042) = M2 * 
The fundamental relation which any interaction must satisfy is [2, Eq. (4.5)] 
L,(M,) = 0, L2(M1) = 0. (3.1) 
The intent of an equation like this is that M, should be represented through 
its Cartesian components and that L, of each component should vanish. This 
requires of J g, h, k (or of F, G, H, K) that they should satisfy some 
differential equations which we calculate below. 
Such differential equations were presented in [2, Th. (4.8)]. They were in 
terms of the variables A, ,B, V, 4, and so apply only in such regions (or for 
such initial conditions) where these variables form differentiable coordinates. 
Now v is not an acceptable coordinate at the very important initial condition 
u,=(O,O,O, 11, u2 = (0, 0, 0, I), z = (b, 0, 0,O). (3.2) 
At (3.2), the variable v assumes the value 1 and since v > 1, in general, it 
cannot be a coordinate there. Since we are interested in local solutions to the 
fundamental relation valid at, and near (3.2) we must choose a variable r 
which can replace v and serve as a coordinate. 
Such a variable t is the determinant of ur, u2, z (please note that for valid 
reasons, our space time is 3-dimensional [2, Prop. (2.1)].) 
We augment he list L,(J)= 1 +f(c--A’)+&--Av), L,@)=v, L,(V)= 
f @I - nv) + g( 1 - v2), L,(C) = 2J given in [ 2, Prop. (4.6)] by 
PROPOSITION 3.3. 
L,(r) = -(q-f+ vg) 5. (3.3) 
Proof: L,(det(u,, uz, z)) = det(M,, u2, z) + det(u,, 0, z) + det(u,, u2, u,). 
From this and (2.1) we obtain (3.2). 
We can now write down the differential operator L, , using the coordinates 
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& ,u, [, r in terms of which any Poincare invariant function rp may be 
expressed. We have the components L,(r), etc., and so 
Here v is not a coordinate. It is, of course, expressible in terms of A, ~1, <, r. 
The exact relation is 
v = (WC) + [W - w - W’) - (~‘lC)l”‘. (3.5) 
Since c is negative, one can easily deduce that v 2 1, and that v = 1 only if 
A = ~1 and r = 0. Thus the differential operators L i, L, cannot be used in the 
form written in [2] for considerations at and near conditions (3.2). 
The derivation of (3.5) may be left to the reader. 
The expression on the right of (3.5) is analytic in a neighborhood of any 
point of its domain, because, as is natural, we require a spacelike separation 
of zi, z2 which makes C < 0. 
The fundamental equations are (cf. [2, Eq. (5.3)]) 
L ,@I =A L,(k)=h+(vg+q-)k, L2t.f) = 493 
L,(g) =f+ w -Ph)&s (3.6) 
where L, is given by (3.4). L, is given by 
One obtains (3.7) from (3.6) by making those changes required for 
interchanging the particles, namely 
4. THE FUNDAMENTAL RELATIONS IF 
DILATION-INVARIANCE IS ALSO IMPOSED 
We introduce coordinates x = A(-[) - 1’2, Y = ,u(--C) - I”, o = r(-c) - 1’2. 
This makes 
v = -xy + [(l + x2)( 1 + y’) + 021 “2. (4.1) 
Therefore, the functions F, G, H, K of (2.3) may be presumed to be 
functions of x, y, (T. We compute the x-component L,(x) of L, , etc., and 
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assemble the differential operator L, in terms of the new variables. The 
computations produce 
L, = (-[)-“2 
c 
A, - 2x4 ) 
) 
where A I is the differential operator 
[l+xz-(l+xz)F+(y-~~)G]~+(~+xy)~ 
+ (x-xF-vG)o;. 
The companion operator L, is 
where 
L, = (-[)-l/Z 
c 
A, + 2ys; 
1 
A,=-[1 ++(1 +y*)H-(x-yY)K]; 
-(v+xy)$(l?yHfvK)o$ 
(4.2) 
(4.3) 
(4.3a) 
(4.4) 
THEOREM 4.5. The four functions of (2.3) define an interaction if and 
only $ they satisfy the fundamental equations 
A,(H) = -2xH + FK, A,(K)=-xK+H+(vG+xF)K, 
A,(F)=2yF+HG, A2(G)=yG+F+(vK-yH)G. (4.5) 
The proof consists of writing relations (3.6) using formulas (4.3), (4.4), 
and those of (2.3). Certain powers of -[ can then be factored out, giving the 
equations above. The functions F,..., K depend only on x, y, cr. 
We showed in [2] that any solution in which G and K are identically 0 
must have F and H equal 0 also, thus representing the zero integration. 
Solutions in which F and H are 0 are called purely kinetic [2]. We write 
the equations for such interactions as, 
[l +x2 t(y-xr)G]$+(v+xy)g+(x-vG)og=-xK+rGK, 
(4.6) 
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and 
The other two equations reduce to 0 = 0. 
We shall see that there are power series solutions of these equations, and 
therefore, of course, of all the preceding, more general, equations. 
As an appendix to this section, we shall record for later reference the form 
of the operators LI, and II z in terms of x, y, V: 
A,= [l +x2-(1 +x’)F+(y-xv)G]&+(~+xy)~ 
t [(y-vx)F+(l -1.2)Gl-$ (4.8) 
n,=-(V+Xy)-&[l ty2-(1 t$)H-(x-Yv)Kl; 
+ [(VY-x)Ht (1 -v2)Kl$ (4.9) 
5. SYMMETRIC INTERACTION 
For a generic function J of the four (vector) variables u,, u,, z,, z2 
appearing in (2.1), define 
If J depends only on the variables x, y, 0, [ mentioned in the last section, 
then 
J*(x, Y, u‘, 0 = q--Y, --x3 -u, c-1. 
An interaction of two particles is symmetric [2, 71 if H = F* and K = G”. 
For a symmetric interaction there are only two functions needed, say F and 
G. They have to satisfy two equations of (4.5): 
A(F)=ZyF+F*G (5.1) 
A(G) = yG + F + (vG* - yF*) G, (5.2) 
409/89/2-21 
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A being the following modification of A,: 
A=-[1+y2-(l+y2)F*-(x-yv)G*]$ 
-(v+xy)&(y-yF*+vG*)o;. 
If we are content with a purely kinetic interaction, we may take F = 0 and 
are left with only one equation 
= -yG - vGG*. (5.4) 
Here v is as always given by (4.1). It is evidently an analytic function of 
x, y, (I in a neighborhood of the point (0, 0,O) corresponding to initial 
conditions (3.2). 
THEOREM 5.5. There is a local binary interaction valid in a 
neighborhood of initial conditions (3.2) which is 
(5.5a) analytic, 
(5.5b) symmetric, 
(5.5~) PoincarP and dilation invariant, 
(5.5d) purely kinetic, 
(5.5e) nonzero. 
The only blemish in this theorem is that the acceleration function it 
delivers is perhaps not defined for all initial velocities and relative positions. 
This is what we mean by local. 
Our solution will depend on a variant of the Cauchy-Kowalewski 
existence theorem [3, Vl. 51. It may be that for some initial Cauchy data the 
solution will indeed converge everywhere but we can promise only a local 
solution. 
If it were not for the asterisk superscripts in (5.4), one could quote the 
Cauchy-Kowalewski theorem and assert that, for any analytic boundary 
value function 
one can find an analytic G(x, y, a) defined at and near (0 0 0), satisfying 
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(5.4). This would be because the coefficient of aG/ay in (5.4) is 1 and, 
therefore, not 0, at the point (0, 0,O). 
In our differential equation, however, there is present the unknown 
function G and its conjugate G*. We shall show how to treat this problem. 
We first change to new variables s, t, u, where s =x + y, t =x -y. This 
changes (5.4) to 
-(y+vG*)og-yG-vGG*. 
(5.6) 
Here, x has to be thought of as f(s t t) and y as f(s - t). The nature of the 
conjugation has changed, in that G*(s, 1, a) = G(-s, t, a). Dividing by the 
coefficient of aG/&, we obtain a differential equation of the following kind: 
- = @(s, G, G” ,... ), 
as (5.7) 
where the ellipsis stands for other variables t I ,..., t,, and the derivatives of G 
and G* with respect to t i ,..., t,. Here @ is an analytic function of all its 
arguments, and G*(s,...) = G(-s,...), the variables represented by the ellipsis 
being unaffected. 
PROPOSITION 5.8. Let T(t , ,..., tn) be a function depending analytically on 
its arguments. Then there is a solution of (5.7) with 
G(0, t, ,...) = T(t ,,... ). 
Instead of proving this in the conventional way, we shall just do an 
example illustrating how problem (5.7) is reduced to a Cauchy problem of 
the usual sort. Let the equation to be solved be 
G,(s, t) = (s t t) G(s, t) + G(s, t) G(-s, t). (5.9) 
Here, G, indicates aG/&. Let G(s, t) =A(s, t) + B(s, t), where A is an even, 
and B an odd, function of s, respectively. Then 
A, + B, = (s t t)(A + B) + (A + B)(A - B). 
We replace s by -s and obtain 
-A,+B,=(-s+t)(A--)+(A-B)(A+B), 
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because the derivative A, is odd, and B, is even. These two equations are 
equivalent o the system 
A, =sA +tB (5.9a) 
B,=tA+sB+A’-B2 (5.9b) 
with the initial conditions 
A (0, t) = r(t), B(0, t) = 0. (5.9c) 
This can be solved by the usual Cauchy-Kowalewski theorem. Let the 
solution yield A(s, t), B(s, t). The question arises: is A an even, and B an 
odd, function of s? To see this, let {(s, t) = A(-+, t), q(s, t) = -B(-s, t). It is 
easily verified that the pair {, r satisfies (5.9a)--(5.9c). Thus <= A and 
q = B. Letting G = A + B solves (5.9). 
6. PSEUDO-SYMMETRIC INTERACTIONS 
In such an interaction, f = h and g = k, by definition. The concept was 
introduced in [2] because the differential equations then take on a more 
classical form. Indeed, we proved in [2] that each such interaction could be 
obtained by imposing a relation on three expressions, namely, [2, Eqs. 
(6.4.5~(6.4.7)]. 
THEOREM 6.1. Any Poincare’ and dilation invariant, analytic pseudo- 
symmetric interaction which is valid at initial conditions (3.2) is the zero 
interaction. 
Proof It is known [2, Eq. (6.4)] that such an interaction involves an 
analytic relation between three integrals [2, Eqs. (6.4.5~(6.4.7)]. In terms of 
[ and the new variables x, y, 0, these integrals may be taken as 
(1 - v’) G2 f 2(x - y)(v + 1) G - 2~ + 2, (6. la) 
Go, (6. lb) 
G2(-2xyv +x2 + y2 + a’) (-I, (6.1~) 
where G = g(-[) “’ the g being, as always, the g, of (2.1). , 
Let these integrals be denoted by p,, v, w, respectively. If the interaction is 
dilation invariant, the relation between q, I, o cannot involve o since the c 
is not dilation invariant. Let the relation be 
F(q, w) = 0. 
Since (o and 1/1 are 0 at (3.2), F has a vanishing constant erm. 
(6.2) 
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First let us assume that 
F(z, w) = zA(z, w) + wB(z, w), (6.3) 
where 
B(0, w) # 0 and A(z,O)#O. (6.4) 
Now let o = 0. Then G is still an analytic function of x and y. Note that 
w = 0 when u = 0. Hence, for u = 0 we obtain 
a nontrivial relation. It has the form 
~,m(a,+a,rp+a,rp2+~~~)=0, a, # 0. (6.5) 
No matter how G depends on x and y we can make a, (see (6.1 la)) as 
small as we like by making x close to y. Making v, small forces it to be 0, by 
(6.5). But if q = 0, then G certainly cannot be analytic, by the formula for 
solving rp = 0, even for u = 0. 
So F cannot look like (6.3) with (6.4) holding. That is to say, either 
F = zmC(z, w), m>l 
or 
F = w”D(z, w), n> 1, (6.6) 
where 
C(O, w) # 0, qz, 0) # 0. 
Now rp cannot be 0 as we have already noted, so C(z, w) = 0 is as good as 
F = 0. This puts us back into (6.3), (6.4). This leaves case (6.6), so w = 0 
(zero interaction) or we again fall into (6.3), (6.4). 
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