A two-dimensional model of brightness perception based on spatial filtering consistent with retinal processing  by McArthur, Judith A. & Moulden, Bernard
Vision Research 39 (1999) 1199–1219
A two-dimensional model of brightness perception based on
spatial filtering consistent with retinal processing
Judith A. McArthur, Bernard Moulden *
Department of Psychology, Uni6ersity of Western Australia, Nedlands, WA 6907, Australia
Received 18 January 1996; received in revised form 13 July 1998
Abstract
We have applied a multiple scale, 2-D model of brightness perception to a broad range of brightness phenomena. The filters
encapsulate only processing that is well established to occur in retinal ganglion cells. Their outputs are then combined in the
simplest way compatible with the earliest levels of cortical processing. Not only essential features of a number of the phenomena
but also more subtle shading effects are reproduced. Because of the retinal nature of this model, these results would appear to
support previous speculation that much of the ground work for brightness perception is performed at the retinal level. © 1999
Elsevier Science Ltd. All rights reserved.
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1. Introduction
In the past few decades there has been a great deal of
interest in and some success with models of the early
stages of processing in the visual system. A class of
model which has had particular success is the feature
detector type (for a discussion of various models see
Kingdom & Moulden, 1992). The majority of these
employ filters which are defined by derivatives of a
Gaussian or related operators.
Ernst Mach first drew the analogy between the
Laplacian of a Gaussian (LOG) and the operation of
retinal nerve cells as long ago as 1906 (Mach, 1906;
Ratliff, 1965). A difference of Gaussians (DOG, which
is closely related to the LOG) was used successfully by
Enroth-Cugell and Robson (1966) to model the individ-
ual responses of cat retinal X cells. In an attempt to
explain how the visual system might perform feature
extraction, Marr and Hildreth (1980) and Marr (1982)
proposed a more comprehensive scheme based on the
LOG operator. This involved an analysis at multiple
scales whereby a battery of filters, identical except for
size and operating in parallel, produced a series of
‘interpretations’ which were ultimately combined to
yield the prediction of the model.
The Watt and Morgan (1983) implementation of a
LOG multiple scales model, which they named MI-
RAGE, proved successful in reproducing position acu-
ity and edge blur data. Both the Marr–Hildreth model
and MIRAGE were originally developed for the task of
feature detection, but Watt and Morgan (1985) showed
that their model was also able to account for several
1-D brightness illusions. Moulden and Kingdom (1990)
and Kingdom and Moulden (1992) extended these
demonstrations to even more types of brightness phe-
nomena using a modified version of MIRAGE which
they called MIDAAS. The essential difference between
the models was that MIRAGE applied the ‘interpreta-
tion rules’ after combination of the multiple scales
whereas MIDAAS applied interpretation rules to indi-
vidual scales before combination.
The local energy model (LEM) was originally in-
tended for and has proved successful at the task of
feature extraction (Morrone & Burr, 1993). Their
model employs at each scale a quadrature pair of filters,
one being even-symmetric and the other odd-symmet-
ric, where one is the Hilbert transform of the other.
This is in contrast to the former models which em-
ployed only even-symmetric filters. A more recent ver-
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sion which extracts a feature map at each scale before
combining across scales (as in MIDAAS), has also
been shown to be able to predict several brightness
phenomena (Burr & Morrone, 1994).
All of the above were 1-D models and so were
constrained to modelling patterns whose luminance
varied along only one spatial dimension. There have
to date been few 2-D models of brightness perception.
One notable example is that of Schouten (1993), who
employed a multiple scale implementation based on
2-D DOG filters whose brightness extraction stage in-
volved an operation across scales, effectively perform-
ing combination across scales before interpretation of
brightness. This is in contrast to MIDAAS and LEM
where combination across scales occurred after per-
forming the brightness interpretations. Schouten’s
model successfully accounted for a number of bright-
ness phenomena, many of which could only be mod-
elled in 2-D. A second example is the neural network
model of Grossberg and Todorovic (1988) which has
been successfully applied to a range of 2-D brightness
phenomena. It includes a stage representing retinal
processing which uses only ON cell responses and
employs only one spatial scale. Recently a more so-
phisticated version (Pessoa, Mingolla & Neumann,
1995) included multiple spatial scales and ON and
OFF channels, but this later version has to date only
been implemented in 1-D.
This paper presents a 2-D model which is based to a
large extent on MIDAAS. It operates at multiple
scales, includes both ON and OFF channels and com-
bines across scales only after individual brightness in-
terpretations are derived. A number of brightness
phenomena are modelled using this 2-D version and
its predictions are compared both with the actual
brightness patterns observed psychophysically and
with predictions from other brightness models. The
scope of this investigation is confined to supra-
threshold aspects.
The common criterion for deciding that a given
visual phenomenon is of retinal origin is the demon-
stration that it does not survive dichoptic viewing but
since the perceived brightness of an object depends on
the luminance of the other regions with which it is
viewed, it is very difficult to devise a satisfactory seg-
regation of brightness phenomena into independent
fields for this purpose (an exception being Shevell,
Holliday & Whittle, 1992). Consequently it has proved
surprisingly difficult to decide which aspects of per-
ceived brightness could be attributed primarily to the
operation of the retina. To the extent to which the
structures of this model can be deemed to approxi-
mate retinal processing, its predictions may give some
insight into what part the retina plays in brightness
perception.
2. The model
2.1. The first stage
In what follows, L(x, y) represents the luminance
distribution of the image used as input to the model.
Four scales were employed with the filters at each
scale taken to be 2-D DOGs
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with space constants si0.5, 1, 2, 4, 8. Note that the
surround’s space constant at any scale is identical to
the center’s space constant for the next largest scale
and that the ratio of the surround mechanism’s space
constant to that of the center’s at each scale is 2:1.
Also incorporated into each filter is a gain control
whose gain pool Wi is assumed to have a Gaussian
profile with the same space constant as the filter’s
center mechanism:
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The gain control has the form:
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The resultant convolution output for each scale Zi is
therefore generated by:
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The output at each scale was further compressed using
an inverse exponential function:
Ri(x, y)sign[Zi(x, y)] · {1exp(c Zi(x, y))} (5)
Finally a thresholding mechanism was incorporated
simply by setting all values of Ri lying between T
and T to zero. The actual value of T was taken to be
approximately 5% of the maximum filter response to a
sinewave.
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Fig. 1. Illustrative examples of how the interpretation rules of the second stage are implemented. The top trace is a representative response profile
Ri and the bottom trace shows its resulting brightness interpretation. Examples of peaks and troughs in the response profile are indicated by
dashed lines. The isolated non-zero response region on the left is an example of a ‘band’. The amplitude A1 is the average of all three peaks and
troughs in this region and corresponds to the magnitude of the brightness change generated by the band. Separated from the band by a zero-region
are four adjacent non-zero regions creating three ‘zero-crossings’ whose peak-trough amplitudes, A2, A3 and A4 correspond to the magnitudes
of their corresponding brightness changes.
2.2. The second stage
In order to understand how the second stage of the
model presented here operates in 2-D, it is helpful to
describe how its 1-D analogue works. Note that this
1-D analogue is not the same as MIDAAS due to a
difference in the second stage algorithms employed.
2.2.1. The 1-D implementation
The operation of the 1-D analogue’s first stage on a
1-D image would result in a set of four 1-D reponse
functions Ri(x). It is useful to visualise each Ri(x) as
being divided into regions containing either all zero
values, all positive values or all negative values.
A zero-crossing is taken to be any zero region smaller
than the space constant of the filter that generated it
and which is bounded on either side by non-zero re-
gions of opposite polarity (Fig. 1).
A band is taken to be any non-zero region (either all
positive or all negative values) which is bounded on
either side by zero regions that are not zero-crossings
(Fig. 1).
A local extremum, following the mathematical con-
cept, is determined as follows. For some point in the
response Ri, consider the closest points on either side
whose values are not equal to the value of that point. If
both these neighbour values are less than that of the
point, the latter is a local maximum or peak while if
both are greater than the value of that point, it is a
local minimum or trough. Only non-zero valued local
extrema are of interest (Fig. 1).
The model assumes that brightness changes are only
associated with zero-crossings and bands in the re-
sponse function and are implemented using just the
following two algorithms:
1. Each zero-crossing will coincide with two adjacent
non-zero regions, one containing only positive re-
sponse values including at least one peak, and the
other only negative response values including at
least one trough. A brightness change is taken to
occur at the zero-crossing with a magnitude given
by the distance in height between its nearest peak
and trough (the ‘peak-trough amplitude’, see exam-
ples in Fig. 1, amplitudes A2, A3 and A4). The
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polarity of the change is determined by whether the
peak is to the right or the left of the zero-crossing.
2. A band region will contain either all positive or all
negative values including one or more peaks or
troughs. The magnitude and polarity of the bright-
ness change is given by the average of all peaks and
troughs within the band region (Fig. 1, amplitude
A1) and is taken to occur at the start of the band,
returning to the original brightness at the end of the
band.
2.2.2. The 2-D implementation
When the matrices of Ri are one dimensional, the
application of the brightness interpretation rules de-
scribed above is quite straight-forward. In 2-D, how-
ever, the situation is more complicated. The
zero-crossings in Ri(x, y) tend to group together form-
ing directional curves on the response surface with
associated ridges and valleys instead of isolated peaks
and troughs. In order to determine the appropriate
peak and trough values for the zero-crossings, it is
necessary to analyse them independently in at least two
orthogonal directions. So at each spatial scale, two
brightness interpretations Biu(x, y) were obtained: one
by performing the 1-D analysis in the 0° direction (i.e.
analysing Ri(x, y) row by row) and the other in the 90°
direction (i.e. analysing column by column). In fact it
would be perfectly feasible to perform this analysis at
any number of desired angles, generating a series of
corresponding brightness interpretations.
In order that all the component 1-D analyses gener-
ating a given Biu start at the same luminance level, each
image is enclosed by a homogeneous border region
whose level was set to be equal to the global mean
luminance of the pattern it surrounds.
Note that the Biu exhibit the well known phe-
nomenon of brightness constancy whereby the output is
independent of the level of illumination (i.e. the global
mean luminance) of the scene or pattern being
analysed, depending only on the contrasts (i.e. the
luminance difference scaled by some measure of the
mean luminance; Shapley & Enroth-Cugell, 1984). This
is due specifically to the inclusion of the gains Gi which
effectively normalise the responses of the DOG filters
with respect to local mean luminance (Eq. (4)).
Since contrast is a non-linear function of luminance,
even if the luminance at the start of a pattern is the
same as the luminance at the end, the computed bright-
ness at the start and end will not necessarily be equal.
Consequently if the second stage analysis is performed
by scanning from left to right it will produce a different
brightness interpretation than from scanning from right
to left. In the 1-D case, these two brightness interpreta-
tions will differ only by a vertical shift (Fig. 2a) and
since the starting brightness level for the analysis is
arbitrarily chosen then the scanning direction does not
matter. In the 2-D case, however, the two interpreta-
tions resulting from the different scanning directions
Fig. 2. The effect of scanning direction. (a) The brightness interpreta-
tions corresponding to the two different scanning directions, 0° (solid
curve) and 180° (dashed curve), which result from 1-D modelling of
the two-step luminance profile illustrated below. (b) The full 2-D
brightness interpretation generated by the ‘forward’ analyses alone
(i.e. using only the 0° and 90° analyses). (c) The full 2-D brightness
interpretation generated by the ‘backward’ analyses alone (i.e. using
only the 180° and 270° analyses).
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Fig. 3. A flow diagram of the full 2-D model.
are distinctly different to each other (compare Fig. 2b
and c). With brightness predictions for more complex
patterns this anomaly results in the generation of spuri-
ous inhomogeneities in regions of homogeneous per-
ceived brightness.
Since perceived brightness does not depend on the
direction in which an image is scanned, two further
angles of analysis to encompass both scanning direc-
tions are included. Thus a total of four brightness
interpretations for the directions 0°, 90°, 180° and 270°
are derived at each scale. Averaging the paired scanning
directions considerably reduces the spurious inhomo-
geneities in predicted brightness. Further pairs of direc-
tional analyses could have been included which would
have further reduced this problem and would also be
consistent with early cortical processing. Since the spu-
rious inhomogeneities produced when just the above
four directions are used tend to be quite small com-
pared to the predicted brightness variations of interest,
then for the sake of simplicity no extra directions were
included here.
The final step is to perform a linear combination of
the individual brightness interpretations both across the
angles u and across the scales i. This results in the
generation of a single brightness prediction for the
stimulus pattern being analysed (see the flow diagram,
Fig. 3). Regions of greater value in this prediction
correspond to higher apparent brightness and regions
of less value to lower brightness.
The computer code for the model was written in the
C language and run on a Unix Sun sparcstation IPX. A
copy of this code can be obtained from the E-mail
address at the beginning of this article.
2.3. Relation to neurophysiology
2.3.1. The recepti6e field (RF)
Since the vast majority of primate ganglion cells have
linear response pooling properties similar to X cells in
the cat (Kaplan, Lee & Shapley, 1990) the RF model
proposed for cat X cells by Enroth-Cugell and Robson
(1966) is adopted here for the filters of the first stage
(Eq. (1)).
Following the model put forward by Wilson and
Bergen (1979), four spatial scales are adopted whose
space constants si vary in geometric progression. Since
Blommaert and Martens (1990) showed that for multi-
ple scale models whose scale sizes are equidistant on a
logarithmic scale, the signal obtained by summation
across scales will be invariant with respect to viewing
distance, then our model exhibits the property of scale
invariance.
2.3.2. The gain
As demonstrated by Hayhoe, Benimoff and Hood
(1987) (Hayhoe, 1990), the modelling of adaptation in
the retina requires the inclusion of both subtractive and
multiplicative components. Here the subtractive com-
ponent is represented by the center-surround antago-
nism of the DOG filters (Eq. (1)) while the
multiplicative component is represented by the gain
function associated with each filter (Eq. (4)). Following
Cleland and Freeman (1988), the gain Gi is taken to
have the form of the steady state of a negative feedback
loop whose feedback signal is proportional to the local
average luminance.
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The highly localised nature of retinal ganglion cell
gain control was originally demonstrated psychophysi-
cally by Westheimer (1965) and neurophysiologically by
Cleland and Enroth-Cugell (1968). What is more, the
latter authors and more recently, Cleland and Freeman,
demonstrated that in the cat the size of the pools for
adaptation are at least as small as the RF centers of the
ganglion cells. The size of the gain pools in Eq. (3) are
therefore taken to have the same size as the filter’s
center mechanism.
As discussed by Shapley and Enroth-Cugell (1984), it
is the gain control in the retina that is responsible for
the dependence of brightness perception on the con-
trasts in a scene and for the well-known property of
brightness constancy.
2.3.3. Post-con6olution response compression (PCRC)
The existence of two major pathways in primate
vision has long been recognised (Kaplan, Lee & Shap-
ley, 1990; Dacey, 1994). Two distinct classes of gan-
glion cell have been shown to be associated with each
of the two pathways. The midget cells having high
colour opponency and low contrast gains are associated
with the P pathway which has generally been consid-
ered to correspond to the colour channel of psycho-
physics. Although the M pathway and their parasol
ganglion cells having low colour specificity and high
contrast gains were originally considered to correspond
to the luminance channel, more recently there has been
some controversy over whether there might be signifi-
cant P pathway interaction in this channel (compare
Lee, 1993 and Lennie, 1993).
As demonstrated by Kaplan, Lee and Shapley (1990),
the forms of the response versus contrast functions for
these two classes of cell are quite different. The form of
Zi as a function of contrast which rapidly accelerates
for contrasts above 50% (see Fig. 4, open diamonds)
does not resemble the contrast response of either. For
this reason the convolution outputs Zi are further com-
pressed according to Eq. (5) and by choosing an appro-
priate value for the parameter c, the contrast responses
of Ri could be made to resemble that of either M or P
cells (Fig. 4, solid up and down triangles, respectively).
All of the images presented in this paper have been
modelled using both values of c and it was found that
there were no substantial differences in the brightness
predictions. However since the M cell compression
appeared to give slightly better predictions, this latter
value of c was used for all of the brightness predictions
demonstrated below.
2.3.4. The maintained discharge
When unstimulated, retinal ganglion cells fire at a
spontaneous low level known as their maintained dis-
charge. This DC level thus corresponds to the cell’s
zero response. The maintained discharge effectively acts
like a thresholding mechanism for ganglion cells; only
signals that are larger than this background noise can
be detected (Thibos & Levick, 1990). So the threshold
parameter T in the model could be taken to represent
the maintained discharge level of the ganglion cells. All
the simulations reported here used the same threshold
value; the actual value had little, if any, effect on the
final brightness prediction.
2.3.5. Combination across channels
As was observed by Marr (1982) (see his Fig. 2–17),
if the filter’s zero level is equated with the cell’s main-
tained discharge level then when the output of a LOG
or DOG filter convolved with a bar is truncated a bit
below zero, it appears to resemble an ON-center cell’s
response to this image drifting across its RF. An OFF-
center cell’s response to the same image resembles the
filter’s output after inversion followed by truncation a
bit below zero. This suggests the output of a filter Ri
could be interpreted as follows: its zero value corre-
sponds to the maintained discharge, all positive values
represent the response of the ON channel at scale si and
all negative values represent the corresponding OFF
channel response.
The retina does not provide the cortex with a single
unified picture of what it ‘sees’. In particular its bright-
ness information is distributed over ON and OFF
channels and several spatial channels. Obtaining a
unified representation of the contribution to perceived
brightness that the retina provides will necessarily be a
nonphysiological exercise. The second stage of the
model could be regarded as representing the simplest
possible combination across all such channels in a way
Fig. 4. Peak-trough amplitude of the filter response to an edge
stimulus as a function of contrast. Up-triangles: post-convolution
response compression (PCRC) parameter, c15 (resembles parasol
cell contrast response); down-triangles: c1 (resembles midget cell
contrast response). The open diamonds show peak-trough amplitude
of the filter’s output without PCRC for the same edge stimulus as a
function of contrast. The curves are scaled arbitrarily relative to each
other.
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that is consistent with the early stages of cortical pro-
cessing. It is not intended in any way to properly
represent this level.
ON:OFF channel combination in the model is
achieved by the directional second stage analyses. The
peak-trough amplitude (from which the brightness
change corresponding to a zero-crossing is derived)
could be regarded as being the sum of the rectified
response of the ON channel and the OFF channel to a
sharp luminance change. This is consistent with the
properties of cortical complex cells which include a
rectifying non-linearity (Pollen, Gaska & Jacobson,
1989). The coding of the polarity of luminance changes
is consistent with the properties of cortical simple cells
which at each spatial frequency and orientation appear
to exist in all four forms of odd and even phase (Pollen
et al., 1989). The ON and OFF channels are known to
remain completely separate in both the retina and LGN
but have combined by the level of complex cells in area
V1 of the cortex as demonstrated by Schiller (1993) in
the monkey.
No additional processing of the signals occurs in the
second stage. The number of directions of analysis has
been confined to an absolute minimum; cortical pro-
cessing involves many more directions than used here.
The only further computation is the combination across
scales. That this occurs in the model after ON:OFF
combination is justified by the fact that complex cells,
where ON:OFF combination has already occurred, are
still tuned to spatial frequency (Gaska, Jacobson, Chen
& Pollen, 1994).
Thus the first stage of the model approximates the
processing of retinal ganglion cells while the second
stage could represent a simple combination of ON and
OFF channels followed by combination across scales
with no other processing being involved. In other
words, the output of the model should approximate the
brightness picture constructed on the basis of retinal
processing alone.
3. Brightness predictions
In what follows, the term ‘1-D stimulus’ or ‘1-D
image’ is taken to refer to a 2-D pattern whose lumi-
nance varies only along one dimension. The term
‘profile’ is taken to refer to a 1-D curve. The term
‘brightness interpretation’ is used specifically to refer to
the brightness map generated at individual scales while
the term ‘brightness prediction’ refers to the final out-
put of the model which is generated from the linear
combination of the individual ‘brightness
interpretations’.
For the sake of compactness, representations of the
full 2-D brightness predictions are only included where
it is considered essential for illustrating the arguments
set out here. Those interested in more detail can obtain
this from the E-mail address at the beginning of this
article.
Although many of the 1-D brightness phenomena
described below have already been modelled using the
related 1-D MIDAAS model, it is by no means a
redundant exercise to examine how good our 2-D
model predictions are for the same phenomena. This is
because the analysis orthogonal to the direction in
which a 1-D stimulus varies can substantially alter the
brightness prediction that would be obtained just from
the analysis in the direction of variation (equivalent to
the interpretation that would be obtained with a 1-D
version of the model). This is illustrated in Fig. 5 using
a typical filter response to a sinewave grating. Note
from the solid curve in Fig. 5e showing the brightness
profile from the full 2-D prediction that the 2-D model
is able to predict the brightness variations seen in a
sinewave grating1.
Our model is also able to predict the grating induc-
tion effect (McCourt, 1982), including a decrease in
induction with both increasing spatial frequency and
strip width. However the strength of the induction is
predicted to die off at a considerably faster rate than
reported experimentally. Since there are several exam-
ples of analogous induction effects given in the follow-
ing demonstrations a specific illustration of this effect is
not included here but can be obtained from the E-mail
address given.
3.1. Mach bands
The well-known phenomenon of Mach bands is
demonstrated in Fig. 6a (Fiorentini, 1972; Pessoa,
1996). It consists of a region of elevated luminance
flanked on either side by ramps of linearly increasing
and decreasing luminance. The Mach bands can be seen
as thin bright and dark strips that occur at the begin-
ning and end of each ramp. Note the weak induction
effect in the border regions adjacent to the central
bright region.
Fig. 6b shows the 2-D brightness prediction for the
image in Fig. 6a. Fig. 6c shows brightness profiles from
2-D brightness predictions of the model. The solid and
dotted curves correspond to horizontal cross-sections of
Fig. 6b taken through the region containing the Mach
bands and the border region respectively. In the border
region adjacent to the central strip the model correctly
predicts a localised induction effect similar to grating
1 The reason the 1-D MIDAAS model did not predict a square-
wave appearance for a sinewave grating as is the case for the
brightness interpretation corresponding to the direction of luminance
variation (dashed curve, Fig. 5e) is due to the more complicated
interpretation rules it employed.
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Fig. 5. (a) A vertical sinewave grating and its corresponding luminance profile. (b) A section of one of the filters’ 2-D response functions Ri for
the sinewave grating in (a). (c) A profile throught the middle of (b) in the 0° direction. (d) Two profiles through (b) at adjacent locations in the
90° direction. (e) Brightness profiles from the predictions for (a) generated using the 90° analysis only (dotted curve), using the 0° analysis only
(dashed curve) and using both directions of analysis (solid curve).
induction. The brightness profile for the ramped lumi-
nance change (solid curve in Fig. 6c) shows that Mach
bands are predicted where they should occur. The solid,
dash-dotted and dashed brightness profiles correspond
to the midlines of images which vary only in the width
of their ramp regions with the dashed curve corre-
sponding to the zero ramp width condition. Compari-
son of these curves show not only that Mach bands are
predicted for ramped luminance changes but that the
bands disappear when ramp width shrinks to zero. The
model also predicts that the width of the bright band
decreases with decreasing ramp width while that of the
dark band appears unaffected by it. This accords with
reported psychophysical measurements (Fiorentini &
Radici, 1958). Note however from the solid curve in
Fig. 6c that the center strip is predicted to have the
J.A. McArthur, B. Moulden : Vision Research 39 (1999) 1199–1219 1207
Fig. 6. (a) A vertical strip bordered by ramped luminance edges illustrating Mach bands (see luminance profile below). (b) The model’s 2-D
brightness prediction for (a). (c) Brightness profiles from (b) and from the predictions for two other images identical to (a) except for their ramp
widths. The solid curve is the profile through the middle region of (a) (ramp width 20) and the dotted curve is the profile through the border region
of the same. The dash-dotted profile is from the middle region of an image with ramp width 10 while the dashed profile is for ramp width 0 (i.e.
a step luminance change bwtween background and strip). (d) Quantitative prediction of the model for changing ramp width along the lines of
Thomas (1966). The ordinate is the percent luminance contrast of the bright bar (solid symbols) or central strip (open symbols) which produces
a predicted brightness value equal to that for a standard comparison strip.
same brightness as the homogeneous border which
inspection of Fig. 6a shows is clearly not the case. As
will be demonstrated in more detail later, the model is
unable to predict the effects of brightness interactions
between regions separated from each other.
Fig. 6d shows quantitative predictions from the
model for data from Thomas (1966) describing the
change in apparent brightness of the bright bands and
the central strip as the ramp width is changed (compare
his Figs. 4 and 5). According to our data, increasing the
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Fig. 7.
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ramp width decreases the apparent brightness of both
the central region and the bands since a higher strip
contrast is required to achieve a constant criterion
brightness. Thus our model predicts that the perceived
brightness of the strip and the bands decreases with
increasing ramp width in agreement with Thomas2.
3.2. Cornsweet–Craik–O’Brien illusions
Fig. 7a and b each illustrate the effect on two homo-
geneous regions of equal luminance of a separating
‘edge’ which consists of a gradual increase in luminance
followed by a sharp decrease back to the original
luminance level (see the luminance profile underneath).
This edge is usually referred to as the Craik–O’Brien
edge (Kingdom & Moulden, 1989). When the edge is of
low contrast as in Fig. 7a, it induces an apparent
darkening of the region next to the sharp luminance
change. In Fig. 7b the edge has a much higher contrast
and substantial brightness changes within the edge re-
gion can be perceived. Note that the induced darkening
is no longer so apparent. This breakdown of the illu-
sion at high contrasts is well documented (Kingdom &
Moulden, 1989). Also note the weak, dark Mach band
at the left end of the edge region in Fig. 7b and the
absence of one at the right end.
Fig. 7c shows the center and border brightness profi-
les for the high contrast edge in Fig. 7b. Note that the
steeply increasing brightness within the region of the
edge and the dark Mach band at the low luminance end
of the edge region are reproduced. Also note from the
dotted curve that the localised induction effect in the
region of the border adjacent to the high contrast edge
visible in Fig. 7b is predicted by the model (cf. the
previous Mach band demonstration).
Fig. 7d shows the results of quantitative modelling of
psychophysical data from Dooley and Greenfield (1977)
using a Cornsweet edge. This is essentially a double-
sided version of the Craik–O’Brien edge (see the lumi-
nance profile in Fig. 8a which shows two such edges).
As was experimentally observed (Fig. 7e), our model
predicts that the apparent contrast produced by the
edge increases with edge width and with edge contrast
provided the contrast is not too high. Only the maxi-
mum apparent contrast predicted by our model is
somewhat lower than that observed experimentally (ap-
prox. 0.25 as opposed to 0.35).
An important feature of this illusion which the model
is unable to reproduce is the breakdown and, under
some conditions, even reversal of the apparent bright-
ness induction for high edge contrasts that have been
reported experimentally (Moulden & Kingdom, 1990).
Fig. 8a shows a 2-D stimulus consisting of a square
whose sides are delineated by a Cornsweet edge. The
luminance profile below it corresponds to both the
vertical and horizontal cross-section through the center
of the square. Note that the bright diagonal lines
associated with the square in Fig. 8a are completely
illusory. These lines occur at the locations where the
Cornsweet edge regions along adjoining sides of the
square meet. Since there are no sharp luminance
changes here, only a discontinuous change in the rate of
change of luminance, these lines are analogous to Mach
bands. Note the similarity with the ‘glowing diagonals’
of Vasarely’s nested squares pattern (Hurvich, 1981).
Fig. 8b and c illustrate the model’s brightness predic-
tion for this pattern. Fig. 8c shows the profiles corre-
sponding to horizontal sections through the 2-D surface
in Fig. 8b at the locations A, B and C. The locations in
the profiles corresponding to the illusory lines are indi-
cated by arrows and it can be seen that they are indeed
predicted by the model.
Thus as in the Mach band demonstration, the model
not only predicts the salient features of these CCOB
illusions, including the novel 2-D pattern, but even
reproduces the gradual brightness changes associated
with the edge region. It cannot however predict the
breakdown of the illusion for high contrast edges. More
will be said about the latter in the discussion.
3.3. Brightness contrast and context
Fig. 9a is an example of classical brightness contrast
(Heinemann, 1972) in which the inducing effect that a
contiguous background region has on the apparent
brightness of a test region is such as to exaggerate the
brightness difference between the two regions. Here the
two discs have the same luminance but the disc on the
dark background appears brighter than the one on the
light background. A brightness profile from the model’s
prediction is shown in Fig. 9d. The brightness of the
2 Unfortunately Thomas has arbitrarily shifted his data so that the
matched contrast for smallest edge width in each data set correspond
to the value of 100%. This makes a more detailed comparison with
the quantitative predictions of our model impossible.
Fig. 7. (a) A vertical Craik–O’Brien edge of low contrast whose luminance profile is shown below. (b) Same as (a) but with a high contrast. (c)
Shows brightness profiles from the prediction for (b): the solid curve corresponds to the midline and the dotted curve to the border region. (c)
Quantitative predictions from the model for the variation in induced brightness due to a Cornsweet edge as the contrast is varied. The ordinate
is the edge contrast required to generate the same predicted brightness value as that generated by a standard step luminance change. Each curve
corresponds to a different edge width. (e) Data from the corresponding psychophysical experiment (Dooley & Greenfield, 1977). Note that the
edge width increases in a geometric fashion as in (d).
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Fig. 8. (a) A square whoes sides are delineated by high-contrast
Cornsweet edges. At each of the square’s corners the direction of the
gradient of the Cornsweet edge changes abruptly by 90°. The lumi-
nance profile corresponding to both the horizontal and vertical
midline is shown below. This profile stretched by a factor of 
2 is
identical to the profile along the diagonal. (b) The model’s predicted
brightness for (a). (c) Horizontal brightness profiles from locations A,
B and C in (b): the solid curve is from A (the outer edge region), the
dashed curve from B (the inner edge region) and the dotted curve
from C (the midline of the square). The arrows indicate the locations
of the Mach bands.
disc on the left is correctly predicted to be greater than
that of the disc on the right. In fact over a broad range
of spatial configurations and relative luminance, the
model correctly predicts this effect whenever the back-
ground and test are adjacent. This should come as no
surprise since perceived brightness for this class of
effects depends on contrasts rather than on absolute
luminance differences (Whittle, 1994) as does the mod-
el’s predicted brightness because of the incorporated
gain control mechanism.
Fig. 9b shows a stimulus identical to that of Fig. 9a
except for the introduction of a narrow frame around
each disc which is black for the disc on the white
background and white for the one on the black back-
ground (White, 1982). It can be seen that the central
disc on the left still appears lighter than the one on the
right. This is an example of assimilation whose effect is
opposite that of contrast since, according to classical
brightness contrast rules of thumb, the disc with the
white frame (left) should appear darker than the one
with the black frame. Fig. 9e shows that the model
actually predicts the latter effect; it fails to describe
assimilation.
Even when the background is separated from the test
region by a substantial intervening region (Fig. 9c), it is
still able to affect the brightness of the test. This latter
effect was referred to as ‘brightness context’ by Shevell
et al. (1992) as opposed to brightness contrast since it
appeared to involve a quite separate mechanism to that
of brightness contrast. In Fig. 9c the two central light
grey discs have the same luminance as each other, as do
also the two dark grey regions immediately surrounding
(i.e. adjacent to) the discs. Again the disc on the left
appears brighter than the disc on the right, in spite of
the fact that its adjacent region appears brighter than
the adjacent region of the right disc. The difference in
brightness between the two discs must be due only to
the effect of the distant backgrounds since their imme-
diately adjacent surrounds have the same luminance.
The model’s prediction for this is shown in Fig. 9f; it
fails to replicate these features also.Thus the model is
able to give a good account of how adjacent regions
affect the apparent brightness of a test region but
appears unable to account for the effect of more distant
regions. As will be discussed below, this failure to
account for the effects of non-adjacent regions is con-
sistent with experimental evidence which suggests that
this latter effect involves non-retinal mechanisms (Shev-
ell et al., 1992).
3.4. Luminance staircases
Fig. 10a gives a demonstration of the classic version
of such staircases, the Chevreul illusion (Chevreul,
1890). The most salient feature of this illusion is the
scalloped appearance of the brightness across the steps
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Fig. 9. Brightness induction effects. (a) An example of classical brightness contrast. The two grey discs actually have the same luminance. (b) An
example of assimilation. Same as (a) but with the inclusion of a thin ring of contrasting brightness surrounding each disc. (c) An example of
brightness context. Here the two wide annuli surrounding the discs also have the same, darker grey luminance. (d) The brightness profile for the
image in (a). (e) The brightness profile for the image in (b). (f) The brightness profile for the image in (c).
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Fig. 10. (a) The Chevreul illusion (luminance profile below). (b) The
brightness profile for the model’s prediction. The vertical dotted lines
indicate the locations corresponding to each luminance step-change in
the image.
duced. The solid curve shows the profile along the
midline of the discs. The locations of the discs are
indicated by the arrows. It shows a trend for the
apparent brightness of the discs to decrease as the step
luminance increases, however there is very little differ-
ence in predicted brightness between the last two discs
on the right. So the model is only partially successful
with this demonstration presumably because of its fail-
ure at reproducing effects due to interactions between
non-adjacent regions. The apparent brightness of the
discs no doubt depends not just on the step region each
is enclosed by but on other step regions of the image as
well.
3.5. Hermann grid illusion
The classic Hermann grid (Spillmann, 1994) is made
up of intersecting horizontal and vertical bars whose
spacing is somewhat greater than their bar width. Illu-
sory circular grey spots are visible within the intersec-
tions of the bars which have an unstable appearance
and are reported to be more salient if one allows one’s
gaze to continually wander over the pattern. Moreover
the vividness of the effect is reported to increase with
the number of intersections (Spillmann, 1994). There
would appear to be temporal aspects to this illusion
which this model is not designed to account for. For
this reason, only the single intersection shown in Fig.
12a was modelled here. If viewed from a sufficient
distance with a steady gaze, a relatively stable but
weak, pale-grey disc can still be seen in the region of
this isolated intersection together with illusory pale-grey
strips along the middle of each bar.
even though the luminance across each is uniform.
Notice, however, that the brightness across the bright-
est step appears homogeneous.
Fig. 10b shows the brightness profile of the model’s
prediction. It gives a reasonable account of the illusion,
including the feature that no scalloping is seen in the
brightest step. It does however erroneously predict scal-
loping of the black region (albeit of much smaller
magnitude than that predicted over the step regions)
which inspection of Fig. 10b does not reveal.
Morrone, Burr and Ross (1994) have successfully
modelled a modified version of the Chevreul illusion
where the addition of a thin line down the middle of
each step eliminates the scalloped appearance, creating
instead, two regions of homogeneous brightness on
either side of each line. Our model is unable to repro-
duce this step change in perceived brightness due to the
lines. Perhaps the fact that no scalloping is seen in the
black frame is due to the contiguity of the region
invoking a similar mechanism to that invoked by the
lines. Interestingly, their model was unable to repro-
duce the scalloping of the classic Chevreul illusion
demonstrated here. Possible implications are discussed
later.
The stimulus shown in Fig. 11a is based on an
example from Shapley (1986). It is essentially a
Chevreul staircase modified by the inclusion of grey
discs of equal luminance to each other in the middle of
each step. The main effect is that the brighter the
luminance step, the darker its disc appears to be.
Fig. 11b shows the predicted brightness profile. The
dashed curve shows a brightness profile through the
steps in a region well away from the discs. The scal-
loped effect of the Chevreul illusion is again well repro-
Fig. 11. (a) Discs on a luminance staircase. The discs are all of equal
luminance. (b) Brightness profiles for the model’s prediction. The
solid curve is the profile through the discs (arrows indicate the disc
locations) and the dotted curve is along a horizontal line between the
discs and the border.
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Fig. 12. The Hermann grid illusion. (a) A single intersection of this
illusion as used for the modelling. (b) A detail from the full 2-D
brightness prediction of the model in the region of the intersection
(bar width 35). (c) Brightness profiles from (b): the dotted curve is
taken through a region well away from the horizontal white bar and
the solid curve is taken along the middle of the bar. (d) The same as
(c) but for a bar width of 10.
zero response over the whole extent of the bars. For
this bar width the model is able to predict the grey
strips along the bars and the grey spot at the intersec-
tion which is due entirely to the contribution from the
largest filter. If all the filters’ center widths were smaller
than the grid’s bar width (i.e. for wider grid’s than that
in Fig. 12b) the model predicts homogeneous brightness
throughout the bars including their intersection. Fig.
12d shows the brightness prediction for a grid whose
bar width was substantially smaller than the center of
the largest filter. This demonstrates that when contribu-
tions from filters whose center widths are substantially
larger than the grid’s bar width are included, the grey
spot at the intersection is no longer predicted, in fact
the intersection is now predicted to be brighter.
So the model predicts an optimal bar width for the
illusion and that the illusion disappears altogether for
sufficiently large grids. This aspect of the illusion has
been observed psychophysically (Spillmann, 1994)
where experimental observations showed that for
foveally viewed intersections, the optimum grid width
was 4–5 arc min (Kornhuber & Spillmann, 1964). As
argued by Baumgartner (1960), this optimum grid
width should reflect the center diameters of the underly-
ing RF’s which are thought to give rise to the effect.
Independent psychophysical estimates have also come
up with a similar value (Fiorentini, Baumgartner, Mag-
nussen, Schiller & Thomas, 1990). This would corre-
spond to the center width of the smallest channel in the
model of Wilson and Bergen (1979) of about 3 or 4 arc
min which agrees well with recent estimates of the
acuity of primate retinal ganglion cells in the fovea by
Lee (1993). However for the model’s prediction it is the
largest filter which determines the optimum grid width.
Also the elevated brightness of the intersection pre-
dicted for narrower grids is not observed psychophysi-
cally (Spillmann, 1994). Thus our model can only be
regarded as being partially successful for the Hermann
grid illusion.
3.6. White’s effect and Benary triangles
The model fails to reproduce White’s effect (Fig.
13a). This effect contradicts what would be expected on
the basis of classical brightness contrast: the grey strips
that are predominantly surrounded by black appear
darker than the grey strips that are predominantly
surrounded by white (White, 1982). Since for the
model, brightness contrast effects of adjacent regions
dominate the brightness prediction (compare its perfor-
mance for the images in Fig. 9), then it is no surprise
that it cannot reproduce this effect either. More will be
said about this later.
Fig. 13b is an example of the Benary triangles illu-
sion (Benary, 1938) where two identical grey equilateral
triangles are positioned such that each has two sides
Fig. 12b, c and d illustrate the model’s prediction.
Fig. 12b and c show the prediction for bars whose
width is approximately the same as the center width of
the largest filter in the model. This filter’s output has
substantial band responses along the bars which go to
zero at the intersection. All the smaller filters produce
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adjacent to a black region and one side adjacent to a
white region. The model is unable to reliably predict the
fact that the upper right triangle is reported by human
observers to appear darker than the lower left. Since
the upper triangle is surrounded by a smaller area of
white than is the lower one, general brightness contrast
rules of thumb (Heinemann, 1972) would, if anything,
predict that the upper triangle appear lighter.
4. Discussion
Our objective was to explore the strengths and limita-
tions of a model intended to reflect only the operation
of retinal mechanisms. Both the successes and failures
of such a model might be of some help in elucidating
the levels of processing in the visual system underlying
various brightness phenomena.
4.1. Performance of the model
From the demonstrations described above it can be
seen that the model is consistently able to reproduce
graded brightness changes as in sinewave gratings, lo-
calised induction effects related to grating induction
including the scalloping effect in luminance staircases,
and the appearance of luminance ramps and CCOB
edge regions.
It also gives good predictions for border effects. Not
only does it successfully reproduce Mach bands in the
classic luminance ramp demonstration but also the
illusory diagonal lines in the 2-D CCOB square. It is
able to predict the brightness induction produced by a
low contrast CCOB edge but is unable to predict the
reported effects with high contrast CCOB edges
(Moulden & Kingdom, 1990).
The model is also successful at predicting effects that
depend predominantly on interactions between adjacent
regions as in classical brightness contrast. However it is
demonstrated to fail at predicting effects due to interac-
tions from non-adjacent regions as in assimilation and
brightness context. This failure may account for the
model’s insufficiency for Shapley’s discs on a staircase
and may also explain the failure with White’s effect and
the Benary triangles illusion which are anomalous in
terms of what would be expected on the basis of local
image contrasts.
The model is able to partially account for the Her-
mann grid illusion which has long been thought to be
predominantly due to lateral inhibitory interactions in
the retina. However it cannot predict the change in
percept that the addition of dividing lines to the
Chevreul illusion produces. Finally the model suffers in
general from spurious inhomogeneities, a direct result
of the inclusion of gain control which, in turn, is a vital
part of any retinal model. These inhomogeneities would
be smoothed out by including a greater number of
analysis directions in the second stage.
4.2. Comparison with other models
4.2.1. Schouten’s 2-D model
Schouten’s model (Schouten, 1993) consists of two
stages, the first of which is similar to that of our model.
His filters at each scale resemble Zi (Eq. (4)) but, unlike
ours, they do not include PCRC (Eq. (5)) or threshold-
ing. So the contrast response of his filters would bear
no resemblance to that of actual ganglion cells (Fig. 4).
Another important difference between Schouten’s first
stage and ours is that summing across scales is carried
out immediately after the convolutions and before any
second stage operations are performed. With the excep-
tion of Benary’s triangles, Schouten’s model has been
applied to all of the brightness phenomena presented in
this paper. It gave good accounts of all except MachFig. 13. (a) White’s effect. (b) Benary triangles.
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Fig. 14. A typical filter’s response to an edge region of the CCOB
illusion. The sharp luminance change occurs at the right end of the
edge. The two horizontal dashed lines indicate the threshold value.
of even symmetry, so the LEM is best thought of as a
model of processing occurring at a higher level in the
visual system.
A consequence of the LEM’s robust performance
with regard to edge-detection is that only where edges
occur will it be able to predict brightness changes. It is
unable to reproduce any details of shading that are not
directly associated with edges, even when the brightness
variations are large. For example, the LEM predicts
uniform brightness everywhere in a sinewave grating.
Marr’s multiple-scale model, which was originally de-
veloped as an edge-detector, had problems due to the
tendency of the LOG (or DOG) filters to produce
spurious zero-crossings where no features existed and
for the zero-crossings of large filters to be inaccurately
located. Yet it is precisely these ‘erroneous’ zero-cross-
ings that are responsible for the ability of our model to
successfully generate shading details. Take for example
the filter response to a CCOB edge in Fig. 14. For
larger filters the negative band on the left becomes large
enough to merge with the positive non-zero region
associated with the zero-crossing on the right, thereby
generating an ‘erroneous’ zero-crossing. For even larger
filters the location of this zero-crossing moves to the
right. So combination across scales produces a predic-
tion of a graded brightness change across the edge
region.
The LEM is able to predict the conditions under
which Mach bands occur (Ross, Morrone & Burr,
1989) and in particular that they should disappear as
the ramp width shrinks to zero. This observation has
proved problematic for many models (Ratliff, 1984).
The LEM, however, cannot reproduce the variation in
brightness over the ramp region. It has also been indi-
cated how the LEM could predict the induced bright-
ness due to a low-contrast CCOB edge (Burr, 1987) but
as with our model, it was unable to predict the disap-
pearance and even reversal in induced brightness which
is observed for high contrast CCOB edges (Moulden &
Kingdom, 1990). Again the LEM is not able to repro-
duce the brightness variations over the edge region.
Although the LEM cannot reproduce the scalloping in
the classic Chevreul illusion and our model can, it is
able to quantitatively predict the brightness changes
due to the addition of lines, an effect which cannot be
predicted by our model. Note the similarity between
this effect and the Koffka ring illusion (Koffka, 1935)
where the addition of a thin line to the ring produces an
analogous change in perceived brightness. It is not yet
known how the LEM performs for fundamental bright-
ness contrast and context effects, as well as for 2-D
phenomena in general.
There would appear to be a complementarity be-
tween our model and the LEM. Although the tendency
of the LOG:DOG class of filters used in our model to
generate ‘erroneous zero-crossings’ created problems
bands, the CCOB illusion, the Hermann grid and
White’s effect.
The ability of our model to reproduce Mach bands is
specifically built into it in the form of the interpretation
rule for ‘bands’. The failure of Schouten’s model to
reproduce the CCOB illusion is, he argues, due to the
absence of a thresholding mechanism between his first
and second stages. He states further that because his
second stage operations require combining across scales
immediately after the convolutions of the first stage are
complete, it is not obvious how such a mechanism
could be included in his model. The success of our
model with CCOB illusions is directly attributable to
the inclusion of thresholding (Fig. 14).
Schouten’s model is able to give good predictions not
just of brightness contrast effects but of assimilation
effects as well. By comparing his first and second stage
outputs he demonstrated that the ability of his model to
predict both brightness contrast and assimilation was
due specifically to the processing of the second stage.
Although Schouten’s first stage resembles some ele-
ments of retinal processing, it lacks other key elements.
Thus the fact that, for example, brightness contrast
effects require the processing of his second stage for
their generation does not necessarily suggest that the
site at which this processing occurs is central rather
than retinal.
4.2.2. The local energy model
The LEM (Burr & Morrone, 1994) is a multiple-
scales model employing a pair of linear filters, one odd-
and the other even-symmetric, at each scale which has
not only proved successful at edge detection and loca-
tion (Morrone & Burr, 1993), but has also had some
success at reproducing a limited number of brightness
phenomena. At each scale in the model a brightness
interpretation is built up by assuming that a brightness
change occurs at peaks in local energy which coincide
with non-zero contributions from the odd-symmetric
filter. The vast majority of retinal ganglion cell RFs are
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for the task of edge detection, the above demonstra-
tions show that they are capable of reproducing rather
well the shading information for a wide range of pat-
terns. The LEM, on the other hand, is good at line and
edge detection including not detecting spurious lines
and edges where none are perceived but it cannot
reproduce shading information. This complementarity
suggests that any complete model of brightness coding
should involve both retinal and edge detection process-
ing as has been incorporated in the following model.
4.2.3. The neural network model (NNM)
This model consists of a retinal stage feeding into
two processing systems operating in parallel: the FCS
involving a diffusive filling-in stage which acts to form
a spatial average of the outputs from the initial ‘retinal’
stage, and the BCS which determines the location of
boundaries in the image and interacts with the FCS to
block diffusion thereby containing the averaging pro-
cess within the boundaries set by it. In the original
version which was implemented in 2-D (Grossberg &
Todorovic, 1988), only one spatial scale was used and
the retinal stage employed only ON cell filters. Because
it was single scaled and depended on definitive
boundary locations to effect a change in predicted
brightness, as with the LEM it was largely unable to
reproduce gradual brightness effects including Mach
bands. Apart from this, it was successful in predicting
an impressive variety of brightness phenomena includ-
ing brightness contrast and assimilation, low-contrast
CCOB effects, Koffka rings and the Hermann grid.
In a more recent version which has till now only been
implemented in 1-D, Pessoa et al. (1995) have included
both multiple scales and OFF channels along with
additional sophistication in the BCS. These additions
were specifically included so that juxtaposed signals
from ON and OFF channels (i.e. zero-crossings) in the
initial antagonistic center:surround filters would lead to
the generation of large, sharp boundaries while signals
that are separate (i.e. bands) would lead to broad,
shallow boundaries having a ‘softer’ blocking effect on
diffusion which, in turn, enabled the prediction of
effects such as Mach bands. Pessoa et al. (1995) ac-
knowledged that this additional approach was inspired
by the work of Kingdom and Moulden (1992). A more
sophisticated architecture for the ‘retinal’ level has also
been incorporated (Neumann, 1996). This includes a
single luminance-driven channel generated by pooling
of the initial filter outputs for both ON and OFF
channels which worked in parallel to the BCS and
whose output operated on the FCS at the level of
individual brightness interpretation generation. This
channel often played an important role in the predic-
tion of gradual brightness changes as in the appearance
of ramps associated with Mach bands.
This recent version was able to successfully predict
effects associated with gradual brightness changes
where the original version failed. These included the
appearance of a sinewave grating, Mach bands and the
Chevreul illusion including the modification described
by Morrone et al. (1994). Although this version has yet
to be implemented in 2-D, if it can be shown to be able
to perform as well as Grossberg’s original version for
2-D brightness effects, it will make an impressive array
of phenomena that it can successfully predict.
However with regard to the issue of elucidating what
part the retina plays in brightness perception, the NNM
may not be so appropriate. For instance in the more
recent version, filling-in is carried out separately in ON
and OFF channels. ON:OFF channel combination has
occurred in the cortex by the level of complex cells
(Schiller, 1993) and the only projection in the monkey
from the LGN that is of any significance is to area V1
of the cortex (Lennie, Trevarthen, van Essen & Wa¨ssle,
1990). This implies that filling-in should occur before
ON:OFF channel combination and hence before the
level of complex cell processing. Since in the NNM,
filling-in occurs after the boundary determination of the
BCS where the simple and complex cell operations
occur, this would appear to be inconsistent with the
physiology.
Another aspect of the NNM which appears to be
physiologically implausible concerns their luminance-
driven channel. The physiological existence of an
analogous mechanism could be considered to be some-
what controversial. Neumann (1996) argued that exper-
iments by Li, Zhou, Pei, Qiu, Tang and Xu (1992)
demonstrating the existence of extensive disinhibitory
regions (DIR) beyond the well-known center:surround
RFs of cat ganglion cells would suggest that the retina
is capable of signalling the luminance level of homoge-
neous regions. However although the degree of disinhi-
bition increases with stimulus luminance, the magnitude
of a typical ganglion cell’s response to a bar of opti-
mum length for eliciting maximal involvement of the
DIR decreases with increasing stimulus luminance (Li
et al., 1992; Fig. 4) which would make it unlikely that
the DIR could form the basis for the luminance-driven
channel whose output is supposed to be a blurred but
faithful representation of the input luminance. A more
appropriate stimulus with regard to elucidating the
effect of homogeneous illumination on ganglion cell
response would have been a disc instead of the bar in Li
et al.’s Fig. 4. So the possibility cannot be ruled out
that with a disc of optimum radius for eliciting a
disinhibitory reaction, an increase in ganglion cell re-
sponse with increasing stimulus luminance might have
been observed. Nonetheless the existence of a physio-
logical analogy to the luminance-driven channel must,
at best, be regarded as contentious. A more physiologi-
cally appropriate way of modelling the DIR would
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surely be to incorporate it into the representation of
ganglion cell RFs as in the form of the modified DOG
proposed by Li, Pei, Zhow and von Mitzlaff (1991). It
would be of interest to see what difference, if any, to
the modelling reported here the inclusion of this modifi-
cation to Eq. (1) might make to the predictions of our
model.
Therefore inferences about the physiological locus
for different classes of brightness phenomena drawn
from the behaviour of the NNM would be less reliable
than from our model.
4.3. Implications of the model
Clearly the model presented here represents only an
approximation to retinal processing, the closeness of
which must be gauged largely by a consideration of
analogies between the elements of the model and what
is known about retinal function (Section 2.3). We be-
lieve our model to be a more representative approxima-
tion to retinal function than other models have
achieved to date. The demonstrations in this paper
suggest that retinal processing mechanisms alone could
explain the main features of brightness contrast effects,
border effects and Mach bands as well as many gradual
brightness changes. This adds support to the assump-
tion of Marr (1974) that the retina is the site for a
significant amount of brightness processing.
Mach bands have long been thought to be a result of
lateral inhibitory interactions analogous to the center-
surround antagonism in the retina. A major problem
with retinal models of Mach bands, such as the one
proposed by Enroth-Cugell and Robson (1966) has
been that they tend to also predict Mach bands at
luminance edges (Ratliff, 1984). More recently, models
involving odd-symmetrical operators such as the LEM
and the NNM have successfully modelled Mach bands
(Ross et al., 1989; Pessoa et al., 1995) including the fact
that the bands disappear at luminance edges. This has
been taken to imply that Mach bands require the
inclusion of higher level processing for a full explana-
tion. Our 2-D model demonstrates that, with a simple
ON:OFF channel combination included, not only the
occurrence of Mach bands but also their disappearance
at luminance edges can be accounted for. So Mach
bands could be regarded as essentially a retinal phe-
nomenon afterall.
The site at which the CCOB illusion is generated has
not yet been conclusively demonstrated, although there
is some evidence, most of it indirect, pointing to a more
central locus (Kingdom & Moulden, 1989). The success
of our model for this illusion suggests the possibility
that shading details and the low contrast appearance of
the CCOB illusion might be determined primarily at the
retinal level and that the induction effect for high
contrast CCOB edges involves higher level mechanisms.
The only model that has been able to predict the
reversal in induction due to high contrast CCOB edges
was that of Moulden and Kingdom (1990). Its success
was dependent on the OFF channels at each scale
having larger space constants than their associated ON
channels, a feature for which there is no known physio-
logical correlate.
The success of our retinal model at reproducing
brightness effects due to interactions between adjacent
regions and its failure for effects resulting from non-ad-
jacent interactions suggests that brightness contrast ef-
fects could be attributed to retinal processing, while
context effects and assimilation would involve more
central mechanisms. This conclusion is consistent with
the position taken by Shevell et al. (1992). They used
patterns similar to the brightness contrast and context
demonstrations of Fig. 9a and c and compared condi-
tions where two different sets of luminances were pre-
sented dichoptically with conditions where these sets of
luminances were presented binocularly fused. They ar-
gued that their results implied a retinal locus for the
effect of adjacent regions and that non-adjacent regions
(an effect which they referred to as brightness context)
could only be explained by neural interactions occur-
ring after binocular fusion.
With White’s effect (Fig. 13a), it is as if the white
strips including the grey patch superimposed on one of
them are being processed independently of the black
strips and that the grey patch on the white strip is being
processed as if it were superimposed exclusively on a
white background. Thus the grey patch on the white
strip is seen to be darker than the one on the black
strip3. Similarly with the Benary triangles (Fig. 13b), it
is as if the upper triangle is analysed relative to the
white background and the lower one relative to the
black cross. Such extraction of elements of an image for
independent processing must occur at a higher level
than the retina and it is not surprising that the model
fails to predict these. Interestingly these two phenom-
ena have proven to be particularly challenging for all
models of brightness perception.
The effect of the addition of a line to the steps in the
Chevreul illusion and to Koffka’s ring cannot be ex-
plained by our model but it can be predicted by the
LEM and NNM which include elements that are gener-
ally associated with cortical processing. This suggests,
therefore, that these effects arise from processing car-
ried out beyond the retina.
3 It is interesting to note that in an early attempt at modelling using
2-D filters (though only at one scale) Moulden and Kingdom (1989)
concluded that purely ‘retinal’ models based on circularly symmetri-
cal filters were insufficient to account for their parametric data on
White’s effect. They argued that ‘computational models of brightness
perception must therefore be prepared to integrate the outputs of
more than one class of spatial filter’. Even in the light of more
powerful, multi-scale models, this conclusion still seems appropriate.
J.A. McArthur, B. Moulden : Vision Research 39 (1999) 1199–12191218
5. Conclusion
A 2-D ‘retinal’ model of brightness perception is
presented which appears to be quite successful at quali-
tatively replicating gradual changes in brightness, bor-
der effects and interactions between adjacent regions
(brightness contrast effects). This adds support to spec-
ulation that these phenomena could be attributable
primarily to retinal processing. Effects involving non-
adjacent interactions (referred to as brightness context
by Shevell et al., 1992) and other more complex effects
appear to be beyond its capabilities consistent with the
notion that higher levels of the visual system may play
a more important role in their generation.
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