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I. INTRODUCTION 
A function is defined to be a set of ordered pairs (x, y) 
> 
such that for each x there exists one and only one y. We are 
frequently faced with the problem of determining the corre­
spondence between a set of y values y^, y^, •••, y^, and a 
corresponding set of x values x^, x2, •••, x^. 
That is, suppose we have a set of N points in the real 
plane gnd denote them by (x^, y^), i = 1, 2, •••, N. Suppose 
also that the x^'s are distinct. Ideally, the problem is to 
find some function of x, say y = G(x), such that G gives us 
the correspondence between the y^'s and the x^'s. There might 
be various reasons why we would want G such as for finding 
other ordered pairs, for purposes of integration, etc. 
In the usual approach, we assume that the approximation 
function of the mathematical form of the correspondence G is 
known and can be written in the form 
(1.1) y = F(x; bx, b2, • • •, bm) 
where the m parameters b]_, bg, •••, bm, are to be determined 
in such a way that the approximation function given by (1.1) 
is the best representation of the relationship between the 
y^'s and the x^'s, in some pre-assigned sense. We assume that 
F is of class 0^) for some k. In general, we assume that 
H > m; that is, the number of given points is greater than or 
2 
equal to the number of parameters to be determined. 
In the above paragraphs, we have a statement of the 
general curve fitting problem. In least squares problems, the 
"pre-assigned sense" mentioned above is taken to be in the 
sense of least squares. Let the m-tuple (b1? b2, ''', bm) be 
represented by b. Then, Equation (1.1) can be expressed as 
(1.2) y = F(x, b) 
and for each i, i = 1, 2, •.., N; we can compute 
(1.3) zi=P(xi,b), 
where denotes the range point corresponding to the domain 
value x^ for the function F. Define I = 1(b) to be the sum 
given by 
N 2 
(1.4.1) I = E (y, - z,) 
. 1 = 1  
N p 
(1.4.2) = Z (y± - F(x1, b)) . 
i=l 1 x 
The least squares criterion requires that the parameters b be 
determined in such a way that their substitution into Equation 
(1.4.2) will make I minimum. 
Generally, in a linear least squares problem one would 
proceed to minimize I  by finding dl/dbj for each j, 3 = 1, 2, 
• m, and setting the results equal to zero to obtain the 
system of equations given by 
3 
(1.5) - 0, 3-1» 2, •••, m. 
This would lead us to m equations in m unknowns, the b^'s. 
The solution to this system of equations is called the least 
squares solution and is such that when substituted into Equa­
tion (1.4.2) makes I a minimum. However, in non-linear least 
e> 
squares problems, the parameters b^, bg, •••, bm, of the 
function F given in Equation (1.1) are such that at least one 
of the m parameters is expressed non-linearly in P. With this 
assumption, one generally does not proceed, as outlined above, 
to form the system of m equations in m unknowns given by 
Equation (1.5). The reason for not proceeding to find the 
system given by Equation (1.5) is that this system would not 
be made up of m linear equations in m unknowns. Under the 
assumption that all the parameters in P are linear, then the. 
system given by Equation (1.5) is made up of m linear equa­
tions in m unknowns. In general, the system would be very 
difficult to solve should some of the m equations of (1.5) be 
not linear. v 
h 
Since at least one of the m parameters in F is expressed 
non-linearly in a non-linear least squares problem, we must 
use a different approach to find a solution than we would in 
a linear least squares problem. 
There are maaay ways to approach the non-linear least 
squares function fitting problem but the most common approach 
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is to linearize the parameters by a Taylor's expansion of the 
function F. 
Let there be given an initial set of b^'s represented by 
b°; that is, b° = (b°, b°, •••, b°). This b° determines a 
point in the parameter space. Require F to be of at least 
class 0^ in some neighborhood of b°. From Taylor's Theorem 
for functions of several variables, we have, considering F as 
a function of the parameters, that 
(1.6) 
F(x, b) = F(x, b°) 
m 
+ Z (b. 
3=1 3 9* 
+ R 
b=b 
where 
R = 1 m 
s ii "i 
i!z 
m 
Z 
j,k=l 
j<k 
(b, -
k=p 
where p* is a point on the line segment joining the point 
determined by b° to the one determined by b. 
For R sufficiently small, we have that 
m 
(1.7) F(x, b)^F(x, b°) + E (bj - bj)-|2-
3-1 3 b=b 
Define 
5 
(1-8) = bj - b° , 3 = 1, 2, •••, m, 
and 
„ 8F(x. b) 
, j — I* 2, " •, m. (1.9) f, = ^ 
3 w3 b=b° 
With this notation, Equation (1.7) can be written as 
(1.10) F(x, b) F(x, b°) + S eUfXx) . 
j=l d 3 
Thus, for each i, i = 1, 2, •• •, N, 
n m 
F(%i, b)^ F(x1, b ) + S Pjfj(Xi) . 
j-1 
If we consider ^  as equality in the above expression, we can 
express Equation (1.4.2) for I as 
(1.11) I = ^  [7l - p(Xl) - ^  Sjfjt^)]2 
where F(x±, b°) is denoted by F(xi). 
The unknown parameters in Equation (1.11) for I are the 
@j1s. We observe, however, that the Ij's in Equation (1.11) 
are represented in such a way that we are lead to a linear 
system when we minimize I. In order to find £ = (9j_, Pg* ' ' ', 
0m) such that 1(9) will be a minimum, we must find Bl/d@j for 
each j, 3 = 1) 2, •••, m. This leads us to m linear equations 
in m unknowns if we set dl/dP-j = 0 for each 3, 3=1, 2, ..., 
m. 
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Now 
= 0, j — 1 > 2, • • •, m, 
implies that for each k, k = 1, 2, •••, m, 
N m 
(1.12) ^ f^[y^ - P(x1) - ^  @^fj ] = 0 . 
Equation (1.12) can be expressed as 
N m N 
(1.13) S fk £ Mi = S ffcCyi - F(x1) 3, 
i=i 3=1 30 i=l K 1 1 
where k = 1, 2, •••, m. In matrix notation, Equation (1.13) 
can be expressed as 
(1.14) 
where 
(1.15.1) 
(1.15.2) 
N 
A|3 = V-
Ê - (Pi» Pp> '''» Pm) » 
V' = 
»1 2 
jj fiCr, - »{*!> U. 
* f2Cyi i=l 
N 
F(%i) ], '<!/, E 'mCyi - F(=i) ] 
i=l 
and where A is an m by m matrix whose terms a ^  are given by 
(1.16) 
N 
a3k = ^ f3^xi^ ' fk^xi^ ' 
Since A has an inverse (A has an inverse for we can establish 
the fact that A is a positive-definite matrix), we can solve 
7 
for the 0j1 s by finding A""1 and using the relationship 
(1.17) l = A"'1V 
Prom (1.17), we can find 9-^, @2, •••, @m. Then, for each 
j, j = l, 2, m, bj - bj + @j. Thus, we can form b = j3 + 
b°. By taking this newly formed b vector as our corrected b0 ' 
vector, we can repeat the above process to form another vector. 
By continuing in this manner, we can form a sequence of vectors 
b°, b\ •••, b^, where b^ is the vector solution we have 
after the qJiii iteration. It is hoped that this sequence, b°, 
b\ •••, b^, ••., will converge but it may or may not depend­
ing on the problem at hand. It is also hoped that If the 
above sequence does converge, it converges to the desired 
least squares solution. Again, it may or may not depending on 
the problem at hand. In general, the answers to these ques­
tions concerning convergence are not known. 
In the above paragraphs, we have briefly discussed the 
usual method of handling the so called non-linear least squares 
problem. Parameters of a non-linear least squares problem can 
fall into one of two classes; the classes being (1) all the 
parameters are of the non-linear type, or (2) r, 1 < r < m, 
of the parameters are of the linear type and m - r of the 
parameters are of the non-linear type in a m parameter prob­
lem. 
In the several approaches to the non-linear least squares 
8 
problem nothing is done to take advantage of the fact that 
some of the parameters may be of the linear type. That is, in 
general practice, if the problem contains some linear parame­
ters and at least one non-linear parameter, the problem is 
handled as if all the parameters were non-linear. 
It is one of the purposes of this thesis to show certain 
ways in which one could handle a non-linear least squares 
problem, where some of the parameters are linear and some are 
non-linear, taking advantage of the fact that some of the 
parameters are linear. 
In this thesis, we also want to consider future research 
areas related to non-linear least squares. 
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II. LEAST SQUARES 
In this chapter, we want to discuss the question as to 
why we use least squares as opposed to some other means of 
finding a minimum such as least cubes or least absolute values. 
To the mathematician, least squares is often used solely be­
cause it is much easier to handle, as will be illustrated, and 
the results are considered to be "best in the sense of least 
squares". To the chemist or physicist, least squares is often 
used because it leads to the "most probable" solution, and the 
results are then often considered to be the "best". 
In order to illustrate the difference, we want to con­
sider the problem where we are given a set of points (x^, y^), 
i = 1, 2, •••, N; and where we suppose we want to fit 
(2.1) y = a + bx 
to these points. 
Suppose we consider the set of N points as a sample set. 
Assume that for any given x, y is a normally distributed 
2 
variate with mean a + bx and variance a independent of x. 
Then, the density of y is 
Cy - (a + bx) ]2 
(2.2) f(y; a, b, a2, x) = —e 2<j2 
V2TT cr 
Thus, we have the one-parameter family of normal distributions 
10 
for which a, b, and a2 are fixed. 
Ihe problem Is to determine the unknown parameters a, b, 
2 2 
and a . The method used to find a, b, and a Is called the 
method of maximum likelihood. The likelihood of y is 
ï r , -,2 
1=1 *-71 "a " 1J 
and thus 
(2.4) In L = - 1 in 2tt - ^  In cr2 
1 N r ,2 
C y i  
"
a
" '  
On putting the derivatives of In L with respect to a2, 
a, and b equal to zero, we obtain the equations 
p N p 
(2.5.1) Her = E [y, - a - bx,2 , 
i=l x 
N 
(2.5.2) S iJs - a - bx, _] = 0 , 
i=l 1 1 
N 
(2.5.3) E x, L y, - a - bx, J = 0 . 
1=1 1 
The last two above equations, Equations (2.5.2) and 
(2.5.3), are called the normal equations. We can solve the 
normal equations to find a and b : 
11 
N 
-l 
N 
. a N 
M -
*
 
r—
I 
W
 
II •
H Z 
1=1 *i 
N N 2 N b Z x, 
_ 1=1 
Z xf 
1=1 1 
Z 
1=1 
=1^ 1 
p 
Once we have a and b, we can compute c where 
2  1 %  - i 2  
a = n A Lyi " a ' bxi 3 • 1=1 
Suppose we consider thé same basic problem; that is, the 
fitting of y = a + bx to the set of N points (x]_, yj_), 
(Xg, y2)> (XJJ, yN). Suppose, however, that no assumption 
is made concerning the distribution of y. Suppose we decide 
to fit y = a + bx to these N points in the sense of least 
squares. To find a and b, we simply minimize 
(2.6) I(a, b) = Z [y - a - bx, ] 
1=1 1 
which leads to 
- — 
N 
-1 
N 
a N Z x, 
1=1 
Z 
1=1 *i 
N N N 
b Z x, 
_i=l H*
 
Il 
M
 
H
 A
 
1 
I—I 
M
 II •
H 
1 
Vi 
Now, in this second case, the only reason that we used 
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least squares is that It leads us to a system of two linear 
equations in two unknowns. Least cubes, least distance, least 
absolute values, etc., would not have lead us to such a system 
of equations for a and b. 
Once we have a and b, we can easily compute an estimate 
of the error by finding 
N 
I (a, b) = ^  [y^ - a - bx1 ]] . 
We observe that in both methods we are lead to the same 
set of two linear equations in two unknowns. Thus, we could 
(and it is often done) refer to both problems as least squares 
and approach the first problem by the method of least squares. 
However, we must remember that there is a basic difference 
in the basic problems depending on the initial assumptions. 
Hildebrand £ 10, page 264] gets at this difference in 
the problems by pointing out that the first problem is handled 
under the assumption that the 11 true" function is such that the 
residuals at each of the N points can be reduced to zero, but 
that the impossibility of achieving this end in the case at 
hand is due to the presence of independent random errors in 
the several observed values. He points out also that under 
this assumption, certain additional statistical information 
about the calculated coefficients can also be found. 
Mood 1314, page 309 ] points out that " there is a general 
13 
problem of curve fitting which is entirely unrelated to normal 
regression theory but which may be solved by formulas identi­
cal with those we have obtained for estimating regression 
coefficients". 
Hamming £ 8» page 226] points out that "There appears to 
be a widespread belief that the principle of least squares 
implies the normal law of errors, which states that the proba­
bility of an error in the interval x, x + Ax is given by 
k -k2x2 
e x 
' 
This belief is false, 
• We feel that it is necessary that the user of least 
squares understands the difference in the basic assumptions of 
the two problems in order to use least squares wisely. Many 
users of least squares refer to the results as being the 
"best" never concerning themselves with the question as to 
whether this is "best" only In the sense of least squares or 
"best" in that we have additional assumptions which allows us 
to find the "most probable" solution. 
For the purpose of this thesis, we will make no assump­
tions concerning the distribution of y. We will consider the 
values of the parameters as being "best" only in the sense of 
least squares. The problem and methods can be easily ex­
tended to the other case. 
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III. NUMERICAL METHODS 
Suppose that we have a set of N points in the real plane. 
Let these N points be denoted by (x^, y^), 1=1, 2, •••, N. 
Suppose that the x^'s are distinct. Suppose that the mathe­
matical form of the approximation function of the correspond­
ence G between the x^'s and the y^'s is of the form 
(3.1) y = F(x; b^, bg, •••, bm). 
We want to find or determine the m parameters b^, bg, 
•.•, bm, in such a way that the value 
(3.2) 1(b) = E Cy± - F(xv b) 32 
is a minimum. 
Suppose r, 1 < r < m, of the m parameters are linear and 
m - r of the m parameters are non-linear. In this chapter, 
we want to illustrate how we might find the m parameters by 
making advantageous use of the fact that r of the m parameters 
are linear. 
I . 
Suppose we have given an initial set of b.'s for the non-
? 3 
linear parameters. That is, for each non-linear parameter 
b,, we have an initial value b°. We can substitute these 
y j 
initial values into Equation (3.1) to obtain 
(3.3) y = F(x; bx, ..., br, b°+1, ..., b°) 
15 
where the representation of the parameters have been ordered 
such that the first r of the b^'s represents the linear param­
eters. 
We can now consider Equation (3.3) in the usual linear 
least squares way as all the remaining unknown parameters are 
linear. By taking 
(3.4) S = E [y^ - P(x1; b1, • • •, br, b°+]_, • • •, b°) ]2 
where S = S (b^, bg, • • •, br), we can find dS/db^ for each j, 
j = 1, 2, •••, r. By setting these r expressions equal to 
zero to obtain 
(3.5) =0, j = 1, 2, r, 
we are lead to a system of r linear equations in r unknowns 
which can be readily solved. Let this solution be represented 
by b°, bg, - b°. Now, b°, bg, •••, b°, is the best set of 
values for the linear parameters in the sense of least squares, 
given that br+^ = b°+^, •••, bm = b°. Now, we have a set of 
b's which we can represent by the vector 
b° = - - -, b°, b°+p b%) 
which we can use as a starting vector for the usual process 
for handling a non-linear least squares problem as illustrated 
in the first chapter. 
Since b]_, bg, br, are linear parameters, we can 
16 
express F of Equation (3.4) as 
(3.6) Pt^i bx, .... br, ..., b°) 
= b1H1(xi) + b2H2^xl^ + " ' + brHr(x1) + H(xi) 
where S(x^) serves as a "remainder" term. Now, by using 
Equation (3.6), we can express Equation (3.4) as 
N r p 
(3.7) S = E [y - E(x, ) - E b.HXxJ] . 
i=l 1 1 j=l 3 J -
Using the expression for S given in Equation (3.7), 
Equation (3.5) leads to a system of r linear equations in r 
unknowns which can be represented by 
(3.8) . D ky = w 
where 
(3.9.1) b^ = (b1, b2, *••, br), 
(3.9.2) w' = 
N 
E Zj ± - H(xi) 3-H1(xi) 
1=1 
N N _ 
E " H(x, ) 3 •H2(xi), •••, E ~ H(xi) 3"Hr(x1) 
1=1 1=1 
and D is a r by r matrix whose terms d are given by 
(3.10) djlc= E HjtliJ-H^tli) . 
Since D has an inverse (for it can be shown that D is a 
positive definite matrix), we can express Equation (3.8) as 
n 
v 
17 
(3.11) ^ = 3-1* . 
Thus, we start off with an initial guess for the non­
linear parameters and then we find b°, bg, •••, b°, so that 
(3.12) b° = (b°, b°, b°, b°+1, -, b°) 
is that value of b such that S, defined by Equation (3.4) or 
Equation (3.7) > is .a minimum. 
Thus, after solving the system defined by Equation (3.8), 
we have 
b% = (b°, b°, b°) 
which leads us to the b° vector of (3.12). 
Theorem 3.1: Consider the function F of Equation (3.4). 
Suppose that F is of class C2 in some neighborhood of b°. The 
b° vector, as defined above, is such that if we would use it 
as a starting vector for the usual process, as outlined in the 
first chapter; then v-^ = 0, v2 = 0, •••, vr = 0. 
Proof: Consider the function P of Equation (3.4) whose un­
known parameters bj_, bg, ••*, b , are all linear. Require P 
to be of at least class C2 in some neighborhood of b°. From 
Taylor's Theorem for functions of several variables, we have, 
considering that F is a function of the parameters, that 
18 
(3.13) F(x1; b-L, bg, •••, br, b°+1, •••, b°) 
= F(x1? b°, b°, •••, b°, b°+1, •••, b°) 
+ ji (bJ ' ^ % 
-r 
By using F(XJ_) = F(xj_, b°) and Equation (1.9) for j = 1, 
2, •••, r, we can" write (3.13) as 
(3.14) F(xi; b1$ bg, •••, br, b°+1, •••, b°) 
r y 
= F(xi) + E (ty - ty)'fj(x^) . 
3=1 
Note that since the unknown parameters of F are linear, 
the usual remainder term of the Taylor's formula is zero. 
By inserting Equation (3.14) into Equation (3.4), we have 
N _ r 0 _ 2 
S (bj - b^)•f1(xi) ] 
and therefore 
(3.15) S = Ê [y, - F(x,) - E , ° - , )]' 
1=1 1 3=1 J 3 . J 
(3.5) ||~ = 0 , 3 =1, 2, •••, r 
j 
implies 
N _ r y 
(3.16) E fic(x1) [>i - F(xi) - E (bj - %j)'fj(%i)] = ° 
1=1 3=1 
for each k, k = 1, 2, ••-, r. 
19 
However, b°, b°, •••, b°, were chosen in the least squares 
sense by using an expression for S equivalent to that of Equa­
tion (3.15). Thus, b^-'bj must be identically zero for each 
j, j=l, 2, •••, r. The expression b^ - b° represents the 
change in b^ to get to a solution in the least squares sense. 
Since we are already at a solution, this change must be zero. 
Now, with the above paragraph in mind, we see that we 
have from (3.16) that 
N 
(3.17) ^fj(xi)[yi -F^)] s0) j = 1, 2, r, 
which says that v^ = 0, = O, vr = 0 for Equation 
(3.17) defines the first r terms of the v defined by (1.15.2). 
Theorem 3.2: The r by r matrix D of Equation (3.8) whose 
terms d ^  are given by 
N 
(3.10) 6Jk = • 
is the upper left block of the m by m matrix A of Equation 
(1.14) whose terms a^ are given by 
N 
(1.16) a jk — Z fj(x^) " " 
Proof: By making use of the relationship given in (1.9), we 
can write 
20 
N BF(xv b) 
= Jl Bb. 
3F(%1, b) 
b=b dbn b=b 
Since b^, bg, •••, br, are linear parameters, we can 
express p of Equation (3.4) as 
(3.6) P(xi; blf •••, br, b^, •••, b^) 
= 
biH1(xi) + bgH2(x1) + '•• + brHp(x1) + H(x1) 
as pointed out earlier in this chapter. Now, 
(3.18) SF(V bl* ••••V br+l- V 
Bbj (
xi) 
for each j, j = 1, 2, •••, r.. Since b^, bg, b^, appear 
linearly in P, the expression H^(x^) involves no unknown 
parameters. It may involve terms made up of one or more of 
the known parameters b°+^, •••, b°; but since these are not 
unknown, H^ is a function of x^ only. Thus, 
9P(xi; bx, •••, br, b°+1, b°) 
^ 
can be said to be equal to 
âP(xi; bx, •••, br, br+1, • •, bm) 
db j b=b 
for j, j=l, 2, •••, r. This relationship will, however, not 
21 
be true for j, j = r+1, •••, m. 
Thus, it follows that 
a3k 5 djk 
for j, j=l, 2, •••, r and k, k = 1, 2, •••, r. Thus, the r 
by r matrix D is the upper left hand block of the m by m matrix 
A. 
At this point, we need to give a summary of how we can 
approach the problem outlined in the first three paragraphs 
of this chapter. 
We first make an initial guess on only the non-linear 
parameters. Using these non-linear parameter values, we use 
the usual method of linear least squares to find the linear 
parameters in 
(3.3) y = F(z; b1( •••, br, b°+r •••, b°) 
which gives us the vector 
b° = <b°v b°, b°+i> b°> . 
Now, we form the last m tot terms in the vector V given 
by Equation (1.15.2). We need not compute the first r terms 
of V for they are zero as shown in Theorem 3.1. 
Next, we form the remaining terms of the matrix A. We 
have shown that the matrix D, which we have already formed in 
order to get b°, bg, b°, is the upper left hand block of 
22 
A; thus, we need only compute the remaining terms of the 
matrix. When we are forming both D and A, we want to make 
advantageous use of the fact that the matrices will always be 
symmetric. When we form A~^ and D""\ we also want to use the 
fact that they also will be symmetric. 
How, we have a system such as 
all ''• alr " e alm ^l " "0 
arl ''' arr '' ' arm 9r 0 
ar+l 1 ' " ar+l r ar+l m 
• • • 
^r+l vr+l 
-
aml ''' ar+l m ' amm -*m - 1 
•
 
^
 
i 
We can solve this system for f3r+i> ' ', @m, and use these 
values to find a new set of values for br+]_> •••, br. With 
this new set of starting values for br+p br, we can 
repeat the above process. ByC-irepeating the process, we find 
k1 = (b^ b^, b^r b*) . 
By continuing in this manner, we can form a sequence of 
vectors b°, -b\ •••, b\ •••, where b^ is the vector solution 
"t* Vl 
we have after the q— iteration. The same problems concerning 
convergence of this sequence b°, b^, •••, b^-, •••, are here 
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that were pointed out in the first chapter of this thesis. 
In the system outlined by Equation (3.20), we do not need 
to solve for (3^ for j = 1, 2, • • • , r. We are only interested 
in pj for j = r+1, •••, m for in having these we can find the 
new values for br+]_, • • • , bm. Now, we could find 0]_, • • •, 0r, 
but these would not lead us to the "best" choice for b^, •••, 
by. The "best" choice comes from minimizing the S of Equation 
(3.4). 
Unless we use some approximate method, we will have to 
find A~^. However, we already have and we can use the 
bordering method to find A"™^" making advantageous use of the 
fact that we have B~^. In A~\ we are only interested in the 
last m - r row vectors since we need only 0 j for j = r+1, •••, 
m. Of these last m - r rows, we only need the right hand 
m - r terms as v^ = 0 for j = 1, 2, •••, r. Thus, we need 
only the lower right hand m - r by m - r block of the matrix 
A"-1-. However, if we use the bordering method or a similar 
method, we will have to compute most of the other terms in the 
upper right hand r by m - r block of A"""*". The lower left hand 
block will be the same as the upper right hand block due to 
symmetry in A. 
Certainly one very definite advantage to1 this proposed 
method over the usual method is that we need only make an 
initial guess for the non-linear parameters. This is even a 
greater advantage when the number of linear parameters exceeds 
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greatly the number of non-linear parameters. 
In the usual method, we have to make an initial guess on 
all the parameters whereas here we only make an initial guess 
on the non-linear parameters and the method selects the linear 
parameters in such a way that they are best in the sense of 
least squares given the initial guess on the non-linear param­
eters. Thu&f in the sense of least squares, we will always 
have a better choice of b° by this proposed method than by the 
usual method unless we happened to guess the least squares 
choice of the linear parameters. 
The choice of the starting vector can have much influence 
on whether or not we have convergence and whether or not we 
converge upon the least squares solution. 
Let I2 represent the value of the error I after comple­
tion of the first iteration by the proposed method. Let 
represent the value of the error I after completion of the 
first iteration by the usual method outlined in the first 
chapter. 
Theorem 3.3: Let I^ and be defined as above, then I]_ < 
Proof: It was pointed out in the paragraphs prior to the 
statement of the theorem under consideration that 
*o < Jo 
where I0 = I(b°) for the proposed method and JQ = I(b°) for 
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the usual method. We recall that the two b° vectors mentioned 
just above are different, in general. 
Let a represent the b vector found by the second method. 
Let £ represent the b vector found in the usual method. Now, 
in the sense of least squares, a0 is a better starting vector 
than £°, unless they are equal. Suppose we take a0 and use it 
as a starting vector for both methods. To form ^  and we 
use the system given by Equation (3.20) to form the last m - r 
1 1 
terms of the vector. Thus, a-1- and £ will have identical 
terms from the r+1 21 term of the vector through the m~ term 
(recall we are using a0 as the starting vector for both meth­
ods). 
However, the first r terms of the vector will, in 
general, be different from the first r terms of the vector 
For the first r terms are found by using Equation (3.20) 
i 
and solving for '"*> &r# For a , the first r terms 
are found by using the system given by Equation (3.8). Thus, 
the first r terms of £"*" are found by minimizing the error 
1 
given by Equation (1.11) whereas the first r terms of a are 
found by minimizing the error given by Equation (3.4). Now, 
Equation (3.4) is such that we are minimizing the true error 
function given by Equation (1.4.2) whereas Equation (1.11) is 
such that we are minimizing an approximate error function 
derived as given in the first chapter. Thus is the best 
choice of the b vector in the sense of least squares. Thus, 
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by starting with the same initial vector a0 (the best choice), 
we see that still 
Il < Jl . 
The only time that the equality holds -is when we are 
right at the solution as far as the linear and non-linear 
parameters are concerned. In general, 1^ < J^. 
Thus, it appears that we are always off to a better start 
by the proposed method. .We will present some examples of this 
fact in the fifth chapter. 
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IV. FUTURE RESEARCH AREAS 
In this chapter, we want to discuss various research 
questions related to the area of this thesis. 
The first problem area is as follows : We pointed out in 
the second chapter that we use least squares often out of 
convenience. Is it not reasonable to suppose that for certain 
problems, we would be better off with a solution based on 
least absolute values, least cubes, etc. It is true that it 
appears that such solutions are, in general, hard to find. It 
would appear that the "norm" we should use would depend on the 
problem at hand. 
The following theorem illustrates some of the above 
thoughts. 
Theorem 4.1: Let (x]_, y^), (x2, y2) and (x^, y%) be three 
points in the real x, y-plane such that x-^ < x2 < x^. Suppose 
it is desired to find a and b such that y = a + bx is the best 
fit to these three points in the sense of least absolute 
values; i.e., it is desired to find a and b such that 
is a minimum. Let (aQ, b ) be the solution of the equations 
(4.1) 
(4.2) 
a + bxx = j1 
a + bxj = y-j . 
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Then, I is a minimum when 
1 = V • 
Lemma: If Xj_ < x2 < x3> then |c + dx-J + |c + dx^| > |c + dx2| 
where c and d are any two real numbers and at least c or d is 
nofizero. 
Proof of Lemma: (i) d > 0. If d > 0 and c is any real number, 
then < x2 < x3 3-mPlj-eS that c + dxj_ < c + dx2 < c + dx^. 
If 0 < c + dX]_ < c + dx2 < c + dXj, then |c + dx^| > |c + dx2| 
and therefore |c + dx-jJ + |c' + dx^| > |c + dx2|. If c + dxj_ < 
0 < c + dx2 < c + dXj, then |c + dx^| > |c + dx2| and there­
fore |c + dxj| + |c + dx-j| > |c + dx21. If c + dx-^ < c + dx2 
< 0 < c + dXj, then |c + dx^| > |c + dx2| and therefore 
|c + dxj_| + |c + dXj| > |c + dx21. If o + dx^ < c + dx2 < 
c + dXj < 0, then |c + dx-J > |c + dx2| and therefore 
|c + dx^| + |c + dx-j| > |c + dx21. 
(ii) d < 0. If d < 0 and c is any real number, then 
X1 < x2 < x3 implies that c + dx^ < c + dx2 < c + dx^. If 
0 < o + dx-j < c + dx2 < c + dXp then |c + dx^| > jc + dx2| 
and therefore |c + dx^| + |c + dx^| > |c + dXg|. If c + dx^ 
< 0 < c + dxg < c + dX]_, then |c + dx^| > |c + dx2| and there­
fore |c + dX]_| + |c + dx^l > |c + dx2|. If c + dx^ < c + dx2 
< 0 < c + dX]_, then |c + dx-^j > |c + dx2| and therefore 
|c + dX]_| + |c + dXj| > |c + dx21. If c + dx^ < c + dx2 < 
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c + dxj_ < 0, then |c + dx^| > |c + dx2| and therefore 
| c + dx11 + | c + dXj | > | c + dXg |. 
(ill) d = 0. For d = 0 and c / 0, |c + dx-J + |c + dx^| 
> |c + dx2| becomes |c| >0 which is clearly true. 
Proof of Theorem 4.1: Since aQ and bQ are solutions of the 
Equations (4.2), the term (y-^ - aQ - b^x^) and the term (y^ -
aQ - bgXj) are identically zero. Let 
!(%' bo) = ly2 " ao - box2l = el * 
Assume that there exists some a* and b* such that 
3 
I(a*, b*) = ^  |y1 - a* - b*x1| = e2 < e± . 
Define a1 = a* - a„ and b' = b* - b. Now, at least a' or b' 
o o 
is nonzero for otherwise < e^. Now, 
3 
e 2  = E |yi - a* - b*x. | 
i=l 
= \7i - (a1 + aQ) - (b* + bQ)x1| 
+ !y2 - (a* + aQ) - (b1 + bQ)x2| 
+ |y3 - (a1 + aQ) - (b* + bQ)x5| 
= |-a' - b'x1| + |y2 - aQ - bQx2 - (a1 + b'x2)| 
+ |-a' - b'Xj| 
> |a' +b'x]_| + - |a1 + b'x2| + |a' + b'x^| 
= |af + b'x]_| + | a* + b'xjl - | a' + b'x2| + 
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Prom the above lemma, |a1 + b'x-jj + |a1 + b'x^j > |a' + b'Xgj 
and therefore it follows that (a1 + b'x-jj + (a1 +b'x^| -
|a1 + b'Xgl = p where p is some positive real number. Thus, 
eg - P + ei > ®i* We have a contradiction. Thus, y = aQ + 
bQx is the best fit in the sense of least absolute values. 
Any extension to more points of this theorem is likely 
to be very difficult to prove. It is interesting to observe 
that the choice of the best fit line is independent of y2. We 
also observe that it is independent of x2 as long as x2 is 
such that x-j^ < x2 < x^. In certain problems, it might be very 
desirable to find a fit not subject to some of the ordinates. 
The proof of this theorem for the three point case helps 
to illustrate the fact that working with other "norms" can 
lead to very difficult problems. Buck [3, page 299 3 
presents a problem concerning least distance. He discusses 
the solution to the problem and presents the necessary formu­
las to find a line L which "fits" a set of N uoints best in 
S 2 
the sense that it minimizes £ d. where d. is the distance 
j=l J 3 
from the point P ^ to the line L. This problem also illustrates 
that one might, at times, prefer least distance to least 
squares even considering the fact that it is more difficult. 
Another problem area is as follows: The function I = 
1(b) where 
$r 2 
(4.3) 1(b) = E [>i - P(x1, b) ] 
. i=l 
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is a function of m variables. The system of m equations re­
sulting from setting the m partial derivatives with respect to 
b]_, bg, •••, bm, equal to zero will not, in general, be a set 
of m linear equations since some of the b1 s are non-linear in 
P. Not much is known about the solution to such a system of 
equations. The solution, or solutions as the case may be, is 
usually very difficult to find. Buck Q 3, pages 285-299 3 
points out some of the problem areas in extremal properties 
for functions of several variables. Hildebrandt [ 11 ] and 
Graves discuss implicit functions and their differentials. 
They point out the problem areas with definite relationship to 
the very problem of least squares problem solution. Graves 
[7] also enlarges upon this problem area. This is a defi­
nite problem or research area. 
A third problem or research area is in reference to the 
so called "partial shift" rules being used in conjunction with 
finding the solution for non-linear least squares problems. 
Almost everyone who has ever written a non-linear least 
squares routine for computers seem to feel that in certain 
cases it is wise to have some sort of a partial shift rule to 
not only prevent divergence but also to speed up convergence. 
Many partial shift rules have been presented; however, their 
usefulness and validity seem to vary widely depending greatly 
on the problem under consideration. Too often they are chosen 
without reason or proof. For example, many users of non-
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linear least squares arbitrarily pick some number p, 0 < p < 1 
and usually close to 0.05, and then use pJB as their shift 
rather than £ itself. In some cases, this rule may be better 
than none but we certainly have no reason to suppose that each 
change should be held to some fixed percentage of the calcu­
lated shift. Maybe some of the components of J| should be 
allowed to move freely whereas others should be restricted. 
This rule does not allow for such a case. It could very well 
be the case that as p is taken closer to zero, the user is 
greatly increasing the number of iterations that is needed. 
On the other hand, some very elegant partial shift rules 
have been presented. Hartley [ 9 ] presents one such method 
which he refers to in his paper on the modified Gauss-Newton 
method. 
Again, the many partial shift methods presented in 
literature seem to depend greatly on the problem at hand in 
determining their validity and usefulness. The subject of 
partial shifts is certainly a research area in its own right. 
There almost exists as many rules as users. 
Another problem area or research area is . he subject of 
weighting. This subject relates to all least squares and 
related problems, linear and non-linear. Very little is known 
about how one should weight. 
Chandler [4 in an early paper, gives attention to 
what he calls the correct determination of weights. However, 
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he has a special problem and is doing it for a special purpose. 
Other users refer to correct determination of weights. Some 
users feel very free to weight as they so please. Can we 
really say that there exists only one correct way in weighting? 
Turning our attention in a somewhat different direction, 
we come to other research areas. We recall that since F(x, b), 
as defined in the first chapter, is not a linear function of 
the parameters b]_, bg, •••, bm; we expanded F in a Taylor's 
series about a point b° in the parameter space. The point b° 
is chosen in such a way that I(b°) is an approximate minimum. 
In many problems, the selection of b° could be very difficult 
to find. 
Now, in the Taylor's series expansion of F, we dropped 
all the terms but the first order terms. The resulting ex­
pression is linear in terms of increments of the independent 
parameters. We then solved for the increments in the usual 
least squares method as given in the first chapter. This re­
sulting increment vector is then added to b° to form a new 
b"*" vector and the process is repeated. The process is re­
peated until the resulting increments are very small or until 
the value of I, or the error, becomes stationary. 
We want to note here that it is sometimes the case that 
as we get close to the solution, the value of I will increase 
for a few steps and then decrease again. We want to remember 
at all times that we are not minimizing the true I but an 
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approximate I. For this very reason, we can at times be at a 
solution but due to the method we force a change and come 
away from the minimum error for a few steps. 
Let the set of simultaneous equations for the itera­
tion be represented by 
(4.4) \ Êq = ' 
Now, had the linear approximation to F(x, b) for the q— 
iteration been exact, then the matrix would not change on 
successive iterations. Thus, as we come in closer to the 
solution, the linear approximation becomes more exact and the 
matrix A becomes more stationary. 
Bodewig [ 1, pages 143-206] discusses some of the as­
pects of the problem where the user could maybe form the 
matrix A once, then form A"1 and use it for two or more itera­
tions. After a few iterations, the user could form a new A 
and A"^. Certainly, the aspects of this idea need to be con­
sidered in much greater detail than Bodewig considers them. 
There, is a definite weakness in this idea for we know that the 
matrix will always vary some until the solution is found. 
Bodewig (% 1, page 185 3 als° presents the following 
theorem: 
Theorem: When instead of the system Ax = V, the system 
Bx = V with the neighboring matrix B is solved and the right 
sides are computed as residual vectors in the first system, 
35 
that is, if the chain of equations 
Bx^ = 
where 
y(i) _ y(i-l) _ AxU-1) 
with 
= v 
is solved, then x^ and converge linearly towards the 
null vector if the matrix 0 = 1- AB~^ has all its roots in 
the unit circle, that is, if B is sufficiently close to A and 
if the dominant root is real. In this case, therefore 
= x^ + x^1) + • • • . 
Bodewig T 1, page 143 ] points out that in some least squares 
problems, the diagonal elements dominate strongly over the 
other elements. In some cases, the main diagonal and the 
super and lower diagonals dominate strongly. In such cases, 
some users feel that this B can be selected as A where all the 
terms of A not found on the main, super, and lower diagonals 
are then set to zero. Certainly, this is a research area. We 
cannot always handle the problem in this manner. In fact, it 
appears that it is a special case when this substitution can 
be done. Other users select B in a different way than pre­
sented above. 
We also wish to point out that one could be able to make 
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use of the eigenvalues of 0 to help develop formulas to give 
a "best" partial shift rule. 
Another research area with reference, this time, to the 
proposed method is in reference to the system given by (3.20). 
We need to consider the problem of what is the simplest way of 
finding Pr+i> •••> Pm. We would hope that this could be done 
without having to always find the upper right hand block of 
the matrix A. 
It could also very well be the case that the suggestions 
made by Bodewig could be applied to the system (3.20) with 
much success. For example, B could be taken to be the matrix 
whose upper left hand r by r block is the same as the upper 
left hand r by r block of A (since we already have its inverse). 
Then maybe we could, for the rest of the B matrix, consider 
only the diagonal, supper diagonal and lower diagonal terms. 
In this chapter, it has been our hope to present what 
could be very interesting research problems. 
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V. NUMERICAL EXAMPLES 
In this chapter we want to present the results of working 
a particular problem both by the usual method, as presented in 
the first chapter and the proposed method as presented in the 
third chapter. The problem we have taken is the same problem 
presented by Hartley £ 9 U • Hartley presents this problem 
to illustrate what he calls a modified Gauss-Newton Method. 
In conjunction with his method, he uses a partial shift rule 
which he feels to be very reliable. We will also compare our 
results with his results. 
The problem is as follows: Suppose we have given the six 
points (-5, 127), (-3, 151), (-1, 379), (1, 421), (3, 460), 
and (5, 426). Suppose we want to fit these six points to the 
function defined by 
where b = (b^, bg, b^). Now, b^ and bg are linear parameters 
whereas b^ is a non-linear parameter. It follows that 
where I = 1(b). 
In Table 1, we show the results of the first nine itera­
tions using the usual method with b° = (580, -180, -.16). In 
Table 2, we show the results of the first nine iterations 
(5.1) F(x, b) = b]_ + bge 
(5.2) 
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Table 1. First nine cycles of iteration by the usual method 
with starting values (580, -180, -0.16) 
Cycle bl b2 b3 I 
0 580.0000 -180.0000 -0.1600 27376.62 
1 490.4215 -121.1175 -0.2231 14585.55 
2 528.6963 -163.7892 -0.1851 13778-74 
3 515.9190 -148.5400 -0.2068 13407.53 
4 525.6404 -159.7516 -0.1965 13393.82 
5 522.0208 -155.4472 -0.2010 13390.53 
6 523.8095 . -157.5434 -O.I99I 13390.17 
7 523.0855 -156.6891 -O.I999 13390.10 
8 523.4009 -I57.0602 -0.1996 13390.09 
9 523.2608 -156.9035 -O.I997 13390.09 
using the proposed method with the same b°. In Table 3, we 
present the results that Hartley found for this problem using 
his modified Gauss-Newton method with his partial shift rule. 
Since the measure of fit is given by I, we will want to 
use the value of I in order to compare the methods. We ob­
serve that the value of I by the proposed method is less than 
the corresponding I values by both of the other two methods. 
As far as computational time is concerned, the proposed 
method and the usual method are very close. Hartley's method 
is much more elaborate. 
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Table 2. First nine cycles of iteration by the proposed 
method with starting values (580, -180, -0.16) 
Cycle b2 b3 I 
0 580.0000 -180.0000 -0.1600 27376.62 
1 510.8577 -142.1919 -0.2148 13439.27 
2 529.4896 -164.2056 -O.I929 13400.16 
3 520.8487 -154.0511 -0.2025 13391.82 
4 524.3841 -158.2170 -0.1985 13390.41 
5 522.8559 -156.4182 -0.2002 13390.15 
6 523.4990 -157-1756 -O.I994 13390.10 
7 523.2266 -156.8548 -0.1998 13390.09 
8 523.3422 -156.9909 -0.1996 13390.09 
9 523.2944 -156.9349 -O.I997 13390.09 
Table 3. First three 
method with 
cycles of iteration by the Hartley's 
starting values (580, -180, -0.16) 
Cycle bl b2 b3 I 
0 580.0000 -I80.0000 -0.1600 27376.82 
1 495.2080 -124.2620 -O.2197 14590.58 
2 524.9600 
-159.2730 -O.I9O6 13639.10 
3 519.4220 -152.4880 -0.2035 13394.35 
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We also wish to note that should one wish to do so, one 
could make use of the partial shift rule presented by Hartley 
along with the proposed method. The partial shift rule would 
only be applied to the non-linear parameters. However, to 
join the two would certainly increase the computational time 
for each iteration. 
In Table 4, we present the results of the first nine 
iterations using the usual method with b° = (555, -140, -0.18). 
For this same b°, we present the results for the first nine 
iterations by the proposed method in Table 5. In Table 6, 
Table 4. First nine cycles of iteration by.the usual method 
with starting values (500, -140, -0.18) 
Cycle b^ bg b, I 
0 500.0000 -140.0000 -o.1800 18282.50 
1 512.3209 -144.5700 -0.2153 13504.36 
2 527.5789 -162.2189 -0.1931 13412.26 
3 520.4855 -153.6805 -0.2025 13392.39 
4 524.3187 -158.1498 -0.1984 13390.46 
5 522.8340 -156.3943 -0.2002 13390.15 
6 523.5037 -157.1815 -0.1994 13390.10 
7 523.2235 -156.8512 -0.1998 13390.09 
8 523.3435 -156.9925 -0.1996 13390.09 
9 523.2927 -156.9327 -O.I997 13390.09 
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Table 5. First nine cycles of iteration by the proposed 
method with starting values (500, -140, -0.18) 
Cycle 
*1 "a b3 I 
0 500.0000 -140.0000 
-0.I800 18282.50 
1 516.5659 -148.9833 -0.2076 13403.69 
2 526.4197 -160.6086 -0.1962 13392.72 
3 522.0268 -155.4412 -0.2011 13390.55 
4 523.8607 -157.6013 -0.1990 13390.18 
5 523.0744 -156.6756 -0.1999 13390.10 
6 523.4083 -157.0687 -0.1995 13390.09 
7 523.2652 -156.9003 -0.1997 13390.09 
8 523.3261 -156.9721 -0.1996 13390.09 
9 523.3019 -156.9435 -0.1997 13390.09 
Table 6. First three 
method with 
9 
cycles of iteration by the Hartley's 
starting values (500, -140, -0.18) 
Cycle bi b2 b3 I 
0 500.0000 -140.0000 -0.I800 18428.00 
1 511.1560 -143.9720 -0.2125 13433.10 
2 521.0400 -154.8840 -O.2OO9 13392.94 
3 523.8050 -157.5320 -O.I99I 13390.23 
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we present the results that Hartley found for this same prob-
As we get closer to what appears to be a solution, the 
value of I by all three methods approaches the same value. 
In the remaining tables, we present the results for the 
first nine iterations by both the usual method and the pro­
posed method. We, in some cases, select the starting values 
close to the least squares values; whereas in other cases, we 
select the starting values away from the least squares values. 
We observe that, in each case, the proposed method is 
better. This is much more the case when the b° is not a good 
choice. That is, for a very good choice of b°, the two methods 
will handle this problem about equally. 
We also observe that when b° happens to be a poor choice, 
it appears that the proposed method is much more stable. In 
particular, we note in Table 15 where the value of I gets very 
large then again decreases. In this same table, we also ob­
serve how the fit goes from a -100 for bg to +156.8501 for bg 
on the next cycle only to be followed by a -101.5565 on the 
third cycle. Then, in Table 16, we present the same problem 
by the proposed method. 
lem and b°. 
/ 
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Table 7« First nine cycles of iteration by the usual method 
with starting values (500, -140, -0.19) 
Cycles bl "2 b3 I 
0 500.0000 -140.0000 -O.I9OO 16025.20 
1 518.8772 -151.8534 -0.2063 13415.86 
2 525-5100 -159.5913 -0.1969 13392.26 
3 522.1878 -155.6410 -O.2OO9 13390.42 
4 523.7476 -157-4699 -O.I992 13390.15 
5 523.1142 -156.7229 -0.1999 13390.10 
6 523.3903 -157.0476 -0.1996 13390.09 
7 523.2730 -156.9094 -O.I997 13390.09 
8 523.3215 -156.9666 -0.1996 13390,09 
9 523.3034 -156.9452 -O.I997 13390.09 
Table 8- First nine 
method with 
cycles of iteration by the proposed 
starting values (500, -140, -0.19) 
Cycles bl b2 b3 
I 
0 500.0000 -140.0000 -0.1900 16025.20 
1 519-8316 -152.8497 -0.2037 13393.58 
2 524.8492 -158-7639 -O.I979 13390.75 
3 522.6625 -156.1904 -0.2004 13390.21 
4 523.5839 -157.2755 -O.I994 13390.11 
5 523.1924 -156.9145 -0.1998 13390.09 
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Table 8 (Continued). 
Cycles 
*1 b2 b3 I 
6 523.3556 -I57.0068 -0.1996 13390.09 
7 523.2878 -156.9270 -0.1997 13390.09 
8 523.3171 -156.9615 -0.1997 13390.09 
9 523.3063 -156.9487 -0.1997 13390.09 
Table 9- First nine cycles of iteration by the usual method 
with, starting values (450, -100, -0.14) 
Cycles bl b2 b3 I 
0 450.0000 -100.0000 -0.1400 48028.47 
1 449.1517 . - 78.1936 -0.3372 20832.63 
2 516.1659 -154.0438 -0.1364 30268.13 
3 438.5056 - 67.2410 -0.2760 24393.34 
4 526.6645 -163.9930 -0.1048 43652.18 
5 265.1861 -108.8051 -0.3632 896533.08 
6 511.1667 -148.6040 -0.5165 2637518.30 
7 484.8792 -113.1139 -0.4015 242302.28 
8 503.9202 -140.0220 -0.2467 19872.68 
9 529.3468 -165.6284 -0.1883 13469.44 
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Table 10. First nine cycles of iteration by the proposed 
method with starting values (450, -100, -0.14) 
Cycles b1 bg b-, I 
0 450.0000 -100.0000 -0.1400 48028.47 
1 506.0007 -136.3798 -0.2213 13490.12 
2 532.4886 -167.7086 -0.1898 13411.68 
3 519.7695 -152.7763 -0.2037 13393.72 
4 524.8791 -158.7991 -O.I979 13390.77 
5 522.6499 -156.1755 -0.2004 13390.21 
6 523.5908 -157.2836 -0.1993 13390.11 
7 523.1894 -156.8111 -0.1998 13390.09 
8 523.3585 -157.0101 -0.1996 13390.09 
9 523.2860 -156.9249 -O.I997 13390.09 
Table 11. First nine cycles of iteration by the usual method 
with starting values (450, -200, -0.14) 
Cycle bl b2 b3 I 
0 450.0000 -200.0000 -0.1400 78344.70 
1 449.1515 - 78.1938 —0.2386 27608.31 
2 529.5031 -165.4083 -0.1483 22360.68 
3 469.5222 - 99.2634 -0.2448 16314.96 
4 529.4149 -165.6090 -0.1649 16994.56 
5 497.2019 -128.2926 -0.2230 13743.35 
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Table 11 (Continued). 
Cycles 
*1 b2 b3 I 
6 528.6859 -163.7741 -0.1872 13610.43 
7 517.2745 -150.0517 -0.2055 13401.59 
8 525.2676 -159.2951 -O.I97I 13392.24 
9 522.2783 -155.7462 -0.2008 13390.37 
Table 12. First nine 
method with 
cycles of iteration by the p 
starting values (450, -200, 
roposed 
-0.14) 
Cycles bl b2 b3 I 
0 450.0000 -200.0000 -0,1400 78344.70 
1 506.0007 -136.3798 -0.2213 13490.12 
2 532.4886 -167.7086 -0.1898 13411.68 
3 519.7695 -152.7763 -0.2037 13393.72 
4 524.8791 -158-7991 -O.I979 13390.77 
5 522.6499 -156.1755 -0.2004 13390.21 
6 523.5908 -157.2836 -0.1993 13390.11 
7 523.1894 -156.8111 -0.1998 13390.09 
8 523.3585 -I57.OIOI -0.1996 13390.09 
9 523.2861 -156.9249 -O.I997 13390.09 
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Table 13. First nine cycles of iteration by the usual method 
with starting values (350, -50, -0.14) 
Cycles b1 bg b^ I 
0 350.0000 - 50.0000 -0.1400 81226.05 
1 449.1508 
- 78.1947 -0.5344 668375.30 
2- 482.3384 -108.9928 -O.3197 39976.79 
3 519.4723 -157-4240 -0.1838 14417.17 
4 515.1054 -147.6375 -0.2085 13408.09 
5 526.1039 -160.3253 -O.I957 13396.18 
6 521.7040 -155.0806 -0.2013 13390.78 
7 523.9219 -157.6768 -0.1989 13390.21 
8 523/0319 -156.6261 -0.2000 13390.11 
9 523.4226 -157.0858 -0.1995 13390.09 
Table 14/ First nine 
method with 
cycles of iteration by the 
starting values (350, -50, 
proposed 
-0.14) 
Cycles bl b2 b3 I 
0 350.0000 - 50.0000 -0.1400 81226.05 
1 506.0007 -136.3798 -0.2213 13490.12 
2 532.4886 -167.7086 -0.1898 13411.68 
3 519.7695 -152.7763 -0.2037 13393/72 
4 524.8791 -158.7991 -0.1979 13390.70 
5 522.6499 -156.1755 -0.2004 13390.21 
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Table 14 (Continued). 
Cycles b1 b2 b3 1 
6 523.5908 '"-157-2836 -0.1993 13390.11 
7 523.1894 -156.8111 -0.1998 13390.09 
8 523.3585 -157.0101 -0.1996 13390.09 
9 523.2861 -156.9249 -0.1997 13390.09 
Table 15. First nine cycles of iteration by the usual method 
with starting values (400, -100, -0.1) 
Cycles b^ bp b^ I 
0 400.0000 -100.0000 -0.1000 70619.48 
1 217.5594 +156.8501 -0.5673 8623634.90 
2 477.9525 -101.5565 -0.6702 6681764.60 
3 466.3496 - 80.0053 -0.5362 698105-75 
4 482.0838 -108.5713 -0.3268 46365.39 
5 518.1419 -156.0860 -0.1868 14182.58 
6 517.0470 -149.7973 -0.2067 13400.99 
7 525.5986 -159.7002 -o.1966 13393.14 
8 522.0&44 -155.5209 -0.2010 13390.49 
9 523.7856 -157.5150 . -O.I99I 13390.16 
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Table 16. First nine cycles of iteration by the proposed 
method with starting values (400, -100, -0.1) 
Cycles b-|_ b 2 b^ I 
0 400.0000 -100.0000 -0.1000 70619.48 
1 497.8852 -126.5986 -0.2331 13625.71 
2 538.5325 -174.7358 -0.1838 13446.16 
3 517-7853 -150.4287 -0.2061 13399.10 
4 525.8189 -159.9033 -0.1969 13391.82 
5 522.2684 -155.7260 -0.2008 13390.40 
6 523.7587 -157.4813 -0.1992 13390.15 
7 523.1176 -156.7266 -0.1999 13390.10 
8 523.3890 -157.0461 -0.1996 13390.09 
9 523.2741 -156.9107 -0.1997 13390.09 
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