Abstract
Introduction
High recognition rates achieved in isolated word recognition have made the use of voice-command a reliable choice in many applications. The dependence of the recognition rate on the amount of data collected during the training session is a problem since long training sessions are boring for the user. On the other hand, when the training session is kept short, the errors in the statistical model parameters may yield unacceptable recognition rates. This paper reports the construction of a Bayesian Causal Tree (BCT) framework to improve the recognition rate in an isolated word recognition problem under the extreme insufficiency of training data, in particular with single utterance training. The major problem addressed is the compensation of errors due to highly inaccurate statistical information obtained from the training data. The proposed BCT structure is used to fuse the information about the length of the word, about the voicing at the beginning and end of the word, and the information derived from the Hidden Markov Model (HMM) likelihood values. Specific methods are used to generate the information about the word length and voicing strength. In addition to the BCT process, estimation of correct covariance matrices of HMM states is also handled. This is based on the observation that one of the most destructive effects on the recognition rate is due to the incorrect covariance values.
The proposed method first performs the HMM evaluation for the test utterance. Then, the final decision is made by the BCT process on one of the three candidates that are most likely according to the HMM evaluation. The HMM structure employed assumes single mixture densities and has five states. The feature vectors contain cepstral-like parameters (and derivatives) obtained by using a tree structured nonuniform filterbank with 21 channels of the following form: 8x62.5 Hz., 8x125 Hz., 2x250 Hz., 2x500Hz. and 1000 Hz. The sampling frequency is 8 kHz.
The training phase steps of the whole evaluation process is described in the next section and the steps in the testing phase are given in Section 3. Results and conclusion are presented in Section 4.
Training Phase
HMM Parameters: Generation of HMM parameters is done by using conventional methods [1] . However, insufficient training data threatens the reliability of estimated parameters, which are diagonal covariance matrices of each HMM state, their means and the transition probabilities. Experiments show that very small covariance values (especially for short words with the same number of HMM states for all words) caused by insufficient data (extreme case is 2-3 frames/state) create the major problem. It is observed that, short words like 'in' (means 'get down' in Turkish), are misclassified as one of the long words like 'Eskiºehir' (a city in Turkey). This shows that small covariance values together with unreliable means may yield very small likelihoods. Even if this phenomena occurs only in one state, the observation likelihood of this state becomes so small that it cannot be compensated by the good fit in the other states. So it is expected to improve the performance by modifying the covariance matrices. This idea is not new and has been used in various works and it is known as "variance flooring" [1] . Our approach is not a simple threshold based modification but to recover the variance information by utilising the variance of whole word. This is a smoothing operation and such kind of smoothing has been also used both in speech processing and in pattern recognition to estimate the unknown probabilities of rare events [2] . The algorithm in this work, first, compares each diagonal entry of a particular covariance matrix to a threshold, which is determined experimentally. Those entries smaller than the threshold are replaced by the variance of the same entry evaluated over the whole word.
BCT Parameters: The Bayesian Causal Tree (BCT), [3] , [4] , used in this study contains 4 nodes. Three leaf nodes are connected to the root as in Figure 1 . N 1 incorporates "length" information; N 2 and N 3 incorporate "voiced strength" at the beginning and at the end of the word, respectively.
The random variable, L, associated with N 1 gives statistical information about the length of a word. L takes the value '1' for short words and '2' for long words. The probabilities related to L for the i th word in the dictionary are given by where M i is the length (in frames) of the i th word in the dictionary. The maximum frame length, 100, is chosen to be ~20% longer than longest word in the dictionary to account for possible inclusion of longer words. The minimum length, 10, has been verified to be shorter than the shortest Turkish word. So a word of length 100 is a long word with probability 1 and a word of length 10 is a long word with probability 0. Note that a linear function is used to assign the probabilities. However, some other function that probably contains saturation region for long and short words may work as well. All a priori length probabilities, p{L=2|w=w i }, i=1,…,S, (S: size of the dictionary) are calculated during the training phase.
The random variable, V b , associated with N 2 indicates the voicing strength at the beginning of a word. V b takes the value '1' for unvoiced and '2' for voiced. The probabilities are assigned based on the ratio, H, of the power in the highest two frequency bands to the total power in the lowest 2 nd to 6 th frequency bands. The first band is not included in this calculation because of its high noise content due to the poor microphone and environmental noise. The possibility of improper startpoint detection led us discard the first frame and obtain H as the sum of the particular ones in the 2 nd to 5 th frames. Specifically, 
where c=3.8 has been set experimentally. The logarithm has been determined to be a proper choice since H has a wide dynamic range and becomes very large in most of the unvoiced regions.
The random variable, V f , associated with N 3 is defined similar to V b except that H is obtained from the last 2 nd and 3 rd frames. Then, the probability, p{V f =1|w=w i }, is obtained as in the right hand side of (2).
All a priori voicing probabilities, p{V b =1|w=w i } and p{V f =1|w=w i }, i=1,…,S, are calculated during the training phase.
Testing Phase
At the root node the random variable, w, takes three values, '1','2','3'. They correspond to the three candidate words that are most likely according to the HMM evaluation. Final decision is made on one of these three words, and is based on the a priory probabilities of each word, p{w=1}, p{w=2}, p{w=3}, and the probabilities that come from the leaf nodes.
A priori probabilities are obtained from the HMM likelihoods of each word. These likelihoods indicate the degree of match between the test utterance and the words in the dictionary. As they are not true probability values, they are converted to a priori probability values as follows.
where l j is the HMM log-likelihood of the word w j and t=2.3 has been determined experimentally. l j 's are logarithmic values so they are normalised with respect to the number of frames as in (3).
Bayesian causal tree is used to obtain the final decision. For this purpose, first, a causal tree, as shown in Figure 1 , has to be formed whose parameters are derived from the three candidate words. As the second step, the probabilities of L, V b and V f random variables are found for the test utterance. Note that these probabilities are given by equations (1) and (2). Next step is to calculate the a posteriori probabilities of each word given the information about L, V b and V f . This is done by calculating the information flow from the leaves to the root by using the conditional probability matrices P L (L | w), P Vb (V b | w) and P Vf (V f | w). In the case of interest, these are 2x3 matrices that are formed from the training phase data as follows.
The information flow is provided by multiplying the transpose of these matrices by the 2x1 vectors p L (L), p Vb (V b ) and p Vf (V f ), respectively;
The probabilities in the above vectors are calculated for the test utterance. The resultant vectors are called
The final a posteriori word probability is calculated by elementwise multiplying the four, 3 dimensional probability vectors at the root node. These four vectors are i) a priory probabilities of three words that come from HMM's using Eqn. 3, ii) Γ Γ L found by the flow from node N 1 iii) Γ Γ Vb and iv) Γ Γ Vf .
After the proper scaling of the entries in this final vector, the word corresponding to the highest value wins.
Results and Conclusion
The improvement in recognition performance has been tested with a dictionary of 60 Turkish words. All the tests are performed with single utterance training and testing with delays in the order of a few days after training. The recognition rate based on only HMM likelihoods is 59.8 %. The incorporation of variance modification without the BCT processing raised the recognition rate to 87.5 %. Finally when the BCT processing is included 92.2 % recognition rate is achieved. The considerable improvement in the performance is obtained at the expense of very small (can be truly ignored) increase in the computation time.
Current research is towards the inclusion of a parameter adaptation scheme by utilising the data coming during the testing phase. The extent to which adaptation will be useful depends on the specific application that uses the word recognizer. In particular, the frequency of the use of voicecommands, the uniformity in using voicecommands of the dictionary are some items to be considered in this sense. The method proposed in this paper can also be used in conjunction with an adaptation scheme.
