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Abstract
The pricing and hedging of complex derivative secu-
rities via Monte Carlo simulations of stochastic differen-
tial equations constitutes an intensive computational task.
To achieve real time execution, as often required by -
nancial institutions, one needs highly efcient implementa-
tions of the multi-point distributed random variables under-
lying the simulations. In this paper a fast and exible dedi-
cated hardware solution is proposed. A comparative perfor-
mance analysis demonstrates that the hardware solution is
bottleneck-free and exible, and signicantly increases the
computational efciency of the software solution.
1. Introduction
In finance the evolution of security prices underlying
derivative contracts is described by stochastic differential
equations (SDEs). To price a derivative security it requires
to estimate the expectation of a function, the payoff, of the
solution of the underlying SDE at a given maturity time.
A widespread method, the only feasible one when the un-
derlying securities follow a high dimensional SDE, is the
Monte Carlo method. As explained in [?], to price an option
via Monte Carlo simulation one uses a weak approximation
of the underlying SDE. Here only an approximation of the
probability distribution is needed, while a pathwise strong
approximation is relevant for other problems, such as sce-
nario simulation or filtering. In a weak Taylor scheme, it is
then possible to replace the Gaussian random variables ap-
proximating the increments of Wiener processes with much
simpler multi-point distributed random variables that match
certain moments. For instance, one can use two-point dis-
tributed random variables that match the first three mo-
ments of the Wiener process increments in a simplified Eu-
ler scheme. For a second order weak Taylor scheme one
needs three-point distributed random variables. Such multi-
point distributed random variables can be generated based
on random bits, i.e. random variables with only the two pos-
sible values 0 and 1, each with probability 0.5.
The main reason for replacing the Gaussian random vari-
ables with variables based on random bits is simulation
speed. Typical financial simulations can take hours or days
to run even on powerful servers, thus making “real time”
evaluation unfeasible. In [?] it was shown that random bit
generators (RBGs) significantly increase the computational
efficiency of simplified weak Taylor schemes. However, in
many applications a further speedup is required. There-
fore, in this paper we present a dedicated hardware solu-
tion, based on a Field Programmable Gate Array (FPGA),
for the generation of random bits and the associated multi-
point distributed random variables that is able to provide
a further, significant speedup. The choice of an FPGA as
a dedicated hardware solution is mainly due to its flexibil-
ity, allowing the user to program different RBGs accord-
ing to the order of convergence of the weak Taylor scheme
employed. Moreover, the “randomness” of the random bits,
which is crucial for an effective Monte Carlo simulation, is
strictly related to the order and the coefficients of the un-
derlying polynomial [?]: on the FPGA, the user is free to
program the most suitable polynomial for any given appli-
cation.
For the purpose of performance analysis, we can identify
three different levels where speedup measurement can be
performed: a) the generation level, measuring the speedup
in the generation of random numbers alone; b) the system
level, accounting for additional terms such as the required
transfer of the random numbers from the generator to other
system units; eventually, c) the application level, measur-
ing the overall speedup on the final application. In particu-
lar, in solutions where random numbers are generated by an
FPGA and used by a host processor as in our case, system-
level performance must be carefully taken into account in
order to prevent efficiency bottlenecks.
In [?], an FPGA implementation of random number gen-
erators (RNGs) was proposed, but mainly for cryptograph-
ical applications. Such applications carry the additional re-
quirement that the generated random sequence should be
hard to guess. Therefore, they cannot be based on the sim-
plest and most efficient generators such as the linear shift
register generator that we instead use in this work. In [?],
FPGA implementations of various RNGs were presented
which could be appropriately used in financial simulations.
However, [?] presents no system-level performance analy-
sis. In our work, instead, we propose a fast RBG implemen-
tation on an FPGA and we accurately describe its system
performance in a PC architecture. The proposed approach
proved able to achieve high system-level speedups (up to
10 times) with respect to an optimized software-only im-
plementation for a large range of RBGs differing in poly-
nomial order, number of non-null coefficients and scheme
order. Moreover, we also proved a significant application-
level speedup in a real application.
2. Weak Taylor Schemes
Although the results presented in this section can be ex-
tended to multi-dimensional SDEs with time dependent co-
efficients, let us consider for simplicity the SDE
dXt = a(Xt)dt+ b(Xt)dWt (1)
for t ∈ [0, T ], with X0 ∈ R, where W = {Wt, t ∈ [0, T ]}
is a standard Wiener process. We address here the problem
of computing the expected value of a payoff function g(XT )
of the solution of the SDE (1) at a final time T , as needed,
for instance, to obtain the price of a derivative security.
Let us construct a discrete time approximation Y ∆ =
{Y ∆t , t ∈ [0, T ]} of the solution X = {Xt, t ∈ [0, T ]}
of (1) on an equidistant time discretisation 0 = t0 < t1 <




We say that a discrete time approximation Y ∆ converges
weakly to X at time T with order γ if for each polynomial
g there exists a positive constant K, which does not depend
on ∆, and a ∆0 > 0 such that
ε(∆) = |E(g(XT ))− E(g(Y ∆N ))| ≤ K∆γ (2)
for each ∆ ∈ (0,∆0).
The first method that we consider for the approximation
is the well known Euler scheme given by
Yn+1 = Yn + a(Yn)∆ + b(Yn)∆Wn, (3)
where∆Wn =Wtn+1 −Wtn =
√
∆ ξn is the Gaussian in-
crement of the Wiener process W for n ∈ {0, 1, 2 . . . , N −
1}, with ξn ∼ N (0, 1) and Y0 = X0. The Euler method
(3) achieves an order of weak convergence γ = 1.0. As ex-
plained in [?], it is possible to replace the Gaussian random
variables ∆Wn by two-point distributed random variables
∆Ŵ 2n , where






yielding the simplied Euler scheme
Yn+1 = Yn + a(Yn)∆ + b(Yn)∆Ŵ
2
n . (5)
Since the two-point distributed random variables ∆Ŵ 2n
match the first three moments of the Gaussian random vari-
ables ∆Wn, the simplified Euler scheme (5) still achieves
an order of weak convergence γ = 1.0.
When high accuracy is required, it is important to be
able to construct approximations with higher orders of weak
convergence. As shown in [?], if we add more terms from
the Wagner-Platen expansion to the Euler scheme (3), then
we obtain the order 2.0 weak Taylor scheme

































For the sake of simplicity, in equation (6) and in the follow-
ing we suppress in the notation the dependence of the co-
efficients on the numerical approximation Yn, that means
a = a(Yn) and b = b(Yn) for n ∈ {0, 1, 2 . . . , N − 1}.
In this case we can replace the Gaussian random variables
∆Wn and ∆Zn with expressions involving the three-point
distributed random variables ∆Ŵ 3n , with









and we obtain the second order simplied method































Since the multi-point distributed random variables appear-
ing in scheme (8) match the first five moments of those ap-
pearing in (6), method (8) still achieves an order of weak
convergence γ = 2.0.
For any given weak Taylor scheme it is possible to re-
place the Gaussian random variables with simpler multi-
point distributed ones. As explained in [?], if the multi-
point distributed random variables match the first 2γ + 1
moments of the Gaussian random variables in a weak Tay-
lor scheme of order γ, then the resulting simplified Tay-
lor scheme achieves the same order of weak convergence γ.
For higher order schemes, however, it might be more effi-
cient to generate a Gaussian random variable rather than a
multi-point distributed one that matches the first 2γ+1mo-
ments based on random bits. For this reason, we consider
here up to the order 3.0 weak Taylor scheme.
In the order 3.0 weak Taylor scheme, detailed in [?], the
required multi-point distributed random variables need to
match the first seven moments of the Gaussian ones. In [?] a
corresponding four-point distributed random variable∆Ŵ 4n
was proposed, where




















12− 4√6 . (9)
However, such a four-point distributed random variable (9)
cannot be efficiently implemented with the method based on
random bit generation described below. Instead, we present
here a five-point distributed random variable ∆Ŵ 5n , with















that still matches the first seven moments and is suitable for
a highly efficient implementation.
The multi-point distributed random variables and the
corresponding RBGs to be presented can be applied to
any weak scheme, including for instance derivative free
and implicit schemes. Moreover, many other applied sci-
ences such as economics, insurance, physics, population dy-
namics, epidemiology, structural mechanics, chemistry and
biotechnology employ models often specified via SDEs and
thus can greatly benefit from the above methods.
3. Multi-point Distributed Random Variables
Based on Random Bit Generators
In [?] a highly efficient software implementation of sim-
plified schemes based on RBGs has been proposed. The
two-point distributed random variables∆Ŵ 2n that constitute
the core of the simplified Euler scheme (5) can be efficiently
obtained with a single RBG, which is an algorithm that gen-
erates a bit 0 or 1 with probability 0.5. Random bits can be
obtained via a linear shift register generator. This genera-
tor, used in digital communications [?], relies on the theory
of primitive polynomials modulo 2. These are special poly-
nomials of the form
y(x) = 1 + c1x+ . . .+ cn−1x
n−1 + xn, (11)
with coefficients ci ∈ {0, 1}. A primitive polynomial mod-
ulo 2 of order n defines a recurrence relation for obtaining
a new bit from the n preceding ones with maximal period,
which is 2n − 1. The recurrence is given by:
an+1 = c1an ⊕ c2an−1 ⊕ . . .⊕ cn−1a2 ⊕ a1, (12)
where an+1 is the new bit obtained from the {ai, i ∈
(n, . . . , 1)} preceding ones and ⊕ is the “exclusive or” op-
erator. Thus, RBGs can be efficiently implemented in C via
bitwise operations, see [?] and [?]. In [?] a Monte Carlo
simulation of an option pricing problem using the simpli-
fied first order scheme (5) with the RBG (12), provided a
speed up of about 28 times when compared to a first or-
der scheme based on Gaussian random variables.
For a first order simplified scheme, each bit obtained
from the RBG is used to generate a value for the two-
point distributed random variable by a simple look-up op-
eration (0 → √∆, 1 → −√∆). For a second order simpli-
fied scheme (8), one bit is not sufficient to generate a value
for the required three-point distributed random variable,
∆Ŵ 3n . However, a sequence of three generated random bits
is first used to generate 8 equiprobable values. Then, with an
acceptance-rejection method we discard 2 of them, use 4 to
generate the 0 value for the random variable and use 1 each
for values+
√
3∆ and−√3∆. For the third order simplified
scheme, the random variable is five-point distributed with
the probability distribution (10). In this case, a sequence of
five random bits is used to generate 32 equiprobable com-
binations. The acceptance-rejection method discards 2 of
them, uses 10 to generate the 0 value, 9 each for values
+
√






Figure 1. The system architecture
Given the variety of schemes and the compelling
need for fast generation, we have decided to imple-
ment the multi-point distributed Random Variable Genera-
tor (RVG) on a high-performance FPGA, the Altera Stratix
EP1S1OB672C6. By using an FPGA, the user can ob-
tain high speeds and easily adapt the generator to the
changing application requirements. Fig. 1 shows our pro-
posed system architecture for a personal computer plat-
form. The FPGA device is the core of a PC daughter card
connected to the host processor via the PCI bus. We can de-
scribe the system’s operations as divided in three phases:
in phase 1, the FPGA generates a new set of random val-
ues (in a TFPGA average time per value). In phase 2, the
FPGA transfers such a set in a compact, encoded for-
mat to the host memory via burst bus cycles for maxi-
mum communication efficiency (in a Tcomm average time
per value). In phase 3, the host processor is ready to
serve the requests for random values from the simula-
tion software. At each request, the host processor de-
codes one encoded value and returns it to the caller (in
a Tdec average time per value). In this way, the simula-
tion software sees the system through the same function
interface of a conventional software-only implementa-
tion and requires no further modifications. More impor-
tantly, we coordinate these phases so that the simulation
software uses the current set of generated random val-
ues while the FPGA concurrently produces a new set
(phase 1), thus obtaining a significant speedup. The com-
plete time models for the simulation are given in the fol-
lowing. In the general case, we can write:
Texe = Tuse + Tgen, (13)
where Tgen is the average time spent for generating a multi-
point distributed random value, Tuse is the average time
spent by the rest of the simulation software in using it and
their sum, Texe, is the average total execution time per value.
In the case of a conventional software implementation
Tgen = TgenSW is the time taken by the execution of a func-
tion that generates and returns one multi-point distributed
random value to the caller. In order to provide the most
unbiased performance comparison, we have implemented
such a function as a highly speed-optimised C macro.
With our system, instead the simulation software uses the
current set of random values while the FPGA concurrently
generates a new set. In this way, if the generation time on
the FPGA, TFPGA, is shorter than the use time, Tuse, the for-
mer does not add up to the total execution time. This con-
straint was largely satisfied in all our experiments. Hence,
Tgen = TgenHW can be expressed as:
TgenHW = Tcomm + Tdec, if TFPGA < Tuse. (14)
4. Experimental Results and Performance
Analysis
In order to provide a comparative performance analy-
sis, we have implemented both software and hardware ver-
sions of the RVG for a comprehensive variety of parameters.
In particular, the three dimensions of the polynomial order,
number of non-null coefficients, and order of weak Taylor
scheme are considered. All software components have been
compiled with the MS Visual C++ 6.0 compiler unless oth-
erwise stated and time measurements performed on a Pen-
tium 4 Mobile 2.0 GHz personal computer.
Figure 2. The generation time as a function of
the polynomial order
4.1. Variable polynomial order
For a primitive polynomial modulo 2, a polynomial or-
der n guarantees a period of 2n − 1 for the generated ran-
dom sequence. It is known that the accuracy of a simulation
based on a pseudo-random sequence is compromised when
the sequence length is substantial when compared with the
period of the RNG. In the light of this, high order polynomi-
als should be preferred. However, in a software implemen-
tation one faces an increase in generation time when using
high order polynomials, since they cannot be mapped onto a
single primitive-type operand. Instead, the hardware imple-
mentation does not suffer from any predefined operand size.
Fig. 2 shows the generation time Tgen, in nanoseconds, for
the software and hardware implementations as a function
of the polynomial order. Tgen grows steadily for a software
implementation as it requires multi-operand operations. In-
stead, the time for hardware remains constant. In our tests,
even larger polynomial sizes proved not to introduce any
further delay in FPGA performance.
4.2. Variable number of non-null coefficients
The “randomness” of the random bits, which is crucial
for an effective Monte Carlo simulation, is strictly related
not only to the order of the generating polynomial but also
to the choice of its (non-null) coefficients [?]. However, in
a software implementation a programmer is tempted to use
polynomials with few non-null coefficients, as each intro-
duces an additional computational load. Fig. 3 shows that
the software implementation suffers from a proportional de-
lay. Again, the time instead remains constant for our hard-
ware implementation as TFPGA remains less than the Tuse in
all cases of practical interest.
Figure 3. The generation time as a function
of the number of non-null coefcients (for a
polynomial order of 31)
4.3. Variable order of the weak Taylor scheme
When high accuracy is required, higher order of the weak
Taylor schemes will eventually increase the computational
efficiency, even though both the scheme and the multi-point
distributed random variables are more complex. In any case,
speeding up the computation of the random variables has a
dramatic impact on the simulation time. Fig. 4 shows the
generation time, Tgen, in nanoseconds, for the software and
hardware implementations as a function of the order of the
weak Taylor scheme. Once again, the software time grows
steadily, up to 80 ns per value in a third order scheme. The
hardware time, instead, increases negligibly. Actually, the
increase in Tgen is due only to the larger size of the encoded
random values (which grows as dlog2 ne with the n num-
ber of points of the multi-point distributed variable) which
has an impact on the transfer time, Tcomm, and the decod-
ing time, Tdec.
Table 1 reports the speedup of the proposed hardware so-
lutions with respect to the optimised software implementa-
tion for both the generation time, Tgen, and the total simu-
lation time, Texe, for the pricing of a European call option
with the underlying security following a geometric brow-
nian motion, see [?]. For the generation time, the speedup
is simply computed as Sgen = TgenSW /TgenHW . For the ex-
ecution time, the speedup is instead computed as Sexe =
Figure 4. The generation time as a function of
the scheme order (for a polynomial order of
31)
(Tuse + TgenSW)/(Tuse + TgenHW). We recall here that Tuse ac-
counts for the simulation software other than the generation
of the random values and is the same in both cases. More-
over, for this application, Tuse is always several times greater
than TFPGA, proving that the time model in (14) easily holds
in such a real case. Table 1 shows that not only is the gen-
eration time improved, but the overall application strongly
benefits from the hardware acceleration. This is due to the
large percentage of the total execution time typically spent
on the random value generation by the software. Moreover,
the speedup increases with the order of the polynomial (and
the number of its non-null coefficients – not shown in table),
thus becoming even more significant in the case of high ac-
curacy simulations.
Table 2 reports comparative results for a conventional
software implementation based on Gaussian variables and
the proposed hardware implementation. The first column of
Table 2 shows the Tuse values for the aforementioned appli-
cation. The next two columns report the generation times for
the software implementation based on Gaussian variables
and the proposed hardware implementation for a period of
231 − 1. As Gaussian random number generator we use
the routine gasdev, see [?]. Times are reported in nanosec-
onds per random value and Tuse and TgenGauss have been mea-
sured by using the Mingw port of the GCC compiler for
convenience. Eventually, the last column reports the cor-
responding speedup on the execution time computed as
Sexe = (Tuse+TgenGauss)/(Tuse+TgenHW). Such an application-
level speedup proves very high, ranging between 8 and 26
for different scheme orders. For the Gaussian-based im-
plementation, the generation time of a random number is
independent of the scheme order, while for the proposed
hardware implementation based on multi-point distributed
random variables the generation time of a random num-
ber grows with the scheme order. However, Table 2 shows
Sgen(31) Sexe(31) Sgen(521) Sexe(521)
Order 1 1.43 1.11 2.32 1.32
Order 2 6.84 2.26 9.94 2.93
Order 3 5.88 1.76 8.01 2.09
Table 1. The speedup between hardware and
software solutions
Tuse TgenGauss TgenHW Sexe
Order 1 14.00 509.62 5.85 26.38
Order 2 47.00 509.62 8.40 10.05
Order 3 57.00 509.62 12.57 8.13
Table 2. Execution times and speedup for a
conventional software implementation based
on Gaussian variables and the proposed
hardware solution
that the generation time for the hardware implementation
is generally much lower and grows only slowly with the
scheme order, thus retaining a significant speedup even for
the higher orders.
5. Conclusions
In this paper we have presented a dedicated hardware
solution on an FPGA for the generation of multi-point dis-
tributed random variables for use in a PC environment. The
proposed solution uses a high-performance FPGA for fast
and flexible generation of the random bits and the asso-
ciated multi-point distributed random numbers. Moreover,
the random numbers are transferred to the host processor
in an encoded format with PCI burst cycles for maximum
communication efficiency. Thanks to this bottleneck-free
system design, the obtained speedups in the generation of
multi-point distributed random variables range from 1.4 up
to about 10 times, with the higher speedups correspond-
ing to higher polynomial orders. We also report relevant
speedups of up to 2.41 in the total simulation time for an
application in finance. It is important to note that other ap-
plied sciences (such as economics, insurance, physics, pop-
ulation dynamics, epidemiology, chemistry and biotechnol-
ogy) whose models are often specified via SDEs and solved
by Monte Carlo simulations, can benefit greatly from the
proposed hardware solution.
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