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Introduzione
Sono moltissime le esperienze che si lasciano descrivere come eventi inseriti in
una struttura dotata di un ordine. Si pensi all’ordine determinato dallo scorre-
re del tempo: c’è un prima e c’è un dopo. Il linguaggio naturale si è dotato dei
tempi verbali proprio per esprimere le relazioni temporali: ‘ieri sono andata al
cinema’, ‘domani andrò a teatro’. L’evento ‘andare al cinema’ oppure ‘andare a
teatro’ ha luogo in un preciso ordine temporale. Espressioni come dopodomani,
l’altro ieri, in futuro, in passato stabiliscono un ordine tra eventi che può essere
schematizzato con un diagramma del tipo
. . .
ieri oggi domani dopodomani
. . .
ove la relazione temporale prima di è indicata dalla freccia›Ñ. L’enunciato ‘Da
domani smetto di fumare’ chiama in causa tutti gli istanti futuri a partire da
domani.
La logica modale studia quegli enunciati del linguaggio naturale il cui valore
di verità non dipende solo dallo stato (mondo, istante) in cui l’enunciato è pro-
ferito, ma anche da altri stati. Eva sposerà Giorgio è vero nel mondo attuale, se
in un mondo futuro rispetto a quello attuale, Eva sposa Giorgio.
Mondi alternativi a quello attuale erano già stati autorevolmente evocati per
render conto della nozione di necessità; secondo Leibniz, una verità si dice ne-
cessaria se è vera in tutti i mondi possibili. I mondi possibili sono modi in cui il
mondo attuale avrebbe potuto essere, alternative possibili del mondo attuale, e il
mondo attuale è solo uno (il migliore!) dei mondi possibili. In Leibniz i mondi
possibili sono monadi e fra di essi non intercorre alcuna relazione:
Ciò che li accomuna è che in ognuno di essi si realizzano tutte le verità neces-
sarie.
L’analisi dei concetti di necessario, possibile, impossibile, contingente hanno
occupato logici e filosofi sin daAristotele. Basti pensare alle discussioni intorno
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alle condizioni di verità dei futuri contingenti: ‘Domani ci sarà una battaglia a
Salamina’ oppure alla teoria dei sillogismi modali.
Scopo di questa introduzione non è quello di tracciare una storia, ancorché sin-
tetica, delle logiche modali1, quanto quello di mostrare la varietà degli ambiti
che trovano un’analisi significativa attraverso la metafora dei mondi possibili,
ovvero dal considerare simultaneamente insiemi di situazioni, mondi, istanti,
stati di cose. Inoltre gli elementi di questi insiemi non sono, in generale, co-
stituiti da monadi, bensí sono in relazione fra di loro. Ci occuperemo quindi
di strutture relazionali costituite da un insieme W di elementi di base (mondi,
istanti, ecc) e da una relazione binariaR che connette questi elementi. R è detta
relazione di accessibilità e se il mondow è relato al mondo v, in simboliwRv, allo-
ra v è detto accessibile rispetto a w. Una struttura è, pertanto, una coppia xW,Ry
che graficamente possiamo disegnare con cerchietti (i mondi) e con frecce che
rappresentano la relazione R.
. . .
La presenza della relazione R è di fondamentale importanza, come vedremo.
Notiamo subito che se R è la relazione vuota, ritroviamo, come caso limite,
le monadi leibniziane; se invece W contiene un solo mondo ed R è riflessiva,
ritroviamo una struttura classica.
Per parlare di questo tipo di strutture dotate di relazione di accessibilità occorre
un linguaggio più ricco del linguaggio della logica classica. Un tale linguag-
gio si ottiene, nel caso più semplice, aggiungendo al linguaggio della logica
proposizionale classica un connettivo unario, solitamente indicato con l. Il
linguaggio cosí ottenuto è detto linguaggio modale ed in esso, se A è una formu-
la ben formata, lo è anche lA. Di conseguenza, espressioni del tipo lA Ñ A,
A_ lA, lAÑ llA, lp A_l Aq sono formule ben formate.
Il termine modale risale ad una classificazione medievale secondo la quale gli
enunciati sono proferiti secondo varie modalità: dichiarativa, negativa, della
possibilità, dell’impossibilità, della necessità, ecc2. Di fatto, con linguaggio mo-
1Per questo rimandiamo a: Bellarin, Lindstrom, Mugnai, ...
2citare
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dale si intende un qualsiasi linguaggio contenente uno o più connettivi non
vero-funzionali.
L’idea che sta alla base di tutto l’impianto delle logiche modali è molto sempli-
ce:
l’enunciato ‘lA’ è vero in un mondo w
se e soltanto se
‘A’ è vero in tutti mondi che stanno nella relazione R con w
Come spesso capita con le idee semplici, anche la definizione appena data ha
una storia lunga e complessa. Non vogliamo ripercorrere i passaggi che hanno
portato a considerare le modalità, ad esempio ‘è necessario che’, come facenti
parte del linguaggio oggetto piuttosto che del metalinguaggio, né di come si sia
arrivati a considerare insiemi di mondi interrelati fra loro piuttosto che insiemi
di monadi. Ci interessa solo ricordare che la semantica dei mondi possibili ha
trovato la sua formulazione definitiva in una serie di articoli del logico ameri-
cano Saul Kripke a partire dal 1959 e che per questo va anche sotto il nome di
semantica kripkeana.
Ma torniamo al linguaggiomodale. Caratteristica interessante è che l’operatore
l ammette piú letture. La formula lA può leggersi non solo come A è neces-
sario, ma anche A è obbligatorio, Si sa che A, Si crede che A, Sempre in futuro A,
Sempre in passato A, ecc. Combinando l’operatorel con la negazione, possiamo
definire un nuovo operatore, 3, l’ operatore duale di l, ponendo 3A :“  l A.
Diamo qui di seguito alcune letture dell’operatore l insieme al suo duale 3.
lA 3A
E’ necessario che A E’ possibile che A
Sarà sempre vero che A Sarà talvolta vero che A
E’ sempre stato vero che A Talvolta è stato vero che A
E’ obbligatorio che A E’ permesso che A
Si sa che A E’ plausibile che A
E’ dimostrabile nell’aritmetica di
Peano che A
E’ consistente con l’aritmetica di Peano
che A
Dopo ogni esecuzione del program-
ma, A è vero
Esiste almeno una esecuzione del
programma che termina, ed A è vero
Leggiamo alcune formule modali.
Lettura aletica:
lAÑ A Se A è necessario, A è vero
lAÑ 3A Se A è necessario, A è possibile
lAÑ l3A Se A è necessario, A è necessariamente possibile
 3A A è impossibile
lAØ  3 A A è necessario se e solo se è impossibile che A sia
falso
3lAÑ l3A è possibile che A sia necessario solo se è necessario
che A sia possibile
Lettura deontica:
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lA_l A è obbligatorio A oppure è obbligatorio non A
lAÑ llA Se è obbligatorio A, allora è obbligatorio che sia
obbligatorio A
3AÑ l3A Se A è permesso, allora A è obbligatoriamente
permesso
lpA Ñ Bq ^ lA Ñ
lB
Se è obbligatorio che A implichi B
e A è obbligatorio allora B lo è a sua volta
Dalla definizione dell’operatore 3 data prima discende che
l’enunciato ‘3A’ è vero in un mondo w
se e soltanto se
‘A’ è vero in almeno un mondo che sta nella relazione R con w
Caratteristica della semantica kripkeana, che ne ha determinato la grande for-
tuna, è la sua versatilità. Al variare vuoi delle proprietà della relazione R, vuoi
dell’interpretazione stessa di R, riesce a offrire modelli astratti per costrutti
linguistici tutt’affatto diversi. Vediamone alcuni.
Linguaggio aletico. Possiamo intrattenere diverse concezioni di necessità: la ne-
cessità logica piuttosto che la necessità fisica. In quest’ultimo caso v è un mondo
accessibile rispetto aw, ovverowRv, se in esso valgono tutte le leggi della fisica
che valgono in w e quindi lA sta a significare che ‘A è conseguenza delle leggi
della fisica’. In particolare, lA è vero nel mondo attuale se A è vero in tutti
quei mondi che soddisfano le leggi fisiche del mondo attuale. Ne segue che nel
mondo attuale lpx † cq è vero nella lettura fisica, ove c è la velocità della luce
e x la velocità di un corpo materiale.
D’altra parte, se lA è interpretato come ’è logicamente necessario che A’, i
mondi accessibili rispetto a quello attuale saranno i mondi che soddisfano le
leggi logiche del mondo attuale e quindi è logicamente possibile che nel mondo
attuale lpx † cq sia falso.3 Nel caso della necessità logica sembra naturale
assumere che R sia una relazione riflessiva, simmetrica e transitiva.
Linguaggio deontico. lA si legge ’A è obbligatorio’ e wRv sta a significare che v
è un mondo moralmente ideale alternativo a w, un mondo in cui tutti gli ob-
blighi di w sono onorati. In questo caso non vogliamo che la relazione R sia
riflessiva perchè implicherebbe, fra l’altro, che il mondo attuale è un’alterna-
tiva moralmente ideale di se stesso e quindi uno in cui tutti gli obblighi sono
onorati. E questa tesi non è facilmente sostenibile!
Linguaggio epistemico Fanno parte di questo linguaggio espressioni del tipo ’si
sa che A’ e ’si crede che A’ (anche se più propriamente nel caso di ’si crede
che’ dovremmo parlare di linguaggio doxastico). Nel linguaggio naturale l’o-
peratore di conoscenza (o di credenza) non è usato solo in modo impersonale,
anzi nella maggior parte dei casi si usano espressioni del tipo “Giorgio sa che
A”, “Maria crede che A”. Per rendere conto di queste locuzioni si utilizzano
linguaggi epistemici con agenti dando cosi’ luogo a linguaggi multi-modali,
ovvero con più di un operatore modale. Fissato un numero finito k di agenti si
3L’esempio è preso da Goldblatt, 1993.
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introducono k operatori modali 1l, . . . , kl, uno per ogni agente, e parallelamen-
te altrettante relazioniR1, . . . , Rk; quindi una struttura per tale linguaggio sarà
del tipo xW,R1, . . . , Rky e wRjv, 1 § j § k, sta ad indicare che v è un mondo
compatibile con lo stato epistemico dell’agente j nel mondo w. jlA ci dice che
in ogni mondo compatibile con lo stato epistemico di j in w A è vero. Si noti
che nel caso qui presentato non abbiamo postulato alcun rapporto fra le varie
relazioni R1, . . . , Rk.
Linguaggio per sistemi di transizione Supponiamo di voler descrivere il comporta-
mento simultaneo di un numero anche infinito numerabile di ‘azioni’, ognuna
delle quali può essere pensata come un programma oppure come un modulo
di un programma. Avremo bisogno di un insieme infinito numerabile di indici
I, uno per ogni azione e per ognuno di essi un operatore il. Parallelamente le
strutture dovranno contenere un umero infinito di relazioni di accessibilità Ri,
una per ogni azione. Possiamo pensare ad una tale struttura come alla descri-
zione di possibili stati di una macchina. wRiv si legge “quando la macchina e’
nello stato w e si trova sottoposta all’azione esterna i, allora passa nello stato
v”. L’azione i non necessariamente genera un unico effetto sullo stato w. Pos-
siamo ben avere chewRiv ewRiz, quindi l’azione i fa passare la macchina vuoi
nello stato v o nello stato z in modo indeterminato. ilA è dunque vero nello
stato w se in ogni stato raggiungibile attraverso l’azione i, A è vero e i3A è vero
nello stato w se esiste uno stato raggiungibile attraverso l’azione i ed in quello
stato A è vero.
Linguaggio temporale. Nel contesto del discorso temporale ci troviamo di fronte
ad una grande varietà di opzioni, vediamone alcune. Gli elementi di W sono
intesi come momenti del tempo. Se wRv significa “v viene dopo w”, allora lA
sta a significare che “da ora in avanti A”, ovvero “sempre in futuro A”, mentre
3A sta a significare che “talvolta in futuro A”. Dualmente se wRv significa ’v
viene prima di w’, allora lA sta a significare che “sempre in passato A”. Più
significativo è il caso in cui si considerano in uno stesso linguaggio sia l’ope-
ratore “sempre in futuro” che “sempre in passato” e quindi abbiamo bisogno
di notazioni diverse per ognuno di essi, banalmente useremo l` per sempre in
futuro e l´ per sempre in passato. Analogamente le nostre strutture saranno
dotate di due relazioni R` e R´. I due concetti di passato e futuro sono pe-
rò interrelati fra loro nel senso che v è nel futuro di w se e soltanto se w è nel
passato di v. Quindi dobbiamo assumere questa interrelazione fra R` e R´,
stipulando che una struttura temporale è del tipo xW,R`, R´y, in cui R` è la
relazione inversa di R´:
wR`v sse vR´w
“Strutture temporali” molto studiate sono quelle in cui W è l’insieme dei nu-
meri naturali, o l’insieme degli interi o dei razionali o l’insieme dei reali e R`
è la relazione < oppure §.
Un’altra possibilità interessante studiata da Rob Goldblatt è considerare vari
ordinamenti dei punti nello spazio tempo di Minkowski a quattro dimensioni
(vedi pag 45 di Goldblatt [1992] oppure Goldblatt [1980] ) oppure studiare co-
me fanno Rescher e Urquhart [1971] ‘strutture temporali non-lineari, in cui il
futuro ammette ‘ramificazioni”.
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Linguaggi temporali molto espressivi sono quelli che contengono operatori
binari come Since e Until col significato che
ASinceB è vero ora se e soltanto se in passato A e nel frattempo B,
AUntil B è vero ora se e soltanto se in futuro A e nel frattempo B.
Esempi: [ho preso quel medicinale] Since [sto meglio], che potremmo espri-
mere idiomaticamente con “Da quando ho preso quel medicinale, sto meglio”.
[Paolo telefona] Until [sto a casa] che potremmo esprimere idiomaticamente
con “Sto a casa fino a che Paolo nonmi telefona”, (da notare il non pleonastico).
Linguaggio dinamico. L’idea di base è quella di associare ad un programma ↵
di un linguaggio di programmazione una modalità ↵l, sì che la formula ↵lA è
da intendersi “ogniqualvolta il programma ↵ termina, viene a trovarsi in uno
stato in cui A è vera”. Caratteristica fondamentale del linguaggio dinamico è
che l’insieme delle modalità formano una struttura algebrica determinata dalle
operazioni di composizione, test, unione e iterazione.
La composizione ↵;  dei programmi ↵ e   corrisponde alla composizione del-
le rispettive relazioni di accessibilità R↵ e R  e eseguire ↵;  significa “prima
esegui ↵ e poi  ”.
testA? corrisponde alla relazione di identità parziale sugli insiemi di stati in
cui la formula A è vera e eseguire testA? significa “se A è vero, vai avanti,
altrimenti stop”.
L’unione ↵ Y   corrisponde all’unione delle due relazioni di accessibilità R↵
e R  , eseguire ↵ Y   significa ”esegui ↵ o esegui   a piacere (in modo non
deterministico)”.
L’iterazione ↵‹ del programma ↵ corrisponde alla chiusura riflessiva e transiti-
va della relazione di accessiblitàR↵ e eseguire ↵‹ significa “ripeti ↵ un numero
finito di volte”.
Il campo delle logiche modali è vastissimo e, non potendo certo darne una pa-
noramica esauriente, terminiamo questa breve carrellata con una logica molto
famosa, la logica della dimostrabilità. In un articolo del 1933 Kurt Gödel accen-
na brevemente al fatto che la dimostrabilità può essere vista come un operatore
modale. Questa interpretazione ha dato luogo in particolare allo studio delle
proprietà formali della dimostrabilità nell’aritmetica di Peano (PA) in cui lA
si legge come “A è dimostrabile in PA” e 3A come “A è consistente con PA”.
Questa linea di ricerca ha dato risultati molto interessanti e verrà brevemente
discussa nel capitolo 7.
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Semantica kripkeana in azione
Una struttura xW,Ry può essere rappresentata da un diagramma in cui i cer-
chietti rappresentano gli elementi di W e le frecce rappresentano la relazione
R. Esempio
‚
‚‚
‚
w
v
s
z
In questo casoW è l’insieme tw, z, v, su e le frecce ci dicono che z è accessibile
da w, wRz; w è accessibile da se stesso, wRw; z è accessibile da se stesso, zRz;
v è accessibile da w, wRv; s è accessibile da v, vRs. Si noti che s non è relato ad
alcun mondo, neppure a se stesso.
Una struttura xW,Ry da sola non ci dice niente sui valori di verità degli enun-
ciati nei vari mondi, abbiamo bisogno di arricchirla con ulteriori informazioni,
ovvero quali enunciati atomici sono veri in quali mondi. Un modello assolve esat-
tamente a questo compito, esso consiste di una struttura e di una funzione di
interpretazione che ci dà l’informazione desiderata. Supponiamo per estre-
ma semplicità che il linguaggio contenga solo un enunciato atomico p. Data
una struttura come quella descritta nell’esempio, rappresenteremo alcuni dei
modelli basati su di essa nel modo seguente
‚
‚‚
‚
w
v p
s
z p
M2
‚
‚‚
‚
w p
v
ps
z p
M1
‚
‚‚
‚
w p
v p
s
z p
M3
Il diagramma ci dice che nel modello M1, p è vero nei mondi w, z e s, nel
modelloM2, p è vero nei mondi z e v, nel modelloM3, p è vero nei mondi w, z
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e v. Ogni modello rappresenta situazioni semantiche ben diverse pur essendo
basato sulla stessa struttura. Con la scrittura
M2 (v p
vogliamo indicare che l’enunciato ’p è vero nel mondo v del modelloM2’ e con
M1 *v p
che l’enunciato ’p non è vero nel mondo v del modelloM1’.
Ora proviamo a chiederci se l’enunciato ’lp è vero nel mondo w di M1’, in
simboli seM1 (w lp. Sulla base della definizione data,M1 (w lp è il caso
quando e solo quando p è vero in tutti i mondi accesibili aw, quindi p dovrebbe
essere vero in z, w e v. Ma questo non è il caso, perché p non è vero in v. Quindi
dobbiamo concludere cheM1 *w lp. Chiediamoci ora seM2 (w lp; anche
in questo caso la risposta è negativa, perché p non è vero in w. Chiediamoci
infine se M3 (w lp; in questo caso la risposta è positiva. Ancora vediamo
seM1 (v lp; la risposta è positiva perché l’unico mondo accessibile a v è s e
M1 (s p.
Consideriamo ora la semplice struttura raffigurata sotto:
‚ ‚w1 w2
Si consideri il modelloM in cui p è vera nel solo mondo w2. Facciamo vedere
che (i)M (w1 p Ñ l3p e (ii)M (w2 p Ñ l3p e dunque tale formula è vera
in tutti i mondi del modello, in simboli :M ( pÑ l3p.
‚ ‚w1 w2
p
(i) M (w1 p Ñ l3p sseM *w1 p oppureM (w1 l3p. Dato che p è falso in
w1, banalmenteM (w1 pÑ l3p.
(ii) M (w2 p Ñ l3p sseM *w2 p oppureM (w2 l3p. Dato che p è vero
in w2, dobbiamo far vedere che M (w2 l3p, ovvero che (essendo w2
relato solo a sè stesso)M (w2 3p. Ma w2 R w2 e p è vero in w2, dunque
M (w2 3p.
xv
Si consideri ora il modelloM1 in cui p è vero in w1 e falsa in w2
‚ ‚w1
p
w2
Essendo p vero in w1,M1 (w1 p Ñ l3p sse M1 (w1 l3p sse (essendo w1
relato sia a sè stesso che a w2) M1 (w1 3p e M1 (w2 3p. Ma w2 è relato solo
a sè stesso e p è falso in w2, dunqueM1 *w2 3p. Ne segue cheM1 *w1 l3p
da cuiM1 *w1 pÑ l3p.
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Capitolo 1
Linguaggi modali e semantica
1.1 Linguaggio
Definizione 1.1. L’alfabeto di un linguaggio modale enunciativo L  è costituito
da:
• un insieme  almassimo numerabile di variabili enunciative: p0, p1, p2 . . .
• la costante logica zero-aria K,
• la costante logica unaria l,
• la costante logica binariaÑ,
• le parentesi p, q.
Useremo le lettere p, q, r come metavariabili per variabili enunciative.
Definizione 1.2. L’insieme Fm  delle formule ben formate, fbf , di L  è il più
piccolo insieme X tale che
1.   Ñ X ,
2. K P X ,
3. se A P X , allora lA P X ,
4. se A P X e B P X , allora pAÑ Bq P X
Le prime due clausole stabiliscono quali sono gli elementi iniziali di Fm , le
seconde due clausole stabiliscono le operazioni con le quali si ottengono nuovi
elementi a partire da elementi già inX . Un insieme così definito si dice definito
per induzione.
A partire dai simboli dell’alfabeto di L , possiamo definire altre costanti logi-
che (connettivi) fra cui il connettivo modale 3.
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Definizione 1.3.
J :“ pK Ñ Kq
 A :“ pAÑ Kq
3A :“  l A
pA^Bq :“  pAÑ  Bq
pA_Bq :“ p AÑ Bq
pAØ Bq :“ ppAÑ Bq ^ pB Ñ Aqq.
Convenzione sulle parentesi:
1. non si scrivono le parentesi più esterne,
2. la negazione e gli operatori l e 3 agiscono solo sulle formule che li
seguono immediatamente,
3. ^ e _ legano più fortemente diÑ.
Esempio 1.
p_ q Ñ p sta per ppp_ qq Ñ pq
1.1.1 Sugli insiemi definiti per induzione
Dato un insiemeX definito per induzione, possiamo dimostrare pro-
prietà degli elementi di X facendo appello a come tali elementi so-
no stati costruiti. Siffatte dimostrazioni sono dette dimostrazioni per
induzione sulla costruzione delle fbf.
Teorema 1.4. (Principio di induzione sulla costruzione delle formule) Sia  
una proprietà (espressa nel metalinguaggio). Allora  rAs vale per ogni A P Fm , se
1.  rps, per ogni p P  ,
2.  rKs,
3. se  rAs, allora  rlAs,
4. se  rAs e  rBs, allora  rpAÑ Bqs.
Dimostrazione. Sia X “ tA P Fm  :  rAsu. Banalmente X Ñ Fm . X soddisfa
tutte le condizioni della definizione 1.2, pertanto Fm  Ñ X (poiché Fm  è il
più piccolo che le soddisfa) quindi X “ Fm .
Diamo ora un esempio molto semplice di tale dimostrazione.
Esempio 2. Ogni formula ben formata ha un numero pari di parentesi.
Dimostrazione. Per induzione sulla costruzione delle formule. E’ facile vedere
che
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1. ogni atomo ha zero parentesi e zero è pari,
2. K ha zero parentesi e zero è pari,
3. se A ha 2n parentesi, allora lA ha 2n parentesi,
4. se A ha 2n parentesi e B ha 2m parentesi, allora pAÑ Bq ha 2pn`m` 1q
parentesi.
Per il teorema 1.4, ogni fbf di Fm  ha un numero pari di parentesi.
Dato un insieme X definito per induzione, possiamo definire fun-
zioni che hanno come dominioX facendo appello a comeX è stato
costruito. Siffatte funzioni sono dette definite per ricorsione.
Definizione 1.5. Definiamo la funzione sf che ad ogni fbf A P Fm  associa
l’insieme delle sue sottoformule.
1. sf rps “ tpu, per ogni atomo p P  ,
2. sf rKs “ tKu,
3. sf rlBs “ sf rBs Y tlBu,
4. sf rpB Ñ Cqs “ sf rBs Y sf rCs Y tB Ñ Cu.
Definizione 1.6. Diciamo che A è sottoformula di B sse A P sf rBs.
Definizione 1.7. Definiamo la funzione lg che ad ogni fbf A P Fm  associa la
sua lunghezza.
1. lgrps “ 0, per ogni atomo p P  ,
2. lgrKs “ 0,
3. lgrlBs “ lgrBs ` 1,
4. lgrpB Ñ Cqs “ lgrBs ` lgrCs ` 1.
La funzione lunghezza risulterà utile in molte circostanze perché ci permette
di dimostrare proprietà delle formule per mezzo del principio di induzione
completa:
@xp@ypy † xÑ  pyqq Ñ  pxqq Ñ @x pxq
Grazie al fatto che ad ogni fbf è possibile associare un numero naturale, ovvero
la sua lunghezza, per dimostrare che una data proprietà   vale per tutte le
formule basta dimostrare che vale per ogni fbf di lunghezza n, per ogni n.
Proposizione 1.8. (Principio di induzione sulla lunghezza delle formule) Sia
  una proprietà. Se:
•  pBq vale per tutte le fbf B tali che lgpBq “ 0;
• se dall’ipotesi che  pBq valga per tutte le fbf B tali che lgpBq † lgpAq, segue
che vale anche  pAq;
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allora  pAq vale per ogni A P Fm .
Si può mostrare facilmente che il principio di induzione sulla costruzione delle
fbf ed il principio di induzione sulla lunghezza delle fbf sono equivalenti (vedi
[?], p.13).
Definizione 1.9. (Sostituzione uniforme) Sia p una variabile enunciativa e D
una formula. Definiamo per ricorsione sulla costruzione delle formule l’opera-
zione di sostituzione uniforme di D al posto di p in una fbf A, ArD{ps:
1. prD{ps “ D,
2. qrD{ps “ q, se q ‰ p,
3. KrD{ps “ K,
4. lBrD{ps “ lpBrD{psq,
5. pB Ñ CqrD{ps “ pBrD{ps Ñ CrD{psq.
ArD1{p1, . . . , Dk{pks denota la formula ottenuta a partire da A sostituendo
simultaneamente ogni occorrenza di pi con Di, per ogni i tale che 1 § i § k.
1.2 Semantica per L 
1.2.1 Strutture relazionali
Definizione 1.10. Una struttura relazionale F è una coppia:
xW,Ry
ove W è un insieme non vuoto, detto universo, e RÑ W ˆW è una relazione
binaria detta relazione di accessibilità.
Se w P W diciamo che w è un mondo dell’universo W o che w è un punto
dell’universo (o spazio)W .
Vediamo ora alcune strutture molto semplici. La prima è:
F “ xtwu,Hy
graficamente rappresentata dalla Figura 1.1 (a). Il secondo caso è molto simile
al primo, dove però la relazioneR è riflessiva. Formalmente tale struttura è così
descritta:
F “ xtwu, txw,wyuy
e graficamente essa sarà rappresentata come in fig. 1.1 (b). Una terza struttura
è quella rappresentata nella fig. 1.1 (c), ed è formalmente definita da:
F “ xtw1, w2, w3, w4u, txw1, w2y, xw1, w3y, xw3, w3y, xw4, w1yuy
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w‚ w‚
  
w1‚ )) ''w2‚ w3‚ ss w4‚
  
a) b) c)
Figura 1.1: Tre semplici strutture relazionali
1.2.2 Modelli
Data una struttura F “ xW,Ry, un modello basato su F è una tripla:
xW,R, Iy
ove I è una funzione di interpretazione che associa ad ogni variabile enunciativa
un sottoinsieme diW :
I :  ÑPpWq1
ovvero è tale che per ogni p P  ,
Ippq ÑW.
Intuitivamente, la funzione di interpretazione ci dice in quali mondi un atomo
è vero.
Con l’espressione F-modello indichiamo un modello basato su F .
1.2.3 Verità e validità
Definizione 1.11. (Verità in un mondo di un modello) Dato un modelloM “
xW ,R, Iy, definiamo per induzione sulla costruzione delle formule quando
una fbf A è vera in un mondo w diM,M (w A:
M (w p sse w P Ippq
M *w K
M (w B1 Ñ B2 sse M *w B1 oppure M (w B2
M (w lB sse per ogni v PW pse w R v alloraM (v Bq
Dalla definizione 1.3 segue che:
M (w J
M (w  B sse M *w B
M (w 3B sse esiste un v PW pw R v e M (v Bq
M (w B1 ^B2 sse M (w B1 ed M (w B2
M (w B1 _B2 sse M (w B1 oppure M (w B2
Definizione 1.12. (Verità in un modello) Diciamo che una formula A è vera in
un modelloM,M ( A, se e solo se è vera in ogni punto del modello:
M ( A sse per ogniw PW ,M (w A.
1 P è l’operatore potenza che ad ogni insieme associa l’insieme dei suoi sottoinsiemi.
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Definizione 1.13. (Validità su una struttura)Una formula è valida su una strut-
tura F , F ( A, se è vera in ciascun modello basato su di essa:
F ( A sse per ogniM basato su F ,M ( A.
Definizione 1.14. (Validità su una classe di strutture) Una formula è valida su
una classe di strutture C, C ( A, se è valida in ognuna di esse:
C ( A sse per ogni F P C, F ( A.
Il concetto di validità è strettamente legato alla forma logica di un enunciato,
una fbf è valida su una struttura per la sua forma logica e non per i partico-
lari atomi che occorrono in essa. Risulta quindi utile introdurre la nozione di
schema con cui si intende, in breve, una collezione di formule aventi tutte una
stessa forma sintattica.
Sia data la formula lpC ^ Dq Ñ lC, ove C e D sono variabili metalingui-
stiche, con l’espressione “lo schema lpC ^ Dq Ñ lC” si intende l’insieme di
tutte le formule della forma lpE ^F q Ñ lE, per qualche E ed F . Per rendere
rigoroso questo concetto dobbiamo fare due passaggi: sostituiamo uniforme-
mente le variabili metalinguistiche con formule atomiche ottenendo cosí la fbf
lpp^ qq Ñ lp e poi applichiamo la regola di sostituzione uniforme ottenendo
l’insieme:
⌃lpp^qqÑlp “ tplpp^ qq Ñ lpqrB1{p,B2{qs : B1, B2 P Fm , p, q P  u
L’insieme ⌃lpp^qqÑlp è ciò che abitualmente si intende con l’espressione “lo
schema lpC ^Dq Ñ lC”.
Cominciamo con l’esaminare la valenza semantica di alcuni schemi di formule
e di regole che sono centrali per la nostra trattazione. Si tratta dello schema
K, delle tautologie classiche, delle regole di Modus Ponens, Necessitazione e
Sostituzione uniforme.
• Lo schemaK : lpAÑ Bq Ñ plAÑ lBq è valido su tutte le strutture.
Dimostrazione. Dobbiamo quindi far vedere che, presa una qualsivoglia
strutturaF , un qualsivogliamodelloM basato su di essa, un qualsivoglia
punto w,
M (w lpAÑ Bq Ñ plAÑ lBq
Procediamo per assurdo. Supponiamo che esista una struttura F , che
esista un modelloM basato su di essa, che esista un punto w tale che
M *w lpAÑ Bq Ñ plAÑ lBq
Dunque
p1q M (w lpAÑ Bq
p2q M *w lAÑ lB
p3q M (w lA
p4q M *w lB
Sulla base della definizione (1.11) da (4) abbiamo che:
(5) esiste un v, w R v eM *v B.
Sia v tale mondo, dunque da (1) e (3) segue che
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p6q M (v AÑ B
p7q M (v A
p8q M (v B
(5) e (8) sono in contraddizione, per cui dobbiamo negare l’ipotesi per
assurdo. Abbiamo così dimostrato che lpAÑ Bq Ñ plAÑ lBq è vali-
da.
• Le tautologie classiche sono valide su tutte le strutture.
• Modus Ponens
A AÑ B
MP
B
E’ facile vedere che la regola del Modus Ponens conserva la verità in un punto
di un modello:
M (w A M (w AÑ B
M (w B
Ne segue che per ogniM,
M ( A M ( AÑ B
M ( B
e per ogni F ,
F ( A F ( AÑ B
F ( B
• Necessitazione
A
N
lA
La regola N non conserva la verità in un punto di un modello, infatti possia-
mo avere che M (w A e contemporaneamente M *w lA. Basti pensare al
modelloM “ xW,R, Iy basato sulla seguente struttura
‚ ‚w v
e tale che per qualche variabile enunciativa p, Ippq “ tvu. Allora M *w p e
M (w lp. N conserva però la verità in un modello, ovvero per ogniM:
M ( A
M ( lA
Infatti se esistesse un punto w tale cheM *w lA, esisterebbe un v, w R v tale
cheM *v A, contrariamente al fatto cheM ( A. Banalmente, per ogni F :
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F ( A
F ( lA
• Sostituzione uniforme
A
SU
ArB{ps
La regola di sostituzione uniforme non conserva la verità in un modello infatti
possiamo avere che
M ( p e M * prB{ps
La sostituzione però conserva la validità su una struttura. La dimostrazione
procede per assurdo. Supponiamo che si abbia
F ( A e F * ArB{ps p:q
La seconda assunzione equivale a dire che:
esiste un F-modelloM, esiste un w PM pM *w ArB{psq
Sia taleM “ xW,R, Iy. Consideriamo il seguente sottoinsieme diW :
HB “ tw PW :M (w Bu.
Definiamo un nuovo modelloM‹ “ xW,R, I‹y ove:
I‹pqq “
" Ipqq se q ‰ p
HB se q “ p
Per ogni D P Fm  e per ogni w PW abbiamo che:
M (w DrB{ps sse M‹ (w D
La dimostrazione è per induzione sulla lunghezza di D. Consideriamo, come
esempio, il caso in cui D “ lC. L’ipotesi induttiva è che per ogni w P M
valga:M (w CrB{ps sse M‹ (w C. Dobbiamo dimostrare che:
M (w plCqrB{ps sse M‹ (w lC
Per la definizione 1.9, sappiamo che questo è equivalente a:
M (w lpCrB{psq sse M‹ (w lC
Per la definizione 1.11, questo è a sua volta equivalente a :
per ogni v pw Ra v ñM (v CrB{psq sse per ogni v pw Ra v ñM‹ (v Cq
Questo è valido poiché è conseguenza dell’ipotesi induttiva .
Poiché per ipotesi M *w ArB{ps, segue che M‹ *w A. Questo è in con-
traddizione con quanto affermato in p:q perché M‹ è un modello basato su
F .
Capitolo 2
Corrispondenza
Particolari classi di strutture possono essere isolate imponendo condizioni alla
relazione R. Ad esempio, possiamo voler considerare solo quelle strutture
in cui R è riflessiva oppure riflessiva e transitiva. La domanda a cui intende
rispondere questo capitolo è se queste stesse classi di strutture possano essere
isolate attraverso formule modali, nel senso in cui siano esattamente quelle
strutture su cui sono valide particolari formule modali. Mostreremo che in
molti casi la risposta è positiva.
Per semplicità, diremo che una struttura F “ xW,Ry gode della proprietà P
se la relazioneR ne gode.
Definizione 2.1. (corrispondenza) Diciamo che una fbf A corrisponde alla pro-
prietà P se:
F ( A sse F soddisfa P
2.1 Schemi di formule e proprietà diR
Nome Schema Proprietà diR
D lAÑ 3A seriale
X llAÑ lA debolmente densa
T lAÑ A riflessiva
4 lAÑ llA transitiva
B AÑ l3A simmetrica
E 3AÑ l3A euclidea
2 3lAÑ l3A debolmente diretta
3 lpA^lAÑ Bq _lplB ^B Ñ Aq debolmente connessa
PF 3AÑ lA parzialmente funzionale
F 3AØ lA funzionale
Triv AØ lA isolata
V er lA cieca
Tabella 2.1: Schemi e classi di strutture su cui sono validi.
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Proprietà diR Definizione
Seriale
A
s Eyps R yq
Debolmente densa
A
s
A
yps R y Ñ Exps R x^ x R yqq
Riflessiva
A
sps R sq
Transitiva
A
s
A
t
A
ups R t^ t R uÑ s R uq
Simmetrica
A
s
A
tps R tÑ t R sq
Euclidea
A
s
A
t
A
ups R t^ s R uÑ t R uq
Debolmente diretta
A
s
A
t
A
ups R t^ s R uÑ Evpt R v^ u R vqq
Debolmente connessa
A
s
A
t
A
ups R t^s R uÑ t R u_ t “ u_u R
tq
Parzialmente funzionale
A
s
A
tps R tÑ Azps R z Ñ t “ zq
Funzionale
A
s Etps R t^ Azps R z Ñ t “ zq
Isolata
A
s
A
zps R z Ø z “ sqq
Cieca
A
s Etps R tq
Tabella 2.2: Proprietà diR.
2.2 Teoremi di corrispondenza
Teorema 2.2. (riflessività)
F ( lB Ñ B sse F è riflessiva
Dimostrazione.
(ñ) Per contrapposizione. Sia F una struttura tale che  ps R sq per qualche
mondo s PW . Facciamo vedere che F * lB Ñ B.
Consideriamo un F-modelloM ove:
Ippq “ tw PW : s R wu.
Allora
M (s lp per definizione di I
M *s p poiché  ps R sq
M *s lpÑ p
F * lB Ñ B
() Sia F riflessiva,M un F-modello e s PW . Allora:
M (s lB ipotesi
per ogni t PW (se s R t alloraM (t B)
M (s B poiché s R s
M (s lB Ñ B
Teorema 2.3. (transitività)
F ( lAÑ llA sse F è transitiva
Dimostrazione.
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(ñ) Siano s, t, u tali che s R t, s R u e non s R u, facciamo vedere che F *
lB Ñ llB. Consideriamo un F-modelloM, tale che:
Ippq “ tw PW : s R wu.
Allora
M (s lp per definizione di I
M *u p poiché  ps R tq
M *t lp
M *s llp
M *s lpÑ llp
F * lB Ñ llB
() Procediamo per assurdo. Sia F una struttura transitiva tale che per qual-
che formula A, F * lA Ñ llA. Allora esiste un F-modello M “
xW,R, Iy ed esiste un mondo w P W tale cheM *w lA Ñ llA. Ciò
equivale a dire cheM (w lA eM *w llA.
Per definizione,M *w llA sse esiste un s P W tale che w R s eM *s
lA sse esistono mondi s, t PW tali che w R s, s R t eM *t A.
Dato che F è transitiva, ne segue che w R t. Ma per ipotesiM (w lA,
quindi M (t A, in contraddizione con quanto dimostrato. Possiamo
allora concludere che F ( lAÑ llA.
Teorema 2.4. (serialità)
F ( lB Ñ 3B sse F è seriale
Dimostrazione.
(ñ) Per contrapposizione. Sia s tale che per ogni t,  ps R tq Allora:
M (s lB
M *s 3B
F * lB Ñ 3B
() Procediamo per assurdo. Supponiamo che esista una struttura F seriale
su cui non valga la formula. Dovranno allora esistere un F-modelloM e
un mondo w tale che:
p1q M *w lB Ñ 3B
p2q M (w lB pda 1q
p3q M *w 3B pda 1q
p4q M (s B pda 2, poiché: Aw Es pw R sqq
p5q M (w 3B pda 4, poiché: w R sq
Ma (3) contraddice (5). Possiamo così concludere che la formula è valida
su F .
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Teorema 2.5. (densità debole)
F ( llB Ñ lB sse F è debolmente densa
Dimostrazione.
(ñ) Siano s, t ed u tali che s R t e non esiste un u tale che ps R u & u R tq.
Consideriamo un F-modelloM in cui
Ippq “ tw PW : w ‰ tu
Allora,
M *t p per definizione di I
M *s lp poiché ps R tq
M (t lp poiché  pt R tq e per def. di I
M (w lp per ogni w ps R wq poiché  ps R sq e per def. di I
M (s llp
M *s llpÑ lp
F * llB Ñ lB
(q Per esercizio.
Teorema 2.6. (simmetria)
F ( B Ñ l3B sse F è simmetrica
Dimostrazione.
(ñ) Siano s e t tali che (s R t) e  pt R sq. Consideriamo un F-modelloM in
cui
Ippq “ tsu.
Allora
M (s p (per def. di Iq
M *t 3p poiché  pt R sq
M *s l3p
M *s pÑ l3p
F * B Ñ l3B
() Per esercizio.
Teorema 2.7. (euclidea)
F ( 3B Ñ l3B sse F è euclidea
Dimostrazione.
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(ñ) Siano s, t ed u tali che ps R t & s R u & nonpt R uqq. Consideriamo un
F-modelloM in cui
Ippq “ tuu
Allora:
M (u p
M (s 3p
M *t 3p
M *s l3p
M *s 3pÑ l3p
F * 3B Ñ l3B
() Per esercizio.
Teorema 2.8. (convergenza debole)
F ( 3lB Ñ l3B sse F è debolmente convergente
Dimostrazione.
(ñ) Siano s, t ed u tali che ps R t & s R u & Av pt R v & u R vqq.
Consideriamo un F-modelloM in cui
Ippq “ tw : t R wu.
Allora:
M *u 3p
M (t lp
M (s 3lp
M *s l3p
M *s 3lpÑ l3p
F * 3lB Ñ l3B
() Per esercizio.
Teorema 2.9. (connessione debole)
F ( lplB ^B Ñ Cq _lplC ^ C Ñ Bq sse F è debolmente connessa
Dimostrazione.
(ñ) Siano s, t ed u tali che ps R t & s R u &  pt R uq &  pu R tq & t ‰ uq
Consideriamo un F-modelloM in cui
Ippq “ tw : t R w oppurew “ tu
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Ipqq “ tw : u R w oppurew “ uu.
Allora:
M (t p^lp
M *t q
M *t p^lpÑ q
M (u q ^lq
M *u p
M *u q ^lq Ñ p
M *s lplp^ pÑ qq _lplq ^ q Ñ pq
F * lplB ^B Ñ Cq _lplC ^ C Ñ Bq
() Procediamo per assurdo. Sia F una struttura debolmente connessa tale
che per qualche formula A, F * lpA ^ lA Ñ Bq _ lplB ^ B Ñ Aq.
Allora esiste un F-modelloM “ xW,R, Iy ed esiste un mondo w P W
tale che M *w lpA ^ lA Ñ Bq _ lplB ^ B Ñ Aq, ovvero M *w
lpA^lAÑ Bq eM *w lplB ^ B Ñ Aq. Quindi esistono due mondi
v ed s tali w R v e w R s tali cheM (v A,M (v lA,M *v B,M (s B,
M (s lB eM *s A.
Queste condizioni di verità escludono che si abbia v R s oppure s R v
oppure v “ s, contrariamente al fatto che F è debolmente connessa.
Teorema 2.10. (funzionalità parziale)
F ( 3B Ñ lB sse F è parzialmente funzionale
Dimostrazione.
(ñ) Siano s, t e u tali che ps R t & s R u & t ‰ uq
Consideriamo un F-modelloM in cui
Ippq “ tuu
Allora:
M (u p
M (s 3p
M *t p
M *s lp
M *s 3pÑ lp
F * 3B Ñ lB
() Per esercizio.
2.2. TEOREMI DI CORRISPONDENZA 15
Teorema 2.11. (funzionalità)
F ( 3B Ø lB sse F è funzionale
Dimostrazione. Segue dai teoremi 2.6 (simmetria) e 2.10 (funzionalità parzia-
le).
2.2.1 Proprietà di Sahlqvist
Definizione 2.12. ( ln e 3n)
l0A“A
ln`1A“lplnAq
30A “ A
3n`1A “ 3p3nAq
Definizione 2.13. (Rn) Sia data la relazione binariaR. Definiamo:
s R0 t ô s “ t
s Rn`1 t ô Ez ps Rn z & z R tq
Lemma 2.14.
M (w lnB sse Av PW pw Rn vñM (v Bq
M (w 3nB sse Ev PW pw Rn v & M (v Bq
Dimostrazione. Per esercizio.
Definizione 2.15. Diciamo cheR gode della proprietà dimnkj-Sahlqvist sse
A
s
A
t
A
u ps Rm t& s Rk uñ Evpt Rn v&u Rj vqq rm,n, k, j P Ns
Teorema 2.16. (mnkj-Sahlqvist)
F ( 3mlnB Ñ lk3jB sse F gode della proprietà dimnkj-Sahlqvist
Dimostrazione.
(ñ) Supponiamo che esistano s, t ed u tali che ps Rm t & s Rk u &  Ev pt Rn
v & u Rj vqq, ovvero ps Rm t & s Rk u & Av pu Rj v ñ  pt Rn vqq.
Costruiamo il seguente F-modelloM in cui
Ippq “ tw PW : t Rn wu
Allora
M (t lnp (per def. di Iq
M (s 3mlnp (poiché s Rm tq
M *u 3jp ppoiche’ Av pu Rj v ñ  pt Rn vqq,
quindi
A
v pu Rj v ñ M *v pqq
M *s lk3jp
M *s 3mlnpÑ lk3jp
F *s 3mlnB Ñ lk3jB
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() Supponiamo per assurdo che per qualche modelloM basato su una strut-
tura mnkj-Sahlqvist F , e per qualche s, M *s 3mlnB Ñ lk3jB.
Allora
p1q M *s 3mlnB Ñ lk3jB
p2q M (s 3mlnB (da 1)
p3q M *s lk3jB (da 1)
p4q Etps Rm t& Avpt Rn vñM (v Bqq (da 2)
p5q Eups Rk u& Awpu Rj wñM *w Bq (da 3)
Ma R è mnkj-Salqvist, ovvero esiste uno z tale che t Rn z e u Rj z, e
ciò in contraddizione con (4) e (5).
Osservazione 1. Tutte le formule considerate fin qui, eccetto lo schema 3 e V er
sono casi particolari di formule di Sahlqvist.
2.3 Esercizi
Esercizio 2.1. Completare le dimostrazioni dei teoremi di corrispondenza.
Esercizio 2.2. Dimostrare il lemma 2.14.
Esercizio 2.3. Dimostrare le seguenti uguaglianze (Suggerimento: procedere
per induzione su n):
l1A = lA
31A = 3A
lnplmAq = ln`mA
3np3mAq = 3n`mA
Esercizio 2.4. Dimostrare che:
s R1 t ô s R t
s Rn t^ t Rm y ñ s Rn`m y
Esercizio 2.5. Data una relazione binariaR, la relazioneR‹ (chiusura riflessiva
e transitiva diR) è così definita:
s R‹ tô En P N ps Rn tq
Mostrare che R‹ è riflessiva e transitiva. (Suggerimento: sfruttare l’esercizio
2.4)
2.4 Relazioni
Riassumiamo con la tabella sottostante le principali proprietà che possono es-
sere proprie di una generica relazione algebricaR binaria.
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Nome proprietà Definizione
Riflessiva @s ps R sq
Transitiva @s, t, u ps R t& t R us R uq
Serialità @sDt ps R tq
Simmetrica @s, t ps R tt R sq
Euclidea @s, t, u ps R t& s R ut R uq
Diretta debole @s, t, u ps R t& s R uDv pt R v&u R vq q
(Convergente debole)
Connessione debole @s, t, u ps R t& s R upt R uq _ pu R tq _ pt “ uq q
Connessione @s, t p ps R tq _ pt R sq _ ps “ tq q
Funzionalità parziale @s, t ps R tD!u ps R uq q
Funzionalità @sD!t ps R tq
Sahlqvist @s, t, u ps Rm t& s Rk uDv pt Rn v&u Rj vq q
Limitata inferiormente Ds@t ps R‹ tq
Limitata superiormente Ds@t pt R‹ sq
Tabella 2.3: Le comuni proprietà di una relazione
2.5 Ordini
Riassumiamo le proprietà più comuni di cui possono godere delle relazioni
d’ordine.
Riassumiamo queste stesse proprietà con la Figura 2.1.
Osservazione 2. Se R è transitiva e irriflessiva allora è antisimmetrica. In pre-
senza della transitività, asimmetria e irriflessività sono equivalenti.
2.6 Induzione transfinita
Sia dato un insiemeW bene ordinato dalla relazione † e sia P una proprietà.
Principio di induzione transfinita:
@y.rp@x.px † y Ñ Ppxqq Ñ Ppyqqs
@z.Ppzq
Esempio di buon ordinamento
Nella Figura 12.1 vediamo la rappresentazione di un insieme definibile in que-
sto modo:
2ˆ N “ NZ N,
dove 2 “ t0, 1u eZ è l’operatore di unione disgiunta fra insiemi. L’insieme 2ˆN
appare dunque così:
2ˆ N “ tx0, 0y, x0, 1y, x0, 2y, . . . , x1, 0y, x1, 1y, x1, 2y, . . . u.
Su questo insieme definiamo la relazione d’ordine †1 come segue:
• xi, ny †1 xi,my ô n † m, e
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Nome ordine Proprietà che soddisfa
Ordine transitiva
antisimmetrica
Ordine parziale transitiva
antisimmetrica
riflessiva
Ordine parziale stretto transitiva
irriflessiva
(da cui asimmetrica e antisimmetrica)
Ordine totale transitiva
antisimmetrica
riflessiva
connessa
Ordine totale stretto transitiva
irriflessiva
connessa
Ordine ben fondato ordine parziale stretto
limitato inferiormente
Ordine dualmente ben fondato ordine parziale stretto
limitato superiormente
Buon ordine ordine totale stretto
limitato inferiormente
Tabella 2.4: Una topologia degli ordinamenti
• @n,m.x0, ny †1 x1,my.
Vediamo che †1 è un buon ordinamento. Su un insieme così definito non po-
tremmo usare il classico principio di induzione matematica perché l’elemen-
to ! “ x1, 0y non è successore di alcun altro elemento. In questo caso, dun-
que, il principio di induzione transfinita enunciato sopra si rivela uno strumento
indispensabile per la dimostrazione di teoremi.
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Figura 2.1: Proprietà e relazioni d’ordine - una topologia riassuntiva
‚
0 //
‚
1 //
‚
2 //
‚
3 // . . . //
‚
01 //
‚
11 //
‚
21 //
‚
31 // . . .
Figura 2.2: L’insieme 2ˆ N
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Capitolo 3
Logiche modali normali
La logica modale K è definita dai seguenti schemi di assiomi e regole:
• Schemi di assiomi:
A1 AÑ pB Ñ Aq
A2 pAÑ pB Ñ Cqq Ñ ppAÑ Bq Ñ pAÑ Cqq
A3 ppAÑKq ÑKq Ñ A
K lpAÑ Bq Ñ plAÑ lBq
• Regole di inferenza:
A
N
lA
A AÑ B
MP
B
Siano ⌃1, . . . ,⌃n schemi di formule. Indichiamo con K⌃1, . . . ,⌃n l’estensione
della logica K ottenuta aggiungendo ⌃1, . . . ,⌃n come schemi di assiomi.
Una logica modale L si dice normale se contiene la regola di Necessitazione.
Dato che in seguito ci occuperemo solo di logiche modali normali, ometteremo
l’aggettivo "normale” riferendoci a una qualsiasi logica L “ K⌃1, . . . ,⌃n.
Definizione 3.1. Una dimostrazione in L “ K⌃1, . . . ,⌃n è una successione fi-
nita di formule tali che ognuna di esse o è un assioma o è ottenuta da for-
mule precedenti della successione via applicazione di una delle due regole di
inferenza.
Una formula A si dice teorema di L se e solo se esiste una dimostrazione in L la
cui ultima formula è A. In simboli:
$L A
La formula lJ è teorema di K, infatti
$KKÑK taut(i)
$K lpKÑKq i,N(ii)
$K lpJq def. di J(iii)
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Lo schema lAØ  3 A è teorema di K:
$K 3 AØ  l  A def. di 3(i)
$K 3 AØ  lA taut(ii)
$K   lAØ  3 A taut(iii)
$K lAØ  3 A taut(iv)
Dimostriamo ora che la formula
Kp1q “ lpA^Bq Ø lA^lB
è un teorema di K.
$K A^B Ñ A taut(i)
$K lpA^B Ñ Aq i,N(ii)
$K lpA^B Ñ Aq Ñ plpA^Bq Ñ lAq K(iii)
$K lpA^Bq Ñ lA ii,iii,MP(iv)
$K A^B Ñ B taut(v)
$K lpA^B Ñ Bq v,N(vi)
$K lpA^B Ñ Bq Ñ plpA^Bq Ñ lBq K(vii)
$K lpA^Bq Ñ lB vi,vii,MP(viii)
$K lpA^Bq Ñ lA^lB iv,viii,taut(ix)
(x)
$K AÑ pB Ñ A^Bq taut(xi)
$K lpAÑ pB Ñ A^Bqq x,N(xii)
$K lpAÑ pB Ñ A^Bqq Ñ plAÑ lpB Ñ A^Bqq K(xiii)
$K lAÑ lpB Ñ A^Bq xi,xii,MP(xiv)
$K lpB Ñ A^Bq Ñ plB Ñ lpA^Bqq K(xv)
$K lAÑ plB Ñ lpA^Bqq xiii,xiv,taut(xvi)
$K lA^lB Ñ lpA^Bq xv,taut(xvii)
$K lpA^Bq Ø lA^lB ix,xvi,taut(xviii)
Per dualità, ovvero utilizzando solo la logica classica e la interdefinibilit‘a degli
operatori modali, possiamo dimostrare che
Kp2q “ 3pA_Bq Ø 3A_3B
è un teorema di K.
$K lp A^ Bq Ø l A^l B Kp1q(i)
$K  lp A^ Bq Ø  pl A^l Bq i,taut(ii)
$K 3 p A^ Bq Ø  l A^ l B ii,def.,taut(iii)
$K 3pA_Bq Ø 3A_3B iii,def.,taut(iv)
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La regolaKp1q (dualmente: Kp2q) si può generalizzare al caso in cui vi compa-
iano un numero finito arbitrario di formule congiunte (dualmente: disgiunte).
Dimostriamo che, dato un qualsiasi n P N,
lpA1 ^ . . .^An´1 ^Anq Ø lA1 ^ . . .^lAn´1 ^lAn
è un teorema di K.
(i) $K lpA1 ^ . . .^An´1 ^Anq Ø lpA1 ^ . . .^An´1q ^lAn Kp1q
(ii) $K lpA1 ^ . . .^An´1q Ø lpA1 ^ . . .^An´2q ^lAn´1 Kp1q
...
...
...
(n) $K lpA1 ^A2q Ø lA1 ^lA2 Kp1q
(n+i) $K lpA1 ^ . . .^An´1 ^Anq Ø lA1 ^ . . .^lAn´1 ^lAn i-n, taut
Nel seguito denoteremo con Kp1q e Kp2q le versioni generalizzate dei due
teoremi.
Definizione 3.2. Sia L una logica. Una regola di inferenza ↵:
A1 . . . An
↵
B
si dice regola ammissibile in L se e solo se esiste una dimostrazione in L della
formula B a partire dall’ipotesi che le formule A1, . . . , An siano teoremi di L.
Ad esempio, la regola
AÑ B
RpNq1
lAÑ lB
è una regola ammissibile in K. Infatti:
$K AÑ B (ipotesi)(i)
$K lpAÑ Bq (i,N )(ii)
$K lpAÑ Bq Ñ plAÑ lBq (K)(iii)
$K lAÑ lB (ii,iii,MP )(iv)
In generale, per ogni n P N, la regola
A1 Ñ pA2 Ñ . . .Ñ pAn Ñ Bq . . . q
RpNq
lA1 Ñ plA2 Ñ . . .Ñ plAn Ñ lBq . . . q
è una regola ammissibile in K.
Analogamente, per ogni n P N la regola
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A1 ^ ¨ ¨ ¨ ^An Ñ B
RpNq
lA1 ^ ¨ ¨ ¨ ^lAn Ñ lB
è una regola ammissibile in K.
$K A1 ^ ¨ ¨ ¨ ^An Ñ B ipotesi(i)
$K lpA1 ^ ¨ ¨ ¨ ^An Ñ Bq i, N(ii)
$K lpA1 ^ ¨ ¨ ¨ ^An Ñ Bq Ñ plpA1 ^ ¨ ¨ ¨ ^Anq Ñ lBq K(iii)
$K lpA1 ^ ¨ ¨ ¨ ^Anq Ñ lB ii,iii,MP(iv)
$K lA1 ^ ¨ ¨ ¨ ^lAn Ñ lB iv,Kp1q, taut(v)
Dualmente si dimostra che per ogni n P N la seguente è una regola ammissibile
in K:
AÑ B1 _ ¨ ¨ ¨ _Bn
RpNq˚
3AÑ 3B1 _ ¨ ¨ ¨ _3Bn
Sfruttando queste regole ammissibili dimostriamo che
Kp3q “ lA^3B Ñ 3pA^Bq
è un teorema di K.
$K AÑ p pA^Bq Ñ  Bq taut(i)
$K lAÑ lp pA^Bq Ñ  Bq RpNq(ii)
$K lAÑ pl pA^Bq Ñ l Bqq RpNq(iii)
$K lAÑ p3B Ñ 3pA^Bq def., taut(iv)
$K lA^3B Ñ 3pA^Bq taut(v)
Utilizzando la regola RpNq˚, si dimostra per dualità che
Kp4q “ lpA_Bq Ñ 3A_lB
è un teorema di K.
Definizione 3.3. Sia L “ K⌃1, . . . ,⌃n e sia  Y tAu Ñ Fm .
A è derivabile da   in L (in simboli:   $L A) se e solo se esistono B1, . . . , Bn P  
tali che:
$L pB1 ^ . . .^Bnq Ñ A
Teorema 3.4. Sia L una logica e sia   Ñ Fm . Valgono le seguenti proprietà:
1. Se A P   allora   $L A
2. Se   Ñ   e   $L A allora   $L A
3. Se $L A allora   $L A
4. Se $L A allora   $L lA
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Dimostrazione.
1. $L AÑ A.
2. Se   $L A allora per definizione esistono formule B1, . . . , Bn P   tali che:
$L pB1^ . . .^Bnq Ñ A. Se   Ñ   allora B1, . . . , Bn P  , quindi  $L A.
3. Se $L A allora per ogni B1, . . . , Bn Ä Fm , $L pB1 ^ . . . ^ Bnq Ñ A. In
particolare ciò vale per un qualsiasi insieme finito di formule in  .
4. Per la regola di Necessitazione, se $L A allora $L lA, quindi segue dal
punto precedente che $L lA.
Teorema 3.5. Per ogni logica L “ K⌃1, . . . ,⌃n, l’insieme tA :$L Au è chiuso sotto
sostituzione uniforme.
Dimostrazione. Dimostriamo per induzione sulla lunghezza delle dimostrazioni
che per ogni formula B,C e per ogni atomo p, se $L B allora   $L BrC{ps.
• se B è una tautologia, una istanza dello schema K o una istanza di uno
schema ⌃i, con 1 § i § n, anche BrC{ps lo è.
• se B è ottenuta per Modus Ponens, allora per ipotesi di induzione sia
ArC{ps che ArC{ps Ñ BrC{ps sono teoremi di L e dunque anche BrC{ps
lo è, essendo L chiusa per Modus Ponens.
• se B è ottenuta per Necessitazione, allora B “ lD per qualche D e per
ipotesi di induzione $L DrC{ps e dunque anche lDrC{ps è un teorema
di L, essendo L chiusa per Necessitazione.
Teorema 3.6. Sia L “ K⌃1, . . . ,⌃n.
$ AØ B
SE
CrA{ps Ø CrB{ps
Dimostrazione. La dimostrazione è del tutto analoga alla dimostrazione che si
dà per il calcolo proposizionale classico.
3.1 Alcune estensioni di K
La tabella 3.1 definisce alcune logiche che estendono K.
Assiomatizzazione alternativa di D
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Nome della
logica
Schemi di
assiomi
D KD
X KX
T KT
K4 K4
S4 KT4
B KB
S5 KTB4
S4.2 KT42
K4 K43
S4.3 KT43
KW KW
Triv KTriv
Ver KV er
Tabella 3.1: Estensioni di K.
La logica D, definita come la logica KD, può essere equivalentemente assioma-
tizzata come la logica K`D‹, ove D‹ “ 3J.
$D J taut(i)
$D lJ N(ii)
$D lJ Ñ 3J Ax. D(iii)
$D 3J MP(iv)
$D‹ A^ AÑK taut(i)
$D‹ lA^l AÑ l K N(ii)
$D‹ 3J Ñ plAÑ 3Aq taut(iii)
$D‹ 3J Ax.D‹(iv)
$D‹ lAÑ 3A MP(v)
Vediamo qualche esempio di dimostrazione di teoremi delle logiche presenta-
te.
T˚ $T AÑ 3A
$T l AÑ  A T(i)
$T   AÑ  l A i, taut(ii)
$T AÑ 3A ii, taut, def. 1.3(iii)
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Banalmente T $ lAÑ 3A e T $ llAÑ lA
Consideriamo la logica S4. Banalmente abbiamo che
S4p1q $S4 lAØ llA
S4p2q $S4 3AØ 33A
S4p3q $S4 l3AØ l3l3A
$S4 l3AÑ 3l3A T˚(i)
$S4 ll3AÑ l3l3A i, RpNq(ii)
$S4 l3AÑ l3l3A ii, S4p1q, taut(iii)
(iv)
$S4 l3AÑ 3A T(v)
$S4 3l3AÑ 33A iv, RpNq˚(vi)
$S4 3l3AÑ 3A v, S4p2q, taut(vii)
$S4 l3l3AÑ l3A vi, RpNq(viii)
(ix)
$S4 l3AØ l3l3A iii, vii, taut(x)
S4p4q $S4 3lAØ 3l3lA
Per dualità, da S4p3q.
Assiomatizzazione alternativa di S5
La logica S5, definita come la logica KTB4, può essere equivalentemente assio-
matizzata come la logica KTE, ove E : 3AÑ l3A
Facciamo vedere che E è teorema di KTB4.
$KTB4 3AÑ l33A B(i)
$KTB4 3AÑ lA T ` 4(ii)
Dimostriamo ora che B e 4 sono teoremi di KTE.
$KTE AÑ 3A T˚(i)
$KTE 3AÑ l3A E(ii)
$KTE AÑ l3A i, ii, taut(iii)
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$KTE 3 AÑ l3 A E(i)
$KTE 3lAÑ lA taut(ii)
$KTE l3lAÑ llA N(iii)
$KTE lAÑ l3lA B(iv)
$KTE lAÑ llA trans.(v)
Consideriamo la logica KT3 e mostriamo che lo schema 2 è un suo teorema.
$KT3 lplAÑ  Aq _lpl AÑ Aq Ax.3(i)
$KT3 lp3 A_ Aq _lp3A_Aq taut(ii)
$KT3 l3 A_l3A viaAx.T(iii)
$KT3 3lAÑ l3A taut(iv)
Consideriamo la logica KE e mostriamo che lo schema 3 è un suo teorema. Ne
segue che lo schema 3 è teorema di S5.
$KE 3 A_lB _3 B _lA taut(i)
$KE l3 A_lB _l3 B _lA viaAx.E(ii)
$KE pl3 A_lBq _ pl3 B _lAq taut(iii)
$KE lp3 A_Bq _lp3 B _Aq teordiK(iv)
$KE lplAÑ Bq _lplB Ñ Aq taut(v)
Banalmente sono teoremi diKE anche i seguenti due importanti schemi:
Dum : lplpAÑ lAqq Ñ p3lAÑ lAq
e
Z : lplAÑ Aq Ñ p3lAÑ lAq
Infatti si ottengono per a fortiori da 3lAÑ lA che è la versione duale di E.
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3.2 Cos’è una logica modale da un punto di vista
astratto-insiemistico?
Vediamo ora come si possa fornire una caratterizzazione equivalente di una
logica modale normale definendola come un insieme di formule.
• Una logica modale normale è un insieme   Ñ Fm  tale che
1. contiene le tautologie classiche;
2. contiene tutte le istanze dello schemaK: lpAÑ Bq Ñ plAÑ lBq;
3. è chiuso sotto Modus Ponens:
MP se A P   e AÑ B P  , allora B P  ;
4. è chiuso sotto Necessitazione:
N se A P   allora lA P  ;
5. è chiuso sotto Sostituzione Uniforme:
SU se A P   allora ArB{ps P  .
Dal teorema ?? segue immediatamente che l’insieme dei teoremi di K così
come di ogni logica ottenuta aggiungendo a K un insieme di schemi di
assiomi è una logica modale normale. In particolare, K è la più piccola
logica modale normale.
Dalla sezione 1.2.3 sappiamo inoltre che:
‹ l’insieme tA : F ( Au delle formule valide su una struttura è una
logica modale normale,
‹ per ogni classe di strutture C, l’insieme tA : F ( A, per ogni F P
Cu è una logica modale normale,
‹ per ogni modelloM, l’insieme tA : M ( Au delle formule vere in
M non è una logica modale normale,
‹ per ogni modelloM, l’insieme tA :M (w Au delle formule vere in
un punto del modello non è una logica modale normale.
• Chiamiamo teoria modale normale l’insieme tA : M ( Au delle formule
vere in un modello.
• Chiamiamo teoria modale l’insieme tA : M (w Au delle formule vere in
un punto di un modello.
Equivalentemente, una teoria modale normale può essere definita come un
insieme   Ñ Fm  tale che:
1. contiene le tautologie classiche;
2. contiene tutte le istanze dello schemaK;
3. è chiuso sotto Modus Ponens;
4. è chiuso sotto Necessitazione.
A sua volta, una teoria modale è un insieme   Ñ Fm  tale che:
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1. contiene le tautologie classiche;
2. contiene tutte le istanze dello schemaK;
3. è chiuso sotto Modus Ponens.
Da quanto visto segue che parlare di elemento della logica L equivale a parlare di
teorema della logica L.
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Capitolo 4
Validità e modalità
Sia L una logica modale. Una struttura F “ xW,Ry è detta una struttura per L
sse per ogni fbf A,
$L A ñ F ( A,
in breve,
F ( L.
Con C L indichiamo la classe di tutte le strutture per L.
Sia C una qualsiasi classe di strutture. Una logica L è valida rispetto a C sse
C Ñ C L.
In questa sezione mostreremo che alcune logiche modali sono valide rispetto
a classi di strutture definite attraverso proprietà della relazioneR, ad esempio
che la logica KT è valida rispetto alla classe delle strutture in cui la relazioneR
è riflessiva, che K4 è valida rispetto alla classe delle strutture in cui la relazione
R è transitiva. Nel caso di KT dovremo quindi far vedere che se una strutura
F è riflessiva, allora F P C KT, ovvero che
$KT A ñ F ( A.
Teorema 4.1. La logica K è valida rispetto alla classe di tutte le strutture.
Dimostrazione. Sia B1, B2, . . . , Bn una dimostrazione di A in K, ove Bn “ A.
Facciamo vedere che per ogni i, 1 § i § n, Bi è valida su tutte le strutture.
i “ 1. B1 è un assioma.
i “ k ` 1 § n. Bi è un assioma oppure Bi è ottenuta da Bj , j † i, via regola di
necessitazione oppure Bi è ottenuto da Bj e Bk, j, k † i, via regola di modus
ponens. Completare la dimostrazione. Esercizio.
Teorema 4.2. Sia K⌃1, . . . ,⌃n una logica modale. Per ogni struttura F ,
F ( K⌃1, . . . ,⌃n sse F ( ⌃1 e , . . . . . . , e F ( ⌃n
Dimostrazione. ñ) Banale. ) Analogamente al teorema 4.1.
Conseguenza immediata del teorema 4.2 è che per mostrare che una logica
33
34 CAPITOLO 4. VALIDITÀ E MODALITÀ
Logica Assiomi Classe delle strutture oveR è
D KD seriale
X KX debolmente densa
T KT riflessiva
K4 K4 transitiva
S4 KT4 riflessiva e transitiva
B KB simmetrica
S5 KTB4 equivalenza (riflessiva, simmetrica e transitiva)
S4.2 KT42 riflessiva, transitiva e debolmente diretta
K4.3 K43 transitiva e debolmente connessa
S4.3 KT43 riflessiva, transitiva e debolmente connessa
Tabella 4.1: Logiche e classi di strutture rispetto a cui sono valide.
K⌃1, . . . ,⌃n è valida su una classe di strutture è sufficiente mostrare che gli
schemi ⌃1, . . . ,⌃n sono validi su quella classe di strutture.
I teoremi di validità ci offrono una via maestra per mostrare che una formulaA
non è teorema di una data logica. Ad esempio, per dimostrare che pÑ 3p non
è teorema di K4 basta costruire un modelloM che sia basato su una struttura
transitiva e tale che per qualche mondo w PW ,M *w pÑ 3p.
‚ ‚w1 w2p
Figura 4.1: Contromodello per pÑ 3p.
SiaM il modello rappresentato nella figura 4.1, in cui la variabile enunciativa
p è vera solo in w1. Allora,M (w1 p eM *w1 3p poichèM *w2 p. Quindi
M *w1 pÑ 3p da cui per il teorema di validità per K4, &K4 pÑ 3p.
4.1 Modalità
Definizione 4.3. Una modalità è una sequenza   “  1, 2, . . . , n tale che per
ogni i (1 § i § n),  i P t ,l,3u.
Consideriamo una modalità anche il caso nullo, in cui n “ 0, che indichiamo
con ´.
Data una logica L, due modalità   e ⌧ si dicono equivalenti in L se per ogni
formula A,
$L  AØ ⌧A.
In caso contrario, diciamo che   e ⌧ sono distinte in L.
Consideriamo ad esempio la modalità  l33 3l. Sfruttando la dualità di l
e 3, possiamo portare all’esterno la negazione:
 l33 3l“  l3 l3l“  l ll3l“   3ll3l.
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Inoltre, dato che   AØ A è un teorema di K, otteniamo per sostituzione uni-
forme che $K   3ll3lAØ 3ll3lA. Dunque la modalità  l33 3l è
equivalente alla modalità 3ll3l, che diciamo essere la sua forma standard
affermativa.
Una modalità è in forma:
standard affermativa se è una sequenza di soli l e 3;
standard negativa se è una sequenza di soli l e 3 preceduta da una negazione.
Si dimostra facilmente che ogni modalità è equivalente a unamodalità in forma
standard affermativa o negativa (esercizio).
Nelle modalità  l33 3l e 3ll3l, che abbiamo dimostrato essere equi-
valenti in K, compare lo stesso numero di operatori modali. Possiamo ora
chiederci: esiste una modalità che sia equivalente in K, ma il cui numero di
operatori modali sia inferiore? In altri termini, ci chiediamo se esistano leggi di
riduzione in K, ossia se esistano modalità   e ⌧ in forma standard affermativa
tali che   sia di lunghezza maggiore di ⌧ e   sia equivalente a ⌧ in K.
Data una logica L, una legge di riduzione è ad esempio la seguente:
per ogni formula A, $L lAØ llA.
Abbiamo dimostrato, con il contromodello della figura 4.1, che &K llA Ñ
lA, quindi K non deriva la legge di riduzione lAØ llA.
Se questa legge è teorema di una logica L, allora ogni modalità che consista di
una sequenza finita di soli box sarà equivalente in L alla modalità composta da
un unico box (esercizio). Questa costituisce una condizione necessaria affinchè
le modalità distinte1 in una logica siano finite.
Definizione 4.4. ( ln, 3n) La definizione procede per induzione:
l0A “ A 30A “ A
ln`1A “ lplnAq 3n`1A “ 3p3nAq
Definizione 4.5. (Rn) Sia data la relazione binariaR. Definiamo:
s R0 t ô s “ t
s Rn`1 t ô esiste un z tale che s Rn z e z R t
Lemma 4.6. Per ogni modelloM “ xW,R, Iy, per ogni mondo w P W e per ogni
formula A:
M (w lnA sse per ogni v PW , se w Rn v alloraM (v A
M (w 3nA sse esiste un v PW tale che w Rn v eM (v A
1Da ora in avanti, parleremo di modalità sottintendendo che siano in forma standard.
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Dimostrazione. Dimostriamo il caso ln per induzione su n. Il caso n “ 0 è
immediato.
Se n “ m ` 1, per ipotesi induttiva (I.I.) si ha che M (w lmA sse per ogni
v PW , se w Rm v alloraM (v A.
M (w lm`1A sse M (w lplmAq
sse per ogni v PW , se w Rm v alloraM (v lA (I.I.)
sse per ogni v, t PW , se w Rm v e v R t alloraM (t A
sse per ogni t PW , se w Rm`1 t alloraM (t A
Il caso 3n segue per dualità.
Teorema 4.7. Per ognim,n P N tali chem ‰ n, &K lmAØ lnA.
Dimostrazione. Sia m ° n. Dimostriamo che &K lmA Ñ lnA, costruendo un
contromodello.
‚ ‚ ‚ ‚ ‚ ‚ ‚w1 w2 wn´1 wn wn`1 wm´1 wmp
Figura 4.2: Contromodello per lmpÑ lnp, conm ° n.
Nel modelloM rappresentato in figura, w1 Rm wm eM (wm p, quindi per il
teorema 4.6 si ha cheM (w1 lmp. Ma w1 Rn wn eM *wn p, da cui segue
analogamente cheM *w1 lnp.
Corollario 4.8. Nella logica K esistono infinite modalità distinte.
Dimostrazione. Segue direttamente dal teorema 4.7: per ogni m,n P N tali che
m ‰ n, le modalità lm e ln sono distinte in K.
4.2 Modalità nelle estensioni di K
Abbiamo definito T come la logica ottenuta aggiungendo a K lo schema T .
Dimostriamo che
T(1) $T llAÑ lA
iq $T lAÑ A T
iiq $T llAÑ lA SU
Dalla dimostrazione segue che T è una estensione propria di K. In caso contra-
rio, ossia se $K lA Ñ A, si avrebbe che $K llA Ñ lA, mentre il modello
rappresentato in 4.1 falsifica llpÑ lp.
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‚
‚
‚w1
w2
w3
p
p
Figura 4.3: Contromodello per lpÑ llp.
Consideriamo ora il modello M rappresentato nella figura 4.3. M (w1 lp,
mentreM *w3 p, quindiM *w2 lp eM *w1 llp.
Essendo il modelloM riflessivo, per il teorema ?? è unmodello per T. Dal fatto
cheM *w1 lpÑ llp si ha dunque che &T lAÑ llA.
Ne segue che, come anche K, T non deriva la legge di riduzione lA Ø llA.
Quindi anche T contiene infinite modalità distinte (si veda la dimostrazione
del teorema 4.7).
Introduciamo ora due logiche in cui le modalità distinte sono finite.
4.2.1 Modalità in S4
La logica S4 è la logica T a cui si aggiunge lo schema 4.
I seguenti sono teoremi di S4:
S4(1) $S4 lAØ llA
iq $S4 lAÑ llA 4
iiq $S4 llAÑ lA Tp1q
iiiq $S4 lAØ llA iq, iiq
S4(2) $S4 3AØ 33A
Per dualità, da S4(1).
S4(3) $S4 l3AØ l3l3A
iq $S4 l3AÑ 3l3A T3, SU rl3A{As
iiq $S4 ll3AÑ l3l3A K,MP
iiiq $S4 l3AÑ l3l3A S4p1q
ivq $S4 l3AÑ 3A T, SU r3A{As
vq $S4 3l3AÑ 33A K3,MP
viq $S4 3l3AÑ 3A S4p2q
viiq $S4 l3l3AÑ l3A K,MP
viiiq $S4 l3AØ l3l3A iiiq, viiq
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S4(4) $S4 3lAØ 3l3lA
Per dualità, da S4(3).
Teorema 4.9. La logica S4 ha al più quattordici modalità distinte:
´, l, 3, l3, 3l, l3l, 3l3
e le rispettive negate.
Dimostrazione. Dimostriamo che una qualsiasi modalità positiva   è equivalen-
te in S4 a una delle sette modalità elencate.
Se   è la modalità nulla o   “  1 P tl,3u, allora il risultato segue per ipotesi.
Se   “  2 1 allora:
• se  2 “  1 allora, per S4p1q e S4p2q,   è equivalente a l o 3;
• se  2 ‰  1 allora   P tl3,3lu.
Se   “  3 2 1, allora:
• se  3 “  2 allora, per S4p1q e S4p2q, torniamo al caso precedente;
• se  3 ‰  2 allora:
– se  2 “  1 allora, per S4p1q e S4p2q,   è equivalente a l3 o 3l;
– se  2 ‰  1 allora   P tl3l,3l3u.
In maniera analoga si dimostra che se   “  4 3 2 1 allora o (per S4p1q e S4p2q)
si riduce ai casi precedenti o   P tl3l3,3l3lu. Segue tuttavia da S4p3q
e S4p4q che, in quest’ultimo caso,   è equivalente o alla modalità l3 o alla
modalità 3l. Dunque non esistono altre modalità positive distinte in S4.
Parallelamente si dimostra il risultato per le modalità negative.
l
l3l
l3
3l
3l3
´
3
Figura 4.4: Modalità in S4.
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La figura 4.4 illustra le relazioni di implicazione che intercorrono tra le (al mas-
simo) sette modalità positive distinte in S4. Ad esempio, dimostriamo S4(5):
$S4 lAÑ l3lA.
iq $S4 lAÑ 3lA T3, SU rlA{As
iiq $S4 llAÑ l3lA K,MP
iiiq $S4 lAÑ l3lA S4p1q
Teorema 4.10. La logica S4 ha esattamente quattordici modalità distinte:
´, l, 3, l3, 3l, l3l, 3l3
e le rispettive negate.
Dimostrazione. Nel teorema 4.9 abbiamo dimostrato che le modalità distinte
in S4 sono al massimo queste quattordici. Per provare che sono esattamente
queste, dimostriamo che non valgono le implicazioni inverse a quelle rappre-
sentate nella figura 4.4. Da ciò segue che non esistono leggi di riduzione tra le
sette modalità positive e, per dualità, neanche per le sette modalità negative.
Per i teoremi ?? e 2.3, S4 è valida sulle strutture riflessive e transitive. Quindi
se esiste un modelloM basato su una struttura riflessiva e transitiva tale che
per qualche mondo w e per qualche formula A, M *w l3lA Ñ lA, allora
&S4 l3lAÑ lA.
‚ ‚w1 w2p
Figura 4.5: Contromodello per l3lpÑ lp.
SiaM il modello rappresentato nella figura 4.5. La struttura su cui è basatoM
è riflessiva e transitiva, e la variabile enunciativa p è vera solo in w2. Abbiamo
che:
1. w2 è relato solo a se stesso eM (w2 p, dunqueM (w2 3lp;
2. w1 è relato a w2 eM (w2 lp, dunqueM (w2 3lp.
Essendo w1 relato solamente a sè stesso e a w2, ne segue cheM (w1 l3lp.
MaM *w1 p e w1 R w1, dunqueM *w1 lp.
Lasciamo al lettore la costruzione dei contromodelli per le restanti implicazio-
ni.
40 CAPITOLO 4. VALIDITÀ E MODALITÀ
4.2.2 Modalità in S5
La logica S5 è la logica S4 a cui si aggiunge lo schema B.
I seguenti sono teoremi di S5:
S5(1) $S5 lAØ 3lA
iq $S5 3llAÑ lA B3, SU rlA{As
iiq $S5 3lAÑ lA S4p1q
iiiq $S5 lAÑ 3lA T3, SU rlA{As
ivq $S5 lAØ 3lA iiq, iiiq
S5(2) $S5 3AØ l3A
Per dualità, da S5(1)
Teorema 4.11. La logica S5 ha al più sei modalità distinte:
´, l, 3
e le rispettive negate.
Dimostrazione. S5 è un’estensione di S4, quindi per il teorema 4.9 le modalità
positive distinte in S5 sono al massimo sette: ´,l,3,l3,3l,l3l,3l3.
Per S5p1q e S5p2q, le modalità 3l e l3 sono equivalenti in S5 rispettivamente
l e 3. Ne segue inoltre che 3l3 è equivalente a 33, che a sua volta si riduce
per S4p2q a 3. Dualmente, segue da S4p1q che l3l è equivalente a l. Quindi
le modalità positive distinte in S5 sono al più tre: ´,l,3.
In maniera analoga si dimostra il risultato per le modalità negative.
l ´ 3
Figura 4.6: Modalità in S5.
Le implicazioni tra le tre modalità positive distinte in S5 (figura 4.6) corrispon-
dono rispettivamente allo schema T e al suo duale T3.
Teorema 4.12. La logica S5 ha esattamente sei modalità distinte:
´, l, 3
e le rispettive negate.
Dimostrazione. Dimostriamo che non che non vale l’implicazione inversa di T ,
costruendo un modelloM basato su una struttura con una relazione di equi-
valenza e tale che per qualche mondo w e per qualche formula A,M *w A Ñ
lA.
Il modello rappresentato nella figura 4.7 soddisfa tali requisiti: è basato su una
struttura con relazione di equivalenza e M (w2 p, mentre M *w2 lp. Ne
segue che &S5 pÑ lp.
Inoltre,M (w1 3p eM *w1 p, dunque &S5 3pÑ p.
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‚ ‚w1 w2p
Figura 4.7: Contromodello per pÑ lp.
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