Large scale forest inventories are often undertaken following a stratified ran-7 dom or systematic design. Yet the strata rarely correspond to the reporting areas of 8 interest (domains) over which the country wants to report specific variables. The process 9 is exemplified by a country aiming to use national forest inventory data to obtain aver-10 age biomass estimates per forest type for GHGI international reporting, where activity 11 data (areas of land use or land use changes) and emission factors (carbon coefficients) 12 are typically compiled from disparate sources and estimated using different sampling 13 schemes. This study aims to provide a decision tree for the use of data obtained from 14 forest surveys to draw conclusions about population sub-groups created after (and in-15 dependently of) the sample selection. While bias can arise whenever activity data and 16 emission factors are calculated independently, it can be eliminated in case of a simple 17 random or simple systematic design if properly weighted estimators are provided. This 18 manuscript describes two unbiased estimators that can be used to estimate reporting-19 strata means, regardless of the sampling design adopted, and extends the result to the 20 common situation in which the reporting-strata are spatially explicit, where a nested 21 group estimator outperforms in terms of both bias and precision other more traditional 22 estimators. From this estimator, an optimal sample allocation scheme is also derived. 23 26 Country-specific estimates of carbon coefficients (aka emission factors) are required to 27 compile national greenhouse gas inventories (GHGI) under the United Nations Frame-28 work Convention on Climate Change (UNFCCC) and, in the context of REDD+, for 29 developing Forest Reference Levels (FRLs) and for the reporting of REDD+ results-30 based actions. To this end, in order to account for emissions from land use, land use 31 change and forestry (LULUCF), different emission factors have to be estimated for each 32 of a number of land use categories and of various other land subpopulations, typically 33 defined according to climatic zone, forest type or management practices (cf. IPCC 2003, 34 2006). Notice that these estimates are required to be unbiased and as precise as possible 1 . 35 IPCC tier 3 methods, which, if well implemented, are supposed to be the most certain 36 and reliable, require these forest carbon coefficients to be obtained from national forest 37 inventories (NFI). Due to the intrinsic variability of biomes and land uses in most of the 38 countries, sampling designs for NFIs tend to rely on stratification as a first step to reduce 39 uncertainties in emission estimates (Köhl et al 2006; Maniatis and Mollicone 2010). But 40 the subpopulations for which the emission factors are needed might differ from those 41 designated at the planning phase of the forest inventory. That is, the requested reporting 42 units or areas of interest for the emission factors might be identified after the definition of 43 the sampling design and/or after the data collection has been carried out. These targeted 44 subpopulations are often called domains of interest in the statistical literature (Cochran ). The 47 lack of congruency between strata and domains usually results in a random and often 48 small number of observations for each emission factor. The situation can be made even 49 more complicated in the presence of complex forest inventory survey designs, often not 50 optimized for all variables of interest involved in multipurpose inventories. In all these 51 cases specific statistical approaches must be adopted in order to ensure that the estimates 52 are precise and unbiased, very often requiring ancillary data or model-, rather than 53 design-based inference (Schreuder et al 2004; Chanbers 2011). Similar issues might arise 54 whenever estimates of forest carbon are required not only at the national level, but also 55 for certain provinces or districts of the country (Rao and Molina 2015). 56 Salient features of the estimation of emission factors for the LULUCF sector are that 57 the domains are often defined spatially over a landscape and that their sizes are usually 58 known but frequently obtained independently of the NFI. The emission factors, in this 59 case, would consist of the average values of carbon or biomass for those specific areas. A 60 detailed review of basic estimation methods for domains is provided in §10.3 of Särndal 61 et al (1992). A compilation of domain estimators used for the analysis of the U.S.A. 62 forest inventory data is presented in Bechtold and Patterson (2005) and for the Swiss
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. Table 1 definitions of weights and proportions Symbol Definition
Our results apply both to cases in which domain sizes are estimated within or inde-68 pendently of the NFI. In the case where the domains are known and spatially explicit 69 we also derive an unbiased estimator that improves the standard errors typically associ-70 ated to classical π-weighted (i.e., Horwitz-Thompson) estimators, as well as the optimum 71 sampling sizes per stratum derived from this estimator. Finally, we propose a decision 72 tree, targeted particularly to countries aiming to report emission factor estimates from 73 national forest inventories, to select the most appropriate domain mean estimator. 74 2 General formulation for domain estimators 75 Let the population of interest be denoted by P, and the size of P, as measured by the 76 number of areal units of uniform size, be denoted by N , so that P = {u 1 , . . . , u k , . . . , u N }.
77
Let P be partitioned into H non-overlapping subpopulations P 1 , . . . , P H . These will be 78 referred to as the sampling strata. Let N h denote the size of P h , with h = 1, . . . , H (Table 1 ). In this paper we address the estimation of the domain 84 averages,Ȳ d , for some variable on interest indicated by Y . Implicit in the above is that 85 each population unit can be a member of a single sampling stratum and domain. 
where π k is the inclusion probability of the k th unit u k , andN d = k∈s d π −1 k .
92
The approximate variance ofỹ s d is given by
where ∆ kl = π kl − π k π l is the covariance between the sample membership indicators. An
where∆ kl = (π kl − π k π l )π −1 kl . Specific applications of these general formulas to the most 96 common sampling designs are provided in the next sections. The underlying assumption 97 is that the probability that s d is empty is negligible.
98
In the following sections we will assess specific applications of these general formulas 99 to the most common sampling designs: simple random and stratified random sampling. 
However, when the probability that n d = 0 is not negligible, the bias ofȳ s d may be 107 substantial. The same result applies also to the case in which a systematic sampling 108 is carried out (with π k = 1/a, where a is the sampling interval between successively 109 sampled units). From Eq.
(2), the approximate variance ofȳ s d is 
where Q d = 1 − P d , considering binomial probabilities, as shown in §10.4 of Särndal et al 119 (1992) . Notice that Eq. (6) requires the domain size to be known.
120
The variance estimator in Eq. (3) becomes
whereN d = N n d /n and S 2 
and let N hd denote the size of P h ∩ U d . We can now define the following proportions:
weight within the domain, and P hd = N hd /N h , which is the relative size of the intersection 132 within the stratum. The definitions of weights and proportion used in this paper are 133 displayed in Table 1 . (1) can be written as: 
whereȳ hd = n −1 hd k∈s hd y k is the arithmetic mean in s hd . This reformulation makes 153 more explicit thatỹ s d is the ratio of an estimator of the population total of y in U d to 154 an estimator of N d .
155
An estimator of the variance ofỹ s d is In situations in which it is possible to classify each population unit into a domain, so 160 that the size N hd of each intersection is known, we propose an alternative estimator 161 of domain means. In these cases, an unbiased estimator of the mean of the domain U d 162 can be obtained considering the domain U d itself divided into further strata, given by 163 its intersections with the sampling-strata, (which are
, and subsequently applying the usual stratified sampling estimator.
165
The weight of each "nested stratum" is given by the ratio of the size of the intersection 166 to the total size of the domain. This estimator for the mean of the domain U d isȳ N G d 167 (NG for nested group):
is the π-weighted intersection sample mean, withN hd = k∈s hd π −1 k . Eq. (11) Eq. (11) becomes
It is worthwhile to notice thatȳ N G d requires n hd > 0, while the π-estimator -Eq. (9) -176 requires only n h > 0.
177
As in the previous development in §4.2, it is informative to re-define the right-hand 178 side of Eq. (13), which simplifies further into:
because it makes more evident that, unlike Eq. (9),ȳ N G d is not a ratio of two estimators, 180 but rather a ratio of an estimator of the domain total to the actual size of the domain.
181
Notice also that the sample estimator p hd in the numerator of (9) is substituted here by 182 the known value of the relative size P hd .
183
The variance ofȳ N G
where V (ỹ s hd ) is the variance of the estimatorỹ s hd .
185
If a random sample has been selected in each stratum, V (ỹ s hd ) can be re-expressed 186 by analogy to Eq. (6) as
By analogy to Eq. (7), an estimator of
where S 2 s hd = (n hd − 1) −1 k∈s hd (y k −ȳ s hd ) is the intersection sample variance and 
A proof is provided in the Appendix B.
201
The variance of the nested group estimator is
The smaller the domain and the larger 203 the differences among the strata means, the larger the gain in precision due to the use of 204 the nested group estimator is. The drawback is that the nested group estimator is more 205 demanding in terms of sample size, as it requires to have at least one sample in each
The minimum of the V (ȳ N G d ) for a certain domain U d , given a fixed total sample size 208 n, is obtained when:
Eq. (20) 
A proof on the development of Eq. (20) is provided in Appendix C. The properties of the above mentioned estimators were examined in a simulation study. 215 We chose here a spatially explicit domain subject to stratified systematic sampling. Let with mean and variance parameters as described in Table 2 , to each population unit in 221 the 2 strata. Further, let us assume that a random stratified sample s of size 35 has to be 222 drawn without replacement from the population based on the two strata a and b. That 223 is, a random sample s a of size n a has to be selected from the stratum a and a random 224 sample s b of size n b from the stratum b, so that n a + n b = 35. The population has also 225 been partitioned into 2 domains, A and B, of size 96 and 224 ha, respectively (Fig. 1) .
226
Population statistics are displayed in Table 2 .
227
The domain averagesȲ A andȲ B were estimated from the sample s. The number 228 of plots selected in strata a and b had not been initially defined and 16 different plot 229 allocation strategies has been tested, with n a ∈ (10, 25) and n b = n − n a . For each 230 allocation 10 5 independent sample replicates of n = 35 were drawn and from each of 231 those samples the domain means were estimated. Given the large number of samples and 232 allocation regimes, we simulated parallel code with the package doParallel (Revolution Table 2 Statistics of strata and domains used in the simulation study Population total N = 320 s = 35 strata domains Na = 150
Analytics and Weston 2015) in R (R Core Team 2016), using a cluster of 16 CPU and 30 234 GB of RAM provided by the FAO-hosted SEPAL platform (SEPAL 2016). We contrasted the IPCC definitions of approach 1 and approach 2, as described in IPCC (2003, Chap. 
284
In this case, in order to estimate the domain averages it is first of all necessary to 285 classify each of the n forest inventory sample units into one of the spatially-implicit Fig. 4 Variance of the estimates for the domains A and B, by allocation and estimator. Dotted green and orange vertical lines reflect the allocations at which the variance of the domain mean is minimized in the π-vs. nested group estimators, respectively. Black solid and dashed vertical lines as in Fig. 3 . The y-axis is log-transformed for better visualization.
domains U d . To prevent any possible bias, re-classification needs to be done using the 287 same methodology adopted to estimate the domain sizes. If, for example, these have been 
294
In an attempt to offer a set of rules for the selection of adequate domain estimators, we 295 propose a decision tree (Fig. 5 ) that aims to guide forestry academics and NFI assessment 296 teams through each step depending on: 
We will now assume that A d will certainly occur. Since the population mean of the 358 domain U d can be written as:
the bias of the arithmetic meanȳ s d for the domain U d therefore amounts to:
Under a stratified random sampling with a sample allocation proportional to the size of 361 the strata, where n h = nN h /N = N h f , the arithmetic mean proves unbiased since 
(29) and
, for k = l and k, l belonging to the same stratum 0, for k = l and k, l belonging to a different stratum
decomposing the variance we obtain:
where P hd = N hd N h , Q hd = 1 − P hd and f h = n h /N h .
369
By analogy with Särndal 10.3.15, (33) can also be expressed as: Theorem : The sample sizes n 1 , . . . , n h , . . . , n H that minimize the V (ȳ ne d ) under a ran-376 dom stratified sampling, subject to the constraint n 1 + · · · + n h + · · · + n H = n are 377 approximated by 
Where Q hd = 1 − P hd and W hd = N hd /N d . Under the condition n h >> 0, n h − 1 ≈ n h 381 and (n h P hd + 1)/n h P hd ≈ 1. (37) therefore simplifies to
The minimum of this function can be found using the method of Lagrange multipliers.
383
The Lagrange function is: 
