Abstract. In this paper we define a relative rigid fundamental group, which associates to a section p of a smooth and proper morphism f : X → S in characteristic p, with dim S = 1, a Hopf algebra in the ind-category of overconvergent F -isocrystals on S. We prove a base change property, which says that the fibres of this object are the Hopf algebras of the rigid fundamental groups of the fibres of f . We explain how to use this theory to define period maps as Kim does for varieties over number fields, and show in certain cases that the targets of these maps can be interpreted as varieties.
Introduction
Let K be a number field and let C/K be a smooth, projective curve of genus g > 1, with Jacobian J. Then a famous theorem of Faltings states that the set C (K) of K-rational points on C is finite. The group J (K) is finitely generated, and under the assumption that its rank is strictly less than g, Chabauty in [12] was able to prove this theorem using elementary methods as follows. Let v be a place of K, of good reduction for C, and denote by C v , J v the base change to K v . Then Chabauty defines a homomorphism (1) log :
Jv/Kv
and shows that there exists a non zero linear functional vanishing on the image of J (K). He then proves that pulling this back to J (K v ) gives an analytic function on J (K v ), which is not identically zero on C (K v ), and which vanishes on J (K). Hence C (K) ⊂ C (K v ) ∩ J (K) must be finite as it is contained in the zero set of a non-zero analytic function on C (K v ).
In [26] , Kim describes what he calls a 'non-abelian lift' of this method. Fix a point p ∈ C (K). By considering the Tannakian category of integrable connections on C v , one can define a "de Rham fundamental group" U dR = π dR 1 (C v , p), which is a pro-unipotent group scheme over K v , as well as, for any other x ∈ C (K v ), path torsors P dR (x) = π dR 1 (C v , x, p) which are right torsors under U dR . These group schemes and torsors come with extra structure, namely that of a Hodge filtration and, by comparison with the crystalline fundamental group of the reduction of C v , a Frobenius action. He then shows that such torsors are classified by U dR /F 0 , and hence one can define 'period maps' (2) j n :
where U dR n is the nth level nilpotent quotient of U dR . If n = 2 then j n is just the composition of the above log map with the inclusion C (K v ) → J (K v ). By analysing the image of this map, he is able to prove finiteness of C (K) under certain conditions, namely if the dimension of U dR n /F 0 is greater than the dimension of the target of a global period map defined using the category of lisseétale sheaves on Theorem. (1.7). Suppose that f : X → S is a smooth morphism of smooth varieties over an algebraically closed field k of characteristic zero. Assume that f has geometrically connected fibres, and that S is a geometrically connected affine curve. Assume further that X is the complement of a relative normal crossings divisor in a smooth and proper S-scheme X. Let C S be the category of vector bundles with a regular integrable connection on S, and let C X be the category of vector bundles with a regular integrable connection on X which are iterated extensions of those of the form f * E , with E ∈ C S . Then the fibre of the corresponding affine group scheme over C S at s ∈ S is the de Rham fundamental group π dR 1 (X s , p s ) of the fibre.
Thus with strong hypotheses on the base S, we have a good working definition of a relative fundamental group. We would ideally like to remove these hypotheses, and it seems as though a good way to do this would be to use the methods of 'relative rational homotopy theory' similar to Navarro-Aznar's work in [29] . In positive characteristic at least, this approach will be taken up in future work.
In Chapter 2 we discuss path torsors in the relative setting. We show in particular that for any other section q of f one can define an affine scheme π dR 1 (X/S, q, p) over C S which is a right torsor under π dR 1 (X/S, p). The upshot of this is that we obtain (3) j n : X (S) → H 1 S, π dR 1 (X/S, p) n which are a coarse characteristic zero function field analogue of Kim's global period maps. Of course, if we were really interested in the characteristic zero picture, we would want to define Hodge structures on these objects, and thus obtain finer period maps. However, our main interest lies in the positive characteristic case, and so we don't pursue these questions.
In Chapter 3 we define the relative rigid fundamental group in positive characteristic, mimicking the definition in characteristic zero. Instead of the category of vector bundles with regular integrable connections, we consider the category of overconvergent F -isocrystals. We then proceed to use Caro's theory of cohomological operations for arithmetic D-modules in order to prove the analogue of the above theorem in positive characteristic. Although sufficient for our ultimate end goal, where our bases are geometrically connected, smooth curves, it would be pleasing to have a formalism that worked in greater generality. As mentioned above, this will will form part of a future work.
The upshot of this is that for a smooth and proper map f : X → S with geometrically connected fibres, S a smooth, geometrically connected curve over a finite field k, and a section p of f , we can define an affine group scheme π rig 1 (X/S, p) over the category of overconvergent F -isocrystals on S, which we call the relative fundamental group at p. The fibre of this over any point s ∈ S is just the unipotent rigid fundamental group of the fibre X s of f over s. As in the zero characteristic case, the general Tannakian formalism gives us path torsos π rig 1 (X/S, p, q) for any other q ∈ X(S), and hence we can define a period map where the RHS is a classifying set of F -torsors under π rig 1 (X/S, p), as well as finite level versions given by pushing out along the quotient map π rig 1 (X/S, p) → π rig 1 (X/S, p) n .
Finally, we study the targets of these period maps, and show that after replacing H φ=id , the Frobenius invariant part of the set classifying torsors without F -structure, then under very restrictive hypotheses on the morphism f : X → S, we obtain the structure of an algebraic variety. The argument here is just a translation of the original argument of Kim into our context, and what for us are restrictive hypotheses are automatically satisfied in his case.
We are still a long way away from getting a version of Kim's methods to work for function fields. There is still the question of how to define the analogue of the local period maps, and also to show that the domains of the period maps have the structure of varieties. Even then, it is very unclear what the correct analogue of the local integration theory will be in positive characteristic. There is still a very large amount of work to be done if such a project is to be completed.
Let f : X → S be a smooth morphism of smooth complex varieties, and suppose that f admits a good compactification, that is there exists X smooth and proper over S, an open immersion X ֒→ X over S, such that D = X \X is a relative normal crossings divisor in X. Let p ∈ X (S) be a section. For every closed point s ∈ S with fibre X s , one can consider the topological fundamental group G s := π 1 (X an s , p (s)), and as s varies, these fit together to give a locally constant sheaf π 1 (X/S, p) on in the category of locally constant sheaves of finite dimensional C-vector spaces on S an . (Their theorem is a lot stronger than this, but this is all we need for now). According to Théorème 5.9 in Chapter II of [16] , the pro-vector bundle with integrable connectionÛ top p ⊗ C O S an has a canonical algebraic structure. Thus given a smooth morphism f : X → S as above, with section p, one can construct a provector bundle with connectionÛ p on S, whose fibre at any closed point s ∈ S is the completed enveloping algebra of the Malcev Lie algebra of π 1 (X an s , p (s)). Denoting by g s the Malcev Lie algebra of π 1 (X an s , p (s)),Û (g s ) = (Û p ) s can be constructed algebraically, as g s is equal to Lie π dR 1 (X s , p s ), the Lie algebra of the Tannaka dual of the category of unipotent vector bundles with integrable connection on X s . Thus the following question suggests itself. Question 1.1. Is there an algebraic construction ofÛ p ?
We will not directly answer this question -instead we will construct the Lie algebra associated toÛ p -this a pro-systemL p of Lie algebras with connection on S. The way we will do so is very simple, and is closely related to ideas used in [31] to study relatively unipotent mixed motivic sheaves. Definition 1.2. To save ourselves saying the same thing over and over again, we make the following definition. A 'good' morphism is a smooth morphism f : X → S of smooth varieties over a field k, with geometrically connected fibres and base, such that X is the complement of a relative normal crossings divisor in a smooth, proper S-scheme X. Throughout this section we will assume that the ground field k is algebraically closed of characteristic 0.
We will assume that the reader is familiar with Tannakian categories, a good introductory reference is [28] . If T is a Tannakina category over a field k, and ω is a fibre functor on T , in the sense of §1.9 of [18], we will denote the group scheme representing automorphisms of ω by G(T , ω). We will also use the rudiments of algebraic geometry in Tannakian categories, as explained in §5 of [17] -in particular we will talk about affine (group) schemes over Tannakian categories. We will denote the fundamental groupoid of a Tannakian category by π(T ). If T is a tannakianc ategory over k, and k ′ /k is a finite extension, then we will denote the category of k ′ -modules in T by either T ⊗ k k ′ , or T k ′ . We will also assume familiarity with the theory of integrable connections and regular holonomic D-modules on k-varieties, and will generally refer to [16] and [21] for details. We say that a regular integrable connection on X is unipotent if it is a successive extension of the trivial connection, and these form a Tannakian subcategory N IC(X) ⊂ IC(X) of the Tannakian category of regular integrable connections. Definition 1.3. For X/k smooth and connected, the algebraic and de Rham fundamental groups of X at a closed point x ∈ X are defined by
Remark 1.4. It follows from the Riemann-Hilbert correpondence that if k = C, then these affine group schemes are the pro-unipotent and pro-algebraic completions of π 1 (X an , x) respectively.
If f : X → Y is a morphism of smooth k-varieties, then we can form the pullback of vector bundles with integrable connection on Y , this preserves regularity and is the usual pull-back on the underlying O Y -module. This induces a homomorphism f * : π 1.1. The relative fundamental group and its pro-nilpotent Lie algebra. Let f : X → S be a 'good' morphism. A regular integrable connection E on X is said to be relatively unipotent if there exists a filtration by horizontal sub-bundles, whose graded objects are all in the essential image of f * : IC (S) → IC (X). We will denote the full subcategory of relatively unipotent objects in IC (X) by N f IC (X), this is a Tannakian subcategory. Suppose that p ∈ X (S) is a section of f . We have functors of Tannakian categories
and hence, after choosing a point s ∈ S(k), homomorphisms
between their Tannaka duals. Let K s denote the kernel of f * , the splitting p * induces an action of π alg 1 (S, s) = G (IC (S) , s * ) on K s via conjugation. This corresponds to an affine group scheme over IC (S). Lemma 1.5. This affine group scheme is independent of s.
Proof. Thanks to [17], §6.10, f * , p * above come from homomorphisms
of affine group schemes over IC (S). If we let K denote the kernel of this homomorphism, then K s = s * (K). Definition 1.6. The relative de Rham fundamental group π dR 1 (X/S, p) of X/S at p is defined to be the affine group scheme K over IC(S).
Let i s : X s → X denote the inclusion of the fibre over s, then there is a canonical functor i *
Proof. The point s gives us fibre functors p *
and also let
be the topological fundamental groups of X s , X, S respectively. Then K = K un , the pro-unipotent completion of K, and H = H alg , the pro-algebraic completion of H. We need to show that the sequence of affine group schemes
is exact, and we will use the equivalences of categories
. By Proposition 1.3 in Chapter I of [31] , ker (G → H) is pro-unipotent. Hence according to Proposition 1.4 of loc. cit., in order to show that φ is an isomorphism, we must show the following.
•
• Let E ∈ N f IC(X), and let F 0 ⊂ i * s (E) denote the largest trivial subobject. Then there exists
• There is a pro-action of G onÛ (Lie K) such that the corresponding action of Lie G extends the left multiplication by Lie K. The first is straightforward. Since f is topologically a fibration with section p, we have a split exact sequence
and a representation V of G such that K acts trivially. We must show that V is the pullback of an H-representation -this is obvious! The second is no harder, we must
/a n by conjugation and K by left multiplication.
Claim. C[K]/a n is finite dimensional, and unipotent as a K-representation.
Proof. There are extensions of K-representations
and hence, since the action of K on a n /a n+1 is trivial, it follows by induction that each C[K]/a n is unipotent. There are also surjections (17) a/a 2 ⊗n ։ a n /a n+1 for each n, and hence by induction, to show finite dimensionality it suffices to show that a/a 2 is finite dimensional. But a/a 2 ∼ = K ab ⊗ Z C is finite dimensional, as K is finitely generated.
n is in fact relatively unipotent as a G-representation is the content of the following claim.
K . This is G-stable. Let φ 0 : V → V /V 0 denote the quotient, and
V , the filtration terminates since each V i is strictly larger that V i−1 . Each V i /V i−1 is acted on trivially by K, and is thus the pullback of an H-representation.
Hence C[K]/a n is naturally an object in Rep C (G), there is a pro-action of G on U (Lie K), and the action extends left multiplication by Lie K as required. Thus the theorem is proved. Remark 1.8. The co-ordinate algebra of π dR 1 (X/S, p) is an ind-object in the category of regular integrable connections on S. Hence we may view π dR 1 (X/S, p) as an affine group scheme over S in the usual sense, together with a regular integrable connection on the associated O S -Hopf algebra.
If g : T → S is any morphism of smooth varieties over k, then there is a homomorphism of fundamental groups
Proof. We know by the previous theorem that this induces an isomorphism on fibres over any point t ∈ T (C). Hence by rigidity, it is an isomorphism.
Write G = π dR 1 (X/S, p) and let G n denote the quotient of G by the nth term in its lower central series. Let A n denote the Hopf algebra of G n , and I n ⊂ A n the augmentation ideal. L n := Hom OS I n /I 2 n , O S is the Lie algebra of G n . This is a coherent, nilpotent Lie algebra with connection, i.e the bracket [ 
There are natural morphisms L n+1 → L n , which form a pro-system of nilpotent Lie algebras with connectionL p , whose universal enveloping algebra is the objectÛ p considered in the introduction to this section.
1.2.
Towards an algebraic proof of Theorem 1.7. Although we have a candidate for the relative fundamental group of a 'good' morphism f : X → S at a section p, we have only proved it is a good candidate when the ground field is the complex numbers. One might hope to be able to reduce to the case k = C via base change and finiteness arguments, but this approach will not work in a straightforward manner. Also, such an argument will not easily adapt to the case of positive characteristic, as in general one will not be able to lift a smooth proper family, even locally on the base. Instead we seek a more algebraic proof. Recall that we have an affine group scheme π dR 1 (X/S, p) over IC(S), and a comparison morphism (20) φ :
Question 1.10. Is φ is an isomorpism?
It follows from Proposition 1.4 in Chapter I of [31] and Appendix A of [20] that we need to prove the following:
• (Surjectivity I) Suppose that E ∈ N f IC (X) is such that i * s (E) is trivial. Then there exists F ∈ IC(S) such that E ∼ = f * (F ).
• (Surjectivity II) Let E ∈ N f IC(X), and let F 0 ⊂ i * s (E) denote the largest trivial subobject. Then there exists E 0 ⊂ E such that F 0 = i * s (E 0 ). To do so, we will need to use the language of algebraic D-modules. We define the functor f
where f + is the usual pushforward for regular holonomic complexes of D-modules, d is the relative dimension of f : X → S, and we are considering a regular integrable connection on X as a D X -module in the usual way. Lemma 1.11. The functor f dR * lands in the category of regular integrable connections, and is a right adjoint to f * .
Proof. The content of the first claim is in the coherence of direct images in de Rham cohomology, using the comparison result 1.4 of [19] , and the fact that a regular holomomic D X -module is a vector bundle iff it is coherent as an O X -module. To see this coherence, we first use adjointness of f + and f + , together with the facts that f
This is an isomorphism by base changing to C and comparing with the usual topological pushforward of the constant sheaf C. Hence f dR * O X is coherent, and via the projection formula, so is f dR * (f * F ) for any F ∈ IC(S). Hence using exact sequences in cohomology and induction on unipotence degree, f dR * E is coherent whenever E is relatively unipotent.
To prove to the second claim, we just use that f + is adjoint to
] on the subcategory of regular integrable connections, and f + E is concentrated in degrees ≥ −d whenever E is a regular integrable connection.
, then by the base change results proved above we know that i * s (E 0 ) ∼ = F 0 , and that the natural map E 0 → E restricts to the inclusion F 0 → F on the fibre X s .
We now turn to the proof of injectivity of the comparison map, borrowing heavily from ideas used in Section 2.1 of [22] . We define objects U n of N IC(X s ), the category of unipotent integrable connections on X s inductively as follows. U 1 will just be O Xs , and U n+1 will be the extension of
corresponding to the identity under the isomorphisms
If we look at the long exact sequence in de Rham cohomology associated to the short exact sequence 0 → U
Lemma 1.17. The connecting homomorphism δ is the identity.
Proof. By dualizing, the extension
n ) Now the lemma follows from the fact that for an extension 0 → E → F → O Xs ⊗ k V → 0 of a trivial bundle by E, the class of the extension under the isomorphism
is just the connecting homomorphism for the long exact sequence
In particular
is zero, it follows that any extension of U n by a trivial bundle V ⊗ k O Xs is split after pulling back to U n+1 . Now let x = p(s), u 1 = 1 ∈ (U 1) x ∼ = O Xs,x = k, and choose a compatible system of elements u n ∈ (U n ) x mapping to u 1 . Definition 1.18. We define the unipotent class of an object E ∈ N IC(X s ) inductively as follows. If E is trivial, then we say E has unipotent class 1. If there exists an extension
with E ′ of unipotent class ≤ m − 1, then we say that E has unipotent class ≤ m. Proposition 1.19. Let F ∈ N IC(X s ) be an object of unipotent class ≤ m. Then for all n ≥ m and any f ∈ F x there exists a morphism α :
Proof. We copy the proof of Proposition 2.1.6 of [22] and use strong induction on m. The case m = 1 is straightforward. For the inductive step, let F be of unipotent class m, and choose an exact sequence
with E trivial and G of unipotent class < m. By induction there exists a morphism
first by the morphism β and then by the natural surjection U n → U n−1 gives an extension of U n by E, which must split, as observed above.
Proof. Suppose that E is of unipotent class ≤ m. Let e 1 , . . . , e N be a basis for E x . Then there is a morphism α : U ⊕N m → E with every e i in the image of the induced map on stalks. Thus α x is surjective, and hence so is α.
We now try to inductively define relatively nilpotent integrable connections W n . on X which restrict to the U n on fibres. Define higher direct images in de Rham cohomology by
, and begin the induction with W 1 = O X . As part of the induction we will assume that
dR f * (W ) are both coherent, i.e. regular integrable connections. We will define W n+1 to be an extension of W n by the sheaf
and thus consider the extension group
The Leray spectral sequence, together with the induction hypothesis and the projection formula, gives us the 4-term exact sequence
and we can extract the commutative diagram (39)
where the horizontal arrows are just restrictions to fibres. The identity morphism in
, and hence the obstruction to finding W n+1 lifting U n+1 is the image of the identity under the map
In particular, if the base S is an affine curve, this obstruction has to vanish. Proposition 1.21. Suppose that S is an affine curve. Then every object of N IC(X s ) is a quotient of ι * s E for some E ∈ N f IC (X). Proof. To finish the induction step, we must show that
For the first claim, if we look at the long exact sequence of relative de Rham cohomology
. . we simply note that the given map restricts to an isomorphism on fibres, and is hence an isomorphism. For the second, we simply use the long exact sequence in cohomology and the inductive hypothesis for
(1) We can use this to define relative fundamental groups when S is a possibly non-affine curve, using gluing arguments. We will not do this here, but will explain it in more detail when we come to deal with the positive characteristic case. (2) It is possible to define a relative fundamental group when k is not necessarily algebraically closed (but still of characteristic 0) using identical methods. One can then show that the corresponding 'base change' question can be deduced from what we have proved in the algebraically closed case. Since this argument is rather fiddly, and not necessary in the context of this paper, we have omitted it.
Path torsors, non-abelian crystals and period maps
If T is a Tannakian category over an arbitrary field k, and ω i are fibre functors on T , i = 1, 2, with values in some k-scheme S, then the functor of isomorphisms ω 1 → ω 2 is representable by an affine S-scheme, which is a (G(T , ω 1 ), G(T , ω 2 ))-bitorsor. This allows us to define path torsors under the algebraic and de Rham fundamental groups. In this section, we show how to do this in the relative case.
2.1. Torsors in Tannakian categories. Let C be a Tannakian category over a field k. A Tannakian C-category is a Tannakian category D together with an exact, k-linear tensor functor t : C → D. We say it is neutral over C if there exists an exact, faithful k-linear tensor functor ω : D → C such that ω • t ∼ = id. Such functors will be called fibre functors. If such a functor ω is fixed, we say D is neutralised. Thanks to §6.10 of [17], we have a homomorphism
of affine group schemes over D. Hence applying ω gives us a homomorphism
of affine group schemes over C.n We define G (D, ω) := ker ω (t * ). For an affine group scheme G over C, let O G be its Hopf algebra, a representation of G is then defined to be an O G -comodule. That is an object V ∈ C together with a map δ : V → O G ⊗ V satisfying the usual axioms. Definition 2.1. A torsor under G is a non-empty affine scheme Sp(O P ) over C, together with a O G -module structure on O P , such that the induced map
Example 2.2. Suppose that C = Rep k (H), for some affine group scheme H over k. Then an affine group scheme G over C 'is' just an affine group scheme G 0 over k together with an action of H. A representation of G 'is' then just an H-equivariant representation of G 0 , or in other words, a representation of the semi-direct product G 0 ⋊ H.
Representations have another interpretation. Suppose that V is an O G -comodule, and let R be a C-algebra. A point g ∈ G (R) is then a morphism O G → R of Calgebras, and hence for any such g we get a morphism
which extends linearly to a morphism
This is an isomorphism, with inverse given by the map induced by g −1 . Hence we get an R-linear action of G (R) on V ⊗ R, for all C-algebras R. The same proof as in the absolute case (Proposition 2.2 of [28] ) shows that a representation of G (defined in terms of comodules) is equivalent to an R-linear action of G (R) on V ⊗ R, for all R.
For G an affine group scheme over C, let Rep C (G) denote its category of representations, this is a Tannakian category over k. There are canonical functors
given by 'trivial representation' and 'forget the representation'. This makes Rep C (G) neutral over C. There is a natural homomorphism G → ω(π(Rep C (G))) which comes from the fact that by definition, G acts on ω(V ) for all V ∈ Rep C (G). Since this action is trivial on everything of the form t(W ), W ∈ C, again by definition, this homomorphism factors to give a homomorphism
Conversely, if D is neutral over C, with fibre functor ω, then the action of ω(π(D)) on ω(V ), for all V ∈ D, induces an action of G(D, ω) on ω(V ), and hence a functor
Proposition 2.3. In the above situation, the homomorphism
is an isomorphism, and the functor D → Rep C (G (D, ω) ) is an equivalence of categories.
Proof. If C is neutral, say C ∼ = Rep k (H), then thanks to Example 2.2 this is straightforward and amounts to little more than saying that the category of representations of a semi-direct product G 0 ⋊ H is equivalent to the category of H-equivariant G 0 -representations. If C is not neutral, then we choose a fibre functor with values in some k-scheme S, apply Théorème 1.12 of [18] and replace the affine group scheme H by a certain groupoid acting on a S. The argument is then formally identical.
Remark 2.4. Our definition of the fundamental group π
, as an affine group scheme over IC (S).
In order to define torsors of isomorphisms in the relative setting, we must first recall Deligne's construction in the absolute case, which uses the notion of a coend. So suppose that we have categories X and S, and a functor F : X × X op → S. The coend of F is the universal pair (ζ, s) where s is an object of S and ζ : F → s is a bi-natural transformation. Here s is the constant functor at s ∈ Ob (S), and by bi-natural we mean that it is natural in both variables. If such an object exists, we will denote it by (50)
If S is cocomplete then the coend always exists and is given concretely by the formula (see Chapter IX, Section 6 of [27] )
Suppose that C is a Tannakian category, and let ω 1 , ω 2 : C → Qcoh (S) be two fibre functors on C. In [18], Deligne defines
to be the coend of the bifunctor
and in §6 of loc. cit., uses the tensor structure of C to define a multiplication on L S (ω 1 , ω 2 ) which makes it into a quasi-coherent O S -algebra. He then proves that Spec (L S (ω 1 , ω 2 )) represents the functor of isomorphisms from ω 1 to ω 2 . Now let C be a Tannakian category, let D be neutral over C, and suppose that ω 1 , ω 2 : D → C are two fibre functors from D to C. Define the coend
If η : C → Qcoh (S) is a fibre functor, then η commutes with colimits, and hence
. This is a quasi-coherent O S -algebra, functorial in η, and hence L C (ω 1 , ω 2 ) has a multiplication making it into a C-algebra.
What we actually want, however, is a (
We get this as follows. Suppose that V ∈ D, then by the definition of L C (ω 1 , ω 2 ) we get a morphism
which corresponds to a morphism
Thus a morphism L C (ω 1 , ω 2 ) → R for some C-algebra R induces an R-linear morphism
which is in fact an isomorphism, since it is so after applying any fibre functor.
Definition 2.5. Define P triv (ω 1 , ω 2 ) to be the sub-functor of P C (ω 1 , ω 2 ) which takes R to the set of all morphisms L C (ω 1 , ω 2 ) → R such that for every V in the essential image of t : C → D, the induced automorphism of R ⊗ ω 1 (V ) = R ⊗ ω 2 (V ) is the identity.
Proposition 2.6. The functor P triv (ω 1 , ω 2 ) is representable by an affine scheme over C, and is a (G C (D, ω 1 ) , G C (D, ω 2 ))-bitorsor in the category of affine schemes over C.
is the largest subgroup of ω i (π (D)) whose action on ω i (V ) is trivial for all V in the essential image of t. Now, if p ∈ P triv (ω 1 , ω 2 ) (R) and g ∈ G C (D, ω 1 ) (R) then gp ∈ P C (ω 1 , ω 2 ) (R) acts trivially on everything of the form t (W ), and hence lies in
Thus P triv (ω 1 , ω 2 ) is a bi-pseudo-torsor, and to complete the proof, we must show that P triv (ω 1 , ω 2 ) is represented by a non-empty affine scheme over C. By similar arguments to before, one can see that the fundamental group π (C) of C is the formal Spec of the Hopf C-algebra
and hence one can construct a morphism of affine C-schemes
which is the formal Spec of the obvious morphism ω 2 ) is the fibre of P C (ω 1 , ω 2 ) → π (C) over the identity section Sp (1) → π (C). Hence it is the formal Spec of the algebra L triv (ω 1 , ω 2 ) defined by the pushout diagram
and is thus representable by an affine C-scheme.
To prove that P triv (ω 1 , ω 2 ) = ∅, it suffices to show that η (P triv (ω 1 , ω 2 )) = ∅ for any fibre functor η : C → Qcoh (S). For any f :
which maps to the identity under the natural map
There is certainly some S-scheme f : T → S such that the LHS is non-empty. Pick such a T , and pick some p ∈ Isom
is surjective, and hence there exists some g ∈ Aut
Remark 2.7. We can rephrase this as follows. Consider the functors of C algebras
as well as the subfunctor Isom ⊗ C (ω 1 , ω 2 ), the 'functor of C-isomorphisms ω 1 → ω 2 ', defined to be the fibre over the identity of the natural morphism
Then the functor Isom ⊗ C (ω 1 , ω 2 ) is representable by the affine scheme P triv (ω 1 , ω 2 ) over C, which is a (G C (D, ω 1 ) , G C (D, ω 2 )) bitorsor.
2.2.
Path torsors under relative fundamental groups. Let k be an algebraically closed field of char 0, S a connected, affine curve over k and f : X → S a 'good' morphism. Let p, x be sections of f . We can apply the above methods to obtain an affine scheme over IC (S), the torsor of paths from x to p, which can be considered as an affine scheme P (x) = π dR 1 (X/S, x, p) over S, together with an integrable connection on O P (x) (as a quasi-coherent O S algebra). This is naturally a left torsor under π dR 1 (X/S, x) and a right torsor under π dR 1 (X/S, p) =: G. Moreover, the action map P (x) × G → P (x) is compatible with the connections, in the sense that the associated comodule structure
is horizontal, the RHS being given the tensor product connection. If G n is the quotient of G by the nth term in its lower central series, we will denote the pushout torsor P (x) × G G n by P (x) n . As before, the action map P (x) n × G n → P (x) n is compatible with the connections. Definition 2.8. A ∇-torsor under G n is a G n -torsor P over S in the usual sense, together with a regular integrable connection on O P , such that the action map
is horizontal. The set of isomorphism classes of ∇-torsors is denoted H 1 ∇ (S, G n ). Thus we have 'period maps'
∇ (S, G n ) which takes x ∈ X(S) to the path torsor P (x) n .
Remark 2.9.
(1) This is not a good period map to study. For instance, if k = C, then the relative fundamental group is not just an affine group scheme with connection. There are reasons to expect that one can put a 'non-abelian' variation of Hodge structure on this fundamental group. Similar considerations will apply to the path torsors, and the period maps should take these variations of Hodge structures into account. (2) We can use the pro-nilpotent Lie algebra of π dR 1 (X/S, p) and the CampellHausdorff law to view π dR 1 (X/S, p) as a non-abelian sheaf of groups on the infinitesimal site of S/k. We can use this interpretation to give an alternative definition of the cohomology set H 1 ∇ (S, G n ). (3) A natural question to ask is whether or not, as in the situation studied by Kim, the targets for the period maps have the structure of algebraic varieties. Since we are more interested in the positive characteristic case, we will not pursue this question here.
Crystalline fundamental groups of smooth families in char p
Our goal in this chapter is to define the fundamental group of a smooth family f : X → S of varieties over a finite field. Many of our arguments are essentially the same as those we gave in Chapter 1.
We will assume that the reader is familiar with the theory of rigid cohomology and overconvergent (F -)isocrystals, a good reference is [1] . Assume that k is a finite field, of order q = p a and characteristic p > 0. Frobenius will always refer to linear Frobenius. If U/K is a variety, the category of overconvergent (F -)isocrystals on U/K is denoted (F -)Isoc † (U/K). These are Tannakian categories over K.
We defines N Isoc † (U/K) to be the full subcategory of Isoc † (U/K) on objects admitting a filtration whose graded pieces are constant. Chiarellotto and le Stum in [14] define the rigid fundamental group π rig 1 (U, x) of U at a k-rational point x to be the Tannaka dual of N Isoc † (U/K) with respect to the fibre functor x * . This is a pro-unipotent group scheme over K. Now suppose that g : X → S is a 'good', proper morphism over k, and let p : S → X be a section.
Definition 3.1. We say E ∈ F -Isoc † (X/K) is relatively unipotent if there is a filtration of E, whose graded pieces are all in the essential image of g * :
The full subcategory of relatively unipotent overconvergent isocrys-
The pair of functors
in the sense of §2.1. Hence we get an affine group scheme over F -Isoc † (S/K).
Definition 3.2. This is the relative rigid fundamental group π rig 1 (X/S, p). For s ∈ S a closed point, let i s : X s → X denote the inclusion of the fibre over s and let g s : X s → Spec (k(s)) denote the structure morphism. Let K(s) denote the unique unramified extension of K with residue field k(s). Let V(s) denote the ring of integers of K(s). In keeping with notation of previous chapters, let π rig 1 (X/S, p) s denote the affine group scheme s * (π
induces a homomorphism
(X/S, p) s of affine group schemes over K.
Question 3.3. Is φ is an isomorphism?
The question is whether or not the sequence of affine group schemes corresponding to the sequence of neutral Tannakian categories
is exact. Thus, as before, this boils down to the following three questions.
Question 3.4.
Remark 3.5. Actually, in order to apply these criteria, we need to know that the kernel of the homomorphism of group schemes corresponding to
is pro-unipotent, or using Lemma 1.3, Part I of [31] , that every object E of the category
. Let E 0 denote the largest relatively constant subobject of E, considered in the category N g F -Isoc † (X/K). Then functoriality of E 0 implies that a K(s) module structure K(s) → End(E) will induce one on E 0 . Hence we must show that an K(s)-module structure on f * F induces one on F . But now just use the section p to get a homomorphism of rings End(f * F ) → End(F ).
As in the case of characteristic 0, we will only give an affirmative answer to Question 3.3 when the base is an affine curve, and under some mild technical hypotheses on X. We will then use a gluing argument to construct π rig 1 (X/S, p) for (not necessarily affine) curves.
3.1. Base change for affine curves. Hypotheses and notations will be as in the previous section, except that we now assume that S is a smooth affine curve. We will make the following additional technical hypothesis.
Hypothesis 3.6. There exists a smooth and proper formal V-scheme P, an immersion X → P of X into its special fibre, such that the closure X ′ of X in P is smooth, and there exists a divisor T of P with X = X ′ \ T .
Remark 3.7.
(1) We should eventually be able to remove this technical hypothesis, using methods of "recollement", but we do not worry about this for now.
(2) One non-trivial example of such a g is given by a model for a smooth,
proper, geometrically connected curve C over a function field K over a finite field. In this situation S ′ is the unique smooth, proper model for K, X ′ is a regular, flat, proper S ′ -scheme, whose generic fibre is C, S ⊂ S ′ is an affine subcurve of the smooth locus and X is the preimage of S. Since X ′ is a regular, proper surface over a finite field, it is smooth, hence projective, and the above hypotheses really are satisfied. (3) Since S is a smooth curve, these technical hypotheses are automatically satisfied for S.
In this section we will prove the following two theorems.
Theorem 3.8.
Remark 3.10. The reason we have used categories of overconvergent F -isocrystals rather than overconvergent isocrystals without Frobenius is that the theory of 'six operations' has only fully been developed for overconvergent F -isocrystals. If six operations were to be resolved for overconvergent isocrystals in general, then we would be able to deduce results for smooth fibrations over any perfect field of positive characterisitc, not just over finite fields where we can linearize Frobenius.
The method of proof will be entirely analogous to the proof in characteristic 0, replacing the algebraic D-modules used there by their arithmetic counterparts, the theory of which was developed by Berthelot and Caro. It would be far too much of a detour to describe this theory in any depth, so instead we will just recall the notations and results needed, referring the reader to the series of articles [2] [3] [4] and [5] [6] [7] [8] [9] [10] for details.
We let
) denote the category of overholonomic F -D-modules on X (resp. S) as defined in Section 3 of [8] . There is a functor ]) and compatible with the natural tensor products on both sides (Proposition 4.8 of [9] ). The same also holds for S. Let
be the adjoint functors defined in Section 3 of [8] . By Théorème 4.2.12 of [10], for any E ∈ F -Isoc † (X/K), and any i ∈ Z, H i (g + sp X,+ (E)) ∈ F -Isoc † † (S/K) and hence we can define
where d is the relative dimension of X/S, and (−d) denotes the Tate twist. We can also define the higher direct images
, it can be easily adapted to land in the latter category. The base change result that we use below holds in this slightly altered context. Proposition 3.12. Let s ∈ S be a closed point. There is an isomorphism of fuctors
Remark 3.13. We are deliberately ignoring Frobenius structure in the final target category of these two composite functors. Proposition 3.14.
Proof. We know that g + sp X,+ (E) has overcoherent F -isocrystals for cohomology sheaves, and by the previous proposition, the fibre over s of
Proposition 3.15. g * is right adjoint to g * .
Proof. Since g + is right adjoint to g + , this just follows from the previous proposition and the fact that g
Proof of Theorem 3.8. Because g * and g * are functorial, they extend to give adjoint functors
such that (using the base change theorem as in the proof of Proposition 3.12) the counit g * g * E → E restricts to the counit of the adjunction
on fibres. Exactly as in the proof in characteristic zero, if we let E 0 = g * g * E, then i * s E 0 is the largest trivial subobject of i * s E, proving (2), and if i * s E is trivial, then E ∼ = E 0 , proving (1).
We now turn our attention to Theorem 3.9.
Proposition 3. 16 .
Then there are canonical isomorphisms
and moreover if E, E ′ have Frobenius structures, this induces an isomorphism
as well as a surjection
Proof. The first isomorphism is clear, and this immediately implies the third. The second is Proposition 1.3.1 of [15], from which the fourth is then easily deduced.
We define the U n inductively as follows. U 1 will just be O † Xs , and U n+1 will be the extension of
∨ corresponding to the identity under the isomorphisms
If we look at the long exact sequence in cohomology associated to the short exact sequence 0 → U
Lemma 3.17. The connecting homomorphism δ is the identity.
corresponds to the identity under the isomorphism
Now the Lemma follows from the fact that, for an extension 0 → E → F → O † Xs ⊗ K(s) V → 0 of a trivial bundle by E, the class of the extensions under the isomorphism
for all n, and since the induced homomorphism
Xs is split after pulling back to U n+1 . Now let x = p(s), u 1 = 1 ∈ x * (U 1 ) = K(s), and choose a compatible system of elements u n ∈ x * (U n ) mapping to u 1 .
Definition 3.18. Define the unipotent class of E ∈ N Isoc † (X s /K(s)) inductively as follows. If E is trivial, then we say E has unipotent class 1. If there exists an extension
with E ′ of unipotent class ≤ m − 1, then we say that E has unipotent class ≤ m.
Proposition 3.19. Let F ∈ N Isoc † (X s /K(s)) be an object of unipotent class ≤ m. Then for all n ≥ m and any f ∈ x * (F ) there exists a homomorphism α :
Proof. As in the characteristic zero case, we copy the proof of Proposition 2.1.6 of [22] and use strong induction on m. The case m = 1 is straightforward. For the inductive step, let F be of unipotent class m, and choose an exact sequence
with E trivial and G of unipotent class < m. By induction there exists a unique morphism β : U n−1 → G such that (x * φ) (f ) = (x * β) (u n−1 ). Pulling back the extension
Recall that we have the higher direct images R i g * (E) for any E ∈ F -Isoc † (X/K). Thanks to 2.1.4 of [5] , and the compatibilities already noted between tensor products and pull-backs of arithmetic D-modules and their counterparts for overconvergent F -isocrystals, these satisfy a projection formula
If we let h denote the structure morphism of S, then the fact that h + • g + = (h • g) + implies that there is a Leray spectral sequence relating R i h * , R j g * and
Since S is an affine curve and hence H 2 rig (S, g * E) = 0, the exact sequence of low degree terms of this spectral sequence reads
We are now in a position to inductively extend the U n to X.
Proof. The statement and its proof are by induction on n, and in order to prove it we strengthen the induction hypothesis by also requiring that there exists a morphism X is an isomorphism. So now suppose that we have W n as claimed. We look at the extension group
The Leray spectral sequence, the projection formula above and the induction hy-
which is again compatible with Frobenius. The projection p
which is Frobenius compatible, and is such that the composite (dotted) arrow
is an isomorphism. Indeed, once the H 1 s have been identified with extension groups, the dotted arrow corresponds to pushout along the composite arrow
, which is an isomorphism by the induction hypothesis. Thus the sequence (100) is split as claimed. Let
. By naturality of the Leray spectral sequence we have a commutative diagram
where the left hand vertical arrow is given by restriction to the fibre X s , and the top arrow is an isomorphism. Moreover, all arrows in this diagram are compatible with Frobenius.
The identity in End
, which is Frobenius invariant and corresponds to the extension U n+1 , lifts to the identity in H
, and this element is also Frobenius invariant. Since the upper horizontal map is an isomorphism, we can find a Frobenius invariant class in V mapping to the identity. We let W ′ n+1 be any corresponding extension (the map from the extension group as F -isocrystals to the Frobenius invariant part of H 1 is surjective). Now, we have a natural map
which has a section (denoted p * ) induced by the map p * W ∨ n → O † S , and such that whole diagram
commutes. We let W n+1 be the extension corresponding to [W
Note that this splits when we pullback via
, and also has the same image as W
To complete the induction we need to show that g * W 
. and by what we have already proved, the left hand arrow restricts to an isomorphism on any fibre. Thus by rigidity it is an isomorphism. Finally, we have an exact sequence
which splits when we push-out via the map p
commutes. Now the fact that the diagram
commutes implies that the composite along the top row is an isomorphism, finishing the proof.
To complete the proof of Theorem 3.9, we use the functor ι :
to view the W n as object of the latter category.
Chiarellotto's. However, it is not obvious to us exactly what the relationship between these two Frobenius structures is, so instead we will endow π rig 1 (X/S, p) with a different Frobenius, which we will be able to compare with the natural Frobenius on the fibres.
Warning. From now onward, we will consider π rig 1 (X/S, p) as an affine group scheme over Isoc † (S/K), via the forgetful functor. Note that Lemma 3.24 still holds, a fortiori, if we ignore the F -structure.
Let σ S : S → S denote the k-linear Frobenius, X ′ = X × S,σS S the base change of X by σ S , and σ X/S : X → X ′ the relative Frobenius induced by the k-linear Frobenius σ X of X. Let p ′ be the induced point of X ′ , and q = σ X/S • p ∈ X ′ (S). Then by functoriality and base change we get a homomorphism
and an isomorphism
. One can easily check that p ′ = q ∈ X(S), and hence we get a natural morphism φ :
Lemma 3.26. This is an isomorphism. Proof. Let s ∈ S be a closed point, with residue field k(s) of size q a . The map induced by φ a on the fibre π rig 1 (X s , p s ) over s is the same as that induced by pulling back unipotent isocrystals on X s by the k(s)-linear Frobenius on X s . This is proved in Chapter II of [13] to be an isomorphism, thus φ a is an isomorphism by rigidity. Hence φ is also an isomorphism.
We now let F * : σ * S π rig 1 (X/S, p) ∼ → π rig 1 (X/S, p) denote the inverse of φ, which by the proof of the previous Lemma, reduces to the Frobenius structure as defined by Chiarellotto on closed fibres. Definition 3.27. When we refer to 'the' Frobenius on π rig 1 (X/S, p), we will mean the isomorphism F * just defined.
3.3. Cohomology and period maps. Our goal in this section is to define nonabelian cohomolgoy sets for the unipotent quotients π rig 1 (X/S, p) n of π rig 1 (X/s, p). Assumptions and notations will be exactly as in the previous two sections. Recall from Section 2.1 the notion of a torsor under an affine group scheme U over Isoc † (S/K).
Definition 3.28. We define H 1 rig (S, U ) to be the pointed set of isomorphism classes of torsors under U .
Example 3.29. Suppose that U is the vector scheme associated to an overconvergent isocrystal E. Then Exemple 5.10 of [17] shows that there is a bijection
If U has a Frobenius structure, that is an isomorphism φ : σ * S U ∼ → U , where σ S denotes the k-linear Frobenius on S, then we can define an F -torsor under U to be a U -torsor P , together with a Frobenius isomorphism φ P : σ * S P ∼ → P such that the action map P × U → P is compatible with Frobenius. Definition 3.30. We define H 1 F,rig (S, U ) to be the set of isomorphism classes of F -torsors under U .
Given any torsor P under U , σ * S P will be a torsor under σ * S U , and hence we can use the isomorphism φ to consider σ * S P as a torsor under G. Hence we get a Frobenius action φ : H 1 rig (S, U ) → H 1 rig (S, U ), and it is easy to see that the forgetful map
φ=id fixed by the action of φ.
Given any point x ∈ X(S), we have the path torsors P (x) under π rig 1 (X/S, p) as well as the finite level versions P (x) n . Moreover, these come with Frobenius structures, and hence we get compatible maps (1) Let G be a K-groupoid acting on Spec (L), with L a finite extension of K. Let P be a (group) scheme over L. Then an action of G on P is defined exactly as in Definition 3.33, where the morphisms ρ(g) are required to be morphisms of (group) schemes, and instead of s(g) * V (resp. t(g) * V ), we take the fibre product P × L,s(g) T (resp. P × L,t(g) T ), using the map s(g) : T → Spec (L) (resp. t(g)) to form the fibred product. (2) Let U be a group scheme over L on which G acts. Then a G-equivariant torsor under U is a U -torsor P over L, together with an action of G, such that the map P × U → P is compatible with the G-action. Concretely, this means that ρ(g)(pu) = ρ(g)p · ρ(g)u, wherever this makes sense. (3) If U is a group scheme over L with a G-action, we will denote by H 1 (G, U ) the set of isomorphism classes of G-equivariant torsors under U .
Example 3.39.
• If V is a representation of G, then Spec (Sym(V ∨ )) naturally becomes a group scheme over L with a G-action. We will refer to this latter object as the vector scheme associated to V .
• If U is a unipotent affine group scheme over Isoc † (S/K) as above. The upshot of all the above discussion is that for any closed point s ∈ S, the unipotent group U s over K(s) attains an action of the K-groupoid Aut ⊗ K (s * ), and there is a natural bijection of sets
Now suppose that Y = Spec (L), with L/K finite, and let G be a K groupoid acting on Y . Let U be a unipotent group over L, on which G acts. 
commutes.
• For any K-scheme T , and points g, h ∈ G(T ) which are composable in the sense that s(g) = t(h), φ(gh) = φ(g) · ρ(g)(φ(h)) holds. This equality needs some explaining. By the first condition above, φ(g) lands in the subset U × L,t(g) T (T ) of U (T ) which consists of those morphisms T → U which are such that the diagram
commutes. We can use the group law on U (over Y ) to give U × L,t(g) T (T ) the structure of a group, and the action of G on U means that if g, h are composable morphisms in G(T ), there is a homomorphism
The set of 1-cocycles with coefficients in U is denoted Z 1 (G, U ). This set has a natural action of U (L) via (φ * u)(g) = (t(g)
. Again, this action needs some explanation. We can consider T as a L-scheme via t(g), and by t(g) * u we mean the element of U L,t(g) (T ) given by pulling back u. Similarly we get s(g)
The point of introducing these definitions is the following.
Lemma 3.41. There is a bijection between the non-abelian cohomology set H 1 (G, U ) and the set of orbits of Z 1 (G, U ) under the action of U (L).
Proof. Let P be a G-equivariant torsor under U . Since any torsor under a unipotent group scheme over an affine scheme is trivial, we may choose a point p ∈ P (L). Now, for any g ∈ G(T ) we can consider the points t(g) * p and s(g) * p inside P × L,t(g) T (T ) and P × L,s(g) T (T ) respectively. We have a morphism ρ(g) : P × L,s(g) T → P × L,t(g) T and hence there exists a unique element φ(g) ∈ U × L,t(g) T (T ) such that t(g) * pφ(g) = ρ(g)s(g) * p. Thus we get some φ(g) ∈ U (T ), and the map g → φ(g) is functorial, giving a map of schemes φ : G → U . The fact that φ(g) ∈ U × L,t(g) T (T ) Lemma 3.42. Let V be a representation of the groupoid G acting on Spec (L). Then there is a canonical bijection H 1 (G, V )
Proof. Taking into account the description of the latter in terms of cocyles modulo the action of V , this is straightforward algebra.
Now, although so far we have been working over a field K, exactly the same definitions make sense over any K-algebra R, and we get the notion of an Rgroupoid acting on Spec (R × K L), as well as its cohomology. There is an obvious base extension functor, taking K-groupoids to R-groupoids, and hence we can define cohomology functors H n (G, V ) for any representation V of G.
Proposition 3.43. Suppose that G = Spec (A) is affine. Then for any K-algebra there are a canonical isomorphisms H n (G R , V R )
Proof. In this case, there is an alternative algebraic description of the complex C • (G, V ). First of all, A is a commutative L ⊗ K L-algebra, hence A becomes an L-module in two different ways, using the two maps L → L ⊗ K L. We will refer to these as the 'left' and 'right' structures, these two different L-module structures induce the same K-module structure. The groupoid structure corresponds to a morphism ∆ : A → A ⊗ L A, using the two different L-module structures to form the tensor product.
The action of G on a representation V can be described by an L-linear map ∆ V : V → V ⊗ L,t A, where on the RHS we use the 'left' L-module structure on A to form the tensor product, and define the L-module structure on the result via the right L-module structure on A. This map is required to satisfy axioms analogous to the comodule axioms for the description of a representation of an affine group scheme.
We can now see that the group C n (G, V ) of n-cochains is simply the L-module V ⊗ L A ⊗ L . . . ⊗ L A (n copies of A). We can describe the boundary maps d n algebraically as well by d n (v ⊗ a 1 ⊗ . . . ⊗ a n ) = ∆ V (v) ⊗ a 1 ⊗ . . . ⊗ a n (126)
v ⊗ a 1 ⊗ . . . ⊗ ∆(a i ) ⊗ . . . ⊗ a n + v ⊗ a 1 ⊗ . . . ⊗ a n ⊗ 1.
Note that these maps are K-linear, not L-linear. Exactly the same discussion applies over any K-algebra R, and one immediately sees that there is an isomorphism of complexes C
• (G R , V R ) ∼ = C • (G, V ) ⊗ K R. Since any K-algebra is flat, the result follows.
Remark 3.44. In other words, the cohomology functor H n (G, V ) is represented by the vector scheme associated to H n (G, V ).
If U is a unipotent group scheme on which G acts, we can also extend the set H 1 (G, U ) to a functor of K-algebras in the same way. We can also define H 0 (G, U ) to be the group of all u ∈ U (L) such that ρ(g)s(g) * u = t(g) * for any g ∈ G(T ), and any K-scheme T . This also extends to a functor of K-algebras in the obvious way. It is straightforward to check that H 0 (G, Spec (Sym(V ∨ ))) = H 0 (G, V ) whenever V is a representation of G.
Recall that if U is a unipotent group scheme, we define U n inductively by U 1 = [U, U ] and U n = [U n−1 , U ] and U n by U n = U/U n . Since U is unipotent over K, a field of characteristic zero we know that each U n /U n+1 is a vector scheme, and that U = U N for large enough N .
Theorem 3.45. Let U be a unipotent group scheme over L, acted on by an affine K-groupoid G = Spec (A) acting on Spec (L). Assume that for all n ≥ 1, H 0 (G, U n /U n+1 ) = 0. Then the functor H 1 (G, U ) is represented by an affine scheme over K.
Proof. Note that the hypotheses imply that H 0 (G, U n /U n+1 )(R) = 0 for all Kalgebras R, and hence an easy induction argument shows that H 0 (G, U )(R) = 0 for all such U .
We will prove the theorem by induction on the unipotence degree of U , and our argument is almost word for word that given by Kim in the proof of Proposition 2, Section 1 of [25] . When U is just a vector scheme associated to a representation of G, then we already know that H n (G, U ) is representable for all n. For general U , we know that we can find an exact sequence
realising U as a central extension of a unipotent group of lower unipotence degree by a vector scheme. Looking at the long exact sequence in cohomology associated to this exact sequence, the boundary map H 1 (G R , W R ) → H 2 (G R , V R ) is a functorial map between representables (using the induction hypothesis for representability of H 1 (G, W R )) and hence the preimage of 0 ∈ H 2 (G, V ) is an (affine) closed subscheme of H 1 (G, W ), which we will denote by I(G, W ). Thus we get a vector scheme H 1 (G, V ), an affine scheme I(G, W ), and an exact sequence
for all R. We now proceed exactly as in the proof of Proposition 2, Section 1 of [25] to obtain an isomorphism of functors H 1 (G, U ) ∼ = H 1 (G, V ) × I(G, W ), showing that H 1 (G, U ) is an affine scheme over K.
Corollary 3.46. With the assumptions as in the previous theorem, assume further that H 1 (G, U i /U i+1 ) is finite dimensional for each n. Then H 1 (G, U n ) is of finite type over K, of dimension at most
Recall that for a 'good' morphism f : X → S over a finite field, and S a curve, we have the period map (129) X(S) → H 1 rig (S, π 1 (X/S, p) n ) taking a section to the corresponding path torsor. Choosing a closed point s ∈ S means we can interpret this map as is zero for each n. If, for example, X is a model for a smooth projective curve C over a function field, then we expect this condition to be satisfied under certain non-isotriviality assumptions on the Jacobian of C.
