Équations différentielles sur l'espace de Wiener et formules de Cameron-Martin non-linéaires  by Cruzeiro, Ana Bela
JOURNAL OF FUNCTIONAL ANALYSIS 54, 206-227 (1983) 
Equations diffbrentielles sur I’espace de Wiener 
et formules de Cameron-Martin non-linhaires 
ANA BELA CRUZEIRO 
Communicated b-v Paul Malliavin 
Received June 1983: revised July 1983 
1. NOTATIONS ET I?NONCI? DES RBSULTATS PRINCIPAUX 
1.1. Notations gthne’rales 
Soit X l’espace de Wiener, c’est-i-dire, l’espace des applications continues 
de [0, 1 ] dans R nulles en zero. X est un espace de Banach avec la norme 
]]x]] = max ix(t)l. On note par H le sous-espace de Cameron-Martin, 
H= /uEX:u’existeetverifie [‘(~‘(r)~~dr<+co( 
-0 
et on considere sur H le produit scalaire detini par (U Iv),, = 11 u’(r) v’(7) dr. 
H est un espace d’Hilbert. On considere sur H une base orthonormee 
e, ,..., ek ,..., de telle sorte que les ek appartiennent au sous-espace: 
H, = {h E H : h” est une mesure}. 
On peut prendre, par exemple, 
e,(r) = 7, ek(7) = \/z 
(k- 1)rt 
sin(k - 1) 717, k > 2. 
En particulier l’application donde par x + (x] ek) sur H est lineaire 
continue et possede par consequent une extension a l’espace X tout entier que 
l’on note par (x, ek). 
On considere X muni de la mesure de Wiener p, i.e., la mesure de 
probabiliti caracterisee par : 
On peut definir sur X des polynomes d’Hermite vectoriels, <Fs(x) = 
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ni&ix, e,), oii s = (s, ,..., s, ,... ), Si E N, ISI = C Si < +CO et qi SOIlt les 
polyndmes d’Hermite usuels sur IR : 
Alors (cf. [ 14]), on sait que ces fonctionelles constituent une base 
orthonormee de L*(X, R) et, si G est un Hilbert abstrait separable ayant 
{ g,} pour base, alors g, @ q(x) est une base de L2(X; G). 
1.2. Calcul difJ’entie1 SUT respace de Wiener 
On utilisera le calcul differentiel adapti aux fonctionelles d’Ito (cf. [6, 9, 
11, 13]), dans lequel H joue un role essentiel. Ainsi, si cp est une fonction 
mesurable assez reguliere delinie sur X a valeurs dans un Hilbert G, et 
x E X, Vq(x) est l’application lintaire detinie par : 
Vp(x)(h) = D/&o(x) = ~~ f [cp(x + Eh) - cp(x)], h E H. 
Ceci &ant, Vq(x) E .P(H; G), espace des operateurs lineaires de H dans 
G. Soit q;,,(H; G) la classe des operateurs d’Hilbert-Schmidt, c’est-a-dire, 
verifiant : 
Y#; G) est aussi un Hilbert avec le produit scalaire : 
(Y, 0) = :’ (Y(e,)l @(e,)), . 
kr, 
On peut alors definir V’cp(x),..., et V’cp(x) peut etre considert comme un 
operateur i-lineaire sur H (A valeurs dans G). On considere l’espace 
correspondant 5?i2)(H; G) avec la norme d’Hilbert-Schmidt, i.e., 
II W k,,“‘? ek,>iit;. 
k,,....ki=l 
Les espaces de Sobolev W,P sur X (1 <p < +co) ont ete d&finis [9] 
comme les espaces des fonctions rp sur X telles que (((P(]~~~~, < SO et, pour 
tout 1 C i < r lIVi~llL,~~, < +co, munis de la norme naturelle 
llPllr,p = Il(Plltqp~ + i Il~‘~Il,,~p:l/~~~,~H:li~~. 
i=l 
On note par WL I’espace r), Wf . 
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1.3. L’operateur divergence 
On appelera champ de vecteurs sur X toute application f de X dans H et, 
sifE L*(X, H), on notera par Sf sa divergence, au sens de [6] (cf. igalement 
[4]), c’est-A-dire, 6 est l’operateur adjoint de V pour la mesure de Wiener, 
plus precisemment, @‘est l’element de L’(X) (s’il existe) qui verifie 
pour toute fonction 6 E W:(X). 
D’apris un thtorime de Kree et Krte (cf. [7]), si f E Wf alors Sf existe et 
appartient i em,. 
I .4. &once’ du theoreme principal 
On se propose de montrer le theorime suivant: 
1.4.1. TH~OR~ME. Soit A un champ de vecteurs sur X satisfaisant les 
hypotheses :
(i) A E W& et VA > 0 s, exp(A IIA(x>ll) dp(x) < foe, 
(ii) VA > 0 1, exp(1 IIVA(x)il) dp(x) < too, et 
(iii) VA > 0 1, exp(l ( oA(x)() dp(x) < foe. 
Alors on a Pexistence dune fonction U:(x) dejInie pour tout t, dp -p-p. en 
x et qui vertfte l’equation (au sens de la formule (4.1)) 
(iv) (dUf (x)/dt) = A(Uf (x)), U:(x) = x, Vt, d,u - p.p. en x. 
Pour tout t E R la mesure (U;‘)* p est absolument continue par rapport a 
p et, si on pose (d(Uf), ,u/dp)(x) = k,(x) on a 
(v> k, E L%) VP. 
En plus, si 6A E Wi”, on a 
(vi) k,(x) = exp(ib oA(U!t(x)) do. 
1.5. La formule de Cameron-Martin 
Comme Corollaire on obteindra d’apres 1.4.l(vi), la formule de 
Cameron-Martin (cf. [l] et aussi [8, 121) pour les champs constants 
A(x)=hEH: 
MU!), N&)(x) = exp (1: h’(t) dx(r) - t 1’ [h’(T)1 *dr) 
0 
oti U:(x) = x + th. 
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En effet, &4(x) = l: h’(t) dx(r), inttgrale stochastique au sens d’Ito, et 
E cexp 11’ h’(z) dx(r)) = exp . ip ]( h I]b) . 
0 
Les hypotheses du theoreme 1.4.1 n’impliquent aucune continuitt? du 
champ de vecteurs. Ce theoreme s’inscrit dans le cadre du calcul differentiel 
adapt6 aux fonctionelles d’Ito (cf. [lo]). Des theoremes anterieurs [2, 51, 
s’inserent dans un contexte different. 
1.6. Un r&hat en dimension finie 
Pour montrer le Theoreme 1.4.1, on aura besoin de la non-explosion des 
flots associes a certains champs de vecteurs en dimension linie. Ainsi, on 
utilisera le resultat suivant (cf. [3]): 
1.6.1. TH~OR~ME. Munissons R” de la mesure Gaussienne standard ,u et 
soit 6B la divergence de B par rapport 2 ,u. Supposons que 
(i) B E C3 et Vl > 0 jRn exp(3,lIB(x>ll) h(x) < +m, 
(ii) VA > 0 llRn exp(d]6B(x)]) dp(x) < +a~. 
Alors le jlot U:(x) est d&ni pour tout t E: R, p -p.p. en x. En plus, si 
k,(x) = exp(jb GB(U!!,(x) dr), on a, pour tout t E R, 
(iii) (W% d&)(x> = k,(x), auec k, E Lp@) VP, II ~JLP~,,~ < C(M), 
si ( t I < M, oti C(M) ne dt?pend que de M, p et des valeurs des intkgrales dans 
(ii). 
2. PROPRIBTBS ALG~BRIQUES DES APPROXIMATIONS SUR [R" 
2.1. Convergence de martingales dans WT 
Soient 6(x) les polynomes d’Hermite sur X d&finis dans le paragraphe 1. 
Si G est un Hilbert abstrait, on sait que, pour toute fonctionfE L’(X, G), on 
a la decomposition f(x) = 2, Cam, oi s = (sr ,..., si ,... ), si E N, Is ] = 
2 Si < -l-Co, et 2 IIcS/l~ < +a. 
Notons par 5, = {s = (sr ,..., s, ,... ):s,=O Vq>n} et soit V, le sous- 
espace de H engendre par (e i,...,e,}. On dira que fEL*(V,; G) si 
.f(x)=C ssSn c,q(x), c’est-adire, si f(x) = F(x, ,..., x,), ozi xi = (x, e,). On 
peut alors identifier L2( V, ; G) a un sous-espace de L2(X, G), et on note par 
EVn l’opirateur de projection orthogonale de L*(X, G) sur L2( V, ; G). (E’n 
est une notation genlrique, ou G ne figure pas explicitement). 
SifE L2(X, G) et sif s’ecritf(x) = C, Cam, alors il est clair que E”nf 
est don& par EYnf(x) = CSES. c,q(x). 
210 ANA BELA CRUZEIRO 
2.1.1. LEMME. Soit f E Wi(X; G). Alors on a l’kgalite’ D,(E”.f) = 
E”n(D,f), pour tout h E V,. 
Dhnonstration. Soit h = ek, avec k < n. En notant xi = (x, e,), on a: 
D@C(x) = Fz f bW + Eek) - 4(x)1 
= <,(x1> 
(on fait la convention A? r(l) = 0). 
Comme fE Wt , f est la limite pour la norme de Wi des sommes partielles 
de la serie C, c,,q(x). En derivant terme a terme cette serie, on obtient 
D+f(x) = t: c,&&(x), 
5 
sirie convergente dans L*(X, G), d’ou Dckf(x) = C, (s, !)I’* c,~~,(x,) +.. 
qk+(xk) ..a <n(xn) e.. et 
(i) E”nD+f(x) = CS,EB, (s,!)“* c,:e,(x), oti s’ = (sI ,..., sk - I,..., 
s, ,...). 
En outre, E”lf(x) = CSEBn c,e(x) et, ceci etant, 
(ii) D+E”yf(x) = CSEa, (sk!)li2 c,&,(x). 
Utilisons l’hypothises k < n; on voit que, finalement, on somme sur les 
memes ensembles d’indices, d’ou l’egalite de (i) et (ii). \ 
2.1.2. LEMME. Pour tout 1 <p < +c0 et 0 < r < +a, et quelque soit 
f E Wf!, on a 
D’autre part, la martingale Evnf converge duns tous les Wf , c’est &dire 
(4 IIE”tf--f 1Ir.p -+ 0 lorsque n -+ co. 
Ddmonstration. IIEv"fllL, < IIfIILp. D'autre part, 
II VE”f(x)ll” 
= ( lzj: (1 vE”tf(X)(e,)li’ )“* = ( $, llDe,E”~W)l~*) “* 
= k$, )I E’nD,,f (x)\l*j”* d’apres le lemme a&rieUr. 
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On observe maintenant que (EYnVf)(x)(e,) = EYnDe,f(x) car, si V.(x) = 
C, c,&(x), avec c, E WH; G), ah V(x)@,) = D,J(x) = C, c,W Z(x)- 
Alors, pour tout x, et pour tout p, on a: 
II VE”VYx)11” Q IIEVnVfWIIP~ (2.1) 
d’Oi 
IlVE”nflI u,(p) G lIEVnW,,~,, < IlVflluw 
On montre de fagon analogue que I( V’EYfI),, < 11 V’f I(,, pour r > 1; en 
effet, il s&it de remarquer que 
IIVrEvf(x)llp = ( 5 llVrEv~(x>(ek,,..., ek~llz)p’* 
k ,,‘.., k,= I 
= 
i 
y )IDek, ..a D,~rEvf(x)/[2jn’2 
k,,...,k,=l 
or DQ s -. Dek Evnf = E’nD,,, -. - Dek f si k, ,..., k, < n; autrement le premier 
membrk vaut 6 Aussi, ’ ’ 
E “nDek , *** Dekrf(x) = (E""V'S>(X>(ek,,..., e,), 
d’oti on peut encore conclure (i) pour tout p et tout r. 
En ce qui concerne (ii), E”nf -+n f dans Lp@); d’autre part, 
I lIVE”nf- Vf 11’ (x> 44~) X 
= j (2: II DJE”nf-f II2 W)p’2 44) 
= ; (; IIEvnDeif (x) -De/f (x,l12)“” 44x) 
X i=l 
+ j 
X 
(c Ilkif (-d’i”;’ 44) 
i>n 
< j 
X 
( y IIEvnVf (x)(eJ - vf (X)(ei)l12)p’2 QC~) 
i=l 
+ j (2; llD,if(x)l12)p’2 44~) 
X i>n 
= IIE”“Vf - Vf Ilw,,, + I, (7 IPeif M;ip/’ 44~) 
iL;/n 
et cette quantitt tends vers 0. Pour r > 1 le raisonnement est analogue. 1 
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2.2. Approximation d’un champs de vecteurs 
On considere les champs de vecteurs E”nA. Ces champs sont d&is sur X 
mais ne dependent, en effet, que de n coordonnees; on peut done les 
considtrer comme definis sur R” (et a valeurs dans H). D’apres les 
hypotheses (i) de 1.4.1 et les lemmes anterieurs, ils appartiennent a l’espace 
W~(lR”, H). De plus, on projette E”nA sur RR”, c’est-i-dire, P,,” notant la 
projection orthogonale de H sur V,,, on pose 
A,(x) = Pvn[EvnA(x)]. 
On a llA,(xl < llEVnA(x)ll et, comme DhAn(x) = P, [DhEvnA(x)] pour 
tout h E H, on voit que ljAnllr,p < IIE”~AI/,,,. Par cons%quent les A, sent 
dans l’espace W&(lR”; R”). D’apres le theoreme d’immersion de Sobolev, ce 
sont des fonctions C”. 
2.2.1. LEMME. VA > 0 Vn on a 
jx exp@ II4WN 444 < jx exp(~ llA(x)ll> 444 
et 
1 exp@ IIVA.(x)ll> 44x) <I ev@ IIVA(xIO Q(x). 
X X 
Dkmonstration. On a : 
I ev(J II~,(x)ll> 444 X 
= T F IlA AlLj G J ew(~ IlA(x 44x). . x 
D’autre part, on a deja montre (2.1) que, pour tout X, 
(IVE”nA(x)ll < 1) EV4A(x)lI et, a fortiori, )I VA,(x)11 
< lIEVnVA(x>ll. 
D’ou on a: 
i exp@ IPW)ll) 444 X 
< 7 s II VA IIL = j‘, exp(A II VA (x)ll) 44x). 1 
En ce qui concerne les divergence des A,, , on a la proprieti suivante : 
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2.2.2. LEMME. 6A, = E”n6A (6A, est prise au sens de R” et par rapport 
d la mesure Gaussienne standard, qu’on note aussi par ,u). 
Demonstration. Soit v, E L*(ll?“) telle que Vy? E L*. Alors, 
1 R n E”‘@A) P(X~ ,..., x,J dp = j 6A p(xI ,..., x,) dp X 
= I, (A I VP> 4 = I, (&A I VP> & 
= (E’% A ]] vV) d/t. 
Comme EVn[PvnA] = Pvn[E”nA], on a dkmontrl l’kgaliti. 1 
D’aprtts les rksultats antkrieurs, on voit que les champs A, virifient les 
hypothkses du thkorime 1.6.1, avec de plus 
3. UNE FORMULE DE PERTURBATION DES FLOTS 
ET CONVERGENCE DES APPROXIMATIONS 
3.1. Formule de perturbation des Jots 
3.1.1. LEMME. Soient B et B, deux champs de vecteurs C3 sur R” 
definissant desjlots globaux LJY et UFO. Soit h = B - B,. Alors on a 
(i) fl= Ufo 0 Uk’, 
06 q’” est d&ni par 
(ii) (aq,:*“/at,)(x) = Zt2(U~:*z(x)), U:;(x) =x, 
et Z est donne par 
(iii) Z’(Y) = <U”_)’ (y) h(UfQ)). 
Demonstration. Soit p(t) = Uf’o o 172~ (x). Si on d&rive cette expression en 
t, on obtient : 
s = uiw) + <VT 0)ZYY> oil y = u;“(x). 
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D’autre part, (177~)’ ( y) Z’(y) = h( Uf”( y)) et, par consequent, 
3.1.2. COROLLAIRE. Avec les notations du lemme ante’rieur, on a 
q’ = (uy) 0 up. (3.1) 
Dt!monstration. D’apres le lemme, U!, = U”_o, 0 U;f9z, c’est-a-dire, 
(Uy)-’ = (Uf”)-’ o (U;“‘), d’oti Uf’= (U;‘q”)-’ 0 Uyo, et on deduit le 
resultat d’apres la propriite U:;‘” o Uif’” = U:;‘“, qui entraine (U;“)- ’ = 
q*=. I 
3.1.3. COROLLAIRE. Avec les notations du Iemme 3.1.1., on a 
u:(x) - @(x) = - jPr (Uf’f,)’ (Uj~“(y)) . h(U’?‘-,)(Uj’*Z(y)) d<, (3.2) 
0 
y = Ufqx). 
Dkmonstration. Posons A = t, - t, et I&, t,, x) = U::“(x) = U::-‘,‘(x). 
On a (@/an) = -Z’l-“(y/), d’ou : t&I, t,, x) = x - ji Z’I-~(U~;~~(X)) dl. En 
particulier, pour t, = 0 et t, = -t, U?$(x) = x - I;’ Z-‘~s(~~z(x)) d<. Par 
consequent, U;(x) - U;o(x) = P;(y) --y = -J”,‘Z-‘-“(Uf.“(y)) d& OL.I 
y = U?(x) et on a (3.2). I 
3.2. Convergence des approximations 
D’apres le theoreme 1.6.1, les champs A,, detinis au paragraphe 2 
possbdent des flots d&finis pour tout t, p-p.p. en x. En plus, on a la formule 
de changement de variable suivante: 
(3.3) 
Ces flats sont des transformations de R”. On va pourtant les modifier de 
facon qu’ils soient des transformations sur X et, en meme temps, ne pas 
changer la formule ci-dessus. En fait, on peut ecrire, pour x E X, 
x=y+z oil ZE v,. 
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Si Utn est le flot dkfini sur R” pour A,,, on pose @n(x) = U;“n(z) f y. 
offl vtrifie encore l’kquation diff6rentielle dofn/dt =A,(Dfn) et on a 
0$(x) = x. 
Si 9 est une fonction dkfinie sur V,,, alors on a p(dfn(x)) = q(U;‘n(x)). 
D’autre part, la mesure p se d&compose : 
avec v, port&e par V,’ et, ceci &ant, 
= 
i v(x) exp X (j; W,W%)) dt) 44x) 
c’est-A-dire qu’on a pour ces flots “modifiis” la formule suivante : 
“‘$)* ’ (x) = exp (j: 8A,,(@gx)) dc) = k;(x). (3.4) 
On considkre alors ~?fn et on veut montrer la convergence de ces 
fonctionelles. On aura besoin dans la dkmonstration d’une estimation de la 
norme de la matrice (U;“n)’ (x). 
3.2.1. LEMME. Pour tout t E R la matrice (U;‘n)’ (x) est dans respace 
Lq(X,EndH)pourtout l<q<+w,etsi(tJ<M,ona 
ozi C,(M) est indkpendante de n. 
DPmonstration. Soit Y, la matrice (a,Ai,), oti k est l’indice des colonnes 
et j I’indice des lignes. La matrice Xi(x) = (U;‘n)’ (x) vtrifie l’tquation dif- 
fkentielle 
dX;(x) ~ = Y,(u;“yx)) * Xi(x), 
dt 
d’oti 
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D’aprbs la formule de changement de variable, 
1 X IIXX4114EndH 444 G j: fi I, [ exp(l4 4 II WI0 
X exp 
u 
t GA”(UA_n,(X)) dA 44X). 
0 
on a II Yn(x)ll EndH < )I VA,(x)ll, d’aprb la dtfinition de la matrice Y,. 
D’autre part, on peut appliquer HGlder et obtenir : 
D’aprks le lemme 2.2.1, l’hypothkse de 1.4.1 et le thtorime 1.6.1, on a la 
majoration dCsirCe. a 
3.2.2. LEMME. Pour tout tfixP les (of’:‘)(x) forment une suite de Cauchy 
duns Pespace Lq(X, X), oti X est muni de la norme uniforme, pour tout 
1 < q ( + 00, et uniforme’ment en t E [-M, M]. On note par U;‘(x) la limite 
de cette suite. 
Dkmonstration. D’aprks la formule (3.2), et si x = y + z, z E I’,, on a 
o;n+P(X) - o;‘(x) = tp+p(z) - t@(z) 
. (An+,, - *,>(U”_;-,>(~~“(~;‘~(z))) &. 
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On remarque que qq” = (L$‘)-’ = U!np 0 Ufn, d’oi 
=- 
i --I (U;‘$’ (057 0 o~“(o;“(x)))(A,+p -A,) 0 
D’aprb la formule (3.4) de 3.2 et avec l’inegalite d’Hiilder, on a 
I x (I G;n++w - QY4rl:: 44x) 
< IIWLJ l12qt~-~ -An+p o &f”(x)) k;(x) dt(x)) “* 
x (jx IlAn+p 
112 
-~,#q (@-,(Py 0 o;“(x))) . k:(x) 44x) . 
En appliquant successivement la formule de changement de variable et 
Holder, on a I’estimation suivante: 
I x~l(u’;~)‘~~2q (@p- t+(x))k:tx)d~W 
G llVllL2 * (jx Il(v;“;,>~ll”‘l(~~~~~(x)) k;(x) 444) 1’2 
< lIk:l(L? llql~/2’ (1 
X 
ll(G~,)‘ll”” @) qY4 44x)) 1’4 
c Ilk:llLz Ilk;l12/,2 llkl:pll;‘2” (J1,Il~~~~~,‘ll’““d~~~,) li8- 
D’apres le lemme 3.2.1 Il(U;‘;,)‘II LlagcX;EndHj < C,(r + 4 et, d’aprks le 
theoreme 1.6.1. pour tout q Ijk~jI,,,< C(M), si ItI <M. 
On peut faire le m&me type d’estimation pour I’integrale Ix IIAn +p - 
A,)(2q (O?t-,(~!y 0 Ofn(x))) - k:(x) dp(x) et, comme J(An+p -A,II,,-+ 0 
pour tout q, on voit que cette integrale tends vers 0. 
Alors, pour tout f fix& (I t I < M), on a : 
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3.2.3. COROLLAIRE. Les (ofn)(x) ferment une suite de Cauchy dans 
Lq([-M, M] X X,X) pour la norme de H (et, en particulier, pour la norme 
untjiorme de X). 
Demonstration. De l’estimation (3.5) du lemme anterieur on deduit que 
11 @n+p(x) - o;‘;“(x)ll;, d/t(x) dt + 0. 1 
3.2.4. COROLLAIRE. U;" (x)-x E H. 
Demonstration. C’est une consequence de 3.2.3 et du fait que 
(~,‘%+x=j-‘An (U;‘n(x))d<E H, Vn. I 0 
3.2.5. COROLLAIRE. L’application t + U;“(.) est une application continue 
de IF! a valeurs dans Lq(X, X). 
Demonstration. Ceci resulte du fait que Vn, t--t @‘n(x) est une 
application continue a valeurs dans Lq(X, X) et du fait que la suite @e(x) 
satisfait uniformement le critere de Cauchy. I 
3.2.6. Remarque. Pour tout t fixe on peut extraire une sous-suite de 
(otn)(x) qui converge p-presque partout en x vers U;“(x). (En effet, et d’apres 
l’uniformite en t du critere de Cauchy pour la suite of;“(x), on peut choisir 
une sous-suite qui ne depend pas de t). 
4. FORMULE DE CHANGEMENT DE VARIABLE SURX 
ET BQuATI~N DIFF~RENTIELLE 
4. I. Absolue continuite des mesures 
4.1.1. LEMME. Pour tout t E iR la mesure (U;“)* ,u est absolument 
continue par rapport d p. Si on ecrit 
(i> GW’h ddp)(x) = k,(x) 
la fonction k,(x) est dans tous les espaces Lp(X), 1 <p < +cr, et, si ) t 1 < M, 
Ilk,ll,r-G C(M)- 
Demonstration. Soit F une fonction bornee continue sur X. D’apres la 
remarque 3.2.6., il existe, pour tout t, un sous-suite A,j de telle sorte que 
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i+(x) -+ U;“(x) d - ,U p.p. en x. Par consequent, et d’apres le theoreme de 
Lebesgue, 
j mnw) Q(x) -+ 1’ We) Q(x). 
D’autre part, d’apres (3.4), 
j F(@nj(x)) dp(x) = 1 F(x) k?(x) dp(x) 
et d’apres le theoreme 1.6.1., les normes Lp des fonctions k?(x) sont born&es 
uniformement en nj (par C(M), si 1 t / < M). On peut done extraire une sous- 
suite k:‘f de telle sorte que k:j’(x) converge faiblement dans Lp vers une 
fonction k,(x). On a ]] kljlrp < lim (] k:jlllLp, d’ou k, E Lp et 
1  ^W;(x)) 40) = 1 J’(x) k,(x) d&h 
c’est-i-dire, on a (i). I 
4.2. Equation d@rentielle 
4.2.1. On montre dans ce paragraphe que U;“(x) v&tie l’equation 
differentieile (iv) du theoreme 1.4.1, dans le sens ou l’on a l’equation 
inttgrale 
&f(x)=x+jlA(U;(x))d< Vt, dp-p.p. en x. (4.1) 
0 
D’apres la construction des @‘JJ (x), on a : 
I;;” = x + if A,J@(x)) d<. 
0 
(4.2) 
On a montre (lemme 3.2.2) que fifn (x) - x converge vers U;” (x) - x dans 
les espaces L9(X, H) uniformement en t E [-AI, M]. Done, ce qu’il nous 
faut, c’est montrer que la limite de @n (x) -x, c’est-a-dire, de 
(6 A, (r7;‘n (x)) d< est Cgale a l’expression jk A (U;“(x)) dr. La difficulte a 
surmonter est que le champ de vecteurs A n’est pas continue. 
On montre d’abord un lemme “technique” pour les flots en dimension 
tinie. 
4.2.2. LEMME. Soient B et B, de&x champs de vecteurs sur R” dans les 
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conditions du lemme 3.1.1. Soit aussi 2’ le champ d@ni dans P&once’ de 
lemme. Alors on a: 
Dkmonstration. On a montrk au corollaire 3.1.3 que U>‘(x) = 
x - J”: Z”-s(@“(x)) dr. Par conskquent, 
$ e”(x) = -Z”( fl”(x)) -j; -$, Z’- “( q*‘(x)) dt;. 
Et, d’aprts la dkfinition de Z’, on a: 
$Z’(Y) = $ (PJYY) * (B - BoueO(Y)) 
+ (PJYY) g ((B - ~ow~“(YN. 1 
42.3. LEMME. Pour tout M > 0, on a: 
lim 
n,/+cc [ ,;,;c jx IIA.(~f”(x)) - A.(@%>)ll C(x)] = 0. 
Dkmonstration. D’aprks le lemme 3.1.1 Ufn= iI” Q U;“l oti Z’(y) = 
(U!;)’ (y) . (An - A,)(U;‘/(y)). Alors, si x =y + z, z E V,, 
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D’aprts la formule (3.4), on a, si Q,” = U+l 0 oil, 
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< I G(x) I141(@T(4> -A&l 44x) X 
< II~L (j 
X 
II4(@3-4) -A,Wl12 w) I’*. 
On estime cette dernitre intlgrale: 
1 II~“Pm> -U~)ll’44~) X 
< I, jo-f 11 VA .(~=Wl* /I $ @‘Wan * dA 40) 
( 2(1(t) f II(f) + III(f)), 
d’aprks le lemme 4.2.2, oti 
I(t) = jo-’ I, II v~“mz(-4>l12 
x IlC~~r,‘C~%>>l12 IIV, -4)(@“(4>ll’ 44x) d4 
OLi y = oy(x). 
En ce qui concerne 1, on applique successivement la formule de changement 
de variable (3.4) et 1’inCgalitC d’H6lder. D’aprQ le lemme 3.2.1, le fait que 
pour tout P lIWJILp < IPA IL et que, pour tout P, (IA,-AIlltD-t,.,@ on 
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conclue que cette inttgrale tends vers zero. De plus, la convergence est 
uniforme en t E I-M, Ml. 
.&dims II : d’abord, la matrice (CT:/) (x) verifie, comme on a vu dans la 
demonstration du lemme 3.2.1, l’equation differentielle 
-g (u;“y(x) = Y,(U;“~(x)) * (u;q’(x) 
ou Y, est la matrice (a${). Alors on a, si x = y + z, z E V,, 
d’ou on deduit, d’apres 3.2.1, et avec la formule de changement de variable, 
que la matrice (d/dt)(Uf/)‘(z) appartient a tous les Lp, avec une estimation 
des normes uniforme en I. Alors, et comme llAn - A,lII., jn,[ 0 pour tout p, on 
peut encore appliquer la formule de changement de variable et Holder pour 
montrer que II(t) -9 0 uniformement en t E I-M, Ml. 
Finalement, dans I’integrale III. on a I’expression: 
d’ou 
X (j 
X 
lI~,(~~‘,(~))ll*~ 44-4) “2 
pour tout q; en utilisant la formule de changement de variable, les 
estimations uniformes des normes Lp de la matrice Jacobienne des flots, des 
champs et de ses gradients, et le fait que 11 V(A, - AI)IILp+ 0, on obtient la 
convergence de III vers zero uniforme en l E (--M, M], ce qui etablit le 
lemme 4.2.3. I 
4.2.4. LEMME. Pour tout M > 0 on a 
lim 
ri IIUfi;;““(x)> -4z(~~(x>)ll d&I dt = 0. n -M x 
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Dkmonstration. Fixons it. D’apres le lemme 3.2.3, @n(x) -+ U;(x) dans 
I’espace L’([-M, M] X X,X). Alors, il existe une sous-suite, qu’on note par 
Alj, de telle sorte que @‘i(x)+ U;(x) dt @ dp-p.p. en (t, x). A, &ant 
continue, on a aussi A, (@b(x)) + A,(U;(x)). D’apres le theoreme d’Egoroff, 
V’E > 0 X, tel que ,u(K~) < E et tel que la convergence est uniforme sur K,. 
Soit prj(t,x) =A.(@lj(x)) -AJU;‘(x)). On a 
i”, I, lI~lr,@ x>ll 44) dt = j,, II cP,,(t, x>ll44x) dt 
+ j 
KEC 
II v,j(t’ x>lld~(x) dt. 
Comme Vr,(t, x) -+rj 0 uniformement sur K,, lim,j SK /I q,,(t, x)11 dp(x) dt = 0. 
I KEC II qrj(t, XII Q(x) dt 
< \/z i”, I, II4um(x>)ll’ [ 
?“‘I I 
l/2 + l14WWI12 44x) dt . 01K>)“* -M x 
et d’apres le thtoreme 1.6.1 et le lemme 4.1.1, 
i K,C II (or,@, XII 44) dt < 2 
+ j” j IIU4ll’ k,(x) 44x) dt I 
. E’/2 
-M x 
< 2C(M)IIA I#’ * &“2. 
On peut done conclure, pour tout n tixt, 
‘M lim 
‘i i i 
llAH(Offj(X)) -A,(Ut(x))(I dp(x) dt = 0. 
--M x 
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Par conskquent 
tends aussi vers z&o quand fj- 03. Finalement, et d’aprks le lemme 
antkrieur. 
lim n 
4.2.5. LEMME. Pour tout A4 > 0 A,,(otn(x)) -A(U;‘(x))+O duns 
respace L ’ ( [-M, M] X X, H). 
Ddmonstration. On a : 
+ 
Le lemme 4.2.4 nous dit justement que la premikre inttgrale dans la 
somme tends vers ztro. Quant B la deuxitme, et d’apr&s le lemme 4.1.1, on a 
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4.2.6. Maintenant demontrons (4.1). Du lemme 4.2.5 on deduit que, pour 
tout t fix&, on a 
Comme @n(x) - x = Jb A J of$x)) d< converge vers Ut (x) - x dans les 
espaces Lq(X, H) uniformement en t E [-M, M], (voir 4.2.1), on a l’tgalitt 
des limites 17; (x) - x et J’k A (U;” (x)) dr, c’est-l-dire, on a l’equation integrale 
(4.1). 
4.3. Formule de changement de variable 
4.3.1. D’ap& le lemme4.1.1; on a dejri Pabsolue continuite’ de (U;‘), p 
par rapport ci ,u. I1 nous reste ci montrer que, si 6A E W:“, alors la fonction 
k,(x) = (d(Uf ), p/dp)(x) est don&e par k,(x) = exp(lk GA(U?,(x)) d<). 
Pour les approximations A, on a la formule (3.4): 
“‘~~* ’ (x) = exp (ji 6A,(@“[(x)) d<) = k;(x), 
et, d’apres le lemme 2.2.2, 6A, = E”” 6A, d’ou 
VA > 0 jRn exp 4 W&l) 444 G jx exp J(l W-40 44x). 
4.3.2. LEMME. Si 6A E Wi”, alors, pour tout M > 0 on a 
6A&‘n (x)) - 6A(U;’ (x)) --+” 0 dans Pespace L’([-M, M] X X; R). 
Dkmonstration. On rep&e le raisonnement des lemmes 4.2.3-4.2.5 pour 
la divergence. Dans les integrales I, II, III du lemme 4.2.3., on aura besoin de 
l’hypothise 6A E Wi6 pour borner Ix IIV~A,,(@‘(X)I(~ dp(x). En effet, 
comme p;“(x) = rl”_:, 0 0;: on a 
VS A,(@‘(x)) 
II 
4 d&) < j 1) VSA,(@hWlt4 k!&) 40) 
X 
4 Ilk!& (I, IIVW(~Il” k”_.a(x) 444) I” 
< II killu Ilk:, IL (I, II VEYn~A(~)il 16) “* 
Q C’(M)IIVc?AIl&. 8 
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4.3.3. Soit F une fonction continue born&e sur X et considkrons la 
formule : 
D’aprks la remarque 3.2.6, il existe, pour chaque t E R, une sow-suite de 
@n(x) qui converge vers U;” (x)p-p.p. en x. Supposons, pour ne pas trop 
alourdir l’kcriture, que ofn (x) dksigne dkja cette sous-suite. D’aprks le 
thkorime de Lebesgue, 
D’autre part, le lemme 4.3.2 entraine que, pour t fix& 
lip . 
J I! 
--I &4#7;7;1”(x)) d51’&4(U;l(x)) q &(x) 
x 0 
< linm 
Ii” 
I&4 .( o;‘;‘(x)) - 6A (U;‘(x))1 d< Q(x) = 0. 
X’O 
Par constquent, il existe une sous-suite Ank de telle sorte que 
Alors, la fonction expc[b 6AJU?“,k (x)) do = exp(-1;’ 6Ank(~~“k(~)) &) 
tends vers exp(-j,‘GA(Uf(x)) d<),~-p.p. en x. 
Comme les fonctions k:(x) = exp((b &4,(0?:,(x)) dtJ) (et 
exp(lb &4 Cut, (x>> &>) sont dans tous les espaces Lp@), ayant des normes 
bornkes uniformkment en II, on a la convergence du deuxikme membre de 
I’CgalitC? (4.3), nkessairement vers sx F(x) exp(lb &4 (V”_,(x)) &) &(x). D’oti 
d(Ti*p (x) = exp (-J:’ &(q(x)) do = exp (J: GA(U?,(x)) do. 
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