Introduction
Recently, Stanley [21] has defined a symmetric function generalization of the chromatic polynomial of a graph. Independently, Chung and Graham [4] have defined a digraph polynomial called the cover polynomial which is closely related to the chromatic polynomial of a graph (in fact, as we shall see, the cover polynomial of a certain digraph associated to a poset P coincides with the chromatic polynomial of the incomparability graph of P) and also to rook polynomials. The starting point for the present paper is the suggestion in Chung and Graham's paper that the cover polynomial might generalize to a symmetric function in much the same way that the chromatic polynomial does. This is indeed the case, and in this paper we shall study this symmetric function generalization of the cover polynomial. As one would expect, there are a number of generalizations and analogues of known results about the cover polynomial, the rook polynomial, and Stanley's chromatic symmetric function. In addition, however, we will obtain some unexpected dividends, such as a combinatorial reciprocity theorem that answers a question of Chung and Graham and ties together a number of known results that previously seemed unrelated ( [2, Theorem 7.3] , [19, Chapter 7 . One reason for these unexpected results is that this topic lies at the intersection of several branches of combinatorics; their interaction naturally gives rise to new connections and ideas. We shall indicate several directions for further research in this potentially very rich area of study.
without multiple edges but possibly with loops and bidirected edges. If G is a graph or a digraph we let V(G) and E(G) denote its vertex set and edge set respectively. If d is a positive integer, we use the notation [d] Our notation for symmetric functions and partitions for the most part follows that of Macdonald [18] , to which the reader is referred for any facts about symmetric functions that we do not explicitly reference. If { is a set partition or an integer partition, we write l({) for the number of parts of {, and |{| for the sum of the sizes of the parts of {. We define sgn { by sgn { = def (&1) |{| &l({) .
We also define
where r i is the number of parts of { of size i. We shall denote symmetric functions by a single letter such as g or by g(x) if we wish to emphasize that the symmetric function is in the variables x=(x 1 , x 2 , ...). In addition to the usual symmetric functions m * , p * , e * , h * , and s * , we shall need the augmented monomial symmetric functions m * [5] , which are defined by m * = def r * ! m * .
We shall also need the forgotten symmetric functions f * , which are defined by f * = def (sgn *) |(m * ).
(Warning: this is one place where we deviate from Macdonald's conventions and follow Doubilet [6] instead, since [6] contains all the results about the forgotten symmetric functions that we shall need.) The symbol | denotes the usual involution on symmetric functions that sends e * to h * . If g(x) is a symmetric function, we shall write g(&x) for the function obtained by negating each variable, and we shall write g(1 n ) for the polynomial in the variable n obtained by setting n variables equal to one and the rest equal to zero. We will sometimes use set partitions instead of integer partitions in subscripts; for example, if ? is a set partition then the expression p ? is to be understood as an abbreviation for p type(?) .
We shall be dealing frequently with functions in two sets of variables, so we fix some notation here. Let [x 1 , x 2 , x 3 , ...] and [ y 1 , y 2 , y 3 , ...] be two sets of independent indeterminates. (Everything commutes with everything else.) An expression like g(x, y) indicates that g is invariant under any permutation of the x variables and any permutation of the y variables. It is not assumed that g is necessarily invariant under permutations that mix x and y variables, except when g is one of the symmetric function bases mentioned above; in this case p * (x, y) (for example) is taken to mean the power sum symmetric function in the union of the x and y variables. Expressions like g(x, 0), g(x, &y) and g(1 i , 1 j ) have their natural meanings. The notation | x g will indicate that for the purposes of applying |, g is to be interpreted as a symmetric function in the x variables with coefficients in the y's.
Our first goal is to define our main object of study, the path-cycle symmetric function. As motivation we first review some material from Stanley [21] and Chung and Graham [4] that was mentioned in the introduction.
Let G be a graph and let x 1 , x 2 , ... be commuting independent indeterminates. A stable partition of G is a partition of V(G) such that no two vertices in the same block are connected by an edge. Stanley's chromatic symmetric function X G is then defined by
where the sum is over all stable partitions of G. It is easy to see that
, the chromatic polynomial of G. (We are using the notation i k =i(i&1) } } } (i&k+1) and i k =i(i+1) } } } (i+k&1).) Now let D be a digraph. Following Chung and Graham, we say that a subset S of the edges of D is a path-cycle cover of D if no two elements of S lie in the same row or column of the associated board. If we think of S as a subgraph of D then we see that this condition just means that S is a (vertex-)disjoint union of directed paths and directed cycles. A path-cycle cover with no cycles is called a path cover. The type of a path-cycle cover S is the set partition of V(D) where each block is the set of vertices of one of these directed paths or directed cycles. We write ?(S) for the set of blocks corresponding to the directed paths and _(S) for the set of blocks corresponding to the directed cycles, and we say that the type of S is (?, _) if ?(S)=? and _(S )=_. Chung and Graham's cover polynomial C(D; i, j) is then defined by
where the sum is over all path-cycle covers S/E(D).
In view of these definitions and the fact that p _ (1 j )=j l(_) , the following definition (suggested by Stanley [20] ) is quite natural. 
Note that if we only care about path covers we can simply consider The following fact is immediate.
Given a poset P, let G(P) denote its incomparability graph (in which two vertices of the poset are adjacent iff they are incomparable), and let D(P) denote the digraph with edge set [(i, j) | i< j ]. Chung and Graham observed that for any poset P,
This connection generalizes readily to the symmetric function case.
Proposition 2. For any poset P, 5 D(P) =X G(P) .
Proof. Since D(P) is acyclic, all path-cycle covers are in fact just path covers, so the y variables can be deleted from the definition of 5 D in this case. But path covers of D(P) correspond to partitions of P into chains, which correspond to stable partitions of G(P). Comparing the definitions of 5 D and X G yields the proposition. K Both the cover polynomial and the chromatic symmetric function satisfy a multiplicativity property. To prove the corresponding result for the pathcycle symmetric function it is useful to introduce the concept of a pathcycle coloring (essentially due to Chung and Graham).
Definition. A path-cycle coloring of a digraph D is an ordered pair (S, }) where S is a path-cycle cover and } is a coloring of the vertices (with positive integers as colors) that is monochromatic on each path and cycle of S and which assigns distinct colors to distinct paths. A path coloring is a path-cycle coloring with no cycles. Proof. Regard the sum as a double sum: for each path-cycle cover S, sum over all``compatible'' colorings }, and then sum over all S. For each fixed S the paths and cycles may be colored independently so the sum over } factors into a product of a symmetric function in x and a symmetric function in y. Clearly coloring the paths with distinct colors gives m ?(S ) (x) and coloring the cycles so that each cycle is monochromatic gives p _(S ) ( y). K 
Reciprocity
The complement D$ of a digraph D is the digraph on the same vertex set whose edges are precisely those pairs (i, j) that are not edges of D. In this section we prove one of the most striking facts about the path-cycle symmetric function; namely, a combinatorial reciprocity theorem relating 5 D and 5 D$ . We shall need two change-of-basis formulas, which we shall now state.
Let 6 n denote the lattice of partitions of [n] (ordered by refinement). Recall that if ? _ in 6 n and r i is the number of blocks of _ that are composed of i blocks of ?, then the Mo bius function satisfies
(See [22, Example 3.10 .4] for a proof.) Also, following Doubilet [6] , define
We then have the following change-of-basis formulas (taken from [6, Appendix 1]).
Proposition 5.
We are now ready for the main theorem of this section.
where the sum is over all path-cycle covers of the complement D$. Equivalently,
where [ g(x, y)] x Ä (x, y) means that, treating g as a symmetric function in the x's with coefficients in the y's, the set of x variables is to be replaced by the union of the x and y variables.
Proof. The equivalence of the two formulations is clear. We define a partitioned order of D to be a partition of V(D) together with either a linear order or a cyclic order on each block. If } is a partitioned order of D, let ?(}) be the set of blocks with linear orders and let _(}) be the set of blocks with cyclic orders. Let E } denote the set of ordered pairs (u, v) satisfying the following two conditions. Note that E } /E(D$) and that there is a natural bijection between partitioned orders } such that E } =< and path-cycle covers (given such a partitioned order, take all (u, v) satisfying condition 1 above). Now for any finite set T, the alternating sum where the first sum is over all partitioned orders of D. We now interchange the order of summation. Observe first that all sets S that arise are pathcycle covers of D$, since S is a subset of the set of all (u, v) satisfying condition 1 above for some }. Given a path-cycle cover S of D$, we now need to determine the set P of partitioned orders of D that give rise to it. Only blocks with cyclic orders can give rise to cycles of S, so for every } # P, _(}) must include the blocks of _(S ) among its own blocks. On the other hand, the blocks of ?(S) can arise either from blocks with linear orders or from blocks with cyclic orders. To determine all possibilities we must consider all ways of agglomerating the blocks of ?(S ) into blocks of ?(}), and then for each composite block in each such agglomeration we must consider both linear and cyclic orders. The linear or cyclic order on the composite block can be viewed as a linear or cyclic order on the blocks of ?(S ) (instead of on the vertices), because the linear or cyclic order must induce the edges of S, i.e., if (u, v) is an edge of S then u must immediately precede v in the order dictated by }, and therefore the vertices in each block of ?(S ) are constrained to be consecutive and in a fixed order. Clearly, every such linear or cyclic order on the blocks gives rise to a unique } # P. The number of ways to impose a linear order if there are i blocks is i! and the number of ways to impose a cyclic order is (i&1)!. Thus we can enumerate P by summing over all divisions of the blocks of ?(S ) into two groups : and ; (linear and cyclic) and, for each such division, summing over all ways of grouping the blocks into composite blocks, weighted by a factorial factor. More precisely we have
# :
where the first sum is over all path-cycle covers of D$. By Proposition 5, we have
Now the blocks of : and ; correspond to the paths of S, so |:| &l(:) is the number of edges of S in :, and similarly for ;. Thus (sgn :)(sgn ;) depends only on the total number of edges of S devoted to directed paths (namely, |?(S )| &l(?(S))) and does not depend on the particular choice of : or ;. We have
A moment's thought shows that the inner sum is m ?(S ) (x, y). Now
and since | and x Ä (x, y) are both homomorphisms,
for any symmetric function g. Finally, (&1) |_| p _ ( y)=p _ (&y), so we obtain
We remark that the appearance of | in Theorem 1 is what leads us to call it a combinatorial reciprocity theorem.
Theorem 1 readily yields several attractive corollaries. For example, by setting all the x variables equal to zero, we immediately obtain [23, Theorem 3.2] . More interestingly, we can obtain an affirmative answer to the question, raised by Chung and Graham, of whether C(D; i, j) determines C(D$; i, j).
Proof. Let g be any symmetric function that is homogeneous of degree d and let g*=|g. We claim that g*(1 i ) is obtained by changing i to &i and g (1 i ) and then multiplying by (&1)
. To see this, first consider the case where g=p * for some * | &d. Then g*=(sgn *) p * and hence
On the other hand g(1 i )=i l(*) . Changing i to &i and multiplying by (&1) d amounts to multiplying by (&1) d&l(*) =sgn *, as required. The claim then follows by linearity.
Also, as noted before, p _ (&y)=(&1) |_| p _ ( y). Thus, specializing Theorem 1 via Proposition 1 yields
Corollary 1 can be proved directly using deletion-contraction techniques, and it has also been obtained independently by Gessel [9] . We omit the details.
A further specialization of Theorem 1 gives a formula for rook polynomials; we defer this to the next section, where we consider rook theory in more detail.
Note the similarity between this result and Stanley's reciprocity theorem [21, Theorem 4.2.] . In fact, the two reciprocity theorems overlap, because of Proposition 2, so Corollary 2 gives a new interpretation of |5 D(P) = |5 G(P) when P is a poset.
Corollary 2 follows immediately from Theorem 1, but we shall give two other proofs because they illustrate connections with other known results. The first proof is due to Gessel [9] , and it derives Corollary 2 from a result of Carlitz, Scoville and Vaughan [2, Theorem 7.3] . We need some preliminaries. Given a digraph D with d vertices, let
be a set of commuting independent indeterminates, and define
where the sum is over all i 1 , i 2 , ..., i n such that (a ij , a ij+1 ) is an edge of D for all j<n. Similarly, let
where this time the sum is over all i 1 , i 2 , ..., i n such that (a ij , a ij+1 ) is an edge of the complement D$ for all j<n. With this notation, the result of Carlitz, Scoville and Vaughan is (essentially) the following. Thus it suffices to prove that 
, so applying % D, y and using Proposition 6 yields
Equating terms of the same degree, we see that
completing the proof. K Our second proof of Corollary 2 is similar to Stanley's proof of the reciprocity theorem for X G . Following Gessel [10] and Stanley [21, Section 3], we define a power series in the variables x=[x 1 , x 2 , ...] to be quasi-symmetric if the coefficients of are equal whenever i 1 <i 2 < } } } <i k and
We have the following expansion of 5 D (x, 0) in terms of fundamental quasi-symmetric functions. 
In view of Proposition 7, it suffices to show that the map that sends Q S, d to Q [12, 13, 14, 15, 16] 
which can be shown to be equivalent to Proposition 9. However, it seems that our formulation in particular the observation that Proposition 9 is essentially a combinatorial reciprocity theorem is new (although as Gessel [9] has observed, it follows immediately from the next proposition below). Our next result is a generalization of the fundamental inclusion-exclusion formula of rook theory. This formula has many equivalent formulations; we shall use the following one whose proof is given implicitly by Chung and Graham. To state our generalization we need a few more definitions.
Definition. For any pair of integer partitions * and +, define D *, + to be a disjoint union of directed paths and directed cycles such that the i th directed path has * i vertices and the jth directed cycle has + j vertices. Define
where the sum is over all path-cycle covers S of D *, + . For brevity we shall write D * for D *, < and 5 * for 5 *, < . We then have the following result. l(?(S ))! =:
where the sum is over all path-cycle covers of D *, + . The sum can be broken up into a double sum:
But l(?(S ))=k if and only if |S | =d&k. Since every subset of the edges of D *, + is a path-cycle cover, and since the total number of edges of D *, + is d&l(*), we have
In view of Proposition 8, Proposition 11, and the fact that the number of edges of a path-cycle cover of type (?, _) is d&l(?), we see that Theorem 2 implies Proposition 10.
It might seem that Theorem 2 is rather contrived, since we seem to have defined 5 *, + just so that Theorem 2 would come out right. In fact, however, the functions 5 *, + have intrinsic interest, as we shall now illustrate. The bases m * , p * , e * , h * , s * , and f * occur frequently``in nature.'' Similarly, there are certain``natural'' bases for polynomials, and moreover there is a correspondence between some of the symmetric function bases and the polynomial bases given by g [ g (1 i ), e.g., p * corresponds to i n , and the reciprocally related bases m * and f * correspond to i n and i nÄ . From Proposition 11 and Proposition 12 we see that the basis 5 * seems to be a promising candidate for the natural counterpart of the basis
As further evidence for this assertion we state the following generalization of the fact, essentially due to Vo [24] and Linial [17] (but see also [1] and [7] ), that the expansion of the chromatic polynomial in terms of the basis ( i+n d ) has nonnegative integer coefficients. We will give the proof elsewhere [3] since the result is tangential to our main purpose.
Theorem 3. For any graph G, the expansion of X G in terms of the basis 5 * has nonnegative integer coefficients.
It is natural to ask about the connection between the basis 5 * and the standard symmetric function bases. We give just one result along these lines.
Proposition 13. The linear map that sends 5 * to (sgn *) m * Âl(*)! is an involution.
Proof. Given any integer partitions * and +, let ? be any set partition of type * and define To see this, first consider the case where r + !=r * !=1, i.e., the case of distinct parts. We have a disjoint union D + of directed paths and we want to count the number of path covers of type *. In path cover of D + , each directed path is broken up into a sequence of smaller directed paths. So the path covers can be enumerated as follows: take a set partition ? of type * and consider all ways of grouping its blocks into a partition _ of type + and then linearly ordering the blocks of ? within each block of _. Such a configuration determines a path cover: for any block b of _, the sequence of blocks of ? in b dictates the sizes of the sequence of smaller directed paths composing the directed path in D + corresponding to b. It is easy to see that this correspondence is bijective, and this proves our claim in the case of distinct parts. For the general case, observe that we want equal-sized parts of ? to be indistinguishable and equal-sized parts of _ to be distinguishable, so we must multiply by r + !Âr * !. From Proposition 5 we see that the matrix ((sgn *) c *, + ) is the matrix of | and is therefore an involution. From our claim it follows that the matrix relating (sgn *) m * Âr * ! and 5 D+ Âr + ! or equivalently the matrix relating where n *, +, t, u is the number of path-cycle covers of D *, + with t paths and u cycles. Now ( i t ) j s is a basis for polynomials in two variables, so equating coefficients we see that we just need to prove that for any fixed s and t, which is just the number of ways of choosing s cycles and then deleting t&(d&e) of the remaining edges (i.e., creating t&(d&e) new paths). But d&e is the original number of paths in drop(T ), so this results in a total of exactly t paths. The proposition follows. K
We remark that Gessel [9] has obtained a generalization of Proposition 10 for the cover polynomials that does not appear to follow from our results.
Our next result generalizes a Mo bius inversion formula for factorial polynomials due to Goldman, Joichi and White [16] . For simplicity we consider only the case of acyclic digraphs, although the generalization to arbitrary digraphs is straightforward. So suppose D is an acyclic digraph with d vertices and let B be its associated board. (where L G is the lattice of contractions of G), there is a significant difference in that in Theorem 4 all the dependence on the digraph is contained in the T D ? whereas for X G all the dependence is contained in L G . We have obtained variations of Theorem 4 (e.g., by considering rook placements with no two rooks in the same row), but so far have found no satisfactory analogue of L G .
Expansions
It is natural to ask for interpretations of the coefficients when 5 D is expanded in terms of various symmetric function bases. In fact, one of the motivations for studying X G and 5 D is a conjecture by Stanley and Stembridge [23, Conjecture 5.5] regarding the elementary symmetric function expansion of X G . We restate this conjecture here for convenience. Following Stanley [21, Section 5], we write a+b for the poset that is a disjoint union of an a-element chain and a b-element chain, and we say that a poset if (a+b)-free if it contains no induced subposet isomorphic to a+b. We also say that a symmetric function g is u-positive if [u * ] is a symmetric function basis and the expansion of g in terms of this basis has nonnegative coefficients. Then the Stanley Stembridge conjecture is equivalent to the following. Conjecture 1. If P is a (3+1)-free poset, then X G(P) is e-positive.
In view of Proposition 2, this conjecture can also be viewed as a conjecture about 5 D . One of the most important partial results is the following theorem of Gasharov [8] .
Theorem 5. If P is a (3+1)-free poset, then X G(P) is s-positive.
We shall prove a slight extension of Gasharov's result that will illustrate the subtlety of Conjecture 1. To state our result we need some definitions. Note that weakly (3+1)-free digraphs need not be transitively closed or even acyclic. Our nomenclature is justified by the following proposition. Proof. Saying that D(P) is weakly (3+1)-free is equivalent to saying that if u Ä v Ä w is a directed path of length two in D(P) and x is any element such that (u, x) is not an edge of D(P), then (x, w) is an edge of D(P). Saying that P is (3+1)-free is equivalent to saying that if u Ä v Ä w is a chain in P and x is any element such that u < 3 x in P, then x<w in P. Clearly these two are equivalent. Proof. The proof is almost identical to Gasharov's, and we refer to his paper for some details which we shall omit. Let S l denote the group of permutations of [l] . If *=(* 1 , ..., * l ) is an integer partition and ? # S l , then we denote by ?(*) the sequence 
Now let
and note that if T is a D-tableau, then ?(*) 1 ?(*) 2 } } } so that ? must be the identity permutation. Thus to prove the theorem it suffices to find an involution .: B Ä B such that if (_, T$)=.(?, T) then sgn _=&sgn ?. Gasharov's involution works without modification; for completeness we restate it here. If
then let c=c(T ) be the smallest positive integer such that condition 3 fails for j=c and some i. Let r=r(T ) be the largest i with this property. Define _=? b (r, r+1) where (r, r+1) is the permutation that interchanges r and r+1. Define
It is natural to conjecture that if D is weakly (3+1) In fact, of the five essentially distinct weakly (3+1)-free acyclic digraphs on four vertices that are not transitively closed, only one is e-positive. So the way the property of being (3+1)-free is used in Gasharov's proof is far from enough to yield e-positivity even if the condition of acyclicity is added. This shows how delicate Conjecture 1 is.
We conclude this section with a theorem that is closely related to the result of Stanley [21, Corollary 2.7] that |X G is p-positive for all graphs G. Corollary 2 shows that a direct analogue is not possible, but we do have the following result. It is also well known (e.g., [22, Prop. 3.8.2] ) that the Mo bius function of a product is the product of the Mo bius functions. Putting these facts together readily yields our claim.
Thus to prove the theorem it suffices to prove that for an acyclic digraph with d vertices the sign of the coefficient of p d is (&1) d&1 . For then, since any induced subgraph of an acyclic graph is acyclic, we can apply our claim above to show that the coefficient of p _ is sgn _.
Let The sign of the coefficient is therefore (&1) d&1 as desired. K
We mention in passing that the argument used in the above proof allows [21, Proposition 5.5] to be extended from posets to acyclic digraphs.
Future Work
It is clear that we have only scratched the surface in our investigations in this paper. We list a few promising directions for further research. play an important role in the theory of symmetric functions in two sets of variables? It is not even immediately obvious that this is an involution, so its properties could be quite subtle. In this regard, we state without proof that if we define 
