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Abstract
The area of mobile robotics has attracted substantial attention from researchers around the
globe. This has resulted in many technological advances and breakthroughs in this area.
Nowadays, mobile robots have become widely available, such as robotic vacuum cleaners,
those working in industrial settings, hospitals, warehouses, office environments, and military
and space applications. Many of the tasks that robots are assigned to complete require them
to be fully autonomous, i.e. without any human intervention. For this reason, it is of extreme
importance that a robot is able to localize itself and map the environment accurately. These
tasks are particularly necessary, if the robot is required to navigate in an unknown dynamic
environment, plan its path and avoid collisions with other objects. Simultaneous Localization
and Mapping (SLAM) is the process in which a robot is required to simultaneously localize
itself in an unknown environment and incrementally build a map of its surroundings. The
SLAM problem has been studied extensively and many solutions have been proposed to solve
this problem. Most recently, due to availability of low cost RGB-D cameras, which provide
RGB images as well as pixel depth information, 3D SLAM has received a large amount of
interest and is used in various applications. The additional information provided by 3D maps
can be used to improve navigation, collision avoidance and path planning algorithms.
The research presented in this thesis, intends to study the 3D SLAM problem in difficult
situations, such as a robot navigating in areas in which the visual sensing of the robot is
hindered. For example, firefighting robots and those performing search and rescue operations,
may need to perform SLAM in smoky and dark environments. We propose a method that
uses an RGB-D sensor to register images in dark scenes. This method utilizes both the RGB
and IR images provided by an RGB-D sensor. Another challenging scenario, is the need to
perform SLAM in an environment containing limited texture and structure information. These
environments are commonly encountered in offices, warehouses and residential buildings.
Many of the aforementioned environments contain texture-less and structure-less walls, floors
and ceilings. This poses a significant challenge that is to match the frames, estimate the
motion and map the environment. We present methods that utilize both geometric and texture
information to overcome the aforementioned challenges. At the core of the proposed methods,
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we develop Rank Order Statistics based on informative sampling techniques that are able to
sample the dense depth points into a subset of points, carrying highly useful information for
registration. In addition, we outline one of the main limitations of using RGB-D cameras
for SLAM applications: the limited field of view (FOV). In contrast, monocular SLAM
systems can exploit wide-angle cameras and do not have the depth range limitation. As
such, we present a SLAM method that fuses the information obtained from both an RGB-D
camera and a wide-angle monocular camera. We show that this is particularly beneficial for
large-scale 3D reconstruction of indoor environments. Finally, we propose a image based
feature exaction method that is able to find a large number of highly repeatable features.
We show that when pairing these features with a robust image descriptor such as SIFT, they
become highly invariant to various image transformations. We also show that they could be
highly useful for visual odometry applications, as well as for obtaining denser looking 3D
models when performing monocular SLAM/Structure from Motion.
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Chapter 1
Introduction
There are numerous senses that help us to perceive the world around us including seeing,
hearing, tasting, touching and smelling. The visual perception system is arguably the most
important one for humans and many other biological mechanisms. Its ability to provide accu-
rate information from a distance plays a very important role in perceiving the environment
and providing successful means of survival and reproduction [14].
The visual perception system is very sophisticated and provides a huge amount of information.
The challenge lies in processing and analyzing this data to extract meaningful information.
Although humans and other species are able to process such information in a seemingly
effortless manner, it is no easy task.
Many of the techniques of digital image processing originated in the 1960s. During these
times, the cost of computing equipment required to digitize and process the image data
was very high. Developments and advancements in digital image processing has continued
to make large progress since these times. In recent years, digital cameras have become
widely accessible, mainly due to the availability of low cost processing packages and image
sensors. Nowadays, most of our mobile phones that we use on a daily basis, include a digital
camera, in addition to many other consumer electronics such as digital cameras and webcams.
Due to advances in computer vision in the past few decades, researchers have come closer
to designing a machine that utilizes digital images to perceive, localize, describe, classify
and identify objects in the environment and their relationship with each other [14]. These
advances played a crucial role in solving many mobile robotics problems where a robot is
required to navigate and interact with the environment surrounding it.
2 Introduction
1.1 Mobile Robotics, Visual Odometry and Visual SLAM
In the past few decades, the area of mobile robotics and autonomous systems has attracted
substantial attention from researchers all over the world, resulting in major advances. Cur-
rently, mobile robots are able to perform complex tasks autonomously, whereas in the past,
human input and interaction was a necessity. Mobile robotics has applications in various
fields such as military, medical, space, entertainment and domestic appliances fields. In these
applications, mobile robots are expected to perform complicated tasks that require navigation
in complex and dynamic indoor and outdoor environments without any human input. In order
to autonomously navigate, path plan and perform these tasks efficiently and safely, the robot
needs to be able to localize itself in its environment. As a result, the localization problem has
been studied in detail and various techniques have been proposed to solve this problem.
The simplest form of localization is to use wheel odometry methods that rely upon wheel
encoders to measure the amount of rotation of the robot’s wheels. In these methods, wheel
rotation measurements are incrementally used in conjunction with the robot’s motion model
to find the robot’s current location with respect to a global reference coordinate system. The
wheel odometry method has some major limitations. Firstly, it is limited to wheeled ground
vehicles and secondly, since the localization is incremental (based on the previous estimated
location), measurement errors are accumulated over time and cause the estimated robot pose
to drift from its actual location. There are a number of error sources in wheel odometry
methods, the most significant being wheel slippage in uneven terrain or slippery floors. [15].
To overcome these limitations, other localization strategies such as using inertial measurement
units (IMUs), GPS, LASER odometry and most recently Visual Odometry (VO) [16] and
Simultaneous Localization and Mapping (SLAM) [17, 18] methods have been proposed. VO
is the process of estimating the egomotion of an agent (e.g. vehicle, human, and robot) using
only the input of a single or multiple cameras attached to it [19]. Whereas SLAM is a process
in which a robot is required to localize itself in an unknown environment and build a map
of this environment at the same time without any prior information, with the aid of external
sensors (or a single sensor). Although VO does not solve the drift problem, researchers
have shown that visual odometry methods perform significantly better than wheel odometry
and dead reckoning techniques [20] while the cost of cameras is much lower compared to
accurate IMUs and LASER scanners. The main difference between VO and SLAM is that
VO mainly focuses on local consistency and aims to incrementally estimate the path of the
camera/robot pose after pose, and possibly perform local optimization. Whereas SLAM
aims to obtain a globally consistent estimate of the camera/robot trajectory and map. Global
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Figure 1.1: A block diagram showing the main components of a: (a) VO (b) Filter based
SLAM system.
consistency is achieved by realizing that a previously mapped area has been re-visited (loop
closure) and this information is used to reduce the drift in the estimates. Visual SLAM is
a family of SLAM methods that utilizes a stream of images as an input to the estimation
process. Figure 1.1 shows an overview of VO and SLAM systems.
1.2 A Brief Review of Visual Odometry and Visual SLAM
1.2.1 Visual Odometry
Visual odometry (VO) is defined as the process of estimating the robot’s motion (translation
and rotation with respect to a reference frame) by observing a sequence of images of its
environment. VO is a particular case of a technique known as Structure From Motion (SFM)
that tackles the problem of 3D reconstruction of both the structure of the environment and
camera poses from sequentially ordered or unordered image sets [19]. SFM’s final refinement
and global optimization step of both the camera poses and the structure is computationally
expensive and usually performed off-line. However, the estimation of the camera poses in
VO is required to be conducted in real-time. In recent years, many VO methods have been
proposed which can be divided into monocular [21] and stereo camera methods [22]. These
methods are then further divided into feature matching (matching features over a number of
frames) [23], feature tracking [24] (matching features in adjacent frames) and optical flow
techniques [25] (based on the intensity of all pixels or specific regions in sequential images).
The problem of estimating a robot’s ego-motion by observing a sequence of images started
in the 1980s by Moravec [26] at Stanford University. Moravec used a form of stereo vision
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(a single camera sliding on a rail) in a move and stop fashion where a robot would stop to
extract image features (corners) in the first image, the camera would then slide on a rail in a
perpendicular direction with respect to the robot’s motion, and repeat the process until a total
of 9 images were captured. Features were matched between the 9 images using Normalized
Cross Correlation and used to reconstruct the 3D structure. The camera motion transfor-
mation was then obtained by aligning the reconstructed 3D points observed from different
locations. Matthies and Shafer [22] later extended the above work by deriving an error model
using 3D Gaussian distributions as opposed to the scalar model used in Moravec’s method.
Other notable works related to stereo visual odometry were also appearing in literature. For
instance, in [27] a maximum likelihood ego-motion method for modeling the error was
presented for accurate localization of a rover over long distances while [28] described a
method for outdoor rover localization that relied on raw image data instead of geometric data
for motion estimation.
The term “Visual Odometry” was first introduced by Nister et al. [16] for its similarity to the
concept of wheel odometry. They proposed pioneering methods for obtaining camera motion
from visual input in both monocular and stereo systems. They focused on the problem of
estimating the camera motion in the presence of outliers (false feature matches) and proposed
an outlier rejection scheme using RANSAC [29]. Nister et al. were also the first to track
features across all frames instead of matching features in consecutive frames. This has the
benefit of avoiding feature drift during cross-correlation based tracking [19]. They also
proposed a RANSAC based motion estimation using the 3D to 2D re-projection error instead
of using the Euclidean distance error between 3D points. Using 3D to 2D re-projection errors
were shown to give better estimates when compared to the 3D to 3D errors [30].
Visual Odometry is most famous for its application in the ongoing robotic space mission on
Mars [31] that started in 2003 involving two rovers that were sent to explore the geology
and surface of the planet. Other research involving visual odometry was performed by
Scaramuzza and Siegwart [32] where they focus on visual odometry for ground vehicles
in an outdoor environment using a monocular omni-directional camera and fuse the motion
estimates gained by two following approaches. In the first approach, they extracted SIFT [33]
features and used RANSAC for outlier removal while in the second approach an appear-
ance based method, which was originally proposed by [34], was used for the vehicle pose
estimation. Appearance based techniques are generally able to accurately handle outdoor
open spaces efficiently and robustly while avoiding error prone feature extraction and match-
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ing techniques [35].
Kaess et al. [36] proposed a stereo visual odometry system for outdoor navigation in which
the sparse flow obtained by feature matching was separated into flow based on close features
and flow based on distant features. The rationale for the separation is that small changes in
camera translations do not visibly influence points that are far away. The distant points were
used to recover the rotation transformation (using a two-point RANSAC) while close points
were used to recover the translation using a one-point RANSAC [36]. Alcantarilla et al. [37]
integrated the visual odometry information gained from the flow separation method in their
EKF-SLAM motion model to improve the accuracy of the localization and mapping.
We have so far discussed the history of the visual odometry problem and mentioned some of
the pioneering work in this area that mainly focused on monocular VO, stereo VO, motion
estimation, error modeling, appearance based, and feature based techniques. In the next
section we will present a brief history of and the related works to the visual SLAM problem.
1.2.2 Visual SLAM
As we described in the Introduction section, SLAM is a way for a robot to localize itself in an
unknown environment, while incrementally constructing a map of its surroundings. SLAM
is particularly important for mobile robots that are required to perform challenging tasks
in complex and dynamic environments, such as those operating in hospitals, factories and
conducting search and rescue operations. In order to navigate effectively and safely in such
environments, it is important that the robot generates an accurate map of its surroundings.
However, the SLAM problem is considered to be a chicken-and-egg problem, since the robot
needs a map to accurately localize itself and also needs an accurate location estimate of the
robot to map the environment. Both of the aforementioned tasks need to be performed in
conjunction with each other.
SLAM has been extensively studied in the past couple of decades [17, 38–41] resulting in
many different solutions using different sensors, including sonar sensors [42], IR sensors [43]
and LASER scanners [44]. Recently there has been an increased interest in visual based
SLAM also known as V-SLAM because of the rich visual information available from passive
low-cost video sensors compared to LASER scanners. However, the trade off is a higher
computational cost and the requirement for more sophisticated algorithms for processing the
images and extracting the necessary information. Due to recent advances in CPU and GPU
technologies, the real time implementation of the required complex algorithms are no longer
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an insurmountable problem. Indeed, a variety of solutions using different visual sensors
including monocular [45], stereo [46], omni-directional [47], time of flight (TOF) [48] and
combined color and depth (RGB-D) cameras [30] have been proposed.
One of the pioneering V-SLAM solutions was proposed by Davison et al. [45]. They em-
ployed a single monocular camera and constructed a map by extracting sparse features of
the environment using a Shi and Tomasi operator [48] and matching new features to those
already observed using a normalized sum-of-squared difference correlation. The use of a
single monocular camera meant that the absolute scale of structures could not be obtained
and the camera had to be calibrated. Furthermore, since an Extended Kalman Filter (EKF)
was used for state estimation, only a limited number of features were extracted and tracked
to manage the computational cost of the EKF. Se et al. [49] proposed a vision based method
for mobile robot localization and mapping using the SIFT [33] for feature extraction.
A particular case of V-SLAM, known as cv-SLAM (Ceiling Vision SLAM), was studied
by pointing the camera upwards towards the ceiling. The advantages of cv-SLAM when
compared to the frontal view V-SLAM are: less interactions with moving obstacles and
occlusions, steady observation of features and the fact that ceilings are usually highly textured
and rich with visual information. Jeong et al. [50, 51] were the first to propose the cv-SLAM
method, where they employed a single monocular camera that was pointed upwards towards
the ceiling. Corner features on the ceiling were extracted using a Harris corner detector [52].
A landmark orientation estimation technique was then used to align and match the currently
observed and previously stored landmarks using a normalized cross correlation method.
Other researchers [53–56] followed suit and produced various studies on cv-SLAM using
different techniques for feature extraction and data association.
Most recently, there has been an increasing interest in dense 3D reconstruction of the envi-
ronment as opposed to the sparse 2D and 3D SLAM problems. Newcombe and Davison [57]
were successful in obtaining a dense 3D model of the environment in real-time using a
single monocular camera. However, their method is limited to small and highly textured
environments. Henry et al. [30] were the first to implement an RGB-D mapping approach
that employed an RGB-D camera (i.e. Microsoft Kinect). They used this information to
obtain a dense 3D reconstructed environment and estimated the 6 Degree of Freedom (6DOF)
camera pose. They extracted FAST (Features From Accelerated Segment Test) [58] features
in each frame, matched them with the features from the previous frame using the Calonder
descriptors [59] and performed a RANSAC alignment step which obtains a subset of feature
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matches (inliers) that correspond to a consistent rigid transformation [30]. This transforma-
tion was used as an initial guess in the Iterative Closest Point (ICP) [59] algorithm which
refined the transformation obtained by RANSAC. Sparse Bundle Adjustment (SBA) [60] was
also applied in order to obtain a globally consistent map and loop closure was detected by
matching the current frame to previously collected key-frames. Similarly Endres et al. [61]
proposed an RGB-D-SLAM method that uses SIFT, SURF [62] and ORB [63] feature de-
scriptors in place of FAST features. They also used a pose-graph optimization technique
instead of Bundle Adjustment for global optimization. Du et al. [64] implemented an RGB-D
SLAM system that incorporates on-line user interaction and feedback allowing the system to
recover from registration failures which may be caused by fast camera movement. Audras et
al. [65] proposed an appearance based RGB-D SLAM which avoids the error prone feature
extraction and feature matching steps.
Newcombe et al. [66, 67] proposed a GPU-based depth-only mapping algorithm using an
RGB-D camera. Their method uses a truncated signed distance function (TSDF) to repre-
sent the scene geometry. They developed an ICP variant method that matches the current
measurement to the full growing surface model instead of matching sequential frames. They
also segmented outliers (such as moving humans) and divided the scene into foreground
and background. This allowed a user to interact with the scene without deteriorating the
accuracy of the estimated transformations and demonstrated the usability of their method in
a number of augmented reality applications. The major downside to their approach is that it
is limited to small environments due to the limited GPU memory. Whelan et al. [68] outlined
this problem and proposed an extension to KinectFusion that enabled the approach to map
larger environments. This was achieved by allowing the region of the environment that is
mapped by the KinectFusion algorithm to vary dynamically. The problem of being restricted
to mapping small environments has also been addressed by several recent extentions [69][70].
As such, allowing them to reconstruct large-scale scenes.
Meilland and Comport [71] proposed a real-time dense localization and mapping method
that combines the advantages of both a 3D voxel grid representation and an image based
key-frame representation. They also proposed to store information from multiple frames in a
single key-frame. By doing so, they avoid losing information which may be caused by the
limited Field of View of the RGB-D sensor. One of the main advantages of their proposed
method is its ability to perform large scale reconstruction accurately.
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Bachrach et al. [72] proposed a a visual odometry and SLAM system for unmanned air
vehicles (UAVs) using an RGB-D camera that relied on extracting FAST features from
sequential pre-processed images at different pyramid levels, followed by an initial rotation
estimation that limited the size of the search window for feature matching. The matching
was performed by finding the mutual lowest sum of squared difference (SSD) score between
the descriptor vectors (80-byte descriptor consisting of the brightness values of the 9× 9
pixel patch around the feature and omitting the bottom right pixel). A greedy algorithm was
also applied to refine the matches and obtain the inlier set which were then used to estimate
the motion between frames. In order to reduce drift in the motion estimates, they suggested
matching the current frame to a selected key-frame instead of matching consecutive frames.
Another recent method proposed by Keller et al. [73] allows for 3D reconstruction of
dynamic environments by automatically detecting dynamic changes in the scene. Dryanovski
et al. [74] proposed a fast visual odometry and mapping method that extracts features from
RGB-D images and aligns these with a persistent model, instead of frame to frame registration
techniques. By doing so, they avoid using dense data, feature descriptor vectors, RANSAC
alignment, or key-frame based bundle adjustment. As such, they are able to achieve an
average performance rate of 60Hz using a single thread and without the aid of a GPU.
1.3 Motivation and Research Objectives
Early work on SLAM was based on using filtering methods, primarily the Extended Kalman
Filter and was called “EKF-SLAM” [75]. However, the inherent approximations due to
linearization of the system and measurement model can lead to divergence of the EKF
estimation [76]. Another limitation is that EKF-SLAM cannot localize the robot without
knowledge of its initial position (global localization problem). In addition the EKF has a
high computational complexity (quadratic) and it is mainly used for mapping small scale
environments (especially in the 3D case). Other SLAM solutions using other filters were
also proposed, such as using the particle filter [77]. Although particle filters were able to
solve some of EKF-SLAM’s limitations such as the global localization problem [78], a large
number of particles need to be used in order to obtain an accurate estimate of the posterior
distribution. This increases the computational complexity significantly.
Another line of work that has received significant attention from SLAM researchers is the
use of optimization methods (also called “smoothing”) as opposed to filtering based tech-
niques. Optimization based methods have been widely used for many years in the areas of
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photogrammetry and structure from motion (SfM), which are closely related to SLAM and
VO. Both filtering based visual SLAM methods and SfM aim to estimate the camera poses
and 3D structure, and minimize the same cost function: the sum of square errors (reprojection
errors in the case of 3D to 2D motion estimation methods, which we will describe in section
2.1.2). The main difference between the two aforementioned methods is that SLAM is
generally an online method, i.e. frames are processed sequentially, and when a new frame
arrives, the full state (which includes the most current pose and the coordinates of the 3D
points, in addition to their covariance matrices) is updated. Whereas SfM is generally an
offline process in which all information is extracted from a set of images and processed in
a batch [79], mainly using bundle adjustment for the estimation of the camera and the 3D
points’ parameters. SLAM researchers have also proposed various optimization based online
SLAM solutions such as [80][41][16]. Most online-optimization methods rely on using
key-frames, as opposed to using all the frames in the optimization process due to the time
and computational constraints. Strasdat et al. [81] conducted a thorough study comparing
filtering vs. optimization visual SLAM, and concluded that even if both methods resulted in
the same accuracy (which is the best case scenario for filtering based methods), optimization
based methods outperform filtering methods in terms computational efficiency. For these
reasons, the methods proposed in this research are optimization based.
The Optimization based SLAM problem is generally represented as a graph. This graph
consists of nodes that describe the camera frame poses and 3D point locations, and the
edges that connect them and contain relative information. For instance, when a new frame
arrives, it is usually matched with the previous frame. As a result of the matching process,
the relative pose is estimated between the two frames and an edge that connects them is
added to the graph. This matching process, generally consists of extracting features between
the frames and matching them using an image descriptor such as SIFT or SURF that is
assigned to each feature. Alternatively a direct approach (e.g. [82]) may be used, which
instead of using keypoints, uses image intensities of all pixels. Direct approaches are out
of the scope of this research and we mainly focus on feature based matching techniques. In
feature based techniques, and after the initial matching process described above, a geometric
verification step is needed to filter out false matches and estimate a pose between the two
frames. The most popular method used for this procedure by the SLAM and VO communities
is RANSAC [36]. RANSAC is used to estimate parameters from a set of data contaminated
with outliers, and has been shown by many researchers to work well for many applications
and in different computer vision fields. However, RANSAC is based on heuristics (such as
assuming the scale of the noise) that may result in the reduction of the robustness of the
10 Introduction
estimation process, particularly in applications that contain higher percentage of outliers,
different types of noise, more than one structure or when the extraction of fine data is
required [83].
1.3.1 Incorporating Rank Order Statistics in the SLAM framework
A number of high breakdown robust statistical estimators and segmentation methods have
been proposed over the years for solving many computer vision problems such as fundamental
matrix estimation, segmentation and data clustering, structure from motion and optical flow
estimation [83]. For instance, Residual Consensus (RESC) [84], Adaptive Scale Sample
Consensus (ASSC) [85] and Modified Selective Statistical Estimator (MSSE) [86], are
methods that are able to solve the estimation problem with varying noise levels in the data.
Other methods such as the one described in [87] utilizes a robust regression strategy based
on an MM-estimate to segment the map and detect outliers, which may be caused by noisy
sensor data and moving objects. In this research, one of our objectives will focus on using
Rank Order Statistics methods for robust estimation and segmentation. We will show that
robust estimation techniques such as the ones mentioned above (e.g. MSSE), are useful to
a number of applications that play a central role in solving the SLAM problem. We will
use Rank Order Statistics methods not only for feature matching refinement and relative
pose estimation, but also for extracting 2D and 3D features that contain valuable information
registration purposes.
1.3.2 SLAM in texture-less and structure-less environments
The ability for an autonomous agent to localize itself accurately in its environment is crucial
for the success of the task at hand. Despite the advances in the areas of visual odometry
and visual SLAM over the past decade, a number of challenges are still present. One of the
most difficult situations arises when the visual information in the image provided by the
sensor is not sufficient. Scenes containing limited visual information are usually referred
to as texture-less scenes. Images viewing texture-less scenes mainly contain homogeneous
regions with very few areas (or no areas) with intensity or color changes. There are several
reasons for the lack of visual information in the captured images. These may include:
1. Lighting variations in the scene which may result in reducing the image intensity and
therefore limiting the number of features and altering the image information (feature
descriptors) in comparison with other images. For example, a robot that is deployed
for a search and rescue operation may encounter a smoky environment due to a fire.
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As such, hindering the robot’s visual sensing and limiting the amount of information
in the images.
2. The inherent challenges associated with the environment that is being viewed/map,
regardless of the type of sensor used or external factors such as how well lit the
environment is. For example, the environment itself may contain texture-less and
structure-less walls, floors and ceilings. Such environments are commonly encountered
by robots navigating indoor environments.
3. The sensor’s limitation, such as using a sensor with a low resolution that may not be
able to capture some important details in a scene or having a narrow Field of View
(FOV), which makes registering frames more challenging due to limiting the visual
overlap between the frames.
This research is specifically intended to develop visual odometry and visual SLAM techniques
that are capable of successfully estimating sensor localizations and maps in the challenging
scenarios listed above such as mapping in texture-less and structure-less environments, mainly
using an RGB-D sensor. RGB-D sensors provide per pixel depth and colour information, and
are reasonably priced. However, they have two main limitations: the limited field of view
(FOV) and depth range limitation. Other sensors that may be more adequate for challenging
SLAM tasks compared to RGB-D sensors are available, such as laser rangefinders (LIDARs).
LIDARs can provide accurate geometric information at long ranges and can cover a large FOV.
These sensors could be particularly suitable for SLAM applications in challenging texture-
less environments as they would be able to use the accurate and distant 3D information
for obtaining an accurate map. The main drawback of LIDAR sensors is that they are
generally expensive, and could cost several thousands of dollars. Other SLAM solutions
that utilize cameras instead of a laser rangefinders are also available. Cameras have been a
feasible alternative, especially for cases where laser rangefinders are too expensive or too
heavy [178]. A major problem for using a single monocular camera for SLAM applications
is the extraction of depth information, which are crucial for accurate localization of the sensor
and constructing accurate models of the environment [178]. Other researchers have opted to
use stereo cameras instead, which are able to extract 3D information via triangulation: by
viewing the same object using two cameras that are separated by a known baseline distance.
However, stereo cameras can also be quite expensive and not affordable to all researchers.
In this thesis, we will show that affordable RGB-D sensors could be used for performing
SLAM in challenging scenarios using data and sensor fusion techniques to overcome some
of the sensor’s shortcomings. In particular, we show that the fusion between geometric and
photometric information are particularly useful for SLAM applications in texture-less and
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structure-less environments. We also show that fusing the information obtained by an RGB-D
sensor with information provided by a wide angle monocular camera is useful to overcome
the limited field of view problem of common RGB-D sensors such as the Microsoft Kinect.
1.4 Contribution
The main contributions of this research are as follows:
1. The development of a novel 3D registration and visual odometry method which is able
to align RGB-D images obtained by the Microsoft Kinect sensor, in an environment
with lighting variations.
2. The development of a novel real-time 3D SLAM system that uses only the depth
information provided by RGB-D sensors (i.e. Microsoft Kinect), without relying
on texture information. As such, the proposed method is able to map environments
containing limited texture.
3. The development of a novel 3D SLAM method in which both geometric and photo-
metric information are used. As a result, the proposed method performs very well in
scenes in both texture-less and structure-less environments.
4. The development of a SLAM system that uses both an RGB-D camera and a wide-angle
monocular camera. The depth range limitation and the limited Field of View (FOV) of
RGB-D sensors cause problems for registering distant frames and frames with limited
visual overlap (which may be due to fast camera motions, especially around corners).
On the other hand, monocular cameras can exploit wide-angle lenses and do not have
the depth range limitation, but their use is unstable in texture-less scenes. In the method
proposed here, we use both sensors and combine their advantages.
5. The development of an image based feature extraction method that is able to find a
large number of highly repeatable features. When pairing these features with a robust
image descriptor such as SIFT, they become highly invariant to viewpoint, rotation,
blurring, lighting and scale changes. The proposed method is based on a robust rank
order statistics segmentation method that selects points associated with high local
intensity variations across different scales.
6. One of the contributions of this research, is to present an extensive theoretical review
of solutions for the visual odometry (VO) and visual SLAM (V-SLAM) problems. The
review covers a wide range of topics such as different motion estimation techniques,
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different mapping presentations, filtering methods, data fusion, camera calibration, 2D
and 3D feature extraction, data association, global optimization, bundle adjustment,
loop closure, RANSAC estimation, and an overview of the RGBD-SLAM framework.
A summary of this work was published in Intelligent Industrial Systems [5].
1.5 Thesis Outline
The thesis is organized as follows. Chapter 2 provides an overview of the fundamentals of
robot navigation requirements and provides a review of the state-of-the-art techniques that
form the basis of established solutions for mobile robots localization and mapping. The topics
discussed in this chapter range from basic localization techniques such as wheel odometry
and dead reckoning, to the more advanced VO and SLAM techniques. We discuss VO in
both monocular and stereo vision systems using feature matching/tracking and optical flow
techniques. We discuss and compare the basics of most common SLAM methods such as the
Extended Kalman Filter SLAM (EKF-SLAM), Particle Filter and the most recent RGB-D
SLAM. We also provide techniques that form the building blocks to those methods such
as feature extraction (i.e. SIFT, SURF, FAST) , feature matching, outlier removal and data
association techniques.
In Chapter 3, a novel 3D registration and visual odometry method that aligns RGB-D images
obtained by the Microsoft Kinect sensor, in an environment that undergoes lighting varia-
tions is proposed. In addition to using RGB information, the proposed approach uses the
information provided by the infrared image of the Kinect sensor to deal with the reduction in
image intensity when encountering a dark environment.
In Chapter 4, an efficient real-time 3D SLAM system that uses only the depth information
provided by RGB-D sensors (i.e. Microsoft Kinect), without relying on visual (RGB) in-
formation, is proposed. Our method is well suited to perform localization and mapping in
texture-less environments commonly encountered in both office and industrial buildings.
Our main contribution here is the proposal of a novel sampling scheme that informatively
selects the points carrying the most useful information using the statistical analysis of their
flatness. Registering dense point clouds is a very time consuming process, and the selection
of a sparse set of points allows for fast and accurate registration of the point clouds.
In Chapter 5, a novel 3D SLAM method in which both geometric and photometric informa-
tion are used is proposed. The proposed method performs very well in scenes with limited
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structure as well as those with limited texture. We developed an effective sampling method
that informatively samples a point cloud into a subset of points carrying the most useful
information for registration. The points that resulted from this sampling technique were used
as geometric features. We also showed that the proposed 3D features are very repeatable and
outperform our previous point sampling (which we briefly discussed above).
In Chapter 6, a new SLAM system that uses both an RGB-D camera and a wide-angle
monocular camera for combining the advantages of the two sensors is proposed. RGB-D
SLAM systems have shown impressive results, but the limited field of view (FOV) and
depth range of typical RGB-D cameras still cause problems for registering distant frames.
Monocular SLAM systems, in contrast, can exploit wide-angle lenses and do not have the
depth range limitation, but are unstable for texture-less scenes. Our system extracts 3D point
features from RGB-D frames and 2D point features from monocular frames, which are used
to perform both RGBD-to-RGBD and RGBD-to-monocular registration. As a result, our
system registers a larger number of frames than using only an RGB-D camera, leading to
larger-scale 3D reconstructions.
In Chapter 7, a new image based feature extraction method is proposed. This method selects
features based on segmenting points with high local intensity variations across different
scales using a robust rank order statistics approach. In our experiments, we showed that the
proposed method produces a large number of repeatable features and that it performs very
well in comparison to other well-known methods. We also showed that the features selected
by this approach are invariant to several image transformations such as rotation, scaling,
blurring, JPEG compression, viewpoint and lighting variations. In addition, we showed that
this method outperformed SIFT in terms of the pose estimation accuracy using the KITTI
dataset [88] and that it was able to produce denser looking 3D models.
Chapter 8, concludes and summarizes the research presented in this thesis and discusses
possible future research.
Chapter 2
Background
2.1 Localization
2.1.1 Dead Reckoning
Dead reckoning is the most basic method for robot localization and is defined as the procedure
for determining the current location of a robot (or a vehicle) by advancing some previous
position through known course and velocity information (from on-board sensors such as
IMUs and wheel encoders) over a given length of time [89] . Wheel odometry is a particular
case of dead reckoning in which wheel encoders are used to incrementally estimate the
robot’s pose. Dead reckoning is only useful for localization in small environments and for a
short period of time, but can play a more important role when integrated with another system
such as SLAM. Each motion estimate obtained by dead reckoning is associated with an error,
and even for the most accurate estimates, this error will accumulate over time and increases
the uncertainty of the pose estimate.
2.1.2 Visual Odometry
Visual Odometry (VO) is the process of estimating the camera’s relative motion by analyzing
a sequence of camera images. Similar to wheel odometry, estimates obtained by VO are
associated with errors that accumulate over time [89]. However, VO has been shown to
produce localization estimates that are much more accurate and reliable over longer periods
of time compared to wheel odometry [20]. VO is also not affected by wheel slippage usually
caused by uneven terrain.
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Figure 2.1: An example of a monocular visual odometry system. The relative poses Tnm
between cameras viewing the same 3D point are computed by matching the corresponding
points in the 2D image. If the points’ 3D locations are known, a 3D to 3D or 3D to 2D method
may be used. The global poses Cn are computed by concatenating the relative transformations
with respect to a reference frame (can be set to the initial frame).
Motion estimation
In general, there are three commonly used VO motion estimation techniques called: 3D
to 3D, 3D to 2D and 2D to 2D methods. Figure 2.1 illustrates an example of the visual
odometry problem. The motion estimation techniques are outlined here.
3D to 3D Motion Estimation
In this approach, the motion is estimated by triangulating 3D feature points observed in a
sequence of images. The transformation between the camera frames is then estimated by
minimizing the 3D Euclidean distance between the corresponding 3D points as shown below.
T = argmin
T ∑i
|Xi−TX´i|2 (2.1)
In the above equation, T is the estimated transformation between two consecutive frames, X
is the 3D feature point observed by the current frame Fk, X´ is the corresponding 3D feature
point in the previous frame Fk−1 and i is the minimum number of feature pairs required
to constrain the transformation. The minimum number of required points depends on the
systems’ degrees of freedom and the type of modeling used. Although using more points
means more computation, better accuracy is achieved by including more points than the
minimum number required.
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Figure 2.2: Illustration of the epipolar geometry. The two cameras are indicated by their
centers OL and OR and image planes. The camera centers, 3D point, and its re-projections on
the images lie in a common plane. An image point back-projects to a ray in 3D space. This
ray is projected back as a line in the second image called the epipolar line (shown in red).
The 3D point lies on this ray, so the image of the 3D point in the second view must lie on
the epipolar line. The pose between OL and OR can be obtained using the essential matrix E,
which is the algebraic representation of epipolar geometry for known calibration.
3D to 2D Motion Estimation
This method is similar to the previous approach but here the 2D re-projection error is
minimized to find the required transformation. The cost function for this method is as
follows:
T = argmin
T ∑i
|z− f (T, X´i)|2 (2.2)
where T is the estimated transformation between two consecutive frames, z is the observed
feature point in the current frame Fk, f (T, X´i) is the re-projection function of its corresponding
3D feature point in the previous frame Fk−1 after applying a transformation T and i is the
number of feature pairs. Again, the minimum number of points required varies based on the
number of constraints in the system.
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2D to 2D Motion Estimation
The 3D to 3D and 3D to 2D approaches are only possible when 3D data is available. This is
not always the case, for instance, estimating the relative transformation between the first two
calibrated monocular frames where points have not been triangulated yet. In this case, the
epipolar geometry is exploited to estimate this transformation. An example of the epipolar
geometry is illustrated in Figure 2.2. The figure shows two cameras, separated by a rotation
and a translation, viewing the same 3D point. Each camera captures a 2D image of the
3D world. This conversion from 3D to 2D is referred to as a perspective projection and is
described in in more detail in section 2.4.1. The epipolar constraint used in this approach is
written as:
q′⊤Eq = 0 (2.3)
where q and q′ are the corresponding homogeneous image points in two consecutive frames
and E is the essential matrix given by:
E = [t]×R (2.4)
where R is the rotation matrix, t is the translation matrix given by:
t =

tx
ty
tz

and [t]× is the skew symmetric matrix given by:
[t]× =

0 −tz ty
tz 0 ty
−ty tx 0
 .
Full descriptions of different ways to solve the motion estimation using the above approach
are provided by [90–92].
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Stereo Vision Versus Monocular Vision
Stereo Visual Odometry
In stereo vision, 3D information is reconstructed by triangulation in a single time-step by
simultaneously observing the features in the left and right images that are spatially separated
by a known baseline distance. In Stereo VO, motion is estimated by observing features in
two successive frames (in both right and left images). The following steps outline a common
procedure for stereo VO using a 3D to 2D motion estimation:
1. Extract and match features in the right frame FR(I) and left frame FL(I) at time I,
reconstruct points in 3D by triangulation.
2. Match these features with their corresponding features in the next frames FR(I+1) and
FL(I+1).
3. Estimate the transformation that gives the minimum sum of square differences (SSD)
between the observed features in one of the camera images (left or right) and the
re-projected 3D points that were reconstructed in the previous frame after applying the
transformation to the current frame (see equation 2.2).
4. Use a RANSAC type refinement step (see section 2.4.4) to recalculate the transforma-
tion based on inlier points only.
5. Concatenate the obtained transformation with previously estimated global transforma-
tion.
6. Repeat from 1 at each time-step.
Monocular Visual Odometry
For the reconstruction of feature points in 3D via triangulation, they must be observed in
successive frames (time separated frames). In monocular VO, feature points need to be
observed in at least three different frames (observe features in the first frame, re-observed
and triangulate into 3D points in the second frame, and calculate the transformation in the
third frame). A major issue in monocular VO is the scale ambiguity problem. Unlike stereo
vision systems where the transformation (rotation and translation) between the first two
camera frames can be obtained, the transformation between the first two consecutive frames
in monocular vision is not fully known (scale is unknown) and is usually set to a predefined
value. Therefore, the scale of the reconstructed 3D points and following transformations are
relative to the initial predefined scale between the first two frames. The global scale cannot
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be obtained unless additional information about the 3D structure or the initial transformation
is available. It has been shown [93] that the required information can be collected using other
sensors such as IMUs, wheel encoders or GPS. The procedure for monocular VO is similar
to stereo VO (described in section 2.1.2). However, unlike stereo VO, the triangulation of
feature points occurs at different times (sequential frames).
A possible procedure for Monocular VO using the 3D to 2D motion estimation is described
in the following steps:
1. Extract features in the first frame FI at time-step I and assign descriptors to them.
2. Extract features in the next frame FI+1 and assign descriptors to them.
3. Match features between the two consecutive frames. Estimate a transformation (with
predefined scale) between the first two frames using a 5-point algorithm [90] and
triangulate the corresponding points using this transformation (3D points will be up to
the assumed scale).
4. Extract features in the following frame FI+2, match them with the previously extracted
features from the previous frame.
5. Use a RANSAC to refine the matches and estimate the transformation that gives
the minimum sum of square differences (SSD) between the observed features in the
current frame FI+2 and the re-projected 3D points that were reconstructed from the
two previous frames after applying the transformation (see equation 2.2). This process
is called Perspective N Points (PnP) algorithm [94].
6. Triangulate the matched feature pairs between FI+1 and FI+2 into 3D points using the
estimated transformation.
7. Set I = I+1, repeat from step 4 for every iteration.
Visual Odometry based on Optical Flow Methods
Optical flow calculation is used as a surrogate measurement of the local image motion. The
optical flow field is calculated by analyzing the projected spatio-temporal patterns of moving
objects in an image plane and its value at a pixel specifies how much that pixel has moved
in sequential images. Optical flow measures the relative motion between objects and the
viewer [95] and can be useful in estimating the motion of a mobile robot or a camera relative
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to its environment.
Optical flow calculation is based on the Intensity Coherence assumption which states that
the image brightness of a point projected on two successive images is (strictest assumption)
constant or (weakest assumption) nearly constant [96]. This assumption leads to the well-
known optical flow constraint:
∂ I
∂x
vx+
∂ I
∂y
vy+
∂ I
∂ t
= 0 (2.5)
where vx and vy are the x and y optical flow components. A number of algorithms to solve
the optical flow problem using motion constraint equations have been proposed (see [97] for
a list of current approaches).
Having calculated the 2D displacements (u,v) for every pixel, the 3D camera motion can
be fully recovered. Irani et al. [98] described an equation for retrieving the 6 DOF motion
parameters of a camera which consist of three translational (Tx,Ty,Tz) and three rotation
components (Ωx,Ωy,Ωz). Their approach is based on solving the following equations:[
u
v
]
=
− fcTx+xTzZ + xyfcΩx− (x2fc + fc)Ωy+ yΩz− fcTy+xTz
Z − xyfcΩy+(
y2
fc
+ fc)Ωx+ xΩz
 (2.6)
where fc is the camera’s focal length and (x, y) are the image coordinates of the 3D point (X ,
Y , Z).
Assuming that the depth Z is known, there are 6 unknowns and a minimum of three points
are required to fully constrain the transformation. However, in many situations, additional
constraints are imposed such as moving on a flat plane, therefore reducing both the degrees of
freedom (DOF) and the minimum number of points required to constrain the transformation.
2.2 Mapping
In most real-world robotics applications, maps of the environment in which the mobile robot
is required to localize and navigate are not available. Therefore, in order to achieve true
autonomy, generating a map representation of the environment is one of the important com-
petencies of autonomous vehicles [99]. In general, mapping the environment is considered to
be a challenging task. The most commonly used mapping representations are as follows.
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Figure 2.3: An example of different mapping techniques. (a) Feature map (b) Topological
map. (c) Occupancy grid map [9].
2.2.1 Metric Maps
In metric maps, the environment is represented in terms of geometric relations between the
objects and a fixed reference frame [100]. The most common forms of metric maps are:
Feature Maps
Feature maps [101] represent the environment in a form of sparse geometric shapes such
as points and straight lines. Each feature is described by a set of parameters such as its
location and geometric shape. Localization in such environments is performed by observing
and detecting features and comparing those with the map features that have already been
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stored. Since this approach uses a limited number of sparse objects to represent a map,
its computation cost can be kept relatively low and map management algorithms are good
solutions for current applications. The major weakness in feature map representation is its
sensitivity to false data association [102] (a measurement that is incorrectly associated to a
feature in the map). This is particularly evident in data association techniques that do not
take the correlation between stored features into account. Data association solutions to this
problem have been proposed such as [103] and these are discussed in more detail in section
2.4.3.
Occupancy Grids
Occupancy Grid maps [104, 105] are represented by an array of cells in which each cell (or
pixel in an image) represents a region of the environment. Unlike feature maps which are
concerned about the geometric shape or type of the objects, occupancy grids are only con-
cerned about the occupancy probability of each cell. This probability value ranges between
0 (not occupied) and 1 (occupied). In occupancy grid mapping, data association between
the observed measurements and the stored map is performed by similarity based techniques
such as cross correlation [102]. One of the major advantages of this representation is its
usefulness in path planning and exploration algorithms in which the occupancy probability
information can reduce the complexity of the path planning task. The major drawback of
this method is its computational complexity especially for large environments. A trade-off
between accuracy and computational cost can be achieved by reducing the resolution of the
map where every cell would represent a larger region.
2.2.2 Topological Maps
In contrast to metric maps which are concerned about the geometric relations between places
or landmarks, topological maps are only concerned about adjacency information between
objects [106] and avoid metric information as far as possible [100]. Topological maps are
usually represented by a graph in which nodes define places or landmarks and contain
distinctive information about them and connecting arcs that manifest adjacency information
between the connected nodes. Topological maps are particularly useful in representing a large
environment in an abstract form where only necessary information is held. This information
includes high level features such as objects, doors, humans and other semantic representation
of the environments. Figure 2.3 illustrates a simple example of a topological map. One of
the major advantages of topological maps is their usefulness in high-level path planning
methods within graph data structures such as finding the shortest path. Data association
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is performed by comparing the information obtained from sensor measurements to the
distinctive information held at each node. For example, data association can be performed
using place recognition approaches such as using a visual dictionary [107] or other high level
feature matching approaches. Additional constraints between nodes may be added when
re-observing places and detecting loop closures. One of the main weaknesses of topological
maps is the difficulty in ensuring reliable navigation between different places without the aid
of some form of a metric location measure [102]. Methods such as follow the right or left
wall are adequate in many applications such as navigating in a static indoor environment (for
example all doors are closed). However, relying only on qualitative information may not be
sufficient for navigation in dynamic and cluttered environments. Another major weakness is
the issue of detecting false data association where the robot fails to recognize a previously
observed place (may be due to small variations of the place) or associating a location with an
incorrect place. In such cases, the topological sequence is broken and the robot’s location
information would become inaccurate [102].
2.2.3 Hybrid Maps (Metric + Topological)
In general, metric maps result in more accurate localization, whereas topological maps results
in an abstract representation of the environment which is more useful for path planning
methods. The functionalities of those representations are complementary [100] and the
combination of metric (quantitative information) and qualitative information have been used
to improve navigation and data association [108, 109].
2.3 Simultaneous Localization and Mapping
In the previous sections, we described the localization and mapping problems separately.
SLAM is an attempt to solve both of these problems at the same time. SLAM approaches
have been categorized into filtering approaches (such as EKF-SLAM [110] and particle
filter based SLAM [111]) and smoothing approaches (such as GraphSLAM [112], RGB-D
SLAM [30], Smoothing and Mapping [113]). Filtering approaches are concerned with
solving the on-line SLAM problem in which only the current robot state and the map
are estimated by incorporating sensor measurements as they become available. Whereas
smoothing approaches address the full SLAM problem in which the posterior is estimated
over the entire path along with the map, and is generally solved using a least square error
minimization technique [114].
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2.3.1 Extended Kalman Filter Based SLAM
The Extended Kalman Filter (EKF) is arguably the most common technique for state estima-
tion and is based on the Bayes filter for the filtering and prediction of non-linear functions
in which their linear approximations are obtained using a 1st order Taylor series expansion.
EKF is also based on the assumption that the initial posterior has a Gaussian distribution
and by applying the linear transformations, all estimated states would also have Gaussian
distributions.
The EKF-SLAM is divided into two main stages: prediction and update (correction). In
the prediction step, the future position of the robot is estimated (predicted) based on the
robot’s current position and the control input that is applied to change the robot’s position
from time-step k to k+ 1 (usually obtained by dead reckoning techniques), while taking
into account the process noise and uncertainties. The general motion model equation can be
formulated as:
Xk+1 = f (Xk,Uk)+Wk (2.7)
where Xk+1 is an estimate of the robot’s future position, f (Xk,Uk) is a function of the
current estimate of the robot’s position Xk and the control input that is applied to change the
robot’s position from time-step k to k+1 and Wk is the process uncertainty that is assumed
to be uncorrelated zero mean Gaussian noise with covariance Q.
The general measurement (observation) model can be formulated as:
z = h(Xk)+Vk (2.8)
where z is the noisy measurement, h(X¯k) is the observation function and Vk is the measure-
ment noise and is assumed to be uncorrelated zero mean Gaussian noise with covariance R.
EKF-SLAM has the advantage of being easy to implement and is more computationally
efficient than other filters such as the particle filter [99]. However, EKF-SLAM major
limitation is its linear approximation of non-linear functions using the Taylor expansion
which can result in inaccurate estimates in some cases. Another limitation is caused by the
Gaussian density assumption which means that the EKF-SLAM cannot handle the multi-
modal densities associated with global localization (localizing the robot without knowledge
of its initial position).
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2.3.2 FastSLAM 1.0
The FastSLAM 1.0 [111] is popular SLAM technique based on the Rao-Blackwellized
particle filter [77]. As it is described in [99] the FastSLAM 1.0 consists of three main
stages: Sampling (drawing M particles), updating and re-sampling (based on an importance
factor). For simplicity, in our explanations, we assume known data association (i.e. the
correspondence between measurements and landmarks are known). We also assume that
only one landmark is observed at each point in time. Another important assumption in the
FastSLAM 1.0 method is that features are conditionally independent given the robot pose. In
other words, in contrast to the EKF-SLAM that uses a single EKF to estimate the robot pose
and the map, FastSLAM 1.0 uses separate EKFs (consisting of a mean µkj,t and a covariance
σkj,t ) for each feature and each particle. This means the total number of EKFs is M×N
where N is the total number of features observed. We also assume that the motion model
used here is the same one described in the EKF-SLAM section, and the observations are
also based on the range-bearing sensor measurements (although this method can also be
applied to vision and other sensors). Let us denote the full SLAM posterior as Yt which
consists of [x[k]t ,(µ
k
1,t,σ
k
1,t), ...,(µ
k
j,t,σ
k
j,t)] for k = 1 : M particles and j = 1 : N features, x
[k]
t
is the pose of the kth particle at time t . In the following section we describe the FastSLAM
1.0 procedure in detail.
Sample
The first step is to retrieve M (k = 1 : M) particles and their features [x[k]t−1,(µ
k
1,t−1,σ
k
1,t−1),
...,(µkj,t−1,σ
k
j,t−1)] from the previous posterior Yt−1, where x
[k]
t−1 = [x
[k]
x(t−1) x
[k]
y(t−1) θ
[k]
t−1]
T is
the kth particle’s pose at time t. This follows by sampling a new pose for each particle using
a particular motion model.
Observe new features
The next step is to observe features and add new ones to each state. In the case that a feature
has not been observed previously, that feature’s mean µkj,t and covariance σ
k
j,t are added to
the state vector of all particles using the following equations:
[
µkj,t
]
=
[
µkx, j,t
µky, j,t
]
=
[
x[k]xt + r cos(θ
[k]
t +φ)
x[k]yt + r sin(θ
[k]
t +φ)
]
(2.9)
where r and φ are the range and bearing measurements respectively. To find the Jacobian of
(2.9) with respect to the range and bearing, we have:
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Hm =
[
cos(θ [k]t +φ) −r sin(θ [k]t +φ)
sin(θ [k]t +φ) r cos(θ
[k]
t +φ)
]
. (2.10)
The covariance matrix of the new feature can also be calculated by:
σkj,t = HmQtH
T
m (2.11)
where Qt is the measurement noise covariance matrix. In the case that only new features are
observed, a default importance weight is assigned to the particle w[k] = p0.
Update
If the robot re-observes a feature (assuming known data-association), an EKF update step is
required to compute the importance factor for each particle. As part of the EKF update, we
first need to calculate the measurement prediction based on each particle’s predicted location
using:
zˆ =

√
(µkx, j,t − x[k]xt )2+(µky, j,t − x[k]yt )2
arctan(
µky, j,t−x[k]yt
µkx, j,t−x[k]xt
)−θ [k]t
 . (2.12)
Next we need to calculate the Jacobian of (2.12) with respect to the feature location using:
H =
 µkx, j,t−x
[k]
xt
r
µky, j,t−x[k]yt
r
−(µ
k
y, j,t−x[k]yt
r2 )
µkx, j,t−x[k]xt
r2
 (2.13)
r =
√
(µkx, j,t − x[k]xt )2+(µky, j,t − x[k]yt )2. (2.14)
We then need to calculate the measurement covariance and the Kalman gain by:
Q = Hσkj,t−1H
T+Qt (2.15)
K = σkj,t−1H
TQ−1 (2.16)
and update the mean and covariance of the re-observed feature by:
µkj,t = µ
k
j,t−1+K(zt− zˆ) (2.17)
σkj,t(I−KH)σkj,t−1. (2.18)
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Finally, the importance factor w[k], which is based on the ratio between the target distribution
and the proposal distribution, is calculated using:
w[k] = |2πQ|−12 exp(−1
2
(zt− zˆ)TQ−1(zt− zˆ)). (2.19)
A detailed derivation of w[k] is provided by [99]. For all the other features that have not been
observed, their estimated location remains unchanged:
µkj,t = µ
k
j,t−1 (2.20)
σkj,t = σ
k
j,t−1. (2.21)
The previous steps are repeated for all particles.
Re-sample
The final part of the FastSLAM algorithm is to find the posterior Yt by completing the
following steps:
1. Initialize Yt = 0 and counter = 1.
2. Draw random particle k with a probability ∝ w[k].
3. Add [x[k]t ,(µ
k
1,t,σ
k
1,t), ...,(µ
k
j,t,σ
k
j,t)] to Yt.
4. Increment counter by 1. If counter = M terminate. Otherwise, repeat from 2.
2.3.3 Other well-known non-linear filtering methods
When the motion and observation models are highly non-linear, the extended Kalman filter
can result in a poor performance. This is because the covariance is propagated through lin-
earization of the underlying non-linear model. The Unscented Kalman Filter (UKF) [115] is
a special case of a family of filters called Sigma-Point Kalman Filters (SPKF), and addresses
the above issue by using a deterministic sampling technique known as the unscented trans-
form in which a minimal set of sample points, called “sigma points” around the mean are
carefully deterministically selected. These points are then propagated through the non-linear
functions, from which the mean and covariance of the estimate are then recovered to obtain
a Gaussian approximation of the posterior distribution. This results in a filter that more
accurately captures the true mean and covariance in comparison to the EKF [115]. Since no
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linearization is required in the propagation of the mean and covariance, the Jacobians of the
system and measurement model do not need to be calculated, making the Unscented Kalman
Filter an attractive solution and suitable for application consisting of “black-box” models
where analytical expressions of the system dynamics are either unavailable or not easily
linearized [116]. Another extension to the EKF is the Iterated EKF (IEKF) [117] method
which attempts to improve upon EKF, by using the current estimate of the state vector to
linearize the measurement equation in an iterative mode until convergence to a stable solution.
Monte Carlo localization (MCL) [118] is another well-known filtering method for robot
localization utilizing a particle filter (similar to FastSLAM). Assuming that the map of the
environment is provided, the method estimates the pose of a robot as it moves and senses
the environment. The algorithm uses a particle filter to represent the distribution of likely
states, with each particle representing a possible state, i.e. a hypothesis of where the robot
is [99]. The algorithm typically starts with a uniform random distribution of particles over
the configuration space, meaning the robot has no information about its location and assumes
it is equally likely to be at any point in space. When the robot moves, it shifts the particles by
predicting its new state after the motion. When sensor information is obtained, the particles
are re-sampled based on recursive Bayesian estimation, i.e. how well the actual sensed data
correlate with the predicted state. Ultimately, the particles should converge towards the actual
position of the robot [99]. Particle filter (PF) based estimation techniques, in contrast to
Kalman filtering based techniques, are able to represent multi-modal distributions and thus
can re-localize a robot in the kidnapped situation (when the localization estimation fails and a
robot is lost). The particle filter has some similarities with the UKF in that it transforms a set
of points via known non-linear equations and combines the results to estimate the posterior
distribution. However, in the particle filter the points are selected randomly, whereas in the
UKF the points are chosen based on a particular method. As such, the number of points used
in a particle filter generally needs to be much greater than the number of points in a UKF, in
an attempt to propagate an accurate and possibly non-Gaussian distribution of the state [116].
Another difference between the two filters is that the estimation error in a UKF does not
converge to zero, whereas the estimation error in a particle filter converges to zero as the
number of particles approaches infinity (at the expense of computational complexity) [119].
Another method that is suitable for problems with a large number of variables is the Ensemble
Kalman Filter [120] (EnKF). EnKFs represent the distribution of the system state using a
collection of state vectors, called an ensemble, and replace the covariance matrix by the
sample covariance computed from the ensemble. EnKFs are related to the particle filters
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such that a particle is identical to an ensemble member. The EnKF differs from the particle
filter in that although the EnKF uses full non-linear dynamics to propagate the errors, the
EnKF assumes that all probability distributions involved are Gaussian. In addition, EnKFs
generally evolve utilizing a small number of ensembles (typically 100 ensembles), as such,
making it viable solution for real-time applications. The main difference between the EnKF
and the UKF is that in EnKF, the samples are selected heuristically, whereas samples are
selected deterministically in the UKF (and Sigma-Point Kalman Filters generally).
2.3.4 Distributed filtering methods
The aforementioned filtering methods are based on a single centralized filter in which the
entire system state must be reconfigured when the feature points change, a problem that
is particularly evident when mapping dynamic environments. This causes an exponential
growth in computation and difficulties to find potential faults. In order to tackle those
limitations, Won et al. proposed a visual SLAM method based on using a distributed particle
filter [121]. As opposed to the centralized particle filter, the distributed SLAM system divides
the filter to feature point blocks and landmark block.Their simulation results showed that the
distributed SLAM system has a similar estimation accuracy and requires only one-fifth of
the computational time when compared to the centralized particle filter. Rigatos et al. [122]
outline the problem of multiple autonomous systems (unmanned surface vessels) tracking and
perusing a target (another vessel). They proposed a solution for the problem of distributed
control of cooperating the unmanned surface vessels (USVs). The distributed control aims at
achieving the synchronized convergence of the USVs towards the target and at maintaining
the cohesion of the group, while also avoiding collisions at the same time. The authors also
propose a new non-linear distributed filtering approach called the “Derivative-free distributed
non-linear Kalman Filter”. The filter is comprised of fusing state estimates of the target’s
motion which are provided by local non-linear Kalman filters performed by the individual
vessels. They showed in their simulation evaluation that their method was both faster and
more accurate than other well-known distributed filtering techniques such as the Unscented
Information Filter (UIF) and Extended Information Filter (EIF). Complete mapping of the
environment becomes very difficult when the environment is dynamic or stochastic as in
the case of moving obstacles. For such problems the secure autonomous navigation of the
robot can be assured with the use of motion planning algorithms such as the one described
above [122], in which the collisions risk is minimized.
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2.3.5 Data fusion using filtering methods
Data fusion is the process of combing information from a number of different sources/sensors
in order to provide a robust and complete description of an environment or process of
interest, such that the resulting information has less uncertainty than would be possible when
these sources were used individually. Data fusion methods play a very important role in
autonomous systems and mobile robotics. In principle, automated data fusion processes
allow information to be combined to provide knowledge of sufficient richness and integrity
that decisions may be formulated and executed autonomously [123]. The Kalman filter has
a number of features which make it ideally suited to dealing with complex multi-sensor
estimation and data fusion problems. In particular, the explicit description of process and
observations allows a wide variety of different sensor models to be included within the basic
method. In addition, the consistent use of statistical measures of uncertainty makes it possible
to quantitatively evaluate the role of each sensor towards the overall performance of the
system. The linear recursive nature of the algorithm ensures that its application is simple and
efficient. As such, Kalman filters (and EKFs for non-linear applications) have become very
common tools for solving various data fusion problems [123]. Other filters that have been
previously discussed may also be similarly used for data fusion such as in [124], where they
outline the problem of the unreliability of Global Positioning Systems in particular situations.
As such, they propose a solution that utilizes a Particle Filter for fusing data from multiple
sources in order to compensate for the loss of information provided by the GPS.
2.3.6 Sensor fusion
Sensor fusion is defined as “the combining of sensory data or data derived from sensory data
such that the resulting information is in some sense better than would be possible when these
sources were used individually [125]”. There are three main models that describe how data
obtained from multiple sensors could be fused:
Complementary: A sensor configuration is called complementary if the sensors are not
directly dependant on each other, but can be combined in order to give a more complete
image about a percept that is being observed, thus resolving the incompleteness of sensor
data [125]. An example for a complementary configuration is the employment of a robot in a
search and rescue operation, in which it uses both a thermal sensor for sensing body heat and
a camera for detecting motion. Each sensor data provides some measure of “survivor”, but
neither provides a complete view [126].
Cooperative: A cooperative sensor network uses the data obtained by multiple independent
sensors to derive information that would not be possible to obtain from the single sensors.
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Figure 2.4: Illustration of the perspective projection camera model. Light rays from point X
intersect the image plane at point p when passing through the center of the projection.
An example for cooperative sensor fusion is stereo vision. Stereo vision combines 2D images
from two different cameras positioned at slightly different poses in order to generate 3D
information of the observed scene [125].
Competitive: Competitive sensor configuration, also called redundant configaration, is
obtained if each sensor delivers independent measurements of the same property [125].
In other words, sensors might return identical percepts, but use different modalities and
processing methods [126]. For instance, a stereo camera could be used in conjunction with
a laser range finder, such that both return a range image and compete to post the “winning”
percept [126].
2.4 Fundamental Components in V-SLAM and VO
2.4.1 Camera Modeling and Calibration
Perspective projection
A camera model is a function which maps our 3D world onto a 2D image plane and is
designed to closely model a real-world physical camera. There are many camera models
of varying complexity. In this chapter, we will explain the basic and most common model:
the perspective camera model. Perspective is the property where objects that are far away
appear smaller than closer objects, which is the case with human vision and most real world
cameras. The most common model for perspective projection is the pinhole camera model
2.4 Fundamental Components in V-SLAM and VO 33
which assumes that the image is formed by the intersecting light rays from the objects passing
through the center of the projection with the image plane. An illustration of the perspective
projection is shown in figure 2.4. The pinhole perspective projection equation can be written
as:
λ

u
v
1
= KX =

fx 0 cx
0 fy cy
0 0 1


X
Y
Z
 (2.22)
where u and v are the 2D image coordinates of a 3D point with coordinates X , Y and Z, after
it is projected onto the image plane. λ is a depth factor, K is the intrinsic calibration matrix
and contains the intrinsic parameters: fx and fy are the focal lengths in the x and y directions,
and cx and cy are the 2D coordinates of the projection center. Note: when the field of view of
the camera is larger than 45◦ , the effects of the radial distortion may become noticeable and
can be modeled using a second or higher order polynomial [19].
Intrinsic camera calibration
Camera calibration is the process of finding the quantities internal to the camera (intrinsic
parameters) that affect the imaging process such as the image center, focal length and lens
distortion parameters. Precise camera calibration is required because of camera production
errors and lower quality lenses and is very important for 3D interpretation of the image,
reconstruction of world models and the robot’s interaction with the world. The most popular
method uses a planar checkerboard pattern with known 3D geometry. The user is required
to take several images of the checkerboard at varying poses and covering the field of view
of the camera as much as possible. The parameters are estimated by solving a least square
minimization problem where the input data are 3D locations of the square corners on the
checkerboard pattern and their corresponding 2D image coordinates. There are a number of
open source programs available for estimating the camera parameters such as the MATLAB
camera calibration toolbox [127] and [128] and the C/C++ OpenCV calibration toolbox [129].
2.4.2 Feature Extraction and Matching
Vision sensors have attracted a lot of interest from researchers over the years as they provide
images that are rich in information. In most cases, raw images need to be processed in
order to extract the useful information. Features that are of interest range from simple
point features such as corners to more elaborate features such as edges and blobs and even
complex objects such as doorways and windows. Feature tracking is the process of finding
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Figure 2.5: Comparison of different features extraction methods using an image obtained
from the Oxford dataset [10]: (a) FAST (b) HARRIS, (c) ORB, (d) SIFT (e) SURF. The size
of the circle corresponds to the scale and the line corresponds to the orientation (direction of
major change in intensity). Note that FAST and HARRIS are not scale and rotation invariant,
as such, they are illustrated by small circles (single scale) and no orientation.
the correspondences between such features in adjacent frames and is useful when small
variations in motions occur between two frames. Conversely, feature matching is the process
of individually extracting features and matching them over multiple frames. Feature matching
is particularly useful when significant changes in the appearance of the features occur due
to observing these over longer sequences [130]. In the following sections, we will briefly
describe the most common feature, also called keypoint, region of interest (ROI) or point of
interest (POI), extraction techniques that are used in mobile robotics applications.
Harris Corner Detector
The corner detection method described by [52] and illustrated in figure 2.5 (b), is based on
Moravec’s corner detector [26] in which a uniform region is defined to have no change in
image intensities between adjacent regions in all directions, an edge which has a significant
variation in directions normal to the edge and a corner by a point where image intensities
have a large variation between adjacent regions in all directions. This variation in image
intensities is obtained by calculating and analyzing an approximation to the sum of squared
differences (SSD) between adjacent regions [52].
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SUSAN Corner Detector
SUSAN stands for Smallest Univalue Segment Assimilating Nucleus and is a method
presented in [131] for edge and corner detection. The idea behind this method is to place
a circle around a point that is to be investigated and compare the brightness value of each
pixel in this circle to the center pixel (the nucleus). In the case of a uniform region all pixels
within the circle should have similar brightness value to the nucleus. In the case of the point
being an edge point, approximately 50% of pixels in circle should have a similar value to
the nucleus and in the case of a corner point, the total number of pixels in the circle that are
similar to the nucleus drop to approximately 25% [132]. The SUSAN detection method is
computationally cheaper than the Harris corner method, however, it is much more sensitive
to noise.
FAST Corners
FAST (Features From Accelerated Segment Test) [58] is a corner detector based on the
SUSAN method [131] in which a circle with a circumference of 16 pixels is placed around
the center pixel. The brightness value of each pixel in this circle is compared to the center
pixel. A region is defined as uniform, an edge or a corner based on the percentage of
neighboring pixels with similar intensities to the center pixel. FAST is known to be one
of the most computationally efficient feature extraction methods [58]. However it is very
sensitive to noise. FAST features are illustrated in figure 2.5 (a).
SIFT Features
Scale Invariant Feature Transform (SIFT) is recognized by many as one of the most robust
feature extraction techniques currently available. SIFT is a blob detector in which a blob
can be defined as an image pattern that differs from its immediate neighborhood in terms
of intensity, color and texture [132]. The main reason behind SIFT success is that it is
invariant to rotation, scale, illumination and viewpoint change. Not only is SIFT a feature
detector but also a feature descriptor, therefore giving each feature a distinctive measure
which improves the accuracy and repeatability of feature matching between corresponding
features in different images. The main downside of this method is that it is computationally
expensive. SIFT features are extracted by analyzing the Difference of Gaussian (DoG)
between images at different scales. A feature descriptor is computed by dividing the region
around the keypoint into a 4×4 subregions. In each subregion, an orientation histogram of
eight bins is constructed. This information is then stored in 4×4×8 = 128 byte description
vector. An example of SIFT features is illustrated in figure 2.5 (d). The combination of
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keypoint location, scale selection and the feature descriptor makes SIFT a very robust and
repeatable technique for matching corresponding features in different images even under
variations such as rotation, illumination and the 3D viewpoint.
SURF Features
Speeded Up Robust Features (SURF) [62] is a feature (blob) detector and descriptor that
is largely inspired by SIFT. In contrast to SIFT which uses the DoG to approximate the
Laplacian of Gaussian (LoG), SURF employs box filters (to approximate the second order
Gaussian) and image integrals for calculating the image convolution in order to approximate
the Hessian matrix. To find the keypoint and its scale, analysis of the determinant of the ap-
proximated Hessian matrix is performed to find the local maximum across all scales. A robust
descriptor which has similar properties to the SIFT descriptor but with less computational
complexity is also introduced. For orientation assignment of the interest point Haar-wavelet
responses are summed up in a circular region around the keypoint and the region around the
keypoint is then divided into n×n subregions in which Haar-wavelet responses are computed
and weighted with a Gaussian kernel for obtaining the descriptor vector. SURF outperforms
SIFT in terms of time and computational efficiency. However, SIFT slightly outperforms
SURF in terms of robustness. Surf features can be seen in figure 2.5 (e).
BRIEF Descriptor
Binary Robust Independent Elementary Features (BRIEF) is an efficient feature point de-
scriptor proposed by Calonder et al. [133]. BRIEF relies on effectively classifying image
patches based on a relatively small number of pairwise intensity comparisons. Based on
this comparison, binary strings are created which define a region that surrounds a keypoint.
BRIEF is a feature descriptor only and needs to be used in conjunction with a feature detector
such as Harris corner detector, FAST, SIFT or SURF. Matching between descriptors can be
achieved by finding the nearest neighbor using the efficient Hamming distance. Recently, a
feature detector and descriptor named “ORB” [63] (See figure 2.5 (c)) has been proposed
which is based on the FAST feature detector and BRIEF descriptor.
3D Descriptors
3D descriptors are useful when 3D information is available (point clouds). Some of the
most well-known 3D Descriptor methods are Point Feature Histogram (PFH) [11], Fast
Point Feature Histogram (FPFH) [134], 3D Shape Context (3DSC) [135], Unique Shape
Context (USC) [136] and Signatures of Histograms of Orientations (SHOT) [136]. The PFH
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captures information of the geometry surrounding every point by analyzing the difference
between the directions of the normals in its local vicinity. The PFH does not only pair the
query keypoint with its neighbors, but also the neighbors with themselves. As such, the
PFH is computationally demanding and is not suitable for real-time applications. The FPFH
extends the PFH by only considering the direct connections between the query keypoint and
its surrounding neighbors. To make up for the loss of extra connections between neighbors,
an additional step after all histograms have been computed is added: the sub-PFHs of a
point’s neighbors are merged with its own and is weighted according to the distance between
these. This provides point surface information of points as far away as 2 times the radius
used. The 3D Shape Context is a descriptor that works by constructing a structure (sphere)
centered at each point, using the given search radius. The “north pole” of that sphere is
pointed in the same direction as the normal at that point. Then, the sphere is divided in 3D
regions (regions vary in volume in the radial direction as they are logarithmically spaced
so they are smaller towards the center). A descriptor is computed by counting the number
of points in each 3D region. The count is weighted by the volume of the bin and the local
point density (number of points around the current neighbor). As such, the descriptor is
resolution invariant to some extent. In order to account for rotation variances, the support
sphere is rotated around the normal N times and the process is repeated for each, giving a
total of N descriptors for a point. This procedure is computationally expensive, as such, the
USC descriptor extends the 3DSC by defining a local reference frame that provides a unique
orientation at each point. This procedure reduces the size of the descriptor when compared
to 3DSC , since computing multiple descriptors to account for orientations is not required.
SHOT descriptor is similar to 3DSC and USC in that it encodes surface information within a
spherical support structure. The sphere around each keypoint is divided into 32 bins, and
for each bin, a descriptor containing one variable is computed. This variable is the cosine
of the angle between the normal of the keypoint and the neighboring point inside the bin.
Finally, the descriptor is obtained by augmenting local histograms. Similiar to USC, SHOT
descriptors are also rotation invariant.
2.4.3 Data Association
Data association (DA) is defined as the process of associating a measurement (or feature)
to its corresponding previously extracted feature. Data association is one of the most
important aspects of SLAM and VO. In SLAM, correct data association between the current
measurements and previously stored features is vital for the SLAM convergence and obtaining
a consistent map. False data association will cause the robot to think it is at a location where
it is not, therefore diverging the SLAM solution. In VO, correct data association between
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features in successive frames is required to obtain an accurate estimation of the transformation
between frames. We will describe the most common methods used for data association.
Data Association Based on Distance
Data association based on distance is one of the basic forms of data association, where
features are matched to others by finding the nearest neighbors in the feature descriptor vector
space. Common distance metrics are the Euclidean and the Mahalanobis distances. The
Mahalanobis distance has an advantage over the Euclidean distance in that it is normalized
by the uncertainties of the measurement, which results in a more robust distance measure.
Hamming distance is another common distance metric that is use to match binary strings.
Matching binary descriptors using the Hamming distance is well-known for its computational
efficiency.
Data Association Based on Visual Similarity
Sum of Square Differences
Sum of Squared Differences (SSD) is a similarity measure that uses the squared differences
between corresponding pixels in two images. SSD has the following formula:
SSD =
n
∑
i=−n
n
∑
j=−n
((I1(u1+ i,v1+ j)− I2(u2+ i,v2+ j))2 (2.23)
where I1 and I2 are the first and second image patches centered at (u1,v1) and (u2,v2) respec-
tively.
Another similarity measure similar to SSD is the Sum of Absolute Differences (SAD) in
which the absolute differences between corresponding pixels is used instead of the squared
difference. SSD is a more robust similarity measure compared to SAD. However, it is less
computationally efficient.
Normalized Cross Correlation
Normalized Cross Correlation (NCC) is one of the most common and accurate techniques
for finding the similarity between two image patches. The technique works by summing the
product of intensities of the corresponding pixels in two image patches and normalizing this
summation by a factor based on the intensity of the pixels. NCC has the following formula:
NCC =
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n
∑
i=−n
n
∑
j=−n
I1(u1+ i,v1+ j).I2(u2+ i,v2+ j)√
(
n
∑
i=−n
n
∑
j=−n
I1(u1+ i,v1+ j)2).(
n
∑
i=−n
n
∑
j=−n
I2(u2+ i,v2+ j))2)
(2.24)
The higher the NCC value, the more similarity between the compared image patches. Note:
Because of the normalization, NCC outperforms both SAD and SSD in cases where there is
a variation in the brightness levels between the compared patches. However, NCC is a slower
method since it involves more complex operations including multiplications, divisions and
square root operations.
2.4.4 RANSAC Refinement
The above steps for feature matching and data association usually result in false matches
(outliers) mainly due to noisy sensors and lightning and view point variation. The Random
Sampling Consensus (RANSAC) is the most common tool used for estimating a set of
parameters of a mathematical model from a set of observed data which contains outliers. An
example of the refined matches using RANSAC can be seen in figure 2.7 (d), (e) and (f).
The RANSAC method for refining the matches between two frames generally consists of the
following steps:
1. Randomly select the minimum number of matched features (e.g. points in one frame
and their matches in the next) required to estimate the transformation (i.e. 3 points for
a 6 DOF system using the 3D to 2D re-projection error estimation method).
2. Estimate the transformation (rotation and translation parameters) using the selected
points.
3. Apply the obtained transformation to the remaining points.
4. Find the distance (l2 distance is commonly used) D between the transformed points
and their corresponding matches.
5. Pairs with D less than a predefined threshold τ are considered inliers.
6. Count the total number of inliers obtained by this transformation.
7. Repeat the previous steps n times.
8. Transformation with the highest number of inliers is assumed to be the correct trans-
formation.
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9. Re-estimate the transformation using least squares applied to all the inliers.
RANSAC is a non-deterministic algorithm in the sense that it produces a reasonable result
only with a certain probability, with this probability increasing as more iterations are allowed.
A number of RANSAC extensions have been proposed over the years. Chum et al. [137]
proposed to guide the sampling procedure if priori information regarding the input data is
known, i.e. whether a sample is likely to be an inlier or an outlier. The proposed approach is
called PROgressive SAmple Consensus (PROSAC). Similarly, SAC-IA [134] proposed the
selection of points based on those with the most similar feature histograms. Another example
is the pre-rejection RANSAC algorithm [138]. This method adds an additional verification
step to the standard RANSAC algorithm which eliminates some false matches by analyzing
their geometry.
2.4.5 Loop Closure
Loop closure (also known as cycle closure) detection is the final refinement step and is vital
for obtaining a globally consistent SLAM solution especially when localizing and mapping
over long periods of time. Loop closure is the process of observing the same scene by
non-adjacent frames and adding a constraint between them, therefore considerably reducing
the accumulated drift in the pose estimate. To illustrate this, imagine a case where a robot
moves in a closed looped corridor while it continuously observes features of its environment.
By the time the robot goes back to its initial position, the error in the robot’s position estimate
has accumulated and is offset by a finite distance from the actual position. Now assume that
the robot realizes it is observing the initial scene, therefore it adds a constraint between the
current frame and the initial frame (based on the features location estimates in the scene) and
hence, reduces the overall drift in position and map estimates.
The most basic form of loop closure detection is to match the current frame to all the previous
frames using feature matching techniques. This approach is computationally very expensive
(computational expense increases linearly with the number of estimates [139]) due to the fact
that the number of frames are increased over time and matching the current frame with all
the previous frames is not suitable for real-time applications. A solution to this problem is to
define key-frames (a subset of all the previous frames) and compare the current frame with the
key-frames, only. The simplest form of key-frame selection is to select every n-th frame. Kerl
et al. [140] proposed a key-frame selection method based on a differential entropy measure.
Other solutions such as the one used by [30] is to perform a RANSAC alignment step (similar
to the one described in section 2.4.4) in between the current frame and a key-frame. A new
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Figure 2.6: A block diagram showing the main components of a typical RGBD-SLAM
system.
key-frame is selected only when the number of inliers detected by the RANSAC alignment
step is less than a predefined threshold (making it a new scene). In order to improve the
computational efficiency and avoid the RANSAC step between each frame and the key-frame,
they proposed adding a key-frame when the accumulated rotation or translation exceeds a
predefined threshold (10 degrees in rotation or 25 centimeters in translation [72]). In order
to filter the loop closure frame candidates, they used a place recognition approach based on
the vocabulary tree described by Nister and Stewenius [141] in which the feature descriptors
of the candidate key-frames are hierarchically quantized and are represented by a “bag of
visual words” (B.O.W). Another well-known approach that is similar to B.O.W is the Vector
of Locally Augmented Descriptors (VLAD) [142]. As opposed to B.O.W which constructs a
histogram for each image simply based on counting the number of occurrences of the visual
words in the image, VLAD constructs a descriptor by summing the residuals between each
image descriptor and the associated visual word resulting in a more robust visual similarity
recognition approach [142]. Alternatively, instead of selecting key-frames or matching to all
the previous frames, Endres et al. [61] also presented a loop closure method that matched the
current frame to 20 frames consisting of the three most recent frames and uniformly sampled
previous frames, therefor resulting in a more computationally efficient approach.
2.5 RGB-D SLAM
RGB-D SLAM (or RGB-D mapping) is a V-SLAM method that uses RGB-D sensors for
localization and mapping. RGB-D sensors are ones that provide depth information in addition
to the color information. Although RGB-D sensors have been popularized by the Microsoft
Kinect and Asus Xtion PRO when they were released in 2010, older RGB-D SLAM solutions
had already existed. For example, Biber et al. [143] proposed a SLAM method that uses a
combination of a laser scanner and a panoramic camera. The more recent RGB-D cameras
such as the Kinect are based on the structured light approach which capture RGB color images
and provide pixel depth information. Localization and mapping using RGB-D cameras have
become an active area of research mainly due to the low cost of these cameras which provide
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very useful information for mapping. The aim of RGB-D SLAM is to obtain a dense 3D
representation of the environment while keeping track of the camera pose at the same time.
Using both color and depth information has a number of advantages over using either color
or depth. Some of these reasons are outlined below:
1. Associating each pixel with a depth value provides a dense and colored point cloud.
This allows for the visualization of dense 3D reconstructed environments .
2. RGB-D sensors provide metric information, thus overcoming the scale ambiguity
problem in image based SLAM systems.
3. Some environments contain limited texture. As such, the availability of depth in-
formation allows the SLAM system to fall back on depth only approaches such as
ICP.
4. Other environments may contain limited structure. In these cases, the system can fall
back on using RGB information for matching and registration.
In the following sections, we will describe the basic steps that constitute the RGB-D SLAM
method. Although there is an intensity based RGB-D SLAM approach [65], the main
approach is based on using features and we will describe this approach in detail (similar
to [30, 64, 61]) in the following sections. A system overview of a typical RGBD-SLAM
system is shown in figure 2.6.
2.5.1 Feature Extraction, Matching and Refinement
The first step is to extract and match features across sequential images. We discussed feature
extraction techniques such as SIFT, SURF and ORB in section 2.4.2 in which points of
interest such as edges and corners are detected in the images. The depth information provided
by the RGB-D camera is then used to obtain these points in 3D (point clouds). Matching
extracted features between sequential frames is then performed using an appropriate data
association technique. If the descriptors are appearance based (based on the intensity value of
pixels in the neighborhood of a feature), a similarity measure such as NCC or SSD is required.
Matching between SIFT and SURF features is performed by a distance based approach such
as the Euclidean distance nearest neighbor. The Hamming distance is usually used to match
between features with BRIEF descriptors. Matching features using SIFT, SURF and BRIEF
descriptors can be seen in figure 2.7 (a), (b) and (c) respectively. The next step is to estimate
the camera’s relative transformation (with respect to the previous location) using the feature
matches between sequential frames. This is a typical VO problem and can be solved using
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Figure 2.7: Features matching methods: (a) SIFT matches, (b) SURF matches, (c) BRIEF
matches, (d,e,f) Refined matches using RANSAC.
one of the motion estimation methods discussed in section 2.1.2. The most common method
is to estimate the motion based on the 3D-2D re-projection error. In an ideal case where all
features are matched correctly between frames, this overdetermined system can be solved by
a Least Squares (LS) based optimization method. However, because of noise, illumination
changes and other factors, not all matches are correct (as illustrated in figure 2.7 (a), (b) and
(c)) and estimating the transformation in the presence of these false matches (outliers) is
required. As we explained earlier, RANSAC is the most common tool used for estimating a
set of parameters in the presence of outliers. The refined matches can be seen in figure 2.7
(d), (e) and (f).
2.5.2 Refining the Transformation Using ICP
The Iterative Closest Point (ICP) is a common technique in computer vision for aligning 3D
points obtained by different frames. ICP iteratively aligns the closest points (correspondences
found using a fast nearest neighbor approach) in two clouds of points until convergence
(change in the estimated transformation becomes small between iterations or maximum
number of iterations is reached).
ICP has been shown to be effective when the two clouds are already nearly aligned [30]. As
such, a good initial estimate would help the convergence of the ICP. In situations in which a
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bad estimate is used, convergence could occur at an incorrect local minimum, producing a
poor estimate of the actual transformation. In RGB-D SLAM, the RANSAC transformation
estimate can be used as the initial guess in the ICP algorithm. In cases where RANSAC fails
to obtain a reliable transformation (number of inliers are less than a threshold) which may be
caused by the low number of extracted features from a texture-less scene, the transformation
is fully estimated using the ICP algorithm and using an initial predefined transformation
(usually set to the identity matrix).
2.5.3 Global Transformation
The previous steps provide an estimate of the camera motion transformation between two
frames. In order to obtain a global estimate with respect to a reference frame, all the transfor-
mations up to the current time need to be concatenated. Let us denote the transformation
between two frames as:
Tk,k−1 =
Rk,k−1 tk,k−1
0 1
 (2.25)
where Rk,k−1 ∈ SO(3) is the rotation matrix and tk,k−1 ∈ ℜ3×1 is the translation vector
between frames taken at time-steps k and k− 1 respectively where k = 1...n. The global
estimate Gn can be calculated using the following formula:
Gn = Gn−1Tn,n−1 (2.26)
where Gn−1 is the previous global transformation with respect to an initial reference frame
G0 at k = 0 and Tn,n−1 is the transformation between the current frame and the previous
frame.
2.5.4 Global Optimization
The previous steps (except reconstructing the 3D map) describe a typical VO problem which
is concerned with obtaining a locally consistent estimate of the camera trajectory. In order
to obtain a globally consistent estimate (in order to reduce the drift), a global refinement is
required. The common approaches for this requirement are as follows.
Pose Graph Optimization
Pose graph optimization is a global optimization method used in SLAM and VO problems
that are represented by a graph model. The graph model consists of nodes that correspond to
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the camera poses and edges which represent the constraints between the nodes, described
by rigid-body transformations. The pose graph model allows the formation of constraints
between non-adjacent poses by observing the same features from different locations. The
goal of this optimization is to find the arrangement of poses that best satisfies these constraints.
Generally, this is a non-linear least squares optimization problem which can be described as:
C∗ = argmin
C
∑
i,j
||Ci−Ti,jCj||2 (2.27)
where C∗ = C∗1...C
∗
n is a vector containing all the optimized camera poses (x, y and z values).
There are a number of approaches for solving the above optimization problem and we will
briefly describe common ones here.
1. GraphSLAM: GraphSLAM [112] is a full-SLAM problem which means that a pos-
terior (robot poses and map) is calculated over the entire path x1:t along with the
map, instead of just the current pose calculation in online-SLAM [99] (such as the
EKF-SLAM). It works by representing the SLAM posterior by a graphical network
which leads to a sum of non-linear quadratic constraints and optimizing the graph by
taking all the constraints into account using standard optimization techniques. The
result is a maximum likelihood map and a corresponding set of robot poses [99].
2. TORO: Tree-based Network Optimizer [144] is a graph optimization method that is
based on Olsen’s method [145] for solving the optimization problem using a stochastic
gradient descent (an optimization technique used for finding the local minimum based
on the observation that a function decreases fastest in the direction of the negative
gradient or its approximation). In this approach, Olsen’s method is extended by
introducing a tree-based parametrization for the nodes in the graph which results in a
faster convergence and better computational efficiency. This optimization technique is
used by [146] in their RGB-D SLAM method.
3. HOG-MAN: Hierarchical Optimizations on Manifolds for Online 2D and 3D map-
ping [147] is an efficient pose-graph optimization approach in which the problem
can be modeled based on different levels of abstraction. Instead of targeting the
optimization of the full problem (all the nodes of the graph), this method only op-
timizes a simplified problem which contains all the required relevant information
and is constructed incrementally. This is performed by updating only the parts of
the map that are required for data association. This approach has the advantage of
reducing the computational complexity of the SLAM problem while preserving the
global consistency [147].
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4. g2o: General Framework for Graph Optimization [148] is an open-source framework
for graph-based optimization that is applicable to both SLAM and Bundle Adjustment
problems. It includes a number of linear solvers such as the preconditioned conjugate
gradient (PCG), CHOLMOD and CSparse. g2o allows the user to specifically re-define
the error function to be minimized and choose the method for solving the linearized
problem. This technique is used by [61] in their RGB-D SLAM optimization step.
5. Ceres: The Google Ceres Solver [149] is a powerful open source C++ library for
modeling and solving large, complicated optimization problems. Ceres applications
range from rather simple fitting curves and robust regression to the more complicated
pose graph optimization and bundle adjustment problems. Ceres’s biggest advantage
is its simplicity and user friendliness as it has been designed so that the user can
easily build and modify the objective function (desired cost function), one term at a
time. And to do so without worrying about how the solver is going to deal with the
resulting changes in the sparsity/structure of the underlying problem [149]. Ceres
offers numerous options to the user, such using a robust cost functions to reduce the
influence of outliers. In addition Ceres supports many solvers such as Levenberg-
Marquardt, Powell’s Dogleg, and Subspace dogleg methods which the user may choose
from depending on the size, sparsity structure, time and memory budgets, and solution
quality requirements.
Global/Local Bundle Adjustment Optimization
Bundle Adjustment (BA) is another global optimization method similar to pose-graph opti-
mization and is commonly used in computer vision applications. Bundle adjustment jointly
optimizes the camera pose and the 3D structure parameters that are viewed and matched
over multiple frames by minimizing a cost function. Bundle adjustment is usually called
Global Bundle Adjustment (GBA) when taking all frames into consideration, and Local
Bundle Adjustment (LBA) when the optimization is applied over a number of fixed frames
(a window). In general, the cost function to be minimized can be formulated as [130]:
argmin
X i,Ck
∑
i,k
||pik−g(Xi,Ck)||2 (2.28)
where Xi is the ith 3D point, pik is its corresponding image point observed in the k
th frame
and g(Xi,Ck) is the re-projection function according to the camera pose Ck.
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GBA generally results in a more accurate optimization when compared to LBA since it takes
all previous frames into account in the optimization. However, optimizing over a window
limits the number of parameters that are solved in the optimization and therefore LBA is
more suitable for real-time applications in which the computational resources are limited.
2.5.5 Loop Closure for RGB-D SLAM
Similar to other types of SLAM, as we discussed in section 2.4.5, a loop closure step is
required to obtain a globally consistent map and reduce the drift.
2.5.6 RGB-D SLAM in texture-less and structure-less environments
In the past few years, RGB-D sensors have been widely used by many researchers around the
world, and impressive results have been demonstrated. The main reason for their popularity
is the attractive price at which they are sold at as well as the various types of information
that they provide (color, depth, IR). However, RGB-D sensors have a number of drawbacks,
such as the limited field of view (e.g. the Kinect sensor has 60◦ FOV) and the depth range
limitation (around 5 meters). Those limitations make the task of performing SLAM in texure-
less and structure-less environments very challenging. There exists other sensors that may be
more useful for such tasks. For instance, the Velodyne HDL-64E Laser Rangefinder (LIDAR)
provides very accurate geometric information at ranges up to 120 meters and has a 360◦
horizontal FOV. This sensor could be very suitable for challenging texture-less environments,
as it would be able to utilize the accurate and high range 3D information for the SLAM
estimation. Despite the advantages of this sensor, it is very expensive and is priced around
$75000. Due to the extremely high price point, not all researchers would be able to afford
this sensor. In this thesis, we will show that affordable sensors like the Kinect, could be used
to perform SLAM by utilizing data and sensor fusion techniques in order to overcome some
of its limitations. Particularly, we show that the fusion between geometric and photometric
information are particularly useful for SLAM applications in texture-less and structure-less
environments. We also show that combining the information obtained by the Kinect sensor
with information provided by a wide angle monocular camera is useful to overcome the
limited field of view problem of common RGB-D sensors such as the Microsoft Kinect.
2.6 SLAM in Dynamic Environments
In the above sections, we described SLAM systems that are able to perfom the localization
and mapping procedures in static scenes. However, those systems generally cannot be directly
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applied to dynamic envionments since the presence of moving objects in the scene leads
to incorrect motion estimation which in turn, deteriorates the mapping estimation. This is
considered a significant problem, as many real world scenarios require the robot/autonomous
agent to navigate in environments containing moving objects, such as humans and cars.
Although the problem of SLAM in dynamic environments is still considered as an open
problem, a number of researchers have addressed this issue and proposed various methods to
resolve this problem. Hahnel et al. [150] employ an Expectation-Maximization (EM) method
for calculating the probability that a certain laser scanner measurement belongs to a static
or dynamic object. Biswas et al. [151] employed an offline bayesian approach that detects
changes over time. Thier method is based on a map differentiating technique that maps the
environemt at different times. The method is then able to detect which parts of the map are
dynamic and which are static based on comparing those maps. Bibby and Reid [152] utilize
a generalized EM algorithm and a sliding window optimization technique to robustly include
dynamic objects directly in the SLAM estimate as opposed to treating them as outliers. Wang
et al. [153] presents a probabilistic approach to this problem by using the Extend Kalman
Filter for for detecting and tracking moving objects within the SLAM framework. More
recently, Morioka et al. [154] proposed a SLAM method that is able to operate in crowded
environments, by extracting robust 3D feature points from sequential vision images and
eliminating unstable feature points extracted from dynamic objects. Ferri et al. [155] present
a real time method for updating a 3D map with dynamic obstacles detection. Moving objects
are detected through ray-casting on spherical voxelization of point clouds.
2.7 Conclusion
This chapter provides an overview of the fundamentals of robot navigation requirements
and provides a review of the state-of-the-art techniques that form the basis of established
solutions for mobile robots localization and mapping. The topics discussed in this chapter
range from basic localization techniques such as wheel odometry and dead reckoning, to the
more advanced Visual Odometry (VO) and Simultaneous Localization and Mapping (SLAM)
methods. Both monocular and stereo vision VO systems, using feature matching/tracking and
optical flow techniques were discussed. In addition, most common SLAM methods such as
the Extended Kalman Filter SLAM (EKF-SLAM), Particle Filter and the most recent RGB-D
SLAM were presented. We also provided techniques that form the building blocks to these
methods such as feature extraction, feature matching, outlier removal and data association
techniques.
Chapter 3
3D Registration in Dark Environments
Using RGB-D Cameras
3.1 Introduction
As mentioned in the previous chapters, the problems of estimating the pose of a mobile
robot or a moving camera, visual odometry (VO), and building a map of the environment
(Simultaneous Localization and Mapping (SLAM), have been intensely studied. Recently,
there has been an increasing interest in obtaining a dense 3D model of the environment as
opposed to the sparse 2D representation. 3D maps of the environment provide an abundant
amount of information that can effectively be used to enhance the functionality of robots
such as the ability to recognize and manipulate 3D objects. This additional information can
also be used to improve navigation, path planning and collision avoidance algorithms. A 3D
representation of the environment is also very useful in augmented reality applications that
facilitate interactions between the real and virtual environments [67].
A number of 3D mapping methods using various types of sensors such as 3D LASER
scanners [156], stereo cameras [157], monocular cameras [57], and time of flight (TOF)
cameras [158] were developed. Most recently, RGB-D cameras (such as the Microsoft
Kinect and ASUS Xtion PRO LIVE) have become available. These cameras are based on
the structured light approach and are able to capture RGB images along with pixel depth
information. The Microsoft Kinect is relatively cheap, provides a reasonable resolution (640
× 480) at high frame rates (30 frames/second) and has a good accuracy (up to ≈5 meters),
therefore, making it a very attractive sensor for a variety of robotics and computer vision
applications. Despite these advantages, there are a number of issues with the RGB-D based
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3D mapping approach.
A major challenge, which limits the robustness of such an approach, arises where the existing
visual information would not be sufficient to align the corresponding 3D points between
different frames. This problem is particularly encountered in dark scenes or when viewing
texture-less walls. For example, robots face a number of challenges when deployed for
firefighting and search and rescue operations. This is in particular, a very important task that
involves keeping human responders safe, saving victims, and minimizing damages [159]. In
such tasks, the robot is required to autonomously navigate in highly uncertain, challenging
and potentially hazardous environments. For instance, the smoke and char that are caused
by fires can hinder the visual sensing and limit the amount of useful information in visual
based SLAM solutions [159]. Another scenario that is commonly encountered is a power
outage, which may occur while the robot is performing an important task. This causes the
environment to be under low light conditions which in turn limits the visual information the
RGB images.
In this chapter, we present a new approach that attempts to solve the problem of accurately
aligning 3D points in an environment with lightning variation. In particular, we consider
the case where the robot encounters a dark environment (e.g. a university laboratory before
artificial lighting is turned on) and when visible visual information, which are vital to visual
based 3D registration approaches, is insufficient for visual feature extraction and matching
tasks. Our method is based on using the visual features extracted from the infrared (IR)
images, in combination with RGB images, aligning 3D points in sequential frames and
conducting visual odometry in real-time. To the best of our knowledge, this is the first time
that the infrared image, provided by the Kinect, is used to extract the visual information for
3D alignment and mapping applications. The feature matching is conducted using robust
rank ordered statistics estimation techniques [86]. The good matches between sequential
frames are used to estimate the rigid body transformation between corresponding 3D points
of a static scene. This transformation is then refined using an Iterative Closest Point (ICP)
method that iteratively aligns the 3D points until convergence [59]. We finally concatenate
the relative transformations between frames over time to obtain an estimate of the global
pose of the camera (visual odometry).
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3.2 Related Work
Tripicchio et al. [160] proposed a SLAM method for mobile robots that are required to
navigate in harsh working conditions where the presence of dust and darkness could compro-
mise the visibility conditions. Their method fuses the information obtained by both a laser
scanner and an IMU in a FASTSLAM 2.0 framework [161] (we discussed the FASTSLAM
1.0 algorithm in Chapter 2). They extend and optimize the FASTSLAM 2.0 algorithm in
a way that allows their method to map the environment using a Micro Air Vehicle (MAV)
with limited computing power. Similarly, Magnenat et al. [162] outlined the problem of
navigating in a dark environment and proposed a lightweight SLAM method that utilizes a
slim rotating infrared based distance scanner for mapping the environment. They propose
an optimization methodology that finds the SLAM parameters using an evolution strategy.
Similar to the previous method, they also employ a FASTSLAM 2.0 algorithm. Both the
aforementioned methods employ 2D based distance sensors (LASER and IR) and as such,
are able to map the environment without relying of any visual data. However, using such
sensors limits their approaches to obtaining sparse 2D maps. In addition, both of those
methods use a combination of sensors for their SLAM estimation, whereas our approach
only utilizes a single RGB-D sensor. Henry et al. [30] also outlined the problem of mapping
completely dark rooms and proposed a SLAM method that utilizes a single RGB-D sensor
(similar to our approach). In cases when the visual information is not sufficient, their method
falls back on ICP, which is a geometric based registration method. ICP does not rely on any
visual information and only uses the depth information provided by the RGB-D sensor. A
major limitation of ICP is that its convergence is highly dependent on a good initial solution,
which is usually obtained from matching the images. In our approach, we obtain an initial
solution by matching the features obtained from the IR images provided by the RGB-D
sensor. This solution is later refined using ICP. Despite the limited depth range of RGB-D
sensors in comparison to some of the other aforementioned sensors, we employ one in
this approach as they provide three different sources of information: the depth image, the
infrared image and the RGB image. As such, we utilize different types of information to
overcome the localization problem in dark environments. In difficult real world scenarios,
such as a robot being deployed for firefighting operations, an RGB-D sensor alone may not
be sufficient to overcome this problem (due to the limited depth range). It could be beneficial
to aid the approach described here with the information obtained by a long range laser scanner.
In the following sections, we will present our 3D alignment method in section 3.3 and visual
odometry method is section 3.4.
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Figure 3.1: An overview of the proposed perception system. Note that the Image Pre-
Processing procedure is only applied to the IR image as described in section 3.4
3.3 The Proposed 3D Alignment algorithm
3.3.1 IR/RGB image selection and feature extraction
The Microsoft Kinect includes an infrared camera which is used in conjunction with an
infrared projector to obtain the 3D depth information of each pixel in the RGB/IR image
using a structured light approach. In our method, we heuristically switch between RGB and
IR images for feature extraction based on the brightness level of images. This is performed by
calculating the average intensity value of all pixels in the RGB image. The algorithm switches
the input image to an IR image when the average intensity value is less than a predefined
threshold. As can be seen in figure 3.2 (an internal office room during day without artificial
lighting), the infrared image contains sufficient visual information that can be processed
and used effectively, whereas the RGB image contains few visual features. Note that the
approach described here is based on simple heuristics and may not be applicable to general
scenarios and unknown environments. Other more robust change detection algorithms, such
as the ones described in [163] could be utilized to greatly enhance this functionality, this is
part of our future work. We extract SIFT, SURF or Oriented Fast and Rotated Brief (ORB)
features from sequential images (after increasing the brightness of the IR images by 50%).
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(a)
(b)
Figure 3.2: SIFT features of an image captured in a dark environment: (a) RGB image (very
few features) (b) IR image.
3.3.2 Initial matching and 3D projection
The aim of matching the primitives of two frames is to find the relative pose between the two
positions at which the frames were captured. We match the corresponding visual features
that were extracted from two sequential frames (viewing the same static scene) using the
feature descriptors. SIFT/SURF features are matched by finding the Euclidean based nearest
neighbor in the descriptor vector space. Orb Features are matched by finding the lowest
Hamming distance between BRIEF descriptors. The matched features are then projected on
to 3D space using the depth information.
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(a)
(b)
Figure 3.3: (a) Initial matches using SIFT descriptors (b) Inliers obtained by MSSE.
3.3.3 Inlier detection and initial transformation estimation
Initial matches of visual features are usually contaminated with many false matches (outliers)
(see figure 3.3 (a)). To remove those outliers, a feature matching refinement step is commonly
used. In the case of using the infrared images, the scale of noise and number of outliers
(mismatch features) are substantially higher compared to RGB images. The infrared image
measures the reflection of the Kinect IR projector. Since the projector light is coded to have
a certain structure, the scene is not uniformly lit. As a result, the infrared image exhibits
many false features. To be able to deal with the large number of outliers, we employ a robust
estimator with a very high breakdown point. Following Hoseinnezhad et al’s. [164] advice,
we used the Modified Selective Statistical Estimator (MSSE) [86] for removing the outliers
and obtaining the good matches (refined matches can be seen in figure 3.3 (b)). The MSSE is
an extension of the robust least K-th order statistical estimator and can tolerate much higher
ratio of outliers compared to RANSAC. The MSSE estimates the scale of noise from data and
unlike RANSAC, does need to rely on the fixed error threshold assumption (which forms the
basis of the RANSAC algorithm). In place of the RANSAC error threshold assumption, the
MSSE assumes that the minimum number of inliers that are required for a structure to exist
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is known a priori. After setting the minimum number of inliers (k), the implementation of
MSSE is very straightforward and is as follows. Thousand sets of 3-tuples of corresponding
initial matches were randomly chosen and for each set, the transformation is calculated and
applied to the features in the first frame. The transformation is estimated using the following
equation:
T∗ = argmin
T
( Ad
∑
i=1
|T(pis)− pit |2
)
(3.1)
T =
R t
0 1
 (3.2)
where T∗ is the estimated 6 degree of freedom (6DOF) transformation which consists off a
translational component t ∈ℜ3×1 and a rotational component R ∈ SO(3), ps and pt are the
3D coordinates of the matched feature points of the source and target frames respectively and
Ad is the number of correspondences (here Ad = 3). The estimated transformation is applied
to all the keypoints in the first frame and the distances between the transformed keypoints
and the corresponding points in the target frame are calculated (called residuals - r) and
their squared values are sorted in ascending order. Having set the k´, then the transformation
associated with the least k-th order residual (from the 1000 hypotheses) is chosen as the best
initial transformation. Using the residuals of that transformation, the inlier group members
are chosen by incrementing the k´ until |ri+1| > Tσi where i starts at k´ and T is a constant
value (2.5 is usually used to indicate an inclusion of around 99% of inliers based on a normal
distribution). Finally, the transformation is re-calculated using all the obtained inliers.
3.3.4 Filtering the depth points
Before Applying the ICP algorithm, a 3-step filter is applied to the depth points, which
in turn improves the convergence of the ICP method [165]. In the first step, points with
no depth information are removed from the point cloud. The second step removes points
that are further than 4 meters from the camera optical center. This is due to the decrease
in depth precision as the distance between the points and camera increases. The third step
(optional) down-samples the point cloud obtained by the Kinect which provides ≈ 300,000
depth points for every measurement. The processing of such large data is computationally
expensive and we use a Voxel Grid to down-sample the point clouds. This is performed by
dividing the point cloud in boxes (voxels) that are set to a specific width (boxes with 2cm
sides), then all the points within the box are reduced to one point which corresponds to their
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centroid position. As a result, the minimum distances between points in the point cloud are
constrained and the total number of points are reduced. We will show that the down sampling
of the point cloud (to ≈ 40,000 points) does not significantly affect the accuracy of the ICP
transformation estimation.
3.3.5 Refinement using the ICP method
The final step in the transformation estimation is to apply either the point to plane or the
point to point ICP method. ICP calculates the closest points between the two point clouds
(depth points obtained by the sequential frames) using a fast Nearest Neighbor method and
k-d trees and estimates the transformation between the two clouds by minimizing one of the
following cost functions:
T∗ = argmin
T
(
∑
j∈Ad
|(T(p js)− p jt ).n jt |2
)
(3.3)
T∗ = argmin
T
(
∑
j∈Ad
|(T(p js)− p jt )|2
)
. (3.4)
The first equation is based on a point to plane error metric, whereas the second equation is
based on a point to point error metric. In both equations, T∗ is the estimated transformation,
ps and pt are the dense point clouds of the source and target frames respectively and Ad is
the number of dense point correspondences. In the second cost function, nt is the normal of
the target point’s plane. The above procedure is repeated iteratively until the change in T∗
becomes very small or the maximum number of iterations is reached.
The ICP method has been shown to be effective when the two clouds are already closely
aligned [30]. As such, a good initial estimate is required for the convergence of the ICP.
In situations in which an accurate estimate is not available, convergence could occur at an
incorrect point (a local minimum). In our method, the MSSE is used to provide the initial
guess for the ICP algorithm. In cases where the number of inliers identified by MSSE is
less than a threshold, which may be caused by a low number of extracted features from a
texture-less scene, the transformation results would be unreliable. Finally, in order to align
the corresponding 3D points, the refined transformation is applied to the source point cloud.
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(a)
(b)
Figure 3.4: IR images: (a) Before pre-processing (b) After pre-processing.
3.4 The Visual Odometry System
Although the above procedure works well for transformation estimations between two images,
the accuracy of estimation would not be sufficient for continuous navigation. Particularly, we
noticed in our experiments that the accumulation of estimation errors over time is significant
and affects the robot’s ability to navigate autonomously in dark environment. The extra error
stems from the fact that the Microsoft Kinect projects a speckled IR pattern on scene objects.
This generates a salt and pepper type pattern that is distributed throughout the IR image. The
pattern has its own visual features and since these move with the camera, they affect the
accuracy of the transformation estimation. We found that by pre-processing the IR image
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and reducing the visibility of the speckled pattern, we can significantly improve the accuracy
of the visual odometry system. This step would however be redundant for robots that use
other IR sensors with no IR projectors.
To reduce the effect of the IR projected pattern, an opening operation that consists of erosion
followed by dilation operations and a median filter were used in our experiments. In the
erosion operation, the center of a 3×3 mask was placed over a pixel in the IR image, and a
logical operation between the pixels of the image under the mask generated the corresponding
pixel in the new image. Consider a mask placed over a pixel called E and covering 9 pixels
in the image called A,B,C,D,E,F,G,H, I as shown below:
M =

A B C
D E F
G H I
 (3.5)
The erosion operation is a logical AND operation between the 9 image pixels under the mask.
A new image pixel Pn is generated from:
Pn = A•B•C •E •F •G•H • I. (3.6)
In other words, the intensity value of the generated pixel is 0 (black) if any of the pixels
under the mask has an intensity value of 0. Erosion eliminates white pixels in an otherwise
black area while it affects the edges indiscriminately. To remedy this situation, a dilation
operation (in which a logical OR operation is used in place of the AND in the above scheme)
was also implemented.
To further reduce the appearance of the speckled pattern in the IR image, we blurred the
images with a 5× 5 median filter. The output of the median filter is not influenced by an
isolated occurrence of very light or dark pixels and does not blur edges significantly. To show
the overall effect of the above pre-processing step, a sample result of an IR image before and
after processing is illustrated in figure 3.4.
The steps described in section 3.3 provide an estimate of the camera motion transformation
between two frames. In order to obtain a global estimate with respect to a fixed reference
frame, all the transformations up to the current time need to be concatenated. Let us denote
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the transformation between two frames as:
Tk,k−1 =
Rk,k−1 tk,k−1
0 1
 (3.7)
where Rk,k−1 ∈ SO(3) is the rotation matrix and tk,k−1 ∈ ℜ3×1 is the translation vector
between frames taken at time-steps k and k− 1 respectively where k = 1...n. The global
estimate Gn can be calculated using the following formula:
Gn = Gn−1Tn,n−1 (3.8)
where Gn−1 is the previous global transformation with respect to an initial reference frame
G0 at k = 0 and Tn,n−1 is the transformation between the current frame and the previous
frame.
We note that in order to achieve real-time performance, we did not refine the transformation
using the ICP and only used the transformation provided by the MSSE. Although we were
able to achieve near real-time performance using the down-sampled point-point ICP, in some
instances the ICP took a long time to converge and the delay disrupted the robot’s navigation.
For feature extraction and matching, ORB features and BRIEF descriptors were employed
respectively, since their computational efficiency was much higher when compared to SIFT
and SURF as it is shown in section 3.5.1.
3.5 Experimental Results
To evaluate the performance of the proposed method in comparison with the best available
techniques, a number of experiments were performed by running the proposed method on
a Dell Latitude E6320, powered by an Intel i5-2540 processor, 8 GB of RAM and running
on Ubuntu 12.04 and the Robot Operating System (ROS) [166] Fuerte, using a Microsoft
Kinect that operates at a frame-rate of 30fps in VGA resolution mode. All of the experiments
were conducted in the RMIT University Mechatronics laboratory. In all of the experiments,
the Kinect sensor was moved manually by a human operator. In the following sections, the
results of our 3D alignment and visual odometry systems will be reported.
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3.5.1 3D registration
In all of the 3D registration experiments, two frames of the same scene misaligned by 7.5◦
(ground truth) were captured. The performance of different methods were then evaluated by
comparing the difference between the estimated pitch angle and the measured ground truth
and the computational time required for each method. The results of those experiments are
outlined here.
3D registration in dark rooms
In this experiment, we first compared the alignment results of the proposed method (using
a down-sampled point-point ICP and ORB/BRIEF for feature extraction and matching) in
a dark room using the Kinect IR image (with IR projector) for visual feature extraction
with the alignment in a lit room using an RGB image for feature extraction. The alignment
results of both methods are illustrated in figure 3.5 and compared in table 3.3. The results
show that the accuracy of alignment in a dark room was very similar to the alignment in
a lit room while the computation time was slightly higher using the IR image due to the
fact that the number of outliers (false matches) was much higher compared to the RGB image.
We also compared the performance of our method with a depth only down-sampled ICP
(point-point) method while the lab lights were switched off. The results of this experiment
are shown in figure 3.5 and table 3.4. Again, the results show that the alignment accuracy of
our proposed method is much higher when compared to a depth only ICP method in a dark
environment. As mentioned in section 3.3.5, ICP performs best when the two point clouds
are closely aligned. Since an initial transformation estimate is not available in a dark room,
the ICP failed to provide an accurate transformation.
Comparison between different methods
We also evaluated the performance of different methods by changing its (manually tuned)
parameters. We note that all of the following methods used ORB/BRIEF for feature extraction
and matching. Table 3.1 shows a comparison between the performance of different methods
for 3D alignment in a dark room using the IR image for visual feature extraction. These
results show that no significant advantage in accuracy was achieved by using a point-plane
ICP when compared to the point-point ICP. However, the computational time required for
a point-plane ICP is much higher. The results also show that the accuracy of the down
sampled ICP methods was very comparable to the dense ICP method, while reducing the
computational time significantly. We also include the performances of the MSSE (without
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(a) (b)
(c) (d)
(e) (f)
Figure 3.5: Point clouds of source and target frames before and after alignment: (a,b) Using
the IR image in a dark environment, (c,d) Using the RGB image in a lit environment, (e,f)
Using ICP only in a dark environment.
ICP refinement) and RANSAC methods. MSSE achieved slightly less accurate alignment
results compared to the MSSE with ICP refinement. However, the computational efficiency
was increased. 3D registration using the RANSAC method produced significantly less
accurate alignment. We found that MSSE followed by a down-sampled point-point ICP,
provided a good balance between alignment accuracy and computational efficiency.
Comparison between different feature extraction and matching methods.
In this experiment, we compare the alignment accuracy and computational efficiency with
the lab light switched off, using three different feature extraction and matching techniques:
SIFT, SURF and ORB/BRIEF. We use the MSSE and down-sampled point-point ICP in all
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(a)
(b)
(c)
Figure 3.6: (a) Refined SIFT matches. (b) Refined SURF matches. (c) Refined ORB/BRIEF
matches
three alignment techniques. The feature matches obtained by those methods are illustrated
in figure 3.6 and their performances are presented in table 3.2. Although SIFT and SURF
methods have been shown to outperform ORB/BRIEF method using RGB images [61], our
experiments show that ORB features and BRIEF descriptors outperform SIFT and SURF
features and descriptors by a significant margin, in both the accuracy of the alignment and
the computational efficiency, using the IR images of the Kinect. We think this is due to the
fact that ORB is a corner feature extraction technique, whereas SIFT and SURF are blob
detectors. Since the IR image has an imposed non-uniform speckle pattern, projected by the
Microsoft Kinect, corners are much more apparent when compared to other visual features.
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Table 3.1: Comparison of the accuracy of aligning 3D structure in a dark environment using
different registration methods.
Method Pitch error(◦) Process time(s)
MSSE + ICP (point-plane) 0.403±0.065 139.517±0.789
MSSE + ICP (point-point) 0.451±0.178 1.499±0.539
MSSE + Down-sampled ICP (point-plane) 0.419±0.327 3.383±0.107
MSSE + Down-sampled ICP (point-point) 0.389±0.270 0.364±0.044
MSSE 0.5278±0.212 0.234±0.021
RANSAC 1.0195±0.751 0.209±0.014
3.5.2 Visual odometry
We conducted two sets of experiments to evaluate the performance of the proposed visual
odometry method using six error metrics (3 translational and 3 rotational): z-axis translation
(positive axis extends in the direction pointed to by the Kinect), x axis translation (positive
axis extends to the left), y axis translation (positive axis extends upwards), roll angle rotation
(rotation about the x-axis), pitch angle rotation (rotation about the y-axis) and yaw angle
rotation (rotation about the z-axis). The results of those experiments are as follows.
Comparative results for a lit room
In order to evaluate the performance of our proposed VO method and compare it with the
state-of-the-art method (FOVIS [72]), we moved the Kinect sensor around a rectangular path
of dimensions 1.13m×0.9m and back to the initial position at a slow pace. Ideally, the error
in all of the six aforementioned components should be zero. Table 3.5 shows the results
of these experiments, which indicates that the accuracy of our method is higher than the
accuracy of FOVIS (in most error metrics) in a lit environment.
Comparative results for a dark room
In this experiment, we switched off the lab lights in order to evaluate the performance of the
proposed VO method in a dark room (using the pre-processed IR image for visual feature
extraction and matching). Table 3.5 shows that the accuracy of our method in a dark room is
similar to the accuracy of FOVIS in a lit room (while this method completely fails in a dark
environment).
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Table 3.2: Comparative effect of using different feature extraction and matching methods on
the accuracy of the 3D registration in a dark room.
Method Pitch error(◦) Process time(s)
SIFT 0.838±0.716 1.78±0.045
SURF 0.873±0.656 1.8±0.058
ORB-BRIEF 0.389±0.270 0.364±0.044
Table 3.3: The performance of 3D alignment with the room lights off using the IR image
compared to the 3D alignment with the room lights on using the RGB image.
Method Pitch error(◦) Process time(s)
IR image - light off 0.389±0.270 0.364±0.044
RGB image - light on 0.383±0.278 0.3024±0.005
Table 3.4: Comparison between the performance of 3D alignment in a dark room using our
method vs. depth only ICP.
Method Pitch error(◦) Process time(s)
MSSE + ICP ( using IR image) 0.389±0.270 0.364±0.044
Depth only ICP 3.802±2.87 0.2615±0.057
Table 3.5: Comparison between the performance accuracy of the proposed VO methods and
FOVIS.
Method X error(m) Y error(m) Z error(m)
Our method (dark room) 0.181±0.093 0.129±0.056 0.09±0.022
Our method (lit room) 0.068±0.02 0.034±0.036 0.034±0.023
Fovis (lit room) 0.137±0.012 0.156±0.012 0.019±0.0142
Method Roll error(◦) Pitch error(◦) Yaw error(◦)
Our method (dark room) 8.08±2.24 7.639±6.04 4.068±3.524
Our method (lit room) 2.827±0.0952 7.067±3.135 4.3545±1.776
Fovis (lit room) 2.406±0.796 14.075±1.138 7.1429±1.05
3.6 Conclusion
In this chapter, we outlined the problem of aligning RGB-D images in an environment with
lighting variations (particularly, encountering a dark environment). We present a novel 3D
registration approach that is able to align 3D points in a dark room using a Microsoft Kinect
sensor. Our method is based on automatically switching between the RGB and IR images for
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feature extraction, based on the brightness level of the images. The extracted visual features
are matched using their feature descriptors and these matches were then refined, and an initial
transformation estimation is obtained using a robust ranked ordered statistics estimation
technique called MSSE. This transformation is then refined using an ICP method and finally,
this transformation is applied to the 3D points in the source frame. We also propose a visual
odometry method that concatenates the MSSE estimated transformations for obtaining a
global pose of the sensor.
We showed that our system is able to align 3D points with high accuracy in a dark environ-
ment by appropriately processing the IR image. We evaluated the performance of different
alignment methods in terms of accuracy and computational efficiency under different param-
eters and settings. We also showed that the proposed VO method effectively estimates the
robot’s global pose in a dark room using the pre-processed IR image. We have discovered
that the proposed VO method is less tolerable to distant objects in a dark environment when
compared to a lit environment, since these objects are less visible in the IR image when
compared to the RGB image.

Chapter 4
3D SLAM in Texture-less Environments
Using Rank Order Statistics
4.1 Introduction
As we mentioned in Chapter 3, the availability of affordable RGB-D sensors has generated
intense interest in creating dense 3D models of the environment that are very useful for
autonomous navigation applications. However, the use of RGB-D sensors for 3D SLAM
poses a number of challenges. In particular, mobile robots are commonly required to navigate
in texture-less areas such as offices, warehouses and residential buildings. The registration
of frames in such texture-less environments is difficult as there are not readily available
visual cues to align these frames. This issue is illustrated in figure 4.2 which shows a typical
corridor in a university building. Furthermore, the size of data generated by RGB-D sensors
makes it difficult to capture, process and visualize this data in real-time.
In the previous chapter, we proposed a method that uses the IR image, which is provided by
the RGB-D sensor, for registering frames in dark environments. However, since this method
relies on using visual information for matching frames, it would simply fail when registering
texture-less images, whether we use RGB or IR images for registration.
This chapter outlines the problem of 3D SLAM in texture-less environments (in addition
to mapping environments with lighting variations that may result in limiting the amount of
visual information). Our aim is to develop a fast and accurate method that does not rely on
the information provided by the RGB images. This enables us to study the limits of using
structures for solving 3D SLAM. To fulfill this goal, we developed a sampling strategy to
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extract salient geometric 3D keypoints from sequential frames. We then assign a descriptor
to each feature, match them using their descriptors and refine the matches and calculate
a rigid-body transformation between the two frames using a robust estimator [86]. The
relative transformations are then concatenated up to the current time resulting in a global
pose. We finally employ a loop closure and pose graph optimization technique [148] in order
to reduce the drift and obtain a globally consistent trajectory. Finally, a map is constructed
by projecting and transforming the points according to the optimized trajectory. An example
of a map that is obtained using the proposed method is shown in figure 4.6. Extraction and
matching of 3D keypoints for a typical point cloud captured by an RGB-D sensor is very
time consuming (in this work, we utilize the Microsoft Kinect sensor, which is based on the
structured light approach for obtaining the depth information). The emphasis here is on the
selection of a small subset of points that can be used to register two point clouds with similar
registration accuracy to using the entire sets.
The main contribution is the development of an informative sampling based 3D feature
extraction technique. The method is able to exploit the geometric information of the points
and their neighbors to identify points that carry the most useful information. We call the
points resulting from our informative sampling scheme: Ranked Order Statistics (ROS) key-
points. We show that the proposed keypoint extraction method is highly repeatable and can
obtain a subset of points of the original point cloud that results in a very accurate registration
compared to using a point cloud containing many more points (≈ 15 times more points).
The main advantage of using this sampling technique is that it would reduce computational
time significantly. In fact, we will show that our method outperforms several state of the
art registration methods both in accuracy and computational efficiency. Figure 4.1 shows
a system overview of the proposed SLAM method. The above steps are outlined in the
following sections.
The rest of this chapter is organized as follows. In section 4.2 the related work in this area
is reviewed. We will present our informative sampling based feature extraction method in
section 4.3 and our 3D registration and mapping method in section 4.4. Results are presented
in section 4.5 followed by a conclusion in section 4.6.
4.2 Related Work 69
 
Point cloud(t)
Point cloud 
pre-
processing
ROS keypoint 
extraction
Point cloud(t)
Feature 
Descriptor 
assignment
Sampled points
Initial 
matching
Transformat
ion est.
Pose graph 
construction
Graph 
optimization
Map 
building
New key-
frame?
Features (t)
Optimized 
trajectory
Matches
Transfor-
mation
Key-frame  
constructer Features(t)
 
Memory
Map
Memory
Global pose
New key-frame
Loop closure 
detection
Graph
Depth Image
RGB Image
Transformations Key-frame poses Global PoseFeatures(t-1)
Figure 4.1: A system overview of the proposed SLAM method.
4.2 Related Work
4.2.1 Keypoint detection in 3D
Three dimensional keypoints are typically an extension of their 2D counterparts. For instance,
the well-known Harris corner detector [52] has been implemented in 3D and is available in
the point cloud library (PCL) [165]. In the 3D version, surface normals were used in place
of image gradients [167]. Similarly SIFT [33], which is a blob detector to extract image
patterns that differ from their immediate neighborhood in terms of intensity, color and texture,
has also been extended to 3D and is available in PCL. In the 3D implementation, instead
of comparing a pixel with its neighboring pixels in an image, a 3D point is compared to its
neighbors by using a kd-tree search based on the Euclidean distance. Gelfand et al. [168]
proposed a sampling strategy that groups the point cloud data into stable points (constraining
points) and non-stable points (that have no effect on the transformation estimation). This
is achieved by analyzing the contribution of the force (translational) and torque (rotational)
components by each pair of points using a point-to-plane error metric. The main shortcoming
of this method is that it is optimized for a specific metric and it becomes suboptimal when
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Figure 4.2: (Top) A typical corridor in an office building with limited texture information.
(Bottom) Alignment of multiple image using either (left) only 3D features (right) or only
visual features [1].
other metrics (such as the squared Euclidean distance error metric employed here) are used.
An example of this method is illustrated in figure 4.3 (c) which shows some points with
significant local curvature being omitted from the point cloud (such as the top part of a chair).
Zhong [169] proposed a 3D feature detector and descriptor called Intrinsic Shape Signatures
(ISS). This method relies on exploiting the information provided by the covariance matrix
that is constructed using surface normals estimates. The method extracts keypoints based on
two measures: points that correspond to the smallest eigenvalues of the covariance matrix
representing those with large variations, and the ratio between successive eigenvalues in
order to discard redundant points that have a similar spread.
It is important to know that the above 3D feature extraction methods are mainly developed
for general 3D modeling applications and these are not particularly optimized for SLAM
purposes. For instance, our experiments showed that Zhong’s method [169] finds many
feature points on commonly encountered planar surfaces such as office walls and doors (see
figure 4.3 (b)). Some of these points are ill-conditioned for registration purposes and can
deteriorate the estimation outcome.
4.3 Extracting Geometric Keypoints Using Ranked Order
Statistics
The aim of our proposed keypoint extraction method is to informatively down-sample a point
cloud into a subset of points that geometrically differ from their immediate neighborhood.
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(a)
(b)
(c)
(d)
Figure 4.3: A comparison between different sampling techniques. The point clouds after:
(a) uniform sampling (b) ISS (c) covariance keypoints (d) the proposed keypoint extraction
method (ROS).
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Figure 4.4: Classification of points based on the calculated residuals using the MSSE. The
extracted keypoints are those chosen from Group 2 (points with significant local curvature).
This is somewhat similar to the idea behind geometrically stable sampling for ICP [168].
However, we present an efficient method that finds the sample with the most information
directly using the statistical analysis of their flatness. The main idea is to segment the
points into two main groups: points that are locally flat and points that have significant local
curvature. The details of the implementation of this method are presented in Algorithm 1.
The input to this method is a point cloud with a normal vector calculated at every point. We
then calculate the average of the squared angles between each point’s normal and the normals
of its N nearest neighbors which are found using a kd-tree search. The angles are calculated
using the following equations:
φ = arccos(pi.q f ) (4.1)
θi =
N
∑
j=1
φ2j
N
; i = 1 . . .n (4.2)
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where φ is the positive angle between two normal vectors pi (a query point) and q f (a
neighboring point), n is the number of points in the point cloud and θi is the average angle
between normals (of the query points and all its neighbors). The average squared angle θi
which is calculated for every point in the point cloud, is considered as an error measure that
specifies the similarity of a point’s curvature to its neighbors. Therefore, for points associated
with a θi value close to zero, the orientations of normals of the point and its neighbors are
similar (such as points lying on a flat plane) regardless of the normal vector’s orientation
at those points (i.e. regardless of which plane they lie on). On the other hand, the points
associated with higher residual values differ from their neighborhood and carry more useful
information for registration purposes.
To further clarify this point, let us assume that there are two planes perpendicular to each
other. Those points with the smallest residuals correspond to points lying on either one of the
two planes. However, we are mainly looking for the points that lie close to the intersection
between the two planes. In this scheme, these correspond to points with higher residual
values.
In the next step, we sort all the θi values (these are all positive) in ascending order and store
these in the vector rθ . The final step is to find the transition point that separates the two
aforementioned groups. A ranked order statistics based segmentation technique (MSSE) [86]
is employed for this segmentation. This method is outlined as follows.
4.3.1 Robust segmentation
There are a number of robust estimation and segmentation methods that are present in the
literature. We selected the Modified Selective Statistical Estimator (MSSE) [86] for both its
efficiency and straightforward implementation [164]. This method is comprised of two main
steps, first it fits a given model to a set of data that may contain outliers or multiple structures
using the robust least k-th order estimator. In the second step, the scale of noise from this
data is estimated and different structures are segmented. The segmentation is conducted
iteratively by first calculating the scale of sorted square residuals (with respect to the fitted
model) using the first k sorted values as follows:
σ2k =
k
∑
i=1
r2i
n− p (4.3)
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where ri is ith residual in the sorted square residuals vector, and p is the dimension of the
model. Initial value of k corresponds to the assumed minimum percentage of points that
could be considered a segment in the application. The transition point k′ (k′ corresponds to
the new k-th order that is flexibly found by MSSE) is found by iteratively incrementing k
until the following condition is met:
|rk+1|> Tσk (4.4)
where T is a constant factor and is typically set to 2.5 to include 99% population of a normal
distribution [86].
4.3.2 Keypoint selection
The points associated with values in rθ vector beyond the transition point (GROUP 2) are
deemed to have statistically significant local curvature. Figure 4.4 shows the classification of
different points based on the calculated θ values using the MSSE constraint (4.4) starting
at a k associated with 20% of all data. Since these are sorted values, the group of points
with the highest values (e.g. last 5% of sorted values) are likely to include points with gross
measurement errors (outliers such as outside range values returned by the sensor). The points
associated with the remaining members of GROUP 2 are then chosen as keypoints (called
ROS keypoints).
Our extensive experiments showed that although the exact number of chosen points does
not affect the registration accuracy, having around 400 keypoints provides a good balance
between registration accuracy and speed. Figure 4.3 shows a comparison between the
proposed method and other feature extraction techniques. In our experiments, ROS keypoints
are always chosen as ones associated with the first 400 sorted values of GROUP 2.
4.4 3D Registration and Mapping
In the following sections, we will discuss the steps of our proposed 3D registration and
mapping method which are outlined in Algorithm 4.
4.4.1 Pre-processing steps
To improve the efficiency and accuracy of the registration, we apply a pass-through filter
to exclude points that are more than 4 meters away from the sensor (due to the decrease in
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Algorithm 1 Step-by-Step Algorithm of Proposed Feature Extraction Method
1: Input: Point cloud with Normals Pn
2: Output: Sampled Point cloud Pd
3: Initialize and clear vector α;
4: for i = 0 to length(Pn) do
5: Find N nearest neighbors to query point i;
6: for j = 1 to N do
7: Calculate angle between normals (φ j) of query point and its neighbor j;
8: Add φ2j to the vector α;
9: end for
10: Calculate the average of the angles in vector α (θ );
11: Add θ to a vector;
12: end for
13: Sort θ values in an ascending order and store in (rθ );
14: Apply the MSSE (4.4) to find transition point (k′) that separates the two groups;
15: Store indices associated with points (from Group 2) that have sorted indices > k′ and
< k′+400 in indices vector KIndices;
16: Store points from Pn associated with KIndices into Pd;
17: return Pd;
Algorithm 2 Step-by-Step Algorithm of Proposed 3D Registration and Mapping Method
1: Input: Point cloud (previous frame) Pt , point cloud (current frame) Ps)
2: Output: Transformation between frames T , Global pose of camera Gn, Map M
3: Filter point clouds;
4: Uniformly down-sample Pt and Ps to approximately ≈ 4000;
5: Calculate normal vectors at each point in Pt and Ps;
6: Extract ROS keypoints from Pt and Ps as described in Algorithm 1;
7: Assign SHOT descriptors to each feature point in Pt and Ps;
8: Initially match the extracted keypoints between Pt and Ps using their descriptors;
9: Obtain the inliers (good matches) using MSSE and estimate the 6DOF transformation T
between the two consecutive frames;
10: Concatenate the estimated transformations to obtain a global pose of the camera Gn.
11: Transform and map (M) the points with respect to a global reference frame;
12: return T , Gn and M;
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depth precision the further the points are from the camera). We then uniformly sample the
point cloud (containing around 300,000 points) using a voxel grid in which the 3D space is
divided into many small 3D boxes (voxels). All points lying inside a box (with predefined
dimensions) are represented by their centroid. As a result, the minimum distances between
points in the point cloud are constrained and the total number of points are reduced. The point
cloud spatial resolution decreases the further the scene is from the RGB-D sensor. As such,
using a predefined voxel grid size results in point clouds with a varying number of points
in each frame, depending on the depth information in the scene (e.g. in our experiments,
point clouds consisted of around 2,000 to 7,000 points). To insure that the sampled points are
distributed fairly uniformly in different frames with varying depth, we assign a variable voxel
leaf size to every frame based on computing the point cloud resolution which is calculated by
finding the average distance between each point in the point cloud and its nearest neighbors.
The voxel leaf size can be calculated using the following equation:
ρ =C×ϕ (4.5)
where ρ is the voxel leaf size, ϕ is the calculated point cloud resolution and C is a predefined
constant. This constant is defined based on approximately how many points the user wishes
to obtain. In our experiments, the above procedure reduces the number of points to around
4000 points (using a constant factor of 11).
4.4.2 Normal Vector Estimation
We estimate the normal to a surface at a given point by fitting a plane to the point and its
neighbors in a variable search area that is calculated in a similar way to the method explained
in section 4.4.1. The search area is intentionally large to include points from adjacent surfaces,
therefore affecting the surface normals near edges and corners. By doing so, we differentiate
between the angles of normals lying entirely on a plane and those near corners and edges.
This concept is illustrated in figure 4.5 in which the effect of using a large search area is
demonstrated in the right image. We also want to note that we use the surface information
from the immediate neighborhood in the original dense point cloud to estimate the normal
vectors for the sampled points.
4.4.3 3D Keypoint Extraction and Matching
The process of constructing a descriptor vector, even for around 4000 points, and matching
these with their corresponding points from the previous frame is still computationally expen-
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Figure 4.5: Example of estimated surface normals for a subset of points using a small search
radius (left) large search radius (right) (Courtesy of and permission granted by Radu B.
Rasu [11]).
sive. To improve the computation efficiency, we need to find a way to reduce the number of
points without losing the information required for registration. To achieve this, we developed
an informative sampling scheme based on using ranked order statistics (described in section
4.3). After applying this method, the resulting point cloud would contain around 400 points.
A feature descriptor is then computed for each extracted keypoint. Our experiments showed
that SHOT descriptors [136] were the most accurate and efficient descriptors in comparison
to other state-of-the-art descriptors (see section 4.5.3). Matching was performed, using a
mutual consistency check, by finding the nearest neighbors in the descriptor vector space
from the source point cloud (at time t) to the target point cloud (at time t−1) and vice versa.
Only pairs of corresponding points that were mutually matched to each other were considered
as the initial correspondences.
4.4.4 Inlier Detection and Initial Transformation Estimation
Matching 3D keypoints between consecutive images using their descriptors usually results in
a number of false matches (outliers). To remove the effect of these false matches, we refine
the matches using a high breakdown point robust estimator (i.e. MSSE [86]) as mentioned
previously in section 3.3.3. After applying MSSE’s robust estimation approach for detecting
the best initial transformation and the residuals associated with that transformation, the inlier
group members are chosen by applying the condition (4.4) iteratively starting at i = k (initial
value of k corresponds to the assumed minimum percentage inliers) and incrementing this
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value at each iteration until the condition is met. In the final step, the transformation is
re-calculated using all the detected inliers.
4.4.5 Global Pose Estimation
The transformation that was calculated in the previous section describes the motion between
two RGB-D frames. In order to obtain a global pose of the camera with respect to a fixed
reference frame (the initial frame), we concatenate all the transformations up to the current
time using:
Gn = Gn−1Tn,n−1 (4.6)
where Gn−1 is the previous global transformation with respect to the pose of the initial
reference frame G0 at n = 1 and Tn,n−1 is the 6DOF transformation between the current
frame and the previous frame.
4.4.6 Global Optimization
The global pose estimation procedure described above concatenates the relative transforma-
tions between frames and provides visual odometry information. However, these frame to
frame estimates contain a small error due to noise and inaccuracies in the camera model.
Accumulation of those small errors increase the motion estimation error over time. In order to
reduce the accumulated drift and obtain a globally consistent trajectory and map, we employ
an open-source pose graph optimization framework g2o [148]. The graph model in this
framework consists of nodes that correspond to the camera poses and edges which represent
the constraints between the nodes, described by rigid-body transformations. The pose graph
model allows the formation of constraints between non-adjacent poses by re-observing the
same keypoints from different locations or re-visiting a previously seen region of the scene
(loop closures). Our implementation of the global optimization procedure is described in
detail below.
Node addition
In this step, a node is constructed and added to the graph. Each node consists of the global
camera pose of this frame with respect to a global reference frame and its index. To minimize
the computational burden, we do not store points/features for every node. We only store the
required information for a subset of nodes (key-frames). The key-frame selection procedure
is described in below.
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Edge addition
Each time a new node is added to the graph, an edge that connects this node with the previous
one is added to the graph. The edge describes the estimated rigid-body transformation (3.1)
between the two consecutive nodes. In addition, a matrix containing information about the
number of matches between the nodes is also stored.
Key-frame selection
The detection of loop closures and addition of constraints between non-adjacent nodes
is necessary for reducing the accumulated drift. In order to do so, the current frame is
required to be matched with previous frames. However, matching the current frame with
all the previous frames is computationally expensive especially as the map gets larger
(computational expense increases linearly with the number of estimates [139]). As such, in
order to reduce the computational burden, we select a subset of frames (“key-frames”) which
will be used for the detection of loop closures and the addition of non-adjacent constraints. A
number of methods exist for the selection of key-frames. The simplest form of key-frame
selection is to select every n-th frame. Kerl et al. [140] proposed a key-frame selection
method based on a differential entropy measure. Other solutions such as the one used by
Henry et al. [30] and Endres et al.[139] are to match the current frame with the previous
key-frame. A new key-frame is selected only when the number of inliers detected is below
a predefined threshold (making it a new scene). In order to improve the computational
efficiency and avoid the matching step between each frame and the key-frame, we add a
key-frame when the accumulated rotation or translation from the last key-frame exceeds a
predefined threshold (15 degrees in rotation or 25 centimeters in translation). For each key-
frame, we extract the ROS keypoints as described in section 4.3 and assign SHOT descriptors
to those points. The keypoints and their descriptors are stored with each key-frame.
Loop closure detection
Different methods have been proposed for loop closure detection as described in section 2.4.5.
In our approach, in order to increase the computational efficiency, we only match the newly
selected key-frame (since a key-frame is a representation of a number of adjacent frames)
with the stored key-frames instead of matching every frame to all the stored key-frames. A
loop closure is detected as follows. First, when a new key-frame is stored, we check if there
are previous key-frames with a global pose that is adjacent to the pose of this key-frame
(accumulated rotation and accumulated translation difference between the key-frames is less
than a predefined threshold). In the next step, only those adjacent key-frames resulting from
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the previous filtering step are matched with the new key-frame using the mutual consistency
matching and robust inlier detection procedures described in section 4.4.4 and 4.4.3. Note
that we have already extracted and stored the ROS keypoints (around 400 points) for each
key-frame and their associated descriptors. As such, we can directly match the key-frames
without performing the keypoint selection and the computationally expensive descriptor
assignment each time. Thus, increasing the computational efficiency significantly. Finally,
when a loop closure is detected (number of good matches identified by MSSE during the
transformation estimation between new key-frame and neighboring key-frames is greater
than a threshold) an edge containing the estimated transformation between the key-frames is
added to the graph.
Graph optimization
The goal of this optimization is to find the arrangement of poses that best satisfies those
constraints. Generally, this is a non-linear least squares optimization problem which can be
described as:
C∗ = argmin
C
∑
i,j
wi||Ci−Ti,jCj||2 (4.7)
where C∗ = C∗1...C
∗
n is a vector containing all the optimized camera poses (consisting off
x, y and z values) and Ti,j is the 6DOF rigid-body transformation between a node pair and
wi is a weighting factor based on the information matrix described above (Edge addition).
This minimization problem is solved by a non-linear optimization algorithm (i.e. Levenberg-
Marquardt). Figure 4.8 demonstrates the positive effect of the global optimization on the
global consistency of the mapping.
4.4.7 Map Representation
The previous global optimization step produces a globally consistent trajectory (i.e. each
node/frame is associated with an optimized global pose). In order to construct the map, first
we project the points (from the image frames) to 3D using the following equations:
X = (u− cx)∗Z/ fx (4.8)
Y = (v− cy)∗Z/ fy (4.9)
where (u,v) is the image coordinate of an extracted visual feature and (X ,Y,Z) is its projected
3D coordinate in the camera optical frame. Z is obtained from the depth image which is
provided by the Microsoft Kinect. fx and fy are the focal lengths in the horizontal and
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Figure 4.6: Three views of a constructed 3D map of an open office area using the proposed
3D registration and mapping algorithm.
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vertical axes, respectively and (cx,cy) is the 2D coordinate of the camera optical center.
This is followed by transforming the projected points to a common reference frame using
the optimized trajectory. In order to reduce the computational burden of storing all points
provided by the Microsoft Kinect (307,000 points for each frame), we randomly down-
sample each point cloud into 5000 points. Finally, the map is represented as a coloured point
cloud. Figure 4.6 shows a reconstructed 3D map of an office environment using the proposed
method while figure 4.8 compares a map of the same area with and without loop closure and
global optimization.
4.5 Experimental Results
We evaluated the performance of the proposed 3D registration and mapping method by
comparing it with the state-of-the-art techniques. All methods were implemented using
a Dell Precision M3800, powered by an Intel i7-4702HQ processor, 16 GB of RAM and
running on Ubuntu 12.04. The Robot Operating System (ROS Hydro) [166] and PCL
1.7 [165] were used for perception and 3D geometry processing. We used a Microsoft Kinect
for capturing RGB-D data which operates at a frame-rate of 30 fps in VGA resolution mode.
All of the experiments were conducted at typical university offices, which contain many
texure-less objects (e.g. plain walls). We performed 7 trials for each method and averaged
the calculated results and errors. Since we do not have a ground truth trajectory of the
camera when using our own datasets, we calculated the rotational and translational errors by
returning the camera to the initial (known) location. This procedure is described in detail in
section 4.5.4. For the evaluation using the public datasets, we used the provided ground truth
information which is recorded using a high accuracy motion capture system.
4.5.1 ROS Keypoint Repeatability Evaluation
The most crucial characteristic of a keypoint extraction method is its repeatability, which
is defined as the ability to extract the same set of corresponding points from different point
clouds (differences may be due to noise, view point change, occlusion or a combination
of the previous factors [170]) of an overlapping scene. The repeatability of the proposed
keypoint extraction method is evaluated using the relative repeatability measure described
in [170] and outlined below.
• In the first step, we transform the set of keypoints ks extracted from the source point
cloud Ps according to the ground-truth rotation and translation (Rst , Tst) that aligns the
source point cloud Ps and the target point cloud Pt . We then check for the presence
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of points in Pt in a predefined neighborhood (1 x source cloud resolution) of the
transformed keypoints. If at least one point is present in Pt in this a neighborhood, the
keypoint extracted from Ps is added to a set Ost . Finally, the cardinality of this set is
calculated.
• In the second step, we calculate the absolute repeatability by first transforming the
set of keypoints ks according to the ground-truth rotation and translation (Rst , Tst).
The transformed keypoint kis is said to be repeatable if the distance from its nearest
neighbor, k jt , in the set of keypoints extracted from the target pointcloud Pt is less than
a threshold ρ (2 x source cloud resolution):
|Rstks+Tst − kt |< ρ. (4.10)
The absolute repeatability is obtained by calculating the cardinality of the set of
repeatable points REks .
• Finally, in order to take into account the amount of overlap between Ps and Pt in the
repeatability measure, the relative repeatability r is calculated using the following
equation:
r =
|REks|
|Ost | . (4.11)
In this evaluation, we compared the repeatability of our method to the state-of-the-art keypoint
extraction methods. In all of the experiments, we first measured the relative repeatability by
extracting keypoints from two different (aligned) point clouds of the same office scene. We
then calculated the relative repeatability using two misaligned point clouds (angle difference
between point clouds = 5◦, 15◦, and 20◦). The results of this comparison are shown in figure
4.7. The results show that our method obtained the highest relative repeatability scores when
compared to other state-of-the-art-methods.
4.5.2 Point Cloud Pre-processing Evaluation
Evaluating the registration using different pass-through filter depth limits
In order to evaluate the effect of point cloud pre-processing on the registration, we compared
the accuracy of the registration using different pre-processing parameters. We first evaluate
the effect of applying a pass-through filter (removing points that are further than a certain
distance from the camera) at different depth limits. In these experiments, we rotated the
Microsoft Kinect counter clockwise until it was back to to its original position (360◦).
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Figure 4.7: A comparison between the relative repeatability of different keypoint extraction
methods measured using misaligned point clouds. The misalignment angles = 0◦, 5◦, 15◦,
and 20◦.
During this process, the point clouds were acquired, registered, mapped and a global pose
of the camera was estimated online. For this evaluation, we used the registration procedure
explained in section 4.4 and set the number of ROS keypoints to 450. We set the camera’s
initial pose to the identity matrix. Since the camera is returned back to the exact original
position (using markers), we evaluated the accuracy of all methods by calculating the average
translational error (in the x, y and z directions) in meters and average rotational error (roll,
pitch and yaw angles) in degrees with reference to the initial pose. We also calculated the
average time of the registration process in seconds and compared the point cloud sizes before
and after uniform sampling. The depth limits that we compared were: no limit (no filtering),
6m, 5m, 4m, 3m, and 2m. The rotation and translation accuracy for different depth limits are
illustrated in figure 4.9 and the full results are outlined in table 4.1. The results show that
the accuracy of the registration increases when far away points are excluded. We found that
filtering points that are further than 4m generally provide the best accuracy. Notice that both
the rotation and translation accuracy begin to decrease as we reduce the depth limit to 3m
and 2m respectively. This could be a result of loosing important information that is useful for
registration (e.g. using a 2m depth filter results in a point cloud containing only 1908 points
after uniform sampling). Also, there is no significant computational time reduction when
reducing the depth limit (except for 2m), the main reason is that the resultant point cloud after
this operation is sampled to 450, and then only those points are used for feature descriptor
assignment and matching, which are the most computationally expensive procedures in the
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(a) (b)
Figure 4.8: Example of a reconstructed map of an office scene (a) with (b) without loop
closure and global optimization. The loop closure and global optimization step has been able
to correct the drifts in the reconstructed map.
registration process (combined, these procedures account for approximately 55% of the
total registration process time). Figure 4.10 shows the percentage of time consumption
by each procedure. Note that uniform sampling accounts for approximately 20 %, which
explains why the process time was significantly reduced when using the 2m depth filter (the
point cloud size was only 169,030, which is significantly less than the point cloud size after
applying the 3m depth filter).
Evaluating the effect of using a variable vs. fixed voxel size on the point cloud
As mentioned in section 4.4.1, we use a variable voxel size for the uniform sampling
step. In order to evaluate the effect of using a variable voxel size compared to a fixed one,
we performed the proposed registration method on the rotation sequence described in the
previous section and set the pass-through filter depth limit to 5m. In this experiment, we are
mainly interested in comparing the variance of the point cloud sizes (after uniform sampling)
captured by different frames in this sequence and comparing the registration process time.
The results of this experiment are outlined in table 4.2. The results show that when using
a variable size, the standard deviation of the point cloud sizes after uniform sampling is
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Figure 4.9: Accuracy of the registration using different depth limits.
Table 4.1: Comparison of the accuracy of registration using different pass-through filtering
depths. The results are averaged over 7 trials.
Depth Trans. Rot. Registration Cloud Sample
limit error(m) error(◦) time(s) size size
No filter 0.176±0.063 7.064±2.898 0.127 307000 5660
6 m 0.141±0.066 7.180±1.888 0.120 283168 5578
5 m 0.115±0.034 6.878±3.137 0.117 279228 4753
4 m 0.118±0.043 3.311±1.988 0.117 267692 4078
3 m 0.149±0.042 6.994±1.878 0.115 256526 3809
2 m 0.434±0.029724.294±9.014 0.075 169030 1908
reduced by about 60%. In other words, the point cloud sizes did not vary as much in different
frames (which contain different point cloud resolutions depending on how far the points
are from the camera) when compared to using a fixed voxel size. Also note that since we
are extracting ROS keypoints after uniform sampling, there is no significant process time
difference between using a variable vs. fixed size. However, if we use all the uniform
sampled points for registration (instead of the ROS keypoints), the process time is reduced
by approximately 21% when using a variable voxel size .
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Figure 4.10: Percentage of time consumed by each individual process in the registration
procedure.
Table 4.2: Comparison of the point clouds using a variable vs. fixed voxel size.
Method Average No. Min No.Max No. Standard Reg. time Reg. time
of points of pointsof pointsbfdeviation (ROS) (Uniform Sampling)
Variable size 3999 2831 5274 523 0.117s 1.989s
Fixed size 4144 2130 7031 1320 0.118s 2.409s
Table 4.3: Accuracy comparison between offline 3D registration methods using different 3D
descriptors for the rotation only sequence. The results are averaged over 7 trials.
Method Trans. Rot. Registration
error(m) error(◦) time(s)
PFH 0.375±0.03111.388±0.5521 10.939
FPFH 0.189±0.045 10.347±2.899 0.346
3DSC 0.417±0.051 12.467±1.178 5.409
USC 0.221±0.129 8.011±2.960 2.168
SHOT 0.129±0.044 5.880±1.041 0.154
4.5.3 3D Descriptors Evaluation for Point Cloud Based SLAM
In this experiment, we compared the accuracy of registration using the state-of-the-art 3D
descriptors. In all of the experiments, we used the proposed registration method described in
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Table 4.4: Accuracy comparison between online 3D registration methods using different 3D
descriptors for the rotation only sequence. The results are averaged over 7 trials.
Method Trans. Rot. Registration
error(m) error(◦) time(s)
FPFH 0.182±0.0763.949±1.019 0.331
SHOT 0.122±0.0571.968±1.048 0.154
Table 4.5: Comparison of the accuracy of 3D registration using different keypoint extraction
methods for the rotation only sequence. Translational errors are in meters, rotational errors
are in degrees and times are in seconds. The results are averaged over 7 trials.
Method Trans. Rot. ExtractionRegistrationNumber of
error error time time points
ROS 0.086±0.01 2.2±0.76 0.0091 0.12 400
SIFT3D 0.118±0.023.12±1.73 0.295 0.45 402
ISS keypoints 0.135±0.04 8.9±3.11 0.018 0.09 160
Covariance samp.0.304±0.0717.4±6.46 0.0065 0.113 453
Uniform samp. 0.107±0.025.65±2.51 0.0015 0.102 365
Table 4.6: Comparison of the accuracy of 3D registration using different keypoint extraction
methods for the rotation + translation sequence. Translational errors are in meters, rotational
errors are in degrees and times are in seconds. The results are averaged over 7 trials.
Method Trans. Rot. ExtractionRegistrationNumber of
error error time time points
ROS 0.134±0.03 3.6±1.41 0.0078 0.112 400
SIFT3D 0.147±0.03 4.82±2.12 0.28 0.404 393
ISS keypoints 0.26±0.06 7.6±3.73 0.018 0.09 157
Covariance samp. 0.22±0.08 10.83±2.92 0.0056 0.112 450
Uniform samp. 0.19±0.07 4.5±1.41 0.0014 0.102 367
section 4.4. We fixed all parts of the system and only changed the descriptor method. We
evaluated the performance of the methods using the rotation sequence described in section
4.5.2 and used the recommended default descriptor parameters. The descriptor methods were
Point Feature Histogram (PFH) [11], Fast Point Feature Histogram (FPFH) [134], 3D Shape
Context (3DSC) [135], Unique Shape Context (USC) [136] and Signatures of Histograms of
Orientations (SHOT) [136]. Section 2.4.2 provides an overview on these descriptors.
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Table 4.7: Accuracy comparison of 3D registration methods using the rotation only sequence.
The results are averaged over 7 trials.
Method Trans. Rot. Registration
error(m) error(◦) time(s)
Proposed registration 0.086±0.01 2.2±0.76 0.12
SIFT3D+SAC-IA+ICP 0.122±0.034.667±1.63 0.68
SIFT3D+pre-rejective RANSAC0.305±0.1413.92±5.72 0.65
Table 4.8: Accuracy comparison of 3D registration methods using the rotation + translation
sequence. The results are averaged over 7 trials.
Method Trans. Rot. Registration
error(m) error(◦) time(s)
Proposed registration 0.134±0.03 3.6±1.41 0.112
SIFT3D+SAC-IA+ICP 0.151±0.04 6.5±2.52 0.68
SIFT3D+pre-rejective RANSAC 1.44±0.27 29.8±22.68 0.65
Some of the above descriptors are computationally expensive, and as such, would not be
suitable for cases with fast camera movement. Thus, we performed two experiments: offline
and online. The results of the offline evaluation are outlined in table 4.3. The results of
this experiment show that both FPFH and USC are indeed an improvement over PFH and
3DSC, respectively. FPFH significantly improves the computational efficiency by a factor
of 31 when compared to PFH. Whereas USC improves the efficiency by a factor of 2.6.
FPFH improves the translational and rotational registration accuracy by 49.6% and 9.1%
respectively in comparison to PFH. USC also improves the translational and rotational
registration accuracy by 47% and 35.7% respectively when compared to 3DSC. Overall,
SHOT descriptors significantly outperformed all of the other descriptors both in terms
of accuracy and computational efficiency. As can be seen in table 4.3, PFH, 3DSC and
USC have relatively high processing times. As such, it was not possible to perform online
registration with these methods and we only compared the methods that were able to perform
the online registration process. Those methods were FPFH and SHOT descriptors. The
results of the online registration comparison are outlined in table 4.4. The results show that
SHOT descriptors outperforms FPFH both in terms of registration accuracy and efficiency.
SHOT improves the translational and rotational accuracy by 32.9% and 50% respectively
and improves the computational efficiency by 53.4% when compared to FPFH.
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Table 4.9: Registration comparison using a sparse point cloud vs. a denser point cloud. The
results are averaged over 7 trials.
Method Trans. Rot. RegistrationNumber of
error(m) error(◦) time(s) points
Proposed registration 0.086±0.01 2.2±0.76 0.12 400
Uniform sampling 0.006±0.0042.2±0.54 2.88 6205
Table 4.10: Comparison of the accuracy of registration with and without global optimization
and loop closure using the rotation + translation scene. The duration of this sequence is
37.71s. The results are averaged over 7 trials.
Method Trans. Rot. Registration
error(m) error(◦) time(s)
Method without global optimization0.134±0.03 3.6±1.41 0.112
Method with global optimization 0.02±0.007 1.4±0.29 0.157
RGBD-SLAM v2 0.102±0.032.24±1.23 0.4
4.5.4 Registration Accuracy and Efficiency Comparison Using Different
Keypoint Extraction Methods
In this experiment, we compared the accuracy of registration using our proposed keypoint
extraction and some of the best available methods. In the first experiment, we used the
rotation sequence described in section 4.5.2. In the second experiment, the Micosoft Kinect
was rotated 180◦, then translated for 1.5 meters, followed by another 180◦ rotation and
finally translated back to its original position. The compared methods are: SIFT3D [165],
ISS keypoints [169], geometrically stable points [168] (covariance sampling) and uniform
sampling (we set a large search radius to obtain around 400 points). We compare the average
translational error, average rotational error and average time of the registration process.
In addition to these measures, we also compared the average keypoint extraction time (in
seconds) and average number of extracted keypoints. The results of both experiments are
outlined in tables 4.5 and 4.6. The results show that our proposed method significantly
outperforms the other methods in terms of both the translational and rotational accuracy. In
terms of computational efficiency, our method was slightly slower than covariance sampling
and uniform sampling. However, this does not significantly affect the registration efficiency,
as those methods required similar times for registration. Our experiments show that SIFT3D
was the most computationally expensive keypoint extraction algorithm.
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Table 4.11: Comparison of the accuracy of registration with and without global optimization
and loop closure using the multiple rotation scene. The duration of this sequence is 48.4s.
The results are averaged over 7 trials.
Method Trans. Rot. Registration
error(m) error(◦) time(s)
Method without global optimization0.138±0.05 8.5±1.84 0.122
Method with global optimization 0.01±0.003 0.65±1.41 0.288
RGBD-SLAM v2 0.01±0.0063.396±1.12 0.44
Table 4.12: Evaluation of different key-frame selection criteria on the registration procedure.
Trans.-Rot. Trans. Rot. No. of Total No. of Key-frames to Registration
threshold error(m) error(◦) key-frames frames frames ratio time(s)
No threshold 0.011±0.001 0.423±0.172 116 116 1 1.325
0.07 m - 5◦ 0.025±0.001 0.929±0.413 62 116 0.534 0.648
0.1 m - 7◦ 0.022±0.002 0.586±0.264 53 130 0.407 0.553
0.2 m - 10◦ 0.021 ±0.007 0.560±0.172 54 150 0.360 0.489
0.25 m - 15◦ 0.026±0.008 0.760±0.243 32 160 0.200 0.312
0.3 m - 25◦ 0.056±0.047 2.212±1.862 27 164 0.164 0.300
4.5.5 Registration Comparison Using Sparse Keypoints vs. a Denser
Point Cloud
In this experiment, we demonstrate the effectiveness of our informative sampling keypoint
extraction method by comparing its registration accuracy and computational efficiency with
another method that uses a much denser point cloud for registration using the rotation
sequence described above. The point cloud was processed as it was described in section
4.4.1. Table 4.9 shows the results of this experiment. The results show that our method was
able to achieve a very similar accuracy, despite using only 6.4% of the processed point cloud
points and 0.13% of the original point cloud. The computational time for registration was
significantly improved by a factor of 24.
4.5.6 Comparison of Different Registration Methods
In this experiment, we evaluated the performance of our registration method by comparing
it to two state-of-the-art registration techniques using the two sequences mentioned above.
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(a)
(b)
Figure 4.11: Visualization of the absolute trajectory error (ATE) which was calculated after
performing our proposed method on the: (a) ‘freiburg3_structure_texture_near’ sequence (b)
‘freiburg3_structure_no_texture_far_’.
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In the first of the compared methods, SIFT3D keypoints were extracted and matched using
SHOT descriptors (simply because those were shown to outperform other methods [171]).
Then SAC-IA [134] (a sampling consensus method that is similar to RANSAC but instead of
selecting random samples between the source and target clouds, samples are selected based on
points with the most similar feature histograms) was applied for rejecting false matches and
initial transformation estimation, followed by ICP (in order to achieve real time performance,
we performed ICP on the uniformly sampled point cloud instead of the full point cloud) for
refining the initial transformation. The second compared method uses SIFT3D keypoint
extraction and matching, followed by a pre-rejection RANSAC algorithm [138]. This method
adds an additional verification step to the standard RANSAC algorithm which eliminates
some false matches by analyzing their geometry. Tables 4.7 and 4.8 show the results of those
comparisons. Our proposed registration method significantly outperforms the other methods
both in terms of accuracy and computational efficiency.
4.5.7 Evaluation of Global Optimization
In this experiment, we compared the performance of the proposed mapping method with
and without global optimization in terms of accuracy and efficiency. In the first comparison,
we performed the mapping method on the translation and rotation sequence described in
section 4.5.4. In the second experiment, we used a sequence that is similar to the rotation
only sequence described in section 4.5.4. However, the Microsoft Kinect is rotated 1080◦ and
back to its original position (full rotation×3). The reason behind rotating the Kinect multiple
times is that we wanted the drift to be significant for this evaluation (since 1 rotation does not
result in a very large drift) in order to showcase the effect of global optimization and loop
closure detection. The results of those comparisons are outlined in tables 4.10 and 4.11. The
results show that the average registration error was reduced by around 85.7% and 92.7% for
the first and second experiments, respectively. However, the average time of registration was
increased by 40.1% in the first experiment and 136% in the second experiment. In the first
experiment, the average number of nodes and keynodes that were added to the pose graph
was 180 and 40 respectively, and the number of detected loop closures was 78. In the second
experiment, the average number of nodes and keynodes were 144 and 89 respectively. The
average number of loop closures detected was 389, which was much higher than the number
of loop closures detected in the first sequence. The reason is that the Microsoft Kinect was
rotated multiple times and re-observed the same scene many times. As a result, 389 additional
constraints were added to the pose graph, which explains the 136% increase in registration
time when mapping this sequence. Figure 4.8 shows a top view of the reconstructed maps
with and without employing global optimization. The figure clearly shows that the addition
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of global optimization reduces the drift and produces a more globally consistent map. Finally,
the above results were compared with the state-of-the-art RGBD-SLAM v2 [139] method
(using the default parameters) which also utilizes the g2o framework. The results are outlined
in tables 4.10 and 4.11. The results show that the proposed method (with global optimization)
outperforms RGBD-SLAM in both accuracy and efficiency using the two aforementioned
sequences.
4.5.8 Evaluation of Key-frame Selection Criteria
As described in section 4.4.6, a key-frame is selected when the accumulated translation
or rotation exceeds a certain threshold. We evaluated the performance of the registration
algorithm using different translation/rotation combinational thresholds using the rotation
only sequence. In the first experiment, no threshold was used, in other words, all frames
were used in the global optimization. We then evaluated the following translation/rotation
thresholds: 0.07m/5◦, 0.1m/7◦, 0.2m/10◦, 0.25m/15◦ and 0.3m/25◦. The results of this
experiment are outlined in table 4.12. The most accurate results are unsurprisingly the ones
obtained by using all the frames in the optimization. However, this approach increases the
computational complexity of the system significantly and makes it unsuitable for real-time
applications (computational time is 1.325s - less than a frame/second ). The following
4 thresholds combinations (up to 0.25m/15◦) provided comparable registration accuracy.
However, the computational time decreased as we increased the thresholds. For instance,
the computational time when using the 0.25m/15◦ threshold combination is 51.8% lower
than using the 0.07m/5◦ threshold combination, since only 20% of all frames are selected as
key-frames, as opposed to 64.8% of all frames. Also note that when selecting the 0.3m/25◦
threshold combination, the translational and rotational accuracy is reduced by 53% and 65%
respectively when compared to the 0.25m/15◦ threshold. This is due to the key-frames being
too far apart and as such, the matching between key-frames was reduced (which results in
less constraints in the pose graph). We also experimented with larger thresholds, but we
found that anything higher than the 0.3m/25◦ threshold combination results in no additional
non-adjacent constraints being added to the pose graphs. This results in a system with similar
registration accuracy to the registration method that does not employ global optimization,
but with the added computational expenses of the global optimization procedure.
4.5.9 Proposed Method Evaluated Using Public RGB-D Dataset
We evaluated the performance of the proposed 3D SLAM method using the publicly available
RGB-D benchmark provided by the Technical University of Munich [172]. The datasets
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contain various scenes captured by an RGB-D camera and provide very accurate ground truth
information that was obtained by an external motion capture system. For the evaluation of
the compared methods, we utilize the absolute trajectory error ATE metric provided by [172]
in which the absolute distances between the estimated and ground truth data are calculated.
Given a sequence of camera poses from the estimated trajectory P1, . . . ,Pn ∈ SE(3) and
from the ground truth trajectory Q1, . . . ,Qn ∈ SE(3), the ATE at time-step i can be obtained
using the following equation:
AT Ei = Q−1i SPi (4.12)
where S denotes the rigid body transformation that aligns the coordinate frames of Pi and Qi.
We then calculated the mean and median errors over all time indices n of the translational
components of the ATE:
¯AT E =
1
n
n
∑
i=1
||trans(AT Ei)||. (4.13)
An example of the absolute trajectory error between the estimated trajectory (using the
proposed method) and ground truth data is illustrated in figure 4.11. For this evaluation,
we performed the proposed SLAM method using the scenes available from the “freiburg3
structure vs. texture” category and compared it with the RGBD-SLAM v2 (using the default
SURF keypoints and descriptors). Table 4.13 shows a summary of the results of this experi-
ment. We first evaluated both methods using the ‘freiburg3_structure_notexture_near’ and
‘freiburg3_structure_notexture_far’ sequences. Both sequences are captured by moving the
sensor along a zig-zag structure that is built from wooden panels and contains very limited
visual information. As we expected, our method clearly outperforms the RGBD-SLAM v2
method using those sequences since RGBD-SLAM only uses visual information for registra-
tion. We then evaluated both methods using the ‘freiburg3_nostructure_texture_near_withloop’
sequence which is captured by moving the Microsoft Kinect over a highly textured planar
surface. Due to the very limited structure information in this scene, our method struggles
registering this sequence and the RGBD-SLAM v2 method clearly outperformed our method.
We then used the ‘freiburg3_structure_texture_near’ and ‘freiburg3_structure_texture_far’
sequences, which consist of moving the camera along a zig-zag structure that is fully wrapped
in a colorful plastic foil. In the first of the aforementioned sequences, the performance of
both methods was very comparable, with the RGBD-SLAM v2 method having the slight ad-
vantage. For the second sequence, our method significantly outperformed the RGBD-SLAM
method since RGBD-SLAM seems to fail around the 15s mark due to a false loop closure
which disrupts and breaks the registration process. The RGBD-SLAM v2 fails to recover
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from this, which results in a very high ATE. We repeated this experiment many times and
also tried using RGBD-SLAM’s other recommended keypoints (SIFT and ORB), resulting
with the same failure each time. We then evaluated both methods using the ‘freiburg1_xyz’,
‘freiburg1_desk’ and ‘freiburg1_desk2’ sequences. All of those sequences are captured by
moving the camera in a postgraduate office environment and contain varying amounts of
structure and texture information. In addition, the ‘freiburg1’ sequence is challenging due to
fast camera motions. The performance of both the compared methods using these sequences
is comparable, with our method having the advantage in first sequence and the RGBD-SLAM
v2 having the slight advantage in the last two. Also note that at around 9 seconds in the
‘freiburg1_desk2’, the camera is moved over a planar table containing very little structure,
which results in a slight misalignment. This explains the relatively high ATE of the proposed
method when using this sequence. In such cases (where there is a lack of either texture
of structure information), it might be better to use a combination of texture and structure
information. This is something we would like to add to our method in the future.
4.6 Conclusion
In this chapter, we presented a novel real-time 3D SLAM system that uses only the depth
information provided by RGB-D sensors, without relying on texture information. As such,
our method is well suited to perform localization and mapping in texture-less environments
commonly encountered in both office and industrial buildings. Since registration using
the dense point cloud is a very computationally expensive operation, we propose a novel
sampling scheme that informatively selects the points carrying the most useful information
using the statistical analysis of their flatness. We showed that the proposed keypoint extraction
method outperforms other state-of-the-art methods in terms of accuracy and repeatability and
performs comparably in terms of efficiency. We also showed that our proposed registration
method is faster and more accurate compared to other well-known registration methods.
Having said that, depth only registration methods struggle when registering scenes with very
little structure. As such, we plan on aiding the depth information with visual information
when available.
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Table 4.13: The median, mean and standard deviation of the absolute trajectory error (ATE)
between the estimated trajectory and the ground truth data for the proposed and RGBD-
SLAM v2 methods. The results are averaged over 7 trials.
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Chapter 5
Robust 3D SLAM by Fusing Photometric
and Geometric Information Using Rank
Order Statistics
5.1 Introduction
As mentioned in previous chapters, robots face a very important and challenging task in
autonomously navigating previously unknown environments. This has motivated many
researchers around the world to provide localization and mapping solutions that allow robots
to accomplish such tasks accurately and safely. One of the significant challenges posed is to
solve SLAM in structure-less and texture-less environments. In Chapter 3, we outlined the
problem in which a robot is required to localize itself in a dark environment or in situations
where the visual visibility is hindered (e.g. due to smoke in firefighting situations). We
proposed using the IR image to extract visual information to deal with the variations in
lighting conditions. In Chapter 4, we proposed a SLAM method that only uses the structure
information that is provided by an RGB-D sensor, thus allowing it to map scenes containing
limited texture. However, since only depth information is used, this method would fail when
mapping environments with low structure.
In this chapter, we outline the problem of 3D SLAM in an environment that may be limited
with either texture or structure information. Such scenes are very common, for instance,
re-constructing a plain box with limited texture is a very difficult task for photometric
information based methods, whereas the edges and the corners of the box provide valuable
structure information that may be used for registration. On the other hand, a flat wall
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Figure 5.1: A system overview of the proposed SLAM method.
containing colorful posters has significant visual features and very little structure information.
As a result, depth only methods would fail mapping such scenes. Photometric and geometric
information can be complementary to one another and as such, the main contribution of this
chapter is a method that fuses both kinds of information in the scene, using a novel weighting
algorithm that employs a robust rank order statistics estimation method [86]. In addition we
propose a new loop closure detection method that uses an adaptive threshold instead of a fixed
threshold, and is very suitable for detecting loop closure with varying type and amount of
information. Another major contribution is the proposal of a novel method for 3D geometric
feature extraction based on an informative sampling scheme using ranked order statistics.
The method is able to exploit the geometric information of the points and their neighbors
to identify points that carry the most useful information. We call the points resulting from
the geometric informative sampling scheme: Informatively Sampled 3D (IS3D) features. An
overview of the proposed system is shown in 5.1.
5.2 Related Work
Minimizing a geometric error between 3D points is a class of algorithms known as the
iterative closest point (ICP) [59], and many variations of this method have been developed
over the years [173]. ICP alternates between finding temporary point correspondences and
updating motion parameters until convergence [174]. One of the first methods to utilize
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(a) (b)
(c) (d)
Figure 5.2: Reconstructed 3D models obtained by mapping the proposed methods in all
different types of scenes (a) fr3 (Structure - No texture) sequence (b) fr3 (No structure -
Texture - Near) (c)(d) fr3 (Structure - Texture - Near).
geometric and photometric information was proposed by Morency et al. [175] in which they
presented a registration framework for tracking 3D pose from noisy 3D stereo images. Their
approach integrated the tracking ability of a gradient based normal flow constraint with the
ICP algorithm. Tykkala et al. [174] proposed an RGB-D based visual odometry system that
uses the depth map in combination with a direct photometric cost function. Similarly, Kerl et
al. [140] proposed a method that uses photometric and geometric information for RGB-D
registration. They noted the issue of heuristically weighting the contribution of photometric
and geometric information, as such, they proposed a method that automatically computes the
weights, based on the covariance of the photometric and geometric pixel residuals. In their
implementation, they use all the points for registration and optimize both intensity and depth
errors. In contrast to their method, we select only a subset of the points for registration (since
using the dense point cloud for descriptor based matching is computationally expensive) and
both photometric features or geometric features, and weight them based on the information
available in the scene. Daoudi et al. [176] and Druon et al. [177] also used both photometric
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and geometric information for registration by adding color information to the ICP algorithm.
However, since ICP only works when there is a good initial alignment, we advocate the use
of geometric and photometric features for registration.
5.3 Registration and mapping
5.3.1 Photometric and geometric feature fusion
The main idea is to combine both photometric and geometric information obtained by the
RGB-D sensor. This allows the proposed method to map environments with limited texture
or limited structure. The fusion procedure is described in more detail in section 5.3.6. In
the following sections, we will describe the photometric and geometric features used in this
method.
5.3.2 Photometric features
We use ORB [63] for the extraction of visual features because these are FAST features [58]
that include orientation information in addition to an intensity component. Furthermore,
ORB results in multi-scale features since it employs a scale pyramid of the image and extracts
features at each level. ORB also uses a feature descriptor based on BRIEF descriptors [133]
which relies on effectively classifying image patches based on a relatively small number of
pairwise intensity and orientation comparisons. Based on this comparison, binary strings
are constructed which define a region surrounding a feature. ORB has been shown to be
approximately two times faster than SIFT, while achieving comparable accuracy [63]. Note
that the detected visual features are associated with 3D information provided by the RGB-D
sensor. This information will later be used for the motion estimation between frames. The
following step (explained in section 5.3.3) is required for geometric features extraction.
5.3.3 Point cloud pre-processing and normal vector estimation
We apply the same pre-processing steps described in section 4.4.1 for removing distant points
(which may result in deteriorating the accuracy of the registration estimation due to the
decrease in the depth precision of the Microsoft Kinect) and sampling the point cloud using
a voxel filter with an adaptive voxel leaf size. For each sampled point, we estimate a normal
vector using the same method described in 4.4.2. As mentioned previously, we intentionally
select a large search area to include points from adjacent surfaces in order to differentiate
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between the angles of normals lying on planes and those near corners and edges. This step is
necessary for the extraction of geometric features.
5.3.4 Informatively sampled 3D features
The proposed feature extraction technique aims to informatively down-sample the point cloud
into a subset of points such that only points that are not part of any dominant orientation group
(a group of points with similar normals) are selected as feature points. The segmentation of
points into orientation groups is performed using the robust model fitting based segmentation
method described in section 4.3.1. In this application, the segmentation involves models
with one parameter and every data point (i.e. calculated normal at a particular location) is
a hypothesized model. First, we need to find an orientation that is shared by a predefined
percentage of points k. To find this orientation, we randomly select n normals (vectors)
associated with the down-sampled point cloud containing m vectors, and then the angle dif-
ferences between the randomly selected normals and all the remaining normals are calculated
using the following equation:
ri, f = arccos(pi.q f ) for i = 1, ...,n and f = 1, ...,m (5.1)
where ri, f is the angle between two normal vectors pi and q f and is called the residual. The
m residuals associated with each hypothesis normal are then squared, sorted in an ascending
order and stored as a row in an n×m matrix. Having set the k, then the orientation associated
with the least k-th order squared residual is chosen as the first dominant orientation (θd1).
Using the residuals of that orientation, the selected feature points that are not included in any
dominant normal orientation group are obtained by checking the condition (4.4).
Figure 5.4 illustrates this concept in which both sides of (4.4) are plotted. In this example
we segmented the point cloud (which was captured by a Microsoft Kinect of an indoor
office scene) into three groups. The first group includes points that have very small residuals
(their normal orientations are similar to θd1). The second group contains the feature points
that are our interest, since the condition in (4.4) is met. It can be seen that for points in
the third group, |ri+1|< Tσi, which means that another structure (dominant orientation) is
present starting from the second detected transition point l′. In this example, the residual
values of this group correspond to an angle difference of around 90◦ from the first dominant
orientation θd1. Since the frames are captured in an office environment, it is dominated
by planes that are either parallel or perpendicular to each other (which explains the ≈ 90◦
angle difference between the dominant orientations). Points lying on those planes contain
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(a) (b)
Figure 5.3: A comparison between different sampling techniques. The point clouds after:
(a) uniform sampling (b) IS3D sampling. Note that points on the plane which are likely
ill-conditioned for point based registration are removed using the proposed sampling method.
Only points with significant local curvature are preserved.
redundant information and are ill-conditioned for registration purposes. As such, using these
points for registration can deteriorate the estimation outcome. Thus, we are interested in
points included in the second group, since they correspond to corners, edges and surfaces
containing significant local curvature. These points carry useful information for registration
purposes. Note that in the case of the availability of only one major orientation group, the
feature points are chosen to be the outliers of that orientation group. The feature extraction
algorithm is described in detail in algorithm 3. An example of 3D features extracted from a
scene using the proposed method is shown in figure 5.3.
5.3.5 Feature Matching
Matching between visual feature descriptors (ORB) is implemented by finding the nearest
neighbor using the efficient Hamming distance [63]. As for geometric 3D features, the
process of assigning a descriptor vector, even for a small sample of the point cloud (described
in section 5.3.3), and matching those with their correspondences is computationally expensive.
This was the motivation for introducing a novel informative sampling scheme based on using
ranked order statistics (described in section 5.3.4) in which only points carrying useful
information are used. This procedure results in a point cloud that contains approximately
400 points only. A 3D descriptor is then computed for each extracted 3D point. We found
that SHOT descriptors [136] were the fastest and provided the most accurate matches in
comparison to some of the other well-known descriptors [4]. Matching SHOT descriptors
was performed by finding the nearest neighbors in the descriptor vector space using a KD
tree search algorithm. We used a mutual consistency check for matching both photometric
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Algorithm 3 Step-by-Step Algorithm of Proposed Feature Extraction Method
1: Input: Point cloud with Normals Pn
2: Output: Sampled Point cloud Pd
3: Initialize and clear matrix α;
4: Initialize a k− th order based on the assumed minimum percentage of points included in
the first structure;
5: for i = 1 to n do
6: Randomly select a point from the point cloud Pi;
7: for j = 1 to length(Pn) do
8: Calculate angle between normals (r j) of Pi and Pj;
9: Add r2j to the ith row and jth column of matrix α;
10: end for
11: Sort the elements of row i of matrix α in an ascending order.
12: end for
13: Find the normal orientation that corresponds to the least k′-th order residual of matrix α .
14: Apply the MSSE constraint (4.4) to find the 2 transition points (updated k′) and (l′) that
separate the 3 groups;
15: Store indices associated with points that have |ri+1|< Tσi (group 2) into indices vector
KIndices;
16: Store points from Pn associated with KIndices into Pd;
17: return Pd;
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Algorithm 4 Step-by-Step Algorithm of Proposed 3D Registration and Mapping Method
1: Input: Depth image (previous frame) dt , Depth image (current frame) ds, RGB image
(previous frame) ct , RGB image (current frame) cs, Key-frames
2: Output: Transformation between frames T , Global pose of camera Gn, Map M
3: Extract ORB features from ct and cs;
4: Obtain target (Pt) and and source (Ps) point clouds using the depth images, (4.8) and
(4.9);
5: Filter point clouds;
6: Uniformly down-sample Pt and Ps to ≈ 5000points;
7: Calculate normal vectors at each point in Pt and Ps;
8: Extract IS3D features from Pt and Ps as described in Algorithm 3;
9: Assign SHOT descriptors to each feature point in Pt and Ps;
10: Assign ORB descriptors to each extracted feature point from source and target frames;
11: Initially match the extracted features between the features (photometric and geometric
separately) using their descriptors and a mutual consistency check;
12: Obtain the inliers (good matches) for both photometric and geometric correspondences
separately using MSSE
13: Use the above results to calculate weights for photometric and geometric contributions
to the cost function
14: Concatenate photometric and geometric correspondences and obtain the final inliers
using MSSE and weight each point accordingly, and estimate the 6DOF transformation
T between the two consecutive frames;
15: Concatenate the estimated transformations to obtain a global pose of the camera Gn.
16: Transform and map (M) the points with respect to a global reference frame;
17: Add key-frames if the accumulated rotation or translation exceeds a threshold
18: Check for loop closures by comparing the new key-frame to previous key-frames
19: If a loop closure is detected, optimize the pose graph using the additional constraints
20: return T , Gn and M;
and geometric features. This is achieved by finding the matches from the source frame (at
time t) to the target frame (at time t−1) and vice versa. Only pairs of corresponding points
that are mutually matched to each other are used as the initial correspondences.
5.3.6 Weight calculation for photometric and geometric features
Due to the variation in the available photometric and geometric information in a given scene,
we calculate weights for each types of points (we classify the points as either photometric
points or geometric points). Note that there are only two different weights calculated here,
a weight for all photometric points and a weight for all geometric points. These weights
are later assigned to the points for estimating the transformation between frames (described
in section 5.3.7). In order to calculate the weights, we first refine the matches (since the
5.3 Registration and mapping 107
matching procedure described above usually includes some outliers) using a robust estimator
(i.e. MSSE [86]). The MSSE is based on the robust least K-th order statistical estimator
and can tolerate a higher ratio of outliers compared to RANSAC (we showed in Chapter 3
that MSSE outperforms RANSAC in terms of registration accuracy). The weights that we
calculate here are directly related to the percentage of inliers obtained by MSSE. Note that
this procedure is performed on the geometric and photometric correspondences separately (i.e.
we use two separate applications of MSSE, one for the geometric correspondences and one
for the photometric correspondences). As mentioned previously in sections 3.3.3 and 4.4.4,
we apply MSSE’s robust estimation approach for detecting the best initial transformation and
the residuals associated with that transformation. The inlier group members are chosen by
applying the condition (4.4) iteratively starting at i = k and incrementing this value at each
iteration until the condition is met (k´ = k when the condition is met). We will denote the final
k´ obtained using the photometric and geometric correspondences as k´P and k´G respectively.
Finally, the weights are calculated using the following equations:
WP =
k′P/nP
k′G/nG
(5.2)
WG = 1/WP (5.3)
where WP and WG are the weights associated with either photometric or geometric points
respectively. The intuition behind this is the observation that for scenes with high structure
and low texture information, MSSE results in a high inlier percentage for the geometric
correspondences and a low percentage for the photometric correspondences, and vice versa
for scenes with limited structure and high texture. Whereas in scenes with high texture and
structure, MSSE results a high percentage of inliers for both types of correspondences. The
evidence for this observation is outlined in table 5.1. The table shows that for the first two
scenes, which contain rich structure and limited texture, the percentage of inliers obtained
by MSSE is high for geometric correspondences and low for photometric correspondences.
The opposite is observed for the following two sequences, which contain a lot of texture and
limited structure. All other scenes contain a mixture of texture and structure and for those,
the percentages of both inlier groups are comparable.
5.3.7 Transformation estimation using photometric and geometric in-
formation
In this step, we concatenate geometric and photometric correspondences into one vector
while remembering which of those points are geometric and which are photometric. We then
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Table 5.1: Percentage of inliers obtained by MSSE for different structure vs. texture public
RGB-D datasets.
Dataset % of photometric inliers % of geometric inliers
fr3 (structure - no texture - near) 17.871 84.115
fr3 (structure - no texture - far) 18.315 86.315
fr3 (no structure - texture - near - w loop) 89.285 18.181
fr3 (no structure - texture - far) 83.364 18.182
fr3 (structure - texture - near) 84.615 78.566
fr3 (structure - texture - far) 84.523 72.694
fr1 (xyz) 56.667 63.701
fr1 (desk) 63.803 59.193
fr1 (desk2) 42.477 54.651
follow the exact MSSE procedure described above (section 5.3.6) for inlier detection and
transformation estimation. The only difference is that we use the following cost function
instead of equation 3.1:
T∗ = argmin
T
(
WP
AP
∑
i=1
|T(pisP)− pitP|2+WG
AG
∑
j=1
|T(p jsG)− p jtG|2
)
(5.4)
where T∗ is the estimated 6 degree of freedom (6DOF) transformation, psP and ptP are the
3D coordinates of the matched photometric feature points of the source and target frames,
psG and ptG are the 3D coordinates of the matched geometric feature points of the source
and target frames and AP and AG are the number of selected photometric and geometric
correspondences and WP and WG are the weights obtained from (5.2) and (5.3) respectively.
In the final step, and after MSSE obtains the inlier points (mixed types), we re-estimate the
transformation by including all the obtained inliers using (5.4). This is a non-linear least
squares problem which we solve using singular value decomposition (SVD).
5.3.8 Global Pose Estimation
The transformation estimation approach that was explained in section 5.3.6 describes the
relative motion between two sequential RGB-D frames. In order to obtain a global pose of the
5.3 Registration and mapping 109
sensor with respect to a fixed global reference frame, the estimated relative transformations
are concatenated up to the current time using equation 4.6.
5.3.9 Global optimization and loop closure
The transformation estimation procedure described above, results in very small errors (due
to noise and other factors) that are accumulated over time. This results in a drift in the
motion estimate and the reconstructed map as shown previously in figure 4.8 (a). In order to
reduce this drift as much as possible and preserve the global consistency, we employ a global
optimization step that is similar to the one described in section 4.4.6. The main contribution
here is the incorporation of the proposed geometric and photometric fusion scheme in the
loop closure detection and global optimization. In addition, we propose a new adaptive
threshold based on learning the amount of geometric and photometric information available
in the scene over time. In the following sections, we will briefly outline the above global
optimization and loop closure system while elaborating on the new sections of the proposed
method.
Node addition
In this step, a node is created for every frame and added to the graph. A node consists of the
global camera pose of this frame and its index. Note that additional information are added
only to selected nodes (key-frames). We will describe this in more detail in the following
sections.
Edge addition
Nodes are connected by edges which hold the relative motion information between them. In
addition, the number of matches between nodes is also stored and is later used to weigh the
constraints in the optimization step.
Key-frame selection
In order to reduce the accumulated drift, it is important to add constraints between non
adjacent nodes (such as the constraints obtained from a loop closure detection). We select a
key-frame if the accumulated rotation or translation exceeds a certain threshold (15 degrees
in rotation or 25 centimeters in translation). In addition to the information that we add
to every node, we also add the extracted photometric and geometric keypoints and their
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associated descriptors. Since this information is already extracted for sequential matching and
transformation estimation, no additional computation is required to obtain this information.
Loop closure detection
In this work, we match the newly selected key-frame with previously stored key-frames. The
procedure for loop closure is as follows. First, when a new key-frame is stored, we check
if there are any adjacent key-frames to it (accumulated rotation and translation differences
between those are less than a predefined threshold). In the next step, only those adjacent
key-frames are matched with the new key-frame. To make the loop closure procedure robust
to all kind of scenes with varying amount of texture and structure, we use the same method
for fusing the geometric and photometric information described in sections 5.3.6 and 5.3.7.
Note that all the necessary information such as ORB and IS3D features have already been
stored along with their descriptors. As such, we can directly match the key-frames without
performing the keypoint selection and the computationally expensive descriptor assignment
each time. Finally, a loop closure is detected when the number of matches obtained by the
above procedure is greater than a threshold. This threshold is adaptive and its calculation is
explained in the following section. Following a detection of a loop closure, an additional
constraint is added to the pose graph between the two corresponding nodes.
Adaptive threshold
One weakness in previous loop closure methods such as the one presented in Chapter 4 is
the use of a fixed threshold to detect a loop closure. We found that the optimal value for this
threshold depends on the amount of relevant information available in the scene. If the value
of the above threshold is too high, some loop closures will not be detected and if it’s too low,
incorrect ones will be detected and weak constraints (with just a few correspondences) will
be added to the graph. In addition, the new method includes both photometric and geometric
information, which makes it extremely difficult to ascertain a good threshold, particularly
because having scenes with only one type or the other will result in a much lower threshold
when compared to having a scene with both photometric and geometric features. As a result,
we introduced a new method for adaptively calculating the threshold. The procedure is
described as follows. We initially guess a threshold (it is generally better to select a slightly
lower threshold to start with, but not too low to detect false loop closures), which will be used
for the detection of the first non-adjacent match. We then store the number of photometric
correspondences and the number of geometric correspondences separately. Once we have 2
or more loop closures, we calculate the mean number of photometric correspondences, the
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Table 5.2: The average adaptive threshold value for different scene types.
Sequence Average adaptive threshold
Structure with limited texture 68
Texture with limited structure 122
Mixture of texture and structure 207
mean number of the geometric correspondences detected in a loop closure, and their standard
deviations. The adaptive threshold is then re-calculated dynamically every time a new loop
closure is detected using the following equation:
ε = (µP−TσP)+(µG−TσG) (5.5)
where ε is the adaptive loop closure threshold, µP and µG are the mean number of photometric
and geometric correspondences respectively, σP and σG are their standard deviations, and T
is a constant factor set to 1, and corresponds approximately to the 70th percentile of a normal
distribution. We found that including the standard deviation in this equation is important to
account for the variability of information in the scene. To further clarify this procedure, let
us take an example. Assume we have a scene that has very little texture but a lot of structure.
In this case, the photometric component in the previous equation will be very small (close to
zero). As such, ε will be much smaller than in a scene that contains both types of information.
The same concept applies when mapping a structure-less scene with high texture. This
concept is illustrated in table 5.2 which shows the average adaptive threshold obtained when
performing the proposed SLAM method in 3 different type of scenes (obtained from the
public dataset [172]): structure with limited texture, texture with limited structure and a
scene containing both texture and structure. The results show the variation in the adaptive
threshold in different scenes, which makes it difficult to predict when using a predefined
threshold.
Graph optimization and mapping
After the addition of sequential and loop closure constraints to the graph, a global optimization
step is applied. By doing so, all the constraints are taken into account for finding the
arrangement of camera poses that best satisfies the those constraints. We perform the same
global optimization and mapping procedures described in sections 4.4.6 and 4.4.7 respectively.
Figure 5.2 shows reconstructed 3D models obtained by the proposed method in different
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(a) (b)
(c)
Figure 5.5: Visualization of the absolute trajectory error (ATE) which was calculated after
performing our proposed method on the: (a) ‘freiburg3_nostructure_texture_near_withloop’
sequence (b) ‘fr3/structure_notexture_far’ (c) ‘freiburg3_structure_texture_far_’.
types of environments: structure with limited texture, texture with limited structure, and
having both texture and structure.
5.4 Evaluation
We evaluated the performance of our proposed SLAM method using a publicly available
RGB-D benchmark provided by the Technical University of Munich [172]. The datasets
contain a large variety of scenes captured by an RGB-D sensor and provide highly accurate
5.4 Evaluation 113
ground truth information that was obtained by an external motion capture system. All
algorithms were performed on a Dell Precision M3800, powered by an Intel i7-4702HQ
processor, 16 GB of RAM and running on Ubuntu 12.04. The Robot Operating System (ROS
Hydro) [166] and PCL 1.7 [165] were used for perception and 3D geometry processing.
5.4.1 Evaluation metrics
In all of the experiments, we evaluated the accuracy using the absolute trajectory error (ATE)
metric provided by [172] and described in section 4.5.9. In the following section, we will
evaluate the performance of the proposed method using the aforementioned measure. We
will use RGB-D datasets with varying amount of texture and structure. Figure 5.5 shows
an example of the absolute trajectory between the trajectory that was estimated using our
proposed method and the ground truth data for different types of environment containing
varying amount of texture and structure.
5.4.2 Texture vs. Structure
For this evaluation, we compared 3 methods: the proposed method (uses both texture and
structure information), a depth only method [4] and the RGBD-SLAM v2 [139] (uses only
texture information). We first evaluated the methods in a textured and structure-less scene.
We used the freiburg3 (no structure - texture - near - with loop) sequence. This sequence is
captured by moving the camera over a highly textured planar surface. We then compared
the performance of the above methods using the freiburg3 (structure - no texture - near) and
freiburg3 (structure - no - texture - far) sequences. Both sequences are captured by moving
the camera along a zig-zag structure built from wooden panels containing very limited texture
information. We then use the freiburg3 (structure - texture - near) and freiburg3 (structure
- texture - far) sequences, which consist of moving the camera along a zig-zag structure
built from wooden panels that is fully wrapped in a colorful plastic foil. These sequences
contain significant photometric and geometric information. Finally, we evaluated all methods
using the freiburg1 (xyz), freiburg1 (desk) and freiburg1 (desk2) sequences. All of these
sequences are captured by moving the RGB-D sensor in an office environment containing
varying amounts of photometric and geometric information.
Tables 5.3 and 5.5 (the proposed method results are on the left hand side of table 5.5)
summarize the results of these experiments. The results demonstrate the consistency of
the proposed method in all sequences. In the freiburg1 sequences, which contains both
texture and structure, all three methods performed well. The proposed method outperformed
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Figure 5.6: A summary of the texture vs. structure results of the 3 compared methods. The
horizontal axis represents the sequence number in the same order as listed in table 5.3. The
vertical axis represents the median ATE. Note that we pruned errors that were higher than 0.3
meters in order to give the reader a clearer view of this comparison. Note the performance
consistency of the proposed methods across all sequences.
the depth only method in 2 of the 3 sequences and outperformed RGBD-SLAM v2 in all
three sequences. In the freiburg3 (structure - no texture) sequences, RGBD-SLAM v2
performed very poorly as expected, since there is insufficient visual information. Note that
the proposed algorithm performed well, but was slightly less accurate in comparison to the
depth only approach. In the freiburg3 (structure - texture - near) sequence, the proposed
method outperformed both the compared methods in terms of accuracy by 41.3% and 37.4%
respectively. Similarly, the proposed method outperformed the compared methods on the
freiburg3 (structure - texture - far) sequence by 38.2% and 90% respectively. For this
sequence the RGBD-SLAM method fails around the 15s mark due to a false loop closure
which disrupts and breaks the registration process. The RGBD-SLAM v2 fails to recover
from this, which results in a very high ATE. In the freiburg3 (no structure - texture - near -
with loop) sequence, the depth only method results in a very large ATE due to the lack of
structure information. Both the RGBD-SLAM and the proposed method perform very well in
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Table 5.3: The median, mean and standard deviation of the absolute trajectory error (ATE)
between the estimated trajectory and the ground truth data for a depth only method and
RGBD-SLAM v2 methods.
Dataset Depth only Method RGBD-SLAM v2
Median ATE Mean ATE SD Median ATE Mean ATE SD
fr1 (xyz) 0.0250 m 0.0306 m 0.0184 m 0.0412 m 0.0545 m 0.0468 m
fr1 (desk) 0.0695 m 0.0815 m 0.047 m 0.0548 m 0.0700 m 0.048 m
fr1 (desk2) 0.1032 m 0.1165 m 0.0679 m 0.0911 m 0.1013 m 0.057 m
fr3 (structure - no texture - near) 0.0726 m 0.0927 m 0.07 m 0.1679 m 0.1893 m 0.155 m
fr3 (structure - no texture - far) 0.0413 m 0.0482 m 0.029 m 0.1244 m 0.1513 m 0.119 m
fr3 (structure - texture - near) 0.0648 m 0.0859 m 0.059 m 0.0607 m 0.0787 m 0.05 m
fr3 (structure - texture - far) 0.0664 m 0.0768 m 0.038 m 0.3823 m 0.5387 m 0.291 m
fr3 (no structure - texture - near - w loop) 1.8890 m 1.9038 m 0.349 m 0.0360 m 0.0523 m 0.04 m
this sequence, with the proposed method outperforming RGBD-SLAM by 19.4%. Figure 5.6
shows a summary of the results obtained in this experiment. Although the proposed method
doesn’t necessarily outperform the other methods in all sequences, what we are trying to
demonstrate here is the consistency of the proposed method in all sequences whether they
contained texture only, depth only or both types of information in the scene.
5.4.3 Proposed weights calculation method vs. using equal weights
In this experiment, our aim is to demonstrate the effectiveness of calculating and using the
weights of the texture and structure points as described in section 5.3.6. We compared the
proposed method with an identical method except that we set equal weights of all points.
We used the freiburg3 texture vs. structure sequences described above. The results of
this comparison are summarized in table 5.4. The results show that assigning weights to
photometric and geometric points according to the availability of information in the scene
results in a more accurate registration. The proposed method outperformed the method with
equal weights in terms of accuracy in all of the aforementioned sequences by 9.1%, 32%,
40.6%, 8.8%, and 28.9%, respectively.
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Table 5.4: The median, mean and standard deviation of the absolute trajectory error (ATE)
between the estimated trajectory and the ground truth data for the proposed method using
varying weights for RGB and depth features, and a method that uses equal weights for all
features.
Dataset Proposed method Equal weights
Median ATE Mean ATE SD Median ATE Mean ATE SD
fr3 (structure - no texture - near) 0.101 m 0.121 m 0.067 m 0.112 m 0.131 m 0.082 m
fr3 (structure - no texture - far) 0.051 m 0.054 m 0.026 m 0.075 m 0.103 m 0.075 m
fr3 (structure - texture - near) 0.038 m 0.042 m 0.024 m 0.064 m 0.072 0.045 m
fr3 (structure - texture - far) 0.041 m 0.055 m 0.031 m 0.045 m 0.060 m 0.058 m
fr3 (no structure - texture - near - w loop) 0.029 m 0.033 m 0.021 m 0.0408 m 0.055 m 0.058 m
Table 5.5: The median, mean and standard deviation of the absolute trajectory error (ATE)
between the estimated trajectory and the ground truth data for the proposed and switching
methods.
Dataset Proposed method Switching method
Median ATE Mean ATE SD Median ATE Mean ATE SD
fr3 (structure - no texture - near) 0.101 m 0.121 m 0.067 m 0.109 m 0.122 m 0.059 m
fr3 (structure - no texture - far) 0.051 m 0.054 m 0.026 m 0.065 m 0.069 m 0.026 m
fr3 (structure - texture - near) 0.038 m 0.042 m 0.024 m 0.064 m 0.079 0.052 m
fr3 (no structure - texture - far) 0.041 m 0.055 m 0.031 m 0.052 m 0.074 m 0.087 m
fr3 (no structure - texture - near - w loop) 0.029 m 0.033 m 0.021 m 0.041 m 0.045 m 0.0249 m
5.4.4 Combining photometric and geometric information vs. switching
between them
We previously presented an algorithm [3] that switches between photometric and geometric
information, based on the availability of this information in the scene. Here, we compare
the accuracy of the proposed method (combining both types of information using weights)
with a switching method that switches between either using visual information or depth
information based on the number of visual correspondences in the scene. The rest of the
parameters are the same in both methods. For this evaluation, we used the freiburg3 texture
vs. structure sequences described above. The results of this comparison are shown in table
5.5. The results show that the accuracy of both methods were approximately the same for the
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Table 5.6: Comparison of the accuracy of different loop closure methods. We evaluate the
effect of the proposed adaptive threshold and various fixed thresholds on the loop closure
accuracy.
Method Proposed Method
Median ATE Mean ATE SD
Adaptive threshold 0.029 m 0.033 m 0.021 m
Fixed threshold (150) 0.078 m 0.081 m 0.066 m
Fixed threshold (100) 0.078 m 0.089 m 0.063 m
Fixed threshold (50) 0.447 m 0.443 m 0.140m
Table 5.7: Comparison between the adaptive threshold and various fixed thresholds for loop
closure detection.
Method No. of frames No. of key-frames No. of constraints Main loop detected?
Adaptive threshold 1190 200 957 YES
Fixed threshold (150) 1209 201 473 NO
Fixed threshold (100) 1205 198 845 NO
Fixed threshold (50) 1184 202 1081 NO
freiburg3 (structure - no texture - near) sequence, whereas the proposed method outperformed
the switching method in all others by 21.5%, 40.6%, 21.1%, and 29.2% respectively. The
reason why both methods produced comparable accuracy results in the freiburg3 (structure -
no texture - near) may be due to that scene having very few visual features (even compared
to the fr3 - structure - no texture - far sequence, which has slightly more visual features) and
thus both relying only on geometric features for registration.
5.4.5 Adaptive threshold vs. fixed threshold for loop closure detection
In section 5.3.9, we described a method for detecting a loop closure, based on adaptively
calculating a threshold and using it to find previously observed scenes and as such, the
addition of constraints to the pose graph. In this experiment we examined the effect of using
the proposed adaptive threshold in comparison with using fixed thresholds for loop closure
detection. For this evaluation we used the freiburg3 (no structure - texture - near - with loop)
sequence. This sequence is suitable for loop closure evaluation since the camera is moved
around a table in a full loop and returned back to the original position. Table 5.6 shows the
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Table 5.8: Computational time evaluation of the compared methods.
Method Process time (s)
Proposed method 0.383
Depth only 0.327
RGBD-SLAM v2 0.398
Switching 0.175
accuracy results using the ATE measure for the compared methods. We used three different
fixed thresholds for this comparison: 150, 100 and 50 correspondences. A loop closure is
detected if the current key-frame is metrically close (accumulated rotation and translation
less than a threshold) to a previous key-frame and the number of correspondences is greater
than a threshold (fixed or adaptive). The results show that the proposed adaptive thresholding
method clearly outperforms the other methods. The proposed method outperforms the 150
and 100 fixed threshold methods by a factor of 2.7 and significantly outperforms the method
when setting the threshold to 50. Table 5.7 shows some of the statistics of this comparison
and helps to explain the above results. In all methods, a similiar number of frames and
key-frames were observed. Note the variation in the number of constraints, which include
all the edges in the graph and can be due to a major loop closure (returning back to a
previous location) or due to the addition of constraints between non-adjacent frames (for
example, a key-frame that is matched with a previous key-frame may result in the addition of
a constraint). When setting the fixed threshold to 150, 473 constraints were added to the pose
graph. However, none of these constraints include the major loop closure (returning back to
the original position). This explains the higher ATE shown in table 5.6. Similarly, reducing
the threshold to 100 correspondences results in the same accuracy results and the failure
to detect the main loop closure, although a total of 845 constraints were added to the pose
graph (due to reducing the threshold when compared to 150). So the question is: what fixed
threshold value do we set it to in order to detect the final loop closure, without setting it too
low and adding false constraints? We finally tried to set the threshold to 50, which resulted
in 1081 constraints. However, none of these constraints were the main loop closure. In fact,
many of these constraints were bad ones, which resulted in an extremely bad estimation (as
shown in table 5.6). On the other hand, the proposed method was able to add very good
constraints and detect the main loop every time and as such, resulted in significantly more
accurate estimates and a more robust loop closure detection method overall.
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Figure 5.7: A comparison between the relative repeatability of different keypoint extraction
methods measured using misaligned point clouds. The misalignment angles = 0◦, 5◦, 15◦,
and 20◦.
5.4.6 Computational speed performance evaluation
Table 5.8 shows a summary of the average process time taken by each method using the above
datasets. The proposed method performs comparably to the RGBD-SLAM v2 algorithm
(slightly faster), while slower than the depth only method and the switching algorithm (which
switches between photometric and geometric information) by 14.6% and 54% respectively.
This is expected, since there are additional steps for calculating the weight (two extra MSSEs)
and the combining of both types of information (which results in more features). The fastest
method was the switching method, since it uses visual features only by default, and only
switches to the more computationally demanding geometric features (using photometric
features is about 2-3 times faster than geometric features) if necessary. Although the proposed
method is slower than some of the compared methods, it has a major advantage in terms of
accuracy, and robustness in many different types of environments.
5.4.7 IS3D features vs ROS features
In the final evaluation, we compared the feature repeatability of the proposed 3D feature
extraction method (IS3D) with our previous method (rank order statistics keypoints (ROS)),
which was introduced in Chapter 4. The repeatability of the aforementioned methods were
evaluated using the relative repeatability measure described in 4.5.1. We first measured
the relative repeatability by extracting features from two different (aligned) point clouds of
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the same office scene. We then calculated the relative repeatability using two misaligned
point clouds (angle difference between point clouds = 5◦, 15◦, and 20◦). The results of
this comparison are outlined in figure 5.7. The results show that the proposed method is
more repeatable than ROS features and outperforms it in all misalignment angles by 12.1%,
9.5%, 16.2% and 10.4% respectively. This may be due to the fact that ROS3D residuals are
computed locally (based on a point’s neighborhood), whereas IS3D residuals are computed
based on global orientations.
5.5 Conclusion
In this chapter, we presented a novel 3D SLAM method in which both geometric and
photometric information are utilized. We evaluated the proposed method using a public
available dataset and showed that it is able to perform very well in scenes with low structure
as well as those with low texture. We also presented a new loop closure detection method
based on calculating an adaptive threshold, that depends on the type (texture/structure) and
amount of information in the scene. We also showed how this method was able to detect loop
closures effectively in comparison to fixed threshold methods. In addition, we developed
a novel sampling method that informatively samples a point cloud into a subset of points
carrying the most useful information for registration. This reduces the computational time
significantly in comparison to using the full point cloud, while maintaining the accuracy of
the registration. The points that resulted from this sampling technique were used as geometric
features. We also showed that the proposed 3D features are very repeatable and outperform
our previous ROS feature extraction method (presented in Chapter 4).
Chapter 6
MonoRGBD-SLAM: Simultaneous
Localization and Mapping Using Both
Monocular and RGB-D Cameras
6.1 Introduction
As mentioned in the previous chapters, there has been substantial interest in using RGB-
Depth (RGB-D) sensors for solving the SLAM problems in recent years, mainly due to
the availability of Microsoft Kinect. In addition to color information, the Kinect also uses
a structured light approach to provide the depth information in a scene (up to a certain
depth limit). Providing color and depth information at high frame rates, in addition to
its affordable price, made the Kinect an attractive and viable sensor for researchers in the
robotics and computer vision communities. Another RGB-D camera that also became very
popular amongst researchers was the Asus Xtion Pro which was released in 2011. The Asus
Xtion Pro is nearly identical to the Kinect, as it uses the same Primesense technology and
chipsets, provides depth, color, IR and audio outputs, and has the same resolution. One minor
difference between the two sensors is that the Kinect has tilting capability whereas the Asus
Xtion Pro has a fixed front facing configuration.
Despite the advances in SLAM research, the problem still remains challenging. Some of
these problems could be attributed to the type and quality of the sensor, whereas other
problems may occur due to the environment that is being mapped such as ones containing
limited texture or structure. We focus on the first of the two aforementioned problems: the
type of sensor that is used to solve the SLAM problem. For instance, the Kinect has a number
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of positives as mentioned above, but the main disadvantages are the limited depth range,
the relatively low resolution (640 × 480) and the narrow field of view (FOV) (60◦ in the
horizontal axis). The narrow FOV makes registering frames more challenging, compared
to laser scanners which can measure up to 360◦. This is particularly evident when turning
around corners, as an overlap between two frames is needed in order to extract and match
the same features observed in these frames. Having a narrow FOV allows the features to
move out of the image faster, which may result in registration failure due to not having
enough correspondences. In addition, many environments contain areas of high ambiguity in
structure and texture such as flat surfaces with right-angled edges. In such environments, a
smaller field of view reduces the probability of perceiving salient structures or textures [178].
On the other hand, monocular cameras have an advantage over Kinect-style sensors in that
they have a much larger depth range. In addition, numerous types of monocular cameras with
varying specifications are both available and easily accessible. The main disadvantage of
using monocular cameras for registration is that the generated maps are typically estimated
up to scale, which can be determined by post or prior measurements. Unfortunately the
scale consistency is hard to maintain and scale drift is unavoidable when mapping large scale
environments [82]. Another disadvantage of monocular-based registration is the lack of 3D
information. As such, registration is likely to fail when registering scenes containing limited
textures. In contrast, RGB-D sensors can fall back on methods that use the geometry of the
scenes, such as the iterative closest point algorithm (ICP) [59].
In this chapter, we propose a method that fuses the information provided by both an RGB-D
camera such as Kinect and a wide-angle monocular camera such as GoPro. We compensate
for the weaknesses in each sensor by using the strengths from the other sensor. For instance,
we aim to overcome the scale ambiguity problem and the sparse nature of monocular SLAM
using the metric depth information provided by the RGB-D camera. In addition, we overcome
the narrow FOV problem of the RGB-D camera by making use of a wide-angle monocular
camera (GoPro has a horizontal FOV of 120◦). Our goal is to build a system that is able to
handle challenging large scale indoor sequences where methods that use the aforementioned
sensors individually would fail.
Figure 6.1 shows such an example, where RGBD-to-RGBD registration fails due to the
limited textures in the scene and the narrow FOV of the RGB-D camera. In contrast, RGBD-
to-monocular registration is still successful due to the wide FOV of the monocular camera.
Our system exploits both of these RGBD-to-RGBD and RGBD-to-monocular matches by
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(b) (c) 
(e) (d) (a) (f) 
Figure 6.1: An example scene demonstrating the advantage of using both RGBD-to-RGBD
and RGBD-to-monocular registration. (a) For these two RGBD frames, RGBD-to-RGBD
registration failed due to the limited textures and the narrow FOV, leading to an insufficient
number of inliers visualized on the frames. (b, c) Each of the RGBD frames was successfully
registered to a single monocular frame using RGBD-to-monocular registration by exploiting
the wide FOV of the monocular camera, resulting in sufficient numbers of inliers. (d, e) The
point clouds of the two RGBD frames, which are disconnected if only the RGBD-to-RGBD
registration is used. (f) The two point clouds registered with each other due to the use of the
monocular image.
using 3D-to-3D and 3D-to-2D RANSAC registration. For obtaining accurate RGBD-to-
monocular matches, we propose to generate multiple virtual images from each wide-angle
monocular image by using the intrinsic parameters of the RGB-D camera. Computing feature
descriptors on the virtual images improves both feature matching and loop closure detection
results. To compute the poses of the frames, we construct a graph where nodes represent
the RGB-D and monocular frames and edges denote the pairwise registration results. We
compute minimum spanning trees (MSTs) to obtain initial pose estimates, which are used
to prune incorrect edges due to mismatches. We then run Bundle Adjustment (BA) on the
graph to refine the poses.
6.1.1 Contributions
The following list summarizes the main contributions.
• We present a SLAM system that fuses information from both a monocular camera and
an RGB-D camera.
• We propose to generate multiple virtual images from each wide-angle monocular
image for improving feature matching and loop closer detection.
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• We present an MST-based algorithm for connecting the frames and finding a good
initial solution, which is later refined by BA.
6.1.2 Related Work
Monocular SLAM
A body of related work exists in the field of monocular SLAM, also known as structure from
motion. Davison et al. [179] proposed one of the first extended Kalman filter (EKF) based
monocular SLAM solutions. They constructed a map by extracting sparse features of the
environment using a Shi and Tomasi operator [48] and matched new features to those already
observed using a normalized sum-of-squared difference correlation. Since an EKF was used
for state estimation, only a limited number of features were extracted and tracked in order to
manage the high computational cost of the EKF.
PTAM is another well-known method proposed by Klein and Murray [180], in which they
pioneered the idea of running camera tracking and mapping in parallel threads. Unlike
Davison et al.’s filtering based method, PTAM was optimization based and utilized BA for
the estimation of its parameters. Despite its success, PTAM had several limitations, such as
the restriction to map small environments, the lack of a large loop closure detection system,
and the low invariance to viewpoint change since it is based on the correlation between low
resolution images of the keyframes. Both of the aforementioned methods are feature based,
as they rely on extracting and tracking a sparse set of salient image features. Most recently,
due to the increase in computational capability, direct methods such as LSD-SLAM [82] have
been proposed. The direct methods exploit every pixel in the image to produce an estimate
of the camera pose relative to a 3D map, but are still unstable in scenes with limited textures,
common in indoor environments.
RGB-D SLAM
As we previously mentioned in Chapter 1, many researchers have utilized RGB-D sensors for
solving challenging SLAM problems such as [30][65][66][69][181][70]. However, all of the
aforementioned RGB-D methods are constrained by the RGB-D camera’s limitations such as
having a narrow FOV and limited depth range, leading to failures when distant frames are
registered. Most recently, Endres [178] outlined the problem of the restricted field of view of
RGB-D cameras for SLAM applications. He proposed the use of multiple RGB-D cameras
and demonstrated that this can result in substantial benefits for the reconstruction accuracy.
In contrast, we aim to rectify this problem by aiding the RGB-D sensor with a wide-angle
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monocular camera, providing additional information that allows correct 3D registration in
situations where the RGB-D camera fails.
Monocular-RGBD SLAM
Hu et al. [182] addressed the problem of not having sufficient depth information in large
areas due to the limitations of RGBD cameras. Their method heuristically chose between an
RGBD SLAM approach and an 8-point RANSAC based monocular SLAM depending on the
availability of depth information in the scene, and merged the two maps generated by the
two individual SLAM approaches. Zhang et al. [183] addressed the issue of using a heuristic
switch and proposed a single method to handle sparse depth information by combining both
features with and without depth. In their method, depth was associated to the features in
two ways, from a depth map provided by the RGBD camera and by triangulation using the
previously estimated motion for features lacking depth information. One of the shortcomings
of their method is that it is a visual odometry method, which lacks a loop closure system and
would not achieve global consistency in large scale environments.
Ataer-Cansizoglu et al. [184] used both features with and without depth in a SLAM frame-
work as well as in postprocessing. As opposed to these methods using only an RGBD camera,
we use a separate wide-angle monocular camera along with the RGBD camera for obtaining
more constraints using RGBD-to-monocular registration.
RGBD-to-monocular registration was exploited in [185] for calibrating RGB cameras that
might have non-overlapping FOVs using a map obtained with an RGBD SLAM system,
but the map was assumed to be fixed for the RGBD-to-monocular registration. In contrast,
we use RGBD-to-monocular registration to extend the mapped regions and to improve the
registration accuracy.
The method presented in [186] fuses the information obtained by both a monocular camera
and a laser range-finder for performing SLAM in dynamic environments. Their method
incorporates both a monocular and a LASER EKF-SLAM, and by fusing the aforementioned
approaches, the localization errors are reduced. In our approach, we mainly focus on the
limitations associated with RGB-D sensors such as the Microsoft Kinect.
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Figure 6.2: Overview of the proposed system.
6.2 MonoRGBD-SLAM
As mentioned in Section 6.1, our MonoRGBD-SLAM system uses both RGBD-to-RGBD
and RGBD-to-monocular registration to estimate the poses of the RGBD and monocular
frames. The pose estimation is performed using a graph, where nodes represent the RGBD
and monocular frames and edges represent the pairwise registration between the nodes.
One way to construct the graph and solve the problem of finding the camera poses and 3D
structure parameters would be to perform the registration between all pairs of RGBD-RGBD
and RGBD-monocular frames, adding all the registration results as edges to the graph, and
then running BA by assuming some initial solutions. However, this is computationally
expensive and does not provide globally consistent poses because there might be several
edges corresponding to incorrect pairwise registration results. We propose an approach that is
(1) computationally feasible by assuming the sequential capture of RGBD frames and using
appearance similarities and (2) robust to incorrect pairwise registration results by checking
the pose consistency in the graph. To achieve the goal, we first add edges by using sequential
RGBD-to-RGBD matches and then consider other edges obtained from RGBD-to-monocular
matches and the other RGBD-to-RGBD matches proposed by a loop closing algorithm. An
overview of the proposed system is shown in figure 6.2. We detail each step of the proposed
SLAM procedure in the following subsections.
6.2.1 Initial Graph Construction Using Sequential RGBD-to-RGBD
Matches
In the first step, we use a sequence of RGBD frames to construct a graph consisting of nodes
corresponding to the RGBD frames, and edges that connect them and contain information
that is obtained from the matching process described in this section. We assume that the
RGBD sequence is ordered, i.e. captured under a continuous camera motion. The monocular
frames do not need to be ordered. We match each RGBD frame with its five temporal
neighbors. To match the frames, we first extract SIFT [187] keypoints and descriptors from
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each image. We then match two frames using a mutual consistency check, by finding the
nearest neighbors in the descriptor vector space from the source frame to the target frame and
vice versa. The result of this matching usually contain outliers (false matches). In order to
find the inlier set, we perform geometric verification using the RANSAC based on 3D-to-3D
registration between the two frames. One downside of using RANSAC is the assumption
of a fixed error threshold (fixed error band) in which inliers are selected. Selecting a small
threshold results in an accurate pose, although some inliers may not be detected and thus their
constraints would not be included later in the BA refinement. On the other hand, selecting a
high error threshold may result in the inclusion of undesired outliers. As such, we initially
select a relatively small threshold (10 mm) to find the initial inlier set and an accurate rigid
body transformation between the two frames. This is followed by performing an MSSE [86]
segmentation step, which is an extension of the robust least K-th order statistical estimator,
to find the final inlier set. An edge is added between two frames if the number of inliers
exceeds a predefined threshold. All the necessary information obtained by this matching
procedure are stored to the edge, such as the relative pose between two frames and the inlier
set. In addition, we assign a weight to each edge equivalent to the negative of the number of
assigned inliers.
6.2.2 Minimum Spanning Tree
The initial graph contains the relative pose information between frames. To relate the frames
with respect to a single reference coordinate system, we construct a sub-graph as the MST
using Kruskal’s algorithm. This idea is illustrated in a simple example shown in figure
6.3. MST provides a simple, yet effective way of connecting all the nodes using the lowest
possible weights (i.e. the largest possible numbers of inliers), while assuring that no loops
are induced in the graph. Thus no transformation averaging is required when traversing the
tree in order to calculate the global poses of the frames. Note that some nodes in the original
graph may have been disconnected, since we use a minimum inlier threshold for accepting an
edge between two frames. This may result in a graph with multiple disconnected components.
Thus we compute an MST for each connected component of the graph.
6.2.3 Addition of RGBD-to-Monocular Constraints
In the next step, we add more edges to the graph by matching RGBD frames to wide-angle
monocular frames. Our aim in adding edges using the monocular frames is twofold:
• Using RGBD-to-monocular edges to connect multiple disconnected segments (MSTs).
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Figure 6.3: An example of an initial graph constructed using RGBD-to-RGBD constraints.
This graph is disconnected and consists of 3 segments. The MST is computed on each
segment and shown in red.
• Adding a larger number of strong constraints to the graph in order to improve the
camera pose and map estimates using BA.
In our experiments, we used a GoPro Hero 3 camera to capture the monocular frames. Note
that the GoPro camera uses a wide-angle fisheye lens and the images are distorted. In addition,
the GoPro camera has a resolution of 1920× 1080 pixels, while the RGBD camera has a
resolution of 640×480 pixels. To achieve accurate feature matching between the RGBD
and monocular frames, we compensate for these differences by generating multiple virtual
images from each monocular frame as described below.
Virtual Image Generation
The resolution and FOV differences between the RGBD and monocular cameras can reduce
the matching accuracy as mentioned above. If we were to generate a single undistorted
monocular image (as shown in figure 6.5 (b)) from the wide-angle image so that it can cover
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Figure 6.4: An illustration of the virtual image generation. In this example, 3 Kinect-style
virtual images at different viewing directions are generated.
the entire FOV, then the peripheral regions have perspective distortions1 and the features
in these regions do not match well with those in the RGBD images due to having different
descriptors. We propose to generate multiple virtual images from a monocular frame, each of
which has the same camera intrinsic parameters as the RGBD camera. This idea is illustrated
in figures 6.5 and 6.4. We define multiple virtual cameras, each of which is placed at the
camera center of the original monocular frame but has different viewing directions to cover
the entire FOV of the original monocular frame (shown in figure 6.5 (a)). In this chapter we
used 9 such virtual cameras (shown in figure 6.5 (c)). Using the same intrinsic parameters
generates similar appearances between RGBD and monocular images and improves their
matching accuracy, as we will show in section 6.3.3.
Finding RGBD-to-Monocular Match Candidates
In the next step, we extract SIFT keypoints and calculate SIFT descriptors from each virtual
image. We then describe the appearance of each virtual image using VLAD [188]. For every
virtual image, we find n most similar RGBD frames by finding the nearest neighbors in the
VLAD descriptor vector space. These matches are candidates for potential constraints that
may be added to the graph. For each candidate, we perform geometric verification using
3D-to-2D (P3P) RANSAC registration followed by MSSE segmentation. Note that although
1Perspective distortions occur when the perspective projection is used for generating a wide FOV image.
Although the straight lines remain straight (i.e. lens distortions are corrected), the peripheral regions are
stretched and occupy more pixels than the central regions.
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(a) 
(b) (c) (d) 
Figure 6.5: (a) The original wide-angle monocular image. Straight lines in the scene are
distorted due to the fisheye lens distortions. (b) A single undistorted monocular image
generated to cover the entire FOV of the original image. Although the straight lines remain
straight, the peripheral regions are stretched compared to the central regions due to the
perspective distortions, resulting in different feature descriptors in different regions. (c)
Nine virtual monocular images generated to cover the entire FOV of the original image. (d)
Example RGBD images of the same scene, whose appearance is similar to the virtual images
(c) compared to the single undistorted image (b).
the keypoint locations and descriptors are computed on the virtual images, the corresponding
projection rays used in the 3D-to-2D registration are defined in the original coordinate system
of the monocular frame. If the RANSAC is successful, then a new node representing the
monocular frame and an edge between the monocular frame and RGBD frame are added to
the graph.
6.2.4 Addition of Loop Closure RGBD-to-RGBD Constraints
In addition to the constraints added by the sequential RGBD-to-RGBD matching and VLAD-
based RGBD-to-monocular matching described in the previous sections, we also use VLAD
to find the n most similar RGBD-to-RGBD frames that are not included in the sequential
matching step. This accounts for large loop closures. To accept an edge, we apply the same
RANSAC inlier threshold verification step described previously.
6.2.5 Updating the MSTs
Once the additional edges are added, we can update the MSTs by performing another MST
that takes into account the additional edges. For instance, let us assume that there are two
disconnected segments seg1 and seg2 in the original MSTs. If an edge that connects a
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monocular frame node Gi and seg1 exists, and another edge connecting the same monocular
frame node and seg2 is also available, then the two segments can be connected in the updated
MSTs. Using the updated MSTs, we compute the global poses of all the nodes in each MST
by traversing the tree and concatenating the relative pose assigned to each edge.
6.2.6 Edge Consistency Check
The graph includes many edges other than the edges included in the MSTs due to all of the
sequential RGBD-to-RGBD, VLAD-based RGBD-to-monocular, and VLAD-based RGBD-
to-RGBD matches. These edges provide additional constraints in the pose estimation, but
some of them might be incorrect due to incorrect pairwise registration. We prune the incorrect
edges by comparing the relative pose assigned to the edge and that computed based on the
MSTs. Specifically, we compute
Tdiff = (T−1A TB)T
−1
relative, (6.1)
where TA and TB are the global poses of frames A and B obtained from the MSTs, and the
term T−1A TB is the predicted relative pose between the two frames. Trelative is the measured
relative pose between the two frames and was estimated using RANSAC. We threshold the
translation component of Tdiff to prune the inconsistent edges.
6.2.7 Bundle Adjustment
Bundle adjustment (BA) jointly optimizes the camera pose and the 3D structure parameters
that are viewed and matched over multiple frames by minimizing a cost function. BA can be
performed by using measurements obtained as 2D pixels (minimizing reprojection errors)
or 3D points (minimizing 3D point-to-point distance errors). We found that the results
obtained by the 2D-based BA were underwhelming, constantly converging at incorrect local
minimums. We therefore employed a 3D-based BA. However, the monocular frames do not
provide 3D measurements. In order to associate each inlier point in the monocular frame
with 3D information, we propose the following method. Each monocular frame is matched
with a RGB-D frame, and their relative pose is available. Thus, in order to associate 3D
information to all inlier points in monocular frames, we simply transfer the corresponding
3D points from the RGBD frame to the monocular frame. In our experiments, we found that
the extra dimension provides valuable information that helps the convergence of BA. The
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(a) MST 1 (b) MST 2 (c) MST 3 (d) MST 4 (e) MST 14 
(f) MST 5 (g) MST 6 
Figure 6.6: An example of 5 disconnected MSTs obtained using sequential RGBD-to-RGBD
registration.
cost function to be minimized can be formulated as
arg min
Xi,Ck
∑
k
∑
i
ν ||Xˆik−C−1k Xi||2, (6.2)
where ν is either 1 if the i-th 3D landmark point Xi is observed by the k-th frame or 0
otherwise. Xˆik is its corresponding 3D measurement point observed by the k-th frame and Ck
is the global pose of the k-th frame. We used the Ceres Solver [149] for the optimization and
employed a Huber loss [189] robust cost function.
6.2.8 Obtaining 3D Model
The 3D landmarks that BA optimizes are a sparse set of keypoints which results in a sparse
3D reconstruction. In order to obtain a dense model of the environment, we simply transfer a
sub-sampled set of the 3D points provided by each RGBD frame into a global frame using
the optimized camera poses.
6.3 Experiments
We evaluated the performance of the proposed SLAM method by mapping an entire floor of
a typical office building. We used an Asus Xtion (640×480 pixel resolution and is internally
identical to the Kinect sensor as it uses the same Primesense technology) for capturing RGBD
data and a wide-angle GoPro Hero 3 (1920×1080 pixel resolution) for capturing monocular
images. The two cameras were placed side by side on a tablet PC, although we do not assume
any synchronization between the two cameras in our method. The sequence involved moving
the hand-held cameras around the large office and eventually returning back to the starting
location. The sequence consisted of 3222 RGBD frames and 2656 monocular images.
6.3 Experiments 133
Table 6.1: Statistical comparison between the results obtained from the proposed method, a
method that only uses RGB-D frames and a method that uses undistorted monocular images
without creating multiple virtual images.
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(a) 
(d) 
(b) 
(c) 
Figure 6.7: (a) The updated MST after connecting the segments using the virtual monocular
images. (b, c) The reconstructed maps after adding all RGBD-to-monocular and RGBD-
to-RGBD constraints and optimizing using (b) 3D-3D BA and (c) 3D-2D BA. (d) The
reconstructed map using the RGBD only approach.
6.3.1 Disconnected Graph vs. Connected Graph vs. Optimized Graph
As we described in section 6.2, we first use RGBD-to-RGBD sequential registration to
construct the initial graph. This graph may be disconnected due to rejected constraints.
We then find a MST for each disconnected segment. Figure 6.6 shows an example of the
disconnected MSTs which were initially obtained by performing the proposed method on
the sequence. In this experiment, the map was disconnected into 14 segments, although
the frames in 5 of those segments (segments 1, 2, 3, 4 and 14) accounted for ≈ 95% of all
frames and are the ones shown in figure 6.6 (a) to (e). In the next step, we calculated a new
set of MSTs adding the RGBD-to-monocular constraints that were found by VLAD and
RANSAC geometric verification. The largest MST is shown in figure 6.7 (a), demonstrating
that the five main segments are now connected as a single MST. Note that although the MST
contains a little drift, it provides a good initial solution which will be later refined using BA.
Figure 6.7 (b) shows the 3D reconstructed map after taking into account all RGBD-to-RGBD
constraints and applying 3D-3D BA optimization. It can be seen that the drift has been
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significantly reduced and the result is a globally consistent map. We also would like to note
that the remaining 9 segments that were not included, contained very limited texture. As
such, neither RGBD-to-RGBD nor RGBD-to-monocular constraints were able to connect
them. An example of two of these segments are shown in figures 6.6 (f) and (g).
6.3.2 Proposed Method vs. RGBD Only Method
We compared the proposed method with a method that only uses RGBD frames for registra-
tion and mapping. The process is identical to our method except that only RGBD-to-RGBD
constraints are used to connect the MSTs. The qualitative results can be seen in figure 6.7
(d). The statistical results of this experiment are summarized in table 6.1. The RGBD only
approach connects 2 segments (1 and 14). These 2 segments account for 1689 RGBD frames
out of a total 3222 frames. In comparison, the proposed method connects 5 segments (as
mentioned above) containing a total of 3060 RGBD frames. In addition, 26762 RGBD-to-
monocular constraints were added to the graph, which resulted in a better optimized graph as
can be seen in figures 6.7 (b) and 6.7 (d). The RGBD-to-monocular matching also recorded
a higher average number of inliers (almost double) when compared to RGBD-to-RGBD
matching.
6.3.3 Multiple Virtual Monocular Images vs. Single Undistorted Monocular
Image
In this experiment, we compared the mapping results of the proposed method with an
identical method except that it uses a single undistorted monocular image instead of the
proposed multiple virtual images. The results of this experiment are summarized in table 6.1.
The method using a single undistorted monocular image added only 6213 constraints to
the graph, compared with 26762 constraints that were added by the proposed method. In
addition, this method was only able to connect 2 segments (1 and 14), compared to the 5
segments connected via the proposed method. We also note that at first glance, it might
seem that the matching performance of both methods is even, since the average number of
RGBD-to-monocular inliers is roughly the same. However, the average number alone does
not reveal the full truth and after analysis, we found that the matching performance was
not even. The reasoning is that the proposed method adds many more constraints that are
not added by the method using a single undistorted monocular image, and many of these
constraints contain a relatively low number of inliers. As such, the average number of inliers
is reduced. The point that we are trying to make here is that the same constraints that resulted
in reducing the average, are also responsible for connecting more segments (5) in comparison
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Figure 6.8: (a) and (c) show the inlier correspondences between a monocular image and an
RGBD image using the virtual images. (b) and (d) show the inliers of the same images using
a single undistorted monocular image.
to a single monocular image (2). To fairly compare the matching performance, we calculated
the average number of inliers on the edges connecting the same frames. There were a total
of 4726 of these frames, out of a possible 6213. The average number of inliers using the
proposed method was 93.2 whereas the method using the single undistorted monocular
image recorded an average of 64. In addition, we selected a number of similar RGBD and
monocular images, and compared the matching between RGBD and monocular images using
virtual images vs. using a single monocular image. The matching results can be seen in
figure 6.8, demonstrating that there are significantly more inliers using the proposed method
than using a single monocular image. The number of inliers for the two examples using the
proposed method were 64 and 112 respectively, whereas using a single monocular camera
resulted in 16 and 33 inliers only.
6.3.4 3D-3D Bundle Adjustment vs. 3D-2D Bundle Adjustment
We proposed assigning 3D information to the monocular image keypoints using the corre-
sponding RGBD images in order to perform 3D-3D BA. We found that BA using a 3D-3D
cost function performs significantly better than BA using a 3D-2D cost function . This is
illustrated in figures 6.7 (b) and (c). The figure shows that the global consistency of the map
is significantly worse when using 3D-2D BA in comparison to 3D-3D BA.
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6.4 Conclusion
In this chapter, we presented a SLAM system that employs both an RGBD camera and a
wide-angle monocular camera for combining the advantages of the two types of cameras. The
proposed system is able to handle large-scale indoor environments by using both RGBD-to-
RGBD and RGBD-to-monocular registration. We generate multiple virtual images for each
wide-angle monocular image in order to compensate for the difference of FOV and resolution
of the cameras. We construct a graph consisting of nodes which represent the camera frames,
and edges which denote the pairwise registration results between the frames. We then
compute MSTs and traverse them to calculate the initial global poses of the cameras, which
are used to prune edges from the original graph that have inconsistent poses. We finally run
bundle adjustment on the graph using consistent edges. We showed in our experiments that
the proposed SLAM method performs well in reconstructing large scale indoor environments.
The experiments showed that the RGBD only approach struggled to reconstruct the whole
sequence, mainly due to its limited FOV. We also showed that our method using multiple
virtual images performs better than using a single undistorted monocular image, both in terms
of the mapping results and the average number of RGBD-to-monocular inliers. Currently,
the main limitation of our system is the time it takes to fully complete the process. For
instance, the computational time required to map the sequence described in section 6.3 is
approximately 4 hours on a standard desktop PC.

Chapter 7
2D Feature Extraction Using Rank
Order Statistics
7.1 Introduction
Extracting salient visual information from local image regions (feature extraction) is regarded
as one of the most important procedures for a wide range of image processing and computer
vision applications. These applications include camera calibration, image matching and
registration, object recognition and classification, structure from motion and camera tracking,
place recognition, and many more. Ideally, a feature extraction method would be able to
obtain stable and repeatable features from images that are subject to image transformations,
such as viewpoint, rotation, lighting variation, and scale changes.
Generally, the main aim of feature extraction techniques is to reduce the amount of resources
required to describe an image by sampling it into a subset of points, while still describing the
image with sufficient accuracy. However, extracting a sparse set of features could result in
throwing away valuable information that may be useful for many applications. For instance,
a 3D model that is generated using a feature based structure from motion (SfM) method,
would consist of a subset of the matched features (inliers of the matching process between
different images), resulting in a sparse looking model.
For many years, SIFT [33] has been widely regarded as the golden standard for feature
extraction and description by the robotics and computer vision communities, due to its
distinctiveness and invariance to a variety of image transformations. The number of features
extracted by SIFT usually range between a few hundred to a few thousand features. While
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this number may be sufficient for many applications, such as visual odometry (VO), which
is usually required to perform the camera pose estimation in real-time, other applications,
such as the structure from motion example described above, may benefit from the additional
number of features to obtain a denser looking model and possibly improve the estimation
accuracy by using a larger number of inliers.
In this chapter, we propose an image based feature extraction method that is able to extract a
large number (ranging from a few thousand features to tens and even hundreds of thousand
features) of highly repeatable features. When paired with robust image descriptors such as
SIFT, the proposed features are highly invariant to viewpoint, rotation, blurring, lighting and
scale change. Similar to the 3D feature extraction methods presented in Chapters 4 and 5, the
proposed method utilizes a rank order statistics based robust segmentation method (MSSE)
to segment the image into uniform regions, and ones containing high intensity variations. In
the 3D case (extracting features from a point cloud), a single metric scale is used. As such,
3D features are inherently scale invariant, whereas in the 2D case, images may be subject
to optical zooming and scale change, and computing them on multiple scales is required to
achieve scale invariance.
Another difference between our 2D and 3D feature extraction approaches is that in the
3D case, our aim was to obtain as little number of features as possible that are needed to
accurately register two RGB-D frames, whereas in the 2D case, we aim to obtain a large
number of high quality features. This difference stems from the fact that RGB-D sensors
provide a dense 3D point cloud, and by accurately aligning the frames using a small sample,
one is able to obtain a dense looking model using the dense 3D information provided by the
RGB-D sensor. Whereas in the 2D case, 3D points are triangulated using the inliers (correct
matches), which result from matching the features between two frames. As a result, a higher
number of features is key to obtain a denser model. Another application that could benefit
from a higher number of features is the monocular SLAM, which generally consist of two
main steps. In the first step, the first two images are matched and the inliers are triangulated
(e.g. using a 5 point algorithm). The second step involves matching newly arrived images
with previous ones using a Perspective N Point algorithm (PnP). PnP methods heavily rely
on the availability of 3D information associated with features in the previous frames. For
example, if 100 correct matches were obtained from matching a newly arrived image to the
previous one, but only 10 of the features from the previous image were associated with 3D
information, only 10 matches are used to estimate the transformation between the two images.
As such, it is very important to have as much 3D information as possible to accurately
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estimate the motion between images using PnP methods. Moreover, the quantity of features
is important for object recognition tasks, since the ability to obtain small objects in noisy
backgrounds requires that at least 3 features to be correctly matched from each object for
reliable identification [33].
7.2 Related Work
Harris corner detector [52] is one of the earliest and most well-known feature detectors. They
defined a corner by a point in which image intensities have a large variation between adjacent
regions in all directions. Mikolajczyk and Schmid extended the Harris corner detector [190]
to be scale invariant. Rosten and Drummond proposed an efficient corner detector called
FAST [58]. FAST corners are found by comparing the neighboring pixels (in an area that
includes 16 pixels around the center) to the center pixel. A region is defined as uniform, an
edge or a corner based on the percentage of neighboring pixels with similar intensities to
the center pixel. Rublee et al. [63] extended FAST by adding an orientation component to
the features. BRISK [191] is another feature detector that searches for maxima in both the
image plane and the scale-space using the FAST scores as a measure for saliency.
Lowe [33] proposed SIFT, a method that is widely regarded as one of the most robust
feature detectors available because of its invariance to scale, rotation, viewpoint and partially
illumination changes. SIFT features are computed by analyzing the Difference of Gaussian
(DoG) between images at different scales. One of the main downsides to SIFT is that it is
computationally expensive. Bay et al. [62] outlined this issue and proposed SURF, a feature
detector that is similar to SIFT in that it is invariant to multiple image transformations, but is
faster. As opposed to SIFT which analyzes that DoG, SURF analyses the determinant of the
approximated Hessian matrix in order to find the local maximum across all scales.
7.3 Rank Order Statistics 2D features
In this section, we describe the main steps of detecting the Rank Order Statistics 2D features
(ROS2D). The first step involves the construction of a multi-scale representation. This is
followed by calculating a saliency measure (we will call them residuals here) for each point
across both the image and scale dimensions. Using this measure, a robust data segmentation
method (MSSE) is employed to find points (at different scales) with the highest intensity
variations in comparison to their local neighborhood. This is followed by assigning an
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(a) (b) 
(c) (d) 
Figure 7.1: An example of the Gaussian kernels at four different octave layers calculated
using different σ values. (a) σ1 (b) σ2 (c) σ3 (d) σ4.
orientation component to each of the detected features. Finally, a descriptor is computed for
each ROS2D feature.
7.3.1 Multi-scale representation and calculating the residuals
Similar to SIFT, we construct a scale-space pyramid consisting of n octaves and m octave
layers. We initially apply a histogram equalization method to the original image (to improve
the lighting invariance of ROS2D features). Each octave is obtained by sampling the previous
one into half its resolution. For each octave layer within an octave, a σ that corresponds to a
Gaussian function at that scale is computed using the method described in [33]. Using each
σ , a Gaussian kernel (Discrete approximation to Gaussian function) is computed using the
following equation [129]:
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Gi = αe
−(i− ksize−12 )2
(2∗sigma2) (7.1)
where Gi is the ith Gaussian coefficient of the one dimensional kernel, α is a scale factor
such that ∑i Gi = 1, and ksize corresponds to the size of the kernel. In order to obtain
a ksize× ksize kernel, we simply multiply the one dimensional Gaussian kernel G by its
transpose. We want to note that the size of the kernel is fixed across the scale space, and
is calculated based on the σ of the highest octave layer. This is followed by calculating
the kernel’s Gaussian coefficients for each layer. Figure 7.1 shows an example of a 11×11
kernel with varying σ values (four octave layers in this example). Moreover, we want to
note that the aforementioned kernels are not used as means to blur the images. The Gaussian
coefficients at each octave layer are solely used as weights for the calculation of the residuals
(saliency measure). The procedure to calculate the residuals is as follows. For each point in
the scale-space pyramid, we assign a residual value using the following equation:
r =∑
j
w j(Ic− Ij)2, (7.2)
where r is the residual at the query point, Ic and I j are the intensity values of the query point
and its jth neighbor within the kernel respectively. w j is a weight corresponding to the jth
coefficient of the Gaussian kernel at that octave layer. The residual values are stored in
residual images as shown in figure 7.2. If we have n octaves and m octave layers, this would
result in a total of n×m residuals images. We assume that a point with a small residual value
(close to zero) belongs to a region with small intensity variation, whereas a higher residual
value corresponds to regions with high intensity variations. Also note that a point may be
associated with a small residual on one scale (if the discrete Gaussian function falls inside a
region), but a large residual on higher scales (if the discrete Gaussian function is larger than
a region). In the following section, we will describe how the residuals are segmented and the
features are selected.
7.3.2 Robust segmentation of the residuals
In the previous section, we described how residuals are calculated for each point at different
scales and stored in the residual images. The next step involves segmenting the image
points into two groups based on their residual values. The first group would contain points
associated with small residuals, and correspond to regions with small intensity variations.
The second group contains points that have large residual values and correspond to regions
with high intensity variations. Similar to the procedure described in section 4.3.1, we first
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Residual Images across the scale-space 
Figure 7.2: An example of the constructed residual images across different scales. In this
example, there are 3 octaves and 3 octave layers. Note that although the σ values are the
same for different octaves, down sampling the images into half its resolution has the same
effect as doubling the scale (but more efficient than using large σ values).
sort the residual values in an ascending order, and then iteratively calculate the standard
deviation of sorted data using the first k sorted values (initial value of k corresponds to the
assumed minimum percentage of points included in the first segment) using equation (4.3).
The transition point k′ is found by iteratively incrementing k until the MSSE condition (4.4)
is met. Figure 7.3 shows an example of the segmentation of the points based on their residual
values using the MSSE constraint into two groups. Points associated with residuals in the
second group are the selected features.
7.3.3 Orientation assignment
Each of the features selected from the above step is assigned an orientation value using the
method described in [33]. A histogram consisting of 36 bins is formed around each feature
covering 360◦ using the gradient orientations of points in a region around the feature (the
size of this region is directly related to the scale at which the feature is selected). Each of the
gradient orientations is weighed using the gradient magnitude at that point. The orientation
value corresponding to the maximum value in the histogram is assigned to the feature. In
addition, if there are other dominant orientation values within 80% of the maximum value,
then new features are created to be identical to the original feature but assigned with a
different dominant orientation. To achieve better accuracy, we interpolate the peak position
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Transition Point k’ 
Group 1 Group 2 
Figure 7.3: MSSE segmentation of the residuals across the scale space. ROS2D features are
selected as points in the second groups associated with high value residuals.
by fitting a parabola to the 3 histogram values closest to each dominant orientation [33].
Assigning an orientation to each feature is crucial to achieving rotation invariance matching,
since a feature descriptor can be computed relative to this orientation.
7.3.4 Feature descriptor
The feature extraction method proposed in this chapter could be paired with any image
descriptor. In our experiments, we have assigned slightly modified SIFT descriptors to
ROS2D features due to its robustness and invariance to a number of image transformations.
SIFT descriptors are obtained by dividing the region around the feature into 4×4 subregions.
In each subregion, an orientation histogram of eight bins is constructed. This information
is then stored in 4×4×8 = 128 byte description vector. The only difference between the
original descriptors and the ones used here is that we perform a histogram equalization
method to the grayscale images before we calculate the descriptors. We have noticed that
this slightly improves the lighting invariance of the features.
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(a) Bikes (b) Trees (c) Bark (d) Boat
(e) Graffiti (f) Wall (g) UBC (h) Leuven
Figure 7.4: Example of the Oxford dataset [10] used for the evaluation of the proposed
method: blurring (a and b), rotation and scale (c and d), viewpoint change (e and f), JPEG
compression (g), and lighting variation (h).
7.4 Experimental Evaluation
The proposed ROS2D feature extraction method was implemented in C++ using the OpenCV
3.0 framework. We performed the experiments using a Dell Precision M3800, powered by
an Intel i7-4702HQ processor and 16 GB of RAM. The proposed method has been tested
and compared with other state-of-the-art techniques using the evaluation method and Oxford
datasets proposed by Mikolajczyk and Schmid [10]. The datasets include eight sets of images
with different image transformations. Figure 7.4 shows an example of images in this dataset.
For each set (containing 6 images), the transformation level gradually increases (5 levels for
each set). The image transformations included in this dataset cover rotation and scaling (boat
and bark), viewpoint change (graffiti and wall), Gaussian blurring (bikes and trees), JPEG
compression (UBC), and lighting variation (Leuven). The benchmark also provides ground
truth information in the form of homographies between the first image and each of the other
5 images in each set.
7.4.1 Repeatability evaluation
Repeatability is the ability of a feature extraction method to reliably find the same interest
points under different viewing conditions [62] and is widely considered as one of the most
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Figure 7.5: Repeatability performance of the compared methods using different Oxford
datasets [10] with an increasing level of image transformations (1 to 5).
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important attributes of a feature detector. To evaluate the repeatability performance of the
proposed method, we use the evaluation method presented in [192]. The repeatability score
is calculated as the ratio between the corresponding features and the total number of features
that are viewed by both images (those that are within the overlapped region between the two
images). Features from two images are considered to be corresponding if the ratio between
the overlapped area of their regions (after the projection of the feature’s region of the second
image into the first, using the ground truth homoghraphy transformation) and the union of the
two regions is less than 0.5. In our case, a region is defined as a circle and is directly related
to the scale at which the feature was detected. Figure 7.5 shows the repeatability scores
of different feature extraction methods. The compared methods are ROS2D, BRISK [191],
FAST [58], ORB [63], SIFT [33], and SURF [62]. The figure shows that the proposed
method consistently detects repeatable features under a wide range of image transformations.
The results show that the repeatability performance of the proposed method is consistently
one of the highest in all datasets when compared with the state-of-the-art methods.
7.4.2 Matching evaluation
In this experiment, we pair the state-of-the-art feature detectors with their descriptors and
evaluate their matching performance using the same dataset used in the previous section. We
perform a mutual consistency check and compute the inlier ratio as:
Inlier_ratio =
Number_o f _correct_correspondences
Total_number_o f _correspondences
. (7.3)
We compute the number of correct correspondences by transforming the features from the
source frame to the target frame using the ground truth homography transformation. A
correspondence is assumed to be correct if the L2 distance between the transformed features
and the target features is less than a predefined threshold (two pixels). The results of this
experiment are plotted in figure 7.6, which show that the proposed method performs well
consistently under various image transformations. The proposed method performs particu-
larly well under the scale and rotation, lighting and JPEG compression variations. A main
advantage of the proposed method is its performance consistency in comparison to the other
methods. For instance, the combination of FAST features and BRIEF descriptors obtained
the highest inlier ratio scores using the leuven, wall, and trees datasets. However, they were
also the worst performing methods using the bark, boat and grafitti datasets.
Figure 7.7 shows the average number of inliers obtained by the matching procedure described
above using all the sets. It can be clearly seen that the proposed method is able to provide a
7.4 Experimental Evaluation 149
Bark (rotation)
In
lie
r R
at
io
Variation Level
0.7
0.6
0.5
0.4
0.3
0.2
0.1
ROS2D-SIFT 
BRISK-BRISK 
FAST-BRIEF 
ORB-ORB 
SIFT-LATCH 
SIFT-SIFT 
SURF-SURF 
0
54321
Bikes (blur)
In
lie
r R
at
io
Variation Level
1
0.9
0.8
0.7
0.6
ROS2D-SIFT 
BRISK-BRISK 
FAST-BRIEF 
ORB-ORB 
SIFT-LATCH 
SIFT-SIFT 
SURF-SURF 
0.5
0.4
54321
Trees (blur)
In
lie
r R
at
io
Variation Level
1
0.8
0.6
0.4
ROS2D-SIFT 
BRISK-BRISK 
FAST-BRIEF 
ORB-ORB 
SIFT-LATCH 
SIFT-SIFT 
SURF-SURF 
0.2
0
54321
Boat (rotation)
In
lie
r R
at
io
Variation Level
1
0.8
0.6
0.4
ROS2D-SIFT 
BRISK-BRISK 
FAST-BRIEF 
ORB-ORB 
SIFT-LATCH 
SIFT-SIFT 
SURF-SURF 
0.2
0
54321
Grafitti (viewpoint)
In
lie
r R
at
io
Variation Level
1
0.8
0.6
0.4
ROS2D-SIFT
BRISK-BRISK 
FAST-BRIEF
ORB-ORB 
SIFT-LATCH 
SIFT-SIFT 
SURF-SURF 
0.2
0
54321
UBC (JPEG compression)
In
lie
r R
at
io
Variation Level
1
0.9
0.8
0.7
0.6
0.5
0.4
ROS2D-SIFT 
BRISK-BRISK 
FAST-BRIEF 
ORB-ORB 
SIFT-LATCH 
SIFT-SIFT 
SURF-SURF 
0.3
54321
Leuven (lighting variation)
In
lie
r R
at
io
Variation Level
1
0.9
0.8
0.7
ROS2D-SIFT 
BRISK-BRISK 
FAST-BRIEF 
ORB-ORB 
SIFT-LATCH 
SIFT-SIFT 
SURF-SURF 
0.6
0.5
54321
Wall (viewpoint)
In
lie
r R
at
io
Variation Level
1
0.8
0.6
0.4
ROS2D-SIFT 
BRISK-BRISK 
FAST-BRIEF 
ORB-ORB 
SIFT-LATCH 
SIFT-SIFT 
SURF-SURF 
0.2
0
54321
Figure 7.6: Inlier detection performance of the compared methods using different Oxford
datasets [10] with an increasing level of image transformations (1 to 5).
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Figure 7.7: The average number of inliers obtained by various feature detectors and descrip-
tors using all the Oxford datasets [10].
large number of repeatable features that are also invariant to various image transformations.
Extracting high quantity and quality features is one of the main advantages of the proposed
approach.
7.4.3 Limitations
In the previous sections, we showed that our method outperforms existing methods in terms
of the repeatability and inlier ratio. Here we discuss the limitations of our method.
Precision-recall performance: Figure 7.8 presents comparisons between different feature
extraction methods using the recall ( number_o f _correct_matchesnumber_o f _correspondences ) vs precision (
number_o f _correct_matches
total_number_o f _matches )
curve for two image sets of the Oxford dataset. Two features are said to be matched if the
distance between their descriptors is lower than a predefined threshold t. The value of t is
varied to obtain the aforementioned curve. The results show that SIFT and SURF outperform
ROS2D in this test, particularly as we increase t, since the number of false matches are
increased at a higher rate for ROS2D. Note that our method still provides good top matches
(left most part of the plots), although the entire precision-recall performance is relatively low,
which concerns not only the top matches but also the subsequent matches. The top matches
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Figure 7.8: Precision-recall performance of different feature extraction methods using the
Oxford dataset. For each method, 3 curves corresponding to 3 different difficulty levels are
plotted.
are more important when we perform sequential image matching, e.g., in SLAM, because
the images have large overlaps and similar appearance.
Processing time: Our method is computationally expensive due to the fact that the residuals
are computed for all the image points at all the scales and that MSSE performs a sort and a
linear search. We compared the processing time between ROS2D and SIFT. We extracted
features from the Graffiti image set, computed the extraction time, and averaged the results.
For a fair comparison, we extracted approximately the same number of features for both
methods (around 2600 features). The results of this comparison are outlined in Table 7.1.
7.4.4 Visual odometry accuracy evaluation using the KITTI dataset
We implemented a stereo VO/SLAM system and tested its accuracy on a public dataset
(KITTI) [88]. The datasets are captured using a stereo camera mounted on top of a passenger
vehicle driving around in various environments. The vehicle is also equipped with a high ac-
curacy GPS for retrieving ground truth information. Each image has a 1230 × 370 resolution
and a 81◦ horizontal field of view. The dataset contains 11 sequences that are provided with
ground truth information. These sequences mainly include three types of scenes: “urban”
with surrounding buildings, “country” containing small roads with vegetations in the scene,
and “highway” containing wide roads [183]. Examples of these sequences are shown in
figure 7.9.
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Table 7.1: Computational efficiency comparison between SIFT and ROS2D features.
Method Average feature extraction time Average feature extraction and description time
ROS2D 648.0448 ms 910.840 ms
SIFT 184.3046 ms 471.462 ms
(a) (b) (c)
Figure 7.9: Sample images from the KITTI datasets showing different types of environments:
(a) urban (b) country (c) highway.
We used the accuracy evaluation method that is proposed in [88]. The evaluation computes
translational and rotational errors for segments of lengths 100, 200, 300, ..., 800 meters.
Translational errors are measured as a percentage of the distance traveled with respect to each
of the aforementioned segment lengths, whereas rotational errors are measured in degrees per
meter [88]. We average these errors and compare the VO accuracy results of the proposed
method with SIFT.
To evaluate the accuracy of the VO estimation, we used the exact same framework in all of our
experiments. The stereo odometry/SLAM method consists of first extracting visual features
from the stereo pair, matching them and obtaining their 3D coordinates via triangulation. In
the next step, we match sequential left images using their 3D information, and refine those
matches using the RANSAC-MSSE step described in Chapter 6. The aforementioned step
results in estimating transformations between sequential images, which are then concatenated
up to the current time to obtain the global poses of the frames. To reduce the drift and
preserve local consistency, we implemented a sliding window bundle adjustment, in which
the measurements obtained by the previous 10 stereo image pairs are used to refine the
camera pose estimates (and landmarks).
7.4.5 The effect of varying the number of extracted features on the VO
accuracy
In the first experiment, we study the effect of using different number of features on the VO
estimation accuracy. We compared the proposed method (paired with SIFT descriptors) with
SIFT (both feature detector and descriptor). We evaluated the accuracy of those methods
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Figure 7.10: Comparison of the effect of using a different number of features on the VO
accuracy using the 00 sequence. The figures show: (a) translational errors (b) rotational
errors (c) inlier ratio.
using the first KITTI sequence (00). This sequence consists of 4541 images captured by a
stereo camera while driving a passenger vehicle in an urban environment. We calculated
the translational and rotational errors (using the ground truth information) by varying the
maximum number of extracted features for the compared methods. For the proposed method,
we set the maximum number of features simply by selecting an n number of points after
the transition point k′ (see figure 7.3). To vary the number of extracted SIFT features, we
change the “nfeatures ” parameter in the OpenCV SIFT implementation [129], which allows
the user to select the number of best features to retain by ranking by their scores (measured
as the local contrast). The results of this evaluation are shown in figure 7.10. Note that the
maximum number of SIFT features that we were able to extract was around 6800, whereas
the proposed method was able to extract up to 33120 features. Figures 7.10 (a) and (b) show
that the rotational and translational errors are correlated, and the most accurate results for
SIFT were obtained when using around of 4150 features. We also found that when using the
proposed method, no significant accuracy gain was achieved when using more than 8270
features. Overall, the most accurate results achieved by the proposed method outperformed
the most accurate results obtained by SIFT by 17.3% for translation and 15.7% rotation.
Figure 7.10 (c) shows that the inlier ratio decreases when more features are extracted for
SIFT, whereas it increases when extracting a larger number of ROS2D features. For SIFT,
more features are obtained by changing the parameter explained above, which may reduce
their distinctiveness due to the selection of lower ranked features and result in a larger number
of false matches. On the other hand, more ROS2D features are obtained by taking more
points after the transition point k′. These points are associated with high value residuals,
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Figure 7.11: Visual Odometry results using the different KITTI sequences.
meaning that they belong to regions with high intensity variations and are likely to be highly
distinctive.
7.4.6 VO accuracy evaluation using the KITTI sequences
In this evaluation, we compared the VO accuracy of the proposed method with SIFT using the
11 KITTI sequences. We set both methods’ parameters as described in the previous section.
The results of this experiment are summarized in table 7.2 and an example of the trajectories
are illustrated in figure 7.11. The results show that the proposed method outperformed
SIFT in all sequences except for sequences 03 (both methods produced comparable results)
and 06 (SIFT produced slightly more accurate results). Note that despite the proposed
method outperforming SIFT in the 01 sequence, both methods struggled to obtain an accurate
estimate of the camera poses. This sequence consists of frames captured by driving a car
on a highway, and the bad results may be attributed to outliers that have similar attributes to
7.4 Experimental Evaluation 155
Table 7.2: The median, mean and standard deviation of the absolute trajectory error (ATE)
between the estimated trajectory and the ground truth data for a depth only method and
RGBD-SLAM v2 methods.
Sequence No. Environment Distance ROS2D-SIFT SIFT-SIFT
Average trans. err. (%) Average rot. err. (deg/m) Average trans. err. (%) Average rot. err. (deg/m)
00 Urban 3714m 1.5749 0.0073 1.9051 0.0087
01 Highway 4268m 26.1425 0.0285 1205.4239 0.0116
02 Urban+Country 5075m 1.9133 0.0091 5.6095 0.0241
03 Country 563m 4.7215 0.0184 4.1427 0.0202
04 Country 397m 4.6817 0.0070 6.0074 0.0077
05 Urban 2223m 3.7162 0.0151 3.978 0.0107
06 Urban 1239m 5.8266 0.0263 4.5559 0.0134
07 Urban 695m 4.8446 0.0277 10.2396 0.0523
08 Urban+Country 3225m 2.6416 0.0083 3.3316 0.0106
09 Urban+Country 1717m 4.0464 0.0108 4.8863 0.0108
10 Urban+Country 919m 2.8794 0.0111 4.0707 0.0191
inliers. Those outliers are not a direct result of completely bad matches or random errors.
They belong to structures corresponding to a different (and incorrect) motion. For instance,
some features may exhibit no parallax (the angle between the captured rays is the feature’s
parallax) during camera motion due to them having a very large depth [193]. Such features
are only able to constrain the rotational component of the camera motion, thus providing an
inaccurate translation. Regardless of the type of features used, identifying such motions is a
very difficult task, and we plan on resolving this issue in our future work. Another scenario
that both methods struggled with was that some sequences contained cars moving at various
speeds. The robust estimation method used in this approach was generally able to correctly
segment the correspondences associated with the camera motion. However, when another
car was driving at a similar speed, correspondences located on this car were mistakenly
considered as inliers and used to estimate the camera motion. This results in a very small
but continuous drift throughout the sequence [194]. For instance, this scenario occurs when
performing VO on the 04 sequence and an example of this problem is demonstrated in figure
7.12. The figure shows the inlier correspondences that were obtained after performing the
robust estimation step. It can be seen that a few (around 5) correspondences were located
on a vehicle driving in front of the camera. Although features on this vehicle belonged to a
dynamic object, they were mistakenly identified as static, since this vehicle was driving at a
similar speed (but not the same) to the moving camera.
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Figure 7.12: Inliers obtained by the robust estimation method when matching sequential
images. It can be seen that some correspondences were located on a moving object (car), as
it was driving at a similar speed to the moving camera.
7.4.7 Qualitative evaluation
We mentioned in the introduction section that producing denser looking 3D models is one of
our aims for this approach. In this evaluation, we compared the 3D reconstruction results of
the proposed method with SIFT using two public datasets [12][13]. Similar to the stereo
SLAM system described in section 7.4.4, we implemented a monocular SLAM system that
initially employs a 5 point RANSAC algorithm [90] to estimate the camera motion between
the first two frames and find the 3D parameters (up to a scale) of their correspondences.
For the remaining frames that follow, we used a P3P algorithm to estimate the relative
motions. We also used a global bundle adjustment algorithm in place of the sliding window
bundle adjustment used previously. The results of this experiment can be seen in figure 7.13.
The 3D models were obtained by performing the monocular SLAM method on the Temple
dataset [12] (only first 13 images were used) and the Sceaux Castle dataset [13] (contains
11 images) using both ROS2D and SIFT features. It can be clearly seen that the proposed
method was able to provide much denser models in comparison to SIFT. For instance, the
reconstructed 3D model using the Temple dataset contained 55082 points when using ROS2D
features and only 2643 points when using SIFT features. In addition to the above datasets,
we also tested the monocular SLAM system on the Dino dataset [12]. We want to note that
the 3D reconstruction failed when using SIFT features for this sequence, as there were not
enough inliers detected by the initial 5 point RANSAC step. To this end, we only show
the 3D reconstruction results obtained by the proposed method using the first 30 images of
the Dino sequence. The 3D reconstruction results are illustrated in figure 7.14. The results
show that the proposed method was able to obtain a dense 3D model of the dinosaur object
containing a total of 301781 points.
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Figure 7.13: 3D reconstruction results on the Temple [12] and Sceaux Castle [13] datasets
using ROS2D and SIFT features
7.5 Conclusion
In this chapter, we proposed a 2D feature extraction method that selects features using a
robust rank order statistics segmentation method. The main idea is to segment points with
high local intensity variations across different scales. In the experimental evaluation, we
showed that our method is able to obtain a large number of high quality and repeatable
features. We also showed that the proposed method performs very well in comparison to
other state-of-the-art methods, and that the features obtained by this approach are invariant
to various image transformations such as rotation, scaling, blurring and lighting variations.
In addition, we showed that the proposed method outperformed SIFT in terms of the pose
estimation accuracy using a public VO dataset. We finally showed that using ROS2D features
produced denser looking 3D models in comparison to SIFT. The larger number of 3D points
provided important information that not only resulted in better looking 3D models, but also
could be used to improve the camera pose estimation in SLAM applications, especially for
monocular SLAM and structure from motion (SfM). The main drawback of ROS2D is its
computational complexity, and in our experiments, SIFT was faster than this method. In the
future, we plan on finding ways to improve the computational performance of the proposed
method.
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Figure 7.14: Top - sample images from the Dino dataset [12]. Middle - 3D reconstruction
results using the proposed feature extraction method. Bottom - estimated camera poses.
Chapter 8
Conclusion and Future Work
In order for a robot to be fully autonomous, it is very important that it is able to localize itself
and generate a model of its environment accurately. These tasks are particularly critical, if the
robot is required to navigate in an unknown environment, plan its path and avoid collisions.
The main objective of this research is to study and outline some of the major challenges
in visual SLAM problems, and develop localization and mapping methods that are able to
perform in such challenging scenarios. We particularly focused on solving SLAM problems
for robots that utilize an RGB-D sensor.
Chapter 2, presents a thorough review of the state-of-the-art methods that form the basis
of visual odometry and SLAM. The review covers a wide range of topics such as motion
estimation, different mapping presentations, filtering techniques, camera calibration, 2D and
3D feature extraction, data association, pose graph optimization, bundle adjustment, loop
closure, RANSAC estimation, and an overview of the RGBD-SLAM method.
In Chapter 3, we outlined the problem of registering RGB-D frames in an environment that
may be susceptible to lighting variations. In particular, registering frames in dark environ-
ments. This is a very important issue, since robots performing important tasks in hospitals,
factories or conducting search and rescue operations, may face challenging situations in
which the robot is required to localize itself and map its surroundings. For instance, a
power outage or fire smoke can hinder the visual sensing of a robot. In order to account for
variations in lighting, we proposed using the visual information obtained by the IR camera
of the RGB-D sensor (Microsoft Kinect) in addition to the RGB information. The speckled
pattern that is projected on to the scene and captured by the IR images has an appearance
similar to salt and pepper noise, resulting in many outliers when matching these images. To
be able to deal with the large number of outliers, we employ MSSE for robustly estimating
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the motion parameters and segmenting the inlier data. The final step involves refining the
transformation using an iterative closest point algorithm. We also proposed a visual odometry
method that concatenates the estimated relative transformations for obtaining a global pose of
the camera. We showed that our system is able to register point clouds with high accuracy in
a dark environment by appropriately processing the IR image. We evaluated the performance
of different registration methods in terms of accuracy and computational efficiency under
different parameters and settings. We also showed that the proposed VO method effectively
estimates the robot’s global pose in a dark room using the pre-processed IR image.
In Chapter 4, we outlined the visual based localization and mapping problem in texture-less
environments using an RGB-D sensor. Images containing limited texture are commonly
encountered when mapping offices and buildings, or may result from lighting variations
in a scene. As such, we developed a fast and accurate method that does not rely on the
information provided by the RGB images and only uses the depth information for registration.
This enabled us to study the limits of using structures only for solving 3D SLAM. However,
since registration using the dense point cloud is computationally expensive, we propose an
effective sampling scheme that informatively selects the points carrying useful information
using the statistical analysis of their spatial curvature. We showed that the proposed key-
point extraction method outperforms other state-of-the-art methods in terms of accuracy and
repeatability and performs comparably in terms of efficiency. The sampled points are then
assigned 3D descriptors and matched using their descriptors (between sequential frames).
The matches are then refined for calculating a rigid-body transformation between sequential
frames using a robust estimator. The relative transformations are then concatenated up to
the current time resulting in a global pose. We finally employ a loop closure and pose graph
optimization technique in order to reduce the drift and obtain a globally consistent trajectory.
We showed in the experimental evaluation that the proposed registration method is faster and
more accurate than other well-known registration methods.
The aforementioned method works well when there is sufficient structure in the scene. How-
ever, some environments may lack such information, which could result in registration failure.
In Chapter 5, we outlined this problem and extended the previous 3D SLAM method by
using both geometric and photometric information. We evaluated the proposed method
using a publicly available dataset and showed that it is able to perform very well in scenes
with low structure as well as those with low texture. We also presented a new loop closure
detection technique based on calculating an adaptive threshold, that depends on the type
(texture/structure) and amount of information in the scene. We also showed how this method
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was able to detect loop closures effectively in comparison to fixed threshold methods. In
addition, we developed an effective sampling method that informatively samples a point
cloud into a subset of points carrying the most useful information for registration. This
reduces the computational time significantly in comparison to using the full point cloud,
while maintaining the accuracy of the registration. The points that resulted from this sampling
technique were used as geometric features. We also showed that the proposed 3D features are
very repeatable and outperformed the ROS feature extraction method, which were presented
in Chapter 4.
In Chapter 6, we outlined the problem of the narrow field of view of RGB-D sensors for
SLAM applications. Monocular SLAM systems, in contrast, can exploit wide-angle lenses
and do not have the depth range limitation, but are unstable for texture-less scenes. As
such, we devised a SLAM system that employs both an RGB-D camera and a wide-angle
monocular camera for combining the advantages of the two types of cameras. As a re-
sult, the proposed system is able to handle large-scale indoor environments by using both
RGBD-to-RGBD and RGBD-to-monocular registration. We create multiple virtual images
for each wide-angle monocular image in order to compensate for the difference of FOV
and resolution of the cameras. We construct a graph consisting of nodes which represent
the camera frames, and edges which denote the pairwise registration results between the
frames. We then compute MSTs and traverse them to calculate the initial global poses of the
cameras, which are used to prune edges from the original graph that have inconsistent poses.
In the final step, bundle adjustment is performed on the graph using the consistent edges. We
showed in our experiments that the proposed SLAM method performs well in reconstructing
large scale indoor environments. The experiments showed that the RGB-D only approach
struggled to reconstruct the whole sequence, mainly due to its limited FOV. We also showed
that using multiple virtual images performs better than using a single calibrated monocular
image, both in terms of the mapping results and the average number of RGBD-to-monocular
inliers.
In Chapter 7, we proposed an image based feature extraction method that selects points using
a robust rank order statistics segmentation method. This method is based on segmenting
points with high local intensity variations across the scale space. In our experiments, we
showed that the proposed method is able to extract a large number of repeatable features and
that it performs very well when compared to other state-of-the art methods. We also showed
that the features selected by our approach are invariant to various image transformations
such as rotation, scaling, blurring, JPEG compression, viewpoint and lighting variations. In
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addition, we showed that this method outperformed SIFT in terms of the pose estimation
accuracy using the KITTI dataset [88]. We also performed a qualitative evaluation and
showed that using ROS2D features produced denser looking 3D models in comparison to
SIFT. The larger number of 3D points provided important information that not only resulted
in better looking 3D models, but could also be used to improve the sensor pose estimation in
SLAM applications, particularly monocular SLAM.
8.1 Future work
In this section, possible extensions to the research presented in this thesis are suggested.
• The VO/registration method proposed in Chapter 3 is less tolerable to distant objects
in a dark environment when compared to a lit environment, since these objects are less
visible in the IR image when compared to the RGB image. Although an iterative closest
point geometric registration approach was used (in the case of registration and not
VO) to refine the motion estimate, ICP’s convergence heavily relies on a good initial
estimate. In situations where the distant objects are less visible, the initial solution
could contain a large error, resulting in ICP registration failure. In addition, ICP could
take a long time to converge when using the dense point cloud. The statistical sampling
techniques presented in Chapters 4 and 5 could greatly benefit the registration accuracy
in such situations. One could use the visual features of the IR image, in addition to the
3D features for estimating the motion between frames.
• In the above method, interchanging between RGB and IR images is based on simple
heuristics such as the average image brightness. Other more robust change detection
algorithms, such as the ones described in [163] could be used to greatly enhance this
functionality. For example, Niemeyer et al. [195] detected changes in the images using
Principle Component Analysis (PCA). The principal component images corresponding
to large eigenvalues are assumed to reflect the unchanged regions of the images,
whereas those corresponding to small eigenvalues are assumed to be the changed
regions [163].
• Feature refinement and geometric verification methods proposed in this thesis utilize
random sampling approaches that perform the search in the data space, such as the
least Kth order or RANSAC for model fitting. However, such approaches require a
high number of samples for finding an accurate solution. These methods do not react
to the trends of change of the cost function as they moves from one sub-sample to
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Figure 8.1: An example of two disconnected RGB-D segments that are connected using
multiple monocular-to-monocular constraints.
another [196]. Alternatively, optimization solutions are based on search strategies on
the parameter space. However, this space is infinitely large and a unique constraint
to limit the search is not available. Fast least k-th order statistics (FLkOS) [196] is a
high breakdown estimator that bridges the data and parameter spaces, resulting in a
fast search algorithm. We believe that utilizing FLKOS, would improve the speed of
the proposed registration algorithm while maintaining its accuracy.
• The method presented in Chapter 6 fuses the information provided by both an RGB-D
sensor and a wide angle monocular camera. We construct a graph that consists of
RGBD-to-RGBD and RGBD-to-Monocular constraints. We showed that by using
the monocular image, we were able to connect RGB-D segments, which were mainly
disconnected due to the limited field of view of RGB-D sensors. For matching RGB-D
images to monocular images and calculating the relative pose between them, we use the
depth information provided by the RGB-D sensor. However, RGB-D sensors provide
useful depth information up to a certain range (approximately 5 meters). As such,
matching RGB-D images to monocular images would fail in situations where the depth
information are not available. The proposed method could be extended in a way that
in cases when the depth information is not available, a 2D-to-2D motion estimation
algorithm, such as a 5 point algorithm [90], would be employed. However, this could
lead to some challenging situations, due to the scale ambiguity of 2D-to-2D matching.
In order to overcome this problem, one would need to estimate the scale from RGB-
D features that are associated with valid depth information (if such information is
available). In addition, the method could overcome the RGB-D sensor’s depth range
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limitation by matching monocular images with each other and adding those constraints
to the graph. For example, if two RGB-D segments are disconnected by many frames
(due to the FOV or depth limitation), a single monocular image may not be sufficient to
connect the two segments. On the other hand, connecting multiple monocular images
may help to connect the disconnected RGB-D segments. This example is illustrated in
figure 8.1. However, similar to the scale problem described above, one would need to
find a way to estimate the scale of the motion and 3D point parameters resulting from
monocular to monocular matching.
• The evaluation of the above method consisted mainly of qualitative and statistical
analysis, such as comparing the number of connected segments, the average number
of added constraints and the average number of inliers of the compared methods.
Unfortunately, no ground truth information was available to quantitatively compare the
accuracy performance of these methods. Since, the use of both a monocular and an
RGB-D camera is a very specific case, no public benchmarks are available.
• The proposed methods struggled when mapping environments in the presence of
multiple motions, such as people walking in the scene. Since we use a high-breakdown
estimator in our method, we think it should be possible to segment different motions
explicitly and register these separately. This would result in a more robust method
that is able to map dynamic environments, and also provide useful information of the
moving objects in the scene.
• All the methods which were presented in this thesis, utilize a CPU for computation. The
computational efficiency of these methods could be improved if they were implemented
to use a graphical processing unit (GPU) in addition to the CPU. In order to do so, the
architecture of the processes described in this thesis would need to be updated to make
use of the highly parallel nature and memory model structure of GPUs. The methods
presented in Chapters 6 and 7 could highly benefit from this, as their main drawbacks
were their high computational complexity. In the future, we plan on finding ways to
improve the computational performance of our methods.
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