Resolving fine details of subcellular structures is key to understanding the organization and function of cellular networks. Recent advances in far-field fluorescence microscopy provide the necessary tools to analyze these structures with resolutions well below the classical diffraction limit in all three dimensions. Technical improvements go hand-in-hand with new versions of switchable fluorophores that allow nonlinear optical effects to be more efficiently used to push the resolution limit down further. High contrast combined with the wide spectrum of available colors currently endow these fluorescencebased super-resolution techniques with the power to study the complexity of subcellular organelles and the relation of their constituting components down to the molecular level and under physiological conditions. In this way, they give us a far better understanding of the assembly of macro molecular complexes and their functions within a cell than has been possible before employing conventional imaging methods. In this review, we give an overview of the technical state-of-the art of these technologies, their fundamental and technical trade-offs, and provide typical application examples in this exciting field.
Introduction
It is more than half a century ago that the first subcellular structure has been resolved in detail by an electron microscope [1] . Although electron microscopy (EM) still provides the best resolution of cellular ultrastructures, preserving the native composition during fixation and providing three-dimensional (3D) imaging with high specificity to a target such as a specific protein of interest remains a challenge. For 3D reconstruction, sections have to be taken which is laborious and can result in artifacts due to mechanical stress. In addition, EM is not compatible with live-cell imaging. It is, however, exactly these attributes that render fluorescence imaging so valuable and indispensable for cell biology. Since the advent of the green fluorescent protein (GFP) and its variants, fluorescent tags can be genetically targeted to any protein of interest and endogenously expressed in a living cell under physiological conditions [2] . Fluorescent labeling and imaging techniques have become standard procedures in most biological and biomedical laboratories as they are relatively easy to perform and hence many research fields historically relied on the use of fluorescence microscopy for decades. Despite all of these advantages, fluorescence imaging is limited in its spatial resolution to ∼ 200 nm laterally and ∼ 500 nm axially when using visible light. This diffraction limit in an optical microscope manifests itself in the fact that a point source of a light emitter is convoluted by the instrument to a blurred finite-sized focal spot, the so-called point spread function (PSF). The resolution limit was first recognized and described by Ernst Abb é in terms of resolvable spatial frequencies that an object to be imaged contains. He stated that a structure with given spatial frequency can only be resolved if at least the zero and first diffraction order of light emanating from it are detected [3] , which is closely related to the size of the PSF. Under conditions typically encountered in optical microscopes, this limit can be expressed as his famous diffraction theorem [ Table 1 , Eqs. (1a) and (1b)]. Abb é ' s law remains fundamental for all far-field imaging techniques and has precluded the visualization of fine details of structures having nanometer extensions. Owing to this nanoscale architecture of many biological structures, among them cytoskeletal components, nucleosomes, membranes, and suborganelle components, to name just a few, researchers have been keen to develop techniques to overcome the classical resolution limit of a microscope. Given the huge relevance of fluorescence for biological imaging, it is not particularly surprising that the focus of most technical improvements in resolution has been and still is devoted to this type of microscopy ( Table 1 ) [4] .
Axial resolution of microscopes is generally by at least a factor of two lower than lateral resolution, which has prompted researchers in the early 1990s to first conduct work towards better performance in the z -direction.
Techniques termed 4Pi Microscopy and Image Interference Microscopy (I 5 M) took advantage of two opposing objectives and interference to push axial resolution to approximately 100 nm using confocal and wide-field systems, respectively [5] . In contrast to axial resolution, lateral resolution remained unimproved. As the sample is sandwiched between the opposed lenses, both techniques are generally limited to thin specimens. The difficulty in alignment is certainly another reason why these technologies have never met widespread use.
During the late 1990s it was realized that the minimum resolvable distance as defined in Eqs. (1a) and (1b) can become considerably smaller, if optical nonlinearities of the light-sample interaction are exploited [6] . This has Table 1 Fluorescence-based imaging methods with their theoretical and practical resolutions. Formulas valid only for ideal conditions. For more precise deviations they have to be scaled with a factor that takes into account background, instrumental constraints, and sample properties.
prompted a rapid development of methodologies devoted in the first place to extend the lateral resolution of microscopic imaging which led to a variety of far-field nanoscopic imaging techniques now collectively termed superresolution microscopy (Box 1). In principle, although their strategies are quite different, all nonlinear techniques draw in the end on a spatial or temporal modulation of the transition between different states of a fluorophore, for example, switching between a bright and a dark state ( Figure 1 ). The only linear technique for resolution enhancement utilizes structured illumination. Although the basic idea of structured illumination microscopy (SIM) had already been suggested and demonstrated by Lukosz in the 1960s [7] , it took until the end of the 1990s to introduce the method successfully to fluorescence microscopy by Heintzmann and Cremer [8] and Gustafsson [9] , achieving a twofold resolution enhancement in the lateral direction. As linear interaction is sufficient for this effect virtually any fluorophore can be used, which lead to the success of SIM as a standard super-resolution method. In an extension, excitation saturation as well as photo-switchable fluorophores were employed in what is called saturated SIM (SSIM) or saturated pattern excitation microscopy (SPEM). Both techniques use these nonlinear interactions to improve resolution further [10, 11] .
A different approach to resolution beyond the diffraction limit was taken by Hell [12] . He first turned to a photophysical transition called stimulated emission, in which molecules in the excited state are brought back to their ground state by illuminating them with high intensities of light at a suitable wavelength. This led to the development of stimulated emission depletion (STED) microscopy [12] . In an attempt to reduce the extremely high intensities needed for STED, Hell sought other transitions that could be potentially used. Indeed, in ground state depletion (GSD) microscopy he found that the transition to the dark triplet state needed less laser powers [13] . A further considerable reduction in laser power was finally achieved in a technology that uses a reversible switching of fluorophores between two different states for fluorescence inhibition [14] . This method was called reversible saturable (or switchable) optical fluorescence transitions (RESOLFT), although this term was expanded to describe all the above approaches.
A few years later Harald Hess and Eric Betzig introduced the concept of photo-activated localization microscopy (PALM) [15] . They realized the power of photoswitchable fluorescent proteins (PS-FPs) for localization microscopy (LM). Localization methods were already in use at that time to determine, as their name implies, the localization of single molecules with a precision that is one order of magnitude smaller than the width of the PSF. This precision relies on the determination of the center of gravity of the PSF and on the a-priori knowledge of a single molecule emitting. They were, however, of limited use for imaging, as molecules could only be sparsely labeled in order to be singled out. Therefore, applications were restricted in most cases to spectroscopic analysis and distance measurements. The mechanism of photoswitching, however, opened up the possibility for dense labeling as most of the fluorophores can be switched to and kept for a prolonged time in their dark state [16] . Using stochastic activation it is then possible to have only one among many emitters per PSF in its on-state and hence determine its localization with high precision [17] . By collecting a series of images to capture all fluorophores in the sample the super-resolution image is constructed. First used in a total internal reflection fluorescence (TIRF) illumination scheme, the method was also introduced using epifluorescence in an implementation called fluorescence PALM (FPALM) [18] . In addition, other photo-switching mechanisms were employed, among these F ö rster resonance energy transfer (FRET) of dye pairs as in stochastical optical reconstruction microscopy (STORM) [19] , the transition to a long-lived reduced quenched state of an organic dye as in direct STORM (dSTORM) [20] , or the transition to the triplet state as in ground state depletion followed by individual molecule return microscopy (GSDIM) [21] . At present, PALM technology holds the potential for the best achievable practical resolution in light microscopy, and because the instrumental set-up is relatively easy it has found widespread recognition. This might explain why many variants with many acronyms have been published and the list seems to be growing by the year [22] .
A conceptually similar yet different method to enhance resolution is based on fluctuation analysis. Super-resolution optical fluorescence imaging (SOFI) as one representative relies on higher-order statistical analysis of temporal fluctuations, caused, for example, by blinking molecules, recorded in a sequence of images [23] . The fluorescence fluctuations in each pixel are recorded as a function of time and subsequently correlated. As fluorophores have to be recorded over several frames they have to display sufficiently slow fluctuations in the range of tens of milliseconds and to be persistently observable over the full measurement time.
Until recently, live-cell and 3D approaches have eluded super-resolution imaging hampering their full potential to reveal structural reorganization and dynamic processes. This was partly due to lack in adapted technologies, low Box 1 Strategies for and categories of super-resolution techniques.
A. Localization strategies
Imaging is accomplished by a sequential localization of single or ensemble of emitters. They rely on the switching of a fluorophore between two different states (ideally a dark and a bright state). These processes are stochastic in nature, with no a priori knowledge of the position of the emitter, which is determined by fitting algorithms. If conditions are realized with one (or very few) fluorophore(s) out of many active or passive within a PSF at a given time, then their positions can be accurately estimated with a precision an order of magnitude better than the PSF. The process necessitates the recording of many frames to obtain a collection of all emitters in the sample.
1. Single molecule localization microscopy (SMLM). This method relies on irradiation induced switching of molecules between different states (ideally a dark and a bright state). If switching occurs in a controlled manner stochastically, one or few emitters out of many will be in their active state per PSF. The resolution limit is given by the fitted photon distribution [ . These techniques are deterministic in nature, that is, the position of the emission is known a priori . They all require scanning with the engineered PSF.
1. Stimulated emission. Depletion is accomplished by extreme high powers ( > 250 MW/cm 2 ) of a depletion laser whose wavelength coincides with the emission maximum of the fluorophore and that de-excites molecules by stimulated emission to their non-fluorescent ground state. The depletion laser is applied shortly after the imaging laser. The most prominent representative is stimulated emission depletion (STED) microscopy. 2. Photo-physical transitions. Depletion is performed by pumping the fluorophore into the dark triplet or another quenched state with high laser power ( > 100 kW/cm 2 ) of the depletion laser whose wavelength coincides with the excitation maximum of the fluorophore. As the sample is scanned the triplet or quenched state has to relax to the ground state before the depletion beam, which is applied shortly before the imaging beam, moves to the next position. This type of method is represented by ground state depletion (GSD) microscopy (GSDM). 3. Photo-switching. Depletion is performed by a reversible switching of a fluorophore from its bright to its dark state accomplished with moderate laser power ( > 1 kW/cm 2 ). As the sample is scanned the dark state has to convert back to the bright state before the depletion beam, which is applied shortly before the imaging beam, moves to the next position. The term used for this method first, that is, reversible saturable (or switchable) optical fluorescence transitions (RESOLFT), now encompasses all the methods using reversible switching.
D. Diffraction order shifting or structured illumination strategies
The sample is illuminated with a spatially structured rather than homogeneous light distribution. The diffraction orders emanating from the sample are shifted in a controlled way and from a sequence of images the sample can be reconstructed at higher resolution.
1. Structuring by interference. This technique uses wide-field illumination with a periodic pattern projected into the image plane. The interference of the pattern with sample structures causes so-called Moir é fringes that contain high frequency information shifted down to a lower frequency band and can as such be recorded through the objective lens. The method does not necessarily require a nonlinear sample-light interaction, but the use of them will increase the obtainable resolution [ Table 1 , Eq. (5)]. The technique is called structured illumination microscopy (SIM), and its nonlinear variant saturated structured illumination microscopy (SSIM), saturated pattern excitation microscopy (SPEM), and nonlinear structured illumination microscopy (NL-SIM). 2. Structuring by spatial oversampling. This type of illumination uses the diffraction limited focal spot itself for structuring and needs spot-scanning of the sample. PSF structuring requires spatial oversampling of the detection necessitating the use of array detectors. One example is confocal laser scanning microscopy (CLSM) itself, which improves the resolution already by a factor of approximately 1.4. Other variants are represented by image scanning microscopy (ISM) and multifocal structured illumination microscopy (MSIM).
acquisition speeds, insufficient algorithms, and inefficient fluorophores. As a consequence, improvement in these areas has become the focus of current research activities [22, 24, 25] . Virtually all high-resolution technologies are now expanded to the third dimension by using modifications of the illumination or detection schemes, by adapting evaluation algorithms and employing faster processing tools [26] . Last but not least, fluorophore properties have been altered to better match experimental requirements, especially with regard to switching behavior [27] . The aim of this review is to shed light on these continuing efforts. To provide the necessary background to understand their impact and limitations in biomedical research, we will refer to the basic principles of the different methods when required. Owing to space limitations a certain selection of methodologies and references was inevitable and we apologize to those not cited.
PSF engineering with sectioning capabilities and reduced light levels
A very direct way of achieving higher resolution is to sharpen the diffraction limited spot (PSF). Nonlinear methods have proven to be successful strategies to this end (see Box 2) . Although linear methods exist, for example, based on polarization and phase manipulation, these were less useful as narrowing the PSF is typically small and accompanied by undesired and unavoidable side effects, including reduced contrast due to large side lobes. This is not surprising, as linear methods can only redistribute the spatial frequency spectrum captured by the optical system rather than extend the spatial frequency band, a prerequisite for improved resolution.
In PSF engineering methods, a diffraction limited spot of fluorophores is excited in the sample but is locally modified by de-excitation using light (depletion). This de-excitation can be achieved by STED, which depopulates fluorophores from the excited to the ground state [12] , by GSD, in which molecules are pumped into the dark triplet state [13] , or by switching molecules to a metastable dark state, for example, by a reversible photo-switch of photochromic fluorophores or reversibly photo-switchable FPs [14] . Usually, a donut-shaped light distribution is used for depletion to narrow the PSF as given by the diffraction limit. All these methods utilize reversible saturable optical (fluorescence) transitions [29] . For them to work properly special conditions have to be met: first, the fluorophores must be stable enough to withstand the intensities of the depletion laser to enable many switching cycles; and second, the depletion light must be optimally tuned to enable efficient transition from the on-state to the off-state. These two requirements have prompted the search for fluorophores suitable for biomedical imaging and the development of adapted reversible switchable FPs allowing resolutions of approximately 80 nm [30] as well as the search for simpler laser solutions. Efforts along this line are time-gating the detection in combination with readily available continuous wavelength (cw) lasers [31] and the development of one wavelength STED. The latter has been possible by employing two-photon excitation in combination with a fluorophore whose emission is shifted so much that the de-excitation can be stimulated with the same light source wavelength and has been applied to biomedical imaging [32] .
As the depletion area was confined in the lateral plane, STED was combined with other technologies to improve z -resolution. For example, STED was used together with 4Pi microscopy [33] and on optical sections ( Figure 2 ) [34] in order to enhance axial resolution to approximately 80 -100 nm. Also, STED took advantage of the z -sectioning capabilities of selective plane illumination microscopy (SPIM) leading to an improved axial resolution by nearly a factor of two [35] . Finally, the depletion mask was extended to the third dimension to also improve axial resolution [36] .
Owing to the high laser powers required for STED, live-cell imaging remains a challenge for this type of [28] .
The basic principle behind PSF engineering can be described as follows: a diffraction limited light spot excites fluorescence in the sample. A second light beam is focused on the same spot, preferably to a spot with zero intensity at the place of the peak of the PSF of the first spot. The second light beam de-excites the fluorophores, for example, to the ground state (STED), to the triplet state (GSD), or a metastable state (RESOLFT or excitation saturation). In the last two cases the second light beam is typically applied before the first one and depletes the ground state by cycling the fluorophore between the on-and off-states. In the former case, the second depletion lasers follow the first imaging lasers to deplete the excited state. Although both light spots are diffraction-limited, the nonlinear nature of the de-excitation as it saturates, that is, it cannot exceed complete de-excitation independent of intensity, enables in principle unlimited reduction of the remaining excitation spot size.
Spot size:
n = refractive index of medium the wave is propagating in λ = wavelength α = half of angular aperture of objective Ι = intensity of de-excitation light I sat = saturation intensity value of de-excitation light a = parameter accounting for shape of mask used for depletion σ = spot size at full width at half maximum (FWHM)
In practice, the size is limited by the requirement to have at least several tens of molecules emitting on average to achieve a useful signalto-noise ratio (SNR), that is, it depends on the concentration of the fluorophores in the sample. For example, a millimolar concentration is needed to achieve an isotropic 3D resolution of approximately 10 nm with a SNR of 10.
technology due to photo-bleaching, photo-damage, and photo-toxicity. Therefore STED has been mostly used with stable synthetic dyes such as Atto532 and Atto647. With depletion powers in the range of 100 -500 MW/cm 2 , resolutions down to 40 nm have been achieved using these dyes. By contrast, under ideal conditions, STED has been successfully applied to image living mammalian cells with two colors [37] . Acquisition speeds were increased by parallelization using multiple depletion beams and widefield observation [38] . To reduce laser powers necessary for de-excitation, other methods were investigated. One of them is GSD microscopy (GSDM) that uses a single wavelength for excitation and de-excitation to the triplet state [39] . As laser powers were still comparatively high for live-cell imaging and it generally appears that the larger versatility of STED outweighs the benefits of this moderate laser power reduction, GSDM has never seen extensive use in fluorescence imaging despite the fact that suitable fluorophores were available. A significant reduction in laser power is made possible by using reversible transitions of structural states of fluorophores (RESOLFT). This method is therefore much better suited for live-cell studies using switchable FPs and conventional fluorophores [40] . Although many reversible photo-switchable FPs exist that can be shuttled between a bright and dark fluorescent state, only a few of them enable suitable switching rates. Among these is rsEGFP, which can be recycled thousands of times and was successfully used in imaging live dendritic spines [41] . An enhanced rsEGFP version was engineered having higher switching rates rendering the new variant, rsEGFP2, the prime FP for live-cell imaging using the RESOLFT approach [30] .
PSF engineering methods have the distinct feature that they physically sharpen the excitation spot size due to nonlinear sample-light interaction. This opens up the possibility of sample manipulation at scales beyond the diffraction limit not possible with other high resolution techniques. In these cases, the manipulation itself can but must not be the nonlinear interaction used for PSF engineering as occurs, for example, in photo-disruption [41] . The smaller volume accomplished with STED is also beneficial for fluorescence correlation spectroscopy (FCS) as a point-scanning method [42] . By varying the spot size the characteristics of diffusion processes can be assessed.
Fast structuring of light in three dimensions
In structured (patterned) illumination microscopy, spatial information of the sample is shifted in frequency domain, similarly to what is done with lock-in techniques in the temporal domain involving temporal, that is, one-dimensional information (see Box 3) [9, 11] . Owing to the downshift of frequencies in emission by patterned illumination, object structures at high spatial frequencies are moved in the range imaged by the optical system as defined by Abb é ' s principle. There are two requirements associated with these methods. First, frequency-shifted components have to be retrieved from the image recorded. Only after retrieval, these components can be shifted back to their original position and thus object information can be reconstructed. Therefore, as many images as components to be retrieved have to be recorded with distinct phases. ) shows Moir é fringes which combine frequencies from the two offset circles in frequency space (2C). Rotating the pattern will slowly fill the frequency space achieving more isotropic resolution (2D). Using a structured (patterned) illumination of an extended region of the sample one can shift spatial information of the sample from higher frequency bands into lower frequency bands. A typical example for this is the so-called Moir é fringes. If the structure is simply a cosine pattern of frequency f m the object frequencies f are shifted in the emission to f + f m and f -f m . Thus, owing to the down-shift of frequencies in emission, object structures at high spatial frequencies are moved in the range imaged by the optical system as defined by Abb é ' s principle, which describes that only those frequencies can be resolved when the first diffraction order is still transmitted by the objective lens. As a minimum in 2D-SIM with a block of the 0. order beam, a periodic pattern at frequency f m leads to components at f (the original object frequencies), f + f m and f -f m , thus requiring three images for reconstruction, which are obtained by phase shifting the grid. In 3D-SIM with 0th and 1st order beams applied, five components have to be assigned ( f, f + f m , f -f m , f + f m /2 , f -f m /2 ) and hence five phase shifts will be necessary. A minimum of three rotations will yield an isotropic image.
By using nonlinear light sample interactions, higher order harmonics (HOH) can be generated that can be used to shift frequencies still further. As more components will have to be solved and frequencies have to be shifted further, more phase shifts (two additional per HOH) at finer steps and more rotations (three additional per HOH) at smaller angles will be necessary, increasing the number of necessary images (by six per HOH).
Resolution in SIM:
sin (1 (1 ) Second, frequency shift and subsequent reconstruction has to be done in all spatial directions and dimensions of relevance as one mostly desires an isotropic lateral resolution, ideally even isotropic resolution in all three dimensions. Hence, either illumination pattern must contain frequencies in all directions of relevance or it must be rotated to achieve patterning in all directions sequentially. This increases the number of components and therefore the images required for reconstruction further. Using a two-beam interference set-up for generating illumination pattern structuring will only be seen in the lateral plane (2D-SIM; TIRF-SIM). However using threebeam interference, a standing interference pattern at high frequency is also created in the axial dimension improving its resolution by twofold as well (3D-SIM) [43] . Typically, a phase grating with a zero and two first diffraction orders is used for structuring the coherent illumination in the latter case. This requires five images per direction and a total of 15 images to achieve a nearly isotropic lateral as well as axial resolution improvement. As SIM is based merely on linear effects, laser powers can be low and virtually any fluorophore can be used. These attributes combined with its intrinsic 3D capability has made SIM one of the mostfrequently used super-resolution technique for live-cell and/or 3D multicolor imaging.
The concept of linear structured illumination has been extended to the nonlinear regime using either saturation [10, 11] or switchable FPs [44] . The former method is called saturated pattern excitation microscopy (SPEM) or saturated SIM (SSIM), the latter nonlinear SIM (NL-SIM). The basic principle underlying the nonlinear version of SIM is the generation of spatial frequencies in illumination beyond the diffraction limit. Photo-switching has the enormous advantage over saturation of being more compatible with biological samples. The number of images necessary and switching cycles of the fluorophore, however, increase dramatically with resolution. Thus, the fluorophore properties itself are the most limiting factors of the technology. Nevertheless, Rego and coworkers demonstrated up to 50 nm resolution for imaging in TIRF mode ( Figure 3 ) [44] .
Structuring is not limited to a periodic wide-field pattern as the diffraction limited spot in a confocal microscope lends itself to this kind of modulation as demonstrated in an implementation termed image scanning microscopy (ISM) [45] . In contrast to conventional confocal microscopy, this kind of approach requires spatial sampling of the detection. Thus, it is crucial for each position to project the diffraction limited spot onto a camera or sensor array instead of using a point detector. In analogy to SIM, ISM almost doubles the resolution in all three dimensions compared with conventional widefield microscopy [45] . Although multiple images have to be read from the camera due to its symmetry, a single scan of the spot pattern is sufficient to obtain almost isotropic resolution enhancement. The increase in both resolution and contrast improves the often poor signal-to-noise ratio in live-cell data, which is due to the deliberately low photon dose applied to the sample to avoid photo-toxicity. To overcome the relative slow acquisition speeds when employing a point scanner, the method was multiplexed by a multifocal configuration [46] . The combination of resolution, optical sectioning, and acquisition speed made this approach suitable to study the cytoskeletal network in a transgenic zebrafish [46] .
A similarly special variant of structured illumination combines confocal filtering in one direction accomplished by line scanning with structured illumination along the line [47] . Owing to the elimination of some of the out-of-focus light before detection, such a configuration allows deeper penetration depths. A different combination with similar advantages involves SPIM and structured illumination (SPIM-SI) [48] . In SPIM, as only the plane to be imaged is illuminated, typically at a right angle to the observation path, the out-of-focus light is minimized and bleaching is reduced. Bleaching can arise as an issue especially for live-cell imaging, as conventional SIM needs several images for reconstruction that might be affected by bleaching. In an implementation called digital scanned laser light-sheet fluorescence microscope (DSLM-SI), structuring is achieved by temporally modulating the light sheet by the image generating laser beam and improved contrast has been demonstrated [49] . The high contrast achieved combined with low bleaching rates renders this method an exquisite tool to study dynamic processes in live animals. More recently, Bessel beam light sheet illumination has been combined with SIM to a very impressive live-cell imaging technique that achieves a unique combination of resolution enhancement in 3D and photon efficiency translating to live-cell compatibility as well as imaging speed and penetration depth [49] . The structured illumination pattern is generated by the naturally occurring minima and maxima of the Bessel beam, which is scanned and amplitude-modulated to achieve phase shifting of the pattern and homogeneous illumination across the sample. Although the absolute lateral resolution achieved here is slightly lower than achieved with SIM in a wide-field configuration, it outperforms the latter in speed, penetration depth, and photo-toxicity and thus it may become a new standard for 3D live-cell imaging with resolution enhancement.
Yet another variant to produce a structured illumination pattern, namely speckles, is based on scattering of coherent light. As the structures in a speckle field are diffraction-limited, they can be used to provide resolution enhancement to biomedical fluorescence imaging. To achieve quasi-confocal, speckle-free images, many frames in the order of > 100 have to be acquired [50] . Owing to this disadvantage and the missing reconstruction flexibility compared with deterministic illumination patterns, the method has not been used widely. However, it has the advantage that a priori knowledge of a speckled pattern is not strictly required as long as the pattern is relatively homogeneous throughout the sample. Unlike approaches with a known interfering pattern, usually periodic or focused, the sample in this blind SIM approach is simply illuminated with several uncontrolled random speckles Figure 3 Nonlinear structured illumination of the nuclear pore. The nuclear pore protein POM121 was fused to Dronpa, a photo-switchable fluorescent protein, and imaged by either conventional wide-field microscopy (A) or nonlinear structured-illumination microscopy (NL-SIM) (B). The localization pattern of POM121, an integral membrane protein, was markedly different when imaged by NL-SIM with one or two higher order harmonics (HOH) (3, 4) than when imaged by conventional (1) or even linear structured-illumination microscopy (2). This is confirmed by taking a line profile through a nuclear pore (C). from which the sample fluorescence density is retrieved [51] . The method yields as conventional SIM twofold resolution enhancement in all directions. The approach is insensitive to any aberrations induced by illumination or the specimen and does not require any calibration steps, features that simplify the experimental set-up.
Unlocking 3D live-cell observation in single molecule localization microscopy (SMLM)
PALM and related methods have been initially conceived as 2D techniques [15, 18, 19] . Prohibitory out-of-focus light and labeling densities that are more demanding in a volume than in a plane have prevented the technology to advance to the axial direction at the time of its introduction. However, recent technical advances have made this possible. Several optical implementations have been put forward that differ in the way they obtain axial information.
In one set of techniques, the z -information is encoded in the shape of the PSF. They achieve, in general, axial resolutions between 50 and 70 nm. By introducing, for example, an astigmatic lens in the detection path the PSF becomes elliptical above and below the focal plane. The extent and orientation of the ellipse fitted by a 2D Gaussian function will yield the z -position of the emitter [52] . The astigmatic approach has been enhanced to 20 nm axial resolution using two opposed objectives, which helped to entangle the intricate meshwork of actin cytoskeleton [53] . A second approach based on PSF modification is represented by placing a phase mask into the detection path, which yields a twisted double-helical PSF [54] . The relative orientation of and distance between the generated two lobes encode information of the z -position. Lithographic techniques have been refined to render the phase masks more light efficient than using spatial light modulators (SLMs). A third approach uses a glass wedge covering half of the objective pupil, thereby acting as a phase ramp that also leads to a bi-lobed PSF whose relative distance depends on defocus [55] . Proof-of-principle of this phase ramp imaging localization microcopy (PRILM) was achieved by looking at the microtubule network in 3D. Most of the PSF engineering concepts are limited to a capture range of around 1 μ m. To allow for an extended depth of field, the focal plane can be altered progressively and the final images are stitched together. Related but conceptually different is the use of confined activation by temporal focusing via two-photon illumination, where the elliptical PSF is fitted to a 3D Gaussian function [56] . Various organelles have been imaged with an axial resolution below 100 nm in this way. Another strategy also yielding axial resolutions in the 50 -70 nm range is splitting the signal onto two different portions of the detector (dual-view) or onto separate detectors (dual-camera) in a technology termed bi-plane PALM (BP-PALM) [57] . As the different portions (or cameras) are arranged at different focal planes, the z -position is encoded by the relative extension of the observed PSFs.
Interferometric PALM (iPALM) has so far proved to be the most powerful among existing 3D point localization techniques achieving a z -resolution below 10 nm [58] . This approach is based on a three-way interferometer where photons collected by two opposing objective lenses are detected by three different cameras. The relative intensity on each camera is the read-out for the z -position of the emitter. In an elegant study, iPALM has helped to decipher the stratification arrangement and orientation of focal adhesion components at cell-substrate contacts [59] .
iPALM per se is powerful if the molecules organize in well-defined 3D structures in close vicinity to well-known structures, such as the membrane ( Figure 4 ). If such a link is missing, it is of great help or even necessary to correlate the PALM image with EM. An excellent example of such a correlative light and electron microscopy (CLEM) approach is provided by the characterization of the organization of a mitochondrial nucleoid protein in relation to the mitochondrial cistaernae ( Figure 5 ) [60] . The combination of iPALM with ion ablation and scanning EM (SEM) yielded < 30 nm axial resolution. Point localization methods bear great potential in the study of live-cell dynamics as long as temporal information of single molecules rather than of macromolecular complexes is the prime focus. In the former case, SMLM can be used to activate and deactivate molecules for numerous cycles to track many subsets of molecules successively [61] . Unlike conventional single particle tracking (SPT) methods, single particle tracking PALM (sptPALM) generates large sampling statistics and high density maps of 2D diffusion trajectories based on the time-dependent positions of single molecules. sptPALM has been, among others, used to analyze the dynamics of viral and cytoplasmic proteins [61] . The use of dual-color labeling opens up the possibility to probe the temporal inter-relationship between two or more proteins in space.
In principle, live-cell SMLM methods can also be used to track macromolecular structures over time. However, in this case spatial information is also required necessitating the superposition of numerous image frames implying acquisition times in the range of several minutes. Especially when using FPs photon counts can be low, which requires slower acquisition speeds. Keeping this caveat in mind, one has to carefully choose the dynamic process to match achievable acquisition speeds with the underlying process. For example, the biogenesis and rearrangements of focal adhesions occurs in a suitable time domain (minutes) and Shroff et al. were able to assess these dynamic processes using fast PALM imaging at an acquisition speed of 25 s per PALM image [62] .
The key to localization microscopy approaches is the isolation and localization of individual emitters, pushing the complexity of the method from hardware to sample preparation and image analysis including localization algorithms. The image analysis task consists of finding the positions of up to several hundred molecules per camera frame in up to 20 000 or more frames, resulting in a total number of molecules of up to 10 million. The situation is even worse for 3D imaging. Typically, the position of an isolated molecule is determined by fitting a Gaussian mask or a 2D Gaussian to its isolated PSF (see Box 4) . In the first PALM experiments, this took as long as 12 h with, at that time, state-of-theart personal computers precluding a feedback during image acquisition [15] . Computational power increases as a general trend, and when live-cell imaging came into focus, many algorithms have become available with increased processing speed, essentially serving for convenience and throughput [63 -65] . A super-resolution image can be derived from the raw dataset in real time; therefore, the relevance of this dataset and its parameters can be fed back to the experiments immediately. As these new algorithms mushroomed in recent years, it is out of the scope of this review to cover all of them ( [65] and references therein).
As FPs have a low photon budget, researchers have looked for ways to introduce organic dyes with tenfold increased photon counts to the living cells and in this way accelerate frame rates and shorten measurement times [66] . As immune-staining with dye conjugated antibodies is restricted to the surface of living cells, the field has resorted to employing self-labeling tags [67] . Such sequences can be introduced into a protein by genetic engineering, prominent examples being Snap, Halo, TMP, and FlAsh tags [68] . Chemical tags can pass the cellular membrane when applied exogenously and bind their specific sequence thus giving specificity to the attached label, which can be a switchable fluorophore suited for SMLM. Partly, these studies used double-or multi-color staining to speed up analysis while giving structural context to the precisely localized molecules. To widen this scope, FPs can be combined with chemical tags as endogenous glutathione concentrations in cells are compatible with organic dye switching [69] .
Stoichiometries and the formation of clusters can also be assessed by live-cell imaging [70] ( Figure 6 ) . However, such analysis can be impeded by multiple occurrences of the same molecule, because a molecule can last longer than the image frame time and hence appears in multiple Figure 5 Correlative 3D microscopy. The red isosurface is from mEOS2 labeling TFAM, which associates with the mitochondrial DNA (nucleoid) and was detected with iPALM. The ultrastructural context of the mitochondria is provided by focused ion beam scanning electron microcopy (FIB-SEM). Shown is one slice gray-colored. Membrane cristae are visible as grooves in the vicinity of the nucleoid. As a perspective view of the surface is shown, no scale bar is given. However, the mitochondrial nucleoid is approximately 400 nm across. Courtesy of Janelia Farms Research Campus, Howard Hughes Medical Institute, Ashburn VA, USA.
Box 4 Principle of localization microscopy.
Step 1
Step 2
Step 3 SWF PALM Accuracy cannot be assessed easily, but one can rely on current instrumentation to provide for high accuracy. Each detectable PSF exemplified by the one circled will be fitted within a frame. The right panel shows the workflow in localization microscopy as conducted by PALM/dSTORM. Most molecules are brought to their off-state before the start of the experiment (step 1). Then, an image series is taken under conditions that per PSF only one emitter is in its on-state (step 2). Once detected, the fluorescence is immediately inhibited and the next cycle of activation/deactivation starts. This is continued over a sufficient number of frames to ensure to capture most of the molecules. The center of area of each detected PSF is computed and localization is plotted in a new coordinate system. Once finished, the PALM image is displayed by plotting all localizations from each of the frames in a final vector map. As comparison, the plotted PSFs can be displayed in the background corrected sum wide-field (SWF) image. In PALM, molecules are so sparsely activated that their PSFs do not overlap in time. The measured photo distribution of each emitter is statistically fitted to a Gaussian function. The ultimate goal is to determine as best as possible the center or mean value of the photon distribution ( μ ) and its uncertainty ( σ ). The deviation of the center of the Gaussian function or its amplitude from the true position of the emitter will determine the accuracy δ μ , which cannot be assessed easily. The standard deviation will give the localization precision at FWHM or 1/ e 2 as defined. frames. Owing to stochastic alterations from frame to frame, it appears as a cluster of points instead of a single point. A method called pair correlation PALM (PC-PALM) circumvents this problem of single molecule assignment [71] . As its name implies, it uses pair correlation algorithms to remove multiple appearances of the same molecule in the final image. A combination of 3D and live-cell imaging has been hampered above all by the need to achieve labeling densities that lead to true representations of the structures of interest and often are employed by looking at protein distributions rather than structure [72] . Indeed, often such high labeling densities are hard to achieve or should even not be attained to reduce the probability of two or more molecules emitting per PSF at the same time [73] . The demand for higher labeling densities was met with increased efforts to come up with algorithms that were able to estimate localizations with high precision even in the presence of overlapping signals. Apart from increasing the acquisition rates of the camera and at the same time increasing the photon output per molecule, this seems another promising way to speed up the acquisition times significantly. Most of the approaches are based on fitting multiple model PSFs instead of just one using maximum-likelihood estimations in 2D (DAOS-TORM, PALMER, and MFA [74 -76] , and DAOSTORM-3D [77] ). More recently, compressed sensing algorithms known from signal processing were employed for the task of locali zing sparse but not necessarily isolated emitters [78] . As many of these algorithms were implemented on graphics processing unit (GPU) architecture, analysis times could be reduced to minutes and less. Those algorithms are able to fit an order of magnitude more molecules per PSF and bear great promise for livecell applications as acquisition times can be cut down by a similar factor. Even the algorithms fitting multiple emitter models to the intensity distribution of one camera frame fail as the density of emitters surpasses a certain threshold. This is due to the fact that many different models of fluorophore location with different numbers of fluorophores and intensities may fit the experimental data almost equally well. This limitation is overcome by Bayesian statistical approaches as they analyze the whole dataset globally [79] .
Accuracy (not accessible from experimental data):
δ μ i = ( μ i -μ i 0 ) μ i = coordinate
Fluctuation analysis in the presence of highly dense labels
A recently developed super-resolution method, termed super-resolution optical fluctuation imaging (SOFI), draws on the stochastic blinking behavior of fluorophores by evaluating the recorded signal using cumulant functions (see Box 5) [23] . Similar to all other super-resolution methods, SOFI relies on the ability of the fluorophores to exhibit at least two distinguishable fluorescent states, for example, an ' on ' and an ' off ' state. SOFI is typically performed on a camera-based system, although it can also be employed on sequential acquisition schemes, such as laser scanning microscopes. SOFI works in and close to the single molecule regime, that is, the sensitivity of the system has to be high enough to be able to detect fluctuations of a single emitter. This in turn puts a constraint on the concentration range of the molecules for which SOFI can be suitably applied. As a rule of thumb, SOFI works in the same regime as fluorescence correlation spectroscopy (FCS), which is in the sub-micro molar range. Thus, compared with localization-based methods such as PALM or STORM, SOFI works at much higher concentrations, as it does not rely on the localization of single fluorophores in a single frame. By contrast, SOFI takes all recorded photons into account in order to extract super-resolution information. Owing to the cumulant approach, it is not required that the PSFs of fluorophores are optically separated within a single frame, but instead there can (E) The integral over the second-order correlation function is assigned to each pixel. The second order correlation function is proportional to the squared PSF, thus increasing the resolution by a factor of √ 2. SOFI is based on the calculation of higher order correlation functions or cumulants. If the signal quality permits the derivation of higher order correlation functions up to order k can yield a resolution improvement of √ k . As an alternative to autocorrelation in time, also cross-cumulants at any (e.g., zero) time-lag can be calculated. Together with a reweighing scheme this leads to a resolution improvement proportional to k .
Resolution in SOFI:
( without reweighing ) sin n k λ σ α = ( with reweighing ) sin n k λ σ α = n = refractive index of medium the wave is propagating in λ = wavelength α = half of angular aperture of objective k = order of cumulant σ = resolution be many overlapping PSFs at the same time. Therefore, SOFI can be performed on less controllable samples, where ' on ' and ' off ' times and duration might be difficult to tune for a localization scheme. SOFI also works in a lower signal-to-noise regime than any of the SMLM techniques [80] .
SOFI is based on the evaluation of high-order cumulants. The higher the order of the calculated cumulants, the better the achieved resolution. In the ideal case using deconvolution on top of the correlation, the order of the cumulant is equivalent to the resolution gain over the original image. For example, the second-order cumulant will result in a SOFI image which features twice the resolution of the original fluorescence image; a third-order SOFI image essentially increases resolution by a factor of three and so forth. This works for all three dimensions.
However, there are limitations for practical reasons. First of all, the signal quality determines how many cumulant orders can be calculated. This had limited SOFI to be used with quantum dots [23] and organic fluorophores [81] excluding FPs. This situation changed when reversible switchable FPs became available that allowed for sufficiently high contrast [82] . This so-called photochromic stochastic optical fluctuation imaging (pcSOFI) also paved the way for live-cell applications. SOFI can be used with various microscope types, such as a lamp-based widefield, TIRF or spinning disk microscopes. Second, as each cumulant order probes different aspects of the underlying blink distribution of the fluorophores, for example, skewness, kurtosis, etc., negative SOFI values are possible, which might prove disadvantageous for display and interpretation of the SR image. Third, bright molecules will become disproportionally brighter for higher orders leaving only the few brightest molecules visible, whereas the dimmer molecules will remain almost invisible due to the increased dynamic range of the SOFI image. However, this issue has been overcome with the introduction of balanced SOFI (bSOFI) and images of cellular structures, labeled with conventional organic fluorophores up to the fifth order have been generated featuring a resolution of ∼ 80 nm [83] . The inherent sectioning capabilities of SOFI together with its resolution enhancement in the axial direction have been demonstrated on the cytoskeleton network of HeLa cells ( Figure 7 ) [84] .
Even more subtle fluctuations than needed in SOFI occurring at fluorophore densities as high as used for conventional imaging can be modeled using Bayesian analysis. This method also relies on the stochastic blinking behavior of fluorophores in time but could be positioned in-between the single emitter localization methods and the fluctuation analysis. In an approach called Bayesian blinking and bleaching (3B) analysis, an entire time series recorded in a standard wide-field illumination scheme is modeled as a set of blinking and bleaching fluorophores [79] . In the 3B approach the entire time series is globally analyzed and a fluorophore location probability map is generated by making a weighted average over all possible models. Therefore, the analysis is only weakly constrained by prior information about the blinking and bleaching characteristics of the fluorophore, which can be estimated from separate experiments. Modeling includes the use of data from overlapping fluorophores as well as the use of information from bleaching events, blinking events and changes caused by fluorophores being added or removed. To account for the ambiguity in the modeled fluorophore distributions, an average of all possible models is taken resulting in a probability map where areas with more possible different distribution models appear as regions of worse resolution. This strengthens the robustness to this approach against misinterpretation. A few seconds of data collection using a wide-field fluorescence microscope have been reported to yield an image with a spatial resolution approaching 50 nm together with a time resolution of 4 s, as demonstrated with the standard fluorescence protein mCherry [79] . Longer imaging times will allow for better localization estimates, but with a trade-off for temporal resolution.
The 3B approach shifts the complexity of super-resolution from optical set-up to post-processing analysis. Adequately sampling from the set of all possible models is a demanding computational task, and analyzing datasets requires several hours per square micrometer of data analyzed. But much as with the development of the localization-based approaches, the rapid development of computational hardware seems likely to improve this situation in the future.
Making fluorophores blink -transitions reloaded
A cornerstone for all nonlinear super-resolution techniques is the employment and control of fluorophores Fluorescence excitation (ex) occurs by absorption of a photon promoting the transition of a molecule in the singlet ground state ( S 0 ) to the excited singlet state ( S 1 ). The drop back to the ground state produces fluorescence photon emission (em). As long as the fluorophore cycles between these two states, the molecule will be in its bright or on-state. It can, however, be withdrawn from that cycle by competing processes. By exciting the excited singlet state with high laser power of light at the emission peak of the fluorophore will depopulate the singlet state back to the ground state by stimulated emission depletion (stim), a process used in STED microscopy (1). The fluorophore can also act as a donor and transfer its energy to a nearby acceptor via F ö rster resonance energy transfer (FRET), a non-radiative process that is used in STORM (2) . Alternatively, the molecule can undergo intersystem crossing (ics) into a triplet ( T 1 ) or other long-lived dark state, a transition used in GSD, RESOLFT, and GSDIM (3) . While the fluorophore is in its triplet state, it is unable to undergo fluorescence emission until it relaxes back to the ground state. Reduction (red) will induce the transition from the triplet to an even longer-lived quenched state, from which the molecule can recover to the ground state by oxidation (ox). This process is promoted by violet light as used in dSTORM (4) .
that can be photo-modulated or photo-switched between at least two different states, commonly referred to as the ' on ' -or active and ' off ' -or inactive state (see Box 6) . Photo-switchable fluorophores come in two flavors: PS-FPs, sometimes also referred to as photo-modulatable FPs, [26] and synthetic/organic fluorophores [85] . These two classes of fluorescent molecules are very different in their chemistry and require different staining and imaging conditions. The two most crucial factors that determine the suitability of a certain fluorophore are its brightness and contrast ratio. The former determines the number of photons and hence the signal that can be obtained; the latter determines the background and therefore the achievable labeling density. Stability and switching rates are two additional relevant factors that influence the choice of fluorophores.
Typically, PS-FPs can be switched from a dark to a bright state or from one to another spectral state by illuminating the sample with low amounts of activation light, in most cases light from the violet part of the spectrum. They are converted back to the off-state by high power of the excitation light used for imaging, for example, by photobleaching or a reversible transition back to the on-state. PS-FPs can be assigned to either of three categories, which are photo-activatable (PA), photo-convertible, and photochromic FPs. PA-FPs will be irreversibly switched from a dark to a bright state with violet light by chemical modifications within the fluorophore group and inactivated by photo-bleaching. Photo-convertible or photo-shiftable FPs will be irreversibly switched from one spectral to another spectral state based on backbone cleavage, and inactivated as before by photo-bleaching. Photo-chromic FPs, by contrast, are reversibly switched back and forth between a bright and a dark state driven by a cis-trans isomerization reaction. By engineered modifications of amino acids in the chromophore group or close-by regions many PS-FPs with new properties have been successfully created [86] . As PS-FPs are essentially non-fluorescent (or fluorescent at a different spectral emission band) at the start of the experiment before conversion, the number of molecules in the on-state can easily be fine-tuned by balancing the powers between the activation and imaging lasers, respectively.
Organic dyes stay mostly in their on-state and the majority of molecules have to be turned to a relatively stable and reversible non-fluorescent off-state by irradiation with sufficiently high laser powers of the imaging light [73] . The presence of a reducing agent will help to bring organic dyes into a dark long-lived quenched state that can recover to the ground state by violet light and the presence of molecular oxygen. Hence, cycling between these states can be fine-tuned by the intensities of imaging and reactivation light as well as the concentration of reducing agent and oxygen. Organic dyes can be used as chemical tags for live-cell imaging as glutathione concentrations within cells are fortunately compatible with useful switching rates [87] . Employing an oxygen scavenging system to deplete the oxygen leads to a profound stabilization of the reduced state ' s lifetime, which can be accomplished by a buffering system with both reducing and oxidizing reagents (termed ROXS) [88] .
Advantages of PS-FPs are their small size in the range of 2 nm allowing for high labeling densities as well as their outstanding target specificity they provide as genetically engineered tags fused to a protein of interest. In favor of organic dyes stands their superior brightness that, giving rise to thousands of photons per cycle, is an order of magnitude higher than the hundreds of photons obtained from their protein counterparts [89] . Such a high photon flux allowed L ö schberger et al., in an elegant study, to visualize the eightfold symmetry of a nuclear pore complex protein, a feature that was resolved so far only by EM ( Figure 8 ) [90] .
Outlook
A considerable variety of imaging techniques has emerged that have shown potential and use for biomedical fluorescence imaging beyond the diffraction limit. Various methods have different advantages and disadvantages and thus there is good reason to assume that several methods will continue to be practically used in parallel and more may even become available for addressing the puzzles of live in the future.
Unfortunately, no gain is without its cost in microscopy. All methods, as different as they may be, share a common fundamental drawback, which is that spatial resolution can be increased only if temporal resolution is sacrificed. The sharpening of the PSF by physical shaping as in PSF engineering approaches, or by numerical calculations as in localization and fluctuation techniques, requires finer sampling in the spatial domain in the same way as structured illumination needs finer sampling in the frequency domain. Thus, there is a negative correlation between resolution and sampling. Moreover, photon statistics sets a limit to how fast imaging can occur. Each fluorophore has a finite lifetime and can therefore only emit photons at a certain rate. This sets in turn a restriction to the obtainable signal-to-noise ratio as the higher the resolution the fewer fluorophores are contributing to the signal at a given time. Against all these odds, super-resolution techniques have started to emerge providing speeds matched to dynamic processes in the sub-minute range while retaining sufficient sub-diffraction resolution. As most of the implementations have already technically approached fundamental optical limits, we can foresee three areas with the potential to improve acquisition speeds significantly in the near future: faster detection systems, enhanced algorithms, and improvements of fluorophore characteristics.
Array sensors employed for wide-field or multifocal scanning approaches have been the heart of detection in many super-resolution techniques. Owing to their outstanding sensitivity electron multiplying charge-coupled devices (EMCCDs) have been at the forefront, but are in most cases the speed-limiting factor. Cameras with faster read out times are therefore highly desirable and the introduction of scientific complementary metal-oxidesemiconductor (sCMOS) technology holds great promise in attaining faster imaging rates. Denser sampling allows reduction in number of image frames needed by an order of magnitude and has been made possible by the development of algorithms allowing overlapping emitters to be accurately fitted, among these Bayesian approaches. Processing times need to be optimized for this kind of algorithms as the demand for higher throughput and real-time analysis increases. Last but not least, super-resolution will depend heavily on the development of better reversible photo-switchable fluorophores. They hold the key for exploiting light-sample interactions more efficiently and are therefore indispensable for all nonlinear methods. It will be of outermost importance to control switching rates to a better extent matching them to the technology used.
There is no need to say that they have to be live-compatible and suited for in vivo labeling. More red-shifted versions will be needed as well to address the demand for multicolor staining avoiding crosstalk issues as best as possible. Finally, more stable versions with higher photon yield per excitation cycle and enhanced contrast ratios as well as optimized environmental conditions will help in lowering the required light doses and as such reduce or even prevent photo-bleaching, photo-damage, and phototoxicity. As more insight into the structure and chemistry of fluorophores is gained, rational design and engineering will gain momentum.
Improvements at all of these different frontiers will, in the end, be necessary to unravel many of the biological questions currently not answered in detail. They will, among others, help to solve cell nuclear architecture, the mechanics of molecular motors, and the formation and function of macromolecular complexes. Synergism with EM is expected, as correlative microscopy methods will provide high target specificity in an ultrastructural context. And finally, super-resolution techniques have started and will likely leave their marks in optogenetics, a rapidly evolving field that allows precise photo-manipulation of fluorescent molecules. As super-resolution techniques mature, we will undoubtedly witness a significant further progress in our understandings of the inner workings of the cell as the fundamental building block of life: live and in 3D. His research work has concentrated on optical imaging technologies, in particular for biomedical application, ranging from research microscopy to medical diagnostics, which continues to be his main focus.
