Introduction {#Sec1}
============

Increasing levels of body mass index (BMI) present a problem, particularly in children. Determining possible pathways of familial transmission is important, both for prevention and management intervention. In the Lifeways cross-generation cohort study, expectant mothers were recruited initially in 2001--2003 \[[@CR1]\]. Height and weight at age 5 were recorded for 567 children. Where available from either baseline or follow-up, BMI measurements of their parents, maternal grandmother (mgm) and grandfather (mgf), paternal grandmother (pgm) and grandfather (pgf) were also recorded. The extent to which the BMI of the child can be predicted from their parents, maternal and paternal grandparents is of interest. Neural networks (NN) have emerged as a major field of statistics and data analysis where the goal is to create reliable and flexible predictive models. They are described in many books, for example Ripley \[[@CR2]\].

As is a common problem in epidemiological studies the Lifeways study has missing data. Multiple imputation (MI) was developed to address the limitations of a complete case analysis \[[@CR3]\]. Different imputation models are used here and both NN's and linear models are fitted to the imputed data. Results are compared to a reduction method where no imputations are done, but predictions are made based on complete data models for the different patterns of missing data.

Main text {#Sec2}
=========

Methods {#Sec3}
-------

### Neural networks {#Sec4}

Neural networks are fitted to these data in order to predict child BMI from (possibly) non-linear functions of the covariates and their interactions. This is not easily done using a linear model, as the number of possible non-linear and higher-order interaction terms is large. We experiment with fitting multi-layer neural networks using the backpropagation algorithm of \[[@CR4]\] in which one fits the unknown weight parameters in a neuron using a gradient search method. The networks we use had one or more layers of sigmoidal units with a single sigmoidal output layer. The choice of how many neurons and how many layers is determined by leave-one-out cross validation i.e. one observation is left out at a time and predicted by a NN fit to the remainder of the data. The error-difference between actual and predicted is computed, squared and the average taken over all observations. This will be referred to as mean squared error (mse). The network that minimizes this error is chosen. MSE is also used as a criterion to assess goodness-of-fit of the model. Different starting weights may give different NN's and thus different mse. Therefore we fit each NN with 3 repetitions and the minimum error for each observation is taken. Non-linearity in the model is also explored using a generalized additive model (GAM) in which the linear predictor is given by a sum of smooth functions of the covariates \[[@CR5]\]. It's main difference from a NN model is that interaction terms are not automatically included. It is known GAM models underestimate p-values and they are not our main interest.

### Multiple imputation {#Sec5}

A complete case analysis of these data would involve very few families (\< 15) and statistically more powerful analyses can be done by including individuals with incomplete data. The MI methods used to do this require the missing at random assumption to produce unbiased estimates \[[@CR6]\]. An investigation into the pattern of missing data in \[[@CR7]\] did not demonstrate any systematic variability and these data were found to be missing completely at random.

MI is a two-stage process. In stage 1, the incomplete data set is replicated multiple times, and missing values are replaced by plausible values drawn from a posterior distribution according to a suitable imputation model based on the observed data. In stage 2, the target analysis is performed on each of the imputed data sets with the resulting parameter estimate and corresponding standard error of each data set, combined into a single estimate (and standard error) using Rubin's rules \[[@CR3]\]. For stage 1, we use an imputation model based on principal component analysis (PCA) due to \[[@CR8]\] that is fit using their R package missMDA. The first step consists in imputing the missing entry with an initial value, then PCA is performed on the imputed data set. Then, the value fitted by PCA is used to predict a new value for the missing one. On the new completed data set, the same procedure is applied and these two steps are repeated until convergence. To prevent over-fitting when there are many missing values a regularized version of the algorithm is available.

We also use a fully conditional specification (FCS), also known as multiple imputation by chained equations (MICE), that fits separate univariate models to each variable with missing values, iteratively cycling through the univariate models. Univariate imputation models considered here are Bayesian linear regression (NORM) and predictive mean matching (PMM). For NORM as described in \[[@CR9]\], we assume that z is a variable whose missing values we wish to impute from other (complete) variables $\documentclass[12pt]{minimal}
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PMM reduces the impact of model mis-specification, or non-normality \[[@CR9]\]. In PMM, using a perturbed parameter vector $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\beta ^*$$\end{document}$ as above, for each missing value $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$z_i$$\end{document}$ with covariates $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$x_i,$$\end{document}$ the q individuals with the smallest values of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$|\hat{\beta }x_h-\beta ^*x_i|$$\end{document}$ $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(h=1, \ldots ,nz)$$\end{document}$ are identified. One of these q closest individuals, say $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$i^{\prime }$$\end{document}$, is chosen at random, and the imputed value of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$z_i$$\end{document}$ is $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$z_{i^{\prime }}$$\end{document}$. We use $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\hbox {q}=3$$\end{document}$, which performed well in a simulation study \[[@CR9]\].

The R package mice \[[@CR10]\] is used to carry out these procedures. There is no mechanism at present that allows imputation to be done using a NN model, as a NN model is not identifiable.

### Gold standard-network reduction method {#Sec6}

All patterns of missing data were identified and a NN and a linear model fit to each data set with those variables that are present \[[@CR11]\].

### Statistical analysis {#Sec7}

Summary statistics for these data including an analysis involving pairwise correlations and univariate linear regression models may be seen in \[[@CR7]\].

The imputation methods PCA, PMM and NORM are carried out on the data and 10 imputed data sets obtained for each method. Each imputed data set is fit using a NN and a linear model.

Neural net fitting is done using two layers, the first with two neurons and the second with one, as this provided close to the best fit in terms of mse and had a low computation time. This is done using the neuralnet package in R \[[@CR12]\]. As computing leave-one-out mse involves 567 NN fits, and 3 replications for each fit are carried out, the number of data sets imputed for each imputation method was set to ten. The linear models regress child BMI on a linear combination of family member's BMI.

For the reduction method, since the data set contain 63 patterns of missing values, 63 NN and also 63 linear models are fitted. To provide comparison with other methods, each NN is trained on 80% of the available data and the test set is the remaining 20%. The mse is computed and then the average mse over the 63 NN's computed. A similar procedure is conducted for the linear model. Computations are carried out in R \[[@CR13]\].

The GAM model is fit using the mgcv package in R with the default options \[[@CR14]\].

Results {#Sec8}
-------

The fraction of missing data for each family member is child = 0.0, mother = 0.012, father = 0.579, mgm = 0.561, mgf = 0.716, pgm = 0.679 and pgf = 0.774. The root mse in the NN models is roughly 1.45 units of BMI. Thus the BMI of a child can be predicted from family members to within $\documentclass[12pt]{minimal}
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                \begin{document}$$\pm \,1.96 \times 1.45 = \pm \,2.84$$\end{document}$. The following can be inferred from Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"}:MSE is smallest on data imputed using MICE and PMM, followed by MICE with Bayesian linear regression and worst for data imputed with PCA. This is also true for the linear models fit.The neural net gave a smaller mse than the linear model for each imputation method indicating some non-linearity and interaction terms in the linear model.Imputing with MICE and PMM and fitting with a neural net gave a slightly smaller mse than the reduction method fit with neural net but the reverse is true for linear models. The standard deviation of mse for the reduction method linear models (63 in all) is large. This is as expected as some of the data sets fitted are quite small e.g. data sets with 6 or 7 family members.The important predictors in the linear model ($\documentclass[12pt]{minimal}
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                \begin{document}$$p < 0.05$$\end{document}$) are mother, father and mgm for all imputation methods, except PCA where the mgm is borderline significant.It is not possible to identify the important predictors for a NN with any data or the linear model reduction method. For a NN the weights for any particular neuron are not identifiable. The linear model reduction method involves 63 linear models, each with different predictors, with no obvious way of combining the results. The $\documentclass[12pt]{minimal}
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                \begin{document}$$R^2$$\end{document}$ is the percentage of variation explained

The results of the GAM fit to one data set imputed by PMM are shown in Fig. [1](#Fig1){ref-type="fig"}. This shows clearly non-linearity in the response of the child with father, mgm and pgf. We also note, results not shown, that mse for GAM models in Table [2](#Tab2){ref-type="table"} are between those for linear models and NN's, as is expected. The $\documentclass[12pt]{minimal}
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                \begin{document}$$R^2$$\end{document}$ for a GAM model fitted to data imputed by MICE and PMM was 19.70%, considerably less than the neural net value in Table [2](#Tab2){ref-type="table"}. This indicates interaction terms (not automatically included in GAM models) are important in the prediction.Fig. 1Typical relationships between child and family members using a GAM model. The figure shows the component smooth functions for each covariate that make up the GAM fit, on the scale of the linear predictor, with associated confidence bands

Discussion {#Sec9}
----------

NN's give the best predictions of the methods considered. They also provide a measure of the degree of non-linear and interaction effects in the data that can aid in identifying suitable models.

The advantages of this study is that it uses data from three generations of one family. To our knowledge no other study has attempted to predict child BMI from the two previous generations.

In \[[@CR7]\] univariate linear regression models were conducted and a maximum $\documentclass[12pt]{minimal}
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                \begin{document}$$R^2$$\end{document}$ of 4% was observed between child and mother. That between child and mgm was also 4%. However one of the main aims of that study was to model associations between family members and to understand the underlying process generating the data. Here the aim is to establish how well child BMI can be predicted from that of family members.

De Silva et al. \[[@CR15]\] evaluated the performance of different MI methods including NORM for handling up to 50% of missing data when assessing the association between childhood obesity and sleep problems. They also conducted a simulation study and observed slight gains in precision for all MI methods when compared with a complete case analysis. Our results are in agreement with this in terms of comparing imputed data models with a high percentage of missing data with reduction methods. There is little difference between analyses conducted on imputed data and analyses conducted on reduced data---where no imputation is done.

The network reduction method is computationally intensive to implement but its use as a gold standard to compare imputed methods is a useful technique in studies such as this, where large amounts of data are imputed.

Our results represent valuable information regarding protocol and data collection in relation to this and similar studies. They indicate that studies based on incomplete data where missing data is imputed can give reliable results.

Limitations {#Sec10}
===========

The NN architecture used is relatively simple. Slightly better results can be obtained for more complicated NN's as exploratory analyses revealed.There is no mathematical theory to justify MICE and PCA imputation methods in general and no simulation can study all the possibilities. We used real data to assess deviations from observations and results are limited to these data.
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