We devise a sound and complete epistemic-logic axiomatization for Knightian type spaces -the generalization of Harsanyi type spaces employed in strategic games with asymmetric uncertainty/ambiguity. In a Knightian type space, each type's epistemic attitude is represented by a set of probability measures. The axiomatization unravels how each such epistemic attitude embodies a (potentially) partial likelihood relation over formulas, and conversely, each partial likelihood relation over formulas is representable by a Knightian type.
Introduction
Classical games of incomplete information are modeled by Harsanyi (1967-68) type spaces, where the belief of each type is a probability measure on nature and the players' types. Such beliefs are precise and complete, and cannot model Knightian uncertainty, in the form of ambiguity or incompleteness. To express the latter, a recent and growing literature on games with uncertainty generalizes Harsanyi type spaces to Knightian type spaces, where the belief of each type is expressed by a set of probability measures on nature and the players' types. A type then deems one event more likely than another if all of the type's probability measures assign a higher probability to the first event.
In particular, some types may be unable to compare the likelihoods of some pairs of events, in which case these types' likelihood relation over events is incomplete. Ahn (2007) constructed the universal space in the class of Knightian type spaces, generalizing the classical Mertens-Zamir (1985) construction of the universal space for Harsanyi type spaces.
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and succinctly represent the list of assertions which describe its state of mind, e.g. 'I believe it's likely to rain'; 'I can't tell whether it's more likely that Bob thinks it's likely to rain, or rather that it's more likely he thinks it's unlikely to rain'; etc. Obviously, these assertions should be consistent. But what exactly are the properties that these assertions should satisfy if they are to be represented by a set of probability measures of some type in a Knightian type space?
The way to address this question is to phrase these assertions as formulas in a formal syntax, and to look for an axiom system for this syntax which will be sound and complete with respect to the class of Knightian type spaces. Soundness means that every formula which can be proved from the axioms indeed obtains in each state of every Knightian type space; completeness means that every formula which obtains in each state of every Knightian type space can be proved from the axioms.
Our main contribution in this paper is the formulation of such a syntax, along with a sound and complete axiomatization for Knightian type spaces. Formulas in the syntax are built up inductively from atomic formulas using the propositional connectives of negation and conjunction, as well as, for each player, the operator 'at least as likely as' connecting pairs of formulas. The axiom system augments the standard axiomatization of propositional logic with axioms and inference rules regarding the properties of the 'at least as likely as' operator. The axioms employed are reflexivity, positivity and non-triviality, as well as a more involved axiom, which is a generalized version of a cancellation-type condition. The latter asserts that whenever there are two provably equivalent ways to represent the same disjunction of conjunctions, likelihood assessments of formulas across these representations are not contradictory in the aggregate. Put intuitively, if a player is certain that two finite sequences of formulas are 'equivalent', then these should be considered equally likely. Two sequences of formulas are considered equivalent whenever exactly m of the formulas from one sequence hold true, if, and only if, exactly m of the formulas from the other sequence hold true, for every number of formulas m. A similar axiom featured also in Heifetz and Mongin's (2001) sound and complete axiomatization of standard Harsanyi type spaces, where it was vital for securing the existence of a probability measure congruent with the formulas, based on a theorem of the alternative; indeed, an appropriate probability measure might fail to exist in the absence of such a cancellation property, as shown by Kraft et al. (1959) . A generalized duality argument was used in Alon and Lehrer (2011) for characterizing incomplete likelihood relations by a set of probability measures, and we rely on their result here.
Our completeness proof relies on the method of finite filtrations of the syntax, restricting attention each time to the sub-language generated by the finite set of atomic formulas which appear in the formula of interest, and whose depth is equal or smaller than that of that formula. Indeed, example 1 shows that in the full language there are maximally consistent sets of formulas which cannot be represented by a set of probability measures in Knightian type space, and example 2 shows how this may happen even if the language has only one atomic formula. This phenomenon -the lack of strong completeness -is well known already from the axiomatization for standard Harsanyi type spaces (Heifetz and Mongin 2001) ; it stems from the fact that the syntax can express only finitary conjunctions and disjunctions, while the probability measures take values in the complete field of real numbers. Strong completeness for Harsanyi type spaces can be retained with an infinitary logic (Meier 2012 , Zhou 2009 . It remains open whether an analogous, strongly complete infinitary axiomatization can be devised also for Knightian type spaces.
The paper is organized as follows. Basic semantic and syntactic definitions are presented in the next section. The axiom system is presented in section 3. Section 4 states the characterization result, and elaborates the counterexamples to strong completeness. Section 5 discusses introspection. All proofs appear in the last section.
Setup
The paper is concerned with Knightian type spacesà-la Harsanyi (1967-68) . A Knightian type space is a tuple τ = (I, Ω, A, S, B, T 0 , (T i ) i∈I ), where I is a nonempty set of individuals, Ω is the set of states of the world endowed with the sigma algebra A, S is the set of states of nature endowed with the sigma algebra B, and T 0 : Ω → S is a measurable mapping which determines which state of nature obtains in each state of the world.
Denote by ∆ σ (Ω, A) the set of all countably additive probability measures over (Ω, A). For each player i, T i : Ω → 2 ∆σ(Ω,A) is a measurable mapping which associates each state of the world with a set of countably additive probabilities over (Ω, A), where 2 ∆σ(Ω,A) is endowed with the sigma algebra generated by the sets
for events E, F ∈ A. Note that T i being measurable w.r.t. the above sigma algebra implies that for any two events E and F from A, the set
is also an event (it is the inverse image under T i of all subsets of probabilities which rank E above F ).
The aim of this paper is to formulate a syntax and an axiom system which characterizes Knightian type spaces. To this end, let L be the language built from a set of atomic formulas P. Formulas in L are constructed inductively using the operators ¬ ('not') and ∧ ('and'). For two formulas ϕ and ψ, The operator ϕ ∨ ψ is shorthand for ¬(¬ϕ ∧ ¬ψ), ϕ → ψ is shorthand for ¬ϕ ∨ ψ and ↔ is shorthand for (ϕ → ψ) ∧ (ψ → ϕ). 'True' is denoted as , and equals ϕ ∨ ¬ϕ, and 'False' is denoted by ⊥, formally defined as ϕ ∧ ¬ϕ (for any formula ϕ).
A binary operator i over formulas is defined for each individual i ∈ I, where ϕ i ψ is interpreted as 'individual i judges ϕ to be at least as likely as ψ'. The relation ∼ i is the symmetric part of i , so that ϕ ∼ i ψ if and only if (ϕ i ψ) ∧ (ψ i ϕ) . The propositional connectives are regarded as having precedence over the operators and ∼.
Given a formula ϕ, its depth, dp(ϕ), is defined inductively by:
(1) dp(ϕ) = 0 if ϕ is atomic.
(2) dp(¬ϕ) = dp(ϕ).
(3) dp(ϕ ∧ ψ) = max (dp(ϕ), dp(ψ)).
(4) dp(ϕ i ψ) = max (dp(ϕ), dp(ψ)) + 1.
A typical model is a Knightian type space M = (I, Ω, A, 2 P , B, T 0 , (T i ) i∈I ), where the states of nature are all subsets of atomic formulas, B is the product algebra of 2 P , and the mapping T 0 is an interpretation mapping, specifying which atomic formulas belong to each state of the world. Whenever p ∈ T 0 (ω) for a state ω ∈ Ω in a model M we say that p obtains, or holds true in ω, and denote it by M, ω |= p. The relation |= is then extended inductively to all the formulas according to the rules:
where
The class of all models is denoted M. For a model M and a formula ϕ, we write M |= ϕ whenever M, ω |= ϕ for every ω ∈ Ω. We write M |= ϕ whenever M |= ϕ for every model M ∈ M. For a set of formulas Γ, Γ |= ϕ denotes that for any state ω of any model M ∈ M, ϕ obtains in ω whenever all the formulas in Γ obtain in ω.
The axiom system
The axiom system suggested in this paper is an incomplete variant of Gärdenfors (1975) , which in turn builds on a construction due to Segerberg (1971) . Gärdenfors formulated a sound and complete epistemic-logic axiomatization of additive probability measures, over a binary 'at least as likely as' relation. One of his axioms, which is discarded here, is completeness: for an 'at least as likely as' relation , every pair of formulas ϕ and ψ satisfy either ϕ ψ or ψ ϕ. This axiom requires that each pair of formulas be comparable. Where Knightian type spaces are concerned, the belief of an individual is represented by a set of probability measures, therefore cannot be expected to be complete (unless the set is a singleton). Completeness (axiom A2 of Gärdenfors) is thus relaxed here, and replaced by the weaker assumption of reflexivity. Reflexivity (our A2) simply asserts that the binary relation we consider is a weak relation rather than a strict one.
Other than completeness, the axioms employed here are similar to those in Gärdenfors, consisting of a positivity assumption (A1 here and in Gärdenfors), a non-triviality assumption stating that 'False' cannot be considered at least as likely as 'True' (A3 here and in Gärdenfors) , and a cancellation-type condition. The cancellation condition employed here is stronger than that of Gärdenfors (see a comparison of the two after the presentation of our cancellation axiom).
Both here and in Gärdenfors a basic axiomatization of propositional calculus is assumed, as well as an additional inference rule, the Rule of Necessitation. The first axiom is a propositional calculus assumption (for further details on such axiomatization see, for example, Chellas (1980) ).
(PropCalc) An axiomatization of propositional calculus, including the inference rule Modus Ponens.
Four additional axiom schemata are introduced next. The axioms express certain regularity conditions on the relation i , which will be shown to be necessary and sufficient for a representation of the relation i by a consensus rule over a set of prior probabilities.
(A1) For all formulas ϕ and individuals i ∈ I, ϕ i ⊥.
(A2) For all formulas ϕ and individuals i ∈ I, ϕ i ϕ.
(A3) For all individuals i, ¬(⊥ i ).
In order to introduce the last axiom, two definitions are required. Definition 1. Let (ϕ 1 , . . . , ϕ n ) be a finite sequence of formulas. For m ≤ n, ϕ (m) denotes the formula,
In words, ϕ (m) 'goes over' all possible choices of m formulas from the sequence, and calculates the conjunction of each such set of chosen formulas. All these conjunctions are then combined by disjunction. Hence ϕ (m) holds true whenever there are at least m formulas from the sequence that hold true. In particular, ϕ (1) denotes the disjunction of all the formulas in the sequence and ϕ (n) is the conjunction of all the formulas in the sequence.
Definition 2. For two sequences of formulas, (ϕ 1 , . . . , ϕ n ) and (ψ 1 , . . . , ψ n ), the notation
stands for the formula
For two sequences (ϕ 1 , . . . , ϕ n ) and ( if, for every m = 1, . . . , n, exactly m of the ϕ-formulas hold true iff exactly m of the ψ-formulas hold true. The notation (ϕ 1 , . . . , ϕ n ) ↔ (ψ 1 , . . . , ψ n ) may therefore be viewed as a generalization of equivalence of formulas to the case of sequences of formulas.
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Introducing a likelihood relation over formulas, if two (single) formulas ϕ and ψ are believed by an individual to be equivalent, then it is natural to require that the two formulas be deemed by the individual equally likely. Similarly, generalizing the equivalence relation from single formulas to sequences of formulas, it would make sense to require that if an individual is certain that two sequences of formulas are equivalent, one cannot be considered more likely than the other. This intuition is expressed in the axiom below, which is a cancellation-type condition, generalized to the incomplete case.
(A4') Let (ϕ 1 , . . . , ϕ n , ϕ , . . . , ϕ k times ) and (ψ 1 , . . . , ψ n , ψ . . . , ψ k times ) be two sequences of formulas, and i ∈ I an individual. Then
A4' formalizes the idea expressed above, stating that if two sequences, the ϕ-sequence and the ψ-sequence, are deemed by an individual to be equivalent, and the individual further judges every formula in the ϕ-sequence to be weakly more likely than every corresponding formula in the ψ-sequence, none of these "more likely" relations can be strict. To wit, if an individual deems all the ϕ-formulas except one as at least as likely as their corresponding ψ-formulas, then the weak likelihood judgement between the last formulas should hold, that is the last formulas should also be comparable, and specifically the likelihood judgement should be reversed. That is, the last ψ-formula should be considered at least as likely as the last ϕ-formula, thus balancing the likelihood of the two equivalent sequences. Gärdenfors (1975) Applied a similar, somewhat weaker condition, in which in the sequences above the last formula repeats only once. We refer to this condition as A4. For complete relations our condition is implied by that of Gärdenfors: If, under the conditions of the axiom, ¬(ψ i ϕ ), then completeness necessitates that ϕ i ψ , delivering a contradiction of A4. But without completeness the two formulas can be incomparable, so that both ¬(ψ i ϕ ) and ¬(ϕ i ψ ) hold. To exclude this possibility, A4 is strengthened to A4'.
To gain intuition when A4 is not sufficient for incomplete relations, consider the following example: let P = {ϕ 1 , . . . , ϕ 6 }, and L the implied language. Consider a relation i which satisfies ϕ i ⊥ and ϕ ϕ for every ϕ in L (Positivity and Reflexivity), and other than that only the two relationships, ϕ 2 ∨ ϕ 3 ∨ ϕ 5 i ϕ 1 ∨ ϕ 4 ∨ ϕ 6 and ϕ 2 ∨ ϕ 4 ∨ ϕ 5 i ϕ 1 ∨ ϕ 3 ∨ ϕ 6 . This relation satisfies also A4, since no sequences yield additional comparisons but the trivial ones (which are the result of Positivity and Reflexivity). However this relation cannot be represented by a consensus rule over a set of probability measures, since if there exists a set of probability measures that respects these relationships, then these must also entail, by summing over the implied inequalities, ϕ 2 ∨ ϕ 5 i ϕ 1 ∨ ϕ 6 (which is not assumed to hold). Completing the relation with comparisons according to A4' delivers the last ranking by considering the sequences (ϕ 2 ∨ϕ 3 ∨ϕ 5 , ϕ 2 ∨ϕ 4 ∨ϕ 5 , ϕ 1 ∨ϕ 6 , ϕ 1 ∨ϕ 6 ) and (ϕ 1 ∨ϕ 4 ∨ϕ 6 , ϕ 1 ∨ϕ 3 ∨ϕ 6 , ϕ 2 ∨ϕ 5 , ϕ 2 ∨ϕ 5 ). Thus, A4 does not suffice to obtain a representation of the relation by a consensus rule over a set of probabilities, and A4', its strengthening, is required.
Next, a definition of a 'theorem' in our system is given. This is the following inductive definition:
(i) If ϕ is an axiom, then ϕ is a theorem.
(ii) If ϕ and ϕ → ψ are theorems, then ψ is a theorem. This is Modus Ponens, assumed as part of (A0).
(iii) If ϕ is a theorem, then, for every individual i, ϕ ∼ i is a theorem.
To denote that ϕ is a theorem of our system we write ϕ. The rule in (iii) is named the Rule of Necessitation, applied also in Gärdenfors (1975) :
This rule asserts that every individual is certain of any theorem of the system. It represents a choice made here, to exclude the possibility that the individual be unaware of formulas which are tautologies, even if those are very complicated. It thus imposes a form of unbounded rationality on the individuals in our framework.
Note that as a result of (RN), (A4') implies that the likelihood relation respects logical equivalences of single formulas, in that ϕ ↔ ψ implies ϕ ∼ i ψ for every individual i. This is achieved by examining the sequences (ϕ, ψ) and (ϕ, ϕ). These sequences satisfy (ϕ, ψ) ↔ (ϕ, ϕ), and by Reflexivity (A2), ϕ i ϕ, yielding, through (RN) and (A4'), both ϕ i ψ and ψ i ϕ.
Definition 3. The system (PropCalc),(A1)-(A3),(A4') and (RN) is denoted by Σ.
The next remark completes the comparison of the system Σ with the previous literature.
Remark 1. Gärdenfors (1975) assumes in his system the following additional axiom (which he denotes by A0):
For any individual i and formulas ϕ 1 , ϕ 2 , ψ 1 , ψ 2 ,
However, it turns out that assuming the rest of the axioms (here and in Gärdenfors' system as well), A0 is implied (a proof is given in the last section).
This section is concluded with a few definitions. For a set of formulas Γ, ψ is provable from Γ if:
(ii) ψ is a theorem of Σ.
(ii) ϕ and ϕ → ψ are provable from Γ (Modus Ponens).
A set of formulas Γ is consistent if one cannot prove from it a formula and its negation. Γ is said to be maximally consistent if: (1) it is consistent, and (2) For any formula ϕ, either ϕ or ¬ϕ is in Γ.
The Characterization Theorem
The main result of this paper, stated in the next theorem, is that Σ is a sound and complete axiomatization of Knightian type spaces. In other words, every theorem of Σ holds true in every model in M, and every formula that holds true in every model in M is a theorem of Σ.
Theorem 2. Σ is a sound and complete axiomatization of M, namely,
As a corollary, using the completeness proof of the theorem, it is possible to conclude that Σ is decidable, namely that there is an effective finitary method for deciding for any formula whether or not it is a theorem of the system.
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Corollary 3. Σ is decidable.
All proofs appear in Section 6. While the soundness proof of the main theorem is straightforward, the proof of completeness, and the implied decidability, rely on two major components.
First, it relies on the method of formula-by-formula filtration. That is, when we want to prove that M |= ϕ implies ϕ, we consider the canonical collection Ω ϕ of maximally consistent sets of formulas constructed only from atomic formulas appearing in ϕ, and whose depth does not exceed the depth of ϕ. The collection Ω ϕ is finite, each of its subsets corresponds to some formula, and a formula belonging to all of the 'states' ω ∈ Ω ϕ is a theorem of Σ.
Second, we apply a result by Alon and Lehrer (2011) to show that the axioms imply that for every individual i ∈ I and every state ω ∈ Ω ϕ , there exists a set T i (ω) of probabilities which represent the likelihood relation i as it appears in the formulas of ω. In the implied model, having Ω ϕ as its state space, if ϕ holds true in all states of Ω ϕ then ϕ, which yields the desired completeness result.
As the derivation of a set of probabilities is a central step in the proof, the representation result of Alon and Lehrer (for finite state spaces) is briefly stated below.
Let Ω be a finite state space endowed with the algebra of all its subsets, and a binary relation over events in Ω. The following four axioms are necessary and sufficient for to admit a representation through a consensus rule over a set of prior probabilities.
P1. For all events A, A A.
P2. For all events A, A ∅.
P3. ¬(∅ Ω).

P4. Let (A )
n =1 and (B ) n =1 be two sequences of events from Σ, and k ∈ N an integer. Then
and A B for = 1, . . . , n − 1 ,
The representation theorem of Alon and Lehrer (2011) states that the relation satisfies the four axioms above if and only if there exists a nonempty set C of additive probability measures over events in Ω, such that for every two events A and B,
The proof employs a generalized separating hyperplane argument. This method of proof generalizes the one used by Heifetz and Mongin (2001) , who also relied on the formula-by-formula filtration technique and on a separation argument (a theorem of the alternative) to prove the completeness of their probability logic. Their axiom system contained an inference rule analogous to A4.
In both cases, strong completeness does not obtain, i.e. it is not the case that for every set of formulas Γ (in particular for infinite Γ), Γ |= ϕ implies Γ ϕ. The reason is that probabilities obtain values in the [0, 1] interval of the complete field of real numbers, which contains the limits of all of its Cauchy sequences, while limits of such infinite sequences cannot be expressed by a finitary logic. The lack of strong completeness in our case is demonstrated in the following example, by constructing an infinite set of formulas Γ and a formula ϕ, such that Γ |= ϕ, while ϕ cannot be proved from Γ. Example 1. Let Ω be any space of states of the world of some model in M. For any n ≥ 1, consider the atomic formulas ϕ 0 and ϕ 1 , . . . , ϕ n , and define, for L ⊆ {1, . . . , n}, the formula
and if L and K are two distinct subsets of indices in {1, . . . , n} then
For an individual i, Consider the following finite subset Γ n of formulas:
and let
Then in each state ω in which Γ obtains,
Therefore, in each state ω in which Γ obtains, it must be that µ(
, which means that Γ |= (ϕ 0 i ϕ 1 ). Still, for any finite n, the formula ¬(ϕ 0 i ϕ 1 ) is consistent with the (finite) subset of formulas Γ n . To see this, observe that a model for these formulas should satisfy:
and this may easily be accommodated by letting some λ ∈ P satisfy λ(
2 n for the finite n in question. Consequently, ϕ 0 i ϕ 1 cannot be proved from Γ in a finite number of steps.
The above example makes use of a countable number of atomic formulas. The next example shows that the same contradiction to strong completeness may be obtained even with a single atomic formula.
Example 2. Let ψ 0 be the only atomic formula and I = {1, 2} the set of individuals. Define the following formulas, for individuals i = 1, 2 (so for individual i, 3 − i is the other individual): In words, ψ 1 1 is the formula saying that individual 1 can compare the likelihoods of ψ 0 and its negation, ψ 1 2 says that 1 can determine which is more likely, that 2 can compare the likelihoods of ψ 0 and its negation or not, and so on. In order to build Example 1 out of these formulas it suffices to show the consistency of any subset of the formulas ψ 0 , ψ i 1 , . . . , ψ i n together with the negation of the remaining formulas, so that an appropriate partition, like {ϕ L } L of Example 1, can be constructed from them. In order to show this consistency consider the following model:
A is the algebra of all subsets of Ω. T 0 is defined by ψ 0 ∈ T 0 ((s, a 1 · · · a n , b 1 · · · b n )) if and only if s = 1 so s denotes whether ψ 0 or ¬ψ 0 obtains in ω = (s, a 1 · · · a n , b 1 · · · b n ). Next, we define the mappings T i , i = 1, 2. To this end, we first define the auxiliary mappings T i , = 1, . . . , n, as follows. If a 1 = 1, then
(where δ x denotes the Dirac probability concentrated on x), signifying that individual 1 knows the actual state of nature s and his/her own first coordinate a 1 = 1. Otherwise, if a 1 = 0, then
signifying that individual 1 is totally ignorant which state of nature is more likely, but still knows that his/her own first coordinate is a 1 = 0. Similarly, if b 1 = 1 then
Inductively, suppose T i has already been defined for < k and i = 1, 2. If a k = 1 then
signifying that individual 1 knows the actual value of b k−1 and his/her own k-th coordinate a k = 1. Otherwise, if a k = 0, then
signifying that individual 1 is totally ignorant about his/her opponent's k −1 coordinate, but still knows that his/her own k-th coordinate is a k = 0. Similarly, if b k = 1 then
and consider the product probability obtained by taking the product of the members of this vector (this is a product of Dirac measures). Define T i ((s, a 1 · · · a n , b 1 · · · b n )) to be the set of all these product probabilities.
The result of the above definitions is that
and in a state (s, a 1 · · · a n , b 1 · · · b n ), the value of a determines whether the formula ψ 1 obtains, and the value of b determines whether the formula ψ 2 obtains. This claim is summarized in the following lemma.
Lemma 4. For = 1, . . . , n
The proof appears in the appendix.
In order to reproduce Example 1, consider the formulas ψ 1 , = 1, . . . , n. According to the lemma above, for every L ⊆ {1, . . . , n}
if and only if ∈ L}
Now, augment Ω with an additional stateω, let T 1 (ω) be an arbitrary set of probabilities over Ω ∪ {ω} , and let T 2 (ω) be some singleton probability satisfying 
Introspection
In this section, the beliefs of an individual regarding his own beliefs are considered. Two axioms of introspection are suggested. While the standard introspection assumptions of epistemic logic apply to certainty judgements, ϕ ∼ i in our notation, these are extended here to any judgement of the form ϕ i ψ.
The first introspection assumption states that if an individual considers one formula to be at least as likely as another, then the individual is certain of this judgement.
(I1) For any individual i and formulas ϕ and ψ, if ϕ i ψ then (ϕ i ψ) ∼ i .
The second introspection assumption asserts that if an individual cannot determine one formula to be at least as likely as another, then the individual is certain of this absence of ranking.
(I2) For any individual i and formulas ϕ and ψ, if ¬(
Put together, (I1) and (I2) yield that the individual is certain of his or her beliefs. Note that if the relation is complete, then the second axiom implies that the individual is certain of any strict relationship he or she establishes, while the first axiom concerns weak relationships. However, under incompleteness lack of ranking is not equivalent to strict ranking in the opposite direction, thus the two introspection axioms are conceptually different.
In order to characterize the beliefs of an individual in a Knightian type space under the introspection assumptions, a definition is required.
Consider the following equivalence relation over sets of probability measures over (Ω, A):
Definition 4. A set of probabilities C is equivalent to a set D, denoted C ∼ D, if for every two events A, B ∈ A,
The definition identifies when two sets generate the same likelihood relation over events through a consensus rule. It is required since two different sets of probabilities may generate the same likelihood relation over events under a consensus rule (see Alon and Lehrer (2013) for more details). We use the above definition to denote the set of states in which an individual has identical beliefs.
Definition 5. For the set of probabilities
The set [T i (ω)] is not necessarily an event. It will be an event whenever the sigmaalgebra A is separable, thus a probability measure on A can be uniquely identified using only a countable number of events. But generally the probability of [T i (ω)] may not be defined. On that account, in order to characterize type spaces in which the introspection axioms (I1) and (I2) are satisfied, events that contain [T i (ω)] are employed.
Proposition 5. The axiom system Σ augmented by the introspection axioms (I1) and (I2) is a sound and complete axiomatization of type spaces in which for every individual i and every state ω, if E is an event such that T i (ω) ⊆ E, then µ(E) = 1 for every µ ∈ T i (ω).
Proofs
Let 1 A denote the indicator function of event A, for any A ∈ A.
Proof of Remark 1
Claim 6. Under the axiom system Σ, for any individual i and formula ϕ, i ϕ.
Proof. Consider the two sequences (¬ϕ, ϕ) and (⊥, ). It holds that (¬ϕ ∨ ϕ) ↔ and (¬ϕ ∧ ϕ) ↔ ⊥, therefore (¬ϕ, ϕ) ↔ (⊥, ), and by (RN), (¬ϕ, ϕ) ↔ (⊥, ) ∼ i . A1 implies that ¬ϕ i ⊥, therefore by A4' (and also A4), i ϕ.
Claim 7. The axiom system Σ implies transitivity: for any three formulas ϕ, ψ and χ, if ϕ i ψ and ψ i χ then ϕ i χ.
Proof. Follows from applying A4' (or A4) to the sequences (ϕ, ψ, χ) and (ψ, χ, ϕ).
Proof. Consider the sequences (ψ ∧¬ϕ, ϕ) and (⊥, ψ). First, ((ψ ∧¬ϕ)∨ϕ) ↔ (ψ ∨ϕ), and as it is assumed that (¬ϕ ∨ ψ), then (ψ ∨ ϕ) ↔ (ψ ∨ ϕ) ∧ (ψ ∨ ¬ϕ), which in turn satisfies, ((ψ ∨ ϕ) ∧ (ψ ∨ ¬ϕ)) ↔ ψ, and finally ψ ↔ (ψ ∨ ⊥). In addition, ((ψ∧¬ϕ)∧ϕ) ↔ ⊥, and (ψ∧⊥) ↔ ⊥. It therefore holds that (ψ∧¬ϕ, ϕ) ↔ (⊥, ψ), and by (RN), (ψ ∧ ¬ϕ, ϕ) ↔ (⊥, ψ) ∼ i . As ψ ∧ ¬ϕ i ⊥, it follows from A4' (or A4) that ψ i ϕ.
Proof. This claim is proved using the sequences (ϕ, ψ) and (ϕ ∨ ψ, ϕ ∧ ψ). Obviously the disjunction and conjunction of the elements in each sequence are the same. Employing transitivity and Claim 6, ϕ i i ϕ ∨ ψ, therefore A4' (or A4) and transitivity yield ϕ ∧ ψ i ψ i .
To prove that A0 of Gandenfors is implied by our axiom system, suppose first that ϕ 1 ↔ ϕ 2 ∼ i for a pair of formulas ϕ 1 and ϕ 2 , and let ψ be some formula. Consider the sequences (ϕ 1 , ψ) and (ψ, ϕ 2 ).
Observe that,
, and by the assumption (
In addition,
Hence in the same manner as above, (
In the same manner it can be shown that if ψ 1 ↔ ψ 2 ∼ i then (ϕ 2 i ψ 1 ) ↔ (ϕ 2 i ψ 2 ), hence the conclusion of Gärdenfors' A0.
Proof of Theorem 2 -Soundness: ψ ⇒ M |= ψ
Suppose that ψ is a theorem of Σ. It should be proved that ψ obtains in every state of any model in M. Let M = (I, Ω, A, 2 P , B, T 0 , (T i ) i∈I ) be an arbitrary model in M. All axioms and rules of Σ should be shown to hold in M . By definition of the interpretation function on formulae of the form ψ i ϕ, in every state ω, Reflexivity, Positivity and Non Triviality are easily seen to hold.
For A4', let ω be a state, and suppose two sequences, (ϕ 1 , . . . , ϕ n , ϕ , . . . , ϕ ) and (ψ 1 , . . . , ψ n , ψ . . . , ψ ) , with the last formulas, ϕ and ψ , repeating k times, so that ((ϕ 1 , . . . , ϕ n , ϕ , . . . , ϕ ) ↔ (ψ 1 , . . . , ψ n , ψ . . . , ψ )) ∼ i obtains in ω, as well as ϕ i ψ , for every = 1, . . . , n.
The first indifference implies that µ([ ((ϕ 1 , . . . , ϕ n , ϕ , . . . , ϕ ) ↔ (ψ 1 , . . . , ψ n , ψ . . . , ψ ))]) = 1 for every µ ∈ T i (ω). By the definition of the relation |=, the event in question equals the set of states in which exactly m of the ϕ-formulas hold true if and only if exactly m of the ψ-formulas hold true. These are precisely the states ω for which
Denote by Ω the set of states for which (2) is satisfied. Let µ be a probability measure from T i (ω). Then µ lends probability one to Ω . By the assumption above, µ also satisfies µ([ϕ ]) ≥ µ([ψ ]), and this inequality is maintained if we restrict attention only to states in Ω (as all other states are of µ-probability zero). Taking expectation of (2) with respect to µ implies that µ([ψ ]) ≥ µ([ϕ ]) on Ω , and the same holds true if we add the states outside Ω (again, as they add µ-probability zero). It is concluded that for every µ
The above shows that if ψ then ψ obtains in every state of any model in M. Thus, for any model, [ψ] = Ω, implying that for every state ω, every individual i and every µ ∈ T i (ω), µ([ψ]) = 1. Therefore, ψ ∼ i obtains for every individual i, in every state of every model.
Proof of Theorem 2 -Completeness: M |= ψ ⇒ ψ
Suppose that M |= ψ, i.e., that ψ obtains in all states of all models in M. Let L(ψ) be the restricted language which contains only the atomic formulas that appear in ψ, and formulas of depth no larger than the depth of ψ. Similarly define L(ψ) +1 to be the language which contains the same atomic formulas, and formulas of depth no larger than dp(ψ) + 1. Denote by Ω all the maximally consistent subsets of L(ψ), and by Ω +1 all the maximally consistent subsets of L(ψ) +1 . Typically, each subset ω ∈ Ω is equivalent to a collection of subsets from Ω +1 .
By the finiteness of the languages L(ψ) and L(ψ) +1 , the number of subsets in Ω and
in Ω +1 is finite. Let A = 2 Ω be the collection of all subsets of Ω, and let
If ϕ is in L(ψ) then this may equivalently be written as |ϕ| = {ω ∈ Ω | ϕ ∈ ω}, as ϕ either belongs to all state of Ω +1 which compose a state ω ∈ Ω, or does not belong to all of them. Two important properties of the sets |ϕ| are summarized in the next lemma:
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Lemma 10. (a) Every subset of Ω corresponds to a formula of L(ψ). That is, for every E ∈ A there is a formula ϕ ∈ L(ψ) such that E = |ϕ|.
Proof. (b) First suppose that ϕ 1 → ϕ 2 , which means that ϕ 2 holds true whenever ϕ 1 does. As each state ω +1 ∈ Ω +1 corresponds to a maximally consistent set of formulas of
For the other direction assume that ϕ 1 → ϕ 2 , or in other words, that ϕ 1 and ¬ϕ 2 are consistent. Since Ω +1 is the set of all maximally consistent subsets of formulas
Fix an individual i ∈ I and a state ω +1 ∈ Ω +1 . Define a (partial) likelihood relation
over events in A (i.e., over events that are composed of states from Ω) by |ϕ|
. By the depth restriction on formulas in L(ψ) +1 , ϕ is necessarily in L(ψ). The relation is well defined over the algebra A according to part (a) of Lemma 10. By definition of the maximally consistent subsets that constitute Ω +1 , for every ϕ ∈ L(ψ) and i ∈ I, (ϕ i ϕ) ∈ ω +1 according to A1, (ϕ i ⊥) ∈ ω +1 by A2, and
satisfies P1, P2 and P3, respectively, from Alon and Lehrer (2013) , over events in A.
Furthermore, suppose that for two sequences of sets in A, (E 1 , . . . , E n , E n+1 , . . . , E n+k ) and (F 1 , . . . , F n , F n+1 , . . . , F n+k ), it is the case that:
and E
By part (a) of Lemma 10, every event E is in fact |ϕ| for some ϕ ∈ L(ψ), so the sequences above translate to sequences (ϕ) = (|ϕ 1 |, . . . , |ϕ n |, |ϕ |, . . . , |ϕ | ) . Denote ϕ n+1 = . . . = ϕ n+k = ϕ and ψ n+1 = . . . = ψ n+k = ψ . By consistency and maximality of the subsets of formulas which constitute Ω,
and the same for ψ (m) . Therefore (4) implies that |ϕ
As this holds for every m = 1, . . . , n+k, Claim 9 yields that (ϕ) ↔ (ψ) ∼ i . Under condition (5) and the definition of the relation
, maximality of the subset ω +1 and A4' entail
It is established that the relation
satisfies assumptions P1-P4 of Alon and Lehrer (2013) over the finite state space Ω and the algebra A. By their Theorem 1 (as sketched above in Section 4), for any state ω +1 and individual i there exists a set C
of probabilities over (Ω, A), such that for any two events E, F ∈ A, E
denote the (sigma) algebra of all subsets of Ω +1 . For each individual i and each state ω +1 ∈ Ω +1 define a set of probabilities
the following manner: for each probability µ ∈ C
) contains all probability measures over A +1 which obtain the same values as µ on events in A.
i∈I ), such that for every atomic formula p ∈ P, p ∈ T 0 (ω) if and only if p ∈ ω. It is next shown that the resulting [·] notation is equivalent to the | · | notation.
Proof. The proof is conducted using induction on the depth of the formula. If ϕ is an atomic formula, the equivalence holds by definition. If for a formula ϕ , |ϕ | = [ϕ ] and ϕ = ¬ϕ , then by the definition of the states as maximal consistent subsets, for any state ω,
Next, let ϕ 1 and ϕ 2 be two formulas that satisfy |ϕ 1 | = [ϕ 1 ] and |ϕ 2 | = [ϕ 2 ], and consider their disjunction, ϕ 1 ∨ ϕ 2 . In that case,
Lastly, suppose that ϕ 1 and ϕ 2 are such that |ϕ 1 | = [ϕ 1 ] and |ϕ 2 | = [ϕ 2 ], and consider the formula ϕ 1 i ϕ 2 for some i. Using the definition of the relation
If ψ is true under any model in M, then it is true in particular under M (ψ), that is, it obtains under any state ω in M (ψ). Put differently, [ ] = [ψ] . From the claim and part (b) of Lemma 10 it follows that ψ, as required.
Proof of Corollary 3
The following proof imitates similar arguments in a proof by Gärdenfors (1975) .
Any formula ψ belongs to the language L(ψ) +1 defined above, and by Lemma 10, ψ is a theorem of Σ if and only if it obtains in all states of M (ψ). M (ψ), in turn, is a finite model: it is constructed from a finite number of formulas, thus consisting of a finite number of states and events. Though the number of probabilities in a set T i (ω) is infinite, there are only a finite number of partial orders on (the finite number of) events that admit such representation (which are those that satisfy assumptions P1-P4 of Alon and Lehrer (2012) ), therefore in order to determine whether ψ obtains in all states of M (ψ) it is required to check only this finite number of partial orders. Decidability is thus satisfied.
Proof of Lemma 4
First observe that, Completeness of the system Σ + (I1) + (I2) is proved in a similar manner to the completeness proof of Theorem 2. Similarly to the restricted languages defined there, the language L(ψ)
+2 is now applied, having the same atomic formulas as in ψ, and depth no more than dp(ψ)+2. This way formulas that express introspection concerning likelihood judgements over formulas from L(ψ) may be added. Now the state space Ω +2 , generated by maximally consistent subsets of formulas from L(ψ) +2 , may be constructed. Any such subset, whenever it contains a formula ϕ i ψ from L(ψ) +1 , will also contain the formula (ϕ i ψ) ∼ i , and similarly for ¬(ϕ i ψ). Put differently, |ϕ i ψ| = |(ϕ i ψ) ∼ i |, for every event |ϕ i ψ| from A +1 .
As in the proof of Theorem 2, for every state in Ω +2 a set of probability measures that represents the relation i over events in A may be derived. Each such set may be extended to events in the finer, finite (sigma-)algebra of all subsets of Ω +2 : for each µ in the representing set and formula (ϕ i ψ) ∼ i that belongs to L(ψ) +2 but not to L(ψ) +1 , set µ((|ϕ i ψ) ∼ i |) = 1 whenever (ϕ i ψ) ∼ i ∈ ω. Other than that restriction, the probabilities are extended to all subsets of Ω +2 in the same manner as in the proof of Theorem 2. Suppose that (ϕ i ψ) ∈ ω. If (ϕ i ψ) ∈ L(ψ) then |ϕ i ψ| ∈ A, and since it must be that (ϕ i ψ) ∼ i ∈ ω, and (ϕ i ψ) ∼ i ∈ L(ψ) +1 , then the set of probabilities represents that relation, and µ(|ϕ i ψ|) = 1 for all µ ∈ T i (ω). Otherwise (ϕ i ψ) ∼ i ∈ L(ψ) +2 , and µ(|ϕ i ψ|) = µ(|(ϕ i ψ) ∼ i |) = 1 by construction.
Finally, the states in T i (ω) are precisely those states that consist of the same likeli-hood rankings as in ω, and as the languages considered are finite, there are only finitely many such rankings. That is, T i (ω) = (ϕ i ψ)∈ω |ϕ i ψ|, where there are only finitely many events in this intersection. By the above, each µ ∈ T i (ω) lends probability one to each event in the intersection, thus to the entire intersection.
