Zombie states for description of structure and dynamics of multi-electron systems by Shalashilin, DV
Zombie states for description of structure and dynamics of multi-electron systems
Dmitrii V. Shalashilin
Citation: The Journal of Chemical Physics 148, 194109 (2018); doi: 10.1063/1.5023209
View online: https://doi.org/10.1063/1.5023209
View Table of Contents: http://aip.scitation.org/toc/jcp/148/19
Published by the American Institute of Physics
Articles you may be interested in
The effect of sampling techniques used in the multiconfigurational Ehrenfest method
The Journal of Chemical Physics 148, 184113 (2018); 10.1063/1.5020567
Quasi-variational coupled-cluster theory: Performance of perturbative treatments of connected triple
excitations
The Journal of Chemical Physics 148, 194102 (2018); 10.1063/1.5006037
A path integral methodology for obtaining thermodynamic properties of nonadiabatic systems using Gaussian
mixture distributions
The Journal of Chemical Physics 148, 194110 (2018); 10.1063/1.5025058
A note on the accuracy of KS-DFT densities
The Journal of Chemical Physics 147, 204103 (2017); 10.1063/1.5001939
Perspective: Ab initio force field methods derived from quantum mechanics
The Journal of Chemical Physics 148, 090901 (2018); 10.1063/1.5009551
Communication: Density functional theory model for multi-reference systems based on the exact-exchange
hole normalization
The Journal of Chemical Physics 148, 121101 (2018); 10.1063/1.5025334
THE JOURNAL OF CHEMICAL PHYSICS 148, 194109 (2018)
Zombie states for description of structure and dynamics
of multi-electron systems
Dmitrii V. Shalashilin
School of Chemistry, University of Leeds, Leeds LS2 9JT, United Kingdom
(Received 22 January 2018; accepted 25 April 2018; published online 18 May 2018)
Canonical Coherent States (CSs) of Harmonic Oscillator have been extensively used as a basis in a
number of computational methods of quantum dynamics. However, generalising such techniques for
fermionic systems is difficult because Fermionic Coherent States (FCSs) require complicated algebra
of Grassmann numbers not well suited for numerical calculations. This paper introduces a coherent
antisymmetrised superposition of “dead” and “alive” electronic states called here Zombie State (ZS),
which can be used in a manner of FCSs but without Grassmann algebra. Instead, for Zombie States,
a very simple sign-changing rule is used in the definition of creation and annihilation operators.
Then, calculation of electronic structure Hamiltonian matrix elements between two ZSs becomes
very simple and a straightforward technique for time propagation of fermionic wave functions can be
developed. By analogy with the existing methods based on Canonical Coherent States of Harmonic
Oscillator, fermionic wave functions can be propagated using a set of randomly selected Zombie
States as a basis. As a proof of principles, the proposed Coupled Zombie States approach is tested
on a simple example showing that the technique is exact. © 2018 Author(s). All article content,
except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5023209
I. INTRODUCTION
In this short paper, a mathematical treatment of second
quantization for fermions is proposed, which will be based
on the introduction of a simpleminded, Coherent State (CS)-
like object called here Zombie State (ZS). Fermionic Coherent
States (FCSs)1 are introduced as |ηm〉 = a(|0m〉 + ηm|1m〉),
where |1m〉 and |0m〉 are the m-th orbital and its vacuum state,
respectively; a is a normalization factor; and ηm is not a number
but an element of the Grassmann algebra. Grassmann algebra is
needed to ensure correct permutational antisymmetry of multi-
electron Fermionic Coherent States η〉 = a ∏
m
(|0m〉 + ηm |1m〉)
and anticommutation of creation and annihilation opera-
tors, but Grassmann algebra is not convenient for numer-
ical calculations. Complicated Wick’s theorem should be
used to evaluate the matrix elements between Fermionic
CSs.2
This paper shows that a much simpler approach can be
developed. We will define Zombie State (ZS) as Slater determi-
nant of superpositions of “dead” and “alive” electrons, ensur-
ing proper ZS permutational antisymmetry. Then, creation and
annihilation operators will be defined with the help of a sim-
ple sign-changing rule. This rule can be trivially implemented
in a computer code and matrix elements of second quantised
Hamiltonian can easily be computed without Wick’s theorem,
normally used for standard FCSs.2 After that, it will be shown
that a basis of randomly selected set of Zombie States serves as
a basis for quantum propagation similar to the existing Canoni-
cal Coherent States-based methods, such as Coupled Coherent
States (CCS)3 and variational Multiconfigurational Gaussians
(vMCG),4 for example. By analogy with CCS and vMCG, a
new class of methods of quantum dynamics of Fermions can
potentially be developed with Zombie States.
II. THEORY
Everywhere in this note, the term Zombie State (ZS) will
refer to a superposition of “dead” or “alive” states |1m〉 and
|0m〉
|ζm(a1m, a2m)〉 = a1m |1m〉 + a0m |0m〉 =
[
a1m
a0m
]
, (1)
which describe an occupied or unoccupied spin-orbital m.
Zombie State (1) is similar to the SU(2) coherent states of
a two-level system.5 In SU(2) states, one of the coefficient
is usually assumed to be real number and the other one is
complex, but it does not have to be. Both a0m and a1m in the
ZS (1) can be complex numbers, which would introduce an
insignificant phase factor.
For a multi-electronic system, we assume that there are
M simultaneously “dead” and “alive” Zombie electrons, one
at each of the M spin-orbitals. Let us write M-particle ZS as a
normalised Slater determinant made of M one electron Zombie
States ζm:ζ〉 = |ζ1, ζ2, . . . , ζM〉
=
1√
M!
det

ζ1(1) ζ2(1) ... ζM (1)
ζ1(2) ζ2(2) ... ζM (2)
... ... ... ...
ζ1(M) ζ2(M) ... ζM (M)

. (2)
Notice that the M ×M matrix in (2) is of the size of the number
of orbitals. It is bigger than the N × N matrix of the size of the
number of electrons, used in standard theories of electronic
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structure.6 A particular ZS Slater determinant |ζ (b)〉 given by
Eq. (2) includes 2M amplitudes and can be denoted as
ζ(b)〉 =

a
(b)
11
a
(b)
01
a
(b)
12
a
(b)
02
. . .
. . .
a
(b)
1M
a
(b)
0M
 . (3)
The first low index in the complex amplitude a(b)1m or a
(b)
0m is
either 1 or 0 and labels “life” or “death,” the index m is that
of a spin-orbital, and the upper index (b) refers to particular
ZS. Once the array of the amplitudes (3) is set, one can express
various physical quantities via the amplitudes in the array, tak-
ing into account that it represents Slater determinant (2). For
example, we can assume that all orbitals (dead and alive) are
orthonormal, i.e.,
〈1m | 1n〉 = δmn, 〈0m | 0n〉 = δmn, 〈1m | 0n〉 = 0. (4)
Then, the overlap of two ZSs is given as
Ωab =
〈
ζ(a)ζ(b)〉 = ∏
m=1,M
(
a
(a) ∗
1m a
(b)
1m + a
(a) ∗
0m a
(b)
0m
)
. (5)
Another example is the expression for the matrix elements of
the Hamiltonian, which will be derived below.
A standard Fock Space “physical” electronic structure
configuration with N electrons occupying N out of M orbitals
are given by ZSs with N ones and M-N zeros in the
1st row, meaning N fully alive electrons (or N-occupied
spin-orbitals) and M-N fully dead electrons (or unoccupied
spin-orbitals),
ζ(110...1)〉 =  10 10 01 . . .. . .
1
0
 . (6)
Enumerating the Fock space configurations as a sequence
of 1 and 0 is not new. For example, it has been used in
Ref. 7 where it was shown to have certain bookkeeping
advantages. The space of all 2M Fock states ranging from
zero occupancy |ζ(000. . .0)〉 to full occupancy |ζ(111. . .1)〉 will
be refereed here as Full Fock Space (FFS). In this paper,
we go further assuming arbitrary amplitudes of |1m〉 and |0m〉
in (1) and (3).
To find the matrix elements
〈
ζ(a) ˆH ζ(b)〉 of the second
quantized electronic structure Hamiltonian6
ˆH = ˆHnorm =
∑
m,n
hmn ˆb+m ˆbn +
1
2
∑
klmn
ˆb+k ˆb
+
l Wklnm ˆbm ˆbn (7)
between two ZSs, one has to define the action of Fermionic
creation and annihilation operators on the ZSs. In a custom-
ary fashion, the operators ˆb and ˆb+ act on a single orbital by
creating and annihilating “dead” and “alive” states
ˆb|1〉 = |0〉, ˆb|0〉 = 0|1〉,
ˆb+ |0〉 = |1〉, ˆb+ |1〉 = 0|0〉,
(8)
so that
ˆb|ζ〉 = ˆb(a1 |1〉 + a0 |0〉) = 0|1〉 + a1 |0〉,
ˆb+ |ζ〉 = ˆb+(a1 |1〉 + a0 |0〉) = a0 |1〉 + 0|0〉
(9)
or using the notations (1)
ˆb|ζ〉 = ˆb
[
a1
a0
]
=
[
0
a1
]
,
ˆb+ |ζ〉 = ˆb+
[
a1
a0
]
=
[
a0
0
]
.
(10)
For multi-electronic ZS, additional rule has to be intro-
duced to ensure proper anti-commutation of the operators.
The operators ˆb+m and ˆbm act on the ZS (3) in the following
way:
ˆb+m
ζ(b)〉 = 
−a(b)11
a
(b)
01
−a(b)12
a
(b)
02
...
...
−a(b)1m−1
a
(b)
0m−1
a
(b)
0m
0
a
(b)
1m+1
a
(b)
0m+1
...
...
a
(b)
1M
a
(b)
0M
 ,
ˆbmζ(b)〉 = 
−a(b)11
a
(b)
01
−a(b)12
a
(b)
02
...
...
−a(b)1m−1
a
(b)
0m−1
0
a
(b)
1m
a
(b)
1m+1
a
(b)
0m+1
...
...
a
(b)
1M
a
(b)
0M
 .
(11)
They not only act on the m-th column of the Slater determinant similar to the single electron case (8)–(10) but also change the sign
of the “alive” states amplitudes a(b)1k for all k < m while leaving the amplitudes a
(b)
0k of “dead” states unchanged. It is easy to verify
that this additional sign-changing rule ensures the proper anticommutation of the operators, such as ˆb+m ˆb+n
ζ(b)〉 = −ˆb+n ˆb+mζ(b)〉,
etc. Indeed, if, for example, m < n, then
ˆb+m ˆb+n
ζ(b)〉 = 
a
(b)
11
a
(b)
01
a
(b)
12
a
(b)
02
...
...
a
(b)
1m−1
a
(b)
0m−1
a
(b)
0m
0
−a(b)1m+1
a
(b)
0m+1
...
...
−a(b)
n−1
a
(b)
0n−1
a
(b)
0n
0
a
(b)
1n+1
a
(b)
0n+1
...
...
a
(b)
1M
a
(b)
0M
 ,
ˆb+n ˆb+m
ζ(b)〉 = 
a
(b)
11
a
(b)
01
a
(b)
12
a
(b)
02
...
...
a
(b)
1m−1
a
(b)
0m−1
−a(b)0m
0
−a(b)1m+1
a
(b)
0m+1
...
...
−a(b)
n−1
a
(b)
0n−1
a
(b)
0n
0
a
(b)
1n+1
a
(b)
0n+1
...
...
a
(b)
1M
a
(b)
0M
 .
(12)
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Both pairs of operators act on the columns m and n and also
change the sign of a(b)1k for n < k < m. In addition, in the lat-
ter pair ˆb+n ˆb+m, the operator ˆb+n changes the sign of a
(b)
0m, which
has previously been moved up to the first row by ˆb+m. Thus,
the two Slater determinants (12) differ only by the sign of the
m-th column. In a similar fashion, all other anticommutational
rules for creation and annihilation operators can be verified.
Simple observation (12) and the fact that ˆb+m ˆb+m = ˆbm ˆbm = 0,
which follows from (10), ensure that the definition (11) is
correct. In Appendix A, the sign-changing rule (12) of the
operators (11) is derived, starting from standard definition of
creation and annihilation operators.6,7 Here, we will only men-
tion that the sign-changing rule in (11) originates from the
fact that in the usual second quantization approach,6 operating
within the manifold of N-electron Slater determinants with no
unoccupied spin-orbitals included, creation and annihilation
operators act on the first column of the Slater determinant. As
a result, when acting with ˆb+m or ˆbm, the m-th column must be
moved to or from the first position, which is also equivalent
to changing sign of all other occupied spin-orbitals on the left
from m.
The operators (11) are easy to implement in a computer
code. Then the matrix elements of the operator (7) can be
calculated as follows:
Hab =
〈
ζ(a) ˆH ζ(b)〉
=
∑
m,n
hm,n
〈
ζ(a)ζ(b)mn〉 + 12 ∑
m,n
Wklnm
〈
ζ(a)ζ(b)klmn〉, (13)
where ζ(b)klmn〉 = ˆb+k ˆb+l ˆbm ˆbnζ(b)〉 and ζ(b)mn〉 = ˆb+m ˆbnζ(b)〉 are
generated by sequentially applying (11), and their overlaps〈
ζ(a)ζ(b)mn〉 and 〈ζ(a)ζ(b)klmn〉 with 〈ζ(a) are given by (5).
Thus, introduction of Zombie States, which can be viewed
as antisymmetrised Coherent States of a set of two-level sys-
tems, and the form of second quantization electronic structure
Hamiltonian given by (11) and (13) on the manifold of Zombie
States (2) is the first result of this paper. In Sec. III, it is shown
how a basis of ZSs can be used for quantum propagation in a
manner similar to the CCS technique that employs Canonical
Coherent States of Harmonic Oscillator for quantum dynamics
of distinguishable particles.
III. WORKING EQUATIONS
Unlike standard FCSs, ZSs do not require Grassmann
algebra and calculation of the matrix elements between
them is straightforward. The new form of second quanti-
zation described above can be used for practical numerical
calculations.
Previously it was demonstrated that a relatively small
basis of randomly selected, trajectory-guided Canonical
Coherent States of HO can accurately represent quantum
dynamics of a system with many distinguishable particles and
many degrees of freedom. A tempting opportunity is to use
ZSs for electron dynamics in a similar fashion. One can gener-
ate a basis of K ZSs so that the identity operator will be given
as
ˆI =
∑
a,b=1,K
ζ(b)〉Ω−1ba 〈ζ(a). (14)
Any physical N-electron wave function Ψ〉, which is a super-
position of a set of N-electron Fock configurations (9), can be
projected on the basis of K Zombie States and written as their
superposition
|Ψ〉 = ˆI|Ψ〉 =
∑
a,b=1,K
ζ(b)〉Ω−1ba 〈ζ(a)Ψ〉 = ∑
b=1,K
A(b)ζ(b)〉.
(15)
Each of the basis ZSs ζ(b)〉 contains contributions from all
N-electron Fock Space configurations. Also, each ζ(b)〉 con-
tains nonphysical contributions with the number of electrons
smaller or larger than N, but in the superposition (15) they
effectively cancel each other out. This feature is similar to
that of the Hartree-Fock-Bogoliubov (HFB) approach, where
the states with all possible occupancies are involved, but the
“unphysical” occupancies compensate each other8 even in a
single determinant. Recently, HFB has been used in elec-
tronic structure theory for constructing new density func-
tional.9 The hope now is that with some good sampling of
the ZS basis ζ(b)〉, the number of ZSs in the expansion (15)
with a small number of ZSs will be sufficient for accurate
description of electronic structure and dynamics, just like
a small number of Canonical Coherent States can describe
the dynamics of complicated quantum systems of distin-
guishable particles (for instance coupled molecular vibra-
tions) within the Coupled Coherent States (CCS) method3
where a superposition of multidimensional Gaussian Coherent
States,
|Ψ〉 =
∑
b=1,k
A(b)z(b)〉 (16)
is used as the ansatz for the wave function. Each multidimen-
sional many-body coherent statez(b)〉 = z(b)1 〉...z(b)M 〉. (17)
is a product of 1D CS and similarly to (3) coherent state (17)
can be labeled by the array of complex numbers z(b)〉
= [z(b)1 , . . . , z
(b)
M ]. A 1D Canonical CS is a Gaussian wave packet
〈x | z〉 = 〈x | q, p〉 =
√
γ
2 exp
(
−γ2 (x − q)2 + ip(x − q) + i qp2
)
,
where z = γ
1/2q+p(γ1/2~)−1
21/2 and γ
−1/2 is the width of the wave
packet localised near the phase space point q,p. Several Canon-
ical Gaussian Coherent States-based methods have been devel-
oped and proved to be valuable techniques of atomistic simula-
tions. They have been used extensively to model the dynamics
of nuclei in molecules for chemical reaction dynamics,10,11 in
simulations of the dynamics of electrons in strong laser field,12
in simulations of quantum decoherence,13 etc. An important
feature of the Canonical CS-based methods, which makes them
particularly efficient, is that the basis CSs is time-dependent.
The evolution of the wave function in the Coupled Coher-
ent States technique is described by the trajectories z(b)(t)〉
and time dependence of their amplitudes A(b) (t). These ideas
developed for Canonical Coherent States previously can now
be generalised for fermionic ZSs.
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In the Coupled Zombie States (CZS) method, we will
describe the time evolution of wave function by that of ZSs
amplitudes A(b) (t) and “trajectories” ζ(b)(t)〉 in Eq. (15). If the
basis set of ZSs |ζ(b) (t)〉 is time-dependent, the Schro¨dinger
equation for the wave function (15) becomes a system of linear
equations for dA(b)dt∑
b=1,K
〈
ζ(a)ζ(b)〉dA(b)dt = − ∑b=1,K
〈
ζ(a)
 dζ
(b)
dt
〉
A(b)
− i
∑
b=1,K
〈
ζ(a) ˆH ζ(b)〉A(b). (18)
Following the Coupled Coherent States methods3,10 for
Canonical Coherent States in the Coupled Zombie States
approach, the analogue of classical Hamilton’s equation
dζ(b)
dt = −i
∂
〈
ζ(b) ˆH ζ(b)〉
∂ζ(b) ∗
(19)
can be used to find the trajectory of ZSs ζ(b)(t)〉. Similarly
to the CCS method, in the CZS, Eq. (19) for the trajectory
can be derived from variational principle applied to the ZSζ(b)〉. See Appendix B for variational approach to the ZS
dynamics.
Calculating the derivatives in (19) can be done in a very
efficient way, which does not even require a separate sub-
routine. Instead, the algorithm for the matrix element (13)
described above can be used. See Appendix C.
Unlike single configuration methods like time-dependent
Hartree-Fock-Bogoliubov (TDHFB),2 for example, the pro-
posed Coupled Zombie States approach is based on the mul-
ticonfigurational wave function (15). CZS uses not a single
“trajectory” of a single Slater Determinant but a set of them
(19) together with the coupled equation (18) for the ampli-
tudes of trajectory-guided ZSs. This makes CZS equations (18)
and (19) formally exact in a sense that it can in principle be
converged to the exact result.
Equations (18) and (19) are the second result of this
paper. They represent the simplest way of fermionic wave
function propagation based on time-dependent Zombie States
and were written by analogy with the equations of the Cou-
ple Coherent States,3 which exploits Coherent States of Har-
monic Oscillator. Similarly to CCS, in CZS, we assume that
time dependence of basis set functions is predetermined by
Eq. (19).
IV. PROOF OF PRINCIPLES WITH NUMERICAL
EXAMPLES
As a proof of principle, the CZS equations (18) and (19)
were applied to the LiH system with N = 4 electrons on
3 spatial orbitals (M = 6 spin-orbitals). The Hartree-Fock
orbitals and the integrals hnm and W klnm were produced by
the MOLPRO program14 with 6-31G∗∗ basis. The basis of
K = 26 ZSs with randomly selected amplitudes a1m or a0m
was generated. Although random, such basis is complete in
the Full Fock Space. The overlap matrix Ωab (5) and the
Hamiltonian matrix Hab (12) were calculated for the basis of
nonorthogonal ZSs and the eigen values were found. All 64
eigen values, corresponding to the number of electrons N
ranging from 0 to 6 were exact and indistinguishable from
those given by the MOLPRO Full Configuration Interaction
(Full CI) approach6 and also by diagonalization of the matrix
elements of the Hamiltonian (12) in the Full Fock Space
basis (6).
Similarly, for the Li2 with 6 electrons and 10 spin-orbitals,
the integrals hnm and W klnm were produced, also with 6-
31G∗∗ basis. Then the basis of K = 210 Zombie States was
generated and 210 eigen values of the electronic structure
Hamiltonian (7) were calculated with high precision for all
possible numbers of electrons ranging from 0 to 10. They
also were in perfect agreement with those obtained by MOL-
PRO Full CI and by diagonalization of the Hamiltonian (13)
in the basis (6). Therefore, using simple sign-changing rule
(11) in the definition of creation and annihilation opera-
tors is exact and ZSs with the sign-changing rule (11) can
be used as a basis set for numerical calculations instead of
Fock Space functions (6) or Fermionic CSs with Grassmann
algebras.1
After finding eigen values En and eigen vectors φn〉 in
Full Fock Space electronic propagator written as
e−i ˆHt =
∑
n
|φn〉e−iEnt〈φn | (20)
provides the benchmark with which propagation with the
CZS equations (18) and (19) can be compared. One of
the LiH molecule Hartree-Fock configurations was selected
as initial condition. It was expanded on the basis of 64
random ZSs and propagated using Eqs. (18) and (19),
which yields the time-dependent wave function (15) |Ψ(t)〉
=
∑
b=1,K
A(b)(t)ζ(b)(t)〉. Figure 1(a) shows the absolute value
of rapidly oscillating autocorrelation function 〈Ψ(0)|Ψ(t)〉
=
∑
b=1,K
A(b)(t)
〈
Ψ(0)ζ(b)(t)〉. The CZS autocorrelation func-
tion is indistinguishable from that obtained with the bench-
mark propagator (20). Figure 1(b) shows Fourier transform
of the autocorrelation function. Positions of the peaks seen at
Fig. 1(b) correspond to the energies of the electronic states
of the LiH molecule to which the selected Hartree-Fock
configuration contributes most.
Given that high resolution spectrum shown in Fig. 1
requires very long time dynamics, time-dependent propaga-
tion is not an efficient way to extract eigen values of the
electronic structure Hamiltonian. The purpose of the result
shown in Fig. 1 is only to demonstrate that Eqs. (18) and (19)
can produce exact time-dependent wave functions.
The CZS equations (18) and (19) are very similar to those
used in the CCS method, with the difference that here Zom-
bie States are used instead of Harmonic Oscillator CSs. In
Ref. 15, it was shown that similar equations can be derived
not only for Canonical Coherent States but for many other
types of Coherent States as well. The current paper shows
how this philosophy can be applied specifically to Zom-
bie States. Other forms of the equations of motion for the
ZS-based wave function (15) can be constructed by anal-
ogy with the Canonical Coherent States methods other than
CCS. For example, full variational principle can be applied
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FIG. 1. Frame (a) shows the absolute value of rapidly oscillating autocorrelation function 〈Ψ(0)|Ψ(t)〉, calculated by propagating a single Hartree-Fock config-
uration on the basis of randomly selected Zombie States. Real part of the autocorrelation function Fourier transform is shown in the frame (b). The positions of
the peaks correspond to the exact eigen values of electronic structure Hamiltonian.
to the wave function (15) to obtain Variational Multicon-
figurational Zombie States (vMCZS) similar to the method
of Variational Multiconfigurational Gaussians,4,16 which uses
more sophisticated variational trajectories.17 See Appendix B,
where vMCZS equations are derived by the analogy with
vMCG.
Many methods to treat the dynamics of many-
body fermionic systems are known in the literature. For
example, several versions of Multiconfigurational Time-
Dependent Hartree-Fock (MCTDH-F) techniques have been
developed,7,18–25 which can treat numerically many-body
fermionic systems. Time-Dependent Restricted-Active-Space
Self-Consistent Field (TD-RASSCF) theory26–29 has been
proposed to treat laser-driven many-electron dynamics at
lower computational cost. Another example is B-spline Time-
Dependent Algebraic Diagrammatic Construction (B-spline
TD-ADC) approach30 that has been used to calculate the spec-
tra of High-Harmonic generation in many-electron systems.31
In the past, Coherent States-based techniques32 were able to
treat quantum systems of distinguishable particles with many
degrees of freedom,33,34 in some cases providing simple alter-
native to MCTDH. Good sampling of Coherent State basis
was always the key to efficiency of the CS-based methods.
In the systems with larger number of electrons and orbitals,
generating complete basis set, as has been done in the numer-
ical examples above, will not be possible. Nevertheless, all
sampling tricks previously developed for Canonical Coherent
States of HO can be generalised for the Zombie States as well.
The hope is that a small basis set of ZSs may work, but whether
CZS will be sufficiently efficient and accurate remains to be
seen.
One of the possible situations where Coupled Zombie
States may have an advantage would be to use ZSs for direct
dynamics simulations of nonadiabatic transitions in chem-
ical dynamics. Currently, the methods based on Canonical
Coherent States of HO are used to simulate the nuclear wave
function in direct dynamics. Electrons are treated in adiabatic
basis.10,11 Calculating adiabatic potential energy surfaces and
nonadiabatic coupling matrix elements (NACME) with the
help of Electronic structure theory is the most computationally
expensive part. Treating electronic part with Zombie States
would require only cheap Hartree-Fock electronic structure.
Also, both electronic and nuclear parts of the wave function
would be treated on the same formal footing as a superposition
of trajectory-guided combined Zombie States and Canonical
Coherent States,
|Ψ〉 =
∑
b=1,K
A(b)ζ(b)〉z(b)〉. (21)
In the future work, we shall see how far the CZS approach
can be pushed for treatment of the dynamics of fermions.
This will be possible only if nonphysical contributions to each
individual Zombie State ζ(b)〉 cancel out in the sum (15).
Whether this will be the case remains to be seen. This note
only sets the stage for future development of new methods by
defining convenient Zombie States and deriving the second
quantization Hamiltonian (13) based on the creation and anni-
hilation operators (11). As second quantization is a very pop-
ular technique, its new ZS-based form can be of rather broad
interest.
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APPENDIX A: DERIVATION
OF THE SIGN-CHANGING RULE
A Slater determinant (2) can be presented as a sum of two
Slater determinants as follows:
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√
M!ζ〉 =

(a11 |11(1)〉 + a01 |01(1)〉) (a12 |12(1)〉 + a02 |02(1)〉) . . . (a1M |1M (1)〉 + a0M |0M (1)〉)
(a11 |11(2)〉 + a01 |01(2)〉) (a12 |12(2)〉 + a02 |02(2)〉) . . . (a1M |1M (2)〉 + a0M |0M (2)〉)
. . . . . . . . . . . .
(a11 |11(M)〉 + a01 |01(M)〉) (a12 |12(M)〉 + a02 |02(M)〉) . . . (a1M |1M (M)〉 + a0M |0M (M)〉)

= a11

(|11(1)〉 + 0 × |01(1)〉) (a12 |12(1)〉 + a02 |02(1)〉) . . . (a1M |1M (1)〉 + a0M |0M (1)〉)
(|11(2)〉 + 0 × |01(2)〉) (a12 |12(2)〉 + a02 |02(2)〉) . . . (a1M |1M (2)〉 + a0M |0M (2)〉)
. . . . . . . . . . . .
(|11(M)〉 + 0 × |01(M)〉) (a12 |12(M)〉 + a02 |02(M)〉) . . . (a1M |1M (M)〉 + a0M |0M (M)〉)

+ a01

(0 × |11(1)〉 + |01(1)〉) (a12 |12(1)〉 + a02 |02(1)〉) . . . (a1M |1M (1)〉 + a0M |0M (1)〉)
(0 × |11(2)〉 + |01(2)〉) (a12 |12(2)〉 + a02 |02(2)〉) . . . (a1M |1M (2)〉 + a0M |0M (2)〉)
. . . . . . . . . . . .
(0 × |11(M)〉 + |01(M)〉) (a12 |12(M)〉 + a02 |02(M)〉) . . . (a1M |1M (M)〉 + a0M |0M (M)〉)

. (A1)
Equation (A1) follows from the fact that Slater determinant with a sum a1111(1)〉 + a0101(1)〉 in the first column can be
represented as a sum of two Slater determinants that include a1111(1)〉 and a0101(1)〉 only. Also, a zero can be added so that
a1111(1)〉 = a1111(1)〉 + 0 × 01(1)〉 and a0101(1)〉 = 0 × 11(1)〉 + a0101(1)〉 and the coefficients a01 and a11 can be written in
front of the determinants. In shorter notations (3), (A1) becomes[
a11 a12 . . . a1M
a01 a02 . . . a0M
]
= a11
[
1 a12 . . . a1M
0 a02 . . . a0M
]
+ a01
[
0 a12 . . . a1M
1 a02 . . . a0M
]
. (A2)
Then, each of the two Slater determinants on the right-hand side of (A2) can be expanded as a sum of two determinants again—this
time with respect to the second column, so that
a11 a12 . . . a1M
a01 a02 . . . a0M
 = a11a12

1 1 . . . a1M
0 0 . . . a0M
 + a11a02

1 0 . . . a1M
0 1 . . . a0M

+ a01a12

0 1 . . . a1M
1 0 . . . a0M
 + a01a02

0 0 . . . a1M
1 1 . . . a0M
 . (A3)
Repeating this procedure M times, we get
√
M!ζ〉 = a11a12 . . . a1M 
1 1 . . . 1
0 0 . . . 0
 + a01a12 . . . a1M

0 1 . . . 1
1 0 . . . 0
 + · · · + a01a02 . . . a0M

0 0 . . . 0
1 1 . . . 1

=
√
M!
(
a11a12 . . . a1M ζ11...1〉 + a11a02 . . . a1M ζ10...1〉 + · · · + a01a02 . . . a0M ζ00...0〉) , (A4)
where the sum on the right-hand side of (A4) contains all
possible Fock States expressed as Zombie States with all
possible combinations of 1 and 0. The products in front
of them contain the amplitudes of populated dead or alive
states.
It is well known how operators ˆbm and ˆb+m act on the Fock
states (see, for example, Ref. 7). In addition to acting with the
operator ˆbm or ˆb+m on the m-th column of a Fock State Slater
Determinant on the right-hand side of (A4), one has to add
additional factor of
f = (−1)n(m), (A5)
where n(m) is the number of occupied orbitals (having 1
in the upper row) with k < m, which are on the left from
the m-th column. The factor (A5) is needed to ensure the
correspondence with the standard definition of creation and
annihilation operators in second quantization.6 Multiplying
by the factor (A5) is equivalent to changing sign in all
coefficients a1kfor k < m, which proves the sign-changing
rule (11).
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APPENDIX B: VARIATIONAL
MULTICONFIGURATIONAL ZOMBIE STATES (vMCZS)
The equations for the time dependence of the parameters
of the function
|Ψ(t)〉 =
∑
b=1,K
A(b)(t)ζ(b)(t)〉 (B1)
can be determined from variational principle in exactly the
same way it was done previously for Canonical Coher-
ent States.16 Variational functional can be recognised as
Lagrangian
L = 〈Ψ| i
2
*.,
~∂
∂t
−
←
∂
∂t
+/- − ˆH |Ψ〉, (B2)
which depends on all parameters of the wave function
A(1),. . ., A(K ) a(1)01 ...a
(1)
0M , ..., a
(K)
01 ...a
(K)
0M ; their time derivatives
˙A(1), ..., ˙A(K) a˙(1)01 ...a˙
(1)
0M , ..., a˙
(K)
01 ...a˙
(K)
0M ; and their complex con-jugate. Simple differentiation yields
L =
∑
a,b
{
i
2
[〈
ζ(a)
 ˙ζ(b)〉 − 〈 ˙ζ(a)ζ(b)〉]A(a) ∗A(b) + [A(a) ∗ ˙A(b) − ˙A(a) ∗A(b)]〈ζ(a)ζ(b)〉 − A(a) ∗A(b)〈ζ(a) ˆH ζ(b)〉
}
=
∑
a,b
i
2
A(a) ∗A(b)
∑
j
[
a
(a) ∗
1j a˙
(b)
1j − a˙(a) ∗1j a(b)1j + a(a) ∗0j a˙(b)0j − a˙(a) ∗0j a(b)0j
] ∏
k,j
(
a
(a) ∗
1k a
(b)
1k + a
(a) ∗
0k a
(b)
0k
)
+
∑
a,b
 i2
[
A(a) ∗ ˙A(b) − ˙A(a) ∗A(b)
] ∏
k
(
a
(a) ∗
1k a
(b)
1k + a
(a) ∗
0k a
(b)
0k
)
−
∑
a,b
{
A(a) ∗A(b)H
(
a
(a) ∗
11 . . . a
(a) ∗
1M , a
(a) ∗
01 . . . a
(a) ∗
0M , a
(b)
11 . . . a
(b)
1M , a
(b)
01 . . . a
(b)
0M
)}
. (B3)
The Hamiltonian matrix elements H
(
a
(a) ∗
11 . . . a
(a) ∗
1M , a
(a) ∗
01 . . .
a
(a) ∗
0M , a
(b)
11 . . . a
(b)
1M , a
(b)
01 . . . a
(b)
0M
)
are given by (13). Then the
equations of motion are simply the Lagrange equations
∂L
∂α
− ddt
∂L
∂α˙
= 0, ∂L
∂α ∗
− ddt
∂L
∂α˙ ∗
= 0, (B4)
where α =
(
A(1), . . . , A(K), a(1)11 . . . a
(1)
1M , . . . , a
(K)
11 . . . a
(K)
1M ,
a
(1)
01 . . . a
(1)
0M , . . . , a
(K)
01 . . . a
(K)
0M
)
is the vector of wave function
parameters. Similarly to Ref. 16, the Lagrange equations (B4)
result in a system of simultaneous linear equations for the
derivatives α˙ of the wave function parameters.
If the wave function (B1) consists of only one ZS,
|Ψ(t)〉 = A(b)(t)ζ(b)(t)〉 (B5)
variational principle yields trajectory (19). In the CZS (18),
(19) approach, we do not use fully variational trajectories (B4)
but much more simple trajectories (19) obtained from varia-
tional principle applied to single ZS. However, as the wave
function (16) contains contributions from many basis ZSs,
the coupled equations (18) for their amplitudes make CZS
formally exact. The relationship between CZS and vMCZS
approaches is exactly the same as between CCS3 and vMCG4
as described in Refs. 16 and 33.
APPENDIX C: DERIVATIVES OF THE ELECTRONIC
STRUCTURE HAMILTONIAN
Partial derivatives in Equations (19) and (B4) can
be calculated with a very efficient trick. Notice that the
Hamiltonian matrix elements (13) include the overlaps〈
ζ(a)ζ(b)′〉 = ∏
m=1,M
(
a
(a) ∗
1m a
(b)′
1m + a
(a) ∗
0m a0m
(b)′)
, where ζ(b) ′〉
is either ζ(b)klmn〉 = ˆb+k ˆb+l ˆbm ˆbnζ(b)〉 or ζ(b)mn〉 = ˆb+m ˆbnζ(b)〉.
Differentiating the overlap with respect to say a(a) ∗1m yields
∂
〈
ζ(a)ζ(b) ′〉
∂a(a) ∗1m
= a
(b)′
1k
∏
m,k
(
a
(a) ∗
1m a
(b)′
1m + a
(a) ∗
0m a
(b)′
0m
)
=
(
1 × a(b)′1k + 0 × a(b)
′
0k
)
×
∏
m,k
(
a
(a) ∗
1m a
(b)′
1m + a
(a) ∗
0m a
(b)′
0m
)
=
〈
ζ(a)
′′ | ζ(b)′
〉
, (C1)
which is the overlap of ζ(b)′〉 with another ZS 〈ζ(a)′′  obtained
from
〈
ζ(a) by replacing a(a) ∗1k with 1 and a(a) ∗0k with 0.
Therefore,
∂
〈
ζ(b) ˆH ζ(b)〉
∂a(b) ∗1k
=
〈
ζ(b)
′′ ˆH ζ(b)〉. (C2)
Differentiating with respect to a(a) ∗0m is done in a similar way but
by replacing a(a) ∗1k with 0 and a
(a) ∗
0k with 1. Thus, calculating
derivatives of the Hamiltonian in (19) and (B4) does not even
require a separate subroutine and can be done simply with the
algorithm for the matrix element (13) described above.
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