INTRODUCTION
By a graph G = (V, E) we mean a finite, undirected graph with neither loops nor multiple edges. For graph theoretic terminology we refer to Chartrand and Lesniak [4] . The order and size of G are denoted by n and m respectively.
A dominating set of G = (V, E) is a subset S of V such that every vertex of V − S is adjacent to a vertex in S. A dominating set S is called a minimal dominating set if no proper subset of S is a dominating set. The minimum (maximum) cardinality of a minimal dominating set of G is called the domination number (upper domination number) of G and is denoted by γ(G) Γ(G) . A subset S of V is called a 2-packing if N [u] ∩ N [v] = ∅ for all u, v ∈ S. The maximum cardinality of a 2-packing in G is called the 2-packing number of G and is denoted by P 2 (G). A comprehensive treatment of the fundamentals of domination is given in Haynes et al. [13] .
Hedetniemi et al. [14] introduced the concept of dominating function and fractional domination in graphs. A dominating function (DF) of a graph G = (V, E) is a function f : V → [0, 1] such that x∈N [v] f (x) ≥ 1 for all v ∈ V, where N [v] is the closed neighbourhood of v. A DF f is called minimal (MDF) if there is no function g : V → [0, 1] such that g < f and g is a DF. For a DF f of G we denote x∈N [v] f (x) by f (N [v] ). The boundary set B f and the positive set P f of a DF f are defined by B f = {v ∈ V : f (N [v]) = 1} and P f = {v ∈ V : f (v) > 0}.
Let A and B be subsets of V. We say that A dominates B and write A → B if every vertex in B − A is adjacent to some vertex in A. The following theorem gives a simple necessary and sufficient condition for a DF to be an MDF. The concept of edge domination was introduced by Mitchell and Hedetniemi [15] . A subset X of E is called an edge dominating set of G if every edge not in X is adjacent to some edge in X. The edge domination number γ (G) of G is the minimum cardinality taken over all edge dominating sets of G. Further results on edge domination are given in Arumugam and Velammal [3] .
A subset S of E is called a 2-edge packing if N [e] ∩ N [f ] = ∅ for all e, f ∈ S. The maximum cardinality of a 2-edge packing in G is called the 2-edge packing number of G and is denoted by P 2 (G). Functional generalizations for vertex subsets have been extensively studied in literature [6, 9, 16] . Cockayne and Mynhardt [8] have indicated that edge subsets may also be embedded into sets of functions and an analogous concept of convexity could also be developed.
In this paper we introduce the concept of fractional edge domination and initiate a study of the fractional edge domination number. Further we introduce the fractional parameters corresponding to edge irredundance and edge independence, leading to the fractional edge domination chain. We also consider topological properties of the set of all edge dominating functions of G.
We need the following definitions and theorems.
The maximum cardinality of a 2-packing in G is called the 2-packing number of G and is denoted by P 2 (G). We observe that for any graph G, P 2 (G) = P 2 L(G) , where L(G) is the line graph of G.
A graph G is called a block graph if each block of G is a complete subgraph.
For any block graph G, P 2 (G) = γ(G).
EDGE DOMINATING FUNCTIONS IN GRAPHS
f (x) ≥ 1 for all
The fractional edge domination number γ f and the upper fractional edge domination number Γ f of G are defined by
Observation 2.3. The problem of finding the fractional edge domination number is equivalent to finding the optimal solution of the following linear programming problem.
f (x) ≥ 1 for all e ∈ E(G) and 0 ≤ f (e) ≤ 1 for all e ∈ E(G). p f (G) = min{|g| : g is a maximal edge packing function of G} and P f (G) = max{|g| : g is a maximal edge packing function of G}.
Observation 2.5. The problem of finding the upper fractional edge packing number is equivalent to finding the optimal solution of the following linear programming problem.
f (x) ≤ 1 for all e ∈ E(G) and 0 ≤ f (e) ≤ 1 for all e ∈ E(G).
We observe that this L.P.P is the dual of the L.P.P corresponding to the fractional edge domination number γ f . Since the optimal solution of the primal problem and its dual are equal, γ f (G) = P f (G) for all graphs G. This fact is very useful in determining the values of these parameters. In fact if we can find an MEDF g and a maximal edge packing function h such that |g| = |h|, then
. Observation 2.8. Since the line graph of any bipartite graph G with bipartition
Observation 2.9. For the complete bipartite graph K r,r , we have γ = r and
. Hence it follows that the difference between γ and γ f can be made arbitrarily large.
Proof. Consider the characteristic function f = χ M : E → {0, 1}. Clearly f (N [e]) = 1 for all e ∈ E(G) and hence f is an MEDF as well as a maximal edge packing function. Hence it follows from Observation 2.5 that γ f = P f = |f | = |M |.
We now proceed to prove that for a tree T, γ (T ) = P 2 (T ), which implies γ (T ) = γ f (T ). In fact we give two different proofs for this result.
Definition 2.12. Let T be a tree with ∆ ≥ 3.
We observe that any tree T with ∆ ≥ 3 has at least k hanging paths where k is the number of leaves in T. Also there exists a vertex w such that the tree T 1 obtained from T by deleting the vertices of all the hanging paths at w, but retaining w, is either trivial or w is a leaf of T 1 . Theorem 2.13. For any tree T, γ (T ) = P 2 (T ).
Proof. Let T be any tree. Since L(T ) is a block graph, it follows from Theorem 1.4 that γ L(T ) = P 2 L(T ) . Hence γ (T ) = P 2 (T ).
Alternate proof. If T is the path P n , then γ (T ) = P 2 (T ) = n + 1 3
. Now, suppose ∆(T ) ≥ 3. Then |V (T )| ≥ ∆ + 1. We prove the result by induction on |V (T )|. If |V (T )| = ∆ + 1 and ∆ ≥ 3, then T = K 1,∆ and γ (T ) = P 2 (T ) = 1. We now assume that result is true for all trees T with ∆(T ) ≥ 3 and |V (T )| < n. Let T be a tree such that T is not a star, ∆(T ) ≥ 3 and |V (T )| = n. If there is a hanging path P = (v 1 , v 2 , . . . , v r ) of length at least 3, for the tree T 1 = T − {v 1 , v 2 , v 3 }, γ (T 1 ) = γ (T )−1 and P 2 (T 1 ) = P 2 (T )−1 and hence the result follows by induction. Now, suppose every hanging path in T has length at most 2. Let w be a vertex of T such that the tree T 1 obtained from T by deleting all the vertices of the hanging paths at w, but retaining w, is either trivial or w is a leaf of T 1 .
If T 1 is trivial, then γ (T ) = P 2 (T ) = a, where a is the number of hanging paths of length 2 at w.
Suppose T 1 is nontrivial. If all the hanging paths at w have length 1, then for the tree T 2 = T − {x} where x is a leaf adjacent to w, we have γ (T 2 ) = γ (T ) and P 2 (T 2 ) = P 2 (T ). If there exists at least one hanging path of length 2 at w, then for the tree T 2 = T 1 −{w}, we have γ (T ) ≤ γ (T 2 )+a and P 2 (T ) ≥ P 2 (T 2 )+a, where a is the number of hanging paths of length 2 at w. Now by induction γ (T 2 ) = P 2 (T 2 ) and hence γ (T ) ≤ P 2 (T ). Also it follows from Theorem 1.3 that P 2 (T ) ≤ γ (T ) and hence γ (T ) = P 2 (T ).
Corollary 2.14. For any tree T, we have γ f (T ) = γ (T ).
Proof. Since γ (T ) = P 2 (T ) ≤ P f (T ) = γ f (T ) ≤ γ (T ), the result follows.
Remark 2.15. The second proof of Theorem 2.13 gives a recursive algorithm for determining γ , and hence γ f , for any tree T. Since for the subtree constructed in the proof both γ and P 2 get equally reduced, we can continue the process until we reach a path, thus determining γ (T ).
We now proceed to determine γ f for several classes of graphs. The following lemma is useful in this regard.
Lemma 2.16. Let G be any connected graph and G = K 1,n−1 . Then there exists an MEDF f of G such that |f | = γ f (G) and f (e) = 0 for every pendant edge e.
Proof. Let g be any MEDF of G with |g| = γ f (G). Suppose there exists a pendant edge e 1 with g(e 1 ) > 0. Since G = K 1,n−1 , there exists a non-pendent edge f 1 ∈ N (e 1 ). Now define g 1 : E(G) → [0, 1] by g 1 (e 1 ) = 0, g 1 (f 1 ) = g(f 1 ) + g(e 1 ) and g 1 (x) = g(x) for all x ∈ E − {e 1 , f 1 }.
If g 1 (f 1 ) = g(f 1 ) + g(e 1 ) > 1, then g 2 : E(G) → [0, 1] defined by g 2 (f 1 ) = 1 and g 2 (x) = g 1 (x) for all x ∈ E − {f 1 } is an EDF of G and |g 2 | < |g 1 |, which is a contradiction. Hence g 1 (f 1 ) ≤ 1 and g 1 is an EDF of G with |g 1 | = |g| = γ f (G). Continuing this process, we obtain an MEDF f of G such that |f | = γ f (G) and f (e) = 0 for every pendant edge e. Theorem 2.17. For any r-regular graph G of order n with r > 0,
, where G • K 1 is the corona of G obtained by attaching a pendant edge at every vertex of G.
Proof. Let V (G) = {v 1 , v 2 , . . . , v n } and let e i be the pendant edge of
f (e i ) = 0 and f (x) = 1 r for all x ∈ E(G).
f (e) ≥ n. Hence 2|f | ≥ n, so that |f | ≥ n 2
. Thus
Remark 2.18. In general, for any graph
Also there exist non-regular
Let G 1 and G 2 be two graphs with disjoint vertex sets. The graph G with
} is called the join of G 1 and G 2 and is denoted by G 1 + G 2 .
Theorem 2.20. For the wheel
It can be easily verified that f (N [e]) = 1 for all e ∈ E(W n ) and hence f is both an MEDF and a maximal edge packing function of W n .
In the following theorem we give a sharp upper bound for γ f . Proof. Let g be any MEDF of G. Since B f → P f , it follows that g is an edge irredundant function. Now, let h : E → [0, 1] be such that h > g. Then there exists e ∈ E such that g(e) < h(e) ≤ 1. Clearly, h(e) > 0 and for any
Hence h is not an edge irredundant function and thus g is a maximal edge irredundant function.
Definition 2.26. Let f, g be two EDFs of a graph G and let 0 < λ < 1. Then h λ = λf + (1 − λ)g is called a convex combination of f and g. Observation 2.26. It can be easily verified that any convex combination of two EDFs is again an EDF. However a convex combination of two MEDFs need not be an MEDF.
For example, consider the graph G given in Figure 1 . Let f (e 1 ), f (e 2 ), f (e 3 ), f (e 4 ), f (e 5 ), f (e 6 ), f (e 7 ) = and g(e 1 ), g(e 2 ), g(e 3 ), g(e 4 ), g(e 5 ), g(e 6 ), g(e 7 ) = .
It can be easily verified that f and g are EDFs and B f → P f and B g → P g , so that f and g are MEDFs of G. . Clearly, B h λ = {e 1 , e 6 } and
As in the case of dominating functions, the minimality of h λ = λf + (1 − λ)g, where f and g are MEDFs is an all or nothing situation in the sense that either all convex combinations of f and g are MEDFs or no convex combination of f and g is an MEDF.
Theorem 2.28. f and g be MEDFs of a graph G and 0 < λ < 1. Then h λ is an MEDF of G if and only if B f ∩ B g dominates P f ∪ P g .
Proof.
Since B h λ = B f ∩ B g and P h λ = P f ∪ P g , the result follows.
Arumugam and Rejikumar [2] have introduced the concept of independent functions. We now proceed to introduce the edge analogue of independent functions. f (x) = 1. An edge independent function f is called maximal edge independent function (MEIF) if for every e ∈ E with f (e) = 0, we have
f (x) ≥ 1. f (x) ≥ 1 for all e ∈ E. Hence f is an EDF. Further, since f is an edge independent function, P f ⊆ B f and hence f is an MEDF of G.
Definition 2.31. The fractional edge independence number β 0 f and the fractional edge independent domination number i f are defined by
Hence we obtain the following analogue of domination chain for the fractional edge domination :
Remark 2.32. The convex combination of two edge independent functions need not be an edge independent function. Consider the path P4 = (v1, v2, v3, v4) .
Let ei = vivi+1, i = 1, 2, 3. Define f1(e1) = f1(e3) = 0, f1(e2) = 1, f2(e1) = f2(e3) = 1, f2(e2) = 0 and f3(e1) = f3(e2) = f3(e3) = 1 2 . Clearly f1 and f2 are edge independent functions, f3 = 1 2 f1 + 1 2 f2 and f3 is not an edge independent function. Further f1 and f2 are both MEIFs and hence a convex combination of two MEIFs need not be an edge independent function. Remark 2.33. Let f and g be two edge independent functions. Then h λ = λf + (1 − λ)g, where 0 < λ < 1, is an edge independent function if and only if P f ∪ P g ⊆ B f ∩ B g . Hence either all convex combinations of f and g are edge independent functions or none of them is an edge independent function. We now prove that similar result is true for MEIFs.
Theorem 2.34. Let f and g be two MEIFs. Then either all convex combinations of f and g are MEIFs or none of them is an MEIFs.
Proof. Let h λ = λf + (1 − λ)g where 0 < λ < 1. Suppose that h λ1 is an MEIF and let λ = λ 1 . We claim that h λ is an MEIF. Let e ∈ E. Suppose h λ (e) = 0. Then f (e) = g(e) = 0. Since f and g are MEIFs 
Let f be any MEIF of G with |f | = i f (G). Case i. There exists a pendant edge, say e 1 , with f (e 1 ) = 0.
Without loss of generality we may assume that f (x 5 ) = α > 0, so that f (x 5 ) + f (x 1 ) = 1. Since f (N [x 5 ]) = 1, it follows that f (e 5 ) = f (x 4 ) = 0, so that f (N [e 5 ]) = α. Hence α = 1, so that f (x 1 ) = 0. Now f (e 4 ) + f (x 4 ) + f (x 3 ) ≥ 1 and f (e 2 ) + f (x 1 ) + f (x 2 ) ≥ 1 and hence |f | ≥ 3. Case ii. f (e i ) > 0 for all i, 1 ≤ i ≤ 5.
Then f (N [e i ]) = 1 for all i, 1 ≤ i ≤ 5 and adding these equations we get
f (e i ) = 5, so that |f | > and hence i f (G) > γ f (G).
Problem 2.37. Characterize the class of graphs for which γ f (G) = i f (G).
The above example leads to the following problems.
Problem 3.4. Characterize graphs G for which the space of all maximal edge irredundant functions is compact.
Problem 3.5. Characterize edge irredundant functions which can be obtained as the limit of a sequence of maximal edge irredundant functions.
Conclusion and Scope. In this paper we have introduced the fractional parameters corresponding to edge domination, edge irredundance and edge independence, leading to the fractional edge domination chain. Further investigation of this new domination chain and the study of the class of graphs for which some of these fractional parameters are equal will definitely yield many new results. One can also study the concept of universal minimal edge dominting functions and convexity graph corresponding to MEDFs which have been introduced by Cockayne et al. [5, 7] for vertex domination.
