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Let us now augment our understanding of iterative turbo de-
coding by considering a specific example in the next section.
VII. TURBO DECODING EXAMPLE
Inthissection,wediscussanexampleofturbodecodingusing
the SOVA algorithm [9], [19] detailed in Section VI. This ex-
ample serves to illustrate the details of the SOVA algorithm and
the iterative decoding of turbo codes discussed in Section IV.
We consider a simple half-rate turbo code using the
RSC code. The reason for using RSC codes instead of conven-
tional nonsystematic, nonrecursive codes is two-fold, which we
attempttomakeplausibleatthisstage.Firstly,itwouldberather
wasteful in terms of both transmitted signal energy and bit rate
to transmit the information and the parity bits of both compo-
nent encoders twice. This would namely erode the performance
benefits of turbo coding. If, however, a systematic component
encoder is used, it is straightforward to puncture or obliterate
one of the original systematic information bits from the trans-
mitted bitstream. Furthermore, systematic codes impose less
constraints on the encoded bitstream, than their nonsystematic
counterparts, since in systematic encoders the original infor-
mation bits are directly copied to the encoder’s output. Hence,
the systematic codes exhibit a slightly better BER performance,
than the nonsystematic codes, since the latter codes are over-
whelmed by the plethora of channel errors and hence precip-
itate more errors upon attempting to correct errors, when the
channel BER is high. Since turbo codes are of most interest at
high-channel BERs, systematic codes are preferred.
Secondly, the importance of the recursive nature of the RSC
encoder can be made plausible as follows. For a nonrecursive
convolutional code the trellis path corresponding to an input
sequence of containing a
single emergesfromand mergesbackintotheall-zerotrellis
path within a finite number of trellis transitions, depending
on the minimum distance of the code. For recursive codes
however, the input sequence would result in a eternally
cycling through the encoder’s shift register stages, such that
the corresponding trellis path never remerges into the all-zero
path. This would result in an output sequence containing an
infinite number of “ ”s. Since their associated output is
quite different, the closest neighbor transmitted sequences of
(the all-“ ” dataword)
and above would rarely be confused with each other in the
decoder in the case of recursive component codes. The path
corresponding to is hence a very unlikely deviation from
the all-zero path during the decoding process in the case of
a recursive code, whereas it is the most likely deviation for a
nonrecursive code.
Following the above brief justification for using RSC codes
thegeneratorpolynomialsareexpressedinoctalformas7and5,
asshownin[18,Fig.6].Twosuchcodesarecombined,asshown
in [18, Fig. 7], with a block interleaver to give a simple
turbo code. The parity bits from both the component codes are
punctured, so that alternate parity bits from the first and the
second component encoder are transmitted. Thus the first,third,
fifth, seventh, and ninth parity bits from the first component
encoderaretransmitted,andthesecond,fourth,sixth,andeighth
Fig. 7. State transition diagram for the (2;1;3) RSC component codes.
parity bits from the second component encoder are transmitted.
Thefirstcomponentencoderisterminatedusingtwobitschosen
to take this encoder back to the all zero state. The transmitted
sequence will therefore contain nine systematic and nine parity
bits. Of the systematic bits, seven will be the input bits, and two
will be the bits chosen to terminate the first trellis. Of the nine
parity bits, five will come from the first encoder, and four from
the second encoder.
The state transition diagram for the component RSC codes is
showninFig.7.Asinallourdiagramsinthissection,asolidline
denotes a transition resulting from a 1 input bit, and a dashed
lines represents an input bit of 1. The figures within the boxes
alongthetransitionlinesgivetheoutputbitsassociatedwiththat
transition—the first bit is the systematic bit, which is the same
as the input bit, and the second is the parity bit.
For the sake of simplicity we assume that an all 1 input se-
quence is used. Thus there will be seven input bits which are
1, and the encoder trellis will remain in the state.
The two bits necessary to terminate the trellis will be 1i n
this case and, as can be seen from Fig. 7, the resulting parity
bits will also be 1. Thus, all 18 of the transmitted bits will be
1 for an all 1 input sequence. Assuming that BPSK modu-
lation is used with the transmitted symbols being 1o r 1, the
transmitted sequence will be a series of 18 1’s. The received
channeloutputsequencefortheexample-togetherwiththeinput
and the parity bits detailed above are shown in Table V. Notice
that approximately half the parity bits from each component en-
coderarepuncturedthisisrepresentedbyadashinTableV.Also
notethatthereceivedchannelsequencevaluesshowninTableV
arethematchedfilteroutputs,whichweredenotedby inpre-
vious sections. If hard decision demodulation were used then
negative values would be decoded as 1’s, and positive values
as 1’s. It can be seen that from the 18 coded bits which were
transmitted, all of which were 1, three would be decoded as
1 if hard decision demodulation were used.
Inordertoillustratethedifferencebetweeniterativeturbode-
coding and the decoding of convolutional codes, we initially
consider how the received sequence shown in Table V would
be decoded by a convolutional decoder using the Viterbi algo-
rithm. Imagine the half-rate RSC code detailed above
used as an ordinary convolutional code to encode an input se-
quence of seven 1’s. If trellis termination was used then two2220 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 49, NO. 6, NOVEMBER 2000
Fig. 9. Trellis diagram for the SOVA decoding in the first iteration of the first decoder.
Fig. 10. Simplified trellis diagram for the SOVA decoding in the first iteration of the first decoder.
fined update sequences that indicate for which of the bits the
survivor and discarded paths would have given different values,
are stored by the SOVA algorithm for each node at each stage
in the trellis. When the ML path has been identified, the algo-
rithmusesthesestoredvaluesalongtheMLpathtofindtheLLR
for each decoded bit. Table I shows these stored values for the
example trellis shown in Figs. 9 and 10. The calculation of the
decoded LLRs shown in this table is detailed below.
Noticein TableI thatattrellis stages and thereis
no metric difference or update sequence stored because, as canWOODARD AND HANZO: COMPARATIVE STUDY OF TURBO DECODING TECHNIQUES 2229
Fig. 23. Effect of interleaver choice for L ￿ 961 frame-length turbo codes.
Other parameters as in Table IV.
Fig. 24. Effect of interleaver choice for L ￿ 169 frame-length turbo codes.
Other parameters as in Table IV.
In the “random separated” interleaver odd-even separation,
as proposed by Barbulescu and Pietrobon [31], is used. This
interleaver performs very slightly better than the other random
interleaver, which does not use odd-even separation. However,
the effect of odd-even separation is much less significant for
the random interleavers than it is for the block interleavers.
Similar curves are shown in Fig. 24 for turbo coding schemes
withapproximately169bperframe.Itcanbeseenagainthatthe
scheme using block interleaving with odd-even separation (i.e.,
the interleaver) performs better than the the scheme
using block interleaving without odd-even separation (i.e., the
interleaver).However,forthisshortframe-lengthsystem
the two random interleavers perform worse than the best block
interleaver. From our results it appears that although random in-
terleavers give the best performance for turbo codes with long
frame-lengths, for short frame-length systems the best perfor-
mance is given using a block interleaver with an odd number of
rows and columns.
Fig.25. Effectofinterleaverchoiceforthird-rateL ￿ 169frame-lengthturbo
codes. Other parameters as in Table IV.
When puncturing is not used, and we have a third rate code,
thebenefitofusingodd-evenseparationwithblockinterleavers,
i.e., using block interleavers with an odd number of rows and
columns,disappears.ThiscanbeseenfromFig.25,whichcom-
pares the performance of a turbo code with no puncturing using
three different interleavers, all with a length of approximately
169 b. As in the case of the half-rate turbo codes using punc-
turing in Fig. 24, for a small frame length, such as 169 b, the
best performance is given by using a block rather than a random
interleaver. However, it can be seen from Fig. 25 that, unlike
for half-rate codes, for turbo codes without puncturing there is
little difference between the block interleavers with and without
odd-even separation, i.e., between the and in-
terleavers.
In [40], Herzberg suggests that a “reverse block” interleaver,
i.e., a block interleaver in which the output bits are read from
the block in the reverse order relative to an ordinary block inter-
leaver, gives an improved performance over ordinary block in-
terleavers. He also suggests that for high SNRs, and low BERs,
reverseblockinterleaverswithasmallframe-lengthgiveabetter
performancethanrandominterleaverswithamuchlongerframe
length. However, as can be seen from Fig. 26, which shows the
performance of ordinary and reverse block interleavers for var-
ious frame-lengths, we found very little difference between the
performances of block and reverse block interleavers. One dif-
ference between our results and those in [40] is that we have
used punctured half-rate turbo codes, whereas Herzberg used
turbo codes without puncturing. However, we found that even
with third-rate turbo codes using no puncturing, and using
interleavers as Herzberg did, the performance of block and
reverse block interleavers were almost identical. It appears in
[40] that for turbo codes with long random interleavers, and
with an ordinary block interleaver, Herzberg used the gener-
ator polynomials and , whereas for the reverse
blockinterleaverheusedthegeneratorpolynomials and
. The generator polynomials and were
used so that the performance of turbo codes with long random
interleavers could be approximated using the Union bound and
the error coefficients calculated by Benedetto and Montorosi in