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Sunrnary 
The main subject of the research in this thesis is the study 
of conjugate gradient methods for optimization and the development 
of improved algorithms. After an introductory first chapter, 
Chapter 2 contains a background of numerical methods for 
optimization in general and of conjugate gradient-type algorithms 
in particular. In Chapter 3 we study the convergence properties 
of conjugate gradient methods and discuss Powell's (1983) counter 
example that proves that there exist twice continuously 
differentiable functions with bounded level sets for which the 
Polak-Ribi~re method fails to achieve global convergence whereas 
the Fletcher-Reeves method is shown to be globally convergent, 
despite the fact that in numerical computations the Polak-Ribi~re 
method is far more efficient than that of Fletcher-Reeves. 
Chapters 4 and 5 deal with the development of a number of new 
hybrid algorit~s, three of which are shown to satisfy the descent 
property at every iteration and achieve global convergence 
regardless of whether exact or inexact line searches are used. 
A new restarting procedure for conjugate gradient methods is also 
given that ensures a descent property to hold and global convergence 
for any conjugate gradient method using a non negative update. 
The application of these hybrid algorithms and that of the new 
restarting procedure to a wide class of well-known test problems 
is given and discussed in the final Chapter "Discussions and 
Conclusions". The results obtained, given in the appendices, show 
that a considerable improvement is achieved by these hybrids and by 
methods using the new restarting procedure over the existing conjugate 
gradient methods and also over quasi-Newton methods. 
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CHAPTER 1 
INTRODUCTION 
The research carried out in this thes,is, concerns the 
study of numerical methods for optimization and the 
deve~opment of improved algorithms. This study is mainly 
concerned with the numerical methods for unconstrained 
optimization, for the simple reason that, as can be seen 
in Chapter 2, section 3, constrained problems in 
optimization can easily be converted into a sequence of 
unconstrained problems by a method of multipliers or 
into a sequence of unconstrained saddle points problems 
involving Lagrangians. 
1 
A particular interest is given to conjugate direction 
met'hods for optimization in general and to conjugate 
gradient-type algorithms in particular. This interest 
was triggered by a particular paper of Powell (1983) in 
which he had shown that, although in numerical 
computations, the conjugate gradient algorithm of Polak-
Ribiere (1969) is far more successful than that of 
Fletcher-Reeves (1964), if the " Polak-Ribiere algorithm 
is used, then even with exact arithmetic and exact line 
search, there exist twice continuously differentiable 
functions with bounded level sets, for which the 
gradient norms are bounded away from zero. In this same 
paper, Powell (1983) has also shown by a standard method 
of proof that the conjugate gradient algorithm of 
Fletcher-Reeves (1964) with exact arithmetic and exact 
line search is always convergent. This result has 
further been extended by Al-Baali (1985) to show that 
even with an inexact line search satisfying some 
standard conditions, the Fletcher-Reeves algorithm 
satisfies the descent property and is globally 
convergent. 
2 
After this introductory chapter, Chapter 2 of this 
thes;s gives a thorough study of the theoretical and 
practical aspects of the existing numerical methods for 
optimization, providing an extensive literature survey 
of the subject and an up-to-date insight into these 
methods and their convergence properties. After the 
introductory section of Chapter 2, section 2 outlines 
and discusses the basic theorems and methods related to 
constrained optimization. In section3, we discuss and 
present the various techniques of converting constrained 
optimization problems into unconstrained optimization 
problems and solving these problems via unconstrained 
optimization. Section 4 deals with the numerical methods 
for unconstrained optimization. We discuss in this 
section both direct search and descent methods, 
outlining as much as possible, their convergence 
properties and the line search techniques. It will then 
be apparent how our interest was directed towards the 
methods of conjugate gradients, to which we have devoted 
the following section; section 5. In this latter section 
we go further in detail into the theoretical aspects of 
the conjugate gradient methods, from the generation of 
conjugate gradients in the case of quadratic functions, 
to the use of restarting (or reinitializing) in the case 
of general functions. 
3 
In Chapter 3, we discuss the computational efficiency 
and the convergence properties of conjugate gradient 
methods. This chapter is divided into four sections. 
After an introductory section containing all the 
preliminaries needed for the discussion of the following 
sections, section tcleats wal, the descent properties and 
global convergence of the method of Fletcher Reeves. We 
prove the theorems given by Powell (1983) for the case 
of exact arithmetic and exact line search and the 
theorems given by Al-Baali (1985) for the case of 
inexact line search. The study then continues in section 
3 by considering the method of Polak-Ribi~re that 
despite the fact that it is computationally far more 
efficient than that of Fletcher-Reeves, there exist 
twice continuously differentiable functions with bounded 
level sets, for which, if this method is used, the 
gradient norms remain bounded away from zero, meaning 
that the method fails to converge globally. In this 
section we give thorough computational comparisons based 
on both historical numerical results and on results 
obtained from the work included in this thesis. 
4 
Furthermore, we also attempt in this section to 
theoretically explain the reasons forthis feature of the 
.... Polak-Ribiere method. We then conclude Chapter 3 by a 
fourth section dealing with the recent ideas in the 
literature to attempt to improve on the conjugate 
gradient methods and also ideas developed in this thesis 
in an attempt to combine the desirable computational 
aspects of the Polak-Ribi~re method and the. VSQKu! 
theoretical aspects of the Fletcher-Reeves method. 
We then devote Chapters 4 and 5 of this thesis to the 
development of a number of new improved hybrid conjugate 
gradient algorithms. In Chapter 4, we develop two new 
algorithms and prove theorems for their descent 
properties and global convergence, whereas in Chapter 5, 
on top of providing a third globally convergent hybrid 
algorithm that proves to be even more efficient 
computationally than Quasi-Newton algorithms on a large 
class of test problems, we also give some new restarting 
criteria for conjugate 
5 
gradient methods, that provide descent property and 
global convergence for any conjugate gradient method 
with a non-negative update, and that prove to be 
computationally very efficient. The first two hybrids 
(HYBRID 1 and HYBRID 2) are also reported in Touati-
Ahmed and Storey (1986) and the third hybrid (HYBRID 3) 
and the restarting criteria are reported in Touati-Ahmed 
and Storey (1987) which then has been communicated by 
L.C.W. Dixon to J.O.T.A. (Journal of Optimization Theory 
and Applications) and has been accepted for publication. 
The discussions of the results obtained for the 
various methods dealt with in this thesis and their 
comparisons, together with our final conclusions are 
given in Chapter 6. 
6 
Chapter 2 
BaCKgrOund of Numerical Methods 
for OptimIzatIon 
1. INTRODUCTION. 
Numerical methods for optimization are designed to find an 
n-dimensional real vector x* E K (K C lRn) such that if f : lRn --+ lR 
is the objective function to be minimized. we have: 
* f(x ) ~ f(x) for all x E K 
A general optimization problem can be written in the following 
form: 
Minimize f(x) 
Subject to: 
g. (x) ~ 0 
1 
h. (x) = 0 
J 
i=1,2, ... ,m 
j=1.2 ••••• p 
where f. g. and h. are real valued functions from lRn --+ lR. The 
1 J 
set K of admissible (or feasible) points is written as follows: 
K = {x E lRn I gi (x) ~ O. i = 1, •• • ,m; 
h. (x) = o. j = 1 ••••• p } J 
By putting conditions on f. gi' hj and the set K. one can 
distinguish the existing problem type categories in optimization 
and develop numerical methods for solving each type of problem 
accordingly. 
(2.1.1) 
(2.1.2) 
(2.1.3) 
The particular case in which the functions f. g. and h. used 
1 J 
in (2.1.2) are linear is termed "Linear Programming". To solve 
problems of this type. there exist good algorithms that always 
7 
give an exact solution of the problem. For example, the Simplex 
method of Dantzig is a highly efficient algorithm. The 
average number of iterations required to reach an optimum for 
problems of n variables and m constraints with n much greater than 
m, is of the order 2m, much less than might be expected from the 
number of vertices of the constraint set. If a nonlinear programming 
problem can be arranged so as to be solvable by a modified simplex 
method, this is commonly the most efficient procedure. In particular, 
a problem which allows an adequate approximation by piecewise linear 
functions, of not too many variables, may be computed as a separable 
programming problem. Also a problem with a quadratic objective 
function and linear constrains can be solved by a modified simplex 
method; Such Cl.~ the method of Wolfe. 
Unless the problem is convex, any iterative method will, if 
it converges at all, converge to a local critical point, which is 
not necessarily the global optimum. This difficulty does not occur 
with a convex problem, for any local minimum of a convex problem 
is a global minimum. In general however, it is hard to find a 
computationally efficient algorithm which will always find the 
global minimum. There is always a tradeoff between efficiency, and 
the ability to follow small-scale features of the function. In 
practice, some assumption of smoothness of the function(s) is made. 
For further details on linear, quadratic, separable and convex 
programming the reader should refer to Zout end ijk (1976), Fletcher 
(1981), Nimirovsky and Yudin (1983), Osborne (1985) and Minoux (1986) 
amongst others. 
For the purpose of this thesis however, we shall distinguish 
8 
two main categories namely: Constrained and Unconstrained 
Optimization methods. Unconstrained optimization. as its name 
indicates. is the case in which there are no constraints g. or h .• 
~ J 
In other words the set K of admissible points is equal to ]Rn • 
This is a very important case in practice because. as will be seen 
in Section 3 of this chapter. constrained problems in optimization 
can be converted into a sequence of minimum/maximum problems by a 
method of m~f;;fl;.,...s or into a sequence of saddle, point problems using 
Lagrangians. Some of the recent text books dealing with unconstrained 
optimization include Wo1fe (1978). F1etcher (1980). Gill. Murray and 
Wright (1981). Dennis and Sth~Qbee (1983) and Minoux (1986). In the 
remaining part of this chapter. we shall give some basic results 
for constrained optimization. outline some of the methods with which 
constrained problems can be converted into unconstrained problems. 
give a description of some well known numerical methods for 
unconstrained optimization and give an explicit up-to-date study of 
conjugate gradient methods on which the research in this thesis is 
based. 
2. SOME BASIC RESULTS FOR CONSTRAINED OPTIMIZATION. 
The most important concept in the theory of constrained 
optimization is the concept of Lagrange multipliers. To illustrate 
the introduction of this concept. we shall first consider problem 
(2.1.2) with the equality constraints h.(x) = o. j = 1 ••••• p only. 
J 
that is we shall ignore the inequality constraints g.(x) ~ o. 
~ 
i = 1 ••••• m for the time being. In this case the Lagrangian 
function takes the form: 
9 
£(X.A) = f(x) - r 
j =1 
A.h. (x) 
1 1 
(2.2.1) 
where A .• j = 1 ••••• p are the Lagrange multipliers of the constraints. 
1 
The Lagrange multiplier of any constraint measures the rate of change 
in the objective function. consequent upon changes in that constraint 
function (see Fletcher (1981». This information can be valuable in 
the sense that it indicates how sensitive the objective function is 
to changes in different constraints. 
We now consider the additional complication of having inequality 
constraints as well as equality constraints. It is important to 
* realize that only the active constraints at x (i.e. such that 
g.(x*) = 0) can influence the problem. but it is possible and consistent 
1. 
to regard any inactive constraint as having a zero Lagrange multiplier. 
The Lagrangian function takes therefore the form: 
f(X.A.Jl) 
m 
f(x) + t 
i=1 
Lg. (x) -
1. 1. r j =1 Jl.h. (x) 1 1 
where A. and Jl. are Lagrange multipliers of the constraints. For 
1. 1 
a more detailed study of the concept of Lagrange multipliers in 
optimization the reader should refer to Rockafeller (1976) and 
Fletcher (1981). 
Having illustrated the introduction of Lagrange multipliers. 
we ·shall now discuss the optimality conditions and the existence 
and unicityof an optimal solution x * of (2.1. 2) • 
Since equality constraints can be converted into inequality 
constraints in the following manner: 
h.(x) = 0 
J 1 
hj(x) ,0 
.. and 
-h. (x) , 0 
1 
(2.2.2) 
(2.2.3) 
10 
it is no restriction to consider problem (2.1.2) with only 
inequality constraints. Therefore. in what follows. instead of 
(2.1.2). we shall consider the problem: 
Minimize f(x) 
Subject to: 
g. (x) ~ 0 
~ 
i = 1, ... ,m 
We also make the general assumption that the functions f. g1' 
g ••••• g are differentiable. For x E K. let: ).. m 
(2.2.4) 
Z (x) = {s E lRnl 3 a > 0 s. t. x + as E K for 0 , a , a} 
be the set of feasible directions from x. A first optimality 
criterion via feasible directions is obtained by the following 
theorem. 
* Theorem 2.2.1: Let x be a feasible solution of the problem 
* (2.2.4). If x is an optimal solution of (2.2.4) then we have: 
* Vs E Z(x ). 
If we strengthen our assumptions to impose the conditions that 
f is pseudoconvex (i.e. (y-x)TVf(x) ~ 0 ~ f(y) ~ f(x». and that 
(2.2.5) 
gt. g~.···.gm are quasiconvex (i.e. gi(AX + (1-A)Y) ~ max{gi(x).gi(y)} 
for = 1 •... • m) then we have: 
* T * x optimal ~ s Vf(x ) ~ 0 --*-V s E Z(x ) 
The proof of this theorem is given in Appendix 1. This theorem 
* gives necessary and sufficient conditions for a feasible point x 
to be optimal. Unfortunately these conditions are not very practical 
11 
in the sense that it is very difficult in practice to handle the 
* set Z(x). Fritz and John (1948) and Kuhn and Tucker (1951) give 
more practic .. t conditions for a feasible solution to be optimal, 
using Lagrange multipliers and Lagrangian functions. For a more 
detailed study of these conditions, we also refer to Powe11 (1974), 
Avriel (1976), Fletcher (1981) and Minoux (1986). 
In what follows we shall give some results concerning the 
existence and unicity of an optimal solution of problem (2.2.4), 
the proofs of which can be found in most text books dealing with 
constrained optimization. 
Let 
s (f , CL) = {x E ]Rn I f (x) , CL} 
be the level set of the function f at the level CL. 
LelIllJla 2.2.1: Suppose f is continuous. If there exists x(O) E K 
for which S(f,f(x(O») n K is compact then f has an optimal solution 
* x in K. 
Lemma 2.2.2: 
(k) 
{x }kElN 
Suppose f(x(k» + ~ as k + ~ for all sequences 
from K. such that 11 x (k)1I + ~ as k + ~ • Then we have: 
is bounded. 
Theorem 2.2.2: (Existence). Let f, g , ••• ,g be continuous functions 1 m 
and suppose the following condition is satisfied: 
Then, the problem (2.2.4) has an optimal solution. 
The proof of this theorem follows from Lemmas 2.2.1 and 2.2.2. 
Definition: The Hessian matrix H(x) of f (the matrix of second 
derivatives of f at x) is said to be uniformly positive definite 
on a set E € lRn if there exists m > 0 such that: 
v z € lRn and v x € E. 
Theorem 2.2.3: (Existence and Unicity). 
Then: 
Let K be a closed convex set. 
Let f be twice continuously differentiable in K, and 
fet H(x) be uniformly positive definite on K. 
. .. * f has a un1que m1n1mum x in K. 
3. SOLVING CONSTRAINT OPTIMIZATION PROBLEMS VIA UNCONSTRAINED 
OPTIMIZATION; 
Various methods have been suggested in the literature that 
enable constrained optimization problems to be solved via 
unconstrained optimization techniques. These methods solve the 
problem (2.2.4) by reducing the computational process to 
unconstrained minimization of a compound (or penalty) function, 
combining in a particular way the objective function f, the 
constraints gt, ••• ,gm and possibly one or more controlling 
parameters. 
Surveying the literature in this subject, one can roughly 
distinguish three main classes of methods: 
The interior point methods: These methods operate in the set 
13 
i = I •••.• m}. 
The tllterior point methods: These methods present an approach to 
* a minimum solution x of the problem (2.2.4) from outside the 
constraints set: 
i = I •...• m}. 
The Lagrangian methods: These methods are based on the Lagrangian 
function associated with problem (2.2.4) and they operate in the 
n-dimensional Euclidian vector space E • 
n 
The interior-point and exterior-point methods can be subdivided 
into two classes; the parametric methods have one or more controlling 
parameters in the penalty function to control the convergence towards 
a minimum solution; the non-parametric methods on the other hand. 
do not explicitly operate with controlling parameters. Lagrangian 
meth?ds. however. are always parametric. 
3.1 The Parametric Methods: 
The parametric interior-point methods are based on penalty 
func<tions. which in this case are called "Barrier" functions. of 
the form: 
B (x) 
r 
= f(x) - /' 
m 
I 
i=1 
where r denotes a positive controlling parameter. ~ is a function 
of one variable. n say. defined and continuously differentiable in 
the interval {n In> O} and such that ~(O+) = - 00. and 
14 
where A denotes the order of the pole of ~' at n = O. For further 
references on these methods we refer to Murray (1967), Davies (1970) 
and Lootsma (1972). 
The parametric exterior-point methods on the other hand, are 
based on penalty functions, which in this case are called "Loss" 
functions-, of the form: 
L (x) = f (x) - s-Il 
s 
m 
I 
i=l 
1jJ(g.(x», 
]. 
where s denotes a positive controlling parameter and 1jJ is a 
continuously differentiable function of one variable, n say, such 
that 
for n ;: 0, 
for n < 0 • 
To define Il we need to introduce the function w such that 
for n ~ O. 
A loss function is then said to be of order Il if the derivative 
w' of w is analytic and if it has a zero of order Il at n = O. 
Simple examples of loss functions are obtained by using 
w'(n) = (-n)1l with positive integer Il. These methods were originated 
by Courant (1943). Further developments came from Ab10w and Brigham 
(1955), Butler and Martin (1962), Fiacco and McCormick (1967a) and 
Be1trami (1969). 
Mixed penalty functions were also considered in the literature 
so that many of the properties of barrier and loss function techniques 
can be established simultaneously. Combinations of these methods 
were first introduced by Fiacco and McCormick (1966). A mixed 
15 
penalty function is given by: 
M (x) 
rs 
<I> (g. (x» - s-I' 
1. 
1jJ(g. (x» 
1. 
where 11 n 12 = $ and 11 U 12 = I = {1.2 ••••• m}. This partitioning 
is arbitrary and either 11 or 12 may be empty. 
3.2 The Non-Parametric Methods. 
The non-parametric interior point methods are based on barrier 
functions of the form: 
m 
Bt(x) = p <I>(t-f(x» + L <I>(g.(x» 
i=1 ~ 
~C"f'C. /; .$ <1 r.S;~;",,"~ c,'" tro~ ~V\t\ "...~ <>-hte:.. J 
<I> is as defined for the parametric case and p is a positive 
weight factor attached to the term which contains the objective 
function to control convergence. An interesting development was 
initiated by Rosenbrock (1960a) and continued by Huard (1964) when 
he proposed the method of centres. It then has been theoretically 
and computationally explored by Faure and Huard (1965) and (1966). 
Bui Trong Lieu and Huard (1966). Huard (1967) and (1968) and 
Tremolieres (1968). The method of centres generates a sequence of 
points converging to a minimum solution of the problem. Each of 
these points (or centres) is obtained by unconstrained maximization 
of a distance function: a particular combination of the objective 
function and the constraint functions. However. some distance 
functions may also be regarded as penalty functions without controlling 
parameters. Starting from this idea. Fiacco and McCormick (1967b) 
presented a non-parametric version of Sequential Unconstrained 
16 
Minimization Techniques (S.U.M.T.), and Fiacco (1967) showed 
that similar versions can be obtained for a large class of interior-
point as well as exterior-point methods. 
The non-parametric exterior-point methods on the other hand, 
are based on loss functions of the form: 
L (x) 
t 
m 
= p ~(t-f(x» + .I 
1.=1 
~(g. (x» 
1. 
where ~ is as defined for the parametric case above and p as defined 
in the non-parametric interior-point case. 
The unconstrained penalty functions turn out to be increasingly 
ill conditioned if the penalty parameter increases. Thus, the 
solution of the unconstrained optimization problems becomes more 
difficult. The numerical difficulties encountered, as reported in 
Murray (1967) and Lootsma (1969), stimulated further research. To 
overcome these difficulties, the use of some kind of scaling 
technique to the unconstrained problem seems to be a good remedy. 
For example, the algorithms presented in F1etcher (1970), Oren 
and Luenberger (1974) or Shanno and Phua (1978) could be applied. 
An alternative way is to prevent the occurrence of ill conditioned 
problems by the introduction of problems that do not suffer from 
this complication. This approach is done by means of "Augmented 
Lagrangian Functions". 
3.3 The Lagrangian Methods: 
Let us consider the classical constrained minimization problem: 
17 
Minimize f(x) 
Subject to: (2.3.1) 
h. (x) = 0 
J 
j 1 ••••• p 
The Lagrangian function to be considered is the following: 
p 
f(X.A) = f(x) - L 
j =1 
Lh.(x) 
J J 
The stationary points of this function are characterized by 
the n+p nonlinear equations: 
P 
Vf (x) - L A. Vh. (x) 0 ) j =1 J J 
h. (x) = 0 
J 
with n+p variables x 1.x2 •...• xn • A1.A2 ••.•• Ap • This technique of 
forming the Lagrange function (2.3.2) and solving the system 
(2.3.2) 
(2.3.2) 
(2.3.3) is called the Lagrange multiplier technique. By this method 
the dimensionality of the problem is considerably increased: the 
original problem (2.3.1) is a problem in E but the system (2.3.3) 
n 
is a problem in E 
n+p However. more recent methods that reduce 
the solution of a constrained minimization problem to sequential 
minimization of a Lagrangian function as a function of x. exist. 
For further details in this subject the reader should refer to 
Fletcher (1969). Powell (1969). Lootsma (1972). Rockafeller (1974) 
and Van Der Hoek (1980). 
4. NUMERICAL METHODS FOR UNCONSTRAINED OPTIMIZATION. 
A particular interest is given to this and the next sections 
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of this chapter, for they represent the main area in which the 
research in this thesis has been undertaken. We shall first give 
a brief description of "Direct Search" methods, also known in 
the literature as "Ad-Hoc" methods, which will serve as an 
introduction to the development of "descent methods" on which the 
emphas'is .·is to be placed. 
4.1 Direct Search Methods. 
The early direct search methods that were suggested for 
minimization are based on rough and ready ideas without much 
theoretical background. These methods only require the ability 
to evaluate the function at any given point and can be used for 
general continuous functions. In general however, they do not 
give a rapid rate of convergence and hence are inefficient for 
finding a minimum with high precision. There are nevertheless 
problems in which these features of an optimization method are 
not considered to be ess·ential disadvantages. 
If the problem is in only two or three dimensions, then it 
is possible that some sort of repeated bisection in each of the 
variables can be tried so as to establish a region in which the 
minimum lies. Then an attempt can be made to contra,t this region 
systematically. However, methods based on this sort of sectioning 
in n-dimensional problems have been suggested. A good review of 
this type of methods is given in Swann (1972). 
Another possibility is to generate points x(k) at random in 
some fixed region, and select the one that gives the best function 
value over a large number of trials. Many variations of this 
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random search idea have been suggested in the literature. See 
for example, Swann (1972). 
One of the most reliable direct search methods is the 
"Simplex Method". This is not the simplex method for linear 
programming but its name is derived from the same geometrical 
concept. In this method we first determine the vertex at which 
the function value is smallest (largest if a maximum is being 
sought); then we form a new simplex by reflecting this vertex 
in the centroid of the other n vertices. The function is then 
evaluated at this new vertex and the process is repeated. This 
method was first introduced by Spendley et al. (1962) and then 
Nelder and Mead (1965) suggested a modified simplex method that 
allows irregular simplexes. Amongst other modifications of the 
simplex method, we find those of Box (1965), Ward, Nag and Dixon 
(1969) and Dambrauskas (1970) and (1972). Versions of this method 
to deal with constraints have also been suggested. There seemsto 
be a common belief at present that the Nelder and Mead variant of 
the simplex method is the most reliable direct search method in 
the presence of noise or error in the objective function and that 
it is reasonably efficient. Box and Draper (1969) stated that 
this algorithm is the most efficient of all current sequential 
techniques. For further details about these methods the reader 
should refer to Hans-Paul Schwefel (1981). 
The "Alternative Variable Methods" form another class of 
direct search methods that operate as follows:- At iteration k, 
th f h . (k) ( h . ) . the k component 0 t e p01nt x or t e var1able ~ alone 18 
changed in an attempt to reduce the function value, and the other 
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k f · d Af h th. . h 11 components are ept 1xe. ter ten 1terat10n, w en a 
the variables have been changed, the whole cycle is repeated until 
convergence occurs. The strategy of Rosenbrock (1960b) of rotating 
coordinates and that of Hooke and Jeeves (1961) of pattern search 
belong to this class of methods. Further modifications have been 
propost.d .. to the alternative variable methods, based on the 
observation that the points at the beginning and end of a cycle 
determine a line along which more substantial progress might be 
made. Thus, if provision is made for searching along this line 
(introduction to the idea of line searches), a more efficient 
method could result. The strategy of Davies, Swann and Campey 
(D.S.C.) that was originally described in Swann (1969), combines 
Rosenbrock's idea of rotating coordinates with one dimensional 
search methods, and the strategy of Poweli (1964) of conjugate 
directions generates lines (or search directions) by joining up 
points in a similar way. 
Versions of direct search methods that solve constrained 
problems are also available. For a full description of direct 
search methods, the reader should refer to Hans-Paul Schwefel (1981). 
Hans-Paul Schwefel (1981) together with Storey (1962) and Rosenbrock 
and Storey (1965) contain various examples of applications of direct 
search methods to both constrained and unconstrained optimization 
problems. 
Descent methods that are described in the remaining part of 
this chapter, also generate search directions by joining up points 
in a similar way as described above, but have a stronger theoretical 
background and many of them have been developed to be more efficient. 
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Even when the gradient of the objective function and the solution 
of the one dimensional search problem are not computationally 
easily available, there exist very efficient numerical differentiation 
techniques and very efficient inexact line search procedures to 
overcome these difficulties. Therefore, the early direct search 
methods are gradually falling out of use, although in recent years 
there seems to be a new interest being given to these methods. The 
books of Hans-Paul Schwefel (1981) and Reklaitis, Ravindran and 
Ragsdell (1983) are a result of this recent interest. 
4.2 Descent Methods. 
We shall now consider methods that in addition to using function 
values also make use of the gradient of the objective function. 
Descent methods form a class of methods .in which the solution of 
the general unconstrained minimization problem: 
Min f(x) , (2.4.1) 
is found by solving a sequence of one dimensional problems. The 
conjugate direction methods are generally the most important 
descent methods for solving the general unconstrained minimization 
problem (2.4.1), from the point of view of practical computations. 
They assume that in the neighbourhood of the minimum, the function 
can be closely approximated by a positive definite quadratic form, 
and this is the major assumption made in the development of descent 
methods in general. 
In the application of descent methods, the following situation 
. . 1 W tt t t f h . (k). h 1S typ1ca. e a emp 0 move rom t e current p01nt x 1n suc 
a way as to reduce the value of the objective function f. Each 
descent method is characterized by the provision of a descent 
vector 
point, 
s (k) at 
(k+1 ) 
x 
each iteration k (Search Direction), and the next 
is found by solving the one dimensional minimum 
problem, in which the function to be minimized is: 
(2.4.2) 
Geometrically, we proceed in the direction s(k) to lower and lower 
level surfaces until x(k+1) is reached. As we cannot further 
reduce f in this direction, s(k) must lie in the tangent plane 
(k+1) to the level surface through x • Therefore we have: 
S(k)T g(k+1) = 0 
(k+1) (k+1) f t (k+1) 
where g = Vf(x ) denotes the gradient ofax • 
This situation is sketched in Figure 2.4.1 below: 
Figure 2.4.1 
" '~''" 
The descent vector s(k) lies in the 
tangent plane to the level surface 
through x (k+1) • 
(2.4.3) 
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At iteration k of a descent method, the following property is 
satisfied: 
This property (2.4.4) is called the descent property and s (k) is 
said to be a descent (or downhill) vector. 
In descent methods, the descent vector s (k) is usually a 
certain transformation of the gradient o·f f at x (k) : g (k). That 
is to say that all descent methods use the basic iterative step: 
where B is a matrix defining a transformation of the gradient and 
(2.4.4) 
(2.4.5) 
. . h d" . (k) (k) a 1S the step length 1n t e 1rect1on s = B.g • The important 
question that arises at this stage is how to choose a "good" 
direction s (k).... in other words how t.o choose a suitable 
transformation matrix B of the gradient g(k). In contrast to the 
one-dimensional case, where the only moves are in the positive or 
negative directions, even in two dimensions there are an infinite 
number of possible choices. In what follows we shall describe 
different methods for specifying s(k) and how to choose a suitable 
step length a to ensure a sufficient decrease in the function value. 
A descent method is usually named according to the procedure by 
which it computes the search direction, since the determination of 
the step length a is common to all descent methods and is usually 
viewed as a separate procedure (Line Search Procedure). 
Before considering specific algorithms however, we shall first 
consider some necessary and sufficient conditions for the convergence 
of descent methods. 
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4.2.1 Convergence Theorems For Descent Methods. 
-----------------------------------------------
The study of convergence for descent methods can be made 
considerably easier by considering a model algorithm. This will 
make it possible to carry out crucial reasoning in establishing 
the convergence of an algorithm, without becoming submerged in 
the clutt\,r that is otherwise introduced by the great complexity 
of the subroutines used in modern algorithms. All descent methods 
have the basic general form of the model algorithm below: 
The Model Algorithm For Descent Methods:-
Step 1 : If the convergence conditions are satisfied the 
Step 2 
Step 3 
I . hm . . h . (k) a gor1t term1nates W1t the current p01nt x 
as the solution. 
Compute a descent search direction s(k) # o. 
Compute a step length ~(k) > 0 satisfying 
f(x(k) + ~(k) s(k» < f(x(k» 
Step 4 X (k+l) __ x(k) + a(k) s(k), k = k+l and go to Step 1. 
Because the search direction s(k) computed in Step 2 is a 
descent direction, it follows that there must exist ~ > 0 such that 
f(x(k) + as(k» < f(x(k». The requirement that f(x(k+l»< f(x(k» 
is not sufficient to ensure that the sequence {x(k)f1 converges 
kElN 
to a minimum of f. Ideally a(k) is chosen to solve the one-
dimensional minimization problem 
a € lR+ - {a} (2.4.6) 
but in practice however, an exact solution to problem (2.4.6) 
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is not usually possible and one accepts any value of a(k) that 
satisfies certain standard conditions. The concept of exact and 
inexact line searches is investigated in subsection 4.2.2 below. 
Let x(1) be an arbitrary starting point for a descent method 
of the form of the model algorithm above to solve the problem 
(2.4.1). The level set for this problem is therefore defined as 
follows: 
{x E lRn 
We also introduce: 
T (k) (k) (k) 
cos (9 )= _ g s 
11 g (k)11 • lis (k)11 
(k) 
where 9 is the angle between the . d· (k) d negat1ve gra 1ent -g an 
the search d · . (k) F 11 1rect1on s • or a descent methods cOS(9(k» > 0 
holds. We now establish the following convergence theorem. 
Theorem 2.4.1 (Zoutendijk (1976». 
Suppose con/-;"I.{ol.{ $ tj 
(1) 'f is twice~ifferentiable in (2.4.7); 
(2) (2.4.7) is bounded; 
(3) The Hessian matrix H(x) of second partial derivatives 
of f is bounded in (2.4.7); 
(4) a(k) = Arg Min f(x(k) + as(k» 
a>O 
(5) Ek cos 2(a(k» = + 00 • 
Then Vf(x) = 0 for at least one point of accumulation x of 
the sequence {x(k)} generated by the model algorithm. 
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(2.4.7) 
(2.4.8) 
Theorem 2.4.2 (Zoutendijk (1976». 
If in Theorem (2.4.1) we replace condition (5) by the following 
condition: 
(5 ') 3 k I E IN and 3 e > 0 : V . k ~ k I cos (e (k» ~ e > 0, 
then Vf(x) = 0 for all points of accumulation x of the sequence 
{x (k)}· ge'nerated by the model algorithm. 
Proofs of Theorems 2.4.1 and 2.4.2. 
Let us first consider the proof of Theorem 2.4.1. Suppose 
that for all points of accumulation x of the sequence (k) {x }kElN 
generated by the model algorithm above, we have Vf(x) ,; O. Then 
there exists a constant E say, such that: 
for all k 
It is no restriction and no loss of generality to assume that 
lis (k)11 = 1. Let jJ (k) be the first value of a such that 
Hence o < jJ(k) < a(k). Now, if n is an upper bound on Ilv2f(x)11 , 
where x is any point in the level set (2.4.7), then we have 
"f «k) (k) (k»T (k) / "f (x(k) )Ts (k) + "jJ (k) lis (k)11 2 
, x +jJ ss»' .. 
Therefore using (2.4.10) and the assumption that lis (k)11 = 1, we 
obtain: 
(k) jJ 
Now, we also have: 
(2.4.9) 
(2.4.10) 
(2.4.11) 
(2.4.12) 
2p 
(2.4.13) 
where 
therefore we have: 
(k) (k» 
+ 11 s 
(k) "f «k) ,(k) (k»T (k) 11 v x + All s s 
Now, because A ,1 - AI1(k) , l1(k) and therefore: 
_ 'Vf (x (k)+ V(k~ (k~ Ts (k). ~ 'Yf (x (k) + Il (k) s (k» T s (k) (2.4.14) 
And therefore using (2.4.12) and (2.4.14) we obtain: 
_1 "f( (k»T (k) "f( (k) . (k) (k»T (k) 20 v x s .v X + Il s s 
(2.4.15) 
By substituting (2.4.10) and (2.4.8) into (2.4.15) we obtain: 
, 
and finally by using (2.4.9) we get: 
since Lk cos2(s(k» = 00, it follows that Lk{f(X(k» - f(x(k+l»} = 00 
which is impossible because x(k) is in the bounded level set (2.4.7). 
Hence, for at least one point of accumulation x of the sequence 
{x(k)}kEN generated by the model algorithm above we have 'Vf(x) = O. 
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Let us now assume that condition (5) of Theorem 2.4.1 is 
replaced by condition (5') of Theorem 2.4.2 and prove 
(kR,) 
Theorem 2.4.2. 
Let x be a point of accumulation and {x } R,ElN , a subsequence 
(k) 
of the sequence {x } kElN ' converging to x. Suppose there exis ts 
E > 0 such that (2.4.9) is true for all k. Therefore for a 
sufficieritly large R, E IN we have: 
(k ) 
II\1f(x R, )11 :l + E • 
Let kR, ~ k' (k' sufficiently large). It then follows from the 
proof of Theorem (2.4.1) that: 
Hence 
for the same reason as above. 
(k ) (k ) 
= cos2 (e R,) II\1f (x R, )11 2 
4n 
= 00 which is again impossible 
The conditions for Theorem 2.4.1 to hold are quite reasonable. 
The second condition prevents infinite solutions and in particular 
convergence of f(x(k» to a finite value while x(k) + ±~. This 
·x . 
will exclude functions such as e that are bounded below but str1ctly 
decreasing as IlxII becomes infinite. The third condition, that can 
only be eligible to hold if the first condition holds, puts a 
restriction on the curvature of the objective function. It can be 
expected that functions with unbounded second partial derivatives 
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will present special problems. We shall not comment on the fourth 
condition at this stage since a full investigation on how to compute 
(k). . ." . . 4 2 2 the step lengths a lS glven ln the fo110wlng subsectlon ••• 
Finally, the fifth condition states that the angle between the 
negative gradient and the search direction should not go to n/2 
too rapidly. This is strengthened in Theorem 2.4.2. There must 
be a limit on the closeness of s (k) to o"rthogonality to the negative 
. Th· (k) b f· gradlent. lS prevents s to e chosen so that to lrst order, 
f is almost constant along s(k) which will only occur if s(k) is 
almost parallel to the first-order approximation to the contour 
line f(x) = f(x(k», so that the negative gradient and the search 
direction are almost orthogona1 (Le. - Vf (x (k» Ts (k) ~I Vf (x (k)1111 s (k)11 
is close to zero). The stronger requirement (5') implies strong 
convergence (Vf(x) = 0 for all points of accumulation); condition 
(5) only implies weak convergence (there exists a point of 
accumulation x with Vf(x) = 0). If there is only one point of 
accumulation, which is usually the case in practice, then it does 
not make any difference; if there is" more than one point of 
accumulation, then they obviously all have the same value. 
The type of convergence result, that has just been established, 
is termed "Global Convergence", since there is no restriction on 
f (1) .. . the closeness 0 x to a statlonary pOlnt. For further detal1s 
on the study of global convergence we refer to Ostrowski (1966), 
Wo1fe (1969), Sargent and Sebastian (1973), Po1ak, Sargent and 
Sebastian (1974), Zoutendijk (1970) and (1976), F1etcher (1980) 
and Gill, Murray and Wright (1981). 
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Even when it can be proved theoretically that a sequence 
{x(k)}kEN generated by the model algorithm above will converge 
in the limit to the required minimum, a method will be practicable 
only if convergence occurs with some rapidity. Global convergence, 
however, does not give a measure of this rapidity and hence gives 
practrca~ly no idea on how efficient the method is. In what follows 
we shall briefly discuss some means of characterizing the rate of 
convergence at which such sequences converge. 
(k) Let {x }kEN be a sequence of points generated by the model 
* algorithm above, converging to x. To simplify the discussion, we 
shall assume that the elements of this sequence are distinct, and 
that for no value of k does x(k) equal x*. 
An effective technique for jUdging the rate of convergeI\ce , 
is to compare the improvements at two consecutive steps, i.e., to 
(k+l) * (k) 
measure the closeness of x to x relative to that of x to 
* x • 
(k) A sequence of {x }kEN. is said to converge with order r, 
if r is the largest number such that 
(2.4.16) 
r is usually known as the asymptotic rate of convergence. If r = I, 
the sequence is said to have linear convergence and if r = 2, it is 
said to have quadratic convergence. 
(k) If the sequence {x }kElli has order of convergence r, the 
asymptotic error constant is the value y that satisfies: 
(2.4.17) 
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When r = I, y must be strictly less than 1 in order for convergence 
to occur. 
If a sequence has linear convergence, the step-wise decrease 
in [[ x (k) - x *[[ varies substantially with the value of the asymptotic 
error constant. If the latter is zero when r = I, the associated 
type of convergence is given the name superlinear convergence. 
Note however, that any value of r greater than 1 implies superlinear 
convergence. For more detailed studies of rates of convergence we 
refer to Polak (1971), Wolfe (1978) and Gill, Murray and Wright (1981). 
Until the mid sixties, the prevailing belief was that the step 
(k) lengths a should be chosen to solve the one-dimensional 
minimization problem: 
Min 4> (a) 
ex>O 
(2.4.18) 
accurately, where 4> is as defined in (2.4.2). However, more careful 
computational testing has led to a turnabout. In this subsection 
we shall describe some of the techniques that only impose some weak 
(k) 
acceptance criteria on ex , that lead to methods that perform as 
well in theory and better in practice. 
In the proof of Theorem (2.4.1), we defined ~(k) as the first 
value of ex such that (2.4.10) holds. (k) ~ can also be defined by 
where 0 < a < 1. In this case we have: 
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It then follows that convergence can still be maintained even if 
. (k) b h l· d·· 1 we do not requ1re a to e t e so ut10n of the one- 1menS10na 
minimization problem (2.4.18) but only require that a(k) ~ ~(k). 
Hence, if during the line search an a is found with: 
(2.4.19) 
we may stop the search for a. 
A frequently used method for determining the step lengths 
a(k) is to estimate a local minimizer of ~(a). Then a(k) satisfies 
at least approximately the requirement: 
a(k) = Arg Min f(x(k) + as(k» 
a>O 
(2.4.20) 
d (k) . f· 1 . h . In other wor s, a sat1s 1es at east approx1mately t e requ1rement: 
~I (a) = 0, 
where ~I is the first derivative of ~. 
In general (2.4.21) is a nonlinear equation and so it cannot 
usually be solved analytically. Therefore a numerical method for 
estimating a value of a that satisfies (2.4.21) must be used. 
When a(k) is chosen to satisfy (2.4.20) accurately, the procedure 
(2.4.21) 
is termed an "Exact Line Search" and when (2;4.20) is only satisfied 
approximately, the procedure is termed an "Inexact Line Search". 
A fundamental requirement for a step length algorithm 
associated with a descent method involves the change in f at each 
iteration. If convergence is to be assured, the step length must 
produce a "Sufficient" or"Satisfactory" decrease in f(x). Although 
it seems to be common sense to require that: 
it comes as no great surprise that this simple condition does 
not guarantee that the sequence {x(k)}k€N will converge to a 
minimizer of f. Simple counter examples to prove this statement 
can be found in most good text books dealing with line searches 
and step lengths. For example see Gill, Murray and Wright (1981) 
and Dennis and S,hnabe.e (1983). 
(2.4.22) 
The "Sufficient" or "Satisfactory" decrease in f(x) requirement 
is usually satisfied by several alternative sets of conditions on 
a(k). Although the process of finding a(k) by estimating a 
minimizer of ~ produces a satisfactory decrease in the value of f 
at each iteration of a descent algorithm, the line search is 
computationally expensive, in that several evaluations of f or Vf 
are required; in fact the major part of the computational labour 
required to implement many descent algorithms is that required to 
determine. a(k). The computational efficiency of the line search 
therefore usually determines the computational efficiency of the 
whole descent algorithm. Consequently a great deal of effort has 
been expended upon the construction of efficient line search 
procedures. Most of these procedures are based on the principles 
of Goldstein (1962), (1965) and (1967) and Armijo (1966) from which 
the well known Goldstein-Armijo principle is derived. 
The Goldstein-Armijo principle is as follows: 
A sufficient decrease in f(x) is achieved if a(k) satisfies: 
a(k) q2 Vf(x(k»Ts(k) ~ f(x(k+1» - f(x(k» , a(k) q1 Vf(x(k»Ts(k) 
(2.4.23) 
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where ql and q2 are scalars satisfying 0 < ql < q2 < 1 and 
ql = 1 - q2· The upper and lower bounds of (2.4.23) ensure that a(k) 
is neither too large nor too small. 
In typical algorithms based on (2.4.23). the trial values of 
h d f · d· f· . . (1) the step lengt are e 1ne 1n terms 0 an 1n1t1al step a and 
• I f (k). • a scalar w. The va ue 0 a 1S taken as the f1rst member of the 
j (1) 
sequence {w a }. j = 0.1 ••••• for which (2.4.23) is satisfied 
for some ql and q2· 
The performance of these algorithms depends critically on the 
choice of a(l). rather than on any merits of condition (2.4.23). 
Step length algorithms of this type perform well only for descent 
methods in which an a priori value of a(l) tends to be a good step. 
so that only the first· member of the sequence {wj a(l)} usually 
needs to be computed. We must emphasize however, that condition 
(2.4.23) alone does not guarantee a good value of (k) a • Although 
this strategy would be "efficient" in that a suitable a(k) would 
be found with only a single function evaluation per iteration. any 
descent method that uses such a step length algorithm would be 
extremely inefficient. It is important. for the sake of the 
computational labour required. to minimize the number of function 
evaluations. but it is also essential to consider the performance 
of a step length algorithm not merely in terms of that. but also 
in terms of the overall reduction in f achieved at each step. 
Obviously there. is a tradeoff between the effort expended to 
determine a good a(k) at each iteration and the resulting benefits 
for the descent method. The balance varies with the type of 
algorithm as well as the problem to be solved. and hence some 
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flexibility is desirable in specifying the conditions to be 
. f' d b (k) sat1s 1e y a • 
Fletcher (1980) suggests that a(k) is such that x (k+1) satisfies 
the condition: 
(k) 
s , 
together with the Goldstein (1965) requirement that: 
where g(k) = Vf(x(k» is the gradient vector at x(k), and where 
pE (0, D, 0 E (0, I) and p < O. 
Condition (2.4.24) ensures that a(k) is not too small. The 
value of 0 determines the accuracy with whicha(k) approximates 
a stationary point of f along s(k), and consequently provides a 
means of controlling the balance of effort to be expended in 
computing a(k). The case of exact line search occurs when cr =0, 
condition (2.4.25) requires that f(x(k) + as(k» lies on or below 
. (k). (k) T (k) 
the hne R.(a) = f(x )+/''''3 s , and ensures a sufficient 
decrease when used together with (2.4.24). 
(2.4.24) 
(2.4.25) 
An advantage of condition (2.4.24) as an acceptance criterion 
is that its interpretation in terms of a local minimizer suggests 
efficient methods for computing a good value of a(k). In particular 
safeguarded polynomial fitting techniques for univariate minimization 
converge very rapidly on well behaved functions. A full description 
of these techniques can be found in Gill, Murray and Wright (1981). 
A similar procedure is described in Dennis and Schnabtt(1983). 
They give an algorithm of backtracking line search procedure using 
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, 
quadratic and cubic interpolation. 
One of the most recent investigations of line search procedures, 
is due to Al-Baali and Fletcher (1986). Their investigation is 
mainly aimed at developing a line search method that is applicable 
to the nonlinear least-squares problem in which f(x) is a sum of 
squares of nonlinear function.S!~ 
1 f(x) ="2 
m 
I 
i=l 
2 (r. (x» 
1 
(2.4.26) 
If r E JRm denotes the column vector wh ose elements are the functions 
r.(x) and A = vrT is the Jacobian matrix of r, then it follows that: 
1 
g(x) = A(x).r(x) (2.4.27) 
Thus, to evaluate f(x) requires an evaluation of r(x), and to 
evaluate g(x) requires in addition an evaluation of the Jacobian 
matrix. 
Their work consisted of a study of various iterative schemes 
for the line search sub-problem that guarantee finding an acceptable 
step length a in a finite number of steps. This is achieved by 
first bracketing an interval of acceptable a values, and then 
cl 
reducing this bracket uniformly by repeated· sectioningvthe bracket 
in a systematic way. These schemes for the line search sub-problem 
include a scheme for finding an acceptable value of a that satisfies 
(2.4.19) together with the Goldstein (1965) requirement (2.4.25). 
This is then generalized to find an acceptable value of a that 
satisfies (2.4.21) and (2.4.25) '* that of Fletcher (1980). 
Further modifications were also suggested with the aim of producing 
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schemes in which the gradient vector is evaluated as infrequently 
as possible, on the assumption that this is the major cost in 
using the methods. 
Their work shows in particular that substantial gains in 
efficiency can be obtained in nonlinear least-squares problems 
by making polynomial approximations to the individual functions 
ri' rather than the overall function f of (2.4.26). 
For more details on line search techniques, we refer to 
Wolfe (1978), Fletcher (1980), Gill, Murray and Wright (1981) and 
Dennis and S,hnQbt~ (1983). 
Having established some convergence results and described 
some line search techniques for descent methods, we are now left 
with the question of how to choose a suitable descent direction 
(k) 
of search s • As mentioned earlier, a descent method is usually 
named according to the procedure by which it computes the search 
direction. Therefore, describing a procedure for determining a 
search direction is in fact describing a specific descent method. 
Some of these methods are described below. 
One of the oldest and simplest methods for finding a solution 
to the general minimization problem (2.4.1) is the method of 
steepest descent. This method was originally proposed by Cauchy 
(li41) for the solution of systems of nonlinear equations. 
Consider the linear approximation to f based on the Taylor 
. . b (k) ser1es expans10n a out x : 
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(2.4.28) 
Assuming that a step of unity will be taken along s, it would 
appear that a good way to achieve a large reduction in f(x) is 
to choose s so that g(k)Ts is large and negative. Obviously some 
normalization must be imposed on s, otherwise, for any s such 
• ·T 
that g(k) s < 0, one would simply choose s as an arbitrary large 
positive multiple of s. The aim, however, is to choose s so that, 
T 
amongst all suitably normalized vectors, g(k) s is minimum. 
Given some norm 11·11 , s (k) is thus the solution of the 
minimization problem: 
. (k)T 
g s 
11 s 11 
The solution of the problem (2.4.29) depends on the choice of 
norm. When the norm is defined by a given symmetric positive 
definite matrix, C say, (Le. 11 sllc = (sTC s)!, the solution of 
(2.4.29) is: 
The matrix B defined in (2.4.5) used as a transformation of the 
gradient is in this case 
-1 B = - C 
If the two-norm is used, (i.e. s 
of (2.4.29) is just the negative gradient: 
In this case we have B = - I, where I is the .identity matrix. 
Because (2.4.31) solves (2.4.29) with respect to the two norm, 
(2.4.29) 
(2.4.30) 
(2.4.31) 
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the negative gradient direction s(k) in (2.4.31) is termed the 
direction of steepest descent and the ~lgorithm using this 
direction at every iteration is called the steepest descent 
algorithm. 
Unless the gradient vanishes, the steepest descent direction 
d d""" (k) d (k) is clearly a escent 1rect1on, S1nce the vectors s an g 
are bounded away from orthogonality and -the directional derivative 
is such that 
(k) T (k) 
g s = 
(k) T (k) 
- g g < 0 
Consequently any of the line search techniques described in 4.2.2 
above, may be combined with the steepest descent algorithm to 
yield a method with guaranteed global convergence. 
Unfortunately, a proof of global convergence for an algorithm 
does not ensure that it is an efficient method. Although this 
method is useful for a large class of well conditioned problems, 
experience has shown that it can be extremely slow. Kowalik and 
Osborne (1968) discuss some of the reasons for this inefficiency. 
This weakness of the method is mainly due to the fact that the 
search directions generated by the algorithm are not linearly 
independent. However, the fact that the method only uses successive 
linear approximations to the objective function is another factor 
in its inefficiency. The steepest descent method is shown to have 
at best a linear rate of convergence. Proofs of global and local 
convergence can be found in Gill, Murray and Wright (1981). 
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This is another standard method for the solution of the 
general minimization problem (2.4.1). The method of Newton uses 
successive quadratic approximations to the objective function 
based on the Taylor series expansion, as opposed to the linear 
approximation (2.4.1S) used for the method of steepest descent. 
The quadratic approximation to f based on the Taylor series 
(k) 
expansion about x is as follows: 
(2.4.32) 
where H (k) 2f ( (k». h . f . 1 d . . = V X 1S t e matr1x 0 second part1a er1vat1ves 
at x(k) (or Hessian matrix). This quadratic approximation of f(x) 
. (k+1) is used to form an iteration sequence by forc1ng x , the next 
point in the sequence, to be a point where the gradient of the 
approximation is zero. Therefore: 
(2.4.33) 
and hence, 
s 
(k) 
= -
(k) -1 (k) H g (2.4.34) 
Accordingly, this successive quadratic approximation scheme produces 
the method of Newton for Optimization: 
(2.4.35) 
In this case the transformation matrix B is: 
B = - H 
(k)-1 
and the step length a(k) is always taken equal to 1. Note however, 
that the direction (2.4.34) is not necessarily a descent direction 
unless the Hessian matrix is positive definite. To see this more 
h . (k). . . clearly, assume t e current p01nt x 1S not a stat10nary p01nt 
(i.e. g(k) f 0), and examine the projection of the Newton direction 
(2.4.34) onto the local gradient. By definition of a descent 
direction,condition (2.4.4) must hold. This leads to: 
(2.4.36) 
h · d'" . f' d l' f H(k) . .. d f' . Clearly t 1S con 1t10n 1S sat1s 1e 1S pos1t1ve e 1n1te. 
.. d h (k). . d f" h If a p01nt 1S encountere were H 1S negat1ve e 1n1te, t e 
direction is an ascent direction; and when the Hessian is indefinite, 
there is no assurance of ascent or descent directions. 
If the Hessian matrix H(k) is positive definite, Newton's 
method will minimize a quadratic function, from any starting point, 
in exactly one step •. Therefore, we expect good convergence from 
the method when the quadratic model (2.4.32) is accurate. 
Mangasarian (1971) has shown, under mild regularity conditions on 
f(x), that Newton's method exhibits a quadratic rate of convergence. 
4.2.5 The Modified Newton's Method. 
-----------------------------------
Experience has shown that Newton's method can be unreliable 
for non quadratic functions. The Newton step (~(k) = 1) will often 
be large when the starting point is far from the solution x*, and 
there is a real possibility of divergence. It is however, possible 
to rectify the method in a logical and simple way to ensure a 
descent property to hold and to achieve a sufficient decrease in 
f(x) at each iteration by combining the method with a line search 
technique as in the method of steepest descent. That is we form 
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the sequence of iterates: 
(k+1) (k) 
x = x 
(k) (k) -1 (k) 
CL H • g (2.4.37) 
by choosing CL(k) either by exact line search when possible or 
inexact line search techniques. 
This is a modified Newton's method. This method is reliable 
and efficient when first and second derivatives are accurate and 
computed inexpensively. The major difficulty in this method and 
in Newton's method is the need to calculate and solve the linear 
. . l' h H' . (k) h . . equat10n 1nvo v1ng t e eSS1an matr1x H at eac 1terat10n. 
Experience has also shown that the method of steepest descent 
tends to be effective far from the minimum but becomes less so 
* as x is approached, whereas the method of Newton can be unreliable 
far from x* but is very efficient as x(k) approaches the minimum. 
The theory of Quasi-Newton methods is based on the fact that 
an approximation to the curvature of a nonlinear function can be 
computed, without explicity forming the Hessian matrix, using 
only first order information. These methods generate directions 
of search of the form: 
s (k) = _ A (k) • g (k) 
, (2.4.38) 
where A(k) is an nXn matrix called the metric. Methods that use 
directions of this form are often called "Variable Metric Methods", 
because A(k) changes at each iteration. To be precise, a variable 
metric method is a quasi-Newton method if it is designed so that 
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the iterates on a quadratic function f(x) T 1 T = a + b x + '2 x eX 
satisfy the condition: 
-1 I1x = C .l1g (2.4.39) 
Unfortunately, the literature is not precise or consistent in 
the use of these terms (see Avriel (1976», therefore, we shall 
use these terms interchangeably. This is appropriate, since both 
expressions are of equal importance in the design and execution 
of these methods. 
An iteration of a variable metric algorithm for minimizing 
a differentiable function f takes the following form: 
Given an estimate x(k) of the required minimizer and a 
" d f' , 'A(k) h' h ' "h posltlve e lnlte matrlx , w lC lS an approxlmatlon to t e 
(k) inverse of the Hessian matrix H ,apply the formula: 
, 
where a(k) is a step length chosen by a line search procedure. 
1 "df" . (k+1) d' 1 Then calcu ate a posltlve e lnlte matrlx A , depen lng on y 
on A(k) and the vectors: 
(k+1) (k) 
= x - x ) 
that obeys the quasi-Newton condition: 
various formulae to compute the successive approximations to the 
inverse of H(k), A(k), that satisfy the quasi-Newton condition 
(2.4.42), have been proposed in the literature. Two of the most 
(2.4.40) 
(2.4.41) 
(2.4.42) 
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commonly used formulae are given below: 
The Davidon, Fletcher and Powell : (1959) and (1963). ('D. F. ~) 
The D.F.P. method is the first method of this type to be 
used. Ituses the following approximation matrix at each iteration, 
starting with the identity matrix I: 
(2.4.43) 
The Broyden, Fletcher, Goldfarb and Shanno : (1970). (S.F.G-.S) 
The B.F.G.S. method uses the following approximation matrix 
at each iteration, starting with the identity matrix I: 
[1 - T ) .A (k). [I- T ) + A (k+1) {:, (k) {:, (k) {:, (k) {:, (k) = x • g g • x T T (:,x(k) (:,g(k) (:'x(k) (:'g(k) 
T 
+ 
(:'x(k).{:'x(k) (2.4.44) T (:'x(k) (:'g(k) 
Since a stationary point x * of f is a strong local minimizer 
* if the Hessian matrix at x is posi~i"'t cltg." ... i~t- , it would seem 
desirable for the approximating matrices {A (k)} to be p"s;~;",c.. 
~t.!inae.. Furthermore, if A (k) is .pOS·,/-;",t. ,:ltJ'''n;t·~, the local 
quadratic model has a unique local minimum and the search direction 
s(k) computed from (2.4.38) is a descent direction. Thus it is 
usual to require that the update formulae possess the property 
of hereditary positive definiteness, i.e. if A(k) is positive 
d f · . . A(k+l) e l.nlte, so 1.8 . The positive definiteness of the Hessian 
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or inverse Hessian approximation can be lost through rounding 
errors. However, this can be eliminated by updating the Cholesky 
factors of the matrix, rather than an explicit representation of 
the elements of the matrix. 
If a twice continuously differentiable function f has bounded 
second derivatives and the level set (2.4.7) is bounded, global 
convergence can be proved for a quasi-Newton method if every 
A(k) is positive definite with a bounded condition number, and if 
one of the line search procedures described in 4.2.2 is used to 
choose a(k) The restrictions on A(k) ensure that the search 
direction remains sufficiently bounded away from orthogonality 
with the negative gradient. The matrices {A(k)} generated by an 
implementation that updates the Cholesky factors can be made to 
satisfy these requirements by including a procedure that explicitly 
bounds the condition number. 
In considering whether quasi-Newton methods converge super-
linearly, we note that the following property holds for a super-
(k) linearly convergent sequence {x }kElN 
Hm 
k-
11 x (k+l) _ x (k)11 
11 x (k) - x * 11 
=0 
If a(k) = 1 for all k, and the sequence {x(k)}kElN converges 
locally and linearly, convergence is superlinear if and only if 
{A(k)} "f" the sequence sat1s 1es: 
= 0 
(2.4.45) 
(2.4.46) 
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One of the most interesting properties of these updates is 
. . f A(k) -I *)' d that 1t 1S not necessary or to converge to Htx 1n or er 
for (2.4.46) to be satisfied, and therefore the iterates with 
a(k) = 1 for all k can converge superlinearly even if the Hessian 
approximation does not converge to the true Hessian. The property 
(2.4.46). can be verified for both the D.F.P. and the B.F.G.S. 
updates under suitable assumptions. However, if step lengths 
other than unity are allowed, the sequence {a (k)}kElN must converge 
to unity at a sufficiently fast rate if superlinear convergence 
is to be verified. This is the reason for the frequent advice in 
the literature to initiate a step length procedure for a quasi-
Newton method with a full Newton step of unity. 
Most of the work on convergence of quasi-Newton methods is 
due to Broyden (1967) and (1970), Broyden, Dennis and Mor~ (1973), 
Powell (1971), (1975) and (1976a). The characterization (2.4.45) 
of superlinear convergence is due to Dennis and Hort! (1974). 
We have seen above that the weakness of the steepest descent 
method is due to the fact that the search directions generated by 
the method are not linearly independent and that the major 
difficulty in the Newton and modified Newton methods is the need 
to compute and solve the linear equation involving the inverse of 
. . H(k) h . . k the Hess1an matr1x at eac 1terat10n • This suggests that 
a good method will have the characteristics that any t consecutive 
search directions (t ~ n) are linearly independent, and the 
curvature information (provided by the Hessian matrix) will be 
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built up as the iterations proceed, using the observed behaviour 
The family of conjugate direction methods 
combines these two characteristics and provides the most useful 
general-purpose minimization methods currently available. It 
has been recently shown that the search directions generated by 
quasi-Newton methods are mutually conjugate and therefore this 
class of methods belong to the family of conjugate direction 
methods. Although quasi-Newton methods are very efficient in 
terms of their superlinear convergence their main drawback is 
the need to store an nxn matrix for the approximation of the inverse 
of the Hessian and the fair amount of housekeeping labour needed to 
compute these approximations. 
In contrast to most methods for unconstrained optimization, 
conjugate gradient methods form a class of methods that generate 
directions of search without storing any matrix. They are essential 
in circumstances when methods based on matrix factorization are not 
viable because the relevant matrices are too large or too dense. 
Conjugate gradient methods were originally introduced by 
Hestenes and Stiefel (1952) for the solution of systems of linear 
equations and are therefore based on the assumption that in the 
neighbourhood of a nondegenerate minimum point, a function behaves 
like a quadratic function. 
The search directions generated by conjugate gradient algorithms 
are of the form: 
1 
(k) if k (k) - g = 
s = (k) + S(k)s(k-l) (2.4.47) g if k > 
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· I' o(k) h . . VarlOUS formu ae 1n ~ t at ensure conJugacy of succeSSlve 
search directions have been suggested in the literature. Somec 
of the better known of these formulae are given below: 
Hestenes and Stiefel (1952): 
(g (k+l) (k) T (k+l) 
- g ) g 
=-""-----"---''-;;,--'''-----
(k) T s (k) (g (k+l) 
- g ) 
Fletcher and Reeves (1964): 
(k+1) T (k+1) g g 
(k) T (k) g .g 
Polak and Ribi~re (1969): 
(k+1) T( k+1) 
= g g 
(k) T (k) 
g .g 
Dixon (1972) attributes the following formula to Myers: 
S(k) = (k+1) T (k+1) g g 
(k) T (k) 
s .g 
For a wide class of functions, the conjugate gradient method 
(2.4.48) 
(2.4.49) 
(2.4.50) 
(2.4.51) 
with exact line search and exact arithmetic is n-step superlinearly 
convergent, i.e. : 
Um 
j-
11 x (nj +n) - x * 11 
11 x (nj) - x * 11 o (2.4.52) 
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However, for nonquadratic functions, the rate of convergence of 
the algorithm is usually only linear, unless the iterative procedure 
is occasionally "restarted" with a steepest descent direction. 
Fletcher and Reeves (1964) restart every (n+l) iterations, where 
n is the number of variables. In any case, the term fIn-step 
superlinearly convergent" has little meaning when n is very large 
because of the large number of iterations required for the asymptotic 
convergence theory to hold. 
A full description of the method, including historical 
development and recent advances of the conjugate gradient methods 
is given in the following section. 
5. A STUDY OF CONJUGATE GRADIENT METHODS. 
Conjugate gradient methods were originally proposed by Hestenes 
and Stiefel (1952) for the solution of systems of linear equations. 
Because the problem of finding the unconstrained minimizer of a 
quadratic function is equivalent to the problem of solving a system 
of linear equations, these methods have been used for this purpose 
also. Their application to nonquadratic functions has first been 
introduced by Fletcher and Reeves (1964) and is based on the 
fundamental assumption that in the neighbourhood of the required 
minimum the function is expected to behave like a quadratic function 
and therefore, can be approximated by one. Hence we first need to 
study some conjugate properties of quadratic functions. 
5.1 Quadratic Functions and Conjugacy. 
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Let n be a fixed integer and let f be the quadratic function: 
TIT f (x) = a + b x + "2 x Cx, (2.5.1) 
where C is a real symmetric nxn matrix, b is a fixed n-dimensional 
vector and a is a scalar. 
The gradient of f at x is the vector: 
g(x) = ex + b (2.5.2) 
A stationary point of f is a point x such that g(x) = O. 
Th~s x is a stationary point of the quadratic function f if and 
only if x is a solution of the linear system of equations: 
ex = - b (2.5.3) 
The system (2.5.3) mayor may not, have a solution. However, 
if C is non-singular there is exactly one solution, namely: 
* x = , (2.5.4) 
* and x is the unique stationary point of f. If C is singular and 
* x is a solution of (2.5.3), then every solution x of (2.5.3) is 
* expressible in the form x = x + z, where z is a null vector of C, 
that is, a vector z such that Cz = O. . * In other words, ~f x is a 
stationary'point of f, then every stationary point of f differs 
* from x by a null vector z of C. 
Because f is quadratic we have the identity: 
TIT f(x+s) = f(x) + s (ex+b) +"2 s Cs (2.5.5) 
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This follows from the fact that the quadratic approximation to f 
based on the Taylor series expansion (2.4.32) is exact for a 
quadratic function. Rewritten (2.5.5) states that: 
f (x+s) TIT = f(x) + s g(x) + 2 s H(x) s. (2.5.6) 
The matrix H(x) =C is the Hessian matrix of f. * If x is a 
* * stationary point, then, by replacing x by x and s by x - x in 
(2.5.6) we obtain the formula: 
f(x) * 1 * T * = f(x ) + 2 (x-x) C(x-x ) (2.5.7) 
for f relative to a stationary point of f. Geometrically this 
function states that, when C is nonsingular, the stationary point 
* -1 x = - C b of f is the centre of the quadratic surface 
f (x) = y (2.5.8) 
where y is a constant. 
* A minimum point x of f is a stationary point of f and by 
* (2.5.7) a stationary point x of f is a minimum point of f if and 
only if C is nonnegative, i.e. if and only if the inequality 
sTC s ~ 0 holds for every vector s. If sTC s > 0 whenever s to 0, 
* -1 i.e. if C is positive definite, then x = - C b is the unique 
minimum point of f. f is said to be a positive definite quadratic 
function if C is positive definite. The level surfaces (2.5.8) 
for a positive definite quadratic function f are ellipsoids having 
* -1 x = - C b as their common centre. The problem of minimizing f 
is therefore equivalent to the geometrical problem of finding the 
centre of an ellipsoid. This fact leads us to a geometrical 
description of the methods of conjugate directions and conjugate 
gradients, which is the main topic in this section. 
It is important to note that the level surfaces 
f (x) = y * for y > f (x ) 
are similar ellipsoids. That is to say that if xa and Xs are the 
* points in which a ray emanating from the common centre x cuts 
the level surfaces f(x) = a and f(x) = S, respectively, then the 
ratio 
= r 
* of the distances of xa and Xs from x is independen~ of the choice 
of this ray. This situation is illustrated in Figure 2.5.1 below: 
I 
I 
/ ~(",)= '" x! 
~--
Figure 2.5. 1 
* To ensure the existence of the minimum point x = -
we shall assume that the matrix C is positive definite. 
Let n be a fixed integer and let C be an nXn positive- definite 
matrix. 
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Two vectors x and y from]Rn are said to be conjugate with 
T 
respect to the matrix C. if x Cy = O. Note that if C is taken 
to be the identity matrix I. the definition of conjugacy becomes 
that of orthogonality. Conjugacy is therefore a generalization 
of the concept of orthogonality by letting the scalar product be 
T [x.y] = x Cy (2.5.9) 
Note also that if x and y are conjugate with respect to the matrix 
C then the vectors x and z = Cy are orthogonal. 
A system of vectors {z (1) .z (2) ••••• z (m)} from]Rn is said to 
be a system of conjugate v.ectors with respect to the matrix C. if 
Z(10)TC (0) z J = 0 for all i f j (2.5.10) 
Because C is a positive definite matrix. the system 
(1) (2) (n)} 0 ° {r .r ••••• r of 1ts e1genvectors is a system of conjugate 
vectors. In this case we have: 
o· 
for i f j (2.5.11) 
° h ° th ° 1 f where Ao 1S t e J e1genva ue 0 C. 
J 
A system of conjugate vectors with respect to the matrix C 
can be constructed from any free system of vectors (t) (,.,) x , •• • ,x 
by using the orthogonalization method of Gram-Schmidt using the 
scalar product (2.5.9). (See Dahlquist and BjBrk (1974». This 
is done as follows: 
Put Then for i = 2.3 •••• n successively put 
(i) 
z 
i-I 
r j =1 S.o z(j) 1.J (2.5.12) 
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where the Z (i)TC (k) coefficients e .. are chosen to make Z = 0 
~J 
for all k = 1,2, ••• ,i-1. 
equations: 
This means that e .. must satisfy the 
~J 
i-I 
L (k) z o j =1 
In principle (2.5.13) defines i-I simultaneous equations for the 
i-I unknown e··. 1J But if we use the fact that 
(i) (i-I) 
z , ••• ,z are 
(2.5.13) 
mutually conjugate with respect to the matrix C, we find that they 
reduce_to the i-I simple equations: 
e .. 
~J 
j 1, ... ,i-l 
The denominator in (2.5.14) cannot vanish if C is positive 
(") . 
definite, since the x J are assumed to be linearly independent 
(free system of vectors). n Hence Z J cannot vanish. 
(2.5.14) 
We come now to a description of the properties of the quadratic 
function (2.5.1), upon which our algorithms of conjugate gradients 
are based. 
Theorem 2.5.1: 
The minimum points of the quadratic function of (2.5.1), on 
parallel lines, lie on an (n-l)-plane ~ 1 through the minimum 
n-
. * po~nt x of f. The (n-l)-plane ~ 1 is defined by the equation 
n-
T 
s (Cx+b) = 0 (2.5.15) 
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where s is a direction vector for these parallel lines. The 
vector Cs is normal to ~ 1 • n-
Figure 2.5.2. 
Proof: 
This result is shown schematically in Figure 2.5.2 above. 
In this figure, the points Y1 and Y2 are, respectively, the 
minimum points of f on the two parallel lines L1 and L2• The 
direction of these lines can be represented by a nonnull vector s. 
At the minimum point Y1 of f on L1 the gradient 
g(Y1) = CY1 + b of f is orthogonal to L1 and hence also to s. 
The point Y1 therefore satisfies equation (2.5.15). Similarly 
Y2 satisfies this equation. Equation (2.5.15) represents an 
(n-1)-plane ~ 1 whose normal is Cs. 
n-
* minimum point x of f lies in w n-1· 
* Because Cx = - b, the 
Since ~ 1 is uniquely 
n-
determined by the direction vector s, it follows that the minimum 
points of f on all lines with direction s must lie in the 
(n-1)-plane ~n-1' 
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., 
Note that because Cs is orthogonal to ~n-l' it is orthogonal 
to every vector q in ~n-l. In other words the vector s is 
conjugate to every vector q in ~n-l with respect to the positive 
definite matrix C and hence the relation 
• 
holds for every vector q in ~n-l. Referring to Figure 2.5.2, 
note also that the line Ll is given parametrically in the form 
x = xl + as, where xl is a point on Ll and a a parameter ranging 
from -00 to +<» • 
By (2.5.5), along the line x = xl + as, we have: 
a
2 T 
+ 2" s C s. 
And because g(x1) = Cx1 + b, this becomes: 
This function of a has a minimum value when a T T 
- s g(x1)/s C s. 
Theorem 2.5.2: 
Let X ( 1) E lRn d 1 t { (1) (2) (n)} b t f an e z ,z , ••• ,z easysemo 
conjugate vectors with respect to the positive definite matrix C 
of the quadratic function (2.5.1). Let Z be the affine set: 
Z = {x = x (1) + z I z E [z (1) , ••• , z (n) I} 
(1) (n). 
where [z , ••• ,z I 1S the subspace of the linear combinations 
(1) (2) (n) 
of z ,z , ... ,z . Then: 
* The minimum point x of the quadratic function (2.5.1) over 
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(2.5.16) 
(2.5.17) 
(2.5.18) 
the set Z can be calculated by minimizing f over the points 
xCi) E Z such that 
z(i)T C(x(i) _ x(l» = 0 
successively. In other words: 
+ a. 
1 
z(i» ~ f(x*) = Min f(x) 
xEZ 
i=1,2, ... ,n 
where * (n) + •••• + ex z 
n 
The proof of this theorem is given in Appendix 1. 
5.2 Conjugate Gradient Methods for Quadratic Functions. 
We now proceed to develop specific computational methods for 
minimizing the positive definite quadratic function f of (2.5.1). 
These methods consist of minimizing f successively along lines. 
If these lines are mutually conjugate, the method is called a 
conjugate direction method for finding the minimum point x* = -
of f. By virtue of Theorem 2.5.2, a conjugate direction method 
terminates in m ~ n steps (if no roundoff errors occur). This 
fact also follows from Theorem 2.5.1, as can be seen from the 
following geometrical description of a conjugate direction method. 
(1) Select a point x(l) and a Line Ll through x(l) in a direction s(l). 
() . h .. . (2) f f 2 Find t e minimum p01nt x 0 on L1• 
(3) Construct the (n-l)-plane rr
n
- 1 through x(2) which 1S conjugate 
(1) 
to s 
( ) .. * By Theorem 2.5.1 the minimum x of f is in rr
n
_1• Consequently, 
our next search can be limited to rr 1 so that we have reduced the 
n-
dimensionality of our space of search by one. We now repeat the 
process, restricting ourselves to the (n-l)-plane rr
n
_1• 
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(1) Select a line LZ in nn-l through x(Z) in a direction s(Z). 
(Z) Find the minimum point x(3) of f on LZ' 
(3) Construct the (n-Z)-plane nn-Z through x(3) which is conjugate 
to s(Z). 
~y Theorem (Z.5.1) again with n 1 playing the role of the 
n-
. . . * Euclidean space En' the m1n1mum p01nt x of f is in nn-Z so that 
we can limit our search to nn-Z' Again the dimension of our space 
of search has been reduced by one. Proceeding in this manner we 
reduce the dimensionality of our space of search by one at each 
step. 
th At the n step our space of search is the line n1 through 
* . . . (n+l) ... 
x so that the m1n1mum p01nt x of f on n1 c01nc1des w1th the 
minimum point x*. Of course, on rare occasions we have x(m+l)= x* 
th 
at an m step (m < n), in which case we can terminate in m < n 
steps. 
A conjugate gradient method is a conjugate direction method· 
characterized by the construction in step (3) of .each iteration k 
f h ( k) 1 h h h .. . (k+l) f f o t e n- -p ane n k' t roug t e m1n1mum p01nt x 0 n-
on the line Lk , which is conjugate to the direction s(k) of the 
line Lk • 
Because the function f in (Z.5.1) is a positive definite 
quadratic function, at any point x(k), the gradient: 
-------- -------------------
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., 
is available. Initially, at the chosen starting point x(l), only 
one direction is known, that of the gradient g(l). This is chosen 
as the first direction of the conjugate set, i.e. 
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(1) 
- g (2.5.19) 
The function f is then minimized along the line L = {x I x = x(l) + as(1)}. 
1 
The minimum point along Ll is say x(2) ~ x(l) + a~ s(l), where a~ is 
found by an exact line search. This will imply that 
(1) T (2) 
s g = 0 
The property (2.5.20) follows from the fact that the line Ll is 
tangent to the level surface f(x) = f(x(2» at the point x(2) and 
therefore g(2) is orthogonal to L1, hence to s(l). 
(2.5.20) 
At x(2), two directions are available: 3(2) and s(l), and a 
direction s(2) is sought in the plane defined by these two vectors, 
i.e. 
for some scalar S, which will be termed the modifying constant or 
the update. For s(2) to be conjugate to s(l) with respect to the 
matrix C,·we require: 
The requirement (2.5.22) is equivalent to: 
= 0 
and because c(a~ s(l» = g(2) ~ g(l), the conjugacy condition 
(2.5.22) becomes: 
(2.5.21) 
(2.5.22) 
and therefore 
A l~ne search is now made in the direction s(2) so that 
g(3)T s(2) = 0, and by simple algebra this implies that: 
and 
We now continue the process by induction. Assume that at x(k+1), 
(k+1) (1) (k) k+1 directions are available, namely g ,s , ••• ,s ,that 
have the following properties: 
(1) (k) 
s , .•• ,s are conjugate with respect to C, 
(k+1) T (i) g s = 0 i 1, ... ,k, 
(k+1) T (i) g g = 0 i=l, ... ,k 
We can now use the orthogonalization process of Gram-Schmidt 
defined by (2.5.12), (2.5.13) and (2.5.14) above, in which the 
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(2.5.23) 
(2.5.24a) 
(2.5.24b) 
(2.5.24c) 
vectors x and z are replaced by - g and s respectively, to obtain: 
(k+1) 
s = -
(k+1 ) g 
k 
+ L 
j =1 
ll. s(j) 
J 
The k conjugacy conditions to be considered here are: 
i=l, ••• ,k, 
(2.5.25) 
but because these conditions are equivalent to: 
i = 1 ••••• k 
we shall use the latter for reasons that will become clearer as 
this analysis goes on. Equations (2.5.13) will then become: 
k 
L i = 1 ••••• k • j =1 
(1) (k) And when we use the fact that s ••••• s are conjugate (2.5.24a). 
we obtain 
i = 1 ••••• k 
We now observe that: 
(i+l ) g g (i) = b + C(x(i) + * (i» b C (i) et. s - - X 
1 
* = et. 
1 
Therefore. by substituting (2.5.27) into (2.5.26) we obtain: 
i = 1, ... ,k 
Finally by using the orthogonality conditions (2.5.24b) and 
(2.5.24c) above we get: 
s. = 0 for i < k 
1 
and hence (2.5.25) becomes 
(2.5.26) 
C (i) s • 
(2.5.27) 
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= -
(k+l) Q (k) (k) 
g +" s (2.5.28) 
where 
(2.5.29) 
which' is the standard form of Hestenes and Stiefel (1952) of the 
conjugate gradient algorithm. Further simplifications of (2.5.29) 
have been suggested in the literature based on the facts that: 
(1) (k+l) T (k) g s = 0 as the line search along s (k) is exact, 
(2) (k) T (k-1) g s = 0 as the line search along (k-1) s has been 
exact, and 
(3) (k+1) T (k) g g = 0 as the function is quadratic, the search 
directions are conjugate and the line searches 
are exact. 
By using (1) and (3) we obtain the formula: 
(k+1) T (k+1) 
g g 
= - "'----,;;--"<----
(k)T (k) 
s g 
(2.5.30) 
that Dixon (1972) attributes to Myers. If we note that 
the denominator of (2.5.30) becomes: 
( (k) a (k-1) (k-1»T (k) 
-g +" s g = -
(k)T (k) + a(k-1) (k_l)T (k) 
g g "s g, 
and by using (2) we obtain the formula: 
(k+l) T (k+1) 
= g g 
(k) T (k) 
g g 
(2.5.32) 
of Fletcher and Reeves (1964). If we now consider (2.5.29) again 
and use (1), (2) and (2.5.31) we obtain the formula: 
(2.5.33) 
of Polak and Ribiere (1969). 
(k) These formulae for the update a ,generate the same set 
of conjugate directions on quadratic functions. However, when, 
as is often the case, these formulae are applied on non-quadratic 
functions, different directions result as'* is no longer correct. 
One of the major advantages in conjugate gradient methods 
comes from the observation (2.5.27); because the matrix C of 
second derivatives of f is constant, one can find out curvature 
information by observing the way the first derivatives change and 
therefore avoid the storage of matrices and any computation 
involving matrices. 
We shall now discuss the convergence properties of conjugate 
gradient methods when the objective function is a positive definite 
.' 
quadratic function. 
It is well known that when applied on a positive definite 
quadratic function, the conjugate gradient method using any of 
the formulae above to compute the update S(k) will terminate in 
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at most n steps from any starting point x(I), provided the starting 
, , 'h d d" (1) (1) d1rect10n 18 t e steepest es<:ent 1rect10n s = - g • This 
result follows from Theorem 2.5.2 above. It can also be shown 
that the number of steps required for termination to occur, is 
equal to the number of distinct eigenvalues of the matrix C. For 
a proof of this result see, for example, Hestenes (1980). 
Crowder and Wolfe (1971) have shown that if the wrong starting 
direction is used, then the rate of convergence is at best linear. 
This result has been extended by Powell (1976), to show that if 
the objective function is a positive definite quadratic function 
and if the initial search direction is an arbitrary descent direction, 
then if termination does not occur within n+l steps, the rate of 
convergence is only linear. Thus superlinear convergence never 
occurs even when f is quadratic. Furthermore, Powell (1976) also 
found that it can happen that linear convergence is obtained and 
every sequence of (i+l) consecutive search directions is mutually 
conjugate, where i is a positive integer less than (n-l). However, 
he also ·found conditions.to improve 'on x(l) and s(l) that are 
necessary and sufficient for termination to' occur in a finite number 
of steps. This result of Powell's also shows that if s(l) is fixed 
(1 ) 
and if the components of x are chosen at random, for instance 
from the uniform distribution in [-,1, 11, then the probability of 
obtaining termination by chance, when n ~ 3 and there are no 
degeneracies, is zero. Thus a linear rate of convergence is usual 
when the conjugate gradient algorithm is applied on a general 
convex quadratic function and when both s(l) and x(l) are arbitrary. 
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5.3 Conjugate Gradient Methods for General Functions. 
The conjugate gradient algorithm for minimizing a quadratic 
function can be combined with Newton's method for minimizing a 
non-quadratic function f to obtain an effective method for finding 
* the minimum x of f. We assume here of course that the Hessian 
matrix of f is positive definite. The only significant modification 
to the method is that the step lengths a(k) are no longer easily 
provided by an exact line search but they are usually computed by 
an inexact line search procedure. The finite termination property 
of the method on quadratic functions suggests that the definition 
(2.5.28) should be abandoned after a cycle of linear searches, 
and that s(k) should then be set to the steepest descent direction 
_g(k). This strategy is known as restarting; it is also known as 
"resetting" or "reinitialization". The combined method proceeds 
as follows: 
Select a starting point (1) x • 
(2) Construct the Newton approximation: 
(1) (1) g(1) Ts + 21 sTH(x(l»s F(s) = f(x +s) = f(x ) + 
(3) With s(l) = 0 as the initial point of F, use a conjugate 
(n+l) f gradient routine to obtain the minimum point s 0 F. 
(4) Repeat computations (2) and (3) with x(l) replaced by 
(1) (n+1) (k) 
x + s • Terminate if jg j is so small that 
(k) (1) (k(n+1» 
x = x + s is an acceptable estimate of 
* the minimum point x of .f. 
The approximation however, is not done explicitly, and since it 
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is hardly possible to obtain an exact step length without major 
complications, inexact line search procedures are used instead. 
When the criterion (2.4.20) of exact line search is relaxed 
then the- equation following (2.5.27) does not give: 
s. = 0, 
J. 
i < k 
and the correct calculation of S. would involve the storage of all 
J. 
(i) g • Dixon (1975) gives a modification of the strategy for 
generating conjugate gradients, that makes the accurate line search 
(2.4.20) unnecessary. His modification is based on estimating the 
differences 
(k) 
z 
* (k) (k) 
= x - x and (k) (k) w = g * (k) g 
using the properties of quadratic functions, where x(k) and g(k) 
denote the variables and gradients calculated with an inexact 
* * (k) - (k) _ . line search, and x and g denote the variables and gradients 
that would have been calculated if the line searches were exact. 
In particular the vector w(k) is used to ensure that the direction 
* * (x(k+l)_ x(k» is parallel to (x(k+l) - x(k». Further details 
of the method can be found in Dixon (1975). 
It is usually suggested that, when using a conjugate gradient 
method to minimize non-quadratic functions, the procedure should 
be restarted at regular intervals (say after n steps for an 
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n-dimensional problem) with a steepest descent step. An apparent 
advantage of this strategy is that if the iterates progress from 
a non-quadratic region into a neighbourhood of the solution in 
which f(x) is closely approximated by a quadratic, accumulated 
errors from previous iterations will not interfere with the expected 
good behaviour of the algorithm. 
Fletcher (1980) reckons that for some large problems with 
certain types of symmetry it might be appropriate to restart more 
frequently than on every n iterations. His analysis suggests that 
on large problems for which the conjugate gradient methods are 
suitable, restarting with the steepest descent direction every 
n iterationiis an irrelevant consideration. What might be preferable 
is to restart every m « n iterations where m is somehow determined 
by the symmetry. Unfortunately it is not obvious how to choose an 
m in the algorithm. 
Restarting with the steepest descent direction is also based 
on the questionable assumption that. the reduction in f(x) along 
the restart direction will be greater than that obtained if the 
usual formula were used. However, Powell (1977) shows by example 
that this is not always true, and in fact the reduction at the 
restart iteration is often poor compared with the reduction that 
would have occurred without restarting. Although it would seem 
useful if a cycle of n iterations could commence with the last 
direction of the previous cycle, this idea must be applied with 
some care. 
If, when applied to a quadratic function a conjugate gradient 
algorithm takes an arbitrary initial search direction s(I), the 
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required conjugacy relations may not hold because g(l) is no 
longer a linear combination of the search directions. However, 
one can use the strategy of Beale (1972) to derive conjugate 
directions without having to start with the steepest descent 
direction. Therefore to ensure that the successive directions 
are conjugate, the following recurrence relation must be used: 
(k) (k) a(k-l) (k-l) (k) (1) 
s =-g +~ s +y s 
where S(k-l) is given by (2.5.29) and where y(k) is: 
(k) y 
= g(k)T(g(2) g(I» 
s(I)T(g(2)_ g(I» 
This strategy of Beale (1972) has been tried by McGuire and Wolfe 
(1973) who found their numerical results rather disappointing. 
(2.5.34) 
Powell (1977) however, has turned their difficulties to an advantage 
because a restart is needed when these· difficulties occur, and 
obtains an efficient restarting procedure that· takes account of 
the objective function automatically and that does not abandon the 
second derivative information that is found by the previous searches. 
Powell's restart is based on the fact that (2.5.34) can be extended 
to non-quadratic problems by computing a cycle of n directions: 
for k = 1,2, •••• n. 
where 
S 
(k) = _ g(k) + a (k-l) (k-1) (k) (i) ~ s + y s , 
(k) ( i+l) (1») 
= g g - g 
(i)T( (i+l) (i» 
s g - g 
(2.5.35) 
(2.5.36) 
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(i) The direction s is known as the restart direction and is the 
last direction of the previous cycle along which a linear search 
was made. 
. . . . d • f . (k) d f· d· When m1nlmlz1ng a non qua rat1c unctlon, s as e tne 1U 
(2.5.35) may not be a descent direction, even if exact line 
searches are made; this . implies that the method may generate a 
poor direction of descent. Steps must therefore be taken to replace 
this direction, if necessary, by the usual conjugate gradient 
direction. A typical requirement for a search direction to be 
suitable is that s (k) should be "sufficiently downhill"; for example, 
we may impose a condition such as: 
_ g (k) T s (k) ~ p 11 s (k)11 .llg (k)11 (2.5.37) 
for some positive value p and where 11 ·11 denotes the Euclidean 
norm. If this requirement is not satisfied, a new cycle commences 
with s (k-1) as the re.start direction and with s (k) computed from 
(2.4.35). 
If an inexact line search is used, condition. (2.5.37) should 
be checked at trial step lengths with the restart direction. This 
will ensure that, if the direction computed from the three term 
formula (2.5,35) is not to be used, the restart direction will be 
a descent direction. 
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Chapter. 3 
Eff1c1ency and Convergence Propert1es 
of Conjugate Grad1ent Methods 
1. INTRODUCTION AND PRELIMINARIES. 
Conjugate gradient methods form a class of methods that 
generate directions of search without storing any matrix. They 
aim to solve the unconstrained minimization problem: 
Minimize f(x), x E ~n (3.1.1) 
by a sequence of line searches: 
(3.1.2) 
starting from a user supplied estimate x(l) of the minimizer x*. 
If the line search is exact, the stepsize a(k) taken by the algorithm 
. ., (k). d f' d b 1n the d1rect1on s ,1S e 1ne y: 
a(k) = Arg Min f(x(k) + as(k» 
a 
(3.1.3) 
In practice however, an exact line search is not usually 
possible and one accepts any value of a(k) that satisfies certain 
standard conditions. Fletcher (1980) suggests that a(k) is such 
that x(k+l) satisfies the condition: 
s 
(k) (3.1.4) 
together with the Goldstein (1965) requirement: 
(k) 
s , (3.1.5) 
where g(k) = Vf(x(k» is the gradient vector at x(k), and where 
p E (0, D, (J E (0, .1) and p < (J. 
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The search direction s(k) is usually defined so that: 
(k) T (k) 
g s < 0 (3.1.6) 
holds for all k such that g(k) f 0, which ensures that f(x) can 
be decreased in the line search. Hence condition (3.1.4) ensures 
that the modulus of the slope is reduced by a factor a or less in 
the line search (see Fletcher (1980» •. Specifically, the search 
direction s(k), for conjugate gradient methods is defined as 
follows: 
(1) 
s = 
s 
(k+1) 
= -
(1 ) g 
(k+l) + Q(k) (k) 
g "s, k > 1 ) 
Various formulae for a(k) have been suggested in the literature, 
but for the purpose of this thesis, attention will be focussed 
(3.1.7) 
on the Fletcher-Reeves and the Polak-Ribi~re versions of conjugate 
gradient algorithms, for which a(k) is defined respectively as 
follows: 
- The Fletcher-Reeves Update (1964): 
(3.1.8) 
- The Polak-Ribi~re Update (1969): 
a(k) = g(k+l)T(g(k+l) g(k» / ~g(k)~2 (3.1.9) 
where 11 ·11 denotes the Euclidean norm. 
In what follows we shall assume that the level set: 
(3.1.10) 
is bounded. This assumption will ensure that a(k) is well 
defined for all k. 
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2. DESCENT PROPERTY AND'GLOBAL CONVERGENCE OF THE FLETCHER-
REEVES METHOD. 
2.1 The Case of Exact Line Search. 
(1) T (0' 
g .g < 0, so the descent 
property (3.1.6) holds on the first iteration for any conjugate 
gradient algorithm. Moreover, the line search being exact we 
have: 
for k ~ 1 
and therefore from (3.1.7) and (3.2.1) it follows that: 
g(k+l)T s(k+l) = g(k+l)T(_ g(k+l) + S(k) s(k» 
= - 11 g (k+1) f < 0 
This shows that a descent property holds on all iterations for 
any conjugate gradient formula and in particular for that of 
Fletcher-Reeves. 
(3.2.1) 
(3.2.2) 
Powell (1983) shows that if the level set (3.1.10) is bounded, 
if a(k) is defined so that (3.2.1) holds for all k, and if f(x) is 
twice continuously differentiable, then the Fletcher-Reeves method 
achieves the limit: 
lim inf 11 g (k) 11 = 0 
k--
(3.2.3) 
His method of proof is of interest to what will follow in the 
next two chapters and is therefore given below. 
h d f · .. f (k) d I . From tee 1n1t10n 0 s an exact 1ne search, we deduce 
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the equation: 
Z 
11 s (k) f= h (k) f + a (k-1) 11 s (k-1) Il z 
=h(k)f + a(k-1)Z ~g(k-1)IIZ + a (k_Z)zll s(k-2) 112] 
= -------
k 
I 
R,=1 
11 g (k) 114 
hWf 
where the product is defined to be one if R, = k, and where the 
. 
last line depends on the value (3.1.8). Further, we recall that 
(3.2.4) 
11 g (k) 11 is bounded above because x (k) is in the level set (3.1. 1 0) • 
Therefore if (3.2.3) is not true, then there exists a constant €, 
say, such that 
for all k (3.2.5) 
and hence (3.Z.4) gives: 
where c is a positive constant. From the definition of ~(k-1) 
(k) . f 11 h and s ,1t 0 ows tat: 
cos = - (3.2.6) 
can be written 
cos e (k) = 11 g (k) 11/ 11 s (k) 11 , 
and because 11 g (k) 11 is also bounded above in the level set (3.1.10), 
we have: 
which clearly implies that the series Lk cosZ e(k) is divergent. 
On the other hand, by letting n be an upper bound on the induced 
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matrix norms 11 ,,2 f (x) 11 , for x in the level set (3.1.10), we 
obtain by a simple Taylor expansion about x(k) 'that: 
(3.2.7) 
for any x in the level set (3.1.10). (k+l ) Because x is in (3.1.10), 
relation, (3.2.7) holds when x is replaced by x (k+1). Therefore 
we obtain: 
From (3.1.2) we h (k+l) ave x _ x(k) = a(k) s(k) where a(k) is such 
that (3.1.3) is satisfied. It then follows that: 
f (x (k+1) 
" Min a ~ (x (k» +as (k~jJ.)+ ~n a41 s (k) 11 2J (3.2.8) 
The minimum value of the right hand side of (3.2.8) with respect 
to a, is obtained by computing the derivative with respect to a of 
the expression between squared brackets' and making it equal to 
zero, i.e. 
(k) T (k) (k) 2 
s g + n a lis 11 = 0 • 
It therefore follows that the minimum value is obtained when 
(k) 
a 
(k) T (k) 
= _ s g 
nlls(k) f (3.2.9) 
By substituting (3.2.9) into (3.2.8) and by using (3.2.6) we 
obtain: 
75 
Thus, because f(x) is bounded below in the level set (3.1.10), 
the series Lk cos 2 e(k) .llg(k)11 2 is convergent; and because of 
( 5) h ' d' h f h \' 2 e(k) , d' 3.2. ,t LS contra LctS t e act t at Lk cos LS Lvergent 
established above. It therefore follows that (3.2.5) is false 
and the limit (3.2.3) must be achieved. 
2.2 The Case of Inexact Line Search. 
Al-Baali (1985) extends Powell's result to show that even 
for an inexact line search, the descent property (3.1.6) holds for 
all k and global convergence is achieved for the Fletcher-Reeves 
method. Again his methods of proof are of importance to what will 
follow in the next two chapters and are therefore given below. 
Theorem 3.2.1: (Al";Baali (1935». 
If an a(k) is calculated which satisfies (3.1.4) with 
a E (0, !l for all k such that g(k) ~ 0, then the descent property 
for the Fletcher-Reeves method holds for all such k. 
Proof: 
The method of proof is to show by induction that the 
inequalities: 
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k-l 
- L 
j=O 
k-l 
+ L oj 
j=O 
(3.2.10) 
hold for all k such that g(k) f O. It will then follow inductively 
that the descent property holds. For k = I, (3.2.10) is clearly 
satisfied. Now assume that .it is true for any k ~ 1. Since 
k-l . 
L erJ < 
j=O 
I 
j=O 
it is clear that the right hand side of (3.2.10) is negative for 
any er in (0, il and hence the descent property (3.1.6) holds on 
iteration k. From the definition of s(k+l), (3.1.7) and that of 
S(k) (3.1.8) it follows that 
(k+l) T (k+l) g s 
= -
and therefore by using (3.1.4) and (3.1.6) we obtain: 
- 1 
(k) T (k) 
+ er g s 
11 gCk) f 
(k+l) T (k+l) 
~ g s 
11 gCk+1) f ~ - 1 
We now use the induction assumption (3.2.10) to obtain: 
- 1 
k-l 
- er I 
j=O 
On the other hand we have: 
_ 1 + er 1 _ erk+1 
= 1 - er + 1 - er 
= -
~ - 1 + er 
k-l 
L er j 
j=O 
0.2.11) 
(3.2.12) 
(3.2.13) 
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Finally, by substituting (3.2.13) into (3.2.12) we obtain: 
k 
- 2 + L 
j=o 
which is (3.2.10) with k replaced by k+l. Thus the induction is 
complete. 
As a consequence of the descent property that has just been 
shown above, Al-Baali (1985) also proves a theorem for the global 
convergence of the Fletcher-Reeves method with an inexact line 
search satisfying (3.1.4) and (3.1.5). 
Theorem 3.2.2: (Al-Baali (1985» • 
. If the level set (3.1.10) is bounded, if f(x) is twice 
continuously differentiable, and if an inexact line search 
satisfying (3.1.4) and (3.1.5) with p < cr < I is used, then the 
Fletcher-Reeves method achieves the limit (3.2.3). 
Proof: 
From the definition of s(k) in (3.1.7) we have: 
11 s(k) 112 = 11 g(k) f _ 2S(k-l) g(k)T s(k-1) + S(k-l)2 11 s(k-l) 112 • 
(3.2.14) 
On the other hand from (3.1.4), (3.2.10) and (3.2.11) it follows 
that: 
which can be substituted into (3.2.14) to give: 
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2 
11 s(k) f ~ 11 g (k) 112 + ~~a 8 (k-l )11 g (k-l) f + 8 (k-l) 11 s (k-l) f 
and by using the special form of the Fletcher-Reeves beta in 
(3.1.8) and a similar induction argument as that of (3.2.4) in 
Powell's proof, we obtain: 
11 s (k) f' U~~lll g (k) 114 R.V g (R.) r2 (3.2.15) 
Further we recall again that 11 g (k) 11 is bounded. above in the level 
set (3.1.10); therefore if (3.2.3) is not. true, then there exists 
a constant e, say, such that (3.2.5) is true. Hence (3.2.15) 
gives: 
where cl is a positive constant. From (3.2.10) and (3.2.11) it 
follows that: 
cos e (k) <I [1-20) ht; 11 
. 1-0. 11 s k 11 (3.2.17) 
where cos e(k) is as defined in (3.2.6). Because a <} we obtain 
from (3.2.16) and (3.2.17) that 
(3.2.18) 
where c2 is a positive constant. Hence the series Lk cos
2 
e(k) 
diverges. However, it is possible to contradict this result using 
the line search conditions. If rl is an upper bound on II,i f (x) 11 , 
where x is any point in the level set (3.1.10), we have 
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'. 
Then by using (3.1.4) we obtain: 
a(k) ~ , (k) s 
which can be substituted into (3.1.5), and by using (3.1.6) and 
(3.2.6) it follows that: 
2 e(k) 
cos t 
( ) / . ( '\ cos2 e (k) 11 g (k)11 2 where c3 = p 1-0 n > O. Thus, s~nce f x) is bounded, Lk 
IS convergent. Because 11 g (k) 11 is bounded below this contradicts 
(3.2.18). Since this contradiction arises from (3.2.5) it follows 
that (3.2.5) is false and hence (3.2.3) is true. 
, 
3. THE POLAK-RIBIERE METHOD. 
3.1 Comparison with the Fletcher-Reeves Method. 
~~!~! __ g£~£~~~£!£~~~_f£~£~E!~£~' 
In numerical computations, it is usually found that the 
method of Polak-Ribiere is generally far more successful than that 
of Fletcher-Reeves. 
Powell (1977) mentions a particular minimization problem of 
165 variables that gives the energy of a model of an atomic system 
and the least value gives the structure of the nuclei when a gas 
condenses. This problem was first solved using the Fletcher-Reeves 
algorithm which showed some slow progress for several iterations 
and the required minimum was only obtained by forcing the algorithm 
to restart more often than every n iterations. Then using the same 
starting point, the Polak-Ribiere method only took twelve iterations 
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to find the required minimum to six decimals accuracy without 
any restarts. 
In this thesis too, the two methods are tested and compared. 
IS • We used seven different test problems each of which cons1dered 
with 26 different numbers of variables, resulting in a total of 
182 cllses. These test problems are described in Chapter 7. 
The results obtained by the two methods on each individual case 
are given in Appendix 2, Tables (2 .• 1.i) and (2.2.i) i = 1,2, ... ,7 
whereas the overall results with the comparison of the figures for 
the two methods are given in Appendix 3, Tables (3.1) and (3.2). 
These results confirm the conjecture that the Po1ak-Ribiere method 
is numerically far more efficient than that of F1etcher-Reeves. 
Out of the 182 cases considered, only on nine occasions was the 
Fletcher-Reeves method slightly better than that of Po1ak-Ribiere; 
in all the other cases, the Polak-Ribiere method proved to be far 
more efficient. The overall comparison results shown in Appendix 3, 
Table (3.2), show that the Po1ak-Ribiere algorithm obtains the 
required minim~ of all the 182 cases in 47%, 44% and 45% less 
than the F1etcher-Reeves algorithm, in terms of number of iterations 
(NI), number of function evaluations (NF) and index of computational 
labour (NC) respectively, the index of computational labour being 
defined as NC = NF + n.NG, where n is the number of variables and 
NG the number of gradient evaluations. 
Powe11 (1977) a1so.gives a remark that explains the theoretical 
reasons for this inefficiency of the Fletcher-Reeves method and how this 
inefficiency is automatically avoided when the Polak-Ribiere 
method is used instead. His argument is based on Figure 3.3.1 
below: 
(k) 
-g 
Figure 3.3.1 
The definition of a(k). 
that gives the equation: 
Then, the identity: 
(3.3.1) 
S(k) 11 s(k) 11 = tan a(k+l). 11 g(k+1) 11 (3.3.2) 
follows if k is replaced by k+l in the Figure. By eliminating 
11 s(k) 11 from (3.3.1) and (3.3.2) and substituting the formula 
(3.1.8) for S(k) of Fletcher-Reeves we obtain: 
(k+1) tan a = sec 
> tan a (k) 11 g (k+1) 11 / 11 g (k) 11 
Powell (1977) then notes that if a(k) is close to ~/2, the 
.. k 11 d ( (k+l) (k». 1terat10n may ta e a very sma step, an g - g 1S 
therefore small too. Thus the ratio 11 g (k+l) 11 / 11 g (k) 11 is close 
to 1. It follows from (3.3.3) that a(k+l) is also close to ~/2 
leading to a slow progress again on the next iteration. Suppose 
(3.3.3) 
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that the early iterations of the algorithm have made e(k) > 0, 
but a region in the space of the variables has been reached 
where the objective function is the quadratic function: 
.1 Z f(x) = xl + X z 
In tqis case the line search along s (k) makes 11 g (k+l) 11 I 11 g (k) 11 
equal to sin e(k). Therefore from the first line of (3.3.3), we 
. (k+l) (k) obta1n e equals e • Thus the angle between the search 
direction and the negative gradient remains constant for all 
iterations, which is highly inefficient if e(k) is close to wIZ. 
This kind of inefficiency however, is corrected by a steepest 
descent direction. Alternatively, if the Polak-Ribiere formula 
for a(k), (3.1.9) is used instead, Powell uses the equations 
(3.3.1) and (3.3.Z) to show that the behaviour just described 
does not occur. The definition of. a (k) (3.1.9) provides the 
bound: 
So, the elimination of 11 s(k) 11 from (3.3.1) and (3.3.Z) gives the 
inequality 
It then follows that if e(k) is close to wIZ and if this causes 
'(k) (k+l) the step from xto x to be so small that the change 
(3.3.4) 
(3.3.5) 
(3.3.6) 
(g (k+l) _ g (k» is much less than 11 g (k) 11, then tan e (k+1) is much 
less than sec e(k). Therefore, the search direction s(k+l) is 
automatically turned towards the steepest descent direction. ' 
In this thesis too, we consider a similar quadratic function 
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to that of (3.3.4) to investigate the effect of the use of an 
inexact line search on the loss of conjugacy of the two methods. 
We consider the quadratic function: 
2 2 f(x) = a xl + x2 a ~ 1 (3.3.7) 
We exclude the cases a < 0 and 0 ~ a < to avoid infinite solutions 
when a < 0 and to be able to make a as large as possible in order 
to make the objective function as ill-conditioned as possible due 
to the difference between the magnitudes of the eigenva1ues of 
theRessian matrix of f. 
Starting from an initial estimate x(l) 
* the minimizer x 
(1) g 
(0 
s = 
T (0, 0) we obtain: 
(1) )T 
x 2 and R = 2 
_ g(l) = _ 2(a x(l) (l»T 
1 ' x2 
[ aD °lJ 
We shall now consider the cases of exact and inexact line searches 
separately. 
a) Exact Line Search: 
Since f is a two-dimensional quadratic function, an exact 
line search will achieve the required minimum in 2 steps if a r 
and in one step if a = 1. In any case if we let: 
K. i 
(1)2 (1)2 
for i 1,2, ... , = a x, + x2 ' = 1 
K = K2 / K3 and 2 
A = K4-K2 / K2 3 , 
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we obtain: 
al. First Iteration: 
_(N) = f(x(l) + NS(l» = 4K 2 4K + K 
" ~ ~ 3" - 2" 1 
Note that Kl = f (x (I) and that if a = * 1 (2) 1 then" = 2 . x 
K1= f(x(l» and f(x(2» = O. If a > then 0 < ,,* < ± and 
T (0. 0) • 
o < K < f(x(l». K then represents the reduction in the function 
value. We now suppose that a > 1 and proceed with the next iteration. 
a2. 
Note that lim e(l) = lim c.",/";" 0 2 • Therefore when a is very large· 
a -+-co a-+oo a 
and the function is ill-conditioned, the conjugate gradient 
d · . . 1 h d d" Q(I) h 1rect10n 1S a most t e steepest escent 1rect10n. ~ owever, 
can also be written as follows: 
(3.3.8) 
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, 
and s(Z) is the following: 
/Z) 
= 
_ g (Z) + s (1) s (1 ) 
[ '0 1 - Za(a-1) (1) (1) KZ -ZXZ(1) = xl Xz KZ 3 a xl 
The iteration then continues to give x(3) = (0, O)T which is the 
required minimum. But because we are interested in the value of 
S(l) and the direction s(Z) it is not necessary to continue beyond 
this point since there will not be another update. 
We shall now consider the case of inexact line searches to 
see which of the betas makes the quantity s(Z) Hs(l) closer to 
zero and therefore suffers less the effect of inaccuracy in the 
* value of " • 
b) Inexact Line Search:. 
Suppose that. the line search performed in the first iteration 
* * gives" (r) = ra, r > O. Therefore we obtain: 
x 
(Z) (a-1)x~1) xi1) 
K3 [ 
_ X(1)(ra-l)] Z (a-1) 
Z (0 (a-r) 
a xl (a-l) 
l-r 
+--
K3 
A necessary condition for the descent property to hold is that 
f(x(Z» < f(x(l», and because r > 0 and K > 0 we obtain that 
r must be such that 0 < r < Z. Further, we can exclude the case 
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r > 1 because in the commonly used backtracking line search 
algorithms we tend to reduce the step lengths a(k) and therefore 
r is more likely to be such that o < r ~ 1 • On the other hand 
we have: 
2(a-l)a x~l)x~l) (1) (ra-1) 4 (1)3 - x (a-l) a Xl 
• (2) 2 ( 1-r) g = + 2 
K3 (1 ) (a-r) K3 (1)3 
a Xl (a-1) x2 
Note the similarity between the errors that occur in the computation 
(2) d (2) . h . l' h' h h of x an g W1t 1nexact 1ne searc W1t respect to t e 
computation of the two vectors with an exact line search. We also 
have: 
Ilg(1)f = 4K 2 
11 g (2) 112 2 = 4K2[Ar - 2r +1] 
(2)T (1) g g = 4K2 (f-r) 
We therefore obtain: 
II (1) (F. R) = . 2 Ar - (2r-l) 
and 
- r 
where ll(l)(F.R) and 1l(1) (P.R) denote the formulae (3.1.8) and 
(3.1.9) respectively. Note that if r = 1 then Il(F.R) = S(P.R) = A-l, 
which is the beta obtained with an exact line search. To simplify 
the analysis without loss of generality we shall assume that the 
. . (1). h h (1) (1) h b' start1ng p01nt x 1S suc t at Xl = x2 = c. T us we 0 ta1n: 
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2 i K. = c (a +1), 
1 
222 3 K = c (a +1) /(a +1), A (a 
4 +1) (a2 +1) 
(a3+1) 2 
(1) 
s = - 2c [:] , g(2) =ic3 !a [1-ra ] + (1-r) [a
4
]) 
3 a(a-r) 1 
ea 
(2) 
s = 
(2) 
- g + S(1)s(1) = - 2~:3 [:~::J -2(1~;)C3 [:] - 2cS(1) [ :] • 
In order to compare the two betas in terms of loss of conjugacy, 
we shall calculate the quantity s(2) Hs(l) for both betas and see 
which of the two makes- this quantity closer to zero, where H is 
the Hessian matrix of f. After some arithmetical manipulations we 
obtain the following: 
If S(I) = S(F.R) = Ar2 - (2r-l) then 
(2) TH (1) (F R) 4 2 2 3 2 2 2 s s = 0 ~ f • (r) = (a +1)(a +1)r - [3(a +1) + a (a-I) ]r 
3 2 + 2 (a +1) .= 0 
and if S(I) = S(P.R) = Ar2 - r then 
- r o . 
A study of the variations of f(F.R) and f(P.R) show that f(F.R)(r) = 0 
for r = 1 and for r and f(P.R)(r) = 0 for r = 0 
and for r = 1. This study also allows us to draw the following 
graphs of both f(F.R) and f(P.R). Note that f(P.R)(r) does not 
depend on the value of a whereas f(F.R) does. The graph for f(F.R) 
is drawn for a = 1. For a > 1 however, f(F.R)(r) = 0 for r = 1 
and for r = t where t > 2. We have 
2 
r - 3r + 2 
\ 
\ 
t 
1 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
Figure 3.3.2 
t = 2 
/ 
I 
The graphs representing the variations 
of f~:;R)(r) and f(P.R)(r). 
/ 
/ 
I 
I 
/' 
/ I 
J 
(F. R. \ 
I t .. =.~ 
I 
We can clearly see from the Figure that for r between 0 and 1 
which is the interval of interest f(P.R)(r) is closer to zero 
than f~:;R)(r) is,and therefore the' quantity s(2)Hs(1) is closer. 
to zero when ~(P.R) is used. When a > 1 however, f(F.R)(r) will 
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approach 0 as a gets larger but we also know that as a gets larger 
the two betas will tend towards zero and the method will behave 
as a steepest descent method. We can therefore conclude that for 
a ~ 1 but sufficiently small (not extremely large) the Po1ak-
Ribiere method will suffer less the loss of conjugacy due to 
inexact line searches than the F1etcher-Reeves method would do, 
and the method of Po1ak-Ribiere is therefore practically preferable. 
3.2 GLOBAL CONVERGENCE OF THE POLAK-RIBIERE METHOD. 
Although. in numerical computations the Po1ak-Ribiere method 
is generally found to be far more successful than that of F1etcher-
Reeves (see the discussion in Sub-Section 3.1.1 and the results in 
Appendix 2) and although this computational out-performance can 
somehow be explained theoretically as seen in Sub-Section 3.1.2 
above, it has not been possible to establish for the Po1ak-Ribiere 
method, the global convergence results obtained for the F1etcher-
Reeves method by Powell (1983) and by A1-Baali (1985), the. proofs 
of which are given in Section 2 of this Chapter. 
However, when some additional conditions are imposed such as 
"f is a convex function" or "the step-lengths 11 x (k+1) - x (k) 11 tend 
to zero", the global convergence of the Po1ak-Ribiere method with 
exact line search may be obtained. Powe11 (1977) notes that 
inequality (3.3.6) is sufficiently powerful to prove a global 
convergence theorem, for the Polak-Ribiere method, which, in 
contrast to a similar theorem given by Polak .(1971) does not require 
f to satisfy any convexity conditions. This theorem of Powell's 
is proved below. 
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Theorem 3.3.1: (Pbwell (1977). 
If the level set (3.1.10) is bounded, if f is continuously 
differentiable and if the step-lengths 11 x (k+l) - x (k) 11 tend to 
zero, then the Polak-Ribiere method without restarts achieves the 
limit (3.2.3). 
Proof: 
If (3.2.3) is not true there exists a positive constant e 
and an integer ~ such that the bound. 
(3.3.9) 
holds for all k ~~. Since g(x) is continuous and since the 
step-lengths 11 X(k+l) (k) 11 t d t h . . - x en 0 zero, t ere eX1sts an 1nteger 
m ~ t such that the inequality 
k ~ m 
is satisfied. Therefore, because the relation 
sec 
is true for all e(k) in [0, ~/21, expression (3.3.6) implies the 
bound 
(k+l) 1. (k) tan e ~ 2 (1 + tan e ), 
which is applied recursively to give the inequality 
[
1 )k+l-m 
+ - (1 2 
(k) Therefore the angle between s and the steepest descent 
direction - g(k) is bounded away from orthogonality. This 
condition implies that 11 g (k) 11 tends to zero (Zoutendijk, 1970), 
(3.3.10) 
(3.3.11) 
(3.3.12) 
(3.3.13) 
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contradicts the hypothesis (3.3.9) and therefor~(3.3.9) is false 
and (3.2.3) must be true. 
Before 1983, it was not known whether either of the Fletcher-
Reeves or the Polak-Ribiere methods provide the limit (3.2.3) for 
a twice continuously differentiable function with bounded level 
set from an arbitrary starting point. But, because of condition 
(3.3.6) and Theorem*, it is straightforward to show for the 
Polak-Ribiere method that if the sequence {x(k), k = 1,2, ••• } 
* * converges to a limit x say, then 17f (x ) = 0.' Therefore, one 
would imagine that establishing (3.2.3) would be easier for the 
Polak-Ribiere method than for that of Fletcher-Reeves. In 1983, 
however, Powell came out with the surprising negative result. 
Not only has he shown by a standard method of proof that the limit 
(3.2.3) is always achieved by the Fletcher-Reeves method ( a result 
that has further been extended by the Al-Baali (1985) for the case 
of·an inexact line search), but he also found that if the Polak-
Ribiere method is used, then even with exact arithmetic and an 
exact line search, there exists a twice continuously differentiable 
function with bounded level set for which the gradient norms 
{II g (k) 11, k = 1,2, •••• } are bounded away from zero. This counter 
example of PowelJ's triggered off the main ideas that lead to the 
research undertaken in this thesis, and is therefore briefly 
described below; 
It is well known that the limit (3.2.3) is obtained if the 
directional derivatives: 
(kl (k) 
_ s g 
- 11 s (k)11 .llg (k) 11 < 0, k 1,2,3, ..... (3.3.14) 
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are bounded away from zero. Using the arguments developed earlier 
for the global convergence of the Fletcher-Reeves method from 
equation (3.2.6) onwards, we deduce that the limit (3.2.3) fails 
only if Lk p(k) is finite (Zoutendijk, 1970). Therefore noting 
d f · .. f (k-1) d (k) . h 1 that the. e 1n1t10ns o~. an s 1mply t e va ue 
p (k) :. _11 g (k) 11 / 11 s (k) 11, the gradient norms {II g (k) 11 , k = 1,2,.... } 
are bounded away from zero only if the sequence {s(k) , k = 1,2, •••• } 
is divergent." In this case, due to the existence of an upper bound 
, on {llg (k) 11 for x (k)" in (3.1.10)}, the direction s (k) tends to be 
(k-1) parallel to s • Therefore to seek counter examples to the 
limit (3.2.3), it is suitable to consider cases where the points 
{x(k), k = 1,2, •••. } tend to lie on a straight line, which we 
take as the first co-ordinate direction in ]Rn . 
For many finite sequences of distinct points {x (k) , k = 1,2, ••• ,R.} 
one can find gradients { (k) g , k = 1,2, ••• ,R.-1} such that the points 
can be generated by the conjugate gradient method. Specifically, 
(1) (2) 
= x - x , and, for k ~ 2, because of the 
definitions of ~(k-1) and s(k), g(k) has to be a multiple of the 
vector in the space spanned by (x(k+1)_ x(k» and (x(k)_ x(k-1» 
that is orthogonal to (x(k)_ x(k~1». To determine the sign and 
length of g(k), we note that the value (3.1.9) implies the conjugacy 
condition 
k ::I 2 (3.3.15) 
(1) (1) (2) . (k) Thus, starting with g = x - x , the grad1ents g for 
k = 2,3, •••• can usually be found recursively, but the descent 
T 
conditions {g(k) (x(k+1)_ x(k»< 0, k = 2,3, ••• ,R.-1} may not hold. 
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Therefore not all sequences are admissible. Further restrictions 
on the sequences occur if one lets ~ + ~ • in particular from the 
aim of keeping the gradient norms bounded away fro""zero. 
To simplify the analysis Powell (1983) imposes the conditions: 
A (k+m) 
x 
k 1 .2 •••• (3.3.16) 
where m is a small positive integer. (x)l denotes the first component 
of x, n-1 x is the vector in 1R whose components are the last (n-1) 
components of x and e is a constant from [0. 1]. Thus the distance 
from x(k) to the first co-ordinate direction tends to zero as k + ~. 
Having chosen m and n. there are only a finite number of parameters 
in the sequence {x(k). k = 1.2.; •• }. One can then express the 
conditions of consistency with the conjugate gradient method as 
inequality constraints on the parameters and investigate whether 
the inequalities have a solution. Powell (1983) then reports some 
interesting cases for n = 2 and n = 3. For n = 3 he finds that the 
gradients can stay bounded away from zero if one gives up the second 
derivative continuity of the objective function. Then. by letting 
m = 8. he shows that one can preserve the second derivative continuity 
if one modifies (3.1.3) by allowing n(k) to be any local minimum of 
$(n) = f(x(k)+ as(k» that satisfies' $(n(k» < $(0). This is an 
important case because in practice one can usually accept any local 
minimum that sufficiently reduces the objective function. Finally 
by letting n = 3 and m = 6 Powell (1983) finds that the gradients 
{ (k) g • k = 1.2 ••••• } can remain bounded away from zero when all 
the conditions that have been stated are satisfied. 
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Powell's two-variable examples are relevant not only to the 
conjugate gradient methods but also to all variable metric 
algorithms in Broyden's linear family that make exact line searches 
(see Fletcher (1980), for example). The reason is that condition 
T 
(3.3.15) and s(k) g(k) < 0 define the direction (x(k+1)_ x(k» 
. when there are only two variables. Therefore the D.F.P. and 
B.F.G.S. algorithms may fail to converge, if the condition on the 
step length ~(k) is only that it be a local minimum of the 
function ~(~) ~ >- 0 that satisfies ~(~(k» < ~(O). An important 
consequence of this remark is that if a proof of convergence of 
one of these algorithms for general twice continuously differentiable 
functions could be found, then the proof would depend on line search 
conditions that are stronger than one usually assumes. Thomson (1977) 
gives other examples of non convergence for the D.F.P algorithm 
but he allows the objective function to have first derivative 
discontinuities. 
4. IMPROVEMENTS ON THE CONJUGATE GRADIENT METHOD. 
4.1 A Conjugate Direction Method by D. Le (1985). 
D. Le (1985) describes a new unconstrained optimization 
procedure that employs conjugate directions and requiring only 
three n-dimensionalvectors. In common with conjugate gradient 
methods, this method generates a sequence of search directions 
s(k) that are linear combinations of - g(k) and s(k-1). This 
method can be described as follows: 
Given a starting point x(l), let s(1) = _ g(1) /11 g(l) 11 , 
95 
the vector norms being Euclidean. 
(k+l) = x(k) + ~(k) s(k) For k ~ 1, let x ~ 
where a(k) is the minimizer of the function ~(a) = f(x(k)+ as(k». 
If g(k+l) = 0, stop; otherwise let 
(k+l) (k+l) (k+1) (k) 
z =w +y s , and 
where y(k+l) is the minimizer of the function ~(y) = f(£k+l)+ ys(k», 
and B (k+1) is determined by the following procedure: 
Let A " B , v :: x and u :: - g/iigii 
(1) Let AO = 0, Al = A 0' A = a 2 and ~ 1jJ(0) 
where 1jJ(A) = f (V+AU). 
(2) Fit a parabola p(A) to 1jJ(A) using 1jJ(0), lj!'(0) and 1jJ(A2) • 
A 
(3) Let A be the point such that p (A) = p (0) = 1jJ (0) and A '" O. 
Care should be taken to avoid overflow in solving p(A) = 1jJ(0) 
for A. If two solutions exist that are both non-zero, the 
larger value is taken for A. 
(4) If Al < A ~ 4a and p(A) is convex, then accept A as the required 
1 . f· (k) h . 1 ' '4 so ut10n or B ; ot erW1se et AO = AI' Al = A 2 , a = a, 
A2 = a and fit a parabola p(A) through 1jJ(A
O
)' 1jJ(A1), 1jJ(A2) 
and repeat step (3). 
The value a used in this procedure is the initial stepsize in the 
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line search. D. Le takes 0 = 0.05 
. (k+l) (k+l) Apart from its use 1n w, ,above, B also plays the 
important role' of setting the initial stepsize for subsequent 
(k+l) (k+l) d Q (k+2) line searches to determine y , " an ~ • The chosen 
value of S(k+l) is usually larger than that required to minimize 
( ) h d d ' , (k+1) d h ' , f x ~long t e steepest escent 1rect10n - g an t e mot1vat10n 
for such a choice is that it could help to speed up convergence by 
cutting corners over curved ridges. D. Le (1985) has experimentally 
examined several alternatives on the choice of B(k) and has found 
that both very small and very large values of S(k) are'undesirable. 
Small values of S(k) tend to produce search directions s(k) close 
to the steepest descent 'direction - g(k) which usually results in 
slower speed of convergence. M (k), d ,,' 1 oreover, as B 1S use as 1n1t1a 
(k) 
stepsize in subsequent line searches. a small value of B means 
more steps and thus more function evaluations required to bracket 
the local minimum. Although large values of S(k) can sometimes 
produce spectacular results by side-stepping ridges, it usually 
requires more refining steps at the final stage of each line search 
and there is also a high probability of overstepping the local 
minimum to an unwanted nearby one. D. Le· (1985) has also tested 
this method for computational efficiency and stability on a large 
set of test functions and compared them with numerical data of 
other major methods. Although the comparison showed that the 
method possesses strong superiority over other existing conjugate 
gradient methods on all problems and can out-perform or is at 
least as efficient as quasi-Newton methods on many tested problems, 
our feeling is that because the comparison approach adopted relies 
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on the literature for numerical results of other methods, it 
(the approach) presents the major drawback that the results 
reported for different methods as compiled from different authors' 
work are not fairly comparable due to such factors as the difference 
in computers and compiler systems, single or double precision, 
different line search methods, different stopping criteria, etc. 
4.2 An Angle Test as a Restart Criterion for C.G. Algorithms 
by Shanno (1985). 
Shanno (1985) gives an angle test procedure for determining 
when to restart conjugate gradient methods with a steepest descent 
direction. The test is based on guaranteeing that the cosine of 
the angle between the search direction and the negative gradient 
is within a constant multiple of the cosine of the angle between 
the Fletcher-Reeves search direction and the negative gradient. 
This guarantees convergence for the Fletcher-Reeves method is 
known to converge. This procedure is of importance to what will 
follow in Chapter 5 and is therefore described below. 
Under the assumption that exact line searches are performed, 
for all conjugate gradient methods we have 
(3.4.1) 
and 
(3.4.2) 
(k-1) For a taken to be the Fletcher-Reeves update, from (3.2.4) 
we obtain 
k 
I 11 g(k) 114/11 g(2) f (3.4.3) 
2=1 
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and because 11 g (k) 11 is bounded above and if 11 g (k) 11 is also bounded 
away from zero we obtain: 
(3.4.4) 
\' 2 (k) 
and hence from (3.4.1), Lk cos (8 ) is divergent. (See Powell' s 
proof for the convergence of the Fletcher-Reeves method in Section 2). 
It is imn;ediately obvious that if Lk cos2(8(k» is divergent then 
\' 2 (k) for any T > 0, T Lk cos (8 ) is divergent. Now, by substituting 
(3.4.3) into (3.4.1), we obtain: 
Thus for any T > 0, we define y(k) by 
k L 11 gW r2 
i=l 
Shanno's proposed algorithm is then, to calculate a trial 
,(k) .. . 
s by any des1red conjugate grad1ent formula, then calculate: 
The final search direction s(k) is chosen by: I ;'" if 2 '(k) (k)2 cos (8 ) ~ y (k) 
= s 
(k)2 (k) if 2 '(k) -g cos (8 ) < y 
Thus y(k) is used to determine when to fully restart a conjugate 
gradient search in the direction of the negative gradient. 
(3.4.5) 
(3.4.6) 
(3.4.7) 
(3.4.8) 
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This algorithm can easily be shown to converge to a 
2 
stationary point. By (3.4.6), T ~ implies y(k) ~ 1. If 
s 
(k) 
= g(k), by (3.4.8) cos 2 (e(k» = cos2(e(k» <: y (k)2 If 
(k) (k) 2 (k) Hence cos 2(e(k» (k)2 for s - g , cos (e ) = 1. <: y aU 
k and therefore Lk cos2(e(k» diverges by the divergence of Lk y(k)2 
Thus by Zoutendijk's theorem (970), the sequence x(k) converges. 
An important feature of choosing s(k) by (3.4.8) is that 
for T appropriately chosen, once the iterative sequence approaches 
the minimum sufficiently closely, restarts will not occur. This 
follows directly from the fact that once the minimum has been 
approached sufficiently closely, terms of higher order than quadratic 
have negligible influence on the search direction. As at least two 
trial points are evaluated using quadratic interpolation along each 
search direction, all conjugate gradient algorithms .reduce to 
essentially the Fletcher-Reeves algorithm. Thus asymptotically, 
the rate of convergence is not affected. 
The identity (3.4.1) is true for all conjugate gradient methods 
provided exact line searches are performed. However thi.s is hardly 
ever done in practice. When s(k) is chosen by (3.1.7) for example, 
we have: 
(3.4.9) 
T 
With inexact line searches, (g(k) s(k-l» may be substantially 
different from zero. Thus setting T = 1 could appear too restrictive. 
Shanno used the values T = 0.1, T = 0.01 and T 0, and from his 
results noted that T in the range 0.01 ~ T ~ 0.1 should be adequate 
in most cases. 
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Shanno (1985) suggests that because the counter-example of 
Powell (1983) showing cycling of the Polak-Ribi~re method casted 
doubts upon whether a global convergence proof for quasi-Newton 
methods will ever be found, a test similar to (3.4.6) could be 
implemented for these methods as well, since in a region 
surrounding the optimum where f(x) behaves essentially as a 
quadratic, conjugate gradient and quasi-Newton methods produce 
the same sequence of points. 
4.3 Avoiding Negative .Updates of. the Polak-Ribiere Method. 
Powell (1985) gives an alternative explanation of the 
computational superiority of the Polak~Ribiere method over that 
of Fletcher-Reeves, to that. discussed in Section 3.1.2 of this 
h h k th " . d' Chapter. He supposes t at t e 1terat1on of a conjugate gra 1ent 
method has made a change 11 x (k+1) - x (k) 11 that is much smaller than 
the step that would have been taken by the steepest descent algorithm 
and investigates whether the next iteration can be as bad. A 
value of 11 X (k+1) - x.(k) 11 . relatively small . occurs only 1f the angle 
e(k) between s(k) and - g(k) is close to ~/2. Therefore,.because 
the exact line search along s(k-1) and the definition of s(k) imply 
the value 
cos e (k) = II.g (k) 11/ 11 s (k) 11 
we must have 11 s (k) 11 » 11 g (k) 11 , 
Now, the relatively small value 
and we wish to avoid 11 s (k+1) 11 » 11 g (k+1) 11. 
of 11 x (k+1) _ x (k) 11 gives 11 g (k+1) 11 ",,11 g (k) 11 , 
so the Fletcher-Reeves and the Polak-Ribiere formulae:yield 
a(k) "" 1 and la(k)1 « 1 respectively. Further using the line 
h 1 (k) b . d h d f' . .' f (k+1) searc a ong s e1ng exact an tee 1n1t10n 0 s , we 
deduce the relation: 
/ 
I 
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(3.4.10) 
It then follows that the Fletcher-Reeves formula gives lis (k+l )11 "" lis (k) 11, 
but the Polak-Ribi~re formula gives 11 s (k+l) 11 « 11 s (k) 11 as required. 
The crucial difference between the two formulae for S(k) is that, 
(k) (k) d . (k+1). h . if the term S s om1nates the term - g 1n t e equat10n 
.. (k+l) (3 1 7) h . h FI h h d h def1n1ng s ,.., t en 1n t e etc er-Reeves met 0 s, t e 
. . (k+l) d (k) I h b h d· . d1rect10ns s an s are near y t e same, ut t ese 1rect1ons 
can be almost opposite in the Polak-Ribi~re method due to S(k) < o. 
Powell (1985) therefore suggests to avoid the use of negative updates 
when using the Polak-Ribi~re algorithm by using the following value 
instead: 
Q (k) {(k+1) T( (k+1) ~ = max . 0, g g 
that he reckons may be more useful than those of Fletcher-Reeves 
and Polak-Ribi~re. 
In this thesis we have implemented this formula (3.4.11) in 
(3.4.11) 
a conjugate gradient routine and tested the resulting method on all 
the test problems discussed herein. The results given in Appendices 
2 and 3 show that this method does indeed out-perform both the 
Fletcher-Reeves and the Polak-Ribiere method on a large number of 
test problems. The overall comparison results shown in Appendix 3, 
Table (3.3), show that this algorithm obtains the required minim:(.\. 
of all the 182 cases con·sidered in 52%, 50% and 52% less than the 
Fletcher-Reeves algorithm and in 11%, 10% and 12% less than the 
Polak-Ribiere algorithm, in terms of number of iterations (NI), number 
of function evaluations (NF) and index of computational labour (Ne) 
respectively, the index of computational labour· being defined as 
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NC = NF + n.NG, where n is the number of variables and NG the 
number of gradient evaluations. This idea being computationally 
attractive, we thought of trying to use both the Polak-Ribiere 
and the Fletcher-Reeves formulae for a(k) on one algorithm in an 
attempt to try and approach the method to fit the convergence 
proofs or the Fletcher-Reeves method. As a first attempt, we 
tried to replace each negative update of the Polak-Ribi~re 
algorithm by a Fletcher-Reeves one which is always positive. This 
resulted in the following hybrid algorithm: ORIGl 
Use a conjugate gradient algorithm where the update a(k) is 
defined as follows: 
a (k) (P .R) if 
-1 (3.4.12) if 
(k) (k) 
where e (F.R) and e (P.R) denote the updates of the Fletcher-
Reeves and Polak-Ribiere methods respectively. This hybrid 
algorithm ORIGl was also tested on all the test problems discussed 
in this thesis and proved to be computationally preferable to both 
the Fletcher-Reeves and Polak-.Ribiere algorithm. The overall 
comparison results shown in Appendix 3, ':Table (3.4) show that 
ORIGl obtains the required minima. . in 49%, 47% and .49% less than 
the Fletcher-Reeves and 4%, 4% and 6% less than the Polak-Ribiere 
algorithm in terms of the NI, NF and NC respectively where NI, NF 
and NC are as defined above. It was however, slightly less 
efficient than the algorithm using formula (3.4.11) to compute 
e(k) • 
,. 
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As a second attempt, it was found that including the Hestenes 
and Stiefel update in the hybrid was also· useful, although using 
. f 1 (k). . . the Hestenes-St1e e ~ on 1tS own has fa1led on many occaS10ns 
to converge and therefore its results are not included here. The 
new hybrid algorithm ORIG2 using the three formulae together in an 
conjugate gradient algorithm computes its update as follows: 
otherwise go to step 2° 
(k) ~ (P.R), return 
otherwise go to step 3° 
(k) (k) . (k) Here ~ (F.R) and ~(P.R) are as dehned above and ~ (H.S) 
denotes the update ~(k) of Hestenes and Stiefel. This hybrid 
algorithm ORIG2 was tested on all the test problems discussed in 
this thesis and proved to be computationally preferable to all 
the Fletcher-Reeves, Polak-Ribiere, the algorithm using Powell' s 
suggestion of using formula (3.4.11) and to ORIG1. The overall 
comparison results given in Appendix 3, Table (3.5) show the 
following improvement percentages.over the Fletcher-Reeves and 
the Polak-Ribiere respectively: 52%, 50%, 52% and 10%, 10%, 12% 
in turns of NI, NF and NC respectively. 
These encouraging computational results lead to thought on 
how to combine the attractive computational performance of the 
Polak-Ribiere method and the desirable theoretical features of 
the Fletcher-Reeves in order to come out with a hybrid algorithm 
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that has the two properties. The investigation of this idea and 
the resulting hybrid algorithms make the subject of the following 
two chapters. 
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Chapter 4 
Globally Convergent Hybr1d 
Conjugate Grad1ent Methods 
1. INTRODUCTION. 
For general twice continuously differentiable functions with 
bounded level sets (3.1.10). the Fletcher-Reeves method is shown 
to achieve the limit (3.2.3). when either exact line searches 
(Powell (1983)) or inexact line searches satisfying certain standard 
conditions (Al-Baali (1985)) are used. without any convexity 
assumptions. (see Chapter 3 - Section 2). 
Although in numerical computations •. the Polak-Ribiere method 
is generally far more successful than that of Fletcher-Reeves. as 
can be seen from the results tables reported in Appendices 2 and 
3. and as can theoretically be explained as seen in Chapter 3. 
subsection 3.1.2, it has not been possible to establish these 
global convergence results for the Polak-Ribiere method. Further-
more. Powell (1983) also shows that if the Polak-Ribiere is used. 
then even with exact line searches and exact arithmetic. there 
exist twice continuously differentiable functions with bounded 
level sets (3.1.10) for which the gradient norms {llg(k)ll. k = 1.2 •••. } 
are bounded away from zero. 
This has consequently l.~ d to thoughts on how to combine 
the desirable computational aspects of the Polak-Ribiere method 
and the useful theoretical features of the Fletcher-Reeves method 
in an attempt to construct some efficient hybrid algorithms that 
are globally convergent. 
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The purpose of this chapter is then to show how the proofs 
of Powell (1983) and the Al-Baali (1985) can be used to guarantee 
global convergence of conjugate gradient algorithms, that are to 
be constructed in this thesis, which are hybrids between the Polak-
Ribiere and the Fletcher-Reeves updates. 
2. A NEW HYBRID ALGORITHM: HYBRID 1. 
2.1 Construction of the Algorithm. 
The idea of avoiding the use of negative updates of the Polak-
Ribiere method and replacing them with updates of the Fletcher-
Reeves, that resulted in the hybrid algorithm ORIGl discussed in 
Chapter 3 subsection 4.3, has proved to be computationally efficient 
but does not ensure the global convergence of the obtained algorithm. 
However, we find that if the Polak-Ribiere S(k) are restricted to 
rema1n non-negative and at the same time less than or equal to the 
(k) Fletcher-Reeves S. ,then the convergence proofs given by Powell 
(1983) and by Al-Baali (1985) both .apply to the Polak-Ribiere 
method also, but these restrictions are unfortunately not always 
satisfied. 
Remark 1: 
Let S(k) (F.R) and S(k) (P.R) -denote the betas satisfying (3.1.8) 
and (3.1.9) respectively. We then have 
(4.2.1) 
If S(k)(P.R) were always non-negative, we would have 
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and if a(k)(p.R) were always less than or equal to a(k)(F.R) we 
would have 
(4.2.2) 
Therefore the restrictions that we would like to impose on the 
Polak-Ribiere beta will hold if 
(4.2.3) 
As a consequence of this remark, we suggest the use of a 
hybrid conjugate gradient algorithm, Hybrid 1, using formula (3.1.9) 
whenever condition (4.2.3) is satisfied and formula (3.1.8) otherwise. 
In other words we define a(k) in (3.1.7) as follows: 
if (4.2.3) 
otherwise 
(4.2.4) 
It is also possible to use resetting as in straight-forward 
Fletcher-Reeves and Polak-Ribiere methods, but this does not 
qffect the validity of the proofs that follow. 
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2.2 Descent Property and Global Convergence of Hybrid 1. 
2.2.1 Exact Line Search. 
------------------------
We have already shown (3.2.2) that if the line search is 
exact then a descent property holds on all iterations for both 
Fletcper-Reeves and Polak-Ribiere methods and therefore it is 
obvious that it also· holds for the proposed hybrid method. Let 
us now assume that f(x) is twice continuously differentiable, 
that the level set (3.1.10) is bounded and that an exact line 
search is performed at each iteration of the algorithm using 
formula (4.2.4) .• We ask whether these conditions are sufficient 
to provide the limit (3.2.3) for. the proposed hybrid method. 
Theorem 4.2.1: 
If f(x) is twice continuously differentiable, if the level 
set (3.1.10) is bounded and if an exact line search is performed 
at each iteration, then the limit (3.2.3) is achieved by Hybrid 1. 
Proof: 
The method of proof is the same as that given by Powell (1983) 
for the global convergence of the Fletcher-Reeves method. 
It is well known that the limit (3.2.3) is obtained if the 
directional derivatives 
'. (4.2.5) 
are bounded away from zero. Specifically, by letting all vector 
norms be Euclidean, and by letting n be an upper bound on the 
induced matrix norms (11'1 2 f(x) 11, for x in the level set (3.1.10)}, 
we obtain the relation: 
for any x in the level set (3.1.10). (k+1) . Because x 1S in the 
level set (3.1.10) (descent property), relation (4.2.6) is also 
(k+1 ) true when we replace x by x Therefore 
But (k) (k) (k) -x =(t s 
where a(k) is such that (3.1.3) is satisfied. It follows that: 
f (x (k+1» ~ Min [f (x (k» 
a 
(k) T (k) 1" 211 (k) 112J + as g + 2" as. 
The minimum value of the right hand side of ·(4.2.8) with respect 
to a is obtained when 
a = a 
(k) 
By substituting (4.2.9) into (4.2.8) and after some simple 
arithmetic considerations we get 
f (x (k+1) ) ~ «k) (k) 2 11 g (k) 112 
" f x ) - d 20 
(4.2.6) 
(4.2.7) 
(4.2.8) 
(4.2.9) 
(4.2.10) 
2 
Thus, because f (x) is bounded below Lk d (k) 11 g (k) f is a convergent 
series. Hence condition (3.2 .• 3) fails only if 
/; 
Lk d(k) 
is convergent (Zoutendijk (1970». 
(4.2.11) 
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h h d f h d f · .. . f (k) d 1· On the ot er an, rom tee LnL tLon (j s an exac t Lne 
search, we deduce the equation 
Since every beta calculated by Hybrid is less than or equal to 
Further we recall that 11 g (k) 11 is. bounded above because x (k) is in 
the level set (3.1.10). Therefore if (3.2.3) is not true then: 
Ils(k)11 2 'kc (4.2.13) 
. . . d f· .. f (k-1) where c LS a posLtLve constant. From the e LnLtLon 0 a . 
and s(k) it follows that d(k) = -11 g(k)1I/IIs(k)11 and therefore the 
sum (4.2.11) 
(4.2.14) 
would be divergent, which would contradict the fact that 
2 
'k d(k) 11 g(k) 112 L· s . L convergent establLshed above. Since this 
contradiction arises from the assumption that ·(3.2.3) is not true 
then the limit (3.2.3) must be achieved and hence Hybrid 1 using 
a (k) to satisfy (4.2.4) is globally convergent when exact line 
searches are performed. 
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2.2.2 Inexact Line Search. 
--------------------------
In what follows, Hybrid 1 is shown to have the descent property 
and to be globally convergent when an inexact line search is 
performed. The methods of proof. to be followed here are the same 
as those given by Al-Baali (1985). 
Theorem 4.2.2: 
If (k) an " is calculated which satisfies (3.1.4) with 
cr E 1 (0, 2" 1 for all k such that g(k) ~ 0, then the descent property 
(3.1.6) for Hybrid I, holds for all such k. 
Proof: 
The method of proof is to show by induction that the inequalities: 
k-l ~ - 2 + L cr j 
j=O 
(4.2.15) 
hold for all k such that g(k) ~ O. It will then follow inductively 
that the descent property (3.1.6) holds· for all such k. 
For k = I, (4.2.15) is clearly satisfied. Now assume that 
(4.2.15) is true for any k ~ 1. Since 
k-l 
L j=O L j=O (4.2.16) 
it is clear that the right hand side of (4.2.15) is negative for 
any cr in (0, ± 1 and hence the descent property (3.1.6) is satisfied 
on iteration k. It follows from the definition of s(k+l) (3.1.7) 
that: 
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(k+ 1) T (k+ 1) 
g s 
= - 1 + 
If a(k) takes the value (3.1.8), the proof is given by Al-Baali 
(1985). We shall then concentrate here on the case whe?e a(k) 
takes the value (3.1.9) •. In this case (4.2.17) becomes: 
= -
(4.2.17) 
. . (k) h . f' Slnce we are uSlng a t at satls les (3.1.9), by definition of 
. (k+1) T (k) the algorlthm we have 0 ~ g g ~ \Ig (k+1)1!2. It then follows 
that: 
(k+1) T (k) 
1 - g g 
11 g(k+1) f o ~ a = ~ 1 (4.2.18) 
Therefore: 
(4.2.19) 
with 0 ~ a ~ 1. Using (3.1.4), (3.1.6) and (4.2.19) we get: 
- 1 ~ - 1 
(4.2.20) 
Then using the induction hypothesis (4.2.15), the fact that 
o ~ a ~ 1 and (4.2.20) 
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= -
k-1 
1 - (J L (Jj , - 1 
j=O 
k-1 
, - 1 + a(J L (Jj , - 1 + (J j=O 
k (Jj (k+1) T (k+1) Q - L ,( g s j=O ' 11 g (k+1) f 
k-1 (Jj k (Jj L = - 2 + L j=O j=O 
k (Jj 
, - 2 + L j=O 
which is (4.2.15) with k replaced by k+1. Thus the induction is 
complete. 
A consequence of this descent property is the following global 
convergent result. 
Theorem 4.2.3: 
If the set (3.1.10) is bounded, if f(x) is twice continuously 
differentiable, and if a(k) is any value satisfying .(3.1.4) and 
(3.1.5) with p < (J < i ' then equation (3.2.3) holds for Hybrid 1. 
Proof: 
It is shown in Theorem 4.2.2 that the descent property (3.1.6) 
1 holds for (J E (0, 2" ], so from (3.1.4), (4.2.15) and (4.2.\~), it 
follows that: 
(4.2.21) 
Then from the definition of s(k) we have: 
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-'. 
Using (4.2.21) we obtain: 
Since (k-1) 11 g~k)ll~ S.:. it follows that: 
, 11 g k-l 112 
and it follows by induction that 
11 s (k) f ~ [:~~) h (k) 114 .111 g (,q,) r2 (4.2.22) 
Now, if (3.2.3) is not true, then there exists a constant e say, 
such that 
for all k • (4.2.23) 
But g(k) is also bounded above in the level set (3.1.10) and so 
from (4.2.22) we have: 
11 s(k) 112 < cl k (4.2.24) 
where cl is a positive constant. From (4.2.15) and (4.2.16), it 
follows that: 
(k) ~ [1-20') 11 g (k) 11 cos(e ) r. 
- 1-0' 11 s (k) 11 
(4.2.25) 
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where 
cos (a (k» = _ g (k) T s (k) / (11 g (k) 11 • 11 s (k) 11 ) 
and a(k) is the angle between s(k) and the steepest descent 
direction - g(k) Because 0 < t ' from (4.2.24) and (4.2.25) we 
obtain: 
(4.2.26) 
(4.2.27) 
where c2 is a positive constant. Hence the series Lk cos
2 
a(k) 
diverges. However it is possible to contradict this result using 
the line search conditions. If n is an upper bound on 11 '12 f (x) 11 , 
where x is any point in the level set (3.1.10), then we have: 
Thus by using (3.1.4) we obtain: 
(k) , _ I-a 
et ~ n 
which can be substituted into (3.1.5), and by using (3.1.6) and 
(4.2.26) it follows that: 
where c3 = p(l-d)/ n > O. Thus since f(x) is bounded in the level 
~ 11 (k) 112 2 (k) . set (3.1.10), Lk g cos (a ) LS convergent. And because 
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11 g(k) 11 is bounded below, this contradicts (4.2.27). Since this 
contradiction arises from (4.2.23), it follows that (4.2.23) is 
false and therefore (3.2.3) is true. 
2.3 Computational Performance of Hybrid 1. 
This globally convergent hybrid algorithm was tested on 
several test problems, namely the extended Rosenbrock, Wood, Miele 
& Cantrell, Powell, Dixon, Beale and Engwall's test problems. 
each of which were considered with 26 different numbers of 
variables resulting in a total of 182 cases •. These test problems 
are described in the final Chapter entitled "Discussion and 
Conclusions". The program used for testing the method is the 
N.A.G. routine E~4DBF, in which the computation of the update S(k) 
was modified to compute S(k) as defined in (4.2.4). The results 
obtained by Hybrid 1 on each individual case are given in Appendix 
2, Tables (2.6.i) for i = 1.2 ••••• 7 whereas the overall results 
with the comparison of the figures obtained by. Hybrid 1 against 
those obtained by both the Fletcher-Reeves and Polak-Ribiere methods 
are given. in Appendix 3, Table (3.6). The individual results 
reported in Appendix 2 show that in many cases Hybrid 1 was a 
significant improvement on both straight-forward Fletcher-Reev·es 
and Polak-Ribiere algorithms. for instance on the 40. 180. 200, 
480. 500 variable Wood test problems. the 4, 100. 280 variable 
Miele & Cantrell test functions, the 4, 20. 260. 340. 420. 480 
variable Powell test functions and 40. 80. 120. 140. 200. 320, 
440, 480 and 500 variable Dixon test functions. There have also 
been cases however, where both the Fletcher-Reeves and the Polak-
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Ribiere algorithms performed much better than Hybrid 1. For 
instance on the 60, 160, 260, 360, 460 variable Rosenbrock test 
functions and the 180, 220, 240, 260, 280, 300, 320 variable 
Beale test functions. As we can see in Table (2.6.1) of Appendix 
2, this inefficiency occurred especially when Hybrid 1 was tested 
on the extended Rosenbrock and Bea~test problems; 
In the following remark, we attempt to explain some of the 
reasons for this inefficiency and we also explain how the features 
that cause it, are likely to occur when Hybrid 1 is tested on 
problems such as the two-variable Rosenbrock test function. 
Remark 2: 
h h kth. . f h' . Suppose t at at t e 1terat1on we ace t e s1tuat1on 
sketched in Figure 4.2.1 below. Explicitly, we have e(k-l)(F.R) 
d (k-l)(p R) b h .. d (k-l)(·· ) . an e • ot pos1t1ve an e P.R 1S greater than 
e(k-l)(F.R). In this case (4.2.3) is obviously not satisfied and 
therefore by definition of e(k-l) in (4.2.4), Hybrid 1 will choose 
to use e(k-l)(F.R) instead of e(k-l)(P.R). However, as can be 
seen in Figure 4.2.1, searching along s(k)(P.R) obtained by using 
e(k-l)(P.R) would lead to a better approximation x(k+l) than the 
approximation expected to be obtained by Hybrid 1 which searches 
along s (k) (F .R) obtained by using e (k-1) (F .R) • Therefore, Hybrid 
could prove to be quite inefficient if this situation occurs 
frequently. 
Figure 4.2.2 shows the contours of the two-variable Rosenbrock 
test function. We can see that when the solution path is descending 
the valley away from the origin (0, 0) towards the optimal solution 
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/ 
/ / 
\ 
Figure 4.2.1 A situation where the Polak-Ribiere 
direction of search leads to a better approximation 
to the minimum than the Fletcher-Reeves direction of 
search. Because S(k-l)(F.R) is less than S(k-l) (P.R), 
by definition (4.2.4) Hybrid 1 chooses to use the 
Fletcher-Reeves direction. This shows a possible 
inefficiency of Hybrid 1 and indicates how to improve. 
it, as will be. seen. in Section 3 below. 
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Figure 4.2.2 : Contours of the 2-variable Rosenbrock's 
test function. The situation shown in Figure 4.2.1 
is very likely to occur as shown here. 
(I, I), the situation shown in Figure 4.2.1 is most likely to 
occur on every iteration thereafter whenever~(p.R) > ~(F.R). 
This is perhaps the reason for which Hybrid 1 performed quite 
poorly on the extended Rosenbrock's test problems. 
3. AN .IMPROVED HYBRID ALGORITHM: HYBRID 2. 
To improve the situation described above, one could think of 
allowing certain values of S(P.R), that do not satisfy (4.2.3), 
to be used as long as the angle between the negative gradient 
(k) d h h d· . (k). 1 11 
-g an t e current searc 1rect1on s 1S not too c ose to 2 
Shanno (1985) gives an angle test to determine when conjugate 
gradient algorithms· should be restarted with a steepest descent 
direction. His procedure is of interest to what will follow and 
is therefore briefly described below. 
His argument is based on the fact that if a series Lk t(k) is 
divergent then for any T > 0, the series T Lk t (k) is also divergent. 
Using the fact that the F1etcher-Reeves algorithm is globally 
convergent when exact line searches are performed we have: 
Lk ---..;.~---
11 g (k) f L Ilg (R,) r2 
R,=1 
is a divergent series. It is immediately obvious that if 
Lk cos 2 (e(k» is divergent, then for any T > 0, T Lk cos 2 (e(k» 
is divergent. Thus for any T > 0, we define y(k) by: 
T 
= ---,---::---I 11 g (R,) r2 
R,=1 
11 g(k) f 
(4.3.1) 
(4.3.2) 
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Shanno's proposed algorithm is then to calculate a trial 
direction g(k) by any desired conjugate gradient formula, then 
calculate 
cos2(e(k» [g(k) T ; (k») 2 / (11g (k) f .lls (k) 112) 
The final search vector s(k) is chosen by: 
• { ; (kl if 
2 '(k) (k)2 
cos (e ) ~ y 
(k) 
s 
(k)2 (k) if 2 '(k) -g cos (e ) < y 
(k) d (k) This test ensures that the angle between -g an s is small 
. ~ 
enough to be bounded away from 2 
A possible hybrid algorithm would be to use this test for 
every e(p.R) that is greater than e(F.R). 
2 
e(p.R) is then used 
.f 2(e(k», (k) 1 cos ~ Y and ~(F.R) is used instead otherwise. 
other words one could use the following algorithm to compute 
e(k-l) in (3.1.7) at each iteration k. 
In 
(4.3.3) 
(4.3.4) 
Step 1: if e(k-l)(P.R) < 0 then e(k-l) = e(k-l)(F.R), return. 
Step 2: 
Otherwise go to step 2. 
(k-l) if (4.2.3) holds then e 
Otherwise go to step 3. 
(k-l) 
e (P.R), return. 
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Step 3: if cos2(a(k)(p.R~~ y(k)2 then e(k-l) = e(k-l)(P.R), return. 
. (k-l)' (k-l) Otherw1se e = e (F.R), return. 
(4.3.5) 
This hybrid algorithm (Angle Test Hybrid) was tested on the 
same test functions used to test Hybrid 1 and showed a considerable 
improvement on Fletcher-Reeves, Polak-Ribiere and Hybrid 1 
algorithms. Three different values of T were tried, namely 
T = 0.1, , = 0.01 and T = 0.001 and the second value provided 
better results especially for high dimensional cases. The great 
improvement of the Angle Test Hybrid over Hybrid 1 on the Rosenbrock 
test problem confirms the fact that the situation described in 
Remark 2 did cause some inefficiency of Hybrid 1 and that this test 
does indeed help to avoid it. The individual results for this 
hybrid algorithm are given in Tables· (2.i.j) for i = 8,9 and 10 
and j = 1,2,3 •••• ,7 Appendix 2, whereas the overall results 
together with the comparison of the figures obtained by the Angle 
Test Hybrids for different values of T against those obtained by 
the straight-forward Fletcher-Reeves and Polak-Ribiere methods are 
given in Appendix 3. Tables (3.8), (3.9) and (3.10). 
When exact line searches are performed at each iteration, the 
hybrid algorithm using (4.3.5) to compute the update S, is shown 
in subsection 3.2.1 below to have a descent property and to be 
globally convergent. However,. when .inexact line searches are used 
throughout the algorithm, the angle test used in Step·3 of (4.3.5) 
does not seem to ensure a descent property to hold with which it 
would be possible to prove global convergence. As it will become 
clear in the proof of the descent property in subsection 3.2.2 to 
follow, we find that by imposing the additional condition in 
Step 3 of (4.3.5) that: 
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( ) 11 g (k) 112 13 k-l (P.R) < _1. .. 
2a 11 g(k-1) 112 (4.3.6) 
we ensure a descent property to hold and hence the limit (3.2.3) 
is achieved. where a is the factor in the line search. Condition 
(4.3.6) is not needed when exact line searches are used for the 
simple reason that it is always satisfied. (When exact line 
searches are used then a = 0 and (4.3.6) becomes 13(k-1)(P.R) < ~ 
which is true since g(k) is bounded above in the level set (3.1.10)). 
3.1 Definition of the New Hybrid Algorithm: Hybrid 2. 
We suggest the use of a new Hybrid Conjugate Gradient Method 
( b ·d 2) h h d D (k-1) h . . k· d Hy r1 were t e up ate ~ at eac ·1terat10n 1S compute 
by the following algorithm: 
Step 1: 
If not go to step 2. 
Step 2: if (4.2.3) is true then ll(k-1) = 13(k-1)(P.R). return. 
If not go to step 3. 
Step 3: 
(k-1) (k-1) 
then Il = Il (P.R). return. 
. (k-1) (k-1) Otherw1se Il = Il (F.R). return. 
(4.3.7) 
This conjugate gradient method Hybrid 2. using algorithm 
(4.3.7) to compute ll(k-1) in (3.1.7) produces a sequence of updates 
{e(~). ~ = 1.2 •••• } whose elements Il(~) fall into two categories: 
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Category 1: 
Category 2: 
= 11 g (1.+1) 112 
11 g et) f (4.3.8) 
= 11 g (g,+1) 112 
11 g (g,) 112 (4.3.9) 
with 
(4.3.10) 
and (4.3.6) holds when inexact line searches are used. 
This hybrid. algorithm Hybrid 2 needs the storage of an extra 
vector compared with straight-forward Fletcher-Reeves or Polak-
Ribiere algorithlll,.This is to -store the trial direction of search 
2 (k) . 
vector to compute cos (e ) 1n Step 3 of (4.3.7). As for computer 
time used for the extra 
cos2(e(k» and y(k)2 at 
operations we only need to compute 
iterations where a beta from category 2 
needs to be tested for use. 
Conditions (4.3.6) and (4.3.10) seem-intuitively to say the 
same thing and should therefore be equivalent but it has not been 
possible to prove this. Satisfying condition (4.3.10) is saying 
that the angle e(k) between the negative gradient _g(k) and the 
current search direction s(k) is bounded away from orthogonality, 
~., i.e., 
where r(k) is some angle such that r(k) < ~ • Then: 
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6 (k) ~ r(k) '* e (k-1) s (k-1) ~ B(k) 
.. e(k-1) ~ C(k) 
where B(k) and C(k) are quantities depending on g(k) and hence 
on k. It would be useful to prove the equivalence of these two 
conditions for some suitable values of a and T or at least to 
prove that (4.3.6) implies (4.3.10) because then one can use only 
condition (4.3.6) with no extra storage or extra computation. 
An algorithm using (4.3.7) with only condition (4.3.6) in Step 3 
was used on the same test functions. The results for this hybrid 
algorithm (Beta Test Hybrid) are discussed in the final Chapter 
"Discussion and Conclusions" and are given in Appendices 2 and 3. 
Tables (2.11.i) i = 1.2.3 •••• 7 and Table(3.11). 
3.2 Descent Property and Global Convergence of Hybrid 2. 
~~£~! __ ~!~£!_~!~~_~~~E£~~~· 
(a) Descent property: 
This follows from the fact that a descent property holds on 
all iterations for both Fletcher-Reeves and Polak-Ribiere methods 
when the line search is exact. which has already been shown (3.2.2). 
(b) Global convergence: 
Since exact line searches are performed condition (4.3.6) is 
always satisfied and need not be used. Therefore algorithm (4.3.5) 
to compute the update e at each iteration is used instead of 
algorithm (4.3.7). 
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Referring to Theorem 4.2.1, where it was shown that Hybrid 
was globally convergent when exact line searches are performed, 
all we need, to. show that Hybrid 2 is globally convergent when 
exact line searches are performed, is to establish a similar 
inequality to (4.2.12). The following theorem gives this inequality. 
Theorem 4.3.1: 
If an exact line search is performed at each iteration and 
if 6(k) is computed from algorithm (4.3.5) at each iteration and 
if T is such that 0 < T ~ 1, then the inequality: 
11 s (k) 112 
holds for all k. 
Proof: 
We prove this theorem by induction. 
For k = 1 we have: 
= -
Now suppose that at iteration (k-l) we have: 
At iteration k, Hybrid 2 could either use a beta from category 1 
or a beta from category 2. 
(4.3.11) 
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If a(k-1) is calculated from category 1. then 
Therefore: 
Because 0 < T , 1 we then have: 
( ) // g (k) //2 1/ s k 1/ 2 , .. k-1 + .!. I/g (k) 1/ 4 I 1/ g (R,) 1/-2 
T R,=1 T 
k I I/g (R,) r2 
R,=1 
If a(k-1) is calculated from. category 2, then by definition 
of Hybrid 2 we have: 
T 
k 
L 1/ g (R,) r2 
R,=1 
k I 1/ gW r2 
R,=1 
Therefore no matter what beta is used at any stage of the algorithm 
Hybrid 2, inequality (4.3.11) holds for every k. The global 
convergence proof follows in the same manner as that following 
inequality (4.2.11). 
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(a) Descent property: 
When inexact line searches are performed with Hybrid 2, 
algorithm (4.3.7) is used to compute beta. So, every time a beta 
is chosen from category 2, we have: 
fl (k-1) 
and we also have: 
11 g (k) f .. _ ",-g_(k_)"T ~g,-(k,,-_I_) > 0 
11 g(k-I) f 11 g(k) 112 
Therefore we have the relation: 
Theorem 4.3.2: 
< 1 - 20 
20 
The descent property (3.1.6) holds at every iteration of 
Hybrid 2 when an inexact line search satisfying (3.1.4) with 
o < i is performed. 
Proof: 
The method of proof is to show by induction that the 
inequalities: 
(4.3.12) 
(4.3.13) 
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- 1 - 20 - c(k) ~ - 1 + 20 + c(k) (4.3.14) 
hold for all k such that g(k) # 0, where 
o ~ c(k) < 1 - 20 
It will then follow inductively that the descent property (3.1.6) 
holds. 
For k = 1 we have 
- 1 - 20 - c(k) ~ - 1 ~ - 1 + 20 + c(k) 
holds for any value of c(k) such that 0 ~ c(k) < 1 - 20 This 
shows that (4.3.14) is satisfied for k = 1. Now assume that 
(4.3.14) is true for any k~ 1. Since 0 ~ c(k) < 1 - 20, it is 
clear that the right hand side of (4.3.14) is negative for any 
1 
o < '2 and hence the descent property (3.1.6) is satisfied on 
iteration k. From the definition of s(k+l) (3.1.7) it follows 
that: 
(k+1)T (k+1) 
S?g....."--,,..,-.;;s___ = _ 
11 g(k+l) f 
T 
(k) (k+l) (k) 1 + a g s 
11 g (k+1) f (4.3.15) 
a(k) could either be computed from Category 1 or from Category 2. 
We shall consider each case separately showing that for both cases 
(4.3.14) holds. 
a(k) from Category 1: 
If a(k) is computed from Category I, then we have: 
o ~ a (k) ( (4.3.16) 
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Using (3.1.4) we get: 
(k) T (k) 
g s 
11 g (k+1) f 
Then substituting (4.3.16) into (4.3.17) and using the induction 
• T 
assumption that g(k) s(k) < 0, we get: 
(k+1) T (k+l) (k) T (k) 
.2g_r.-:....-s"-o-__ ~ -1 - 0 g s 
11 g (k+l) 112 ' 11 g (k) 112 
Using the induction assumption again that 
with 
we get 
(k) T (k) 
g s 
11 g (k) f ~ - 1 - 20 - c(k) 
o ~ c(k) < 1 - 20 
(k) T (k) 
g s 
11 g (k) 112 
~ - 2 . 
Substituting (4.3.19) into (4.3.18), we get: 
(k+l) T (k+l) 
g s 
'&1-1 g"7(k;--+:-:-I"'"') "'112-- ~ - 1 + 20 • 
Therefore for any c(k+l) such that 0 ~ c(k+l) < 1 - 20 we have 
(k+l) T (k+l) 
.2
g
_r....,..,.'<""s....,.... __ ~ - 1 + 20 + c (k + 1) 
11 g (k+1) f 
On the other hand, substituting (3.1.4) into (4.3.15) also gives 
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(4.3.17) 
(4.3.18) 
(4.3.19) 
(4.3.20) 
'-
(4.3.21) 
Then substituting (4.3.16) into (4.3.21) and using the induction 
(k) T (k) 
assumption that g s < 0, we get: 
Using the induction assumption again that 
~ - 2 (see (4.3.19) 
and substituting (4.3.19) into (4.3.22), we get: 
(k+1) T (k+1) 
.<2.
g
---,..:7"",,s,,--_ ~ - 1 - 20 • 
Ilg(k+1)f 
Therefore for any c(k+1) such that 0 ~ c(k+1) < 1 - 20, we have: 
(k+1) T (k+1) 
!lg,-",:-;-;~s::.o__ ~ - 1 - 20 - c (k + 1) 
11 g(k+1) f 
Finally combining (4.3.20) and (4.3.23) we have: 
- 1 - 20 - c(k+1) 
with 0 , c(k+1) < 1 - 20 
which is (4.3.14) where k is replaced by k+1. 
(4.3.22) 
(4.3.23) 
(4.3.24) 
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a(k) from Category 2: 
If a(k) is computed from Category 2, . then (4.3.13) holds. 
So substituting (3.1.4) into (4.3.15) we have: 
Since a(k) is from Category 2 then 
By substituting this into (4.3.25), we get: 
= -
Then using (4.3.19) and the left-hand side of (4.3.13), we get: 
(k+1) T (k+1) 
.2.g---,,,--.,..,..::s:.,,....._ ~ _ 1 
II g (k+1) 112 
(k+1) T (k) 
+ 20 - 20 g g 
II g(k+1) f 
But we. have from (4.3.12) that: 
(k+1) T (k) 
- g g 
II g (k+1) 112 
1 2 (k+1) T (k) 
< - 0 .. _ 20 g g 
2cr II g(k+1) f 
we then let 
c(k+1) 
(k+1) T (k) 
= - 2cr g g 
Ilg(k+1)f 
< 1 - 2cr 
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(4.3.25) 
(4.3.26) 
and we have: 
(4.3.27) 
with 0 ~ c(k+1) < 1 - 2a • 
On the other hand, by substituting (3.1.4) into (4.3.15) we also 
get: 
T 
(k) (k) (k) + aa g s 
11 g(k+l)11 2 (4.3.28) 
b . . a (k) Then by su st1tut1ng ~ a(p.R) into (4.3.28) we get: 
= - 1+<11- g g g s [ 
(k+1) T (k)j (k) T (k) 
. 11 g(k+l) f 11 g(k) 112 
Then using (4.3.19) and the left-hand side of (4.3.13) againwe 
get: 
(k+l) T (k+l) 
2g_~~s~_ ;?: _ 1 
11 g (k+l) 112 
(k+l) T (k) 
g g 
- 2a + 2a (k 1) 2 
11 g + 11 
And again if we let 
we get: 
c(k+1) 
(k+1) T (k) 
= - 2<1 g g 
11 g (k+1) f 
(k+1) T (k+1) 
2g_~~s~_ ;?: _ 1 - 2a - c(k+1) 
h(k+1) f (4.3.29) 
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with 0 ~ c(k+1) < 1- 20 
Combining (4.3.27) and (4.3.29) we get: 
- 1 - 20 - c(k+1) ~ 
(k+1 ) T (k+1) 
g s " _ 1 + 20 + c (k+1) 
11 g(k+1) 112 ' 
(4.3.30) 
with 0 ~ c(k+1) < 1 - 20 
which is (4.3.14) with k replaced by k+1. 
Therefore no matter what category beta is calculated from 
we have: 
(k+1) T (k+1) 
- 1 - 20 - c(k+1) ~ ""g_;-:-..,..,..;s:.,,-__ .~ - 1 + 20 + c(k+1) 
11 g (k+1) 112 
with 0 ~ c(k+1) < 1- 20 • 
The induction is thus completed showing that the descent 
property (3.1.6) holds on every iteration of Hybrid 2 when inexact 
line searches are performed. 
(b) Global convergence: 
We now proceed to show that Hybrid 2, using algorithm (4.3.7) 
(k-1) to compute the update S at each iteration k, is globally 
convergent when an inexact line search satisfying (3.1 •. 4) with 
1 o < 2 is performed at each iteration. This is done by showing 
that: 
holds. Before proving that (4.3.31) holds we need to. establish 
an inequality similar to (4.2.22) for lis (k) f k = 1,2, •••• 
I 
The following Lemma gives this inequality. 
(4.3.31) 
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Lemma 4.3.1: 
If an inexact line search satisfying (3.1.4) with a < ± is 
d h . . k . f ,,(k-1) . d f . 1 . h performe at eac ~terat~on ,~~ ~s compute rom a gor~t m 
2 
(4.3.7) at each iteration k and if T in y(k) is such that 
o < T ~ 1, then the inequality: 
(4.3.32) 
holds at each iteration k. 
Proof: 
We prove this Lemma by induction. For k = 1 inequality 
(4.3.32) is obviously true. We now assume that it holds for any 
k ~ 1 and we shall show that it then holds for k+1. 
On iteration k+1, f>(k) could either be computed from Category 1 
of from Category 2. We shall show that in both cases (4.3.32) holds 
when k is replaced by k+1. 
f>(k) from Category 1: 
From the definition. of s(k+1) in (3.1.7) 'we have: 
II s (k+1) If 
Using (3.1.4) we obtain: 
Then using (4.3.19), (4.3.8) and the induction assumption (4.3.32) 
we get: 
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= Ilg(k+1) 114 [(.1. 1 4 ~ 11 (R.) II-zl +4°)llg(k+1)f+TR.~1 g J 
1 4 Because cr < 2 then 1 + 40 < 3 and because 0 < T , 1 then T ) 4 
4 Therefore - > 1 + 40 and so we have: 
T 
which is (4.3.3Z) with k replaced by k+l. 
~(k) from Category Z: 
Since a(k) is from Category Z then (4.3.10) holds. We then 
have: 
But 
(k+1)T (k+1))Z g s 
Therefore we have: 
(g(k+1)T s(k+1))Z 
11 g (k+l) f. 11 s (k+l) II Z T ~ k+l 11 g (k+l) f L 11 g (R,) rZ 
(4.3.33) 
R.=1 
Using Theorem4.3.Z, we have: 
'-
(k+l) T (k+1) 
§g_r.--""-'-:s~ __ ~ - 1 - 2cr - c (k + 1) > - 2 
11 g (k+1) 112 
substituting (4.3.34) into (4.3.33) we obtain: 
411 g(k+1) 112 
11 s (k+1) f T ~ k+l Ilg(k+l)f L 11 g(R.)r2 
R.=1 
grom which we finally obtain: 
, 
which is (4.3.32) with k replaced by k+l. So no matter what 
(k) 
category the update a is computed, from, inequality (4.3.32) 
holds for all iterations of Hybrid 2. 
(4.3.34) 
A consequence of this Lemma is the following global convergence 
result. 
Theorem 4.3.3: 
If the set (3.1.10) is bounded, if f(x) is twice continuously 
differentiable, and if a(k) is any value satisfying (3.1.4) and 
(3.1.5) with p < cr < ± ' then equation (3.2.3) holds for Hybrid 2. 
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Proof: 
We prove this theorem by contradiction. Suppose that (3.2.3) 
is not true, then there exists a positive. constant, e say, such 
that: 
for all k (4.3.35) 
But g (k) is bounded above in the level set (3.1. 1 0) • Hence from 
(4.3.32) in Len~a 4.3.1, we have: 
(4.3.36) 
where Cl is a positive constant. 
using the descent property of Theorem 4.3.2 we have: 
, - 1 + 20 + c(k) (4.3.37) 
But we know that for all k we have 0 < c(k) < 1 - 20. Therefore 
there exists a positive constant p such that: 
o < c(k) ~ p < 1 - 20 
It then follows that (4.3.37) still holds when c(k) is replaced 
by )J, 1. e. 
~ - 1 + 20 + ~ < 0 (4.3.39) 
(4.3.40) 
Therefore if S(k) is computed from either category we have 
(4.3.41) 
where 2 'i-=(-1+2a+~) >0 
From (4.3.36) and (4.3.41) it follows that: 
where c3 is a positive constant. 
diverges. However it is possible to contradict this result using 
the line search conditions. If n is an upper bound on ~ "/ f (x) ~, 
where x is any point in the level set (3.1.10), then we have: 
Thus by using (3.1.4) we obtain: 
a 
(k) 
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which can be substituted in (3.1.5), and by using (3.1.6) and 
d . .. f 2 (6 (k» . f 1 the ef1n1t10n 0 cos , 1t 0 lows that: 
where c 4 = p(I-o)/fl > O. 
Thus since f(x) is bounded, Lk 11 g(k) 112 cos2 (6(k» is convergent 
and because Ilg(k)11 is also bounded below this contradicts (4.3.42). 
Since this contradiction arises from (4.3.35), it follows that 
(4.3.35) is false and ·therefore (3.2.3) is true, and the global 
convergence of Hybrid 2 is established. 
3.3 Computational Performance of Hybrid 2. 
Here also, the N.A.G. rou):ine E\l4DBF, in which ):he computadon 
of the update 6(k) was modified to compu):e 6(k) as defined in 
(4.3.7), was used to ):es): Hybrid 2 on .the same tes): problems on 
which Hybrid 1 and all the other algorithms studied herein were 
tested. Three different values of T, namely T = 10-4 , T = 10-6 
and T = 10-8 , were tried in an attempt. to find the best possible 
value for this scalar. The choice of these three values came 
from the fact that it was .noted that the computational efficiency 
-4 
of the method deteriorated as T got larger than 10 The results 
obtained for each individual case and for each value of Tare 
given in Appendix. 2, Tables (2.i.j) for i = 12, 13 and 14 and 
j = 1,2,3, ••• ,7, whereas the overall results together with the 
figures obtained by Hybrid 2 for each of the three values of T 
mentioned above compared against the figures obtained by both 
141 
the Fletcher-Reeves and the Polak-Ribi~re methods are given in 
Appendix 3, Tables (3.12), (3.13) and (3.14). It can be seen 
from these tables that in terms of smallest total for the index 
of computational labour (denoted NC), Hybrid 2 seems to provide 
better results as T decreases although the difference between 
-4 -6 . ~ 
T = 10 and T = 10 was very small. The value T = 10 however, 
provides the best results compared to all the methods described 
so far herein. The percentages of improvement achieved by Hybrid 
2 with T = 10-8 over the methods of Fletcher-Reeves and Polak-
Ribiere were as follows: 
48% improvement in terms of NC and 38% improvement in terms 
of CPU time needed to solve all problems considered over the 
method of Fletcher-Reeves and, 
8% improvement in terms of NC and 7% improvement in terms of 
CPU time needed to solve all problems considered, over the method 
of Polak-Ribiere. 
A more detailed discussion of the results obtained by the 
three values of T is·given in the final Chapter "Discussion and 
Conclusions". 
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Chapter 5 
l'lore Eff1c1ent Hybrid ConJ ugate 
Grad1ent Techn1QUeS 
1. INTRODUCTION. 
Whereas Hybrid 1 had the drawback of being too restrictive 
in choosing to use the Polak-Ribiere update according to its 
switching criterion from one update to the other, which resulted 
in an eventual computational inefficiency of the algorithm, 
Hybrid 2 on the other hand, suffers the drawback of the need to 
store an extra n-dimensional vector for the trial direction of 
,(k) h . • d search s at eac 1terat10n an the need for some extra 
computations that resulted in slightly higher CPU time at each 
iteration. The purpose of this chapter is to. try to overcome 
these difficulties encountered with these two hybrid algorithms, 
in an attempt to produce an even more efficient hybrid conjugate 
gradient method that not only out-performs the existing conjugate 
gradient methods but also out-performs Quasi-Newton methods that 
are currently the most efficient methods for solving medium size 
unconstrained optimization problems. 
It can be seen from the results obtained for the Beta Test 
Hybrid method that is described in Chapter 4, that this method 
is the only one out of the Hybrids discussed so far that did not 
use any extra CPU time to achieve its improvement over the methods 
of Fletcher-Reevesand Polak-Ribiere. Moreover, the Beta Test 
Hybrid method was as efficient as the Angle Test Hybrid method 
and was only slightly less efficient than Hybrid 2. However, 
• 
condition (4.3.6), used as a switching criterion for the Beta 
Test Hybrid algorithm, cannot be used directly to ensure the 
method achieves the limit (3.2.3) when exact line searches are 
performed and to ensure a descent property holds on all iterations 
with which it would be possible to prove global convergence of 
the algorithm when inexact line searches are performed. 
The idea to be developed in this chapter is to attempt to 
impose. some weak enough conditions not to destroy the desirable 
features of computational efficiency and CPU time savings achieved 
by the Beta Test Hybrid method, in order to make a proof of global 
convergence possible and possibly to achieve a better computational 
efficiency for the resulting algorithm. A careful analysis aimed 
at seeking these conditions that are to be imposed, has led to 
the development of a very efficient hybrid algorithm that is not 
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only globally convergent in both cases when exact and inexact line 
searches are performed throughout the algorithm but is also 
computationally far more efficient than all the conjugate gradient methods 
described herein. In fact. this hybrid conjugate gradient algorithm 
is also computationally more efficient than Quasi-Newton algorithms 
on the problems tested. 
2. AN EFFICIENT HYBRID CONJUGATE GRADIENT ALGORITHM HYBRID 3. 
2.1 Construction of the Algorithm. 
As it was felt in. Chapter 4 that the switching criterion of 
Hybrid 1 (4.2.3) was too restrictive in choosing to use the 
Polak-Ribiere update, the switching criterion of the Beta Test 
-
' .. 
Hybrid algorithm (4.3.6) is perhaps too permissive in ibs choice 
of using the Polak-Ribiere update and may therefore allow the 
use of large values of the Polak-Ribiere update that would make 
the angle between the negative gradient and the search direction 
too close to ~/2, which is undesirable because such a situation 
would· provide a fairly small reduction in the function value. 
Therefore, as a first modification to the Beta Test Hybrid 
algorithm, we shall introduce a positive parameter fJ in (4.3.6) 
instead of a, such that fJ > a, in order to be. able to control the 
closeness of the angle in question to ~/2 by having more flexibility 
in choosing the best value of this parameter fJ, that leads to 
better computational resu1.ts. Thus, instead of using (4.3.6) as 
a switching criterion, we shall use the following condition: 
Ilg(k+l)f 
11 g(k) 112 . 
, fJ > a 
This modification should make the algorithm more efficient 
computationally for it uses the best of the values of the Polak-
(5.2.1) 
Ribiere updates. and replaces the larger ones by a Fletcher-Reeves 
update, that is in this case necessarily smaller, to bound the 
angle away from orthogonality. However, with condition (5.2.1) 
alone, a proof of global convergence of the algorithm still seems 
far from being easy to obtain if possible at all. We shall now 
seek some further conditions that will make a global convergence 
proof obtainable. 
Let us put ourselves in the situation where we wish to prove 
global convergence for the Beta Test Hybr·id algorithm described 
145 
in Chapter 4. with (4.3.6) replaced by (5.2.1) with exact line 
searches, and investigate what· the problem is that makes this 
proof not obtainable. Following the proofs given for Hybrid 1 
and Hybrid 2 we have: 
From the definition of s(k) and exact line search, we deduce 
the equation: 
If we also impose the condition that 0 < ~ < t then both the 
Fletcher-Reeves and the Polak-Ribiere updates satisfy: 
O ~ 0 (k-1) / 1 
" " " 2~ 
It then follows that: 
[Ig (k) 112 
[Ig (k-1) 112 
k 
L 
R.=1 
At this point we would like to establish an inequality 
similar to that of (4.2.22). The problem in (5.2.4) is that 
(5.2.2) 
(5.2.3) 
(5.2.4) 
the coefficient ( 
1 ) 2k 2~ is k dependent as opposed to the coefficient 
[:~) in (4.2.22) which is constant for all k. However, we note 
that one could control the decrease in 11 g (k) 112 by the decrease 
k 
of (2~) In other words. one could· impose the condition that 
11 g (k) 112 although not necessarily monotonically decreasing, should 
not exceed some prescribed multiple of (2~)k This is in fact a 
quite reasonable condition to impose because all it means is that 
the solution path generated by the algorithm should not move too 
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far away from the stationary point once a certain level of 
closeness is achieved by the current estimate, If at any iteration 
it is found that [[ g (k) [[2 is greater than (2jJ)k the algorithm 
should be restarted with a steepest descent direction to restore 
conjugacy that might have been lost as a consequence of this feature. 
The condition to be imposed .is then the following: 
for some A > 0. 
Consequently, we suggest the use of the following algorithm 
to compute e(k) in (3.1.7) at each iteration 
Step 1 If (5.2.5) holds go to Step 2. 
Otherwise a(k) = 0, return. 
(5.2.5) 
Step 2 If a(k)(p.R) < 0, then a(k) = (k) e (F.R), return. 
, 
Step 3 
Otherwise go to Step 3. 
If (5.2.1) holds, then a(k) = a(k)(p.R), 
Otherwisea(k) = a(k)(F.R), return. 
return. 
Note that we have missed out Step 2 of algorithm (4.3.7) because 
the set of numbers that satisfy (5.2.1) includes those that 
satisfy (4.2.3) and it is therefore not necessary to check whether 
(4.2.3) is satisfied. 1 This is so, of course, because jJ < 2 . 
The case jJ ~ t however, is covered in Hybrid 1, described in 
Chapter 4, which did not prove to be very efficient computationally. 
In what follows, we shall show that when this Hybrid algorithm 
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(5.2.6) 
Hybrid 3, is used to find the least value of a general twice 
continuously differentiable function f(x) with bounded level set 
(3.1.10), a descent property holds on all iterations and the 
limit (3.2.3) is achieved. Proofs are given for both cases when 
an exact line search and when an inexact line search satisfying 
(3.1.4) and (3.1.5) are used. 
2.2 Descent Property and Global Convergence of Hybrid 3. 
(a) Descent Property. 
This follows from the fact that a descent property holds on 
all iterations for both the Fletcher-Reeves and the Polak-Ribiere 
methods when the line search is exact, which has already been 
shown in (3.2.2) and from the fact that a steepest descent direction, 
by definition obviously satisfies the descent property (3.1.6). 
(b) Global Convergence. 
Let us now assume that f(x) is twice continuously differentiable, 
that the level set (3.1.10) is bounded and that an exact line search 
is performed at each iteration of the algorithm using (5.2.6) to 
. d Q (k) d h h h d· . . . compute 1ts up ate ~ an s ow t at t ese con 1t10ns are suff1c1ent 
to provide the limit (3.2.3) for Hybrid 3. 
Theorem 5.2.1: 
If f(x) is twice continuously differentiable, if the level 
set (3.1.10) is bounded and if a(k) satisfies (3.1.3) on all 
iterations, then the limit (3.2.3) is achieved by Hybrid 3. 
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Proof: 
The method of proof to be followed here is similar to that 
given by Powell (1983) for the global convergence of the Fletcher-
Reeves method. 
h d f · .. f (k) d . h d From tee lnltlon 0 s an exact Ilne searc , we de uce 
. 
the equation: 
therefore all betas computed from (5.2.6) satisfy: 
(5.2.7) 
It therefore follows that: 
11 s (k) f, [2~) 2k 11 g (k) 114 k L 
1=1 
(5.2.8) 
Note that condition (5.2.5) holds on all iterations where a restart 
has not been made and therefore for these iterations we have: 
k L IIgWr2 (5.2.9) 
£=1 
For those iterations where a restart has been made, we have: 
-" 11 s (k) 112 = 11 g (k) 112 (5.2.10) . 
Therefore, if (3.2.3) is not true, then' there exists a constant 
e, say, such that: 
'-
for all k 
and hence (5.2.9) gives: 
where c is a positive constant. From the definition of a(k-l) 
and s(k), it follows that the directional derivatives 
can be written: 
(5.2.11) 
(5.2.12) 
and because 11 g (k) 11 is also bounded above in the level set (3.1.10) 
we have: 
if (5.2.9) is true 
if (5.2.10) is true 
2 
which clearly implies that the series Lk d(k) is divergent. 
On the other hand, following Powell's proof for the global 
convergence of the Fletcher-Reeves method given in Chapter 3, 
Subsection 2.1, by letting n be an upper bound on the induced 
matrix norms {11'72 f (x) 11 ; x in the level set (3.1. 10)} , we 
obtain: 
(5.2.13) 
for any x in the level set (3.1.10), which after some considerations 
of rates of change of first derivatives gives the inequality: 
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The details of these considerations can be found in Subsection 
2.1 of Chapter 3. Thus, because f(x) is bounded.below in the 
level set (3.1.10), the series: 
• 
is convergent. But, because of (5.2.11), this contradicts the 
2 
fact that Lk d(k) is divergent established ·above. Because this 
contradiction arises from. the assumption that (5.2.11) is true, 
(5.2.14) 
(5.2.15) 
it therefore follows that (5.2,11) is false and the limit (3.2.3) 
must then be achieved. The proof is thus complete. 
~~~~~ __ !~~~f~~~_£~_!~~!~£~_~!~~_~~~E£~' 
In what follows, Hybrid'3 is shown to have a descent property 
and to be globally convergent when an inexact line search satisfying 
(3.1.4) and (3.1.5) is performed. The methods of proof to be 
followed here are similar to those given by the Al-Baali (1985) 
for the Fletcher-Reeves method which are reported in Subsection 
2.2 of Chapter 3. 
(a) Descent Property. 
Theorem 5.2.2: 
If an ex (k) is calculated that satisfies (3.1.4) with 
o E (0, i.) for all k such that g(k) F 0, then the descent property 
(3.1.6) holds for all such k when Hybrid 3 is used. 
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Proof: 
The method of proof is to show by induction that the 
inequalities: 
k-l 
- L 
j=O 
k-l 
, - 2 + L 
j=O 
(5.2.16) 
hold for all k such that g(k) .# O. It will then follow that the 
descent property (3.1.6) holds for all such k. 
(5.2.16) is clearly satisfied for k = 1. We now assume that 
it is true for any k ~ 1. Since p > a we have 0/2p < ± 
Therefore since 
< L 
j=O 
(5.2.17) 
it is clear that the right-hand side of (5.2.16) is negative 
and hence the descent property (3.1.6) is satisfied on iteration k. 
(k+1) It follows from the definition of s (3.1.7) that: 
(k+1) T (k) g s 
11 g (k+l) 112 (5.2.18) 
NOW, using (3.1.4) and (5.2.18) we obtain: 
T (k) g (k) s (k) 
- 1 - aS 11 g (k+1) 112 
Then using (5.2.7) and (5.2.19) we obtain: 
(5.2.19) 
(k) T (k) 
g s 
11 gM f 
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which by using the·induction hypothesis (5.2.16) becomes: 
k-l 
- 1 L j=O 
. (k+l)T (k+l) [2~ ,) J ",g_=-,...,.....:sc,,-__ ~ - 1 ,. .~ \\ g(k+1)f [ ) k-l + 2- L 21' j =0 
which again by using the argument developed in (3.2.13) replacing 
O by 0 we obtain: 2J.l· 
k 
L j=O 
which is (5.2.16) with k replaced by k+l. Thus the induction is 
complete. 
A consequence of this descent property is the following 
global convergence result. 
(b) Global Convergence. 
Theorem 5.2.3: 
If the level set (3.1.10) is bounded, if f(x) is twice 
continuously differentiable, if a(k) is any value satisfying 
(3.1.4) and (3.1.5) with p < 0 < ~ and if ~(k) is computed from 
(5.2.6) at each iteration, then the limit (3.2.3) is achieved. 
Proof: 
From the definition of s(k) in (3.1.7) we obtain: 
(k-1) 
s 
2 
+ ~ (k-1) lis (k-1) f 
(5.2.20) 
It is shown in Theorem 5.2.2 that the descent property (3.1.6) 
153 
1 holds for (J E (0'"2)' Therefore from (3.1.4), (5.2.16) and 
(5.2.17), it follows that: 
(k-1) T (k-1) (J 
(J g S ~ -'--(J-
which can be substituted into (5.2.20) to give: 
11 s (k) 112 ~ 11 g (k) f + 
and finally using (5.2.7) we obtain: 
[
1 + ~] 
1 --2p 
It then follows by induction that: 
[
1 +.!!....] ( 2k 
11 s (k) 112 ~ 1 _ * 2~) 11 g (k) 114 k I 11 g (R.) r2 
R.=1 
- 2p 
Because (5.2.5) holds on all iterations where a restart has not 
been made, we therefore obtain for these iterations: 
[
1 +.!!....] k 
11 s (k) f ~ 1 _ * . )..12 • R.~1 11 g (R.) r2 
For those iterations where a restart has been made on the other 
hand we have: 
11 s (k) 112 11 g (k) f 
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(5.2.21) 
(5.2.22) 
Now, if (3.2.3) is not true, then (5.2.11) is true, and therefore 
(5.2.21) gives: 
where.c2 is a positive constant. From (5.2.16) and (5.2.17) it 
follows that: 
where e (k) ~s th 1 b t th ~ e ang e e ween e steepest descent direction 
_g(k) and the search direction s(k) d ( (k» . an where cos e 1S as 
defined in (3.2.6). Therefore because 11 g (k) 11 is also bounded 
above in the level set (3.1.10) we obtain from (5.2.23): 
if (5.2.21) is true 
if (5.2.22) is true 
which clearly implies that the series Lk cos2(e(k» diverges. 
However, it is possible to contradict this result using the line 
search conditions. If n is an upper bound on 11'l2 f (x) 11 for x in 
the level set (3.1.10), we have: 
Thus, by using (3.1.4) we obtain: 
" (k);. 1 - 0 
--0-
(k) T (k) 
g s 
11 s (k) 112 
, 
which can be substituted in (3.1.5), and by using (3.1.6) and 
(5.2.23) 
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(3.2.6) it follows that: 
where K = p(l-cr)/n > O. Thus since f(x) is bounded in the level 
'k 11 g(k)11 2 2 (k) set (3.1.10), L cos (a ) is convergent, and because 
11 g (k) 11 is bounded below, this contradicts the fact that Lk cos 2 (a (k)) 
is divergent established above. Since this contradiction arises 
from the assumption that (3.2.3) is not true, then the limit 
(3.2.3) must be achieved and Hybrid 3 is globally convergent when 
an inexact line search is used satisfying (3.1.4) and (3.1.5). 
It. is important to note that in contrast to the proofs given 
in Chapter 4 for Hybrid 1 and Hybrid 2, the proofs given in this 
chapter for the descent property and global convergence of Hybrid 3 
do not use the fact that the quantity S(k)(P.R) used in (5.2.6) 
actually takes the value (3.1.9) of Polak-Ribiere. Therefore, 
one can use any desired conjugate gradient formula instead of 
(3.1.9) in (5.2.6) without affecting the validity of these proofs. 
2.3 Computational Performance of Hybrid 3. 
Here again, the N.A.G. routine E04DBF, in which the computation 
d (k) d' f' d (k).. ( ) of the up ate S was mo 1 1e to compute S as def1ned 1n 5.2.6 , 
was used to test Hybrid 3 on the same test problems on which all the 
methods described so far were tested. These test problems are 
described in the final Chapter entitled "Discussion and Conclusions". 
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Testing the method on any of these problems involves running the 
program 26 times (once for every different number of variables), 
each run producing a set of results containing the number of 
variables, the number of iterations, the number of function 
evaluations, the index of computational labour, the CPU time 
needed for the run and the function value at the minimum, These 
extensive sets of results for Hybrid 3 are given in Appendix 2, 
Tables (2.15.i) for i = 1,2,3, ••. ,7, whereas the overall results 
with the comparison of the figures obtained by Hybrid 3 against 
those obtained by both the Fletcher-Reeves and Polak-Ribiere 
methods are given in Appendix 3, Table (3.15). 
Hybrid 3 uses two scalars A and p. Although different values 
of these scalars work better on different types of problems, it 
was found by trying different values of these scalars that Hybrid 3 
achieves its best overall results when A = 10-8 and p = 0.1. The 
overall total figures obtained with these values of these two 
scalars, represent 25%, 29% and 24% of the overall total figures 
obtained by the Fletcher-Reeves method, in terms of: number of 
iterations (NI), number of function evaluations (NF) and index of 
computational labour (NC) respectively,and represent 47%, 51% 
and 44% of the overall total figures obtained by the Polak-Ribiere 
method respectively. This means that Hybrid 3 achites spectacular 
improvements over both the Fletcher~Reeves and the Polak-Ribiere 
of 75%,71% and 76%, and.of 53%,49% and 56% respectively, in 
terms of NI, NF and NC respectively. Furthermore, because of 
these great improvements of Hybrid 3 over the Fletcher-Reeves 
and the Polak-Ribieremethods we carried on the testing to see 
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whether Hybrid 3 can outperform Quasi-Newton methods. We used 
the N.A.G. routine E~4KBF to obtain the results by the Quasi-
Newton described in Gill and Mu'rray (1972). This routine was 
run on all the test problems considered with up to 100 variables 
which reduces the number of problems from 182 cases to 63. This 
is to avoid the computational inefficiency of Quasi-Newton methods 
that could occur for problems with large dimensions. The results 
obtained by E~4KBF on each case separately are given in Appendix 2, 
Tables (2.18.i) for i = 1,2, ••• ,7 whereas the overall'results and 
the comparison of the figures obtained by H3 and E~4KBF are given 
in Appendix 3; Table (3.21). These results show that Hybrid 3 does 
indeed outperform this Quasi-Newton method by 33% in terms of the 
index of computational labour which is a great achievement. 
Further discussions of these results are given in the final 
Chapter "Discussion and Conclusions". 
3. AN EFFICIENT RESTARTING PROCEDURE. 
3.1 Defining the Procedure. 
When minimizing a non quadratic function, it is usually 
suggested that a conjugate gradient method should be restarted at 
regular intervals. Fletcher and Reeves (1964) for example, suggest 
a restart after every n+l iterations where n is the dimension of f. 
Thus when a region is entered where the objective function is very 
nearly quadratic, accumulated errors from previous iterations due 
to effects of inaccurate line searches and loss of conjugacy, will 
not interfere with the expected good behaviour 'of ' the algorithm. 
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However, when n is very large, restarting at regular intervals 
has very little effect. Various restarting procedures for 
conjugate gradient methods that take account of the objective 
function being minimized have been suggested in the literature 
amongst which are the procedures of Powe11 (1977) and Shanno (1985). 
In what follows we describe a different procedure that proved to 
be computationa1ly very efficient. 
First we note that condition (5.2.5) used in Hybrid 3 puts 
an iteration dependent upper bound on how far the solution path 
can move away from the stationary point that it is approaching. 
Therefore if one restarts the algorithm when this condition is 
no longer satisfied, this should re-establish the normal behaviour 
of the algorithm. Moreover, when a(k) takes the value in (3.1.9), 
condition (5.2.1) in Hybrid 3 implies: 
_ g(k+1)T g(k) ~ [1 ;/"') 11 g(k+1)f 
And when a(k)(p.R) ~ a(k)(F.R) we obtain: 
By substituting (5.2.5) into (5.3.2) we obtain: 
and therefore (5.2.1) together with (5.2.5) put a similar upper 
bound on the loss of orthogona1ity between successive gradients 
due to inexact line searches. Consequently it seems logical to 
impose these two conditions as restarting criteria for conjugate 
(5.3.1) 
(5.3.2) 
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gradient methods. These criteria not only provide computational 
improvements of conjugate gradient methods as will be seen in 
Subsection 3.2 of this chapter. but they also make a descent 
property hold and a global convergence proof possible for any 
conjugate gradient method with a non-negative update a. for both 
cases when either an exact line search Oran inexact line search 
is used. 
3.2 Computational Performance of the New Restarting Procedure. 
The program used to test these criteria is again the N.A.G. 
routine EQJ4DBFwhere a modification of its .original restart every 
n+l iterations. was made to implement these new criteria. We 
used these criteria with the Fletcher-Reeves method and with that 
of Polak-Ribiere and tested them on all the test problems discussed 
in this thesis. The extensive results for each of the 1.82 cases 
considered. separately are given in Appendix 2. Tables (2.16.i) 
i = 1.2 ••••• 7 for the Fletcher-Reeves method and Tables (2.17.i) 
i = 1.2 ••••• 7 for the Polak-Ribiere method, whereas the overall 
results with the comparison of the figures obtained by the Fletcher-
Reeves method with new restarts against those obtained by both 
straight-forward Fletcher-Reeves andPolak-Ribiere methods that 
restart every n+l iterations are given in Appendix 3. Table (3.16) 
and the overall results with the comparison of the figures obtained 
by the Polak-Ribiere method with new restarts against those obtained 
by both straight-forward Fletcher-Reeves and Polak-Ribiere methods 
that restart every n+l iterations are given in the same appendix: 
Appendix 3. Table (3.17). These results show that when these 
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restart criteria are used for the Fletcher-Reeves method they 
better the method by 72%, 68% and 63% in terms of NI, NF and NC 
respectively and they better the Polak-Ribiere method by 47%, 
43% and 51% in terms of NI, NF and NC, whereas when they are 
used for the Polak-Ribiere method, they better the method by 55%, 
49% and 57% in terms of NI, NF and NC respectively, and they 
better the Fletcher-Reeves method by 76%, 72% and 76% in terms of 
NI, NF and NC respectively. These results are further discussed 
in the "Discussion and Conclusions" Chapter. 
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Chapter 6· 
Discussion and Conclusions 
1. RESULTS DESCRIPTION. 
The program used to test all the conjugate gradient methods 
described in this thesis is the N.A.G. routine E~4DBF in which 
the computation of S(k) had been modified accordingly. For 
Hybrid 3 and when using the new restarting criteria of Chapter 5, 
further modifications in E~4DBF which originally restarts every 
n+l iterations, were made to allow for the setting of S(k) to 
zero when required by the conditions of Hybrid 3 or according to 
the new restarting criteria. As to testing a variable metric 
method for comparison with the new hybrid conjugate gradient 
methods, we used the N.A.G. routine E~4KBF which contains the 
quasi-Newton method as described by Gill and Murray (1972). 
The test functions used for comparison purposes are the 
following well known test functions: 
Problem 1 "The Extended Rosenbrock Test Function". 
+ (1 
n = 2, 20, 40, 60, ••••• , 440, 460, 480, 500. 
(0) T 
x = (-1.2,1, -1.2,1, .... , -1.2,1) . 
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Problem 2: "The Extended Wood Test Function". 
n = 4. 20.40. 60 •••••• 440. 460. 480. 500. 
(0) T 
x = (~3, :-1, -3, -1, .... , -3, -1, -3, -1) .. 
Problem 3: "The Extended Miele and Cantrell Test Function". 
n = 4. 20, 40. 60 ••.• ,. 440. 460. 480. 500. 
(0) T 
x = (1. 2. 2. 2. 1.2.2.2 •••..• 1.2.2.2) . 
Problem 4: "The Extended Powell Test Function". 
n = 4~, 20, 40, 60, ........ , 440, 460, 480, 500 .. 
(0) T 
x = (3, -1, 0,1,3, -1, 0,1, .... , 3, -1,0,· 1) .. 
Problem 5: "The Extended Dixon Test Function". 
nl10 
F = L 
i=l 
10i-1 
L j =1 Oi -:.3 
2 (x. 
l 
n = 10, 20, 40, 60, .... , 440, 460, 480, 500. 
(0) . T 
x = (-2. -2 ••••• -2) • 
Problem 6: "The Extended Beale Test Function". 
n = 2. 20. 40. 60 •••••• 440. 460, 480. 500. 
(0) T 
x = (1,0.8,1,0.8, .... , 1,0.8) . 
Problem 7: "The Extended Engrall Test Function". 
n/2 
F = L 
i=l 
n = 2. 20. 40. 60 •••••• 440. 460. 480, 500. 
(0) T 
x = (0.5, 2, 0.5, 2, .... , 0.5, 2) . 
Testing a method on any of these problems involves running 
the corresponding version of the program 26 times, each run 
producing a set of results containing the number of variables 
(NV), the number of iterations (NI), the number of function 
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evaluations (NF), the index of computational labour (NC), the 
CPU time needed to reach the minimum and the function value at 
the minimum (FV). These extensive sets of results for each 
method, each problem and each number of variables considered 
are given in Appendix 2. A summarized version of these results, 
that·is·more practical for comparison, is given in Appendix 3. 
These latter results are obtained by considering for each problem, 
the totals of the 26 values for each of the numbers of iterations, 
function evaluations, indices of computational labour and c:l'u 
times achieved by each method, computing the ratios of these 
totals for each of the new methods over those of the existing 
ones and finally by considering the grand totals (of the totals, 
for each problem) and by computing the overall ratios in the 
same manner as above. In this way, it is possible to compare 
the performance of each of the new methods with those of the 
existing ones on each problem .separately, and overall. 
Let the Rosenbrock, Wood,Miele and Cantrell, Powell, Dixon, 
Beale and Engrall test functions·be problems 1, 2, 3, 4, 5, 6 
and 7 respectively and let the F.R, the P.R, the Powell hybrid, 
ORIG1, ORIG2, Hybrid 1, theShanno,. the ATH (T = 0.1), ATH (T = 0.01), 
ATH (T 0.001), the BTH, Hybrid 2 (T = 10-4), Hybrid 2 (T = 10-6), 
Hybrid 2 (T = 10-8), Hybrid 3, F.R with new restart, P.R with new 
restart and the Quasi-Newton method be methods 1, 2, 3, •••• , 16, 17 
and 18 respectively. The tables in Appendix 2 containing the 
extensive sets of results are labelled Tables (2-i-j) where 2 
denotes the Appendix number, i denotes the method (i = 1,2, ••• ,18) 
and j denotes the problem(j = 1, ••• ,7), whereas the tables in 
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Appendix 3 containing the summarized results are labelled 
Tables (3-i) where 3 denotes the Appendix number and i = 1 ••••• 17 
for the 17 first tables denotes the corresponding method. For 
the Quasi-Newton method (method 18) a different setting of the 
tables is used because for this method the test problems are 
used up to 160 variables instead of 500 variables. Using 
the 7 test problems up to 160 variables. Table (3-18) contains 
the summarized results of the Fletcher-Reeves. Table (3-19) 
contains those of the P·.R method and their comparison with the 
results of F.R. Table (3-20) contains the summarized results of 
the Quasi-Newton method and their comparison with those of both 
the F.R and P.R methods whereas Table (3-21) contains the results 
of Hybrid 3 compared to the F.R. the P.R and the Q.N. methods. 
2. DISCUSSIONS OF THE RESULTS. 
Let us now consider the computational performances of all 
the conjugate gradient methods dealt with in this thesis. on 
each problem separately and overall. 
First however. we shall describe and compare the performances 
of the Fletcher-Reeves and Polak-Ribi~re methods on the seven 
extended test problems described above. Then all the other 
methods will be compared with these two me.thods. 
The results obtained for the Fletcher-Reeves and Polak-
Ribi~re methods do indeed confirm the well-known fact that in 
numerical computations. the Polak-Ribi~re algorithm is far more 
successful than that of the Fletcher-Reeves. Our results show 
that. out of the 182 cases considered (7 test problems each with 
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26 different numbers of variables) only in 17 cases was the 
Fletcher-Reeves performance as good as or slightly better than 
that of the Polak-Ribi~re. On all the other cases the Polak-
Ribi~re method proved to be far more successful. The greatest 
improvements of the Polak-Ribi~re method over that of Fletcher-
Reeves.were obtained especially on Problems 1.,5 and 6 where 
the respective improvements were of 72%, 77% and 88% in terms 
of the NI, 65%, 75% and 79% in terms of the NF, 66%, 79% and 81% 
in terms of the NC, and, 66%, 79% and 83% in terms of cpu time. 
The lowest improvement however, was obtained when the methods 
were tested on the extended Powell test problem. Problem 4 
where for the same CPU time the Polak-Ribi~re method achieved 
14%. 13% and 11% improvements over the method of Fletcher-Reeves 
in terms of the NI, NF and NC respectively. Considering all 
problems resulting in 182 cases, the Polak-Ribiere method achieved 
overall improvements over the method of Fletcher-Reeves of 47% 
44%, 45% and 45% in terms of NI, NF, NC and CPU respectively. 
These comparison results are given in Appendix 3, Table 3-2. 
Another method considered in this thesis was the method 
extracted from Powell's idea of avoiding negative betas in the 
Polak-Ribi~re method. Although this method has failed to better 
the straight~forward Polak-Ribi~re method on problems 3, 6 and 7 
it did nevertheless achieve some improvements on the other 
problems. Its best improvement was on problem 2 where it 
bettered the original method by 13%, 13%, 17% and 24% in terms 
of the NU, NF, NC and cpu time respectively. However, its 
overall improvement was of 11%, 10%, 12% and 18% in terms NI, 
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NF, Ne and cpu time respectively. The results of this method 
compared with those of the Fletcher-Reeves and those of the 
Polak-Ribi~re methods are given in Appendix 3, Table 3-3. 
As to the method suggested by Shanno that uses an angle 
test to decide when a conjugate gradient algorithm should be 
restarted, this method using the Polak-Ribi~re update to compute 
S (k) achieved better results than Powell' s algorithm above but 
this improvement was achieved at the expense of some extra cpu 
time. The overall improvement achieved by Shanno's algorithm 
over the straight-forward Polak-Ribi~re method are as follows: 
13%. 12%, 13% and 3% in terms of NI, NF, Ne and c'pu time. 
Therefore it used 15% extra cpu time as compared to Powell's 
algorithm, to achieve extra 2%, 2% and 1% improvements in terms 
of NI, NF and Ne respectively over the Polak-Ribi~re method. 
The results of this method compared with those of the methods 
of Fletcher-Reeves and Polak-Ribi~re are given in Appendix 3, 
Table 3-7. 
Having discussed the results of the existing conjugate 
gradient methods and of those constructed from ideas from outside 
this thesis, we shall now turn to the discussion,of the hybrid 
conjugate gradient methods 'that we have constructed in this 
thesis. We shall consider the performances of these hybrids on 
each problem separately and overall. 
The Results Obtained for Problem 1. 
ORIGl Method: Only in the case of 2 variables, was the 
performance of the Fletcher-Reeves method slightly better than 
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that of ORIGl hybrid method. On all the other 25 cases 
considered for Problem 1, ORIGl performed much better than the 
Fletcher-Reeves method. When compared with the results achieved 
by the Polak-Ribi~re method too, only on a few cases (NI = 120 
and NI = 420 for example) was the.performance of the P.R method 
. 
better·than that of ORIGl and ·in most other cases ORIGl has out-
performed the P.R method. The case NV= 2 is interesting. We 
can see that for one extra function evaluation needed by ORIGl 
as compared with the P.R method, ORIGl obtains an approximation 
to the function value at the minimum FV = 0, which is 8 decimals 
better than that obtained by the P.R method. The P.R method 
obtains FV ~ 0.5894 x 10~19 whereas ORIGl obtains FV = 0.1831 x 10-27 • 
Considering all the 26 cases of Problem 1, ORIGl betters the 
performance of the F.R method by. 74%. 67%, 68% and 70% in terms 
of NI, NF, NC and CPU respectively and betters that of the P.R 
method by 7%, 7%, 7% and 12% in terms of NI, NF, NC and CPU 
respectively. These improvements are greater than· the improvements 
achieved by both Powell's method· and· Shanno's method. The results 
obtained by ORIGl hybrid method on Problem 1 are given in 
Appendix 2, Table '&-4-1 and the comparison of. these results with 
the F.R and P.R methods is given in Appendix 3, Table 3-4. 
ORIG2 Method : Here again, only on a few cases was the method 
of F.R or that of P.R slightly better than ORIG2. On all the 
other cases ORIG2 out-performed both methods. When considering 
all the cases of Problem 1, ORIG2 performed more or less as well 
as ORIG1. It bettered the performance of the F.R method by 
74%, 67%, 68% and 69% in terms of NI, NF, NC and CPU respectively 
and bettered the performance of·the P.R method by 5%,7%,5% and 
6% in terms of NI, NF, NC·and CPU respectively. The results 
obtained by ORIG2 on Problem 1 are given in Appendix 2, Table 
2-5-1 and the comparison of these results with.those of the F.R 
and P.R methods is given in Appendix 3, Table 3-5. 
Hybrid 1 Method: On Problem 1, only on a few cases (NV= 400, 
440 or 480 for example) was the performance of Hybrid 1 better 
than that of the F.R method, but it failed to better it overall 
(see Tables 2-1-1 and 2-6-1 in Appendix 2). Since the P.R method, 
as was seen above, performed far better than the F.R method, the 
performance of Hybrid 1 was much worse than that of the P.R method 
(see Tables 2-2-1 and 2-6-1 in Appendix 2). We have attempted to 
explain, in Remark 2 of Chapter 4, some of the reasons for which 
such inefficiency may occur when using Hybrid 1 and have pointed 
out in particular that one of the disadvantages of Hybrid 1 was 
that the angle e(k) between the negative gradient and the search 
direction may tend to be too small to get enough decrease in the 
function value. We also showed in Figure 4-2-2 of Chapter 4 that 
this undesirable feature is very likely to. occur when Hybrid 
is used to solve the Rosenbrock problem, and suggested the use 
of Shanno's angle test to allow for more P.R updates to be used. 
The implementation of Shanno's angle test within Hybrid has 
resulted in what we called the "Angle Test Hybrid Method" (ATH), 
and has indeed helped the situation just described a great deal. 
The results obtained by Hybrid 1 on Problem 1 with its 26 cases, 
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are given in Appendix 2, Table 2-6-1 and the comparison results 
of Hybrid with the methods of both F.R and P.R are given in 
Appendix 3, Table 3-6. 
The Angle Test Hybrid (ATH) Method: We can see from Tables 
2-8-1, 2-9-1 and 2-10-1 that the use of this angle test does 
• 
improve the situation described above a great deal. Indeed the 
Angle Test Hybrid with T = 0.1 (ATH1); with T = 0.01 (ATH2) and 
with T = 0.001 (ATH3) was respectively 7%, 8% and 7% better than 
the P.R method in terms of the index of computational labour. 
These improvements over the P.R method are however achieved at 
the expense of approximately 8%, 7% and 6!% extra cpu time 
respectively. As to their improvements over the F.R method, 
ATH1, ATH2 and ATH3 were 68%, 68%·and 68% better respectively 
in 63%,64% and 64% less CPU time. Other values of T were tried 
in an attempt to find the best value of T in the sense the value 
that provides the greatest improvement in the index of 
computational labour. The results of these attempts are not 
given here because it was found that the best value of T was 
T = 0·.01 used in ATH2. The results obtained by ATH1, ATH2 and 
ATH3 on Problem 1 with its 26 cases, are given in Appendix 2, 
Tables 2-8-1, 2-9-1 and 2-10-1 whereas the comparison results of 
this method with the three values of T, with the methods of P.R 
and F.R are given in Appendix 3, Tables 3-8, 3-9 and 3-10. 
The Beta Test Hybrid (BTH) Method: The B.T.H method was 
constructed in an attempt to avoid the use of the angle test 
that resulted in the storage of an extra n-dimensional vector 
and some more computations on every iteration which lead to some 
extra cpu time as seen above. The improvements achieved by the 
ATH method over the P.R method were achieved at the expense of 
some extra cpu time. The idea was then to find an equivalent 
condition to the one used in ATH, that is condition 4.hl0, that 
needs less computation. Condition 4.3.6 did indeed achieve what 
was required in the sense that it obtained the same improvement 
in the index of computational labour and instead of using some 
extra cpu time as ATH did it even needed less. The question of 
its equivalence with condition 4.3.10 however, remains open. 
The BTH method was 8% better than the P.R method in terms of the 
index of computational labour and 5% better in terms of cpu time 
needed to solve the 26 cases of Problem 1. As to its performance 
against that of the F.R method on Problem I, it was 68% better 
in terms of the index of computational labour and the same 
percentage better in terms of cpu time. The results achieved by 
the BTH method on Problem 1 with its 26 cases are given in 
Appendix 2, Table 2-11-1 and the comparison results comparing 
the BTH method to both the F.R and P.R.methods on Problem 1 are 
given in Appendix 3, Table 3-11. 
Hybrid 2 Method: As it was seen in Chapter 4,condition 4.3.10 
ensures a descent property to hold and achieves global convergence 
of ATH with exact line searches. However, it was not possible 
to use this condition directly to ensure a descent property to 
hold with which it would be possible to prove the global 
convergence of the algorithm when inexact line searches are 
performed throughout the algorithm. By using both conditions, 
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4.3.10 and 4.3.6 together as explained in Chapter 4 we derived 
a new hybrid algorithm that not only achieves some improvements 
over both the F.R and the P.R methods but also ensures a descent 
property to hold and achieves global convergence in both cases 
when either exact or inexact line searches are used throughout 
the a"lgorithm. Since this algorithm us's condition 4;3.10 in 
particular various values of the scalar T were tried in an attempt 
to find the best value of this parameter. Three values of this 
parameter were found satisfactory; namely T = 10-4 , T = 10-6 and 
T = 10-8 • Even though Hybrid 2 with these three values of T was 
some 8%, 8% and 2% better than the P.Rmethod respectively and 
some 68%,68% and 67% improvement over·the F.R method respectively, 
in terms of the index of computational labour, it was not, expectedly, 
the best hybrid in terms of cpu time; the reason being the use of 
condition 4.3.10. The results of this hybrid with its 3 values 
of T on Problem 1 with its 26 cases are given in Appendix 2, 
Tables 2-12-1, 2-13-1 and 2-14-1 whereas the comparison results 
are given in Appendix 3, Tables 3-12, 3-13 and 3-14. 
Hybrid 3 Method On Problem 1 in particular, Hybrid 3 was not 
the best of the. hybrids computationally although overall it is. 
In fact it failed to better the P.R method performance but it was 
not as bad as Hybrid 1. It could only better the F.R.method 
achieving 68%, 62%, 62% and 62% improvements in terms of NI, NF, 
Ne and CPU respectively. The results of this method on Problem 1 
with its 26 cases are given in Appendix 2, Table 2-15-1 and those 
comparing the method to both the F.R and the P.R method are given 
in Appendix 3, Table 3-15. 
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F.R and P.R Methods with New Restart: Using the new restarting 
procedure with the Fletcher-Reeves method did improve the method 
itself a great deal but did not bring it to compare favourably 
with the standard Polak-Ribi~re method. When used with the Polak-
Ribi~re method this procedure failed to better the method on this 
particular problem. The results of the F.R and the P.R methods 
with new restart on the 26 cases of Problem 1 are given in 
Tables 2-16-1 and 2-17-1 respectively, whereas the comparison 
results with the straight-forward F.R and P.R methods are given 
in Appendix 3, Tables 3-16 and 3-17 respectively. 
The Results Obtained for Problem· 2 : 
ORIGl and ORIG2 hybrid methods both achieved some considerable 
improvements over both the Fletcher~Reeves and the Polak-Ribi~re 
methods reducing even the cpu time needed to solve the 26 cases 
of this particular problem. ORIG2 was however slightly better 
thanORIG1. ORIGl achieved 20% improvement in terms of the index 
of computational labour and 26% improvement in terms of cpu time 
over the P.R method whereas ORIG2 achieved 22% and 24% respectively 
over the same method. As to their comparison with the Fletcher-
Reeves method ORIGl achieved 63% improvement in terms of both the 
index of computational labour and cpu time whereas ORIG2 achieved 
64% improvement in terms of·NC and CPU. The results of these 
two methods on the 26 cases of Problem 2 are given in Appendix 2, 
Tables 2-4-2 and 2-5-2 whereas the comparison results of these 
methods against the F.R and P.R methods are given in Appendix 3, 
Tables 3-4 and 3-5. 
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Surprisingly however, Hybrid 1 performed extremely well on 
this particular problem. In fact, apart from Hybrid 3 and when 
using the new restarting criteria, Hybrid 1 performed better than 
any other conjugate gradient method described· in this thesis. 
Compared to the P.R method it achieved some 23%, 22%, 27% and 27% 
in tetms. of the NI, NF, NC and CPU respectively whereas when 
compared to the F.R method it achieved 64%, 63%, 66% and 63% 
in terms of the NI, NF, NC and CPU respectively. The results of 
this method on this problem are given in Appendix 2, Table 2-6-2 
and the comparison results are given in Appendix 3, Table 3-6. 
ATH1, ATH2 and ATH3 too were able to better the performances 
of both the F.R and P.R methods in terms of both the NC and CPU. 
They achieved some 17%, 20% and 20% improvements in terms of the 
NC respectively and 1%, 5% and 6% improvements in terms of cpu 
time respectively over the P.R method and 62%, 63% and 63% in 
terms of the NC and 50%,.52% and 53% improvements in terms of 
cpu time respectively over the F.R method. We note that on this 
particular problem, Problem 2, ATH2, ATH3, BTH, Hybrid 2 (~ = 10-4) 
and Hybrid 2 (T = 10-6) gave identical results. BTH however; was 
the best in terms of cpu time as expected. -8 Hybrid 2 (T = 10 ) 
on the other hand, was 12% better than the P.R method in terms of 
the NC for no extra cpu time to speak of and was 60% better than 
the F.R method in terms of NC with half the cpu time needed by 
-; 
the F.R method. See the respective Tables for the individual 
and comparison results in Appendices 2 and 3. The results 
obtained by Hybrid 3 and by the use of the new restarting procedure 
were by far better than any other result of the other methods on 
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this particular problem. Hybrid 3 betters the P.R method by 
70%, 66%, 71% and 74% in terms of the NI, NF, NC and cpu time 
respectively and betters the F.R method by 86%, 84%, 87% and 87% 
in terms of the NI, NF, NC and cpu time respectively. Also the 
new restarting procedure applied to the F.R and P.R methodS 
achieved about the same percentages as Hybrid 3 on this problem. 
The results of these methods applied to' Problem 2 are given in 
Appendix 2 and the comparison results in Appendix 3. 
The Results Obtained for Problem 3 : 
ORIGl and Hybrid 1 have failed to better the performance of 
the Polak-Ribiere method on this problem. In fact Hybrid 1 has 
again failed to better even the Fletcher-Reeves method. ORIG2 
on the other hand, did perform better than both the F.R and the 
P.R method. It achieved 16%, 16%, 22% and 24% improvements over 
the Polak-Ribiere method and 61%, 60%, 64% and 66% improvements 
over the Fletcher-Reeves method in terms of the NI, NF, Ne and 
cpu time res·pectively. The results of these methods can be 
found in Appendices 2 and 3 in the respective Tables. 
ATRl and ATR2 were only slightly better than the P.R method 
whereas ATR3 showed a fairly considerable improvement. The 
improvements achieved by those three methods were some 3%, 1% 
and 10% improvements in terms of NG respectively at the expense 
of some 7.4%, 9% and 0% extra cpu time respectively over the P.R 
method. As to their performances against that of the F.R method 
they were 25%, 23% and 30% better in terms of the N.G respectively 
and 14%, 11% and 20% better in terms of cpu time respectively. 
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The B.T.H. method on the other hand, achieved a 7% improvement 
in terms of the N.C and 5% improvement in terms of cpu time over 
the P.R method and 28% in terms of NC and 24% in terms of cpu 
time improvements over the F.R method. 
-4 -6 -8 As to Hybrid 2 with '[ = 10 ,'[ = 10 and '[ = 10 ,it 
achieved'8%, 7% and 2% improvements over the P.R method in terms 
of N.C. for the three values of '[ respectively at the expense of 
some 1 %, 1 % and 6.5% extra cpu time. 'Compared to the F. R method, 
Hybrid 2 for these respective values of the scalar '[, achieved 
28%, 28% and 23% improvements in terms of the N.C and some 19%, 
19% and 14% improvements in terms of the cpu time respectively. 
See the respective Tables in Appendices. 2 and 3 for the explicit 
results of these method on Problem 3. Hybrid 3 performed as well 
as the P.R method on this problem in terms of NC and cpu time 
and achieved 3% improvement in terms of both NI and NF. It 
however, bettered the Fletcher-Reeves method. by 26%.22%,22% 
and 19% in terms of NI, NF, NC and cpu time respectively. The 
results obtained by this method on this problem with its 26 cases 
are given in Appendix 2, Table 2-15-3 and those comparing the 
method to both the F.R and P.R methods are given in Appendix 3, 
Table 3-15. As to the new restarting procedure used with the 
F.R and P.R methods, it has in both cases been able. to out-perform 
the straight-forward Fletcher-Reeves method, but failed in both 
cases to better the performance of the straight-forward Polak-
Ribi~re method. Their results are given in Appendices 2 and 3. 
The Results Obtained for Problem 4 : 
On this particular problem, most of the hybrid methods have 
either failed to better the performance of the P.R method or only 
achieved a slight improvement. The only hybrid method that 
achieved a very good improvement was Hybrid 3. Also the new 
restarting procedure achieved excellent results on this problem. 
Let us look at these results in more detail. ORIGl has achieved 
a 3% improvement in terms of the Ne and 11% in terms of cpu time 
over the P.R method and 14% in terms of the Ne and 11% in terms 
of cpu time over the F.R method. ORIG2 did slightly better than 
that by achieving 7% and 18% improvements in terms of the Ne and 
11% and 11% improvements in terms of cpu time over the P.R and 
F.R methods respectively. Hybrid 1 on the other hand, was again 
worse than the P.R method but was able to better the performance 
of the F.R method by 4% in terms of the Ne for 7.4% extra cpu 
time. ATHl was unable to beat the performance of the P.R method 
and was some 7% better than the F.R method in terms of the Ne 
at the expense of some 23% extra cpu time. ATH2 and Hybrid 2 
-8 
with T = 10 were able to out-perform the method of P.R achieving 
4% and 8% improvements respectively in terms of the NC at the 
expense of some 16% and 7.4% extra cpu time respectively. As to 
ATH3, BTH, Hybrid 2 (T = 10-4) and Hybrid 2 (T = 10-6) performed 
as well as the P.R method did on this particular problem and 
were 10% better than. the F.R method in terms of the NC. The 
B.T.H method was the only method out of these latter methods 
that did not use any extra cpu time. 
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Hybrid 3 however, achieved some excellent results on this 
problem. Its measured improvement over the P.R method was 
represented by 68%, 66%, 74% and·75% gains in terms of the NI, 
NF, Ne and cpu time respectively, whereas over the Fletcher-
Reeves method it achieved some 73%, 71%, 77% and 75% improvements 
in terms· of the NI, NF, Ne and cpu time respectively. They are 
in fact the improvements achieved on this problem and on Problem 
2 that made Hybrid 3 the best of the conjugate gradient methods 
discussed in this thesis. The new restarting procedure applied 
to the methods of F.R and P.R also produced results as excellent 
as those of Hybrid 3 on this particular problem. 
The Results Obtained for Problem 5 : 
On this problem, apart from Hybrid 3 and the P.R method with 
new restart which achieved some reasonable improvements over the 
method of P.R all the other· hybrids had more or le.ss about the 
same performance as those of the P.R method, the best of which was 
ORIG2 which achieved 4%, 3%, 2% and 6% improvements in terms of 
NI, NF, Ne and cpu time respectively over the P.R method and 78%, 
76%, 80% and 80% improvements in terms of the NI, NF, Ne and cpu 
time respectively over the F.R method. Hybrid 3 however, achieved 
9%, 8%, 9% and 9% improvements in terms of the NI, NF, Ne and cpu 
time respectively over. the P.R method and 79%, 77%,81% and 81% 
improvements over the F.R method in terms of the NI, NF, Ne and 
cpu time respectively. The new restarting procedure applied to 
the P.R method performed about as well as Hybrid 3, whereas when 
applied to the F.R method it failed to improve on the straight-
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forward P.R method. The results are given in Appendices 2 and 3. 
The Results Obtained for Problems 6 and 7 : 
We put those two problems together for the reason that the 
P.R method has performed so well on these problems that no other 
method has been able to out-perform it. We-therefore only refer 
to the results given in the Appendices 2 and 3 which are self 
explanatory. 
Discussion of the Overall Results : 
The overall performances of these Hybrid methods compared 
to those of the F.R and P.R methods were as follows:-
ORIG1 achieved some 49%, 46%, 49% and 52% improvements over 
the method of F.R in terms of NI, NF, NC and cpu time respectively 
and obtained some 4%, 4%, 6% and 12% improvements over the P.R 
method in terms of the NI, NF, NC and cpu time respectively. 
This shows that the idea of replacing the negative updates of 
the P.R method by F.R updates was a good one but still not as 
good as that of replacing them by zero as Powell suggested. The 
idea here however, was to attempt to adapt the method to allow 
a possibility of a global convergence proof. The use of the 
Hestenes and Stiefel update in the algorithm which resulted in 
the algorithm ORIG2 did improve the results a great deal but 
did not improve the method any further towards finding a global 
convergence proof. ORIG2 was Some 10%, 10%, 12% and 15% better 
than the P.R method and some 52%, 50%, 52% and 53% better than 
the F.R method in terms of the NI, NF, NC and cpu time respectively. 
The idea used in Hybrid 1 however, had led us to find a global 
180 
convergence proof of the algorithm but was too restrictive in 
its choice of updates which resulted in a fairly poor 
computational result. In fact Hybrid 1 was the only method out 
of the new hybrids that failed to improve on the Polak-Ribiere 
method. It waS 23%, 21%, 20% and 21% worse than the Polak-
Ribiere and 30%, 29%, 32% and 30% better than the Fletcher-
Reeves method in terms of the NI, NF, NC and cpu time respectively. 
The use of the angle test .together with Hybrid 1 that resulted 
in the ATH method did improve the computational performance of 
the method but we were only able to prove the global convergence 
of the method with exact line searches. When inexact line searches 
are used the improvement achieved by ATH is not only at the expense 
of some extra cpu time but also at the expense of eosing the 
global. convergence that was achieved for Hybrid 1. However, it 
was necessary to follow this path of ideas to find the best possible 
hybrid in both theoretical and computational terms. ATHl achieved 
46%., 44%, 46% and 36% improvements over the F.R method in terms of 
the NI, NF, NC and cpu time respectively. Compared to the P.R 
method it achieved 2% improvement in terms of the index of 
computational labour but needed a few more iterations and function 
evaluations on top of some 14% extra cpu time. When T = 0.01, 
the ATR method only needed some 10% extra cpu time to achieve 3%. 
3% and 7% improvements over the P.R method in terms of the NI, NF 
and 
T = 
Ne respectively leading to the best value of r for ATH. For 
10-6 ATH was only slightly worse than with T = 10-4 achieving 
for some 10% extra cpu time some 3%, 4% and 6% improvements over 
the P.R method in terms of the NI, NF and NC respectively. 
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Over the F.R method it achieved 48%, 46%, 48% and 39% improvements 
in terms of NI, NF, Ne and cpu time respectively. 
The idea of using the beta test instead of the angle test 
was interesting for it achieved roughly the same results as did 
the best ATH but with much less cpu time. It, in fact, achieved 
3%, 3%, 6% and 3% improvements over the P.R method and 48%, 46%, 
48% and 47% improvements over the F.R ~ethod in terms of NI, NF, 
Ne and cpu times respectively. Up to now the global convergence 
in the case of inexact line search that was achieved for Hybrid 
had not yet been restored. This was however, again obtained by 
using the angle test and the beta test simultaneously which 
resulted in what we called Hybrid 2. -4 -6 For T = 10 and T = 10 
roughly the same results were obtained, improving the P.R method 
by 3%. 3% and 4% respectively, and 5% at the expense of some 9% 
extra cpu time, in terms of NI, NF and Ne respectively and 
improving the F.R method by 48%, 46%, 48% and 40% in terms of 
NI, NF, Ne and cpu time respectively. -8 For T = 10 better overall 
results were obtained improving on the P.R method by 3%, 3%, 7% 
at the expense of some 7% extra cpu time in terms of NI, NF and 
Ne and improving on the F.R method by 48%, 46%, 49% and 41% in 
terms of NI, NF, Ne and cpu time respectively. Although ORIG2 
-8 had obtained better results than Hybrid 2 with T = 10 • Hybrid 2 
has the advantage over ORIG2 that it ensures a descent property 
to hold on each iteration and achieves global convergence whereas 
ORIG2 does not. Also ATH2 performed as well as Hybrid 2 with 
-8 
T = 10 but not only is Hybrid 2 globally convergent even when 
inexact line searches are used but it also achieves its improvements 
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in less cpu time than ATH2. This therefore makes Hybrid 2 with 
T = 10-8 our best Hybrid method so far. 
The modification of condition (4.3.6) in Chapter 4 and its 
replacement by condition 5.2.1 of Chapter 5, and the use of 
condition (5.2.5) of Chapter 5 instead of condition (4.3.10) of 
Chapt'er -4 in the algorithm that resulted in Hybrid 3 algorithm 
turned out to be the best idea theoretically and computationally. 
Indeed not only did we obtain an algorithm that ensures a descent 
property to hold on every iteration and that is globally convergent, 
for both cases when exact or inexact line searches are used 
throughout the algorithm, but one that also- achieves excellent 
improvement over both the F.R and the P.R methods computationally. 
Hybrid 3 uses two scalars A and~. Although different values of 
these scalars work better in different types of problems, Hybrid 3 
achieves its best overall results when A = 10-8 and ~ = 0.1. It 
betters the F.R method by 75%, 71%, 76% and 75% and betters the 
P.R method by 53%, 48%, 56% and 55% in terms of NI, NF, NC and 
cpu time respectively. Good results were also obtained by using 
the new restarting procedure with the F.R and P.R methods. The 
F.R method with new restart bettered the straight-forward method 
of F.R by 72%, 68%, 73% and 72% and bettered the P.R method by 
47%, 43%, 50% and 49% in terms of NI,NF, NC and cpu time 
respectively whereas the P.R method with new restart bettered the 
straight-forward P.R method by 55%, 49%, 56% and 52% and bettered 
the F.R method by 76%, 72%, 76% and 74% in terms of NI, NF, NC 
and cpu time respectively. 
.. 
Hybrid 3 is therfore the- best of all 
the conjugate gradient methods described herein not only because 
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it achieves the same results as the P.R method with new restart 
for slightly less cpu time but also because the P.R method with 
new restart can only be shown to be globally convergent if its 
update does not at any stage become negative which is obviously 
not always true. 
3. COMPARISON OF HYBRID 3 WITH A QUASI-NEWTON METHOD. 
Quasi-Newton methods have always been considered to be far 
more successful than conjugate gradient methods in numerical 
computations. Their drawback however, is their need to store an 
nxn matrix at every iteration to approximate the Hessian of the 
objective function. This restricts the application of the method 
to only medium size problems. Because of the considerable 
improvement of conjugate gradient methods achieved by Hybrid 3 
in this thesis, it is felt that it is worthwhile comparing the 
performance of Hybrid 3 to that of a quasi-Newton method on the 
test problems considered in this thesis. We used the N.A.G. 
routine E~4KBF which contains the code for the quasi-Newton 
method as described by Gill and Murray (1972). First, an attempt 
was made to solve all the 182 cases resulting from the seven 
extended test problems considered in this thesis, but it was 
found that for some problems such as Problem 2 (Wood), the method 
failed to solve cases of higher than 160 variables because of the 
considerable amount of cpu time needed. To solve the Wood test 
problem with 160 variables, E~4KBF needed over 6 hours of cpu 
time which is incredibly high, whereas the Fletcher-Reeves method 
only needed about 18.4 seconds of cpu time. Therefore, it was 
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decided to compare the results of the methods considering the 
seven test problems with up to 160 variables. In Appendix 3, 
Tables 3-18, 3-19, 3·-20 and 3-21 show the summarized results of 
the F.R, P.R, Q.N and Hybrid 3 methods respectively. These 
tables also contain the ratios comparing the methods to each 
. 
other. with the problems considered with up to 160 variables. 
First we note that the Quasi-Newton methods may need more 
iterations than a conjugate gradient method but at the same time 
improve a great deal the index of.computational labour. This 
feature is clearly illustrated in Table 3-20, Problem 6 for 
example. The Q.N method was 4~% worse than the P.R method in 
terms of numbers of iterations but improved the index of 
computational labour by 55%. As to its comparison with Hybrid 3, 
Hybrid 3 managed to better the Q.N method overall by 66%, 77%, 
33% and 99.3% in terms of NI, NF, NC and CPU respectively. 
We also note that the Q.N method had failed to better the 
P.R method overall (see Table 3-20) and therefore we feel that 
the situation with the considered test problems is not too realistic 
and it is therfore only expected that Hybrid 3 would out-perform 
the Q.N method since Hybrid 3 already out-performs the P.R method. 
However, we note that the Q.N method has performed rather poorly 
on Problem 1 and therefore we constructed a new set of results 
considering only problems 2 to 7. These results that are given 
in Table 3-22, Appendix 3, do reflect the usual situation where 
the P.R method out-performs the F.R, the Q.N method. out-performs 
the P.R method and more important, Hybrid 3 still out-performs 
the Q.N. method. 
By considering the test problems for medium size, i.e. up 
to 160 variables, we draw out another interesting feature of 
Hybrid 3 by comparing its improvements over the P.R method for 
the up to 500 variable problems with those for the up to 160 
variable problems. The improvements achieved for the former are 
greater than those achieved for the latter. Consequently we 
can conclude by saying that Hybrid 3 works even better when the 
number of variables increases, i.e. for high dimensional problems. 
This is a very useful aspect of the method. 
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Appendix 1 
Proofs of Theorems Given 
in Chapter 2. 
1. PROOF OF THEOREM 2.2.1. 
* Part 1: 'Let x be an optimal solution of the problem (2.2.4) 
and suppose that there exists * T * s E Z(x ) such that s Vf(x ) < o. 
This means that f can further be reduced in the feasible direction 
s. In other words, this means that there exists T > 0 such that: 
* * f(x ) > f(x + as) for 0 < a ~ T • 
* But s is in Z(x ), which implies that there exists a such that: 
* x + as E K for 0 ~ a ~ a 
Finally, if we take a such that 0 < a ~ min{T, a}, we obtain: 
* * f (x ) > f (x + as) and * x + as E K 
* which contradicts the fact that x is an optimal solution of 
(2.2.4) and hence the proof of the first part of the theorem is 
complete. 
Part 2: To prove the second part of the theorem, we only need 
to show that 
T* sVf(x)~O * * V s E Z(x) ~ x is optimal, 
since the inverse implication is already shown in the first part 
of the proof above. 
The assumption that gl, ••• ,gm are quasi-convex implies that 
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the set K of admissible points is a convex set (This is a 
convexity result). Therefore if x € K we obtain: 
* * * ClX + (1-a)x = x + Cl (x-x ) € K for all Cl 0 '- Cl '- 1. 
* * So, if we take s = x - x , we have s € Z(x ) which by hypothesis 
means that: 
* T * (x-x) Vf(x) ) O. 
But f is pseudo-convex; therefore, by definition of a pseudo-
convex function we obtain: 
* T * * (x-x) Vf(x) ~ 0 ~ f(x) ) f(x ) 
which completes the proof of the second and· last part of the 
theorem. 
2. PROOF OF THEOREM 2.5.2. 
X 
€ 
Z .. x = x (1) + Z where € [ (1) (n) ] z z , ••• ,z 
.. x =)1) + 
m 
I 
i=1 
.. f(x) 
m 
I Cl o 
i=1 1 
where m , n 
By definition of the quadratic function f, this implies that: 
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f (x) + I aoz(i») 
i=1 1 
+ ..!.[x(1) + I 
2 i=1 
I CloZ(i») 
i=1 1 
(*) 
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Similarly we have: 
and therefore: 
• 
Because of equation (**), equation (*) becomes 
f(x) = f(x(l)) + m ~(x (i) + a.z(i)) 
- f(x(i))] L 
i=l 1 
~ f(x(1)) + m ~(x (i) + a:z(i)) - f(x(i))] L * = f(x ) 
i=l 
and thus the proof is complete. 
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APIJend1X 2 
Expl1c1t Sets of Results 
This appendix contains the tables of the explicit extensive 
sets of results. Testing any conjugate gradient method on any 
of the test problems considered in this thesis involves running 
the corresponding version of the program 26 times, each run 
producing a set of results containing the number of variables 
(NV), the number of iterations (NI), the number of function 
evaluations (NF), the index of computational labour (NC), the 
cpu time ne~ded to reach the minimum (CPU) and the function value 
at the minimum (FV).· These extensive sets of results are 
presented in the tables of this appendix as follows: 
Tables 2-i-j contains the results of the 26 runs of method i 
(i = 1, ••• ,17) on the test problem j (j = 1, ••• ,7). It also 
contains the totals of the 26 runs in the bottom row. In the 
case of the Quasi-Newton method, the testing of the method on 
any of the test problems considered in this thesis only involves 
running the program 9 times (up to 160 variables). The sets of 
results produced by this method have the same format as those of 
the conjugate gradient methods. The notation used in this 
appendix and the next one is as follows: 
NV Number of Variables. 
NI Number of Iterations. 
r/ 
NF Number of Function Evaluations. 
NC Index of Computational Labour. 
CPU Cpu time. 
FV The Function Value Obtained On Convergence. 
The figures representing the Cpu time are to the 6th decimal 
of a second. For example the number 156324192 should be read 
156.3 seconds or 2 mins. 36.3 secs. 
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THE EXTENDED ROSENBROCK TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE FLETCHER-REEVES METHOD 
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40 !. :I. 2~'i 2b13 I 1l~9BO I 24ElB?DB O. l 'l~'i9[)·- B I 
!----_._!------ ---------- ----,------ ----_._------ ---------------! 
! 60! 210 ~ 437 26657 5922544 I 0.6748D-14! !------!------I---------- ____________________________________ ! 
1 m~ I ~'."!B 1 516 41.7'16 '121~'i~57B 0. 1792[)-1~) 
!._-----!------!---------- ---------- _._---------- ---------_._---
lOO! 207 1 43{~ 43D3 i l ?6379~:;0 13. 2/1~)0[)-1.4 
!------!------1---------- ---------- ------------ --------------
! 120 1 247 1 5113 62678 13745913 0. 3833D-14 f------!------! __________ ! __________ ----_____________________ _ 
141~! :31.[;)! 643! 9D66:5 1?'llA341! D.290:3D···l3. 
------!------!----------!---------- ------------ --------------! 
16~J! :5~'i::i 1 7:,~~! 117B~'i2 2~5'n'n:3::; ['). 61142l)····1~~ 
------!------!----------!---------- ------------ --------------
lBO! 3b4! 752! 136112 29842629 0.614B[)-13 
------!._-----!._---------!---------- ------------ --------------
21,)[')! 1.1117! BiI:I. 16'tIY!:i. :57:1. 923~'il D. :H~HD--:1.:3 
------!--_._--!---------- ------------1--.----"--------
2;'.0! '1 /1/1 1 ?:I. 2 201.552. 4439:1.3?0 
------!------ -.---------
----------!------------
240! 4B7 9?7 240277 52972391 O. 1260()··13 
------! . __ ._ ...... -
260! 538 11(J2 2137622 631713152 O. 15(41)··1~' . 
..... _--_.-! ... _ ....... _ .. . 
2B0! !::;b7 :1.1613 3259613 . lil. 1~572D··l4 
.. __ .. - ..... ! _.- .... _- , "M • ___ • __ .• 'H. __ ._ • __ 
31'JI'J 1 604 12313 nl~:i97162 O. l7'}'"}I)···l2 
------!------ ---------- ---------- ------------ --------------
3~~Q)! 6"1 /1! 1:5:1.:5 112:1.47:5 1 'n79:1.;1"'~.; 1 Il. tl'l:l.?D····:I.:l 
------!-_._---!---------- --------_.-!,.,-----""----_._!----------------
~'II/I!) 6B7! :IJI02! "17UR)D2! H')~'i3~.~D;W)R)! O. B;.~~UID····t4 
------ ------!---_._---_._!---_._--_.-""!-------_._----!---------------
~~6[,) 724! li17'+! ~';:3;'.t :l. /1! t:i.7f.IRl3IW)'?! D. :5:'H ?D·<I.:Y, 
----__ --____ I __________ ! __________ ! ____________ ! _____________ _ 
767 ·1564 ! 5?50B4! l3206B697! 
------ ------ ----------!-----------!------------!--------------! 
'100 ~i71 117D tl('91.70! Hi37·U::;07! D.1.1200D··l3! 
------!------ ---------- -----------!------------!-----_._-------! 
il21l 1 70S' :lil47 bfJ91B7 1 1:34:')53127 1 D.2(1321)··:I.:5! 
------!------ ----------- ----------!------------!--------------! 
4MJ 1 66~:;! 13~)9 59'1319 I 1.:522:1.:1.297! 0.313 /1/![)-13! 
!------!------!---------- ----------!------------!--------------! 
! t16l~ 1 730,! 150:, 6?2BO:3! l~';;'.2969'1~)! 13.27l:W··:l:·5! 
!------!------I----------!----------I------------ --------------! 
! ilBla! 7713 1570! 7~';~l:I.71;)! 16~5<J97B'n n,2:56:1.1)····:I.;3! 
!------!------ ----------!----------!------------ --------------! 
:5 I)) [')! 671i) :1.3 7[j! b 136:57 I:)! 1. :"i ;.' 13 ~m~"'i I./EI 11. 1113 ~'; ;;, D':' :1. ;-0 ! 
!------1------ ----------!----------!------------ --------------! 
!TOTALS!l2294 25209! 7971021 ! 1757258197 
THE EXTENDED DIXON TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE FLETCHER-REEUES METHOD 
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NU ! NI NI'" Ne CPU! FV 
!------ ------!----------!----------!------------!--------------
! if) 87! 1 ';'(3 ! 2D9(,) ! D:l2365! 0. 28890-·1 rr ! ____________ ! __________ ! _____ M _____ ! _____________ ! _____________ _ 
! 2{a . ~:-j2! ll2 ! 2~5::')2 ! B9B2~.)2! D. ::.~222D--27 
!------ ------!----------!----------!------------!--------------
! 4~) 122! 2~'.'ir!! :1.D6:1.?! IW6:5nm! Rl.82U:;\[) .... ;:?f') 
!------I------!----------!----------I------------!--------------! 
6(J! :I.(.;)(:J! ;::I.:I.! :l.2D7:1. 4?1l1B28 1 D. :l.7?3D·<1.9 ! 
!------!------!-----------!-----_._--_ ... "----------_._--!----------------! 
B~~! 122 2~:54! 2(·TJ::;j7 /1 7Br:ll.~27:·5! (ij, 2359D·<1. (} ! 
------J------ -----------!----------- ------------!---------------! 
IDl)! 2k18 4:50! tU 'no :I. 661.ll7 t),j ! O. :l.362D""2fJ ! 
------!------ ----------!---------- ------------!--------------! 
12Rl! 26~':; ~:;1.~2! 6~::i~:;B2. ::.~~:';Ql9~:5b:l.7! 0. 4~s3aD" .. ~~(·j ! 
------i------ ----------i----------i-------~----i--------------i 
JAk1 i ;>.92 ~)97 i 841.77! ~5226S)9:';(il! 0. VI87D""2'1 i 
------!---~---I--------.---!----------!------------!--_____________ ! 
lMJ! 21/~ 443! 71:32:'~! :'?7:3~)672L) i 0. 1~)61[)"<1.9 
------!------ ----------!----------!------------I--------------
180! 219 4~'i7! B2717 i :3149(i)701 H.l::;'75D""1.9 
------!------ ----------i----------i------------ --------------
2(!)k1 i 24:1. ~50:l. i :I. De17WI. i :m2D7::i4U ~). 8:1.,'iBD·,,·20 
----_ .. -!------ -----_._----!--_._---------!---_ ... _--_._-- ------_._------
2::.~Q)! 27(~) ~5~'i6 i :1. 22B7 (, 1 D. s'7:3mD .... 2(i) 
---" .. _.- 1 -""-""-." 
. . ----------!----------
2l~Q}! 27~:; 5bB ! 
26k1 303! 62k1 161820 6163?146 0.113k1D-19! 
!------ -------!---------- -----.----- ------------ --------------! 
i 2BO 29:1.! 60k1 :I. 686k1k1 64263273 k1.1831D-21! 
!------- ----_.-!----_._._--- _._--_._---- ------------ --------------! 
3k10 3:1.9! 656 :1.97456 75:1.94954 D. lB90D-20 i 
!------ ------!---------- _._----_._--- ------_ .. __ ._-- --------------! 
i 32Rl 347 713 228B73 B7:1.7753U 0.9245D-20 i 
i------ ------ ---------- ---------- ------------ --------------
! 3110 ftJ. 2~55BD-·19 
! .... -" ... _"",," 
----------1------------
! 3611 290244 l1k1643556 
i ..... _.- .... " ... -
3BfJ tHO ! B~',)tl 325374 12376?6(!)7 e). 7~'i11~5D·"·~.~el 
_____ " _______ ! _______________ ._ .. ___ . _____ . ___ u
M
_. __ !_ .. _____ . __ . _____ _ 
400 449! 919 36B519 :l.40745967! H. :l.122D-19 
------ ------!----------- -------~----i--------------
42m! 4(,b! (]~:)2 153350768! k1.2598D-19 
______ 1 ______ 1 _________ _ 
. . . 
------------i--------------
t\IJ(~! 118'?! . 9'JB ! 4lJ E) :1. 1. l3 1674402k16! 0.1511D-19 
---~--i------!----------i----------i------------I--------------
'160 i Lj<J9! Hl:I.B 1 tI6'n'JB! 17f:ln3m~61') 1 ~). ;~tHl1D"":I. ') !-----.-!------!-.-----.---.. -!----.---~- .. -J--.-.-.-.----.--- --------------
! lIael! ~'i27! :l.073! ~H6l.:1.3 i :l.9~';B~'i~l6~'i6 [:1. :l.:UAD .. <L9 
!------!------J--------"--J----------!------------ --------------
! 5k1k1! 544! 1106! 554106 i 21:1.15696k1 D.1227D-19. 
!------!------!----------!----------!-----------.- --------------! 
i Tond .. B i 713135 i lbl ~'6 i 5:1.376'16 i :1. 9~'i773~,7(38 
i 
THE EXTENDED BEALE TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE FLETCHER-REEUES METHOO 
NU NI 
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NC CPU FU 
!------ ------!----------!-----------!------------1-----,'---------! 
2 11.~ ! :'5 /J ! 102 ! 7B33~5! (.).6770[)-·:?(i! 
!------ ·------!-----------!----------!-------·-----1---------------! 
I 20 26 I 6 f.) ! 1~.~6() I :5'i'~m::!.2 I ~1. 27:56D<~2 I 
------ --------!----------.-I--·,"---------!-------------I--.. , __ . __________ ! 
40 44 I 98 4018 I 1242369 D.3484D-2D I 
------l--~---l---------- ----------1------------ --------------1 
60! 20! b6 I.~E)2l}! :I.::.~3m13~5 (i, :J. 9::.~6[)·· .. 2rl ! 
------!------!---------- -----------!------------ --------------! 
BB I B3 I 177 14:537 I 1.\ lJ lWn 72 0. 19970···:n I 
.. ------ ----- .... 1-·_·-------,- -----------!------------ --.------------! 
100 103 I 221. 22321 I 6938832 0.46900-32 I 
.... ----- --·---·--!----·---·----I------··----I-·------------ --.------------
120 114 I 241! 29161 8991977 0.3901D-19 
!------ ------!----------!--------_.- ------------ --------------
140 107 I 228 I 321lJ8 9986551 0.37560-19 
!------ ------!----------!---------- ------------ --------------
160 I 10~:; I :~2~~! 3:5'i'0::, 11131842. l'1. l~)~;I.ID-·l'7 
!------!-------!--------._--!---------- ------------ --------------
1B~1 I 98 I 2ll.! 381S'l.. llo:,B:Ha lo.1372D·...;l'Y 
._-----!------- -----------!._----------!----------_.- --------------
2 [;)() I 1.n:1. 21.7 I 1.1:51.>:1.7 I 1.:,:'):';6407 0. 690'lD··--:l9 
------1------ ---------- ----------1------------ --------------
220 I :,9 73 16133! '1814284 0. ~~167D-·Hl 
------1------ ---------- ----------1------------ --------------
2 110 1:3<'1 B~, 20R)[B I bOB:;:;;67 I 0.1813[)·-18 I 
!------!------ ----------- ----------!------------!--------------! 
I ~!'6R) I 1.\1.\ l.();:>. 26622 I B:UJB6:I.D I D. (6821) .... 19 I 
1------1------ ----------1---------- ------------1--------------1 
nll1 M) I :1.:"51.\ I :57654 1.:1.63'nnl I D.'nl\~:.;I)····2D 
1------ ------ ----------1---------- ------------1--------------
:5[;)0 7f:1 1/ 1. I ~)j.l17:L 1. 6[321 D64 I 0. 972')i)-21;) 
1------ ------ ----------1---------- ------------!--------------
I 32D 92 1.99 I 63879 1.97305a5! 0.261.50-1.9 1------ ------ ----------1---------- ------------1--------------
! 3l~(a lfr)~:.:; 22~:'=;! 7b72~:.:;! 237:1.:·:)~.:;62! 0. :l.6~57D· .. ·:t (') 
!------ ------- ------_._, ... _ ... !._---------!--_ .. _-_ .. __ ._._----!-_.-._._-_ .... __ ._---
36(, u.;:> I ;?,:59 I B627<) I 26BU26H7 lD.:I. !.VJ9I) .... :l 'i' 
!------ ----,-- --_._------!----_ .. _----!------------!--------------
3UI:1 1.13 21.12 I n202 I 2B621')6(H I O. ll1.2DD·-j'i' . 
!------ ------ ---------"-!----------!-------_._--- --------------! 
I 14DB 11B 2~)2 I 101052 I :H:,244 l I2 m.1670D···1? I 
------ ------ ---------- .. -J----------- ---.--------- --------------! 
l\2f3! 11'1 2~";7 I :l.00:1.'i'7 3:,1.1f:!2:360 0. ;.~1.11il;?'[)····:l9 I 
------1------ ----------1---------- ------------ --------------1 
.q(.~(!)! l:?!a 2~:5n! 1:1.377B :·5~:.;:l.B29~:5~::; (a. ::.~a~.:j9[)" .. :1.9 I 
------!------ ----------!----------
46m! 12[;) 2~,,;B I llB9:m 36772349 0.32360-1.'7 
------1------ ----------1----------
4am I 120 2~)B I 124~)9a 3B363336. 0.31470-19 
------!------ ----------1---------- ------------!--------------
~3mf3 I 11 'i' ::.'~)6 I :I ~.)B2~56 396296'YlJ I 0.31350-19 
------1------ ----------1---------- ------------1--------------
TOTALS I ~.~2P)6 1.\70:-5 I :I YlfB71 l~~·3ml~:5?b~:5(a ! 
________________________________ ------______ 1 
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THE EXTENDED ENGWALL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE FLETCHER-REEUES METHOD 
------------------------------_._-----------------_._.--------------NU NI NF Ne CPU! FU ! 
!------!------!----------!---------- ------------!--------------
;!! B! :I. Cl ! ~.)7 6:1.:';6'1! 0, (MJ('IUD+OO 
------!------!------_._--!-------_._.- -------------!---_._-_._-------
20! B! 2f.1 ! ~m'j 1 :5:56B2! fl, [:Hj[:H'ID+['IO 
------·-!-------!------------1---------·-- - .. ---------.---/.--------------
"ll') ! L5 ! 
---·---!·--------·!·-----------1------------- -.------.------ ------"----,--,--! 
6U 1 12! 35 1 2:1.35 55f.1U53 0,0000D+OO! 
------ ------!--_._------ ---------~!--- ... -------.- .... _---_._-------! 
BD 9 ! 27 21B7 ! 569708 0,000UD+00! 
------ -------!---------- -----------!------------- _._----------_.-! 
lOU 11! 32 3232 ! B29767! 0,U000D+00! 
------ ------1---------- ----------1------------!-·-------------! 
12! . 35 (12:·5~:j! Hlf:)9169! 0, r.)(~(il[,)[)+O[,) ! 
------!----~----- ----------!------------!--------------! 
111 ! :5'! 5'1'n! :llj:lB9~:j'l! D, [')O[j[JD+(·~[,) ! 
------!---------- ----------!------------!--------------! 1:, r ::IB 6:1.1.0! 1~'i~H3D(,)! U,OE)('I(·3DHID! 
------ ------!---------- ----------!------------!--------------! 
1!le1. l::;! 11':> 76 (!i;;! ! H':"iIlD6:t 1 ('.1, ei(!)f)(;)[)HIO 1 
------!-------!----_._----!-----------!--------_._-- --------------
200 :l.3! 3B ! 763B! 2[,)U660f.l 0,[')001')0+00 
------- -------!-----------!---_._--_._-!------------ --------------
:l3 ! BB·Q(?) ! lil. ('I (iWJ 0 [) + (3 (i) 
!------ ------!----------!----------!----------_.- --------_._----
2f.10 12 ! 30 ! 915B! 2336289 ['),[')0000+00 
!------ ------!----------!----------!------------ --------------
! 26[') 13 ! f.l0! :l.0f.1f.1D! 267283B [,),[,)01')(!)D+00 
!------ ------ ----------!----------!------------ --------------
! 2B0 12 36! :l.0116! 26[')5205 O,0000D+00 
!------ ------ ----------!----------!------------ --------------
:,0[') 10 :51.! 9:5:·5;1.! 239:1.7 t1B ~), (i)(i)['IP.ID+O[;) ! ______ ! ______ . __________ ! __ . ___ .~ ____ !-.-------N.---- ______________ _ 
! :5~.!~i!? :50 1 96:5D! 2'jf.l:55:1. 7 1'1, [j[')['I(.')D+EI(~1 
!------!------ ----------!----------!------------ ---------------
! :3 (H)! HI :"5'·I!:I. J. ~'i 9'-1! ~.! B [j B :1.;5 D (:). (%')[')(0 D HI 0 
!------I------ ----------!----------!------------ _____________ _ 
:5 (, 0! 12! :m! :1. :37:1. D 1 :; "IB B 7:5 (, 11, \')(')[1 RI [) +[1(;) 
!------!------I----------!---------~!------------ _____________ _ 
:3G[J! J.2 1 :37! :l.1l097! 3~53:1.27'J 1 ~), (i)(;)[:I[')[)+())O 
!------!------!----------!----------!------------ --------------
Ilew! l.:I. 1 3~;! :I.1H33::i! 3~)1 ~tD7:3 [), oonOD+[WI 
!------!------ ----------!------_._--!------------ --------------
420! U. :5:';! :J.l17:5f'.;! :5b5:39[,)9 ~" [')f:)eWID·'·\;)('1 
------!------ ----------!----------!------------ --------------
lJ(ID ! 1 " :1.('~H7 ! 
___ . ___ ! ___ . ______________ .! __________ ! _____________ . __ M _____________ ! 
'160!:1.:3 ;,'1 1 :I. 7'17(;>! f.I ::;:m:3~1:5 QI, Dl:IQ)(i)[)+['I[3 ! 
------!------!----------!----------!------------!--------------! 
'I m) ! 12! :m! :I.B27B! tl:':;B7B67! (.:). elel(')(')[)HW) ! 
_. _____ ! ________ !_. ____ N _____ ! ___________ .!_._. ___ . ____ . ___ ! _______________ ! 
5(~le)! l:~! I.I:I.! 2[3:";'I:I.! 5:1. ~tn7(n! D,Oflf.)((I[)+[;)D! 
------!------!----------!----------!------------!--------------! 
TDTALB! 31!);3! 'i':I.;5! 2:39/.1~51! MJ72:"5lI~?'?! 
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THE EXTENDED ROSENBROCK TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE POLAK-RIBIERE METHOO 
NV NI NI'" NC CPU FV 
!------!------!----------!----------!------------!-----_._-------! 
! "I :,:5! 711 ::.> H) ! 7,);36B! n, ~';I3')llD··<1. ') ! 
I------!------l----.------ .. -----.-----!-.----------- -_. ____________ ! 
::'>0!::'>3 5::'> 10,)::'> ! 265')01 0,510,)0-::'>5! 
___ ~"_"'M ! __ ', ....... __ 
---------- ----------!------------ --------------
"lli) ~ ::.>:, ~)~j 22~:.:.;~:; ! ~:;2:·~D7B (]. 2~;;:~~BD-::.~~·5 
.. _---_ ... ! _ .. ,,' ...... --_ •. 
---------- ----------!------------ --------------
M)! 23 60 3660 1 131::'>0')2 O,41740-26 
.. _----- ! ---_._-_. 
---------- ----------!------------ --------------
80! 24 67 5427! 1176480 0.38810-24 
------ ------ ---------- ----------!------------ --------------
100::'>1 64 6464! 135::'>6')6 O. 16070-24 
!------ ------ ---------- --------_._!------------!._-------------
1::'>0 ~~2! 6;3 ! 762;3 t!.,'12<1131! 0,40940"-31:3! 
------ ------!----------!---------- ------------!._-------------! 
t40 24! 68 ! 95813 2041252! 0.231370-27! 
------!------I----------!---------- ____________ ! ______________ ! 
t6R)! ::~;:; 6~; H)46~'; 22~.'')D:52 1 (]. ;36900'-'2:, ! 
._-----!------ ---------- ---------- -_._----_._----- --------------! 
100! 23 6') 124139. 2594501 0,56660-30! 
------!------ ---------- ---------- ------------ --------------! 
200! 23 66 13266 2850136 0.6221D-24! 
------!------ .-_._------- ---------- ------------ ------_._------! 
,"," 
.:. .... - . 6') 0. '11l')'ID-<~B 
!------!------1---------- ---------- ------------ --------------
240! 23! 71! 17111 3594171 0.26230-20 
!------!------!----------!---------- ------------ --------------
! 21.)~3! 2~~! 72!:L 0792 :59:59~j::.~2. 0, 5 t,D ltD-'2<7 
!------!------!-.---~-----!----------- -------.-------J--------------
! 2DO! 2l')! 67! IBB27 :m(')')(,(VI! 0, 1 H)'lD····~!.:5 
,-------!------··1------------1------------ -------------!------.- ... -.-----
1 :mo! 2D! 73! 2:1. 97:~;. q3t.1~'.;13B0! ~), '16:321)····22 
.--~ .. - .. - ! _."._"" ........ ! ........ ,-,_ .. __ .... "",, ..... ! .. ,._ ..... " .. " ... -......... " ! ................... _ ........... " ......... ! .. ; ................. _ .... _ ........... __ . 
~52t3 I 2(~)! b9! ::'2tl·~9! (~4~.:j~:';~::j6(.j! t~). B7~:56D·-:~2 
------ ------!----------!----------!------------!--------------
3':'0 22! 7~5! 2557'~3! ~i:t~:)81!:.)3! 0. 1:'542D-:~5 . 
------ ------!----------!----------!------------!--------------I 
360 22! B[i! ;.'B"lB~)! ~)6702~.';2! ii), :5IYI7[)-:,:, ! 
------ ------!---_._-----!----------!-_._---------!---_._---------! 
3B[l. 2(;)! 67! 2~';~';:U! ~:;:1.76l::?'j! f.l. 7~'.~)i-:l1)-·2~~ ! 
------ ------!----------I----------!------------!--------------I 
4()(,) 20! 60 I 27260! :"i4IVll:l.3! v.l. 9(;):'4D·-~'.2 ! 
------ -------!---,--_._--_._!-------_._-!--,"-_._-_. __ ._--!--------------! 
'121:) 21~)!. 6'}! ;.~<)D'I'?! ~'.;B 1.1. HI" 1 (i). f:lI')f:l7D··-:5t.1 
.------ ------!_._--------!--_._---_ .. _-!._------------!--------_ ... _---
4.l1D 22! lD! :5tLY1B! 6tH 9D7~)! l'l. :,t.lt.lBl)--2(' 
------ ------ ~--------,,--!-------.---!.---.---------!--------------
'161') 22 B2! :57(,)02 1 73BtJ3BB! 1<1. J.6t.151)··-26 
------ ------ ----------!----------- .. _-----------!--------------
'lBD 22 7 t.! ;36~:;56 727 Ml~;7! 13. lI2BlO-':?6 
1------ ------ ----------!---------- ------------!--------------
~)(30! 22 77! ;3B:;;77 77132BB6! 0, ~;224D-"26 
1------!------ ~---------.-!---------- ------------!--------------
! TOTALS! ~3f:l2 :1.7?2! 47i-:l272 9~;33737B! 
THE EXTENDED WOOD TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE POLAK-RIBIERE METHOD 
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-----_.------_._---------------------------_._----_._-._-----------------NU NI NF 1 NC CPU FU 
!------!------ ----------!----------!------------!--------------
! 4:57 79 ! :59::,; 1 1l::;7~;2! (3, 10f.l~;I)'--:)1 
!-----_. ------ ---------- ._----------!------------!--------------
! 20 46 99 2079 ! 548594! 8,24150-23 
!------ -_._---- ---------- ----------!-------------!------------~-
! 40 135 289 11849! 3101323 8,36970-22 
!------ ------ ---------- ---------- ------------ --------------
! 60 71 154 9394 2430289 0,2844D-22! 
!------ ------ ---------- ---------- ------------ --------------! 
! 80 88! 189, 15309 3966808 8,73731)-25! 
!------ ------!---------- ---------- ------------ --------------! 
100 105! 227 22927 5924733 0,31631)-23! 
------ ------!---------- ---------- ------------ --------------! 
120 134! 288 34848. 9026150 0,51030-23! 
------ ------!---------- ----------!------------ --------------
1I.Il~! 1::;/1! 3f.ll. 118081! 12:316B(,)6 ('),27:390-2'1 
------!------!----------- ----------!------------ --------------
lb~l! l7B! 395· ! b3~S(1'~:5! :Lb226{~:-53 ('3,2·Q54[)-24 
------ ------!---------- ----------!------------ --------------
180 163! 345 62445 162B2961! O,2(')201)-21 
._----- ------!----------- ----------- ------------- --------------
~!.v)ll ! 2243'l012 
------ ------!---------- ---------- ------------ --------------
220 1,01 ! 0,4'178D-20 
------ ------!---------- ---------- ------------ --------------
240 200! 421 101461 26457372 O,27640-21 
------ ------!---------- ---------- ------------ --------------
260 249! 51,8 135198 35469689 O,53210-21 !------ ------!---------- ---------- ------------ --------------
280 240! 501 140781 36871129 0,36370-21 
------- ------!----------- ---------- ------------ ------_._------
3(')0 175! 36'1 11106'1! 289'11971 0,38411)-20. 
------ ------!---------_. -----------!------------ ---------------! 
320 181! 382 122622! 32042907 0,30460-21 
------ ------!----_._---- -----------!------------ --------------
340 176! 372. 126852! 33061341 0,60000-21 
------ ------ -----------1----------!------------ --------------
360 157 336! 121296 31474363 0,4770D-21 
------ ------ ----------- ----------- ------------ --------------
380 154 331 126111 32685758 ('),28961)-21 
400 174 372 149172 30669263 O,48250-21 
------ ------!---------- ---------T- ------------ --------------
4~.)(3 2Rll! : 1.126 17'1:54(" 4677'1'7D:, 0,36(11)-21 
------ ------1--·-------- ---------- ------------ --------------
440 245! 514 226674 59284433 ('),31'161)-2(') 
------ ------!------------ ---------- ------------ --------------
46(') 120! n)f./ BWl2'1 :5:,1.12291<;>! 0, 6:~2:m-21 
------ ------!----------!---------- ------------!--------------
480 400! 834! 4(')1154 105422263! 0,90160-20. 
------ ------!----------!---------- ------------!--------------! 
5v10. 1.16:~~! 9(31. 1 4'111.1fH n,12:311)-19 ! 
------!------!----------I---------- ____________ ! ______________ ! 
TOTALS! 4638 1 9055! 3(,)05111! 7f:l2991GJ.ll ! 
! 
201 
fHE EXTENDED MIELE I CANTRELL TEST FUNCTION 
41TH ANALYTICAL GRADIENT 
THE POLAK-RI8IERE METHOD 
-------------------------------------------_.----------,--------------NV NI N:F NC! CPU FV! 
!------!-------!----------!-_._-------!-----------_._!--------------! 
! 4! ~m! 166 ! 0:3D ! :·.I::UO{17! D. :l9::I(,D··:L1 ! 
!------!------!._---------!---_._-----!-.--------,---!---------._-----! 
! 20! 7t! lBl! :"B~H! t~'it?'1:51! l'I.192'?D-·l2! 
!------!------ -----------!-----------1--------------1·--··------------I 
! IIl1!. 7~:i :1.92 ! 7B72! :5:1.'1227:5 1 ~l. :l.22~·iD-·U 1 
!------!--~--- -----.. ------!----------!-------------!---------------
! 60! ~:.)::.~ lt~I..~ ! B7Bt~! ~·5l~l~lJ4::.~')! ((1. ~.:;8tl6D-··l::~ 
!._-----!------ ---------- ----------!-------------!---------------
B0! 72 1.7C:) :L377D! ~:;~j9~:~~:.:;b7! 0. 2a431)·-1.;;'~ 
!------1------ ----------- ---_____ . __ I ____________ ! _____________ _ 
! 1El0 1 77 104 10584 7!::.i!:S::!.(·j(,)6! f.). :\.:\. 2~:';D"- :1. (~) 
1------1------ ----------
------------1--------------
1 1 ~!f.)! 91!1 2:U 107?666B 1 f.). :l.f.)06D-:l.0 !------I------I---------- ------------!--------------! 
22~.~7B B6029 l 12 1 D.1106D"·1(·:1 1 
.. __ .. _._.-! -" .... -.-..... 
------------!--------------
16l~ 1 413 1:1. :5 7(.127831 1 1<).6;?7:I.D··U. 
·-----.. ··1-········-·-
------------1--------------
180! Bn 41449 16434BII:5 1 D. 749!')[)-·1:l 
M ______ ! ___ "_M"_ 
------------!--------------
2ElD 1 (,:1.. 179 :55979 l.:59B20DB! \3. 61llbD··t:i. 
.... w __ • __ ._! __ . ___ _ 
------------!--------------
22e.l! ~.:;B 146 1 :52266 :1.29899:59 1 
.. _. ____ ... ! __ M.· .. _. __ .. 
----------1---------- ------------
~?4~~)! ~5:1. 128 1 :50B40 12:5BII?52 \3. (j8B4D-·1:I. ! 
··-'-"·-"'·1 ... "" •. "."." 
----------1---------- ------------ ........ _."_ ... _"._. __ ." .. ",,. ! 
~~6t3! 'tB 69165 I,). :I.~·;10D·"t:i. 1 
""""-"·'·'''·1 --'''''.''.'''''' 
----------1---------- ------------ " ... " .- ... -._. -"" '.'."." .. ". "" ! 
28n 1 7(!) 106! 52266. 2D6BII205 fl. (1'?9:m-12 
----------1----------1------------
300 70 177' 5:5277 1 21.:1)5'12137 \3. ~;/IB:5[)··:L:I. 
------ ------ ---------- ----------!------------ --------------
:52") 79 2134 651113'1! 2(,,:1.2(3627 0. 1.714D-1.0 
------ ------ ---------- ----------!------------ --------------
:5{I@ ill 125 11262~"i 1 1.6B~'iI'14e)1 0. :57660··1:1. 
.------ ----.-- ---------- ----------!------------ --------------
U. 3 1 ''1[:1793 1 1. ,S:!. ~'il. 7 (, t ! 1------ ------ ----------!----------I------------I--------------I 
:Wl1 'to . 2~';6 1 '1/~:i:56! :511:1.77207 1 8. 2 l'l l'l 2 D .. · H) 1 
___________ . __ ! __________ ! ___ . _______ .H_! ___ . _______ . __ ! _____ . _______ . __ 
4RI[3 ll'f 1 1:5l3 1 ~'i2l~H3 1 ~.~n6l1'??2B! rI. :l.HHI)"-:I.(!1 
------ ------1----------1----------1------------ --------------
420 70 1 203 1 B5116:5 1 :5:52:55775 f.).2l27D-lO 
------ ------!----------!----------!------------ --------------
IIG0 B:I.! 22:5 1 913:511:5 :5B591635 0.2D7DD-1D 
------ ------!----------!---------- ------------- --------------
460 :51 1 91! 41951 16094624 0.10:590-11. 1 
------ ------!----------!---------- .------------ --------------1 
4f:lD 97 2ll1! 11~:;92:1. {lb767(·3'7'? D.l:5r:l11)-Hl! 
------ ------ ----------!---------- ------------ --------------J 
5P.ID 137 1 1<).4L57D·-U. 1 
------ ------ ----------1---------- ------------ --------------1 
TDTALB :l.7;?H ll~';62 1 :I.:l.1I /1'186! {1~·i:·512lII.172 
1 
202 
THE EXTENDED POWELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE POLAK-RIBIERE METHOD 
NV NI NI" Ne CPU FV 
!------!------!---------- ----------- ---_._-------!--------------! 
! 'I! ';>~l! :1.97 9n~'; 2'i'I!')61! 0. ::'.17\;)1)"__:1.:'> ! ! ______ ! ______ ! _____ . _________ M ______ • __ •• ___________ ! ______________ ! 
! 2ll! 1~)7! 21.1:5 ~;10:5 126(;)927! D.I.I101\)-":I.:5! !-------!._-----!---------- ____ ."N _____ - ___________ ._! ________ , __ ""_~-! 
1.I0! 'N 1 ;'.l:)~; BI.J[;)~'; :?:l.17911! ii). n~'i9B\),,__:I.~l ! 
!------1------!----------- ----------- -,-----------!---------------! 
! 60! 11.7! 27B. :l.69~';B ,!Of.\"HJiI~;! n.6777D····:l.:5! 
!------ ------ ----------!----------!_._-----------!--------------! 
m) ~~,',2 5'12! '13902! 11 [')~';(33~l~)! ll, 1.(;)[161)-:1.:3 ! 
1------ ------ ----------1----------1------------!--------------
1 EH) 239 ~)(~)3! ~:.H:H303! 1274:32('2! (.3, 6:lBI.~D·-:l.~.:; 
!------ ------ ----------!----------!-------_._---!--------------
1~~0 ;'.04 1.I:51! ~)21~:;1! 12'itI0317! (.~, '1271D-'l tl 
------ ------ ----------!----------!------------!--------------
11.1() ?2tl. : ~l:57! 75717! 176:3B710! 0, H)~l~';D-:l.2 
------ -.-----!------N-----!----------!------------I--------------
16(i) :l.9~'j! f.\1B! 67;'.9D! 16623::j{19! 0, :I.'l:l.DD··-:l.;5 
------1------1------·_----- ----------1------·------!----------------
1(30! 34l~! 7D:'> 1.:·U;;~4:~! :5~'f3fJa673! (3, l?29D····:t::o 
!------!-------1---------- -----------!------------1------·---·------
! 2P.l0! 2~:):1.! ~:;?7 1 ()~::;~~:~7 1 26~'5(~)2~j4B! m, :I. ::!.7BD"-:I. :'3 
!------I------!---------- - _________ ! ____________ ! _____________ _ 
! :?20 {1~'if.I! 93~) ;!(%6:55! 5161.1601.'1! n,2't2BO-··j.tJ 
!------ ------!----------- ---------- ------------- --------------
! :?1.I0 I.Inl.l! 996 2f.\00:'>6 596137576 0,5077D-13 
!------ ------ ---------- ---------- ------------ --------------
:?60 ~?0 66:'> 173[')1.1:'> I.I:?B:'> '1223 0, 117BD-1:'> 
!------ ------ ---------- ---------- ------------ --------------
280. 511.1 1056 296736 73460512 0,29990-13 
!------!------ ---------- ---------- ------------ --------------
! 3(')0! 607 :1.24(1. :'5:n 2 "1l3 927220[l2! (il. 13"l6[)"-l:5 
!------!------ ----------!---------- ------------!--------------
320 !:'>65 ! 753! 2'l17:1.3 59[19,',32:1. 0,9l[l6D-16! 
!------!------!----------I---------- __________________________ ! 
340! 736! :I.'!9n! 510[1:1.[1 :1.279:1.51.195 0,:'>6f.\5D-13 
!------I-------l----------!-·---·------ -.----------- -.---.-------.-.--
! 3M3 {j'l'}! :I. DB7! :l?2I.j07 1 9~)77 tJRH3P.) (il. :1.777D--:I. :'5 
!------ ------!----------!---------- ------------ --------------
3[10 1.I05! (3:59! :519659 71399701[1. 0,'iI.lB2D-l:'> !------ ------!---------- ---------- ------------!--------------
f.\00 801.l! 16:'>13 656[13[1 16tJ11.161.165! 0,8[1920-11.1 
!------ ------!---------- ---------- ------------!---------------
f.\:?0 62B! 1:?B7 51.111327 1:55187n96! O. 11.1:3[11)-13 
!------ ------!---------- ----------.------------!--------------I 
! 440 ~;()6 1 l.0"17 '!6l.727! Uf.\161l.92.! 0, 17~;:'>D""1;5 
!------ ------1---------- ----------1-~----------!---------------· 
460 6(jf.J! :1.2313. !:.;7 (!l7H) ! :llI~.~n2l39tl:'! I;), H)27D··-:l.:·, 
!------ ------ ----------!----------!------------ --------------
! 4[10! 9[16 2003 9,',31.1'l3! 21.101.101615 0,13(901)-11.1 
!------!------ ---------- ----------!------------ --------------
5 Rl el! ~;.:j lJ ~:; 
1 .... _-_._.-- 1 -.-....... ~.--.. 
! TOTALS! H3!:;(3~'; ~>':I. ';1:17 
~,)b~?'b2;3! j.I.J(1(·~)I.~B~::j:t.B el, ::!.6?bD-·:1.:3 . 
----------!------------ --------------! 
7065955 ! 175678440t3 
! 
:' . 
. '; 
203 
THE EXTENDED DIXON TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE POLAK-RIBIERE METHOD 
-------------------------_. __ ._---------_._-------_._--,-----------------NV 1 NI 1 Ni" Ne 1 CPU FV! 
------1------1---------- ----------1------------ --------------1 
1(\ 1 9B 1 22'1 2'16'1 1 1. (;)fnmU) D.21B'ID-'2'1 1 
------!------!---------- ----------!-_ .. _--------- --------------! 
20 1 37 1 B1 1.7(;):1. 1 6B,)1.~.l6 ~1. 2Bf)OD-'2p.! 1 
------1------1---------- ----------1------------ --------------1 
'10 1 B6 1 105 n5::::.l 1 :,(%~?::i~,)2 D.BWI2f)··"2D 1 
______ T_~-----!---------- ---_____ . __ ! ________ ._. ______ -,-~--_________ ! 
60 52 ! 116 7076! 2805256 0.25510-20! 
------ ------1---------- ----------1------------ --------------1 
80 52 1.1~~; <.1::'il!:)! :36S)2209 0. B872[)·· .. 2~) ! 
------ ------ ---------- -_._-------!------------ --------_._----! 
1mJ 67 15D 15150 1 5972472 D.5D1(;)f)-20 1 
------ ---------- ----------1------------ ______________ 1 
12(;) 1D9 233. 213193 11294926 0.2320D-19 1 
------ ----------!---------- ------------.--------------! 
l. 4 fJ 11'1 2{1;~ 1 34122 :1.372~.~2:,9 1 n. 1.:560f)-1<J 1 
1 ""-""--"" ------ ----------!---------- ------------!--------------! 
1 l. 6D 76 . 172 1 27692 1[')'1~:i'J:527 1 0.1427D·-<1.9 1 
1 .. """---"" ______ ! __________ ! __________ ------------I-----__________ ! 
! 1 Ba ~57 ! :l~5~:5! ::.~I.J!.~:·5~:~ 9~;.)7:1. 9:-56 ~). 1. (a2~3D--'2E) ! 
!------!------ ----------!---------- ------------ --------------! 
?[')[') 1 6:,,; 1~; 1. 1 Jln::;:I. 1 :I. '17(·,)'7112 «). 27341)"":1. 9 1 
!------!-._---- -------,-_.-!---------- -----_._----- --------------! 
22 (!.I ! {~b :1.:1.2! 21.47~:;2! 96bal.~~:.):L ~]. :~~B4:I.D··-:I.r;1 ! 
!----_.-!._----- _._--------!------_._--!---_._-_._---- -_._-----_._----! 
:I. :l.3LI7((.1~';9 ! ______ ! ________________ ! __________ !_N _____ . _______ . ______________ ! 
:Y,O 1 ~;D 1 :I. 39 1 ;36~?7<) l 4:1. n';2:1. B Pl. :.l66'1D·<~(·~ 1 
!------!------!----_._----!------------ -._------_ .. _._-- ---------------! 
1 ~~mJ 1 4'1 1 H;)6 1 ;:.'97B6 :I. :I,;'i't;.;;'i6B F). H96S'D-'2(i) 1 
• ------I------I----~-----I---------- ------------I--------------! 
:Wlt.1 1 4:5 1 :I. (;)6 1 :3:1. <) (~(, :I. ::.~ :U17 0 I.j 7 1 Pl. fl'n BD .... 20 1 
------1------! .. --·--------·-1---------- ------------ ------,--------1 
32D 1 :):5 1 :1.27 1 413767 :I.:57:W)4;:i~'i F). f., l l"J2D .... 21') 1 
------1------ 1----------1---------- ------------ --------------1 
3'1[') 1 LJ9 :1.:1.9 1 lJ~1~;79 1 l.~Fl.43;31. n.2767D .... 1.9 1 
______ ! ______ M __________ ! __________ ! ___ . _______________________ ! 
:56(i) 1 "16 :1_:1.~5! 1.~:I.::5:1.~:.:;! :1.6n~~;B:5~:SB 0. ::.~2:·57[)"H2m ! 
.. "._-,_."'- 1 " ... " .. _ ..... _.-
----------1----------1------------ --------------1 
380! ~::jl..~ :1.:5:1. 1 '199l.:I. 1 :I.'}LWD6<J2 D. 1.2:~'l[)'-1'f 1 
."._ •• _-"" ! -_._ .... _ .. " ----------1------------ ___ .... ___________ ! 
4DI'l 1 b6 629~.;.i7! 2I.J~:.:;B711(lB ~}. 1:·51.~::?DM.-:1. <? ! ! ' ___ M ___ I __ .~_M ___ . 
__________ ! _____________ --------------1 
!._._---- ------ ---------- ---------- ------------ -------------_. 
1 440 ')9 225 9'7225 3921<J9D2. D.l[,)77D-19 !. __ ~ ___ ______________________________________ !M _____________ _ 
1 460 07 2D3. 93503 36014325 1 [').2425D-19 
!------ ------ ---------- ---------.- --_.---------!--------------
"I HO :lDt> 1:1.::;"1"10 H. ~~69PJl)"<1. 9 
!------ ------ ---------- ---------- ------------!--------------
1 5DD lDO 1 229 114729 4569565::: 1 0.1856D-19 1 
!------ ------!---------- ---------- ------------!--------------! 
!TOTALSI 17B2 1 4D<JB 1D6771B 419791649 1 
7a.b-tt- J"2.i; 
204 . 
THE EXTENDED BEALE TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE POLAK-RIBIERE METHOD 
---;:;V---·--NI----·--.. -.. Nf:: ........ --·, .. -·-·--N·C ........ ;- .... ·,- .. -·-·--·i:r:;·Ci .... ·--.. -, .. - .... ·-··-· .... i"ij--· ........ --·, 
. ______ ! ________________ ! _______ .. _____ w! ____________ ! ______________ ! 
2! 1-. ;,,2 ! '16 ! 77~597! 0.2;5'1Rm .... ,'.1! 
------!------- ---------_.-!._--_ .. _--_._-.!----_._-------!--------_.-----! 
2({)! :I,E."I :~(? ! 6P)9 ! lBf.J:561! (·:l. (}4~5BD""2::! ! 
------!-------- ----------!----------.!-----.-------!------------~-! 
l10! 1.1. ;5(;, ! :I.ll76 1 1126(37 /1! ~1. :I. ';>~12D'''';W) ! 
-------!------!---------_.!------------!--------------!-_.------------! 
6(') 1 :I.:I.! ;55 ! :.~':L3::.;! 6:1.0l3l16! lJ. 1l.0l:)[)·...;H ! 
!------- ------!---------- ---------~!------------.!--------------! ! DO 1(3 ! :3:5 267;5 1 7~';('lJllII! 0. ;377~:iD .. ..;,~1 ! 
1------- ------!----------
---------- ------------!--------------I 
H:)O 113 ! 3535 1007367! B.256(30-30! 
!------ ------!---------- ---------- ------------!--------------! 
12[1 llJ ! 4356 123171'1! B.(3121D-22! 
!------ ------!---------- ----------- ------------!--------------
! 1.0'1[3 ID ! :57 ! 52:1.7 1
'
16lJ660! (!)./j;571D .... 2:1. 
--- .. --- ------1----------1--·---·------- ------------!--------------
1613 Lt 42 ! 676~~ 1n'7;',67~5! D. ~~R)S'2D'''';5Rl 
------ ------ ----------!----_ .... _--- ------------!--------------
1.BD U ;'5(3 ! 607B 1 '?tIn7tJf'l! I;l. :t!'j[):;'[) .... :;><J 
_______ 1 ______ ---________ I ____________ ! ____________ ._! _______________ _ 
2RWl l.1. :,8 7(;,:m! 21365~';-1! n. 1321D· .. ·:5H 
------ ------ ---------- ---------- ------------!--------------I 
2:W 1.1 ;'5'1 (3619 24:ll1:526! B. 1I47?D .... 31 
------ ------ ---------- ---------- ------------!--------------
240 11! 413 ?64(,) 271H636! 0.445130-31 !------ ------1---------- -_____________________ !--------------
:U,B 11 413 :l.0"1/1~) 2'14~52')5 1 H. :54n~m-_;H 
------ ------ ---------- ---------- ------------!--------------
2(3(!) 11 41 :1.1521 3237(356! 0.441130-31 
------ ------ ---------- ---------_.- ------------!--------------
3 v.1 (i) 11 '12 :1.2642 ;5~527'l66! fJ. WI~'nD .. _;H 1 
______ --____ ----------1---------- ____________ !--------------
3213 :1.:1. ill 1 13:1.6:1.! :,7[;)ll?BD! R). :tn52!)·...;'v.) 
------ -----~!----------!----------!------~-----!--------------
3 11 R)! U.! lll;)! Ll6 ill) 1 :, B "I 7 (;, :,,;;:,>! 1;1. :l;:,> ;5(~ D <5:1. ! _______ ! _______ !_. __________ ! ______ . _____ ! ___ H __________ ! ______________ _ 
! ;361<1! I I') ! ;''1! :I."I(';)7'?! 3'1;:'>~)62'?! l3. :1:1. 94D .... ;:';5 
!------!------!--------_._!-----_._--_._!------------ ---_._----------
! :lBm 1:1.0 3D :1.4"17B! llD~5'n;:>1 el.3776D·<'.:' !------ ------ ---------- ----------!------------ --------------
400 Iv.1 39 :l.563'1! 436346(3 0. 1039D-2'1 
!------- ------ ----------- ----_._----!------------ ---------------
420 '1 40 :l.6B4B! 466224(') H.2531D-32 
, 
------ ------ ----~.----- ----------!------------ --------------
'l 113131H ! 119220'1(3 ! 
------ ------ ---------- ----------!------------!--------------
'16v.1 ua III H)<;'(i) 1 ! 5;:>;:>:[;50B! 1'l./16iWlD .... ;:>11 
______________________ I __________ !------------!--------------
liDO 1(,) 41 :l.972:1.! ~';il;56;:>ll't! B. ~.~B;~7D .... ~.~:I. 
------ ------ ---------- ----_._----!------------I--------------
~.';0n 10 ll;:> ~.~:1.l'l4~.~! ::;7';>6:1.:I.;5!. l3. 171.4D .... ~~1il 
------ ------ ---------- ----------!------------!--------------
. TIlTAL.!:> 27/1 'J<l5 ~?~.l'1nl '?! 725l;)Wl'?O! 
THE EXTENDED ENGWALL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE POLAK-RIBIERE METHOD 
205 
---'._,--, .. ---------_.---------_ .. _--_.,""",._---_ ..• -_._---"'"-----------------------
NV NI NF Ne! CPU FV! 
!.------!------!----~.-----!-----.-----!--.-------.-.--!--------,-------! 
2! B! Ifl ! ~'i'I ! 6::'.637! ~1, ('l0DO[)+(iH') ! 
l------ I ------I---------··--!-----------!--·-------··---J---.-------.-----! 
! 20 7 ! 23 ! 4B3 I 123B46! (i),0DD0D+DD! 
!----_.- -_._---!--_. __ . __ .... _-!--_ ... _-,_ ... _---!--------_._-.-!--_._._---_._----! 
! 'I El B ! 2::\ ! <;>1.1:3 I 2~';:m(.')::j! H, ()(i)(i)OD+OO ! 
!------ " .. ~----!-.--,------ .. -!----------.--!--.---- ... '".--. ----!-_._-----_._--_._-
6(:) 7 ! 2 l J ! lq64 ! ~'5b6f.l73! ta, (]~:)(~)F'[)+(~}(·~J 
!. ______________ !_. ______ .. _____ ! __ . __ . ______ ! ______ . ___ . ___ !M _________ . _____ . 
BO 7 ! 2~.'; ! ::?D2~.'; ! ;.';D:l.647! D, DDDDJ)·,·m,) 
!----_.-!------!--_ .. _-------!--------_ .. _!_._------------!--------_._-----
! :I.{;)(~)! 7! 2~~ ! 2:32:'~ ! ~:.:jB2l~91.·~! ~J. (~)El~)(·:)D+(jr.) 
!------!------!----------.!---------.~-!-----------.-! ---------_.----
! 120! 7 I 2:5! 27!:l:l ! 7(.;)P.:t:>!YI! n. n()(,)(,)[)+OD 
!------!-------!---·-------!----------1---·----------!--------------
! 1.tH'l! f:l! 26 ! ;56b6 ! 'n'IEI::?2! (,), (i)(·WJl.3DI·(i}EI 
!------ ------!----------!----------!------------!--------------I 
160 B ! 26 ! '1:1.B6! H)7:3'i62! H, OOD(D[)+(~(') ! 
!._----- ._-_._--!----_. __ .---!-_._-------!-------------!---------------! 
! 180 B ! 26 ! 4706! 11B5039! 0,(i}0H0D+00! 
1------ ------I----------!----------!------------!--------------I 
I 2DD B ! 26 ! ~);'.::.~6 I 13'1G7JO I D, QHi)(,H:lD'H:)(i) ! 
!-._---- ------!------------!---------_._!--------------!------._-------! 
22Q)! 7! 26 ! ~'j7'·I("! l;,nn;r,;5! Q). \,HleJ(lDH)O ! 
!-------!-_._---!------_ .. __ .. _!_._-_._------!------------!-----_._-----_.-! 
! ;!.llf')! 7! 27 ! 6:';(,)7! :I. ::i7:5 '?:5l ! 0, DDO(!)[)H)Q) ! 
!--_._--!------!--------.---!---------_.!------------!-------_._-----! 
! 260! B! 2? I 7::;6<.i! 107:'j736! 0, B()(')vJD+(iln ! 
!-----.-I-------!----_·_----!-------_·_-!-------------!--------------! 
2a~) 7 ! ;:':"j ! 7 (i) 2" ! l.BD:l.l(l2! 1i'),I,)('lOO[)+(ill3! 
!------ ------!----_._----!----------!-------------!--------------I 
;,()o 7 I 27 ! 13:1.27 I :I. ?6<;>7:".:n! (j, r.H'H')Q)[)+(W) ! 
!---____ -------I-----------!--··---------!-------------!----------------! 
32~~) 7 27 ! Bl)67! 2:1.20~:;::.~~:.:;! ~J. (~J{j(-~)v.)D+(·3m ! 
._-_.--- ------ ---------.--!--------.--!--.----------!--------------! 
;5 'I H. 7 27 ! ?~, fJ!! ~.' 2 (" 6 B :'.: :'.i! (l. ('I(J (iH')!) ·HoW) I 
-------!------ ----_. __ .. _ .. _-!-----------!._---------_.-!---------------I 
::, M)! l :,U ! '? 711;>! ;UII') (;);5 :I. :;.~! f.), IMW) (!) [) + (i') P.) ! 
------!------ ----------!----------!------------!--------------! 
;W()! 7 ;U!:I. 0207! ;';'j:',(-)%)2! (i), DDD(i)[)+(W) ! 
______ ! ______ ! ___________ !-----------!-.-----.-.. --M-- __ ! ________ . ______ ! 
{I D I') ! 7! ;?6! 1(';)'126! 2~5[!~5~):r,~5! (;), DP.)(·3f!W+OD ! 
------.~------!-----,------!-------.-.-.-!---.----------1--------------1 
420 7 ! 27! :l.1367! 27407"J O,HODDD+00! 
------ ------ ----------!----------!------------ ---------------
7 26 ! :l.l l166 ! 27'?BB1'1 
\._----- -_.---- -_ .. _--------!-_._-------!---_. __ .... _--_.- ---------------
'160 B 2B! 12<;>HB! 32:1.<;>:1.:1.2 H,00(i}n[)+00 
------ ------ ----------!----------!------------ --------------
{I (3(') B ;.~B! :I.:5'16B! :3:3!:l'I~j!W 0, (')!ilOOD+(·')D 
------ ------ ----------!----------!------------ --------------
"O~)! a! 2')! :l.4:"j2';>! :36f~'-l7;5~) (), R)(')OeJ[)+P.)(i) 
------l------!------------·!------·----!---·---··---·---- --------------
! TOTAL!'>! l'?2! 66<;>! l.?'I';>D~'j! l.J:n'?'IQ):12 
! ! 
206 
THE EXTENDED ROSENBROCK TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE CB/SD POWELL's HYBRID METHOD 
---~ij--i--~i-------~~---------~E----r-----E~Q----r------~ij------r 
------!------ -----------!----------!------------!--------------! 
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1113 ! 20 50 ! 
------!------ ----------!---------- ------------ --------------! 
60 22! 56 ! 3416 713401 0.5098D-28 ! 
------ ------!----------!---------~ ------------ --------------! 
21 ! 58 ! 4698 I 955676 0.31870-22! 
! _ .. __ ......... _-
-_._--- ----------!--_._-----_ .... _._--_ .... _------!._-,,--_._---------! 
! :1. I')~) 21 ~;8 ! ~:;8~';B 11707!,) I! ('). 4(l:l2[)"'22 ! 
! .. - -- .. - .-...... - ------ ----------!-------_._-- ----_._------!---------------I 
;.~l ~';'J ! 71.::,9 1112(,~';6B! (;). :53:31[)-··22 
! .. ---.. ----.. ------ ----------!--------_ .. - -,--,----------!--------------
! Vie) 22 65 ! (716~:; lBD66b6! r). ::H)9B[)"~2S) 
______ I __________ ! __________ ------------!,--------------
")") 
,,: .. ,.: .. 63! 1.0:L l13 :1.9(")6b7ll! (..). ~)~:j:.~~6D .. H:·5::! 
----------!---------- ------------!--------------
J. Bvl ")'1 .':H ..... f.,~)! 1.176:'; I 2:m I177(;)! !:). 1. 27 6[)"-:H 
----------!---------- ------------!--------------
67! 13-167 26:571116! B. 1697D--~\2 
------ ------ -----------!---------- ------------ --------------
22e)! 22 67 I lAaI;7 0. ~~979D··-32 
------!------ ----------1----------
24f3! 22 7~l! 16B7~1 
!------!------ ----------!---------- ------------ --------------! 
~>6B 2~~! 7fJ! 1827ll! :549913:56 fJ. llB7[)-2~; ! 
! ._-----
! 2BfJ 
! .. _-_._-.-
•. ) '1 
~: .. ,,: .. 
,.," IO' •• ,.: .. 
----------!----------!--------._--- --------------! 
7(0! 1967()! :371'hll.::i B. 1B~)1[)--2~5 ! 
__________ ! _______________ .. _______ --------------1 
71 ! n. 67 :(.110--22 
!------ ------ ----------!---------- ------------!--------------
! :32~) :?3 n! 231:1.2 1\/\;.>071.:1.! (.:J. 7::;2:';I)"-:5~'; 
!------ ------ ----------!---------- ------------!--------------
! :34~1 21! 72! 24~552 ll::i9-1166! n . .12B6D-·23 
!------ ------!----------!---------- ------------!--------------
:56r.) 2;:.~! 7~";! ::.!7~l7~.'.; ;'i(')9a<12D! e). ~';7(;>9[)-"29 . 
!------ ------!----------!---------- ------------!--------------
:me) 2;'>! 74! 2B:I.9 /\ :';:":.;~'>9:5'l! (;). :L611/1D··-2:,,; 
!.------ ------1------_._-- 1---------- --------.. -----!--.--~----------
! 4 (!)(!) • 2~'> 7:~ 2BB72 :';lj91177~'>! O. ::;166D-·;.>11 
!------!------ ---------- ----------!------------ --------------
! 42fJ! ;.>2 7:5 :>07:33! ;';7'1';>11911 fl.2;.>e)2[)-··2:5 
!------!------ ---------- ----------!------------ --------------
4 t1lJ! 22 7~,) ::l21'1:3! (':l.1.::m~)n vl.2:1.117[)--2:3 
!--~---!------ ---------- ----------!------------ --------------
tl6fJ! 22! n. ~,3192! 63247~57 IJ. :5B:57D-24 
!------!------!----------!----.-----~!------.------ --_ .. _----------
t1fJ0! 22! 77! :F0:37! 609:"51::;1 I). 11:50m)'-2~:; 
!------!------!----------!----------!------------ --------------
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!------!------!----------!----------!------------ --------------
! TDTALB! :"i74! 1.7:57! 4621371! BB:5'JnBl\~:j 
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THE EXTENDED WOOD TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE CG/SD POWELL'& HYBRID METHOD 
---~ij-----~i-------~~----·----~E----------E~O-----------~ij------i 
!------!------!---------- ----------!------------!--------------! 
! 4! :57! 79 :3<;>5 ! :l.lj97~!3! O. l. ow'm···~!:I. ! 
!_N _____ ! ______ ! __________ -----------!------------1---------·-----1 
;!H ! {If> ! 2.1tJ2 ! r:)1!:,)91~-; ~ (1), .2:'~7eH)~-2:5 ! 
!-------!------!---------_.- _._---------!-----------_._!---------------! ! "I ~l!· c'.; IJ ! U.7 '17?7! l14!,,;:m:5 1 el. l760D-19 ! 
! .. _------!------!------_. __ .-
----------!------------!--------------! 
! 6(3! 7:1.! :l.!::;/l . rt:'5?/l! 22~,~2~:.i9:1.! D. ::.~B4ll[)··-22 ! 
1------!------1-------------1-----------1------------!--------------! 
BI')! BB! lB'?! :1.!5:5(';)9! ::S6:,!'.):'76! ~l. 7:'7:5[)···2!"; ! 
!------·-!------I----------- I -----------·l-----·-------!-_ .. _-----------! 
.! :I.O!~)! l(·3~::; I 227 2:~~?::.~7! ~54tl(.3b:~~~.~i! B. :J2(.;)8D .. ··2:3 ! 
!._-----!------ ------_._-- ----------!------------!--------------! 
! 1:W! 12~'i ~>'67 :3~.~:·;(.')7! 7671.1:562! B. :W:l.7[)-2'J !.------I------ ------____ --------__ ! ____________ ! _____________ _ 
l40 :1.40 312 43'?<;>2 10475311! 0.2419D-21 !------ ------ ---------- ---------- ------------!--------------
:1.60 :l.5l 319 :1. 22kl29B9 ! 
! ______ ------1---·-------
---------- ------------!--------------
1BH 163! 345 62'1lJ::i l.l.J'J02I.H9! ~1. 2e)2.)I)··21 
!------ ------!---------- ---------- ----------_.-!--------------
! 2l:Jn 2(;)'1! 1.126 B5626 20'l273B2! ·0.1156D-18! !------I------!---------- ----------!------------!--------------! 
! 220 181! 382 (:llII.I::.~:~! 21l.11·3~'.49'1:J.! ~1. 497B[)·<'.(') ! 
!------- ------!----------- -----------!------------!---------------! 
2
'
10 'Ul HH "I6:1.! 2''106'127(3! D. 276 i J[)-2 l ! 
------ ------!---------- ----------!------------!--------------! 
260 249! 518 l :5!'.):I. <;>:;>.! :52:5:59
'
1;.'4! B. ~;:52 :1. [)···2 1 
•••• ~~._~~_.__ '_~_NM __ '~""'! .... _._._. __ .M ••• __ ._ ._~_ •• ___ ._ •••••• ____ ! ____ .~ ... ..: ..... _ ... _. ___ .. _! __ ..... _ .... __ ' __ ._ .. _. ___ M __ 
2f:lel 24B! ~i1l.11 :l. i l(.37Bl! ::,:56:5:56:5:·;! B.36:37[)···;>'1 
------I ______ ! __________ -------___ ! ____________ ! ______________ _ 
3~10 l.!C)! :569! 11.lIil69! :U):,li):5n)~)! f3.3f:llJl[)···2() 
------ ------!--_._--_.---- ----------!------------!--------------
32B 1B1! 3B2 1 2 ::>. (., ;:.' ::>.! ;.~ 'i ::>. lI;) (, ~.~ 9! li). :51]/.1 61) - ;;~ :1. !------ ------!---------- -------,---!------------!--------------
34B 176! 372 1260!52! :5();:'.~)/~';,)6! I). 6Q)~)IJI)··2:1. . 
!------ ------!---------- ----------!------------ --------------! 
! 36B l57! 336 1:.:.'l296! 206262Ii):I. (3.477(31)·<'l! 
!------ ------!---------- ----------!------------ -----------_._-! 
:1. ~:.:j4 :l.261:1.l! 29761660 H.2B96[)-21! 
!------ ------- ----------!------,--~--!------------ --------------! 
4D~1 l7"1 372! :1.'19172! 3~·;l764"JB li). 'lB2~m··<'.:I. ! 
----------!----------!--------_._-- --------------! 
'12B. 2!1:1. l126! :l.79:3<'16! lI26c5:1.7~.'l H. :56D:l.I)·-<'.:I. 1 
... _ ... _ ......• ! ---_ ..... - ------____ I __________ ! ____________ .--------------
4t~0! 2'I~i : 514! 226674! 53456237 0. 3196D-20 
.... _ •• __ .... ! --_ ..• --
----------!----------!------------ --------------
l160! l:W ~~a4 l.:3WJ2li! :5(,)Y;I31~>4 B. t..:523[)···2l 
------!------ ---------- ----------!------------ --------------
400! 2B9 6B6 291486 69234794 0.7068[)-20 !------I------ ------____ -__________________________________ _ 
! 5Em! lO~) 240 1202 i lli) :?73'rm1f:l la. :m261)-2e) 
!------!------ ---------- ---------- ------------ --------------
!TOTALS! 4D47 059l! 249B3lJ7 ~:j9 j. ~529B~:j~~ ! 
1 . ___ , ___________ . ________ · ____ ._. ____ ._R_ 
_ .... _._ .. _ ............................ ! 
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THE EXTENDED MIELE • CANTRELL TEST FUNCTIDN 
WITH ANALYTICAL GRADIENT 
THE CG/SD POWELL's HYBRID METHDD 
---~ij-----~i-------~~----r----~E----r-----B~G----r------PO------r 
!"------!-------!-------_. __ ._!-_ .. _-------!-_._----_.-----!--------------! 
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!------ ------!-----------!-_ .. _--------!------------!--------------
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1------ ------!----------!----------!------------!--------------
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------i------ ---------- ----------!------------!--------------
lBD i BB 174HlB~54 i I), 12l3BD··H) ! ______ ! _____________ . ______________ !----"R-------I---------------
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i------i------i---------- ----------i------------ --------------
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!------!------!---------- ----------!------,------ --------------
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!------ ------ ---------- ---------- ------------ --------------
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i------ ------ ---------- ---------- ------------ --------------
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!------ ------ ----------- ---------- ------------ ------------_.-! 
3 I!) el 7D :1.70 . D, :l.276D····H) i 
i ......• - ........... . 
----------!-_._------- ........•..• ---.•••.....••..... - •.. i 
bB ! :LW? i 60669 i e), :I.'12e)D··:I.(.') i 
!------ ------!----------!----------I------------ --~-----------! 
34D. 5m i 14m! 4774D 17691?B7 0, :l.2020-1D ! 
!------!------!---------- ---------- --_ .. _------- --------------
i 3613 i 44! ll-)? 3934? 14024256 m,24760-11 
!------!------!----------
3130 1 4ll! 1 :~2 1.16402 172:1.4014 1-), 10450-10 
!------!------!----------
! 4~)B i 31! 03 1231;4041 D, lD:l.2D-ID 
!------!------!----------
i 42D i 1;7! 109 2?54Dl?l-). D, :l.67:1.D-:l.m 
------i------i---------- ------------i--------------
41.11!) i 7'/! 2l')O 
------!-------!---------- "---------- ------------!--------------! 
46l1! B3! 22:1. i lDHlBl 302el3537! 0,3?0BD-l1! 
------i------!----------!---------- ------------i--------------! 
4BIa i 7 b i 1 'l~) i 93??~i 354?7450! D,B64?0-11! 
------!------!----------i---------- ------------i--------------! 
5110! 1113! 2137 i 1. 4:5707 el,B:5:1.1I)··:I.1 i 
------!------i----------i---------- ------------!--------------i 
i TOTALB i :1.766 i (.17:·57 i 1212:52:5 11~:i263B90:l. i 
TENDED POWELL TEST FUNCTION 
ALYTICAL GRADIENT 
SD POWELL's HYBRID METHOD 
-----------_._----_._---_. -----------_.-----------,---, -_ .. _--_ .. _--------NU NI NF Ne CPU FU I 
-----i------i---------- ----------!------------ --------------
4! 9~:,i! :l97 S'B~::.; ! ~·~16D~:5I.J f), 2:1.7(~)D-:l.~·5 
-----!------!---------- ----------!--------_._-- ... _------------
ID2 D'?OD61.1 
----- ------!---------- ----------!------------ --------------
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--------_._-!:-----_._----!----------_._!-------_._-----
14m 17~5. ~'571.~! ~:5273~ I :1.1()~:;~57v.)2 J D. ~51.~~.;nD····J4 
------ ----------!---------- ------------!--------------
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----- ------ -.----~------!------.---- ------------!--------------
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.----!------ ----------!----------- ---.---------J------------.--
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2t!(1 2
'
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--··----!--------·-----I-······---·----l-·---·-·---·--.--!.-----.--------- .. 
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---- .. -- ---.--- ... ---- ···-----·-·---1-----·----··---!--------------· 
300 4 ·:> •.. 1:1.2 ~3:·57l2 J b?l~9~:;~~q! (·3. 1{·li~BD·-J2 
__________ -------------1--------------
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----------!---------- ------------!--------------
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------ ------------!---------- -----_·· __ ·_·_······-1·-----------_·_-
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------1--·----------!----,------- -- .. -----.... ------!--.------------
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--'::.~ .. - _._ ... _ .... _.-! _ .... _ .......... __ ._ ...... _.! -- ........ -~---... --.---! - .. -~-.-.-- .... - .... -........... -.! .. _-.. _-.... --_._ .... __ .. __ ....... _ .. .. 
4~'.~) 62B! 121:17! ~;41B27 I :L2H)9:t233! v). II.1BBD··L5 
------!-_._-------!--_.----_._- -_ .... _--_._----!-._------------
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------!---------- -_. __ ._-----
------------!--------------
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------------!--------------
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THE EXTENDED DIXON TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE CG/SD POWELL's HYBRID METHOD 
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---~ij-----~i-------~F----r----~c----r-----C0U----r------Fij------r 
!------ ------ ----------!----------!------------I--------------! 
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!------ ------ ----------!----------.-!-----.--------!--------------! 
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!------ ------ ----------!----------!------------!--------------! 
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!------ -_._--- --_._------!----------!------------!-----------_._--! 
! 60 :';2 116 ! 71i)76 ~ 20;/2:1.63 1 (~l, ::.,~';~';1D··-2CC) ! 
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!------ ------ ----------!----------!--_.--------- ---------------! 
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!------ -------!------------ ----------!------------- ----,----------! 
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!------ ------!---------- ----------!------------ --------------! 
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!------ ------!---------- ----------!------------ --------------! 
160 76! 172 27692! 10094039. 0,1427D-19! 
!------ -------!------------ ----------!------------!------------_._-! 
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!------ ------!---------- ----------!------------!--------------! 
2Clf.) 61.1! :I. 1.19. 29949! 1I'lB'lIVI26! fi), U'/'I~';[)-- 1 S' ! 
!------ ------!---------- ----------!------------!--------------! 
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!------!------!---------- ----------_.!------------!--------------! 
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I------!------ ----------!---------- ------------!--------------! 
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------!------ ----------!---------- ------------!---------_._----_.! 
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_._----!------ ------------!----------- -------------!---------------! 
32B! ~';:, :I.::.'7! (1I!)767! :1.t.16:5~n71 1 e),6{142D-··2R)! 
------!------ ----------!----------!------------!--------------! 
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------!------!--,--------!-------_._-!--,---,--------,.!---------------! 
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------!------!----------!----------!------------!--------------! 
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------!------!_._---------!-----------,-!--------_._---!--------_._----! 
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____________ ! __________ ,! __________ ! ______________ !_. _______ ------1 
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------ ------!----------I----------!------------!--------------
IItj(j na! 2[:)1.1! 09'?6{1 1 ~~27'16f.jnl.j! D, ~)5B:I.I)-·2R) 
------ ------!----------!--_._------ -_._---,_._----!-,----_.,-----_._--
1.16 (i) El 7 ! 2 RI:,! '1:3 ~5 ~:n :, ::\') '? B:5 2 :I.! (1), 2 1.12 ~'; [) ---:1. ') 
!------ ------!----------!---------- ------------!--------------
tWO H),,! ;:.~{W)! H~)/.j{I~1 '12~!I.H3'1~)I')! (,), :569[:)1)··-19 
!------ ------!--~-------!----------- ------------!--------------
5m0 HJIil! 229! 1V!?2';> lIUN7f:l69! Cc),1f:l56D-19! ! ____________ I __________ ! __________ ! ____________ ! ____________ --I
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! 1 
_._---- ------ ------.---- --_._----._ ..... __ ... __ .. _---_ .. ' 
THE EXTENDED BEALE TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE CG/SD POWELL HYBRID METHOD 
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------!------ ----------!----------!------------!--------------! 
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------ ------ ----------!----------!------------!--------------! 
:1.40:1.:1. 39 ! 54<;><;>! 1554249 0.3592D-2<;>! 
------ ------ ----------!----------!------------ ,--------------! 
1.60 l1.! (.11.! 660:1.! 10'1~;66:5 lil. 73B20 .. -2B ! 
!------ -------!_._--------!-_ .. _-----_ .. !------------ .,--------------,-! 
100 :I.:I.! 313 ! 6B7B! 1<;>623<;>6 B.4B70D-27! 
!------ ------!----------!----------!------_._---- --------------! 
2[;)(J. U.! :59 ! 7B3<;>! ;!.:l.f:1<;>79;!.. '0. 60J.(il[)<~7 ! 
!------!------!----------!----------!------------!--------------
220! U.! (.12 ! 92B2! ;!.6:1.2426! 0.276<;>D--27 
!------!------!----------!----------!------------ ---------------
! 2 'Iv) ! :I.:I.! 'l:I.! <;>B!B I 27;3I.J()~.'i:l. el. 7:'~;1[) .. <!.n 
!------ ------!----------!---------- ------------ --------------
260 11! 41! 1B701. 29<;>5607 0.400I3D-213 !------ ------!---------- ---------- ------------ --------------
2BD 11! 41 :1.1521 3249642 0.4076D-2B I 
!------ ------!---------- ---------- ------------ --------------
300 H! 4:1. :1.234:1. O. 5~)136D-2n 
------ ------!---------- ---------- ------------ --------------
320 11! 41 13161 36<;>5305 B.B174D-2B 
------ ------!---------- ---------- ------------ --------------
:1.:1. ! (.1[3 ! :I. :564(} el. ~;796[)'-24 
------ ------!----------!---------- -------------- ---------------
360 :1.:1. ! (.11 ! :1.'1130 :I. "1l2627D D. 1'1<;>20-27 
------ ------!---------_.!-------_._- -_. __ ._---_ .. _-- --------------
3BO :l.2! 45! :1.7:1.45 4H21132<;> 0.9:1.24[)-27 
------ ------!----------!---------- ------------ --------------
400 :l.1! 43! :1.7243 470<;'637 0.51590-31 
.------ ------1----------!·----··-·--·--· ------.-------- ---------------
"12D 9 ! I.lli)!:1. 6040 "16:52:,,;','1 o. :I. :5~';BI)-'23 
______ ------1----------1-------_·_-
. , . 
(.1 'I fJ . ')! . ;"13! :I. 67~.;n 4647170 0.1321:1.0-20 
------!------!----------!----------
l160! W! 41! :l.09D1 52401322! B.514I3D-22 
------!------!----------- ------_. __ ._- ._-------_._--!--------------
U. ! 5B347:1.0! . 0. 2777[)-30 
------!------1---------- ---------- -------.------!--------------
! ~j00! U! 44 ;.>2B44 61BEl2711! B. 141.21)-20 
!------!------!---------- ---------- ------------!--------------
! TOTAU3! ;.'13~;! HJ:m 267'Y:m. 7:';06BlVJ9 I 
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THE EXTENDED ENGWALL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE CG/SO POWELL HYBRID METHOD 
-------------------------_._--------------------------------------NV NI NI'" NC CPU FV 
! ______ ! ______ ! _____ ~.----_!--------.. -.-!-.------N-.. ____ ! ________________ . 
! 2! B! :1.0 ! ~:.:jt.~ ! bB7"?~)! (), (·:)()()t:)D+m(~:1 
!------I,--,,---,- , .. -.-------.-!-----------!-- ... ,._-.- ... -----!-----.----------
1 :c (;)! 7 ;'.:3 ! lIB:~ ! :I. :c 6 ~j (;, lj 1 O. (')(iH'lI':)[) + (iH!) 
!._------!------ ------_._---_.,.!_ .. _---_. __ .. _--!-"",------------!----_ .. _--_._----
! lID! B :C:, ! (lll3 ! 2~5(.')7:C~';! (i). DCHJDI)-H)(i) 
!------!------ ----------!----------!------------!--------------I 
6<)! 7 ~!.lJ 14611 ! :56017~';! (3. ~JO~)(~[)+[jD 
!------!------ ---------- ---------~ ---~--------!--------------
! o (i) ! 7 25 2(il2~:i 5f:J6D20! 0. PJ(ilOOO+OO 
!------!------ ---------- ---------- ------------!--------------
! lOO! 7 23 2323 504127! O.OOOOO+DO 
!------!------ ---------- ---------- ------------!-------------~ 
! 120! 7 23 . 27B3 703939! 0.0000[)+OD 
!------!-_._--- -----------!---------- -------------!--------------
l.Ilf:)! fJ 26 ! :5666 (?;!'79:5~:i! R)' D(·lO<)I)+Rl(;) . 
!------!------!----------!----------- -------------!--------------! 
! 16(,)! El! 26 ! 4:1.06 1(.')fJ7~5~';<"! f.). (.')(!)~)(110+r:lr:l ! 
!--------I.------!--_._------!---------·--I---------------!--.--.----.------! 
! 100 0 ! 26 ! 4706 :I.:I.93140! r:l.0D000+r:l0! 
!------ ------!---------- ---------_._- -------_._----!--------------
B ! 2b ~l. (·l(;lOO[)+('lO 
______________________ ---------- ------------1--------------
220 7 26 5746 13B4927! r:l.00000+00 
------ ------ ---------- ----------- ------------!---·-----7-----
240 7 27 65D7 1569262! O.r:lDDO[)+Or:l 
------ ------ ---------- ---------- ------------!--------------
260 El 29 7569 lB9:1.967! r:l.0000[)+00 
20D 7 26 7306 17926:1.7 r:l.000(1)+OO 
------ ------!---------- ---------- ------------ --------------! 
300 7 ! 27 0:1.27 1959656 0.0000[)+00! 
------ ------!----------- ------------ -----.------- ----------------! 
7 ! 27 0667 2:1.23563 0.0000[)+DO 
------!----------!----------
------------!--------------
7 1 27 ! (n(;)! 2277468! 0.r:l0r:l00+00 
------ -----------!---------- ------------_.!----------------
36[:) 7 27 ! (i'7'17 ;:~3B7'16'7!~)' Ov.'DRlD+OD 
------- ------ -_._-------!---------- ------------ --------------
30('.1 1 7 27! H)207 25::.'tI560 0. m(~r:l[m+r:lO . 
------ ------ ---------- ---------- ------------ --------------! 
400 7 26 10426 252'7051 0.0r:l00[)+00! 
------ ------ ---------- ---------- ------------ --------------! 
7 ! 27 1:1.367. 2750311 0.0DOOO+OD! 
------!---------- ----------!------------ --------------! 
7 ! 26 11466! 2779477 0.(30r:l01)+00! 
------!---------- ----------!------------ --------------! 
B ! ~.'B . :l.290B! 3:1.9'7B09. r:l.(.')0000+00! 
------- --_._--!--------------!---- .. _--------!-------------!--------------! 
ll8B B 2El! 131160! :,4 125~5:5! RI. 0()00D+('ll) ! 
! ._._----_ .. -
------ ----------!----------!------~-----!--------------! 
! 5fr10 B 29! lll~5~~9! ~,6rj:5'1Hl! 0. Q)m[,)O[)+r:ln ! 
! _._----- ------ ----------!----------!------------!--------------! 
! TDTAU3 1'12 670! lniHl6! 4:l:llJ';>D~?a! 
1 
----_.- ---------- ---------- ---------_._--
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'HE EXTENDED ROSENBROCK TEST FUNCTION 
~ITH ANALYTICAL GRADIENT 
lRIGl HYBRID METHOD 
T--~ij--r--~i-------~~----r----~~----r-----f~0----' ------~ij------r 
! ______ ! ________ . _____ . ___ ! ___________ ! ____________________ H ____ "" __ ! 
! 2! 32 7:1. ! 21:3 ! U::!0(YI (1. HI31D··27 ! 
!------!-,-,---- ----------!----------_ .. !""--""-------- --------------! 
213! 2:1. (-19 ! :1.1329 ! 2;57627 ~J. 21281)····34 ! ! ______________________ ! __________ ! ____________ --------------1 
! 4m 25 :.W ! 2:57(;1 ! :.l29134~~ O. :l.27(10-·~?il 
!------ w·----- ----------!----------- ------------!---------------
6~1 HI ~j:5 ! :1:5~:;~;j M,9B67! O. 2(36RlD···2'} 
------ ______ I __________ ! __________ ------------1--------------
a13 1'1 :'jll ! 4:574 BB4'1!M 1 n. 11.1:'WD···22 
.., " 
",{(., 
" ") 
,r.. ,,'_ 
----------1---------- ------------1--------------
57 ! ~.)757 :I. J.6~:59~.:.i:l.! 0. :~705D .. ··32 
----------1---------- ------------!--------------
(,,1.1 1 771.1'1 15465 tl7 1 [1. t:3~"j:m-;'5~?' 
---------- ---------- -------~----1--~-----------
62 13742 1760131.12 1 13. 11.1132D-29 
------ ------ ---.-~----- ---------- -------------!---------------
1613 20 (,,0 9(,,60 1'10(,,709 1 n. :1.3730-2(" 
------ ------ ---------- ---------- ------------1--------------
U3(1! 2~1. :5'1 :!'(~67'? ~'.l:5~51:1.'J 0.lB29D,,·2;5 
------1------!---------- ---------- ------------ --------------
2(30 1 ~?2 1 6;5. 126(,;3 2:'j~;6l:5tl (j.2HI:m·"2:'; 
------1------1---------- ---------- ------------ --------------
22(~ 1 2;, 1 6b 14::iB6 2'}:52770 O. t!71 '1D'-3~) 
------!--,----!------------ ----------- ----,---,----- ---,-----------
240 1 1.0! ~). !':j~?B2D· .. 27 . 
.,-------- ! ,---_._._, 
---------.-- ---------- ------------!--------------! 
260 1 1'1 613 :1.5660. 3054324! O. 15'15D-22 1 
1 ·---· .. - .. ·1 ............... . 
---------- ----------1------------1--------------! 
! 21313 1 113 (':l! 17141! :52:5:5;:,(;,4 1 O. :[ 2B~?D·"·2n 1 
1 .------ - •• ---•• ---------- ----------!------------!--------------1 
6~:; 19;;;6~'j 1 :5691WIB 1 13.1'127D-27! 
1 ... -.......... • ............ .. 
--_._------ ----------!------------!--------------! 
3213 19 6:3 2(~)223! ~:)(J2~:.:i71.~1! [). :·31.~7:I.D,,·22 ! 
----------- ----------!------------!._--------------! 
3'113 19 . (,,4 21824! 41942(,,0 O. 131300D+00 1 
------ ------!---------- ----------!------------ --------------1 
3613 1B 1 61 22(7)21 1 1~21 ::;a:F (l. 52'1BD .... 32 1 
------!---------- ----------!------------ .................. -............. - ••• •• .•. 1 
113 1 61 2:1::Ull! 442213:,:5 13. :tt156D-2D 1 
------ ------ ---------- ----------!------------ --------------1 
4013 18 62 24862 1 4761464. D.'11350-29 
1------ ------ ---------- ----------1------------1--------------
'-, 1 4~'(1 1 2R) 71. :~nI91! !:j67B0:VI 1 (~. 171370 .. ·32 
!------!------ ----------!---------,,-!-------------!--------------
1 4'ID 1 2;, 70! ~H:59(3 1 6:";~:;'16:,,j~? 1 (3. HlU~'.[) .... 22 
!---~-- ------ -------.-- ... !-----------!------------!---------------
1.160 23 77 1 ;5~.)I.l'J7 1 6B1626~5 1 Rl. 1(i123D .. -;m . 
! ._--,--_., .... -"." ". ,-,-_ .. 
----------1----------1------------1--------------1 
4f:HJ 22 7a I :17:'jl.n 1 7:t:'5RI671. 1 ,0. '1::j:t;5[)·";31 1 
1 •• --.--- --.-.-- ... ----------1----------!------------!--------------1 
7~j 1 ;5n57:,'j 1 71 t l05'16 1 ~1. :';76(~D··:53 1 
1 ... --.- .... - ".'."-'.'--' ----------1----------!------------1---~----------! 
1 TOTl',U:; ::j39 16:'j<}! '1;56261 1 B'I;~J.6,?(-Jr.1 1 
............ _ ............... _. 1 ................ _.... ....... .. ........................................ .. 
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THE EXTENDED WOOD TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
ORIGl HYBRID METHOD 
···-·-Nv···-·T······Nl:--i·········Ni:::·············T·-·--···Ni~-·····-···T-······-·····i::i:::i:i··············,-······"········i:,:v········-····· ... ·····i·· 
______ ! ______ ! __________ ! __________ I ____________ ! _____ ---------! 
'I! :37! n ! :59::; :L2 lIB?9! (3. H)(!)~;D·<!.1 ! 
______ ! ______ ! __________ ! ______________ .. ____ w ______ ! ______________ ... ",.! 
~!0! 46! H,2 ! 2l.l12 ;5:·5(1'1'1:3! 0. ~:;57(!lD···2:~ ! 
------!------!---------- ---------- ------------!---------------I 
4()! 5';>! 129 52B~;' 1~:066B6! O. 6:30BD-~U 
------!------!---------- ---------- ------------!--------------
f.,f,! 71! l~;ll ?;5~?4. 22~n 11.7! ,0. ~!.!Vj'm-2~~ 
..... _. __ ... ! ___ ... _._ ! .. __ ._ ....... _ ....... "... --- .. - ... --.-~ 1 --•• -.- ••.•..•.• - •••••.. -. ! -----.. --....... - ... --
! B0! BB! 189 15309 372?396! 0. 7373D-25 
! ____________ ! ____________________ ------------1--------------
100 :L05! 227 22927 5561556 0. 320BD-23 !------ ------!---------- ---------- ------------ --------------
776T378 (!). :1.4 'I II D··· 21.1 
------ ------ -----------!---------- -------------- ---------------.! 
1'!(') 147 3(')9! 1.13;';6';>! :I. (!):'56~!.:I;'.;6 ('). :1. :532D·"'~.~(;) ! 
._------- --.----- ----------!----------!------------ --------------! 
lM) :1.6~5 :5 llB! ;;<'02:3! :l.:55~j6tl22 0. 1.638D··~.~6 ! 
------ ------ ----------!----------!------------ --------------! 
1 B~)! :1.63 :34::; 624/~~:;! :1. ~5:l :~::.~377 (1. 202('lD···~~ 1 ! 
,------!------!----------,-
----------!------------ .- ... - ......... _ ... _ ..... _ ........ ! 
2~)(i)! 20"1! 426 D5626! 21. (·;)87:1. 97 0. J.l.:56 D _. H) 
._ .. ____ I ______ ! ___________ ----------J----------.--- -.-------------
~.~20 :l.8:1.! :·W2 0"I'122! ~.~(;)629111:5 I D.497(:lI)··<!'(!) 
------ ------!---------- ----------!------------!--------------
240 200! 42:1. 101461 247:1.2945! 0.2764D-2:1. 
------ ------!---------- ---------- ------------!--------------
260 249! 518 135198 32805266! 0.5321D-21! 
------ ------!---------- ---------- ------7-----!--------------! 
2D0 240 50:1. 140713:1. 3434675?! 0.3637D-21! 
------ ------ ---------- ---------- ------------J---------------! 
3 (!) (!) : :369 ! l.l H169 2696:1.467 I. 0.384:1.D-20! 
------ ------ ----------!---------- ------------!--------------! 
:520 18:1. :m2! 12;!'62~'. ~'.'i'76Bn;';7! (3. :,n'16D-2:1. ! 
------ ------ ----- .. -----!.---------- ---------------!-----------,-,--1 
:3'j(~ :1.76 :572! 1.26f:1;';~!. 3(~772l1:'.';:5! 0.6l')D(!)[)····21! 
____________ I __________ ! __________ ! ____________ ! ____________ --I
:5:36! 1212'?6! ~.~9:·52:1.9:1.;';! 0. lI77(!)D···~'.:I. 
----------!---------- ------------!--------------
3B(~ :1. ~;I.I :5:51! 1.261:1.:1. :5e):56:5:56'J! El. ~.)B?b[)·-21 
----------.1---------- ____________ ! _____________ _ 
4(30 174 372! 149172 :3~)(l2I.J~7;12! m. 4n2~7jD--2:L 
------ -----------!--------_.-
------------!--------------
:W:I. 426! :l7?:5'16 lI329'?(j~;:I! (.'). 3f>01D-2:1. 
------- ------ ----------!---------- ------------!--------------
llllf.l 24;'; ~;:)ll! 226.'.71.1 ;';'IB~;7::;;):;.~! B. :5196D'<~D 
______ ------ ---------- ---------- ------------1--------------
460. :1.20 2B4 :1.30924 3:1.075557 0.6323D-2:1. 
'!BD :I. ::;:5 :537 162P.l97 ::~!373DI.162 l~. 1:1. 22D·-:1. <;> • 
------ ------ ---------- ---------- ------------ --------------! 
500 139 305 152805! 364502?7 0.3036D-21.! 
------ ------ ----------- ----------!---_._------- ---------------! 
2406140! 581635084 
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THE EXTENDED MIELE I CANTRELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
ORIGl HYBRID METHOD 
-., 
------------.----------------,---------, -------_._-----------,._--------NU NI NF Ne CPU FU! 
!------ ------!----------!---------- ------------!--------------! 
! 4 80 ! 205 ! 1025 I.ljJI5~'i:3! CL :I.~577D--U. 
! ..... __ ._--
------ ----------!---------- ------------!--------------
! ::.~{3 69 2(;)0 ! "121'lD :I. :'5 '7:5 (" (VI! 0. :;i I') 5 (lD - :1.1. 
! .... _-----
------ ----------!---------- ------------!--------------
70 146 ! 5986 ! 2420114 0.1957D-l:1. 
!--~---~------ ----------!----------!------------ --------------
60! 68 176! :1.0n,6! "H~52(~9~~ ~J. :567l.D--12 
!------ --.---- ----------!----------!------------ --------------
! 80 81 210! 17010 6633037 0.52220-11 !------ ------ ----------!---------- ------------ --------------
100 79. 214! 21614 835D652 0.6:1.480-12 
!----_.- --------!----------I---------- ------------ --------------
120 1['l7 ! Co. 47570-·U. !------ ------!---------- ---------- ------------ --------------
140. 68! 180 25380 9821347 0.79750-11 
!------!------!---------- ---------- ------------!--------------
! 160! 7B! 1'77 31717 12:1.247~.~9! 0. fH90D-··:I.1 
!-------!------!---------- ---------- ------------!--------------
! 100! ~51.j! 11.13 25B8:3 99B90()0! 0. 1.j47(~0··-11 . 
!------!------!---------- ----_._---- ------------!--------------! 
! 2(·30! 1:1. B ! 2'.?f:! :l'lB9B 2:5;W:5279! O. 27~)90-:1. 2 ! 
!------!------!----------!---------- ------------!--~-----------! 
! 2~.~0! 1.16! 112! 2"17::;2. 9600941! 0.7797D--U.! 
!------!------!----------1-----------!--·----------!---------------! 
21.1(1! 6:3! :l.7:5! {j~?1.7~.)! 1.6:"0J7~)(i)! 0.2fN:5O-1:l! 
------!------l----------!----------!------------!--------------! 
260! 110! 27B! 72~"5B! ;W~?I.I~".;0B't! B.7626D-:i.l.! 
------!------!----------!----------!------------!--------------! 
20B! 7')! ~~(~B! ~:iBI.14B! ~!.2:5BI.146?! m. :I.:527D-··H) ! 
----__ I ______ ! __________ ! __________ ! ____________ ! _____ ---------! 
300 ;:!.2! 67! 2((H67! 7:"iU.63f:l! 0. lI2I.j2D··--:I.:[ ! 
!._----- ------!-----------!----------!------------ ----~---------! 
! 32(~ ~5:1.! 1.:52! 1.12:572! :l.6:50(i)71.17 0.4:'i:5:5O·-l.:!.! 
!-----.- ------1----------!----·------ ------------ ---------------! 
! 340 57! :l.51! 5:1.491 19794080 0.23:1.I.ID-1.0! 
!------ ------!----------!---------- ------------ --------------! 
360 . I:!'''' I ..},,' ... l.f.l ~:i ! J'l. ~.!1f:)6D·-12 ! 
!------!------!----------!---------- ------------ --------------! 
::IBl'l! 0:5! 21.H 1 'f:l.B~'.:1. :YI~'i76~'i67 ((1. 1.129DI)-··:I.:I. ! 
!------!------!----~----- ---------- ------------ --------------! 
4ml! 69! 1.D'? ni7D? 2B697{j2:\ ((}.9621.D-··1.1! !------ ------!---------- ---------- ------------ --------------! 
::iB 1 
461,) 8 (i) 
~ 1::'1::-J. ,.) \.J 
l.~'iB. 6'J67f3 
.. _---+---_._!----------
22{j! 1 liU2b4 
----------!----------
1 ~'i(,)! 72:1. ~:i(1 
O. :1.6H9D-··1.f') ! 
------~-----!--------------! 
26:1.66:':i;:?~'i 1 ((1.6162D-··:I.:I.! 
------------- --,------------! 
38852285 O. :1.2250-:1.0 ! 
------------ --------------! 
2 7 I.l(~ (!) 't 2 :') 
------ ------ ----------!----------!------------ --------------! 
5(30 B:L 222! 1 U222! 42(3179((17 (J.3566D--:l.l! 
------ ------ ----------!---------.-!--.---------- --------------1 
TDHH_B 1B2? ! 
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THE EXTENDED POWELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
ORIGt HYBRID METHOO 
---~ij-----~i--T----~~----T----~~----T-----~~G----T------Fij------T 
!----~- ------!----------!----------!------~-----!--------------I 
11 9::;! t'17 ! 90::; ! :;!!:I:;!~.'l2! (1, :U7RlD .. <I.:5 ! 
!------ -------!----~-----!----------!------------!--------------! 
::.!B 0'7! l'7::; ! 4(3'1::.; ! 966(~:5D! B, 1.~.'i:l.70 .... 1.0 ! 
!------ ------!----------!----------!------------ --------------! 
! tlB! H7 1 2(')9 ! OC)6'1! 1(39:3902 (3, 3:5111ID-:f:5 ! 
!------!------ ----------!----------!------------ --------------! 
60! 105 307! 236B7! 54(316(3'1 D,24550-13! 
!------!------ ----------!----------~---~-------- --------------! 
! Bla 3(3:5 6~?':5! ::;0463! U::i70:m7 (3,2261!)[)·-l.:·5! 
!------ ------ ----------!----------!------------ --------------! 
! l.B0 239 5B3! 500(33 :l.l.tl02(39t1 B,62BBO-:l.5! 
!------ ------ ----------!---------- ------------!--------------.! 
12D 21VI 1 11:5:1. 1 52151 :I.:I.n~';::;711'1! (3,1.127:1.D""l.f.I! 
!------ ------ ---------- ---------- ------------!--------------! 
1t1(3. 31(3 652 91932 2DB93505 (3,23060-l.6 ! 
------!------ ---------- ---------- ------------ --------------! 
160! 324 60tl 11(3124. 2t10'1t1830 0,5563D-lt1! 
------!------ ---------- ----------!------------ --------------! 
lB0! 3t10 703 127243! 2'70t190l.B (3, 1229D-13 i 
------!------ ------_._-- ----------!------------ --------------! 
2DO i :5:5'1 i 7~';::; 1:5l7~';~)! :5:56IW):3:52! (3,9<nW .... 1.:'j! 
------!------!---------- ----------!------------!--------------! 
2~?'(i)! 4::;~';! '7:57 2(i)7rJ77! 117:'3:l79RlB! B, :m0lD· .. ·l4 i 
------!------!---------- ----------!------------I--------------! 
2t1B! 5B6! l(337 2t1'7'117! 570'7t1515 0,7B090-l6! 
------!------!--------~-I----------!------------ ______________ ! 
26B 3Dl! 624 16206t1! 37077'708 0, 12100-13 ! 
------ ------!---------- ----------!--------_._-- --------------
2B(3 3r,m! 621 1745f)l! :W::;~511426 0, ~139W""1:5 
____________ !---------- ----------1------------ --------------
3(i)B 342! 727 210027! tI'71030'16 (3, 153l.0-12 
------ ------!---------- ----------!------------i--------------
~1:~la 113:2! OB6 2nt1406! 6~542:5:1.('):5! le), :52'76D· .. ·1~1 
!_ .. _----!------I----------!----------!--------------!-_____ "" __________ ! 
i :31!(~! 736 I'H'I:] i !Hl1Bl13! .1 .. 1. 71.t 64::!S' ! (), :36:·'OD .... 1::1 ! 
!------!------ ----------!----------i------------!--------------! 
:56D! 1.14(·;) 9H) 1 :52B:".;:le)! 7117:'jOn::.!O 1 .0,2:0:I.(1)·...;1.:·5! 
i " ... _ ......... _.- ! ................. _ .. .. 
--------_ .. _-!------_._---""-!------""---""--.--I 
3BO! 396 7~)616652 ! 
! ..... -.-._-- ! ............. __ .. .. 
----------!------------!--------------
lWD! tl45 919 :361351'/! n:nDI.l9:1.:1.! (i),171:lD .... 1:, ! .... __ . __ .... ! _ .... _ ..... _-
----------!------------!--------------
1.20 620 l2B7 5t11B27! 1~?'3:':iB77~';{I! (), ttlOOD .... 1:, 
i .... - .... _._.- .... -._ ..... -.-
----------!-------------!--------------
I.ltl(~ ~5~1B :l.(i)I.\ 13 ! 1162l6B! 10~:i6tj71'l'111! \3,156(11) .. ..;1.11. 
!---~--- ------ -------_._-!-._---------!----_._-----_.-!--------------! 
11 M) '727! :l.09l I. IF:l.n';:I.! 2R)P.)(')/II:l9:1.~j! (i), :5:5116D .... 1:1 i 
i------ ------i----------i----------!------------i--------------I 
lWD! 906! ~.'r.)(J:5! '16;5 111.1:5! 2:;~(i)::IR)7/I:1.:I.! (3, B6BDO .... llJ ! 
!------!------i----------!----------!------------!--------------! 
50(i) i :526! H)BtI i 5t13DD/1! 1.:?'3~H6B22 1 l~, :59 H) I) .... 1.:5 ! 
!------!------!----------!----------!------------!--------------! 
!TOTALS!10443! 21632! 6872240! 1566367920 ! 
! 
THE EXTENDED DIXON TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
ORIGI HYBRID METHOD 
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---~0-----~i-------~F---------~0----------~~G----T------Fij------T 
!------!------!----------!-----------!-_._---_._---_.-!--------------i lO i 127 i 20(,) :,('lBPl i l22'I1Bl I i fJ. 96l.'ID·· .. :~(i) 
!-------!------!---------- ---------_ .. _-!------------!--------------i 2(') i. 37! Bl l.701 i 66~'i77(3 i 0. 2!lDBO-'~~(i) 
i------i------i---------- ----------i------------i--------------
lly] i 711 i 161,) 6~560 i ;'.!~5:5:53~)6! 0. 36D;:'[)·-21,) 
!------!~-----!---------- ---------- ------"------!--------------
6f.l i 52 i 1:1.6 7D?6 ~:'6'f2'15lJ i 0. 2~.'i~)10 .... ~:.O . i------!------!---------- ---------- ------------i--------------! 
8f::)! ~52! :I.:I.~::; ! 9:3:1.~) :1t:.)36273! 0. BB72[)M<:.~(a ! 
i------i------i----------i---------- ------------!--------------! 
1(30 67 ! 15D i 1515(3 57356D7 i 0.5Dl.DD-2D i 
i------ ------i-~--------i---------- ------------i--------------i 
i 120 103 i 221 267lJ1 1B:;!:U,3B6 i 0, :ll6~.'iD""1.'J ! 
i------ ------i---------- ---------- ------------ -----~--------i 
1lJ0 lB6 i 227 32DB7 1 1225lJB33 0.567BD-2B i 
------ ------i---------- ---------- ------------ --------------
160 76 i ,172 276'12 1BlJ522B9 0. IlJ27D-l'f 
------ ------!----~----- ---------- ------------ --------------
1130 57 i 135. 2lJlJ35 9lB1268 0. 1(325[)-2B 
------ ------!---------- ---------- ------------ --------------
2B0. 6B i llJl. 2!l341 l.B6551B2 D.826lJD-20 
"------!------!---------- ----------!------------- --------------
2:W i 46 1 U2 2"17~'i2! 'J2B~.)51lJ. [1. 28l11D-l9 
---.---!------ -----,------ ---------- -------------1--------------1 
~~41i) i ~'il] :1.21 29:1.6:1. :l.DB76(':lB:L i 0.111I.JD .... :l.9 
.... _ ....... - .... 1 ...... - ........ . 
------------i--------------
260 ~5B 134D2B6B i 0.566lJD-2B 
!------ ------ --_._-_._--_.-
------------1--------------
i 2BD lJ4. 1B6 11:1.B21.B'f 0.B'f6'JD-2B i------ ------i----------
3(')0 319~)6 llBBElI.J15 O. B92BD-'2(] 
------ ------i---------- ---------- ------------ --------------
3:?0. 5:'5! 127 40767 151731lJ5 0. 6lJlJ2D·"2B 
------i------i----------
:51.1Il i lJ'J i 1:1.9 40~57? i :I. ~51')379(~2 0.2767D ... ·:I.') 
------i------i---------- ----------!-----_._------
360 i '16 1 :I.:I.~:i lJ1515 i :l.5342lJ:l.7 Ii). 22:57D· .. ·~~P) 
------i------ ---------- ----------i------------
lI'l'):I.:I. i :l.B;:;I')f:lnn i 
.... - ........ - .... i ........... -_ .... . ------------I-------------~I 
lJ0D i 66 (il. 13lJ2D··:L ') 
------i------ ---------- ---------- ------------ --------------
420 1 75 177 71.J51.7 277'16076 0. 22'J6D-20 
------!------ ---------- ---------- ------------ --------------
4I.JD ! 'J12B7 el. 19~5lJD .... l') 
---~---!------ ---------- ---------- ------------ --------------
i lJ60 1 137 203 935f:l3 3lJ'f29212 B.2lJ25D-l.'J 
!------- ------ -------.--.. - -_._------- ---- ... ------- -_._-----------
i 'ID 0 Uil6 lJ32B1435 ·B.369(30-:l.'J 
i .... -- ........... _ .... _ ......... . 
----------i----------
! 5em :1.00 22'1 i I :l./p2') '12B'n:3~~:'5 i (1. Hl~'i6D""1. 9 
i .... -- ........ - ------
----------i---------- ------------!---------------
i TOTAL:, 1.770 ll(i)B7 i 10~'i9::.!67 :3'161:5:.1713 i 
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THE EXTENDED BEALE TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
ORIGl HYBRID METHOD 
---~ij-----~I-------~~---------~E----r-----E~0----r------~ij------T 
!------!------!----------!----------!------------!--------------1 
! ;>.! lA! :52 ! 96 I 7lj'IB';>! 0. ~'i~'i'lf;)I)"-2:5 
!------1------!----------!---------,--!-------------!----------------
2(1! 12! :54 ! 7:I.t.I ! 2:1.~'i(il97! (i). ::i:5:.)(;)I)-'·?(i) 
!------!------!---------.-!~---.------.!-----.----,----!--------------
! IH;)! 12! :513 ! 1 :')~:!H ! 4::i229B! (i). :,6:5'!D·"';:!.(i) 
!------!------!------_._--!----------!_ .. __ ... _-------!--------------
! 6rl! :1.2! :3B ! 2:'j:I.B ~! 67~JI.~4:~~! (-1), :I.~.:j~.~2D",,:1. <» 
!------!------!------------!--------------!------------!--------------
Be,! :1.2 I :OB ! :"(i)7B ! B9'10:','i6! El. 21.'10D .... :I.~;> 
!------!------ ----------I----------!------------!--------------. 
H)(-)! 9 :5'1 :5 /1:5 11 ! ?~'iB7:,:,!(i)! (i). 91~!(3D"";,';>' ' 
!------!------ ---------- --~-------!------------!--------------
120! U. :59 'I7:1.9! 1:5:5:5O:'1! ~,. ;,!7:501)-2:1. 
!------!------ ---------- ----------!------------!--------------
1'1B! J.l. 'ID ~',;(;,'I(i)! 1~'i9/18~'i6! f~. 2::i92D· .. 2(i) 
! ,, ___ . __ .. _! M •• __ • ____ • ... 
__________ ----------I------------!--------------
16~1! :1.2 In ! 6'n:5 :1. 9~5'12tl~';! 0. l :I.~:i7D"·l. 9 
.... --........... I ........ - .• - .. 
----------!---------- ------------!--------------
1 Bv) :I. 2 41 I 7/121 21Df.l~;:1.6! O. ll~;17D· .. :I.'1 ! 
---------- ---------- ------------ --------------! 
41 B241 2352222 0.6(3061)-l.9! 
------ ------ ---------- ---------- ------------ --------------! 
220 12 ljl 906:1.! 2592(3B2 0.4711D-19! 
---------- ----------!------------ --------------! 
24P.) :l~? 43 10:56:O! 29'19037 D. 1(3490-19 ! 
! .............. -- --_ .... _ ... 
---------- ----------!------------ --------------! 
260 :l;>. 'I:5! 1122:5! :5170912 0.1139D-19! 
! .... - ........ - ... _ ........ __ ... 
----------!----------!------------!--------------! 
2B(i). 12 11:5! 12D(n! ::ltI2~)3n2! n. :l.:1.6:1.D-1'i' ! 
! .. ,,_ .. _._--_ .. ! .... -.. __ ..... - ----.----.---!-------.-.--!------~-----!--------------! 
:3DP.)! 12 'I'l! :1.:32'1'1 37072(;)9! O. :I.~'io:m·"':l.9 ! 
!----_._!------ ----~------!---------- ---------_ .. _-!--------------! 
:,20 1.2 44 I :1.'1:1.24 3 '1;'i 3 ('1:34 ! ('), 2(!)'I'ID··:l.9 ! 
!-----_. ------ ----_ .. _---_ .. !----------- ------------!---_ ..... _-_._--_._-! 
! :5'1(;) U. I I1R)! :l.:36'1D :m:.~;.i:l. 9 (i) ! (i), ;'i7'1BD .... 2 /1 ! 
! ................... . 
----------!---------- ------------!--------------! 
:5f.,(i) 1 ':> 
.. -
42 I :I.~.'i:l.62 429779'1! (i). :56?9[)·"2f;) ! 
! ..................... . 
----------!---------- ------------!--------------! 
! ~5B(3 :1.2 112! :l.M)f.)2! {1~'i:I.~'i~:!~'2! (i). 17:1.fm .... 22 ! 
! ........ _._ ....... 
----------!----------!------------!--------------! 
3B! :I.~)2:m! ll:l.67?~'iB! f.). :5663n .... 2:1. I 
! ..... _ .......... . 
----------1-----------!---------·---!----------·-----
! 4~~fr) 'IO! 16Bl1D! iI66?:lDf.)! o. 2~.!66J)·-<I.B 
! ...... -.... - ....... 
----------I----------!------------!--------------
:l.Q) lj[) ! 1.76'1f.) ! {IB<j'70~';{~ ! O.226 l ID .... 19 
!------ ------!-------_._--!-----------!------------!---------------
t16V., :I.:I.! {Ilj! 2(!)201.1 ;'i6:1.:;'947! El. :l.67'ID· ... 2'1 
!------ ------1----------1---------- - ___________ !--------------! 
'. . llDI') :I.:I.! Iltl !, ~,!:I. :1.6'1 ~:!B::i:',l72'i'! R). :1.2'1:51)-·;>.1·;) ! 
!------ ------!----------!---------- ------------!--------------! 
12 ! 117 ! 
!------ ------!----------!---------- ------------!--------------! 
!TOTALS 299! :1.053 I 27:5757 76B20056 ! 
THE EXTENDED ENGWALL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
ORIGl HYBRID METHOO 
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. --~ij-----~f-------~~---------~f----r-----ffG-----------~ij-------
------ ------ ---------- ----------!------------ --------------
2 8 18 54 ! 59010 0.00000+00 
------ ------ ---------- ----------!------------ --------------
:W 7 23 4B~> ! 12~5~129 0. 000()D+0[3 
----------!------------
943 ! 249167 
! ..... _ .. __ ... ! -.-:.: ..•...... 
----------!------------
6~)! 7 1464 ! 361441 
------!------ ---------- ----------!------------ --------------
00! 7 25 ;.~(i)2~5 ! ~';[') 12BlI ~1. f)[l(i)(i)O+(i)(i) 
------!------ ----------!----------!------------ --------------
1()~)! 7 23 ! n:n ! f';Bf';l~';~~ ((1. [~[j0()D·Hl() 
------!------ ---------- ----------!------------ --------------
l;.~e)! 7 ;.!:5 27(3:5 ! 6'n~591 fl. ()(·;)(iHilDH10 
------ ------ ---------- ----------!------------ --------------
~). (iHiliiHi)i.) + [;)E) 
________ . ____ . ______________________ ! __________ N __ ! _________ . ____ _ 
16() B ! 26 lll.f:l6! 1.0f.,f.,13~';7! ~). RWloeID+(i)(i1 ! 
------ ------!---------- ----------!------------!.-------~--------! 
1130 B ! 26 lJ706!:t:l 'lB4B7! 0. (;}('ll~[m+(i)[~ ! 
------ ------!----------- ----------!------------!--------------! 
2(i10 B ! 26 
------ ------!----------
220! 7! 2f., 
!------!------!----------
240! 7 27 
! ._----_.-! .--------. 
~~60! B 
! .,,-----! ---.. ---
2Bfl! B 
'OD 
",' .. ~ 
27 
~5226! 1.:5;~?132;:>! ll. ll~J0('l0+R}() ! 
----------!------------!------------~-! 
57'16! llW:3'nB o. Bflfl(m 1-[3(,} ! 
----------!------------ --------------! 
f.,507! l~';f.,?f.,['IB O. (}0RH3D+0[~ ! 
----------!~-----.------ --------------! 
7~'569! 107676(3 O. (Ml0~lD+[%1 ! 
----------!------------ --------------! 
7507 1905537. 0.00000+00! 
------!------ ---------- ---------- ------------ --------------! 
~q'lO! 7 ;!.7 f:l1:'7 19~';9ll(3;!. n. ['}('l(i)RlD+c,m ! 
------1------1---------- ---------- ------------ ---------.-----! 
7 ! 27 RI. (i) (i) ('I fl 0 + [~l (i) ! 
-_._---!----_._---- -----------
! 34P.1 7 ! 27 92(i17 R). (~I(aRIRIO+(ila 
! ". ". _ .• " ••.•. 
------!---------- ----------
:16RI 7 ! 27 ! 9747 (,1. el (i) (!) RI [) + RI (·~l 
------!----------!----------
7 ! 27! :1.P.):?B7 fil. (i)(!)(,)flD+0(il 
------ ------!----------!---------- ------------ --------------
lj(i)D 7 1 ;!6! 1.0426 257~';B:I.B ('). (i}(1(i}(iIO+(il(i) ! 
------ ------ ----------!---------- ----------__ I ______________ ! 
'12fl 7 27! 1:1.~>67 27423~~3 RI. (il"Wlfr)l)+Rl(', 
------ ------ ----------!---------- _._---------- --------------
7 26 ! 1l.466 2B 11 '743 
----r-----!----------
'IMI . 2f:l ! 1.29(30 
------!._----- ----------!---------- ------------- -~------------
4130! B! 20! 1:34613 33Bel~;27 [~. [~~)0elD+m~) 
------!------!----------!---------- ------------ --------------
50P.1! n! 2<,>! lA529! 3620922 0. RWeJflDHIRl 
------!._-----!--_._------!----------!----_._------- -_._----.--------
TDTAUl! 1.93! 671.! 17~:;467 1 ll:5'1B6(VI;.~ 
! 
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THE EXTENDED ROSENBROCK TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
ORIG2 HYBRID METHOD 
---~ij-----~f-------~~---------~~---------l~0G----r------~ij------T 
!------!------!---------- ----------!-------~----!--------------! 
! 2! 29 1.>8 ~~04 ! :l.1.2tf~:.:;:1.! (.3, 4e)8=5[) .. <.~6 ! 
!------!------ ----~----- ----------!------------!--------------! 
! 20! 20 47 S'87 ! 2'J3265! D. 1:l90D-<~1 ! 
!------!------ ---------- -----------!------------!-----------~--! 
40! 24 55 2255 ! 540120! 0,4805D-28! 
------!------ ---------- ----------!------------!--------------! 
6I3! 19 5D 30~5Rl ! 676Bl~,! D.27B(1)-19! 
---... -.- ! --_ .... _--
__________ __________ r ___ ~ ________ ! ______________ ! 
B0 1 19 54 4374 929436 1 D.2621D-21 1 
.•.• -- .. --- 1 --.-.-.--. 
---------- ---------- ------------1--------------1 
HID 1 ~'f3 56 5656 12D7264 1 D.4BD(1)-26 1 
------1------ ---------- ---------- ------------1--------------1 
1,20 1 21 ~'.;8 7fHB 1.l1'i'95:S:"i! 0.624'lD--22! 
!------I------ ---------- ---------- ------------1--------------1 
1ll!il 1 22 6~) 1 'j>16~.l! 191:16Bi 17 1 f3. 9H71.1D-l 'J 1 
1 .. -----,,-·1 -.----.-- ----------1----------1------------1--------------
:I. b({)! ~!:5 M 1 H):ml.l 1 ~.~lB~';76B 1 D. :?780D"-23 !M" __ ' ___ ! ________________ ! ____ . ______ ! __________ .. ___ ! _____________ _ 
1 IOe) 1 2~.~ (;':'!:I. :IJW;:; 1 ~UJ129f3Iil 1 D. I :I.~';:"i[)-.;!.~!. 
1------1------ ----------I----------I------------!--------------
~:(:)B 1 22 1 6:, I 266~,! :~6b Hl72 1 ~1. ~5!,,;57[)--~~f~ 
-----~I------I---------- ----------1------------ --------------
;!.21)) 1 21 1 66 :I.lI5136 1 2'11.17:1.78 0. :l999D-28 ! 
______ ! ______ ! ________________ N ____ ! ___________________________ ! 
2'1I!) 1 1.9 1 61 :l.47D:1. 1 2n)~'jM)~) D. lB31D-l'? 1 
------!------I---------- ----------1------------ --------------1 
26~1 1 1.'7 1 62 161H2 1 ;3;:'2791.14 I)). 5427D--l'7 ! 
- _____ ! ______ ! ___________ ---------- ____________ I ______________ ! 
2m) 1 19 1 63 1.7703 :~~52:H08 0.2(831)-22 1 
------ ------!---------- ---------- ------------ --------------! 
3DD 21 1 69 20769 41.32612 0.4519D-26 1 
!------ ------!---------- ---------- ------------- --------------
1 32D 1<J 1 65. 20136:5 4(3'7:5;31.11 l·l.1203D-21 
1------ ------ ----------!---------- ------------ --------------
1 340 23 73 1 2'H3'J3 51~213~.H O. :5el3(3D-27 
!------- ------ ------_._--!---------- ------------ --------------
3M) l.9 66 1 (l. ~5(>1'72[),,-2::, 
1 .-----,,- .---------- ----------!----------l------------ --------------
1 3BD! 1 'l 66 1 2~)146 1 'I9~)24:1.1 fl. '765(OlD'-2:, 
1 ""----.- 1 .----.--. 
---------- ----------1------------ --------------
4 1;1 f3 2(3 613 272613! :5:59:l.b24 1 n.4Ql;·59D·-2B 
!------- ------ ---------- ----------!---------------!--------------
L,:?m 22 73 ~5~)7~5~5 I b:1. !:.:jl.'6~55! 0. 2~309D-·::.~6 
!------ ------ ---------- ----------!------------I--------------
1 4(1(3 n. 77 :nn'!7 1 67B::!.~H:5 1 I;). 2f:17I'1D-":U. . 
1------ ------1---------- ----------!------------I--------------I 
1.16R) 22 1 713 1 ;:,!"j'i'!:;U! 6'1~!.I.HH 1.! 11. :I.'IRllaD--29 1 
!-.---~- --.----!----------!---~-------!------.-----"-!--------------! 
1 I.IB0 2:1. 1 71. 1 :5ll1.~';:I.! b7f:l~';~:;;·51.1 1 B. !:jb9B[)--2~.~ ! 
1------ ------I----------I----------!------------I--------------I 
5~Jm 22 1 74 1 :57R171.1 1 731.211<;>1:) 1 D. :,:,I.I::'iD"-:5(!) 1 
1------ ------1----------1----------1------------1--------------I 
! TIJTAl,,!:) ~5~;1'1 1 :l.6l~5 1 1.11.11.1(;)9:1.! B9:1.'I:l.D:')(.;I! 
1 I 
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iTHE EXTENDED WOOD TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
ORIG2 HYBRID METHOD 
---NV-----NI-------NF .. --... -.--.-.-NC--...... -.-..... ····cr.::f]--·····--········--.... rv···-·--·--·, 
!------!------ ----------!----------!--_._--------!--------------! 
! 4!:m 131 ! lH~~'; ! :l.77~5l!0! 0. ~.~R)121)· .. 2:',) ! 
!------!------ ----------i---------- ------------!--------------! 
~!.(,)! 1.16 H)1! 21~?1 ~';~59679! 0. !:L32()I) .... 2:"j 1 
! ______ ! ______ ------____ ! __________ ------------1--------------
! 40 l 74 158! 64713 16671913 0.695(1)-19 
! ............ _..... .- ... '.- •• _..... ... -_ .. _ ...... _ ..... - .... ! .... - _ ........... -'" _.... .. .......................... - .. _....... • .. _ ...................................... _ ... .. 
60 73 158! 96313 2459090 0. 2796D-22 
! .... _ ..... __ . 
----------!----------
! BeJ BB H)';>! 1~5~~09 eJ. H)~';4D··22 . ! .... __ . __ •• 
----------!---------- -----_ .. _ ............. -- ! 
H)eJ 105 ! 22927 578~:;732 0. 7Be(51)'-23 ! 
____________ ! ________________________________ --------------1 
120 125 266 32186 8162809 0.25160-27 
------ -~---- ---------- ---------- ------------ --------------
140. 1413 312 43992 112032313 0.1314(1)-20 
"~_MR ___ ! _ .... ___ .... 
• 160! 165 . 347 55B67 14216611. eJ.37eJ(1)-27 
..... __ .•• _ ... ! _ ............... _. 
---------- ---------- ------------!--------------
1B0! 03 1. n:',;! ::l:r,lj8:"j B;'54qB~):, 1 0. '1231 [) .... 19 
._-----!----.--I---.-------!-----------I------_._---- --.------------
! 2(()0! 2P.)~; 'I27! B~:;0::.~7 . 2:1. 9lj~'j:"ifJ7 (1. :1. :m~'.D .. _<u, 
\-------!------ --.----~---!----.------ ------------ ----.-----------
! 2~!.m! ::~o(,) ll2D 1 nB;:>(;) Zr,(;,ll:5224 ~). :nlW\)"<~:I. I ______ ! ______ ----------1---------- ------------ --------------
240! 2eJO '121 1(()1461 25B020'l2 0.776eJD-21.. 
------!------ ---------- ---------- ------------ --------------! 
260! 249. 51B 1351913 34550759 0.B926D-21! 
._----- ------!--------_.- ---------- ------------ --------------! 
280 241! 5eJ4 141624 36036521 0.5625D-21! 
------ ------!---------- ---------- ------------ --------------! 
3[10 16B' 3~"i(;'! 1071~'j6 27l919~j0! O.6:59BD-2f1! 
!------ ------ ----------!---------- ------------!--------------! 
! :~20 1.79 ::l7B! 121 :5:,0 30Bl. 9195! [~. 1. ~';99D· .. 21. ! 
!------ ------ ----------!---------- ------------!--------------! 
3 l lv.) 179 :579! U'J2;r,9 :5~?702B77! el. '1:56:m·-::.~:I. ! 
------ ------ ----------!---------- ------------!--------------! 
~16R). 1.'1:1. ;W) ll! :I.l~ 9 7 lJ l!! ;:> n'; 'Ill :56 '?! m. lj~';:3 2 D .... ::.~ :I. ! 
------ ------ ---------- ----------!------------!--------------! 
:50[:) :1.313 29') :l.1:591'1! 2B~';B'1762! m. :1.6:;'2[) .... :I.'? ! 
------ ------ ---------- ----------!------------!--------------! 
ll(3l~ i7ll! :572 1A'tJ.72! 3798'leJ l12! l" biBi[)"'21. ! 
'" ------ ------!---------- ----------!------------!--------------
420 2()1! '126 179346! '1~:;66;3l)Bl! O. :l957[)-21. 
------ ------!---------- ----------!------------!--------------
440 247! 517 227997! 5B::l62009! O.34::l::lD-2(() 
------ ------!---------- ----------!------------ --------------
46el 115! 257 1:1.0'l77! 2'1573132 el.B465D-2eJ 
------ ------ ---------- ----------!------------ --------------
400 lBB 4eJ3 193043! 4B53701B 0.lj403D-2:1. i 
------ ------ ---------- ----------!------------ --------------! 
5el0! 11:, 2~5:5! l.267~.;:5! ~H;·57~:;77:5 0. :5l. 'nn"'l'1 ! 
------!------ ----------!----------!------------ --------------! 
!TOTALS! 380::l B25B! 2::l56322! 59692313::l 
! 
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THE EXTENDED MIELE I CANTRELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
ORIG2 HYBRID METHOD 
.. ,,- ""N lj"" .. "",, .... ·"N· i"" "" ... " .. - ... -. N j::-' .... "" .... - " ............ NC;--' -'-'!'- "" ........... c; j:::i:; " ...... -. ".1''''' " .... " ... --I::' v·- .... "." .. -. '.'1" 
i------i------i---------- ----------i------------i--------------i 
'I i 46 i 1.16 5(313 i ~.!tl~>.9:50 i D. HI;>.9D·-l.:!. i 
! .. _-----!------!---------- ----------!------------!--------------
i 213 i '1:5 i H3~:; 220~'j ! 13769013 i 0.5450D""12 
i------i------i---------- ----------i------------i-----------~--
! 40! ;32! 135 ! :54B~'j! 1:55;'50B7 i 0. 1!~~;7D .. ,,1:[ 
------!------!----------i----------!------------ --------------
60! 42! U.l. 6771 i :,572l.B:5 ~J. 5{104D-l.2 
------ ------!---------- ---------~I---~-------- --------------
B0 47! 110 B910! 3550491 0. 2450D-l1 
------ ------i---------- ----------!------------ --------------
100 40 103 10403! 4034011 0.5352D-14 
----------1------------ --------------
120 45 116 14[336 5{llB221. D. H131D·,,·j.1 
140 46 122 17202 6658723 0. 3126D-11 
160 57 163 26243 9891029 0.3410D-11. 
HID {Ill! 1.21 ;'.I'iD1! 1:1;'590271 (1.1:5 ll:5I)-·1:I. 
------ ------ ---------- ----------!------------ --------------
200 60 15B. 317513 12291109 D.6794D-12! 
----------!---------- --.--.-""-.--.,,.-.-,,-- i 
220. 30 10~'j ! B7UWI7 D. B:.;(51)-1:[ ! 
------!------ ----------!---------- ------------ --------------! 
147 i :55427 13667713. D.2B06D-l1! 
____________ ----------1---------- ____________ ! _____________ _ 
260 l31 34191 . 0.3BB7D·-11 
------ ------ ---------- ----------i------------!--------------
2B0 ll2 :l(~B 3D34B i 1l7970:m i D.6:'jlIQ)[)"":L2 
------ ------ --------_.- -----------I------~-----!--------------
3[')~1 :;!;3. 7[3 2:1.D7(·3 7'i'kV,'N>l i D. 149~?D""H~ 
• __ • __ .1", _~_ ..... __ .... 
------------!--------------
320 U.'J fW:5~?' (i)! ~1. 2 l 51.11) ·<Ll 
_._----------!--------------
34(3! :54 n ;31372 1206001.7! 0. ~;U6D-l2 . 
------!------ ---------- ---------- ------------!--------------! 
36~1! 'I'l 1:?~; '15l2~,) l72~:;S'3lI2! 0. l~'.~:;2D-·Hl 
!------!------ ---------- ---------- ------------!--------------
i 3D(, i 64. l72! 6~:i~B2 2~;l97'n:l.! D. ;3'?lS'D""l2 
!------!------!----------!---------- ------------!--------------
4[:)(.') i ~';n i l~.;I.j! 6:1.7~;li 2:5lI7~.';722! ('l. 'J9:t9[)·<I.l. 
______ ! __ . ____ ! ___ . _______ ! ____________ ._M .. ______ .: ____ ! ______________ _ 
lj2~)! 'Ib i :1.;'.1.1 i ~'j2~?[:1{1 i 2(~Q)2B~5B~'.;! D. :5B;:i'ID"":i.1. . 
------!------!--------~-!----------!-------- .. ----!-------"'._-----
4110 :';;3 i :l.36! 5'?'776 i 23:1.l17327 i n.5DB:m·-l.:[ 
------ ------!----------!----------!_._----------!--------------
460 40 ! Hl7 1 l.i9~')27 ! D. 3B7:)I)-11. 
------ ------!----------i----------!------------!--------------
4[1(3 46! 123! ;';9163 i 22;3;592:1.~'j! 0.7673D-l:5 
!------ ------!----------!----------!------------!------_._-------
5(M:) :5 l l! 99 i 4'i':.;'l'J i :lB6';>9[3B'l i 0. B642D""l.:l ! 
i------ ------!----------!----------!------------!--------------I 
!TClTAI...B 1:1.69! ;'5(i)'i"/ i 7'7260:5! :5P.l;'57~';B;'i:I.~'.! 
! ! 
'HE EXTENDED POWELL TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
JRIG2 HYBRID METHOD 
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------------------------------------_. ---,-------------------------Nt) NI I NF ! Ne CPU! FV ! 
!------ ------ ----------!---------- ------------!--------------! 
4 115 238 ! 1190 400532! 0.99630-14! 
------ ------ ----------!---------- ------------!--------------! 
20 119 259 ! 5439 1342500! 0.23410-14! 
------ ------ ----------!---------- ------------!--------------! 
lll;) 6~'j l l19 ! 611')9! :1.lI470::~~'j! e).2(1)960 .... 1:5! 
------ ~-.~--- ---------- ----------!------------!---------------! 
60 124 27'1 :1. 67:f.l1 ! 39662:1.7! 0. 6::.~7l.D""1:5 ! 
------ ------ ---------- ----------!------------!--------------! 
80 245 504 40824! 9904817! 0.58740-13! 
------ ------ ---------- ----------!------------!--------------! 
1(30. 22(~ '17l 4n571! l.1.274:596! 0.8B060-19! 
------!------ ---------- ---------- ------------!--------------! 
12f1! 2(1;!. 427 :'5l.667 12;5000~'l0! \~. 1lI13D-l.l1 ! 
!------!------ ---------- ---------- ------------!--------------! 
lA0! ~!.27. 47B 16(3466'78 ! \~. l.B1W .... l:5 ! 
!------I------!---------- ------------!--------------! 
l60 2B9! 612 23420994! 0.27250-14! 
------ ------!---------- ------------!--------------
:LBfJ :30:[ ! 7B7 ! 34(363916! 0.23320-13 
------ ------ ----------!---------- ------------!--------------
2(;)(3 2~5l1 ~j:!)ll! :1.1173:5'1 ~~5lla617:5! 0. tlbU.D·-:I.:5 
------ ------ ----------!---------- ------------!--------------
220 469 9b3! 212823 51369737 ·0. 9243D-14 
------ ------ ----------!---------- ------------ --------------
240. 407 1349 ! 0.3lI7:3D·-:I.l1 ! 
------!------!---------- ---------- ------------ --------------! 
260! 263! 579 151119 353020135 0.6544D-13! 
------!------!---------- ---------- ------------ --------------! 
21:10! 458! 'N9 266669 b3'?1 lI71B. 0. l.7f:l~j[)""l.l1 ! 
------!------!---------- ---------- ------------!--------------! 
300! 441! 959 28B659! 67f:l35079! 0.206BD-13! 
------!------!---------- ----------!------------!--------------! 
32(;) ~)H;) 1.115'1. :5;5fl::\:VI! B.1.1727~lO! (1), 9n::j(()[) .... 1;5 ! 
------ ------ ---------- ----------!------------!--------------! 
3lJO ~:;~'j(!J :1.:1.27 :H)ll:WI7! <n::.i7:1.56Q)! (I), :l.B::~70"..;1.:5 .! 
------ ----.-- ---------- ----------!-------------'!---------"-----! 
360 7211 :1.476 ~:;:';2!:J:56! 12B(i)1~';l:I.2! O. U04D·<I.:?' I 
------ ------ ---------- ----------!------------!--------------
380 473 .976 371856! 8B8B5773! 0. 475BO-13 
------ ------ ---------- ----------!------------!--------------
4(10 ~522 10(33. ll;5'1:?B~~! 1.(14101B:59! 0. ~H3:I.D-I'1 
------ ------ ----------!----------!------------!--------- .. _---
4211 4'1'1 1025! 4;51~)2~j! lO:3:l.19B76! 0. :1.B3(m-12 
------ ------ ----------!----------!------------!--------------
440 ~5l.(3! 106J.! 4b7'}O:l.! 1116B:1.6J.;!.! e). 4B5::;D-l:5 . 
------ ------!----------!----------!------------ ---------.-----
46e) 722! ! :1.l!7b! 6BW136! 1632124Rl3 (1. 12~5?D-:l:5 
------ ------!----------!---_._-----!------------ ---------------
4B0 6:m! :t:~9tl! 62;!.ljj.l1 I j.lI'i'(,B?9~'j~'; . e). l :I.:56D· .. L5 ! _____________ ! __________ ! __________ ! ____________ _____ .~ __ ._N ____ _ 
:m13 ~j7ll! 117B! ~:;'J(():1.7!3! jJIl.(!)B(IIB~';6 r:l. j.ll16D .. <1.:5 
!------ ------!----------!----------!------------ --------------! 
!TOTALS 99B8! 20782! 6563174! 1570525910 ! 
! 
.) 
THE EXTENDED DIXON TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
ORIG 2 HYBRID METHOD 
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---~ij--r--~f-------~f----r----~E----r-----EFG----r------fij-------
!------!------!----------!----------!------------!--------------
10! 7!:;! 1.73 ! 1 '10:5 ! 79~~5:~2! 0. 1732D-~~0 
,·------1------1----------1----------1------------!--------------
! 20! :57! : Bl! 1701 ! 67f.15 l I7! 0.31.!'17[)-2el 
!------!-----_.!----------!----------!------------!--------------
tlO! 72! 1~'itJ ! 6:511.1! 2 Ll t19869! D. B1B~'.D"<?:1. 
!_._----!------!"-----------!-----------!------------ -_._-----------
60! ~i1.l! 12(il ! 7:52(il! 2BRlB:I. :59 I~l. 7131 ~'.;D .... ~?m 
------!------I----------!----------r---~-------- --------------
BO! 51 U3 ! '7:l.5:5! 3;'i2:1.471 D.2:'>2:'iO-"l.';> 
------!------ ---------~!----------!------------ --------------
1110 ! 66 147 ! :L4t147 ! D.7926D-2el 
------!------ ----------!----------1------------ --------------
120! 101 ;?l.6! 261:~6! 10m7:52j', D.1773D-l.9 
------!------ ----------!----------!------------ --------------
140! U2 2:39!. :336'J9! 12'JBn:;!7 el. 16b6D"-1? 
._-----!------ ----------!-----------!------_._---- ---------------
160! 72 161.1! 261.1eJ"l! 1l:1\3l'lLJr~191~! 13. 16~'.;~)[)-.. 1') 
!------!------!----------!----------!------------!--------------
! 1m3! !:;2! 121.)! 2;'!44'1! 04144:l:L! [1.1'lDOD"<L9 
!------!------!----------!----------!------------!--------------
20B! 61! 144 2B94f.1! 1006'741.1B! 0. 91~mD-21~ !------ ------ ---------- ---------- ------------!--------------
22m 4B 116 25636 9617294 0.7752D-2m! !------ ------ ---------- ---------- ------------ --------------! 
240 5\3 121 29:1.61 10915115 0.76B2D-20! 
------ ------ ---------- ---------- ------------ --------------! 
260 6B 15B! 4123B 15629846 D.197mO-1'1! 
------!------ ----------!---------- ----_._------ --------------! 
2B0! (Itl 1136! 2'7706 IlH1:5571 D.1E'6:W····l cl 
------!------ ----------!---------- ------------ --------------
300 ! 106 ! :'1906 111313721.12 . 13. 159BD-l? 
______ ! ________________ ! ___________________ N ___ ! _____________ _ 
320! 5:3 127 ! 413767 1531FB97 ! m. 6~'i71.10--::.!eJ 
.-_._---"! '.""""-""--"" 
----------!---------- ------------!--------------
:3(.113 1.1'7 1.19! 1.113:579 1!"i2Lc6:'i2! ~1. ~~9:lf.1D·--:1.9 . 
----------!---------- ------------!--------------
3613 1.11.. U:'i! 41!:;1:5! 151.I~H:~:5P')! IL ~'.(~lD:m-";;!I~1 
------ ------ ----------!----------!------------!-----_._-------
380 5:~ 129! 4911.~9! 18:36:1.9:1.3! '0.1m05[)·-:l.9 
------ ------ ----------I----------I------------!---------------
4130 63 1!,)2! 60952 22772130B! 13. H1760·-:I.'? 
------ ------ ----------!---------- ------------!--------------
1~20. 66 :l.60! 67;,6~1 2!:;;51.\el7 (i);5 ! IJ. :I. 361.1D"" I '? . 
------!------!----------!---------- ------------I---~----------! 
4/1~1! ';>;$! 2:1.:3! 9:5'1:5:"> ;5!:iBHlB92 ~1. 1.12:;>~ID·"·:W I 
------!------ ----------!---------- ------------ --------------
460! 137 2P2! 93122 35304764 0.B57BO-20 
------!------ ----------!------"---- ------------ --------------
4B0! 1m2 231.! 11.1111 4229/.,f.l7:, 13. 6el';>;m"..;;!(~ 
------!------ ----------!---------- ------------ --------------
500!?7 224! 112~~;.!4 421.1620'1B 0. 1:L?OD·-l. 9 
------!------!----------!---------- ------------ --------------
T()T~,U,! 1.71.~'i ! ~,nil.l! HI473[11.1 ;5n;B;?'?~.;21 
------ ------!:--------- ----------
Io..bi..t.. J. - ~ - )' 
225 
THE EXTENDED BEALE TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
ORIS 2 HYBRID METHOD 
--_._-_._-----_._--------_.-------_._-------_._-----_.--------------------NU NI NF NC CPU FU! 
!------!------!----------!----------!------------!--------------! 
! 2! :l.l.1! :52 ! '1b ! B~';ll:36! ('1, ;5206D .. ,,2:1 ! 
!------1------1----------1----------!------------1--------------1 
1 2(1 1 1l. 1 ~,;.~ 1. 672 1 2 :t:?f.I'1l3! 0, ;5(i)B~m-·2:1. ! 
!------!------!----------!----------!------------1--------------! 
ll('!. l.l.! :lll ! L3'lt.!! l122BB7! 0, 1:I.~5aD"··22 ! 
!------!--~.---!----------!-.---.------!------------!--------------! 
! bv.! 1:1.! :36 ! :U'1b ! b~';3?7:1.! ['I, 4~'.52D·..;?'o ! 
1------ ------1----------!----------.------------!--------------1 
BR) 1:1. 1 :56 1 2'J:l.6! a~5317(,)' m, 12:lllD-2l'1 1 
1------ ------1----------1----------!------------1--------------
HJ~) 1:l' 36 1 36:"6! :L 0B:L22~, 1 (,), 13(!Jf.1D··"27 
1------ ------ ----------]----------1------------1--------------
:l.2D:l.2 lll. 1 14?61 1 1 l) 6 (·:)7 ?:l 1 (,), l)7~5llD""2(1 
!------ ------ --_ .. _--_._--!._------_ ... _.-!--------------!-_._-----------
! l.t.lf:) 12 42 1 5'12;>'! 1. 721127 (., 1 (iJ. 1l~)6f.lD··-2(·3 
!------ ------ ----------!----------!------------!--------------
:1.:1. b:i.j. B 1 !. ____________ ! ____ . _____ w_! __________ ! ____________ ! __________ ----I 
InD 1.2 ! ll:, 1 77B::~! ;·~~;.~6:1.7(!)4! (,), 9BB~';o--;.~o ! 
1------ ------!----------.----------1------------.--------------1 
~'0e) 12 1 ll1. 1 B24:1. 1 24~~6~)~';D D, ~}6:5(3D"-1? 1 
!------ ------!-_._-------!----------!------_._---- --------------! 
22D 1 12 1 ll:l.! '1(.')6:1. 1 26:B4(i)(il n, ;5:1. HlD"" 1 'J 1 1------! ______ ! __ wN __ •• __ • ___ ! _______ . ___ ! _______________ N __ • __________ ! 
1 2lH3' 12! I.j~'! :1.(0):5<,:, 1 30R)~';26'J D, 1l167[)·"·1? 1 
!------ ------1----------1----------!------------ --------------1 
1 26(3 :1.2 1 l!:3 1 :1.:1.223 1 32f.8?67 1 R), n5bD····2RI ! 
.------ ------!----------1----------1------------1--------------1 
~?BD 12 1 ,:j3 1 :1.2«)13;, 1 3~':i(il6nG 1 m, 7233[),,<'~(i) 1 ! ___________ .. _! _____ . _____ ! __________ ! ___________ w_! ______________ ! 
~qi)v.) :1.2 1 till 1 :1.~,2ljq 1 :37S'lj6:1.~;;! ['), 66~!7D"-;.'fJ 1 
!-.----- ------I----------!----·------!------·----·--I--------------! 
1 32D 1:1.2 l)l) 1 :1.4:1.;>.lj 1 ljm:l.n;.'~";3 1 D, 6aD~m··-?D • ! _______ ! _____ W. ___________ ! __________ ! ____________ ! ______________ ! 
• 3 I.) (i) 1 HJ ;m 1 :1.2')~';B 1 :3717:1.31..1 1 (,), 6;52fJl)-<'~2 1 1------!------- __________ ! __________ ! ___________ ._! ___ o ___________ ! 
! ~~6D 1 1.D 3'? 1 :I.'ll')7'1! ;,'16:1.:507 1 [:1, :l.l'l:l.:5D·-·2::.' ! 
1------1------ ----------.----------1------------1--------------1 
~~BB 1 H) :5'J :I.lIB~';'?! l12l127'12 1 ~1. 2712[)··,,:ZO 1 
._----_.!------!---------- _______ W·· __ l_·_· _____ NM •• ____ ! __ . _____________ ! 
4!')n 1 :1.:1. 1 :1.~S6:3?! 1.~~:.:;(aB~~~6B! B. !:;2:1.:·5D",,:?7 ! 
, ------1------!---------- ----------!------_ .. --.---!---_ .... _---------I 
42({)! 1.:1. 1 4~:j Hl '? l) ~'; 1 ~u ~'; :.~; :5!i11 1 v.), '16 6 '? D -<.' 4 
------ ------1---------- ---_._------! .. _---_._------!-_ .. _------------
44D 12 • 47 ! 213727! ~;an2a<N 1 n, 266f.1D"··::?f.) !_. _____ . ______ ! __________ w_! __________ .! ____________ !WH ___ . _________ _ 
! 460 12 1 l)7 1 ;.'1667' 6:UWHi)~:;7 1 D, 1.1~5lJD··":1.9 
!------ ------!-----------1---------·-!-·------·-----!---------.-----
4aH 12 1 l)7 1 2::!6(;)7 1 6lll)~'.~:I.:l.0 1 (i), 2:56;.~D····l9 1 
!------ --·----!----------1----------!-------------!---·-----------! 
~j(')v.! 1 12 1 lJB 1 ;>,lIWIB 1 6B2f3B77 1 (i), :3~3:I. 'iD"-1 'J 1 
!------!------!------.. _---!._-----------!------------!---_._----------! 
1 TClTAU3' :m!'l 1 :l.tI~m 1 27'J~')6;.) 1 Bf'PB7~';7:1. 1 
! ! 
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THE EXTENDED ENGWALL TEST 
WITH ANALYTICAL GRADIENT 
FUNCTION 
DRIG2 HYBRID METHOD 
---~ij-----~f-------~F---- '----~f----r-----f~G----r------Fij------T 
!------ ------!---------- -----------!------------!--------------! 
2 B ! :t 9 ~F ! 61.:56~;! P.l. El~1ElP.)[)+P.H'1 ! 
!------ ------!---------- ----------!------------!--------------! 
21~ 7 ! 21 /.Il1:t! :t2 l1l79 1 ~J. [)I~El(~D+ElEl ! 
!------ ------!---------- -~~-------!------------ --------------! 
! lJEl B ! ?:3 9{1:3 ! 26;:.'4135 El. 0ElI3m[)+(3l1 ! 
!------- ------ ---------- ---------_.!------------ --------------! 
! bEl 7 :5773B9 p.l. ~W)(i) 13 [) + P.H;) 1 
! ""." ,,,' _." ". ". "', •• ,.".,.-
----------1----------1------------ --------------1 
1 Bel 7 ?3 l.B63 1 4B76B7 El.ElDElD[)+DEl 1 
1------ ------ ---------- ----------1------------ --------------1 
1El0, 7 23 ?3?3 1 6116?1 0. ElElElElD+DEl .1 
1------1------ ---------- ----------1------------ --------------1 
1 120 1 7 23 27B3 ! 717157 0. 0000D+00 
!------!------ ---------- ----------J---------.--- --.------------
1 JAD 1 13 1 26 , :,666 ! 96~59~34 U. [)(il\:WlDHW) 
!------!------!----------!----------l------------ --------------
1 161l! B! 26 1 LlHI6! D01F67 0.0U0DD+D0 
!------!------!----------!----------!------------ -_._-----------
1 lau 1 B 1 26 1 ll7rl6 1 12:3'1:11<14, D. Ull~Jv.1D+00 
I------I------!-----------!--.--------·!------------!--------------
2 f.) !'J B ! 26 1 ~';226 1 1:m36Bll 1 10.0130(1)+01') 
------ ------!-----------!-_._--------!--------------!_._. __ .----------
2213 7 1 26 ! 5746! 143913U6 U.DODD[)+DU 
------ ------!----------!----------!------------ --------------
2{10 7 1 27 1 6~)07. ! 16(iH34Rll 0. ()~)0[H)+0D 
------ ------!-----------!----------!------------ --------------
26\3 7 1 27 1 7WI7 1 17lJ9m7!'J I'). 0IiHJI:I[)HW) 
._----- ------I-~--------!------.---- -.------------ --------------
2Bf.), B 27 1 75137 j'I63223 " ~1. r,j1:)p')OD'I'OI:) 
------!------ ----------!---------- ------------ --------------
300 1 7 26 1 71326 1 '17 l 10B9 U. 01300D+ElO 
------1------ ----------1---------- ------------ --------------
320 1 7 27 1 13667 D. ~)DmDD+Dp.) 
""." ,.",. ,- ". 1 ,- •• ,- - ,.,_. ----~-----1----------
3lJD 1 7 2n 1 '1~'j'lB ! n. Dli)I:)e)D+(~O 
!------!------ ----------!----------!-_._--------- -_._-----------
360 1 7 27 1 '1747 1 2117:576~; D. IJ~lIJ01)+DD 
1------1------ ----------1----------1------------ --------------
313[) ! 7 H12B7 !, 2601017 
!.------!--.----!----~------!----------!------------ --------------
4UD! 7! 26! 1El426! 2647514 D.0DODI)+UD, 
------!------!--------_._!----------!----_ .. _-------- ---------------! 
42(i) 1 7 1 26! Hl9 l16 1 ;,~7413:L 9 1 I:). (}PWIDDH)(i) ! 
------1------ ----------1----------1------------1--------------1 
4 1 0! 7 ?6! U·166! 2f:l7147ll! O. (i)PJ\301)+(i)(i1 1 
._-----! .. __ .. _--_ .. -
----------!--_. __ ._---_.!------------!--------------! 
46ti)! B 20! :I. ;~91:)B 1 :,36:'I~m2! eJ. t.lP.H')(i)[)+(i)\:) 1 
------ ------ ----------1----------1------------1--------------1 
lIno n ;w 1. :VlbD! ;'::;(i)(i)627 1 (i), D(iWW)I)+[H:) 1 
------ -----~1---------- ----------1------------1--------------1 
500 B 1 29 j.l\~';29 1 374:HB6 1 0. Dll00D+OU 1 
------ ------!---------- ------_._---!-------------!---------------! 
, TOTALD 192! 66:,; 17 ll:l 6<5 1 llll546626 1 
HE EXTENDED ROSENBROCK TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
YEiR ID 1 METHOD 
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""-'-N'V""-'""""""Nl:--""-""'--N'i':"""-"""""'""'-""-'NC""""""""!""-'""""""i~I:;'iJ""""""""" '--""'---I"V-""'"""--T 
1 ______ 1 ______ 1 __________ 1 __________ 1 ____________ --------------! 
. .. ','
! ~'.! 3~1! 6ll ! 192 ! 72~,)H) 0. 1(i)~';:lD",,1B 
!------!------!----------!----------!------------ --------------
! 20! 45! 97!. 2037 ! 51131913 0. la7:LD-2l 
!------ ------!----------!----------!------------ --------------
40 • 44 ! !rH! '41'11! 99 119l-')4. 0. 2525D-25 
------ ---~--!----------!----------!------------!--------------
91. ! 192 ! 117l.2 ! 2917a17 ! 0. 103~~D-2R) 
------!----------!---------- ------------1--------------. . 
;56Rl~,)6H)! f:). ::;0060-21 
------ ----------!---------- ------------!--------------
H)0 5B 1 ;53! nll;;;5 31a0a19! 0.3217D-19! 
------ ------ ----------!---------- ------------ --------------
120 l23 264! 31944 713731323 0. 1192D-26 
------ ------ ----------!---------- ------------ --------------
!l10 ! 7B 174 ! ~j9066mJ 0. 4632D-2P.) 
!------!------ ----------!----------!------------ --------------
160! 163! 342! 55062! 13~)B~,)771 0.a277D-24 
!------!------!----------!----------1------------ --------------
lBO! la3! 3B4! b9~m4! 1719213134 0. 2467D-;.~7 .-
!------!------!----------!----------!------------ ._--_._---------! 
! 2P.)0 1'16! 4:1.;!.! H2B1;'?! 2D;·~flDDII~:i (~. :1.6HH)-l.9 ! 
!------ ---·---1----------!----------!------------ --------------! 
! 22(a ~'i7! 133! 29:59:3! 6B77~)B;? 0.9'179D""2:1.! 
!------- ------!----------!----------!------------ --------------
! 21.10 244! 50b! 12191.16! ~m(.~311:37n 0. :5660D--23 
!------ ------!----------!----------!------------ --------------
260 263! 549! 11.132a9! :551B<jljl\B 0.97940-;52 
!------ ------!----------!----------!------------ --------------
! 280. 8:~! 190! 533'lf1! 125BB5:31 0. <>a77D-19 
!------!------!----------!----------!-------~---- --------------
3('~0! 3(,:) 1 B6! 25Ba6! ~,)~)5;5B?4 0. ~)401[)""22 ! 
1---,,---!------ "-----~----!----------!---~--------- ---------------! 
! :5;.' e) ! 6;:~ - 1119! 47132'1! :I. H)~'; H)7 (., el. 1 lOll!)·...;1. 'l ! 
!------!------ ----------!----------I------------ ______________ ! 
3lI0!~)7 1;5S'! l17;599 H)(3(W)~,)92! D. :L:I.69D·-:1.9 ! 
!------!--.---- ----------!---------- ------------!--------------! 
! 360! 206 437! 157757 3B467713! D.49B6D-19! !------ ------ ----------!---------- ------------ --------------
3130 122. 27D! 1021370 24722491 Rl.5637D-19 
!------ ------!----------!---------- ------------ --------------
400 28! B3! 332133 _ 7RlB2497 D.24B5D-IB 
~.t----__ ______ ! __________ ! __________ ------------ - _____________ _ 
1.12~) 4~,;;! f:l71! ;5666'7:1. 9 1');5 ';>;5 l l 211 (~. B;524D""27 
------ ------I----------!---------- ------------ --------------
1140 ~;ll 1;'56! ~';997 (;, :1. ;5 IW (i) 3't 6 D. 172::iD·-2(:) 
------ ------ ----------!---------- ------------ --------------
460 ;527 bUl! 31394:1. 77011'n;;(i)! D. 1317D·":I.'~ 
------ ------ ----------!---------- ------------!--------------
4B(i) 41 111! ~j3~~91 t16B22;59! -D. f:l799D-22 
------ ------ ----------!----------!------------!--------------
51~0 127 27B! 139~'.7B! :3;5(197729! 0.4766D-19 
------ ------ ----------!----------!------------!--------------
. TOTALS ;521 'l 6965! 2RlRl6513! 4B47lD4B1! 
.) 
THE EXTENDED WOOD TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYBIUD 1 METHDD 
228 
---------------------------------_._------------------------------
1 NV NI NF Ne CPU FV 
------!------ ----------!---7------ ------------!-----------~--! 
II! '10 137 ! 1135 1.39577! v).11'17[)-21! 
------ ------ ----------!---------- ------------!--------------! 
20 55 119 ! 2499 671906 1 0.1923[)-22! 
------ ------ ----------!---------- ------------ --------------! 
40 64 138 ! 5658 1486337 0.1763D-21! 
-_____ ------ ---------_! __________ ---------___ --------------1 
72 157 ! 9~577 ! 0. 12'17[)-2~! 
•.. --.----.. --..... ! ... - ......... -.--- ... - r.- ........ ...:" .. -" ... - ........ --
130 1 135 185! 14985 31394744 0. 11328D-27 
____________ I __________ ! ___________________________________ _ 
1[30 H16 227! :22927 ~:i97~'.61:5 D.2l07D .... 21. 
------ ------ ----------!---------- ------------ --------------
12D 1:52 27'1! :5:3ni<» 0789796. 0. U61D::3JI..-!l----
------ ------ ----------!---------- ------------!--------------
140 101 218! ~~073f.l 79~j:H()7! 0.79831)-20 
!------ ------ ----------!----------!------------!--------------
160! 16~5 3413! 560213! 144~)~11I111! 0.1I1l.6D .... 26 
------!------ ----------!----------!------------!--------------
10R)! 91.1! 2RlB! ~'i764B! 97~11311311! 0. H)04[) .... 2el 
------!------!----------!----------!------------!--------------
200! 151)! 319! 611119! 1()575R)91! 0. 110~5D-2.) 
------!------!----------!----------I------------!-----________ _ 
220! H17! 3911! 87y'174 ;!2811:1.0(32! .0.37(11) .... 19 
I------!------!----------)---------- ------------!--------_____ _ 
240! ?~)3! 1126! 102666 ::'.6l'l62;'.(')7! 0. 2 1.1:5 f.1D " .. 20 
------!------!----------!---------- ------------ --------------
260! 238! '1'113! 129970 :33751H~)5 0. 5180D'-2~1 
------!--_._--!----------!---------- ------------ --------------
200! 102! 2;'~9) 61.1349) 15:577340 D. 1023D-l. 9 . 
------!------!----------!-----------!------------ ---------------
31ile) 1 223! 1.17~~! 1,421372!. 37H)7'74~'. 0.4674D-·20 
------ ------!---------- ----------!------------ --------------
320 l00! 224 71'704! 10391543. 0. 1168D-19 
------ ------!---------- -----_._---!------------ --------------
340 15:'~! 326 111166! 20826033 0.02'10D-21 
------ ------!---------- ----------!------------ --------------
360 137! 295 1064'75! 274934130 0.2485D-20. 
------ ------!---------- ----------!------------ --------------! 
3BR) :I.~:i'J! 31.1Rl! :1.29:54(')! :5:5~52f.I~)a7 0. '144e)D-~!PJ ! 
------ ------!----------!----------!------------ --------------! 
ll0PJ 1[:)7! 3'17! 15'1197! ll1:51.16778 0. 1292D·-1'7··! 
------ ------!----------!-----------!._-----------!--------------I 
420 177! 37B! 1~59l.3B! 4:1.07R)16~)! 0.1213:'.D .... 1.9! 
------ ------!----------!----------!------------!--------------I 
IIMl 162! 3~5:1.! :1.~)1.179:L! :599:3'1I3:[:5! 0. 761~!D-2~) ! 
------ -------!----------!----------!------------1--------------1 
1160 112! : ~.!!'il! 1:L~j711 29~'il:Wl.n! 0. BB(3~~D-2(3 ! 
------ ------!----~-----!---------- ---------_._--!--------------! 
! 400 5'?! 145! 6974~) 1716:.19R)2! D. j.l\(3~lD-·2[3 ! 
!------ ------!----------!---------- ------------!--------------! 
500! 30:3! 6:51! 3:1.61:31 B27662~.il! D.4B57D""2[:)! 
!------!------!----------!---------- ------------!--------------! 
! T1JTAU)! 356~i! 7(>'I2! 21 'lK~~'r.' ~)6'l:l.1260b! 
! . 
229 
HE EXTENDED MIELE & CANTRELL TEST FUNCTION 
11TH ANALYTICAL GRADIENT 
IYBR ID .1 METHOD 
______________ • ____________ MH ___________ MU ____ • ______ •• ________ • ______ • __ _ 
NU NI NF' Ne I CPU FV 1------1------1----------1----------,------------ --------------1 4 I :5:5! 01 I 40~5 :Li~!.2(.1~!. (3. n)6BO-l::~ 
!------!------!----------!-----------
J 20 a:L! 1 ~~~.~0 ! 4620 l036(394 0.25370-11 1------ ------!----------!----------
(10 • 9(3 ! 243 I 996:5 3007147. (3.52370-11. 
------ --~---!----------- ---------- ------------1--------------! 
60 06 ! 222 13~Y12 54(33(320! 0.50(350-11 I 
------ ------1---------- ---------- ------------1--------------1 
73 ! 1.()(1 :IA 9(:1 tj . ~i';lOeI69l! 0.73BI30--U 
-----~I------l---------- ----------!--~---------l--------------
H)(J 67' ! l6B :I. 69M) ! 6BO:'5("f:lB! 0. ~30~5:m·-u. 
------ ------!---------- ----------!------------!--------------
1;.~~) 7:5 ! 1 ';1'1 24079! 947:541.10 I 0.4:3500 .. ··11 ____________  ____________________ I ____________ ! ______________ 
11.10 91! 246 34bBb 13656027! 0.27B20-12 
------ ------!---------- ---------- ------------!--------------
160 Bb ! 227 36547 1450703B! 0.75220-11! 
------ ------1---------- ---------- ------------!--------------! 
100 72 ! 173 31313 126B0937! 0.31370-11! 
------ ------!---------- ---------- ------------!--------------! 
201} BB ! 
------ ------!---------- ---------- ------------!--------------
220 ~;6! 14:1.!:r,t 161 :l~~1.!4~!.2::.~1! fJ. 61B7D··-1:i. 
!------ ------!----------!---------- ------------!--------------
240 47 ! U2! 29402 1.174B:';60! 0.4Bl::m--12 !------ ------!----------!---------- ------------!--------------
260 106! 2fH! 73341 29:5e)4926! 0.4f:l250-1l 
!------ ------ ----------!----------!------------!--------------
2130 64 171! I.!B0~jl! 19J.2~5166! 0.12H9D--10. 
!------ ------ ----------!----------!------------ --------------! 
300 99 235! 70735!. 2BB53107 0. 12520-11 ! 
!------ ------ ------._---!----------!------------- --------------
32v) S'J. ~.~?f:)! 7:5lBB I 2'1 1.1 el 9 1.1 Bel 1<). 5el~51<)[)-··l:l. 
------ ------ -----------!----------!------------ --------------
3'10 B4 ! 222 ! 7~;7132 ! :5 e) :1. f:l277 :1. 
------ ------!----------!----------
360 74 ! :I. H~;! 667H!5 2bB093f:l3 0. 113510-10 
------ ------!----------!----------
300 B6! . 229! 072'19 34760359. 0. 12B5D-10 
------ ------!---------- ---------- ------------!--------------
.. 'H~0 ll.1! 2'12 1. :I. 7092 'lbB'19'17I.l! 0. :1.4b9D·-H) 
,!------ ------!---------- ---------- ------------!--------------
! 420 Hl! 206 B6726 :54f:l~'I9B73! 0. :329'lD·-U 
------ ------1---------- ---------- ------------!--------------
(ll.jQ) 713! 2 ('.":l B9964! :5~';'1139:1. 'n,; I v), j,09BD····H) 
------ ------!---------- ----------!------------!--------_._----
460 H)2! 27B! 121H513! ~;09B61:51.I! fJ.7'lB6D--ll 
------ ------!----------!----------!------------!--------------
4B0! 107! 2B7! 13BH47! ~5{1B2:LJ.19! 0.12B60--Hl 
------!------!----------!----------!------------!-----~--------
! 5Ql0 I 1(~3! 279 I 139779! 556'n1.7(j! 0.4B l I30·-1.1. 
!------!------!----------!----------!------------!--------------
! TOTALS! 2131 I ~.i~j/.jl. I :1.l.lB622:5! 5939:l1.jl.!:I.l.I! 
! ! 
THE EXTENDED POWELL TEST 
WITH ANALYTICAL GRADIENT 
HYBHID 1 METHOD 
FUNCTION 
'. 
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---~ij-----~f-------~F---------~E----------E~G----f------fij------r 
!------ ------ ---------- ---------- ------------!----------~---! 
4 77 166 24?U,0 ! 0. 'l00!3D-15 ! 
!------ ------ ---------- ---------- ------------!--------------! 
! 20 O? 1?1 4011 102?B52 0.'l?5BD-13! 
------ ------ ---------- ---------- ------------ --------------! 
40. 155 322 13202 333436m (a.21176D-1:5 ! 
------!------ ----------
--------------! 
bm! IBa 3(JI 23851 5959366 0. 45371)--L3 ! 
------!------!---------- ---------~1---~-------- -------,-,--------,-- ! 
80! 248! 512 4lJl7:~! H)~!92912 0. n9BD-1A ! 
----~-!------!---------- ----------!------------
:I.(-30! 207! t~~52 _ 'lU,:32! Hw:mU,B 
!------!------!----------
120! 297! b15 ! 74415 1B495B39 !------!------!----------I---------- ____________ ! _____________ _ 
1110! ::l(~2! b2:5 B7B'I:5 217:)?~>'0:t! (l.77 i j(][)-1'1 
!------!------!---------- ---------- ------------!--------------
160! 382! 788 126868 31559775! 0.23460-13. ! ______ ! ______ ! ____ L _____ ---------- ____________ -1 ______ .• _______ 1 
IBO! 396! 015 147515 3650?878 I 0. 3403D-13 ! 
------!------!---------- ---------- ------------ --------------! 
200! 'l35 B94 17?694 1I4011B5011 0.2416D-13! 
--------------- ! 
220 91::.!. 2015~)2 4?B6207? 0. 11920-l2 ! 
----------!---------- --------------- ! 
240 4a7 996! 24(~~l36 0.2tJ5mD-13 ! 
----------!---------- --------------! 
260 291 6m6! 15B166 0.257130-13 ! 
!------
----------1---------- --------------! 
! 2a0 ~564 ! 115m 323150, D. 17050-12 ! 
!------ ------!---------- ----------!------------ --------------! 
300 607! 1237 372337 I 92446767 0.3427D-13! 
!------ ------!---------- ----------!------------ --------------! 
! 320 ,b47 1 1314 421794! 104945049 0.4(891)-14! 
!------!------ ---------- ----------!------------ --------------! 
340! b04 1393 475013! 110500759 0.9591[)-13! 
! ------- ! ---,-,--
------------ --------------! 
! 360! ~';76 1(36(32696:5! 0. :50011)-1:5 ! 
! -----"'- ! --------
------------!--------------
! 3!:W)! 76'1 :1. 5~:54. 592({)7 /.~ 146B22~m6! el. :3], 46[)'-'1:3 
! -""--,,--- ! -----"---,, 
----------!---------- ------------!--------------
lWe) 7::\7 1~3mm! 6ml~5(%1 lJIOB71Ul! (3.2'J:560--L5 
------ ------ ----------!---------- ------------1--------------
42m 593 1212! 51m252 127m62924 0.2b66[)-13 
------ ------ ----------!---------- ------------ --------------
440 b76 13713 60769B, 15m75B731 m.39990-13 
------ ------ ---------- ---------- ------------ ------------~-! 
4bm 6m3 1233 56BlI13 14m911a?b 0. 4914D-13 
------ ------ ---------- ---------- ------------ --------------
4BD 60(} 12116 ~;99326 lJI7!H7~163! 0. ~1(JtI:m-"13 
------ ------ ---------- ---------- ------------!--------------
5013 mlll 16;37 a2ml37 20:567:59(J?! 0.261'10-1:5 
------ ------ ---------- ---------- ------------!--------------
TOTALS,11B62 2429b 76bm4m0 1099552115! 
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HE EXTENDED DIXON TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
YBF<ID 1 METHOD 
---~0-----~i-------~F---------~~----------E~G-----------Fij------r 
------ ------ ----------!----------!------------!--------------! 
:lB!H l'tl.!· ~,HH! 06;VI!~i9! {~. 42101)-2Ii) ! 
------ ------ ----------!----------!------------!--------------! 
:W :57 131 17(31 7B:l.l~:;2! B. ;5B301)-2D ! 
•• ~ __ .·MM ____ • __ _ 
------------!--------------! 
40. 65 1,t10 57'10 2:540112! 0.17261)-19! 
------I~----- ---------- ---------- ------------!--------------! . " 
60 53 119 7259 2911B!32! 0.2242D-19! 
------ ------ ---------- ---------- ------------!--------------! 
8B 45 102 ! 8262 3290215! 0. 183131)-20 ! 
------ ------ ----------!---------- ------------!---~----------! 
U)B 67! 1117! :1.1.1 (VI l !~i(171:1.(i)0! 0. 2(!):"~'.;I) .. ·1.(1 ! 
------ ------!----------!----------!------------!--------------
12~) Hl(3! 211.1! 25B91.j! 10f.J'i'1.1Q)1.16! (~. 76~17[)'<!1i) 
!------ ------ ~---------!----------!------------ --------------
11.10 H)1 216! :501.156! 1.~';33947() 0.31,H1[)-20 
1------ ______ - _________ ~---- ___ ---!------_------ ______________ _ 
160 72 1.6'1! ~?'64131.1! 1I~!~37::;~5B fJ.673(1)""20 
------ ------ ----------!-----------!------------ --------------
180 57 1.33! 24(!)73! 953191,0 0. 16561)-19 
------ ------ --------·----1----------!------------ --------------
~?~)Q) 6(·3 l.l.I(3! 2014(1)! U. :lB~.~47:r, I). ')6()21)''''2Q) ! 
------ ------ ----------!----------I------------ ______________ ! 
220 49 119! 26299 10266791 0.30390-20 1 
------ ------ ----------!---------- ------------ --------------
21.1B. 53 127! 3fJ6~1l 1.19572:Lt.1! 0. 1 ;55;31)· .. 2(') 
------ ------!---------- ---------- ------------!--------------
260 66! 153 39933 15770876! 0.22710-19 
------!----------
---------- ------------!--------------
2BB 4D ! H3(J 281(!)0. 1.0973292! 0.34910-20 
------ ------!---------- ----------!------------!--------------
3~J0 51! 122 ;36722! 1.4~m46D(J! 0. ~?2(AO-1') . 
------ ------!---------- ----------!~-----------!--------------! 
~32m. I.~~)! l :1.:1.2 ~'5~7_;9~52! :t.1.~({)7b~~(·:)7! (1), :t.1B:1.0 .... :l.C'J ! 
------!------- ---------- ---------- ---_._---_ .. _--!----------_ .... _-! 
! ;51.1I)! 49 1.21 1.11.261 161,n;59;3D 1 (J. 6~:il9[)"'2~) ! !------!------ ---------- ---------- ------------ --------------! 
36B 50 124 44764 1,7516896 0. 8395[)-2(!) 
------ ------ ---------- ---------- ------------ --------------
3BB 54 131 49911 19630B39 0.17400-20 
4(!)B 65 156! 62556 24569211 0. 3211D-20 
------ ------ ----------!---------- ------------ --------------
42B 71. 169! 71.149 28131164 0.37240-20 1------ ______ ! __________ ! __________ I ____________ I _____________ _ 
440 05 200! 08200 34994624 0.93971)-20 
------ ------ ----------!---------- ------------ --------------
4bB! 9!5 ~~2~)! Hl1 420 4(325!';996 0. 9:~6~';D-2e.) 
------!------ ----------!---------- ------------ --------------
4f:l0 ! 97 106782 l121.197'J6B . 0. 19230·-19 
------!------ ----------!---------- ------------ --------------
5(!)0! 95 21.8! 109210. 43536640 B.32791)-20 
------!------ ----------!----------!------------ --------------
. TOTAL.S! 171~~~ . :~(i'II1.! H)4775:1.! 'Il. ~501.11.J03D 
,) 
THE EXTENDED SEALE TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYBRID 1 METHDD 
232 
---~ij-----~f-------~~---------~E----------E~G-----------~ij------T 
------!------!----------!---~-------!-------------!-----------~--! 
2! :l.4! 3:5 ! '19 ! 7nl:57! r~), 1.176D-<!7 ! 
------!------!----------!----------!-----~------!--------------! 
213! :5(i)! 6a!. :l. l I20! llb2lJI'i'! 13. :m::i9D"'19 ! 
------!------!----------!----------!------------!--------------! 
lH)! l16! HH! 41,1I:l.! 132:'ll:1.6! R). 6~~ll:m"'-:u, ! 
!------ ------!----------!----------!------------!--------------I 
! 6,,1 (A! :I. :57 ! 0:5~'i7! 265952n! [j. 71 n;D·-20 ! 
!------ ------!----------!----------1---~--------!--------------I 
80 03! 17n! :1.4410 4619247! n.6457D-22! 
! '---'-.-- ------ --''''""'---'--! -""---'''-'''--' --------_. __ .-! --_.,,----_._---- ! 
! 1130 103 219! 22119 71325554 13. 1752D-30 ! !------ ------ ----------!---------- ------------ --------_----~I 
! 1213 123 264 31944 101841132 13.61310D-33 !------ ------ ---------- ---------- ------------ --------------
1413 142 299 42159 13427927 13. 9291D-19 !------ ------ ----------
! 1br)! 1~'::.~ 276 44436 :1.4337669 8. 1457D-19 1------1------ ----------
1013 14:1. 295 53395 172413144 8. 2580D-19 
------- ------!---------- __________ 1 ____________ ! _____________ _ 
2R)13 :1. ll6 ! 617«17 1.9~~868'14! 0. :l.77:W'''1.'7 
------!----------
------------!--------------
220 147 ! 68860 21'l[3')3B4! 8.22361.)-1.9 
------ ------!----------!---------- ------------!--------------
.~lJ(3 IJW! 31«1! 7 l17H) 2'11381311 ! 
------ ------!---------- ---------- ------------!--------------
268 140! 313 131693 261.72609! 8.24(39D-1'). 
------ ------!---------- ---------- ------------!--------------! 
2138 140! 313 07953 2n0955(32! 8.2599D-19! 
------ ------!---------- ---------- ------------!--------------! 
300 :l.40! 313 94213! 29926336! 0.2731D-:l.9! 
!-----.- ------!----------!-----------!-------------!------.--------1 
:3~.)O :l.lID! :51:" '! 1 ()047:5 ! :519D6:52;!! n. 20n~1[)""19 ! 
!------ ------!----------!----------!------------!--------------I 
:5'1m I U.:3! 2'1:5! 02D63! 26 tI9Bll,)! 0, :m:5lj[),,·J.'1 ! 
!------ ------!----------!-------~-- --------------!---------_. __ ._---! 
36(3 121! 261! 9 l122:1. :3f~(,%f:ln:l.9! RJ. 6:~:5:W",,1.9 ! 
!------ ------!----------!----------
------------!--------------! 
3nr) :I. :52 ! 203! H370:~3 :5l16fl:l.~'i,)9! 0.1405D"'19! 
!--_._-- ------!----------!----------
------------!--------------! 
! 408 l,39! 297! 1198';>7 :3n2745(iH3! 0. H19 tlL)-19 ! 
!------ ------!----------!----------
------------!--------------! 
! 42l~ 14:1.! 3 [VI ! 1279l3ll 8.2595D-J.'l ! 
!------ ------!----------1---------- ------------!--------------! 
4l1l1 14:1.! 3v.)4! 1:~40('4 l12B97127! 8. :35'73D""19 
!------ ------!---""-""---- ---------- ------------!--------------
4(,0 J,lI~5! 31.l. l.ll3:571 ll~57B92ll1.! o. :1.774D·-:l.'7 , !------ ------!----~----- ---------- ------------!--------------
480. 146! 313 150553 '179:5<;>M)')! ta,2:1.56D""l'i' 
!------!------!---------- ----------
------------!--------------
! ~;~1ta! :l.47! :U5 1:'57l3:l.~.) ~';R):1.:1.2677! m. n;~;9D-·:1.9 
!------!--""---!---------- ---------- ---------_._-!--------------
!TOTALS! 3:1.36 ! 6670 19139104 6:1. (a:l. ~:=j~:.:j7B(~) ! 
------ -""---- -""-------- ---------- ------------! 
233 
HE EXTENDED ENGWALL TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
--IYBRID 1. METHOD 
NV NI NI"" Ne CPU FV 
!------I-------I-----------!-----------!------------!---------------
1 2! B :I. 8 ! ~";"I ! 6l1;.!(;)7! [1, WDfW)[)+I·')(i) 
!------!_._---- -----_._------!----------!---------_._--!-_._---_ .. _------
! ;W 1 7 I 22! . lI6;.! 1 :l.2BlI(,lj 1 (:1, DDt:WID+v')(i) 
1 .... __ .... _ ... ! ........................ - .... - ...................... ! .... -.. - ........................ ! ........................................................................................ -
"10 1. B 211 ! 91)1.1 1 2~';63:1.:I. 10, DDIi)(i)l) ... Oii) . 
----_.-!-_._--- ----------!----------!--_. __ ._------ -_._------------! 
6W! f:l 26 1 l~;r3(, ! tW73:1.2 (01, DlilloDDH)(}) ! 
------!------ ----------!----------!------------ --------------1 
BH 1 7 23 1 1(36:3 ! t.J729~~1 0,DDDt:1D+I313 1 
------ ------ ----------1----------1------------ --------------! 
10B B :27 ! 2727 ! 6(3611;.!7 B, BI1elli)i)+DD 1 
------ ------ ----------I----------!------------ --------------1 
120 0 20 1 :13f:lB 1 0~'.;;:;;5D3 D, flli)m)[)+D\~ 1 
------ ------- ----------!----------!---"--------- --------------! 
1"ID n . 2fJ ! ;~9t.JD ! 9<Jtl!';(),! ~), t:l~10DDH)() ! 
------ ------1----------1----------1------------1--------------I 
:l.6B 0 ! 27 ! lj3l17 1 :l.09t.J753! O,flOOOD+OD! 
------ ------1----------1----------!------------1--------------I 
If:lB 0 ! 27 1 lI8n7 1 1.2372l10! 0,BDHDi)+00! 
------ ------!----------!-----------!------------!---------------I 
2DD. (3 1 20 ! 5620 1'1285'11 1 0,00HOD+00 1 
------!-------!----------!---------- -----------.-!---------------! 
2213! B! :m 1 663~1 1622507 1 el, 13DDDD+l~t:l 
------I------l----------!---------- ------------!--------------
240 1 0 1 29 1 69f:l'l l.7325'l7 1 D. 01~Hlm+lW) 
1------1------1----------1---------- ------------ --------------
1 2b0! 11! :5~1 7f:);3l:) 187~:;766 D, nI3Dlm+R)(~ 
1------1------1---------- ---------- ------------ --------------
1 20H! 1.2! 36 :1.01:1.6 2672)'76 0,Dl:)D()D+D0. 
I------!------I---------- ----------!------------ --------------! 
31·~1(i) 1 H)! 31 n:H 1. 2tl:mc.;2~3 0,IWH31'ID+DR) 
------!------!---------- -----------!----_ .. _------ ._-------_._----
:52\~ 1 B 1 2B . B<JI:lD! 2;.' tl 6f.>,?"1 .. I, (i)l~1i)0D+R)f) 
------!------!----------!----------!------------ --------------
:5"1 (i) ! a! 2'1 1 9BB'l 2;.';026411. 0, Dt:1HDD+Ii)[) 
------!------!----------!---------- ------------!--------------
:,61~ 1 B 1 29 1 H)tI6'! 252"1:122 1 0, f)()ICW)D+l')i!1 
------!------I----------!---------- ------------!--------------
3BD 1 f:l ~5(~)! :1.1/~~':)(a 27:5:'56:31.! '0,0(·3(')EID+mm 
..••..•.••• _.- 1 - •.. - ....... -
----------1---------- ------------1--------------
3D 1 :l.21·~:5~). 2G77:506 1 n, HDDDD+()WI 
-', - .. """. __ .-
----------I----------!------------I--------------
1.1213 :5 0 1 126:5 el! :51') :1. 91 77! 1'1, RI I') (ill:)I) +l;H~ 
!------ ------ ----------1----------1------------1--------------
! 1.11.10 n 2 Ii' 1 :I. ,?/ 0 'I 1 :-> :1.tW n'i ;.:~! QI, (0) lill'WID +(W) 
1------ ------ ---------- ----------!------------I--------------! 
lIbli) B 3D :I.:5B:5D! :n6(i);'.;0" 1 O,DI')(i)R)[)+[)(i)! 
!------- -""---- ------.---- --·-----·--·-!·--·"·--,,",-----··-!--·------------1 
I.IBO B 3:1. :llI9l:1.! j(,j.;'.;,s:I.:~! D, Dli)I')I')D+l~D ! 
------ ------ ---------- --·---------!--·----·------1--------------1 
5(0)0 B :5:1. l~j~;:5:I. 1 :571:)2921 1 H, OeJD~1[)+k1(i) ! 
------ ------ ---------- ----------!------------1--------------1 
TOTAL::; 212 
1 
----------- -----------'_ ... ---_._---_.-
, 234 
THE EXTENDED ROSENBROCK TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
SHANNO's HYBRID METHOD 
---~ij--T--~i--T----~F----T----~~----T-----0~G----T------F0------r 
------1------1----------1-~--------1------------1---------~----! 
2! ~5~:.) 74 ! 222 ! :t.2a5:~8! 0. :?!:;Bl[)~"2b ! 
------!--,---- ... _-------y-!._----_.- .... _ .... !._-_. __ .. ,._. __ ._._--!_ .. -------,-----! 
llU I. l.(~[,)B 1 ::!.B1~;:n 1 !J,7:r,!"i7D···22 1 
.. _---_ .. - ! _ .... _---_. 
----------!----------!------------ ---------------! 
40 1 22 51 1 2[')91 1 547499 [,),1114D-23 1 
..... __ .... _.-! -_ .... _._-" .. 
-----------!----------!------------ --------------! 
60 1 ~'.I.l ~'iB 1 :?;~';:·50 9Hl!3(~n [,),2'12 1j[)··-:3D 1 
......... __ .. ! ............... _ .. . " ...... "" ............ _ .......... ".! .. __ ... _-_ ......... -" .. _-.................. __ ... __ .. _-_ .......... - ......... __ ... _ ..... - .................... - .... ! 
66 1 5346 131n920 0,1146D-24 1 
1------!------ ----------1----------
1 H)O :2:~ b2 J 626~~ :1. ~'.;2110211 
1 ................... . 
------1----------1----------
1~~B 24 1 67 1 8107 
! H"' __ ' __ . __ 
----------1----------
1 140 7'1 1 10'13'1. 0, :l n:W-·3~~ 
1 .... - ••••• - ...... 
----------!----------1------------
160 1 , 70! :1.:1. 27(,:1 I :~~677S)/.~(? ('), 1. DII:5D····3:5 
!------!---_._- ,--~-------!-.---------
! 18B 2~5 (:)6 1 11 <?46 fa. 32~:;.tD-25 
!------ ------ ----------!---------- ------------ ---------_._----
1 2[')[') 25 70 1 1407[') 3335700 0,2159D-24 
1------ ------ ----------1---------- ------------1--------------
220 2'1 71 1 :l~56'i.t 3f.,tI~H6B 1 [,), !5136D-:~!::, . 
1------ ------ ----------1---------- ------------1--------------1 
;.!I.l@ 24 72 1 :1.7:3~)2 40R14:521 1 0, f:lf.>lBD-·2<J 1 
1------1------ ----------1---------- ------------1--------------1 
260 23 71 1 ID~5:H 42D97:36 1 f:l. ;37'·1:31)-21<1 1 
------ ------ ----------!---------- ------------!--------------! 
2BD 23 72 1 2[')232 454778n 1 0,5332D-33! 
------ ------ ----------1---------- ------------1--------------
:mll 2:, 1 71.1 1 2227 11. 1 11 'i'[,)'n:5:1 1 (;), :l.bHlD···2D 
------ ---_._-!"------_ .. _--!---------_.!------------!--------------
:520. 23 1 75 1 24[')75 1 53407[')2 1 [,),9901D-29 
------!------I----------I----------l------------!--------------
1 340 1 21.1! 713 1 26~'i?n 1 :5';>:3:1.660 1 I~, 2~547D-27 
!·------!------!---,·,·---------1----------!---··---------!--------------! 
:56tJ 1 2:3 1 76 1 274:56! 61,:',)2'lll:, 1 R), :l.:1.97D··2R) 1 
------1------1----------1----------!------------!--------------1 
3130 1 22 1 7:5 1 27BL5 1 bD7 11l7,) 1 0, Bl lI.14D·-29 1 
-----·-1---·---1-----------··_!-----·-----!-------------- ----.- .. ---------! 
IHoWl 1 ~~:I. 1 (,'} 1 :U66'J 1 6:1.1,n6~'i D, :H)~';2D····27 1 
------1------1----------1----------!------------ --------------1 
'120 1 :1.8 1 <'A 1 26'J44 1 ~'.;77lJnII'1 0, 2:5~52D···26 !, 
------1-------!----------!----------!------------- ------.--------! 
Il'H3 1 ~:"I 1 ~H! 3~;;72:1. 1 77'f9~';2:.1 (j, bI'Jll(jD-24 1 
._.--.. --.-!------ ----·---·-·_-!-----------1--·---··-·,,··--····--· -----.--.---------! 
131 1 :37:-lll1 1 B(3'nl.·lB!:i D,7E)1.1:3[)··26 1 
----------!-------_._-!--------_._-- ···--···-·····-···-----··1 
'IBO 2'·1 0(,) 1 :3 13 1.1 [< (') 1 i3~:;I'J(.j6:,n 0. 4~.)22D-2B ! 
1 ••••• - •.• --.. _ ......•••... -.-
--------_.".!------------!-----_._---_._--
·····················-·-·······--··-·1 
1 ~;om 24 B!;) 1 '1IilR)o(,) 1 Bn:"B2~';O 1 It), ~.!6(·;):I.D···2'J 1 
! ..• __ ..•.•...• _ ...•..•. __ .... 
-----------!---------_.!------_ .. _------!----------------I 
lTDTAl.S 618 Inn 1 <1aI<1~5:H 1 10771377:5;5 1 
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r--~0-----~i-------~F---------~f----------f~G-----------F0------r 
~------!------!----------!----------!------------ _._------------
II! 37! 79 ! :5'1~5 ! 176l:56 0. :l.m~::;D .... ~.'l 
------!------!----------!----------!------------ --------------
20! 116! 102 !. 2:1.112 62:1.7:·5n 0.23713D-23 
------!----_._!----------!----------- ------------ --------------
Ijf().! J.l1:I.! :5Dl! :1.2:54:1. 36:1.7:1.117 0. :5663D-19 . 
------!~----.-!-----.----- ---------- ------------ --------------! 
6~1! 7:1.! :I.:"i/j 9:59 /1 27:1.2::!B2 ~1. ~!B4/1D""22 ! 
------!-------!---------- ---------- ---------.---- --------------! 
Bn! BB! IB9 15309 44l79l7 0.7373D-25! 
------!------!---------- ---------- ------------ --------------! 
H~O! 1W5 1 Z~7 22927 6~57971H 0. :32f()(lD" .. 2:5 ! 
!------!------ ---------- ---------- ------------ --------------! 
12eJ! l~l/l 2nG! 3 /11NB leJI~[J4767 0.5(!J91D"";!3! 
!------!------ ----------!---------- ------------ --------------! 
! 11!eJ! 1:54 34:1. ! 
! .... _- .... -.-! - .................. .. ----------1---------- --------__________________ ! 
! :l.6(')! :1.78 :1.7<;>~'i:l4:1. 6 
! ........ - .... -..... .. ....... _ .......... .. ____________________ !_M ______ . __ ... _._ . _________ . _____ ! 
100 16:3 3/1~; 6~~/l/l,_;! U3H1!';~!9({1 e). ~'132(31)""2:l 1 
!------ ------ ---------- ----------!------------ --------------
! 2Q)O ~'.13/1. 1126 85626 I 2 lJ'?(!I::i!:l60 13. :I.1~)6D-·1B 
!------ ------!---------- ----_._----!------------ --------------
2213 18l.! :,fJ2 B4/122! 2/1~)L57B~' 0.497!3[)-:?0 
!._----- ------!---------- -----"------!------------ --------------
! 2 /1n! 2(:)()! /1~'1 H):L 1\61! 2';>:')0771,; 1 D.27(,/1I)"<.'l 
!._-----!------!_._--------!-----_._---!-------------!--------------
! 2613! 2 /1'1! 5:1.B! n::i1'1B! :5'16707(.')4! (!). ~:;32j.D"<'.1 1 
!------!------!----------!----------!------------!--------------
! 2(313! 2 /H;)! ~5(!J:1.! 1/ID7!H! '1:I.27:1.1il~'i;'.! (il. :3(371)" .. 21 
!------!------!----------!----------!------------!--------------
3~10! 17!3! 369! l:L H~6'?! 3~.!/\c;~;'1'1~5! O. 3BI! 1.0-';.'(') 
1------1------1----------1----------1------------1-----________ _ 
. . '.' . ~,21~! un . :1,02! 122622 357fJ9'?6:)! t:1.31346[)-2:1. 
!------!------ ----------1---------- ------------!--------------
:'1.\(3! :1.76 :572! 1::~6!3~'i2 :'5()97~'i9(!)2! t:1. (,[3R)())I)-2:1. 
!._-----!---_._- ----_._----!._--_._._---- -------------!--------------
! 36\:1! :I. ~'i7 3:36! ].::.! l. 2?6 3~';:I. :'~'iP.)[;16! I!). 11 77 (!)()""::.' :I. 1---___ ! ________________ ! ______________________ ! _____________ _ 
:50I;)! l.~';/I I 3:5:1.! :I.;!6:1.:l.:1. V,IID:1607! fJ.2D?6[) .... 2:1. 
------!------ ----------!----------!------------!----------_._--
4(~1)! :1.74 :"~.!! 1.119172! 4:120D:m:3! r~. ;lB2~3D-2:1. 
-------1------ ----------!----------!-------------!--------------
42vj! 21H 426! 17'1:51 6! ci1 <;>/1~'i3?:5! O. U,D:lD·-2:1. ! 
------!------ -----------!----------!------------!--------------! 
.4/J1~! 2'l~5 51 /1! 22667 /1! 6~:;'n'i'::;~1/1! I;), :5:l96[)"<"O ! 
--____ ! ______ ---------_1 __________ ! ____________ ! ______________ ! 
4b~)! :1.2B ~.~Bl.l t;·5(~)(?:~~I.~ :·57~:.~7{»):·5~:S~:j! ~), 6~32;3D·"·2:1. 1 
!------!------!---------- ---------- ------------!--------------! 
! 4GeJ! 400! 834 4Dl:1.54 :1.171:\666 :I.I\! [3. 9():1. 6D .. ";'.(!) ! 
!------!------!---------- ---------- ------------!--------------! 
500! 47B! l013 507513 1./!B1:;';.'7:59! O. 1. 9:3DD-2(il ! 
!-------!------!---------- -----_.----- ------------!--------------! 
! TDTAU:;! 1166(!) ! 30:~:l.69B 07B7~'i 1. ~;4B ! 
............. _ ........ ! .- ................... . 
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! ______ ! ______ ! _______ ~H_._!-----------!------------!-_____________ 1 
! 4 B~S! :I.'?~S ! 97~'; ! 1.107720! r.l. 2(!lI!)70"-:I.~'; ! 
.!._-_ ... _- -------1------·--·----!----------!------------!-------.-------! 
2Q) :;9! 1:'5:5 !. 32:1.:,'! :l.31.1?~';~'jl.l! 0,34\:)7D····:I.:I.! 
!------.- ._------!----------!----------!------------!--------------1 
I.I~) 66! :l.6:1.! 661H! 21347B(,!(il! I" :I.:l.6I.1D····U. ! 
,------- ----·--!----------!-----------!------------1--------------I 
6v.) ~.:.i9! :1.1.~9 ! 9mB9! ~5B~:)b9~'=;t:.~i! m. ~:5~:.=;2~5[)--:l.:I. ! 
!------ ------!----------!---~----~-!-------------!---------------1 
! B0 7:,! :l.B:5! :l.402:,! 6;.~()4~S6r,)! e),661.11.ID····:I.:I.! 
!------ ------ ----------!----------!------------!--------------! 
H)(;1 71 17R)! 17:1.7[,)! 73BWi':"i7! e), :1.:''.:1.:1.0'''';1.(') ! 
!------ ------ ----------!----------!------------!--------------! 
! l::!Et! 7~:5 2 0 :I.! ;un ~.~ 1! :I. ({)('l7 I.IIB B! ({), :1.:1. (,,~.m _. u. ! 
! ....•••....• _ ... ! _ .... _ ..... _ .... 
----------!----------!------------!--------------! 
1.1.IfJ! 71.1 :I.(;)'i'! 26(,1.I<;! :I.:I.:l.397B:5! (!), :I.~l7:m·<1.1. ! 
!._-----!------ ----_._--_._-!----------!-----------_. -_._-----------! 
! 16Q)! U'J 2:56! ~~7'i'?(:'! :I.~';77971.J() D, 'i':l.f'i1[)····12 ! 
!------!-. __ ._-- -----------!-._--------!------------ --------------! 
l.m1! 7:, 106! 33{,66! jJIH16lj~)7 ((), lv.1'J7D··H3 ! 
!------ ----.-- "._----------!------------!--_._--_._---_.- ---------------! 
! 21:W) 66! :l.7D! :'5~F7B! :1./.176:5139:1. ((), :I.:5?I:)[),··H) ! 
!------ ---_._._!-----------!-_._-----_._!------------ --------------! 
! 22(;J 72! 2:1.~';! 1.17~l:l.~'.;! :I.'J:I.:5Dl.(i)~';! D, ?:"j 1.1 Ij[)··· 1. 1 ! !. ______ ______ !H'. __ . ____ .. ___ ! __________ ! ____________ !_~ _____ ________ ! 
21.1r.! 1.1n! L.~;.~! 2')"102! 12:3'I';>:1./.11.! (3, ;'.:5?1 [)-·:I.1 ! 
!------ ------!--------"--,-!----------l------·,------!,---------.------! 
! 26(0! B6! 222! ~';7'JlI2! ;'.~I.I:5??1.16(il! (3, :I. 105D-H3 ! 
!------!------!----------!----------!------------!--------------! 
! 2 BR) ! 76! ::'.1.I.1! 60:1.;5<'1! 21.17('('662! (j,1123?D-·:I.:I.! 
!------!------!------------!------,-,---!------------!-_._-----------! 
! :3R)~1! 6S)! 102! ~'.;1.17a;;;. ! 22'),):l.776! 1<1, n[,)BD···Hl ! 
!------!------!-------.,---!----------!--.-~-----.---! ---_._---------! 
! 32[,)! '12! 2~';7! D211'?7! 31.1:l.76l.~~';6! D,67(:1:5D····1:1.! 
!------!------!----------I----------!------------!----__________ ! 
! 31.10! 7~S! 2137! liJ,1:";B7! ;~'n(ill.!~H')?! D, 2:1.~';~!D····H'l ! 
!------!---_·_--!---·-----·---1-----·------·-1·---------------!-------.--------! 
! :5Ml! 7D! ;'.t-:)D! 7;.~;.)IW)! ~'.,?6B'I7?~'j! (i), 'i'B;.~ilD···:I.:I. ! 
!-----·-1-------1--------··---!------------!-------------!-----------.----! 
! :,00! 70! ~~(.')I.I! 77721..) 1 326:1.:l.1,)1.1! D, /.)I~'jB[)····:I.:I. ! 
!------!------!----------!----------!------------!--------------! 
I.I(')O! 7'4 1 2t-:):I.! OQ)6DI! :,:31.1(,)766:1. 1 13, :~~l.n';>D···H) ! 
!.------!--------!-- ... -------!-----.. -----!.---.-,---.-----J-----------.---! 
! 42"1! 7:1.! 19:1.! D[')"I:I.:I.! :·5:·,:·,B7~';2't 1 D,1.292D···:I.Rl!, 
!-------!------!----_._----!----------!-_._---------!--------------! 
! All()! 6:3! :l.7D 1 70W?B! :,2(!)67:51.17 1 D, :5'?62[)-·U. ! 
I ______ ! ______ !_· ____ · _____ ! ____ ··· _____ I_·_· _________ ---!·7---------------! 
46v.J! :5:1.! , '1:1.! "ll ?~:;1! :l.7DI~~';';>2~'; 1 ('.1, ID;,'?D····l:I. ! 
.............. _ .. - 1 ....................... ! ...... - ... .' ..... -................. 1 .. - .. - ............ ,,--_ .... - ...... ! ........................... _ .............. ! ..................... _ ................ _- ....... ! 
I.I(;lQ) 1 '?D! 26')'! :1.2'i'J(;l')'! :".;:361.16D:5~.) 1 ['),26:5:1.D···:l.I')! 
.---.---J.---.---!------.-.---!- .... ------- ... --!-----.--------!--------------! 
~:;({)0! ~:5(·3! :1.;·:')(1! f.)96~~9! 2BB2~57:1.m! v.1. b972D .... :I.:1. ! 
------!------!----------!----------!---_. __ ._-----!---------------! 
! TOTALS! 1 BlI:, ! t~B9::~!:I. :~~1.~~5~::.;~.:.;~:~! ~.:j 1 ~:.:;bB{?2:1. B ! 
I J! .. ______ . ___ .... _._ .M_ .. ··_ .... ___ .. _ .... ___ .... _________ ._ ... N_ .... __ . __ _ 
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M ______ • _____ •• ___________________ "" ___ ., _______ "_""_. ____ • ____ • ___ •• _________ • __ _ 
NIJ NI! NF Ne CPU! FV ! 
------!------!----------!----------!------------I-----_________ ! 
(!! 9~.l 2('m ! :l.D0Q) ! :F4~'.:1.7 !<l. :56270--1,;, ! 
__ ._NM __ !_'._. __ . __ ___ ~ __ --__ !.-_--_-----!-_---------- ________ . ______ ! 
;;'0! :Lll:l. . 291»)! 6\::190! :1.76671.16 (:), 54~);>.D···l.l! ! 
------!------ ----------!----------I------------ ______________ ! 
liD J :1.\:12 2;'(:) ! 9(:)20! 2 lIBlj(I:'jl.! R).6 lIB5D .... :I.:3! 
---___ !_~ ____ ----------!----------!------------ --------------1 
60! :I.~?:'! 263! :l.6(:)'13! (j(!:I.6lj7~';! RI. l.l.:?l.D-13 
------!------!----------I----------!------------!-----________ _ 
liD! :I.:m! 27'?! 22~.)9'i'! 6:1. 92~526! D. '?::i71D"1:" 
------!------!----------!----------!------------!--------------
HlD! :I.~';6! :5:56! ::'>:,'1:,6! '12779P.)9! I~. :l.1·32BD···1:5 
------i------!----------!----------i------------i--------------
l,;>.0 i ::>.1.11.·\ 1 ~:;:L~? i 6:I.n\;>.! :l]071.1976! !3.775:W-1.:5 
_._----!------ ----------!----------!--_._--------!--------------
:1,1.1 fJ! ~."N> (., :1.1.1 i (36574 i 
""--"-'- i . __ .-_ ..... " 
----------!----------i------------l--------------
160! ~?'l3B 1I lID! 7l3B40 i 
------ ------ ----------i----------!------------!--------------
lBO lB7 :5'1,)! 7~'21.'i! :l'17W12Dl.! 0. 3'113 lD· .. l, 3 
------ ------ ----------!----.------!------- .. ---.---!--------------
2[;)(~ 2:59 501.1! 1v.H3~jll! 27BD(,I.!:I.')! 0.17620·"1S !------ ------ ----------1---------- --------____ 1 _____________ _ 
i 220 265 554 122434 S31151,)BO i 0,2224D-13! 
!------ ------ ---------- ---------- ------------!--------------! 
211f) 51.7 124!';97 3 /JH39164 ! 
i------ ------!---------- ---------- ------------!--------------i 
I 260 277! :570 l, 50B!S(3 1.!l.2l'l42lJ! 0.14911)··l,2! 
!------ ------i---------- ---------- ------------!--------------
2110 2'13 i 60'1 171.129 1I70677111! 0. 1950D-l,4 
!------ ------!---------- ---------- ------------!--------------
31W) :,2B! 602! :<D!'i2B~, . !'i6t}474?:5! 0.0:L12D·-13 
!------ ------!----------!---------- ------------ --------------
320 350! 725! 232725 63909593 0.55870-14 
!------ ------~----------!---------- ------------- --------------
i 340! 355 i 737 i 251317 68700'162 D.6573D-14 
i------!------!----------!---------- ------------ --------------
360! 307 i OD6! 290966 7973304'1 D, 1369D-1.3 
------i------!----------!---------- ------------ --------------
30D! 421 i 137:,! ~~:5;!.f.,n 916177:36, \1. <17:30D-14 . 
------J------!-.---.------!---------- ------------!--------------! 
'4Bm i (I HI ! B7D! 3 tIBB7!') '):5 tI6P.)25D! D. Hu:m-':LB ! 
'" 
------!------!----------!---------- ------------!--------------! 
42l1! 620! :L;!f:)7! 541a~?7 :I.l197:):'5~~22! 0.1.4BBD-·J.S! 
------!------!----------!---------- ------------!--------------1 
44(a! 1.'72! Si77! 4:30B~:;7 1107567?~'; 1 D. '1IN7D'-lll ! 
------ ------ ----------!-----_._--- ------------!--------------! 
460 1.~<jl2 :I.t~}:I.~:;! 4()7(Jl.~::; L:!B'?Bf.,lII.W 1 D. 67!:16D"1~~ ! 
!------ ------ -----.-----!---------- ---------·---1--------------! 
4BD ~';R)7 :l.D'la! 5t3lJl3aa nB6,)26~'.;4 0, :51.1:L~;D···n ! 
!------ ------ ----------!---------- ------------ ----~---------! 
500 545 1123! 562623 154763267 0.26960-13! 
!----_.-!------ ----------!---------- ------------- --------------! 
! TDTAU:;! 7'?(3~'j 16458! 5219678! 1435694342 
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---~0-----~i-------~f---------~E----·-----E~G----r------F0------r 
! ______ ! ___ ~ ___ !-------.---!---------- -___________ I ______________ ! 
! 10! 98! 223 ! 2453 1081239 0.2184D-24! 
!------!------ ----------!---------- ------------ --------------! 
20 37 81 ! . 1701 719359 0.28080-20! 
! ______ ----__ ----------1---------- ------------- .-_____________ ! 
! 40 81 173 7093. 3023527 0.11810-19! 
!------ ------ ---------- ----------!------------ --------------! 
60 52 116 7076! 2961358 0.25510-20! 
!------ ------ ---------- ---------~!------------ --------------! 
B0 5~.> l.1~j 9:51~5! 3901;529 0.88721)-·20! 
!------ ------ ---------- ----------!------------ --------------! 
H1B 66 147 140/17! 62244;~3 0. 27:5~m-20 !------ ------ ---------- ----------!------------ --------------
1;.!0 10'? ;!;53 281 '7~~! 119:QEl7~~. 0. 2:5281)-·19 
!------ ------ ---------- ---------- -----~------!--------------
UJl 34122 1<'.)/1613'10 ! 0. 1~'j6BI)-19 
! -----.-
------------!----------------_ .. -_._---_.-, 
! 16Rl 76 1 27692 1:t.~531598 ! 0.14271)-1'? 
!------ ------ ---------- ---------- ------------ --------------
1B0 57 135 24<'.)35 100009B3 0. 1(251)-20 ! !------ ------ ---------- ---------- ------------ --------------! 
200 ! 1. :':i 1 ;·5035:1.! l2f.\bn32~'j Pl.273 llD-19! 
------!------ ---------- ----------!------------ --------------! 
220! I~(, 1:1.2 24752! 100370B4 0.2(411)-19! 
------!------!---------- ----------!--------_._-- --------------! 
2411! ~jf:l! :I. 21. 29161 ! 11.(32:1. :1.(17 0. 11.1.l1D-19 ! 
------!------!---------- ----------!------------ --------------! 
~>'b(3! ~:in! 1.:59 ;'5627'1! :I.l16Bf:l7~'iB 0.5bb l lD-2tl! 
------!------!---------- ----------!------------ --------------! 
200! II(I! :I.(;)6! 297B6! 12l3~'j76') \3. [3'?(''fD··2[3 ! 
------!------!----------!----------!------------ --------------
;WJ(()! ll;5! l.(~ 6! ;''>1, 9 [:16 .! 1 2 (J;5;3 :"j 11 :'". B. t19 ;;, BD .. · 2 I] 
------!------ --_._--_ .. _--!-_ .. _------!--------------!._-----------_._--
:'5 ~.~ (1! ~.=; ~3 :l.27! 110767! 16~'j7~'jH/.lll! [). ( 1)1120".20 
..... _ ..... _ ...... ! ................... _. 
----------I----------!------------!--------------
;VIP.J f ll9 :l.19! 40579! :l.6399219! 0.27670-19 
! ............... _ ..... ! .................... .. 
----------!----------!------------!--------------! 
:5 6l:l! 1)6 :I. :1. ~'j! ll:l. ~'i:I. ~'j! :I. 67P);!.D~'.;B! m. 22:57D·...;!.D ! 
I------!------!----------!----------!------------!-___ ----------! 
:5nD 1 ~j,)! :I.:5:I.! '19'1:1.:I.! 2PH;)6 l)9Db! n.1.22'f[)"·:L?! 
!------ ------!----------!----------!------------!--------------I 
IH:lB 6t,! :I.~'j7! 62'1:"j7 1 ;.!~:i6[;)6:5~'i?! n.1:5 /121)··1'1! 
,------- - .. --_ .. --!----------!---------- -----·--·------!--------------1 
'12Q) 60! :l.61.1! 69P)ll/l 2D097;,60! f). :!.6el:5D·-:!. 'I ! 
!------ ------!----------!---------- ------------!--------------! 
! tl l l13 ?'? ! 22:)! '?9;.!::.~~'j 1.1:1.:!.r.)~'i:l.,?9! f).1Il770···]''?! 
1------ ------!-----.-----!---------- -------- .. ----!--------------! 
"16[3 07! ;W:5! ?3~:iln. :5D271.:S[%! 13. ~~/125[)-1.S' ! 
!------ ------!-·------·---1--------,·---!-----·-------!---------------! 
4f:1l3 106! 2/W! 1.1~'j/llj(il! 1179 1.7 0 O:"j ! (1. :~6'i0D··l') ! 
!------ ------!----------!----------!._-----------!--------------I 
::;[3B Hl!1! 229! 1. :I. 47;.!'} ! 1.!7P)4~~n69! 0. HI5(1)···19 ! 
!------ ------!----------!----------!------------!--------------I 
! TOTAU:; :1.776! 40B~>'! H366'?l.2! 1.1:576D't669! 
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!------!------!----------!----------!------------
! 2! VI 1 :32 ! ')6 ! 7')~~2;j 
!------!------ ----------!----------!----------~-
! ~!.R)!:I.(J ;.~,;> ! (1)'i' ! 2D27:1. 't D. 9 l I3BD· .. 22 
!------!------ ----------!----------!------------
liD! :L:I. ;56 ! :1.t.17 (., ! lI6'i'}f.17 D. :I. ,)32[) .. -;m 
!-----~!------ ----------!-_._-------!------------
61~!:l.1 ;5;'., ! 2:1.::~!:; ! 67B,):l.I'J O.1:1.IJR)[)"·;5:1. ! 
! ................... ! _ ....... _._-
----------!------------ -~------------! 
267;5 ! Bf.lBl n,! D. ;577;5I)·";U ! 
----------!------------!--------------! 
H)O!:l.O :3;'j 3;535! :1.0'i'} 161 ! O. 2~;6B[)-':3D ! 
!------!------ ---------- ----------!------------!--------------! 
12~1!:1.[3 U, 4::l~i6! LYl l lD!'59! O. B121[)'-22 ! 
!------!------ ----------!----------!------------!--------------
! l ll0! Hl! ;57 ! !52:L7! IMRl:I.;'jB! ~1. 4;571D .... 21 
!------!------!----------!-,---------!------------!--------------
16f.)! 1:1.! 42 ! 6762! 206:1.B l l:3! 0.2R),)2D···:30 
------!------!----------!--_._------!------------!--------------
lBm ! U. ! ;m ! . 6D7B ! 2:1.39Df:lb ! 
---_._-!------- -----------!----------- ------------ --------------
20B ! 
------!------ -----_ .... _--!---------- ------------ --------------
220 ! 11 0.4 l I79D·"31 
------ ------ ----------!---------- ------------ --------------
1:1. I.J Ii.l ! 
------ ------ ----------!---------- ------------ --------------
260 :1.1 4 (i) ! 31DT507 I~. :3 l18!"iD-'31 
------ ------ ----------!----------!------------ --------------
20R) J.1 ill! J.l~321! :55DB623. 0.4 l IHlD·· .. ::ll! 
------ ------ ----------!----------!-----~------!--------------! 
:3R)O U. "12 i 12cA2. ! 3B'1!"i04,)! O. n'I!'ifjD-;5:I. ! 
------ ------ ---!-------!----------!------------!--------------! 
320! 1l ill. 13161! 4069B47! 0. :l.7~;2D·-;50 ! 
---.-_.-! --.----
-----------!------------!--------------! 
:3 l I0! 1:1. 423~J6(J0 ! 
.---.. -- ... ! ----.. --
------------!--------------! 
3 (, ~,)! H,) 
------1------ ---------.- ---------- ------------!--------------! 
300! Hj :5B :I. 447B "1'l277D~;! O. ;5776[)-23 ! 
------i------ ---------- ---------- ------------ --------------! 
4DI')! 1\~ ;59 156;59 il?6'?1.J22 f.J. 10;59D .... 2'i ! 
-'. 
! ______ !------ ---------- ----------1------------ ______________ ! 
! 420! '1 ilO. 16B4~J! 5V.)4IJ~:;:L1 O. 2~';;HD-32 ! 
! ----_ .... __ .• _-
----------!----------!------------ --------------! 
Aill~ 9 lll! lDDBi! ~)2:367;50 m. 1692D· .. 211 ! 
! ... _._ •• __ • --_ .... _.-
----------!----------!--_._-------- --------------! 
! llbR) lD 4:1.! :l.13901! 567~!.~;~!4 O. 46f:l~)[)-.. 2f.1 ! 
! .... -_._ .. _- --_._--
----------!----------!------------ --------------! 
I.JBC-J 1.[3 lit! 1<;>721! ~;92;50B~; ~3. 2B27[)"·21 ! 
! ._----- _. __ ._-- ---~------!----------!------------ --------------! 
5(i)r~ H) 42.! 21(')42! 62B71.~~3 D.171tlD· .. ·2D! 
! .... __ . __ .- ---_ .... _ ..
----------!----------!------------ --------------! 
! TDTAU3 271.1 
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THE EXTENDED ENGWALL TEST 
WITH ANALYTICAL GRADIENT 
FUNCTION 
SHANNO'. HYBRID METHOD 
....... N V ,- .. ,. - -..... N j;' ....................... -. N j=' _ .......... -................ i~ 6 ........ -.............. -........ i:;'I':' iJ' ...................................... 1"·0· -..... - -.. -.... -
!-----"- ------!----------!----------!------------ --------------
2 18 .! 54 ! 69191 0, !J[)~Jn[)+0!~ ! ._-----
----------!----------!------------
2fJ 7 23 ! 1.1B3 ! 
--------_._!----------!------------
4<) 2:, ! '143 ! 2 f:l 1.1 27:, 
----------!-----------!--------_._--
60 7 ! 24 ! 1464 ! 405476 0,0000D+00 1 
------ ------I----------!--------~-!------------ --------------
n0. 7 25 ! 2025 ! ;:;'171.127 13, (~00!m+0!~ 
------!------ -----------!----------!-------._----- --------------
100! 7 23 ! 2:52:5 ! 6~j9B77! 0, 0!')0@+0() 
------ ! .• -.. _._ .. _ .... 
---------- ----------!------------!--------------
120 7 2::; 2713:5 ! 77;:;7'1B! 0, frW)0()[)'H1() 
------ ------ ---------- ----------!------------!--------------
140 B ! 26 :5666! 1D4;'.'.)62! ." DD.)(mHI(·~ 
------ ------!---------- ----------!------------I--------------
16D f:l 26 41f:l6 1 l1Bn536 D,0DDDD+D0 
lB0 B 26 ! 47136 1346952 0,0DDD[)+D0 
------ ------ ----------!---------- ------------ --------------
200. n 26 ! 5~.~26 11.19 l. 971 D, D0!lDIHy.H3 
------!------ ----------!---------- ------------ --------------
22D! 7 26 ! :}746 1~'j45031 D, 0(J(.,(J[)-H~0 
______ !------I----------!---------- - ___________ --------------1 
21.1(~! 7 27 ! 6~:;D7! 171;:.~2;:?7 0, D0DDD+(~!3 
!------!------- ------------!-----------!---------,--- ----------------
26~l! n 29 ! 7~'56?' ~~I:iB9'1;'j:" (), !JfJ!!)(·JD+(')D 
! ... __ .. _-_ ... ! _._--_._ .... __________ I __________ !------------ _____________ _ 
280! 7 ;:!Cl n)2~'j! 19777!'51! D, (J00DD+OD 
! ... __ .--- ! --. __ ._.-
---------- ----------!------------!--------------
3Rl0 ! ., 1 , . 27 B127. ! 217:l1~~(l! !J, ()ORH,)[)+Rl0 . 
------!------!------------ ----------!------------!--------------
:520! 7! 27 B667! :n27:59B! D, 00!W)I)+Q)(3 
------)------,._)------------ -----------!--------------- --------------
340 7 ! 27 92D7! 25D4093 D,DDDDD+D0 
------ ------!----------!---------- ------------ --------------
u,n 7 1 27 ! 9747 26:5:5!;,'i'B D, D0v.)DI)+(·W) 
------ ------ ----------!---------- ------------ --------------
3U0 7 27 ! :l.D2fJ7 27B219B !J, (1DD(~[)+(:)D 
____________ ----------1---------- _________________________ _ 
7 26 ! [1, D(~DDDH~(,) 
------ ------ ----------!---------- ------------ --------------
'j2n! 7 27!:I. :1.:567 3 WHi)2;'j 3 0, WDDD))+(,)eJ !, !------!------!----------I---------- ____________ ! ______________ ! 
'11.11l 1 7! 26! tt ll66 :,lDB76R)6! D,ODD!»))+!,)(,)! 
!------!------!-~.~-------I----------- ---------------I-- _____________ ! 
! 46D! B! 20 1.2'}I:)B 3;'.;7(j~'j'i':, I), DDOO!)"'!:!!!) ! 
!------!---.. _---!---------- --_._------ --------_._-- --------------! 
! 'IBD! B! 2B 13'I6B 37607~:;:5 13, !3!'HmDHm ! 
!------!------!---------- ----------!------------ --------------! 
! ~j(~n! n! 2'J 14;529! 4!~2:1.97B 0, (ID(lD))+(MJ ! 
!------!-------!---------- ----------!------------- ----_._---------! 
! TOTAL.~:; 1 :I. '}2 ! 6 (,') :l.7'19!:)~:;! ljEl(j~?Bl.l.jn 
----------,----------
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·HE EXTENDED ROSENBROCK TEST FUNCTION 
ITH ANALYTICAL 8RADIENT 
·HE ANGLE TEST HYBRID METHOD (Tau a 0,1) 
----------------------------------------------------------_ .. _--- ... NV ! NI NF Ne CPU! FV ! 
------1------ -_________ ! ___ ~------ ------_-----!--------------! 
2! 32 74 ! 222 88630! 0,48920-28! 
------!------ -----7-----!------------ ----------.--!-----------~----! 
2(!)! 2~'. ~";:I.! H:)71 :51;)6:1.2:1.! (i), :l.2b6[)--2~.! ! 
------!------- ---------- ---------- ----_._-------!--------------! 
40! 27 b2 2542 722443! 0,4475[)-2b! 
----.--I~----- -___________________ -____ . _______ ! ______________ ! 
b0 H1 ! ~1, :1.:1.'1 7 [) - 2 3 
------ ------!---------- ---------- ------------!--------------
130 19 ! ~H 4374 u:m993! ~I, H1231)-1.8 
1------ ------!---------- ---------- ------------ --------------
100 2:L! ~'iB :';8~38 :I. :5(;)2'167 0, 6798[)-:50 
!------ ------!----------!---------- ------------ --------------
! 12f) 2:1.! 6:1.! 7:W:I.! nB96:1.i ~), 6'?:5:m-21 
!------I------!----------!----------I------------ --------------
! 140 20! 60 ! 8460 1 2040:1.18 0,4595[)-30 
------!----------I----------!------------ - ____________ _ 
16e1 21 1 63! 10143! 245:1.507 0,4683[)-23 
------1----------1----------1------------ --------------
1. Bel 21 1 61 1 lH14l! 266:l'I:lO el. ~~O~)3[)-·30 
------!---------- ----------1------------ --------------
200 27 ! 75 l~5el7::j! :59 /.9:5:'53 m. f.l3B0[)_k:52 
------1---------- ----------I------------~--------------
! 220 20 ! 61 :L34B1.! 32{::}6:1.37! (). 2t21[)-:~3 
!------ ------!---------- ----------I------------!--------------
! 240 21. 1 7('1 1607P.I! :5891877! 0, 92~;3[)-·:53 
1------ ------!---------- ----------!------------I--------------
1 260 H) ! 6;.~. 16Hl2! :~()~'.76B7 1 Q),2:387[)-::.!6 
!------ ------I----------I----------!------------!--------------
! ;.>m1 1 HI! bD! :l6(16((1! ;·''16BB(()9 1 Q), ~';2~';9D··-2;.! 
!------I------I----------!----------!------------!--------------
3me)! HI! 62 1 :lB662 I. I.J~'>6[1:H:I. ~1, 1.1906[)-·22 
------!------ ----------1---------- ------------ --------------
320 1 HI 6(() 1 1926(() 1.1(,1.172'19 cl,72 tI4[)-24 
34Q) 22 70 2387Q) 578:1.830 Q),3164[)-28 1 
------ ------ ---------- ---------- ------------ --------------1 
36m 18 61 22D2l 5911564 0,5298[)-32! 
------ ------ ---------- ---------- ------------ --~-----------I 
380 20 65 24765 5937948 0,1946[)-20 1 
------------ --------------! 
400 :1.0 ! 62 24062 5747659! 0.9j.350-29 I 
------I------I----------!----------
------------!--------------q:w 1 2~5 1 OF) 1 :5:56f1(() D(()3:1.DI.12 1 D, 1.\79B[)··-2~'; 
------!------,----------!~--------- --_._--------!-------------_. 
I.I.l.W! 24 1 77! ;B?~';7. n:';2~';U,6 1 0, 1.3:'.~~I)-~~'l 
------!------!-----------!--_._-------!------_._._----!-----_._-------
460! 21! 72' :B192! 7:";3:1.:1. a::.! ! (,), ?5(;19[)·<'!:5 
______ I ______ ! __________ ----------!------.------!-_________ . ___ _ 
480 21 1 73 35113 00943B7 0,5722D-2Q) 1 
!------ ------!---------- ---------- ------------ --------------! 
1 500 21 1 7~~ 36f:l72 83766a7 D, 1.!7f:13[)-21 1 
!------ ------!---------- ---------- ------------ --------------! 
1 TOTALS 552 1 :1.676 438064 :l.04333D81 
THE EXTENDED WOOD TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE ANGLE TEST HYBRID METHOD (Tau z 0.1) 
--._---------_._------------_ .. ------------------_._--------------_.------
NV NI NI"! Ne CPU FV! 
!------!------!----------I----------!------------!----__________ ! 
4! 37! 7'? :5,?~5 ! :l. lI811.6! el.1Rlp.I:')D·_·21. 1 
!------!------!--_._------ ----------- -------_._----!--------------
! 20! 46! 99 2079 650025! 0. 241.5D-23 
!------!------!---------- ._---_._-_._- ------------!--------_._----
40! 59 129 5289 1652265! 0. 6388D-21 
!------!------ ---------- ---------- ------------ ---------------
! 6frl! 71 I!:;ll ! 93'J4 2B'J66;!6 0. 28 l l l j[)-22 
------!------ ----------!----------1------------ --------------
80 ! 8B ID'J ! lI7B6'JI~i [1.7:3731),-25 . 
------1------ ----______ ! __________ ! ____________ ----__________ ! 
100 105. 227! 22'J27! 7frll'J1'J6 0.31(31)-23 
------ ------!---------- ----------!------------ --------------
l;W 1.2~i! 266 :52Hl6 1 :1.P.lD161.<Jl. (3. :l~50;.~D-2l1 
------ ------!---------- ---------- ------------ --------------
l.4f.) 147! :m'J lJ:556') l.3~5929~56! D. 1:53;:.~D-20 
------ ------!---------- ---------- ------------!--------------
16Ql 165! ,:547 :55B67 174P.)9I.lD3! D.7173))-27 
!-_____ ---___ ! ____ ~ _____ --________ ------------1--------------
lB0 163! 345 62445 1'J32frlI38! frl.202frl))-21 
!------ ------!---------- --.-------- ------·------1--------------
! 2 (;)(i) 2 (;)lj ! ll~~6! 0,362(" 26'JBMIRll! (il. 1.1~'i6[)-"H) 
1------ ------!-----------!---------- ------------!---------------
;.~;~(;) 101! :m2! BlllJ;.~2 26236709! frl. ll'nl:)[)--;.~(') 
!--_._-- ------!------------,-------_._-!------------I-.-------______ _ 
;~ll~J 1 2()(i)! 421.! 1(,)1 1161! :51976B:L:5 Pl. ;~76lJD""21 
!------ ------ ----------!----------!------------ --------------
260 2f.!'l ~iH)! 1:5~519B! ll~~:57(3r.J~'i'l (3. ~'i321D-21 
------ ------ ---------- ----------!------------ --------------
280 501 140701 ! O. :5637D-21. 
------ ------ ---------- ----------!------------ --------------
300 175 369 1.11frl69! 34371467 0. 38lJl))-2frl 
------ ------ ---------- ----------!------------ --------------
32frl 101 3B2 122622! 38077r.J72 0.3frl46D-21 
------ ------ ---------- ----------!------------ --------------
176 :I. ::.~bB~:;2 ! 
-- """_ "" "" _" 1 -.- .""_ ._. "" 
360 157 336 121296 375'J6556 0. 477(;)D-21 
!------ ------ ---------- ---------- ------------ --------------
380 154 331 126111 3B'J26167 0.2B'J6D-21. 
!------ ------ ---------- ---------- ------------ --------------! 
! 4 [:l[:) 1711 372 l l 19172 1I60672frl6! [:).4B25D·-21! 
!------ ------ ---------- ---------- ----------·--1--------------! 
lJ20 2frll! lJ26 179346 ~5~'i'!fJ1 ;![3~'i! r,). U,e) 1, D-21 ! 
!------ ------!---------- ---------- ------------!--------------
440 245! 514 226674 7frl6[lCN97 ! 
1------ ------1---------··· ------------ ------------!----------_._--
lI6(i) :l.2B! 2!:lll :L:5e)'J;;~ll 3'J1J3'l;:.~n'J! R). 6:3;:~:3D"";:.~1, 
!------ ------!----------!----------!------------!--------------
'IBB 1:5~5! ::,:57! :l.62097! ll'n:n7'16! D. U.;~2D-·:l.9 
!------ ------!----------!----------!------------!_._------_.-----
! 5DB 236! ll'J'J! 2 W19'i' ') ! 7726:3:561:)! (.;). ~?4;.){j[)-;W 
!------ ------!----------!----------!-----_._------!---------------
!TOTALS 4062 ! B614! 25frl31,:l0! 776624702! 
I 
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THE EXTENDED MIELE I CANTRELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE ANGLE TEST HYBRID METHOD CTau ~ 0,1) 
NV NI NI'" Ne CPU FV 
l------!------!-~-----~--·---!----------!--------------!--.-----.-------! 
1 '! 1 :i.(i)[l 1 :50~'j 1 :1. ~.)2~"j 1 6BW;>(~:I.' 1 (i), 262~m·-:I.:I. 1 
1------1-------!----------!------------!--------------!----.----------! 
1 ;~D 1 ~5'l 1 :1.62 1 . :5IJ(i)2 1 :l.1.J79')66 1 (i). Bn1BD·"1.~' 1 
1------1------1----------1----------1------------1--------------1 
I.ID 1. ;;jB! :I.~'j~~ 1 62;;~? 1 27:1.~)709 1 (,). 1.:I.')9D"·:1.1 1 
! ____ H __ ! __ ~ ___ !-----.---_-!--------_-!---------._--!-_____________ ! 
1 6[, 1 DI] 1 ;?l9! L5:5~'j9 1 ~577;5:;1.1J.! (i), :U:\1.170···11 ! 
!------!------!----------!----------1------------!--------------1 
! BD! 76 1 2(:Jf.>! :l.6606! 7:57tl6B~'j 1 (i), 7 I!)B'l D·<1. :1. ! 
! -.... ---- 1 ..... - .... ---..... ! ----- ..... --..... ---..... ! ........ -... -.- .................... ! - ..... -...... -.... --.-...... ,,- .... -.! _ ... - .. "--.. --.. ,,-,, ....... _-._-.! 
HW)! 62! :IJlB! l.l.l'l'IB! 6B;'j2117?! (i), 22 HlD-ll 1 
1------ ------!----------!----------!------------!--------------
1:~~~} !:.:jj, ~ 1:'5f.l! :t!57:'3Rl! 7::.~(~):1.::.~2~~ I el,6v.129D--l.:I. 
------ ------!-----------!----------1-----··----·--- --------------
:l.1.J0 7 1 ! ;.~12! ;~'lB'l2! 129;'.97:1.7 I!), 9;'.:5bD-l.l. . 
------ ------!-----------I----------!------------ --------------
lM) 69! :I.'12! :5W?:l.2! 1:H7ll~jJ~'j I'), JlH7D-1l. . 
------ ------!----------!-_. __ ._-----!-._---------- ----------_._--
11:)0 66 ! :1.71 ! 
------ ------~----------!----------!------------ --_ .. _._---------
;'.Cl0 6:5! 1,69! :3:5<)69! 1IJB:l.26~'j(,) D, ;'.196D--1.1 
------ ---_._-!------_.----!----------!--_._--------!--------------
~~,.)G ~'i'? I l.l1B! 3271;)(3 1 1'16'1776:3! e). 7!:jm~[)·-:I.1 
1------1------!-----------!----------!------------1-----.---------
! 21.\0! ~'i4! 1:')2! :%6::,2! :l~'5<):'lnm:l! (i),2:l:3I.J[)-i:l 
!------!------!----------!----------!----_._------!---.~------------
! 260! 7:1.! :l.60! 4:mI.W! :I. ?'l7D71.10! (;), 2~mB[)-:I.l. 
,------ ------l-----------I··----------!------------I--------------
:.!om ~"j6! l.lI:5! 1.1C):I.n:3 1 :l.7'1.~57'l~5D 1 C,), n;'.<)[)-11 ! 
!------ ------!----------!----------!------------1--------------I 
:5130 22 1 , 67! 2Dl.67 .! B:;\91~~57(i)! (1),I.Q'I2D-·:I.1! 
!------ ------!---~------!---------- ------------!---------------! 
:5;W 6~'i! :l.77! ~'j6B1.7 21.1:5B'?:I.'l'l! 0, :IA~'jllD-";lD ! 
1------ ------!----------!---------- ------------!-----,-,--------! 
:5 1.1 f.) ~'.;I.J I LW I 47:;'n 2:1. 2 1.1 7 1:J7:; ! D, :1.1:5DD-·U) ! 
------ ------!----------!----------- ,------------!--------------! 
:360 BD! 191.1! 7DliJ:5'1 :H7:1.l1267! ('),l1'?PJD·-lQ)! 
------ ------!----------!---------- ------------1--------------! 
:5 m) . n! ;?2~j! B~jn~'i 3B1.;7;'iI.193! li),91?DD--ll.! 
------ ------!----------!---------- ------------!--------------! 
ll(i)f.) 7'" 1 1.9D! 76:1.':,>(i). :5:m7I.JB6:;\! D, lllS7D·-U 1 
~. ------ ------!----------!--------,--!----------,---l--------------
1.J2fJ 6:3 I 1.6~'j! 6';>"J65! :51!)6B:5;'i91.! 1 (], l.l.7BD--11 
!------ ------!----------!----------I------------!--------------
1.J1.J0 67! 1. Be)! 79:5f:)()) :5507D2~5~:; 1 eJ, :50'1bD-11 
!------ ------!----------!---------- -----~------!--------------
1.160 62! tDl! B~,'IIJt :;~'j(3Iil~'\:I.I.Hl! 0,72:1.70-11. 
!------ ------!----------!--,-------- ------------ --------------
! I.!BR)! 70 1 21'10 1 'l62(,)() lHI.JBI:JI.I62 f.), :l.61.2D·-:l.2 
!-----_.!------!.----------!----------- ------------ ---------------
! 5D0! ~51.1! ill:,! 7lt:A:5 :32I.J77?:I.~j 0, B70:5D-1.1 
!------!-------!----------!---------- ------------ ----,----------
! TOTAL::>! :1.706 ! 'Ioj:5O! 11.f371L3f:) I.JBBIF??62 
1 
------------'----------
THE EXTENDED POWELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE AtH;,LE TEST HYBl'nD ~~ETHDD (TiHI '" el. :I.) 
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------------------------------"-- .. _-----------------------------,--"-! NV tU NI" Ne CPU FV! 
!------1------1---------- ----------1------------1--------------1 
1 4 1 6(,! :I,/.! ~>. 7 H'l ! ::.~ ~.'i c.:" ~.) :5 l1. B 2 77 [) -- 1. ~'i ! 
1------1------1---------- ----------1------------ --------------
1 :W 1 ID~.) 1 2~>':I.. 464:1. 1 :I.~5~~~.~9W;> (;l. :l.21BI)-:1.3 
1------1------1---------- ----------1------------ --------------
1 4~) 1 Ibb 1 343 l.t.!f)6:3 1 4~';;52'?B:I. O. ~'.;')~.)2D-:l.:5 
1------1------1---------- ----------1------------ --------------
6(1 1 Hl~'i 1 :5B7 2:56(,)7 1 7:;6~)77,) (i). 6:1. 09D .... l. 4 
1------1------ 1---------- ---------~1------------ --------------
O(!) 1 :1';>:5 lilY! :5~>'72l1! :l.F)~~2:n~iB! [1. 2B~5~'D-.. l.:5 
!---~--!------ ---------- ----------!------------1--------------
! H1H! :21.\~) :"i12! ~'i:l.7:1.2! :l.61~541')6')! I'l. :1.7f.,;W-:l.3 
!------!------ ----------!----------!------------!--------------
! 12e)! 27:5 ~'j71 1 6';>W):I.! 21.:V!l:llIB6 1 [;). :5:1. 67[) .... n 
!------1------ ----------1----------!------------!--------------
1.4[,)! 2137 :')9~) 1 B313S':')! 2M)!')f)ll~59! r). ::~2:;>7D"<l:~ 
I------,------!----------!----------!-""-,------,---I--------------
1 1Ml l129! Enl! 14:1.:5~.'iB 1 l14~i:l.7723 1 El.3:37BD·-·13 
!------ ------!----------!---------- -------------!--------------
lm) 23:3 1 491! nna71 2n'jQ)!56 '1'1 ! [1. :l.7S'6[)--1:, 
!------ ------!-----------1---------- ------------1--------------
! ~>'()lO :5130 7B'I! 1~'i7~'i(N lIB6:1.:5'166 Q). :l.b~;6()-·13 !------ ------ ----------!---------- ------------ --------------
22e) :H'lB :l.2!~2 1 ::!'6~56lI2 B2350276 (3. 1642D-13 
1------ ------ ----------!---------- ------------ --------------
~>.tH;) 14D7 'l't7 1 :;~ll()~>.77 7:361:l:<;l~'i 0.7(362[)-1.4 
26H! 527 10BO 2B1BBD. B599H995 0.:l.174[)-14 
------1------ ---------- ---------- ------------ --------------
2BO! 358! 739 20765') 6364201.\:1. O. 1779D-13 1 
------1------1---------- ---------- ------------ --------------1 
30H! 604! :1.233 37:1.133. :1.142[;):1.722 0.2336D-13 ! 
------!----_ .. _!---------- ---------- ------------!------------_._! 
32D 1 544 1 l:1.1H 3563:1.0 l:1.0B6B529! 0.25B1D-13 1 
------!------!---------- ---------- ------------!--------------! 
:540 1 6B7 1 lllD~'i! ll7'lHl~5 14bI.\Dw;>('n 1 H. lIDB:m .. -1b 
!---~--!------!----------!-----------!--------------!-_._-----------
I ~56r~)!. 7:':~6 I :1.~.:j(~)~5! ~.:}42~:;D3! :J.6624D:~~:1.9! (.~). 6r:J6BD-:l.L~ 
------!------ ----------!----------!------------!--------------
:5Be)! 4Hl 066 1 :529')1I6! :1.nll1:l!'):56~) 1 e. f:l46~;D--1.3 
------!------ ----------!----------1-··-----------!--------------
I.\ll4 ,;> 1.7 ! :5677:1.7 1 :I.13192~):m 1 D.1B67D--13 
------ ------- ---_._-----!----------}---------_._-- --------------
420 628 12B7 1 ~)ll:l.B27! 1.(,53:5HlB6 D. :l.I.IOBD-:t:3 ~ 
______________________ I __________ ! ____ . _______________________ ! 
440 BB7! :1.0(i)5 796(3(;)5 1 21.l37 l13279 O. 15241)-·14 ! 
! ---_. __ .- , ------!---~------ ----------J------------ .. --------------! 
lib!') 'l:U 1 Hlf:l6 !36,?lll\6 I 26,',67:54'14 t~. 7924D-1.6 1 
!------ ------!---------- ----------!-------.--~-- ---------------! 
{~B(~). ~.;4~::';! :1.3.21. ~';:3'n(H! l. 66~_H?"lB2t3 Fl. 237HD-i:5 ! 
!------!------!---------- ---_._-----!------------ ---------------! 
! 5DO 1 5 l\6! :l:1.2lJ. ~)6:3:I.~.~4 1 :1.737:\71.\71 (3. :5')';>6D-13 1 
!------!------!-----------!----------!------------ --_._----------! 
lTDTALS!l:1.4BB 1 23603.! 74201:1.:I.! 22B1.9:1.9642 
1 
--_ .. --- ------ ---_._--_. __ . ---------- ---_._._-_._---_. 
HE EXTENDED DIXON TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
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·HE ANGLE TEST HYBRID METHOD (Tau = 0.1) 
---------_._---,._----_._--_._-----------------_ .. _----------_._-----------
! NV ! NI! NI"" ! Ne ! CPU ! FV ! 
!------!------!----------!----------!------------!--------------! 
! 10! :lOB! ! 230 ! 261(;)! 12tl~';'I(i)B! 0.2167D··-2l!l! 
,.------!------!-------.---!----------1------------1--------------! 
20! :57! B 1! 1701 75227:5! D. 2BOBI)-··2e) ! 
~-----!------.!----------,---~------ ------------1--------------1 
'l~l! B6! 1B2 ! 746:>. 3:Fl:l90! 13.3776[)-··2e)! 
------!,-----!----------!---------- ------------ --------------! 
60! 52! U.6 ! 7(.0)76 ;"22B971~ O. 25~31[)--2D ! 
------!------!----------!---------- ------------ --------------! 
B0! ~',2! 1.1~:; ! 9:31;) 4:1./;3164 O. B072I)--2D ! 
------!------ ----------!---------- ------------ --------------! 
10f)! 67 1~)l:l! 1~',1~.)(~ 6~',71B6:"j 1'1. ~:i(i)1(!)[)--2t:l ! 
------ ------ ----------!---------- ------------ --------------! 
121'1 H13 221! 267(1:1.! 12D~.)7I1:1.;3 ['l. :1.:l.6:.m····:I.';> 1 
------ ------ ----------!----------!------------I--------------l 
:1.110 H),', ~'.27! :52f:WI7! :1.11:1. '171l:1. 4 (3. ~)67B[)-··2(;) ! 
------ ------ ----------!----------!------------- --------------! 
160 7 (0 1.72! 276?2! 117379(.:)<;> 13. 1lI27D··- 1 <;> ! 
______ - _____ I __________ ! __________ ! ____________ --------------! 
1130 57 135 211435! 10675147 13. 1l:l25[)-2D ! 
------ ------ ---------- ----------!------------ --------------! 
2()~) 1 6(,:] It)1 2B3'l:l! :1.2(·373094. 13.026'11)··-2(;)! 
------1------ ---------- ----------!------------1--------------
220! 116 H)6771B2 ! ~). 2B'I:l.D-":I.';> 
.. __ ....... __ ...... ! ._._ ... _ ...... __ .. 
------------!--------------
2 tlfJ! ~)(~ :I.~.)l! 29:1.6:1. 1.277~:;~37~·5! 0, :1.:1.:l.I.~D .. "tC') 
------!----_._-- -------._--!-----------
------------!--------------
260! 50 139! 36279 15369244! 0.56611[)-2D 
------ ------ ----------!---------- ------------!--------------
2nD tltl. :I.(:)6! :;~'J7B6 120305:1.5! 0.B<;>69D-20 
------ ------ ----------!---------- ------------!--------------
3D0 43 H)6! 31906 1;3B121~,2! l'.0920D··-20 
------ ------ ----------!---------- ------------!--------------
320 53 127! 40767 1766j227! 0.64420-20. 
------ ------ ----------!---------- ------------ --------------
340 49 11<;>! 40579 17211036 0.27670-19 
------ ------ ----------!---------- ------------ --------------
:56(1 1 'Ib :1. 1 ~::;! 4 :I. ~:.i 1 ~:.:; 1 7 I.~ ::.~ :'5 2 a (~) (.:). 22;571)····::.~[C) 
..... - ._ ..... _ .. _. ! .. -..... _ .. -... -.... 
--,-,-_."-----!,,.,--------- ------------
:500! ::;4 :1.:51.! tI9';>:I.:I.! 21 ')2[')~',1.12 O. :l229D····19 
.. __ ._ .... _ .. _- ! - .... __ .... __ . 
----------!----------!------------
'H:)0! 66 :I. :',7! 6?'};j7! 26lIR)69D:I 
------!------- ----------!-----------!--------_._-- --------------
, .. 112{J! 7~) 1.77! 711517! ;321.~j76~,:5 O. 22%D"'·2(i) 
!-.. -----I------ ----------!----------!-------------
440 'JO. :n:)7! 912(37! {1(.:)tj()~~305 O. 19~"{I[)····1.9 
!---~-- ------!----------!----------!------------ --------------
'I6k1 07! 2['1:3 1 S):I~',B:5! ;W')')3707 o. ;.~tI2~"D····1? . 
------ ------!---------- ----------!------------ --------------! 
I~BD :lD6 2l!li) :I:I:'.){II.I(·~)! :SD:'\B:S4(;)<J! . [C). ;'6'It:l[)··-:I.'l ! 
----------J-----,--,-----1--------------! 
1 (.0) I:) 1 :l1.172'?! :')D:')~566;5'l! el. :1. B~';6D····:I. 'l ! 
----------!------------!--------------! 
TOTAL.B 11067 :l059707! 46(i)(i)1I7BBO! 
--------_._!_-----------
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.--.--NV-----NI-.--.----Ni:;------.--------I~C-----!-··-·---··-(~f:;iJ-··-·-··-!···--·--·--FV-·------
!------!------!----------!----------!------------!--------------
! 2! 1.4! :52!· 96! 01145! 0.23']0D-21 
!------!------ ----------!----------!------------ --------------
! 20 . ! 10 29. 609! 20:3']~;;9 (3. 943130--22 
!------!------ ---------- ----------!------------ --------------
! 40! 1:1. 1'176 ! '17 6D~50 O. 19320-3~1 . ! ._-----! -_._--_._. 
----------!------------ .._._-_ .. _---_ .. _---- ! 
! 60! 1:L 2135 ! 687694 D. U.0P.ID-31 ! 
-------! ------- ---------~!------------ -----•.... _------- ! 
80! 1D :33 . 267~, ! 8~5~';91:lb 0.37750-21! 
------!------!----------!----------!------------!--------------! 
H10! HI! :3~; ! ~1~5:5;)! 1. H)31:1)7! D. 2~56aD'-3(() ! 
------ ------!----------!----------!------------!--------------I 
120 :1.0! 36! 4::,56! :1.:5'130:1)7! el. Bl~~l.D-n ! 
------ ------1----------!----------!------------!---------------J 
1JID HJ! 37 ! ~)217! 1606977!. D. 4:57:LO-·2l. ! 
------ ------!----------!----------!------------!--------------I 
16[J 11 1 1j2 ! 6762! ~~R)7'i'1.D9! 0.2D92D-30! 
!------ ------ ----------!----------!------------!--------------! 
U30 1:1. 38 ! 687B! 2:1.l):~6!:)2} 0. If.)02D-29 
!------ ------ ----------!----------!------------!--------------
200 U. :30 763B! 239'1I3:3;:'i 0. 13210-3(~ 
------ ------ ---------- ----------!------------ --------------
220 11 39 8619! 268247;;; 0.4 /1790-31 
------ ------ ---------- ----------!------------ --------------
1l. . 964(3 ! 0.44500-31 
------ ------!---------- ---------- ------------ --------------
260 11! 40 10440 3255734 0. 34B50-31 
------ -------!---------- ---------- ------------ --------------
2B0 11 1 41 11~)21 3~:.i5:L4B:L ~). 41.11[30·-·31 
------ ------!---------- ---------- ------------ --------------
3v.1P.) 1:1.! 42 12642 3(3~;:5'117 0.84580-3l. 
------ ------!----------!---------- ------------ --------------
320 U.! '11 1 H1.61 '1P.l4:1.~)86! D. t75:W-:50 
------ ------1---------- ------------!--------------
31.HJ U.! "H,l -1221.·16:I.I.I! 0. 12:3RII)--3:1. ! !------I------!---------- ------------!--------------! 
! 360 10! 39 :I. 1.1 (·37 S' 112:5::;~;HI! 0. :>:1. 940--2:3 ! 
!------ ------!---------- ------------!--------------! 
:l.D :I.'1"17B 4377096! 0.3776D-23! 
!------ ------ ----------- ---------- ------------!---.----_._-----! 
! 1.1v.)0 10 :,9 156:5S' (176B~!67! 0. 1(~3<;>D-·2<] ! 1------ ---________ . _____ ! ______________________ ! ______________ ! 
420 'J 'Ill! 168q[) ~302:,22<J! 0.2:5:5:1.I)·-·32! 
------1------ __________ ! ______________________ !--------------! 
4':10 '7 1.11! 18(Jal ~):W(;1~5:55! (3. l.6']20-2l3 ! 
------ ------ --~-------!---------- ------------!--------------! 
46(~ HI 41! :Lt3'7D1.! 569'76BO! O./16Bf.)0-24! 
------ ------ ----------!---------- ------------ --------------! 
4(30 10 1j1! 1<]721 51343660 0.28270-21! 
------ ------ ----------!---------- ------------ --------------! 
500. 10 42! ~~1M2 0. 17140-20 ! 
------!------ ----------!---------- --------------- ! 
TOTALS! 271.1. 995! 2~5981'J 79111.2B2 
------ ------ ----------!----------
'" . .' -:' 
• 
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---N ij-'"""" - " .. N' 1"""""' .". - .. " -NI":"" .... - -j" -" .. -""Ne" ...... - .. " j"'- - ...... " .... c j; li""'- -. -. - ." - - -." -. ~= ij -. -'"" -." -! 
!------ ------ ----------!--7-------!------------ --------------! 
! 2 . B 18 ! ~)f.1 , 66593 0. 0000D'~00 .! 
1------ ------ ----------!----------!------------ --------------! 
! ~!0' 7 2~1 ! 413;5 ! :I.;5<13~';7 0.00[30D·!·0m I !------ ------ ---------- ----------!------------ --------------! 
40 J 8 23 94:5 2BB6~'.1 m.0000D+00 
!------!-~---- ---------- ---------- ------------ --------------
60! 7 24 1464 404453 0.00000+00 !------I------ -_________ ---------- ------------ --------------
! 80 7 . 25 2023 5551312 0.00000+00 
------ ------!---------- ---------- ------------ --------------
100 7 ! n ! 2:5:n 6~:i4Wli 0.000(1)+00 
------ ------!----------!---------- ------------ --------------
1,20 7 ! n ! 270:3 779824 0.0(WI0D+0[)! 
------ ------!----------!---------- ------------ --------------! 
l l10 n .! 26 ! 3666! 1[352907 0. [30[30D·.0[3 ! 
----------!----------!------------ -_._----------- ! 
1.60! n 26 ! I~ :1.(36! 1l9n5B~'. 0. 0(WIRlDH30 ! 
... _-""--! _ ... _."_ .... 
----------!----------!------------ .... "._._---_."" ... _" .... - ! 
180! 8 26 ! lI7[36! 134'l36:l [3. 0(':1(3~1DH30 ! 
!------!------ ----------!----------!------------ --------------! 
:W0! 8 26 ! 5226! jA97B4B 0. 0(100D'!'01~ 
!------!------ ----------l----------!------------ --------------
220! 7. :M ! 5746! 1~;27~'.29 Q). [3(a~)0D·.00 
------!------!----------1----------1------------ --------------
240! 7! 27 ! 65k17 i 1709084 0. 0~)00D+00 
-------1------1----------!----------!------------ --------------
260! a! 29 ! 7~.56';>! 2094297 D. flRlfJ0L'H0fl . 
------l------!----------!----------l------------ --------------! 
2B0! 7! 25 ! 7fl2:,,;! 200[30~'6 0.0(3flODHJO! 
------! ------ --_._------! ---------- ! -""---------- -_._-----------! 
3[30! 7 27 ! 81~.>7 .! 2:1.73018 0.00(01)+00! 
------!------ ----------!----------!------------ --------------! 
3~?'(3! 7 27 ! af.,67! ~!29:3L55 (3. eJRH3l1[)+eJ0 I 
------!------ ----------i----------!------------ --------------
340 I 7 27 ! 92~j7! 2::;0:3721 0.0(1001)+0eJ 
!------!------!----------!----------!------------ --------------
! ;560! 7! 27 ! 97f.17! 265[:)3GO D. Q)ORWIHR1D 
!------ ------!----------!---------- ------------ --------------
3G0 7 ! 27! 102G7 27B~:;667 0.0130[30",00 
------ ------!----------!---------- ------------ --------------
4Rl0 7 ! 26! lRl426 2:341764 0.0(1[300+00 
------ ------1----------!---------- ·-------------1--------------
420 7 ! 27! 11367 3Rl26547! 0. 000(1)+0Rl 
------ ------1----------!---------- ------------!-:-------------
44\3 7 ! 26! 11 '166. 3(~8378e) 0. 000{3L)H)0 
------ ------!----------1----------!------------ --------------
460. a! :;!O! 1290B! :560?15:l (a. 00~JOIH00 
------ ------!----------!----------!------~----- --------------
48D 8 ! 20! 1~~lI68! 37l13a(10 0.0000D·\·00 
------ ------!----------!----------!------------ --------------
:3(10 n ! 29! j.tl~5;..!';> !400:~9B0 0. 00(301)+0[3 
!------ ------!----------!----------!------------!--------------
! TOTALt'l 1 'n ! 66'7! 17/H>[;1~5! f.j(3(!l:371 :I.tI ! 
------ ------!---------- ---------- ------------
, 
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THE EXTENDED ROSENBROCK TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE ANGLE TEST HYBRID METHOD (Tau a 0.(1) 
NV NI NI'" NC CPU F,! 
------J------J---------- ----------J------------ --------------! 
2! :,2! 74 222 ! '11.1222 lcl. 4892D-28 ! 
------!------!---------- ----------!------------ --------------1 
20! 20! 1.18 H)~)B! 2B31,l1B 0. 26(32D-29 ! 
------!------!---------- ----------!------------ --------------! 
! I.He)! ~?~';! ~.)7 ! ::?:3:57 1 672 B (31.1 ! el. 6B690····22 ! 
!------!-------1···---------!---------- ----,-------,-!---~---------.-! 
! 6~)! 2{i) ~';ll ! :5291.1 B~;1623! v.l. :Vln10····20 ! 
!------!------ ----------!--------~- ------------!--------------! 
00! 19 ~51.1 ! 1.137'1 Hl~):5702! 0.1436D--22! 
!------!---~-- ----------!---------- ------------!--------------! 
100! 21 ~;9 ! ~)9~)9 1~5D2965 v.l. 31380-;.~7 ! 
!------!------ ----------!---------- ------------ --------------! 
! :I.2({)! 2~3 63 ! 76~!:3 :t?~'=;:l.b7? ({l. 16:1.3D·-23 ! 
!------!------ -----------!----------!-----_._------ -_._----------_ .. -! 
11.1I;)! 2:;~ 6::? ! B71.1;?! ;?1~';B76:o I'l. :1.41')2D··-29 ! 
!------!------ ----------!----------!------------ --------------! 
lM)! 21;) 60 ! 9660! 23f.l6f:)O;.~ O. l. :572D"-26 ! 
I--____ ! ______ ---_______ ! __________ ! ____________ I ______________ ! 
lHe)! 21:) 59! 10679! 2606193 0.18290-23 ! 
--._-,,-- ! ------
----------!----------!------------ --------------! 
2(]0! 21.1 69! :l:5869! 3550:5n,; O. 1537D-:~2 ! 
--""._""_._,,! -----_. 
----------!----------!------------ --------------! 
2 ::.~ 0! :~~ l. 63! :I. :09::~::I! 3:32:3B:5~; 1:). :I. 29:1[)--:5~:; ! 
_.,,--,,--_.! """""-"-"""" 
----------J--- .. --.----!-------------. --------------1 
2 1.1 f) ! :1. (1 60! 14460! 3542426. 0.14110-33 
__ M_'_"""" ! _._.,.".,,"_. 
----------!----------!------------!--------------
260! 19 6>1! :l ~566(i)! 36:\l.W67! n. l591.l[)""22 
------!------ ----------!----------!------------!--------------
280! :I. 0 62! 174?2! {1I,B7~H3! 0. 75~):3\)-25 
!------!------ _._--------!----------!------------!---------------
3mR)! l. 0 6,;! H)96:'1. ! '\:.qBWJe)! 0. 10~H~\)'-1 '7 ! 
!-------!------ ----------!----------!-----_. __ ._---!--------------! 
:'1:W! :1'1. 63! 2(i)2;.~:5! tl::;B~';'N,t.I [,1. :5t\62[)""2;.~ ! ! ______ ! ________________ ! ____ " ______ !.,, ________ , _______________ .... U"_! 
! :51.1[:)! :1.9 61.\! ~?:I.0:;~I.I! ~;1:)06:O112 e). I:) e)I') (i) [) + (i) e) ! 
!------!------ ----------!----------!------------ --------------! 
:560! HI 61! 22(,)21! :)(')6:36:36 CL 529BD-·:52 
! ------ ! --------
----------!------------ --------------
:mo! HI 61. 2:5;~41! ~';4tJ(34~lO! O. j,l.15(1)-2f:l 
! ---" .. _--! .. ,,_.-_ .. _-
----------!------------!--------------
! 4D~)! :I.O! 6':> 21.IB6:?! :'i79:1.B;'.'J! e), <;>1:5~.i[)-2<J !------I----.--!---------- _________ ._! _____________ ! _____________ _ 
'1:1,,) 2:L! 7(;) 2(1'17D! 6D67:1.1.9! n.1.19B:I.I)·--:UI 
------ ------!----------!----------!------------!--------------
tltl0 24 79! :31.1B:59! B2:5:5'1?6 1 0. :52:1.7[)""26 
------ ------ ----------!----------!------------!--------------
'160 23 76! :5~';(,):36! B4~';71.11.l! 0. 5BBB[)-<?~.i 
------------!-----------!------------!--------------
480 23 77! :l?(~:37! a6(n~'d2! 0. l7BBD-"22 ! 
----------1----------1------------1--------------1 . . . , . 
~:.i fa m ::.~ 2 73! 37575! 869982:1.! 0.tJ2320-33! 
! ...... " ,,- -" "" .-. ,,- ,,- " ...... ,,- "" 
----------!----------!------------!--------------! 
! TOH,LB! ~;lI6 :l.6~5~5! tl:VI:5~.~:5! :!.e)2<;>:ol./lI1.J7! 
! 1 
_ ... _. __ •.•..• _M._'_ ........ N .. " ............... " ....... M' _ •.•.•. _.M ........ H ............ . 
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---~ij-----~~-------~~----1----~~----1-----~~ij-----------~ij-------' 
!------!------!--------_._!----------!------------!--------------
! ll! 37! 7'1! ;5 '7 !') ! 191700! ('l.:I.P.)(3~.m--2:1. 
!------!------!----------!----------!------------!--------------
~!el! lib! 99 !. 2(179! 61161~'j1! C))' 24:1.~'jD .. -2;5 
!------1------!----------!-,---"------!------------1--------------.-
! /.10! !"j'l! :1.29 ! ~'j;.!B'I! :1.627H~57!. el. 6;5Bf:W-·~'.:I. ! 
! _____ ~ .. ·I _".".'''. __ N ! _ ..... __ ... , ..... _ .......... -, ... __ ._-_ .. _._ ... __ .... ! ....... - ... --.--- ..... _____ .. ! --- ........... _____ ...... ___ . __ .. ! 
! 6el 71! 1~)lJ 't:59 11 ! :~n72:1.2:5! Cil. 2B
'
l'j[)-22 ! 
!------ ------ ---------- ----------!------------!--------------! 
! 130 BB 1139 1:'j:,D9! '1673927! El. 7:573D-2~5 ! 
!------ ------ ---------- ---------- ------------!--------------! 
100 105 227 22927 696B5311! 0.3163D-23! 
------ ------ ---------- ---------- ------------!--------------! 
120 1 2~) 266 3~.! lOb '793'1 9 'J1.1 ! f1. l. !:iB2[)-24 ! 
------ ------ ---------- ---------- ------------!--------------! 
1.'10! 1.'17! 31-3') ! D. 13:,;;>[)-20 ! 
------!------!----------!_._-----._-- ------------ --------------! 
160! 1.6~:;! :,47! !;;~'jn67! J.73CiJ3~'j'19 el. 717:m·-27 ! 
------I------!----------!----------!----------___ --______ . _____ . __ .! 
:1. Bm 16:3! :3ll~j! 62'·14:';! 192;:.~1.(~l.n ('I. ;.)1~1;.~0[)·-;:.!:l ! 
------ ------!----------!----------!------------ --------------! 
~!,r.lel ;;)(~I'I! '126! B~.ib26! 26'l3297 l l D. :I. 1~)6D-":l.0 ! 
------ ------!----------!-----------!---------._-- ---_._----------! 
220 Hl1 1 :,02 1 134'122 1 262426lJ'I 1 r.l. 497BD-2(3 ! 
------ ------!----------!----------!-------------!---------------I 
240 1121 1 1(11461 ! 31B:l.2tH{' ! (3.276lJD-·21 ! 
!------ ------!----------!----------!------------!_._------------I 
! ~)60 249! ~jlB! l3~'j198! '1223'7922! eJ. 532l.D-21 ! 
!------ ------!---------- ----------!------------1--------------1 
1 2BD 21lD 1 : 5tH 1'lfFBl! 43B73f.)5f:l 1 0. :5637D-21 ! 
1------ ------!---------- ----------!------------!----------~---1 
300 j.7~)! 36'7 l.:l Hlt.,'l . ! ::,,13 H12:1. '7! (~l. ;5B l 11 D-2CiI ! 
------ ------!---------- ----------!------------ ---------------! 
:52[:) Hl:l.! ::Hl~.) :1.~!'2622! :577<,;' 2!'.\ 20 Cil. :5el lI6D·-·21 ! 
------ ------!----------!----------1------------ --------------! 
;5 lJ f.) :1.76! :57::.~! :I.:C!'6B~'j2! :5'J:37B073 f.). 6130em·-·21 ! 
------. ------!----------!._------_._-!---.. _--_._---- ---_._---------! 
:56f.1. :l~.i7! :'536! 12:1. 2%! :57233 liJ ll2 eJ. f.177(!}[)-";U 1 
------ ------!---------- ----------!------------ --------------! 
~,BeJ :1.!"jl.l! :5:5:1. 126:1.11! 3B'1(~)'I:'jll1, Cil. ~.~B'76[)-~!1, ! 
------ ------!---------- ----------!------------ --------------! 
lJt'Jr.1 1,7lJ! :572 1l1<)1,7:~! '157951,71. f:J. l1B25D-21 
------ ------!---------- ----------!------------ --------------
420 201! 426 1793lJb! 55lJ'71253 0.3bD1D-21 
------ ------!---------- ----------!------------- --------------
114m 2lJ5! 5:llJ 1 226b74! 70360530 0. 31'7bD-20 
!------ ------!----------1----------1------------!--------------
'lb(3 l:C.!B! 2f:lll 1 13D9~.!ll :5'7B3f.)76'1! m.6;5;!,:m·-2:1. 
1------ ______ I __________ ! __________ ------------!--------------1 
II f:}(!) :I. ~) ~'j :5 ;5 7! :I (;, ;:!, (1) 9 7 ,~ '7 ;u, ::l:5 ;, 9 I' (~l. U. ~.! 2 [) -..;1. 't ! 
1------!------ ----------!---------- ------------!--------------! 
1 !511WI 1 1;59 :50~5! :I!'.;~!,ElCiI~) 1147f:l2lJ6f:l 1 0. ;m;56D-.. 21 ! 
!------!------ ----------!---------- ------------!--------------! 
lTOTALSl 3'7b5 BlJ2D! 240591b 7110735Bb'7! 
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THE ANGLE TEST HYBRID METHOD (Tau - 0.01) 
---------------------._---------_._---------_._-_ ....... _------------------_ .. 
! NV ! NI NF! NC ! CPU ! FV 
!------!------!----------!----------!------------!--------------
lJ! lHI! :HB 1 J.~';9['1 ! 72~';(~6;.~! el. :l.5 /17D··U. 
!-·------!------1---------- ---------··-!------·------1--------------
! 2r~l! 6'1 :I.~')9 :5:3:59! 1~5:;)n::;lJe)! ['I. ~';IIB:5D-1.2 !------ ------ ---------- -----------!--------------!---------------
1.10 0:5 206 BlJ ll6! 3B222't:l! ['I. :l.l.:I.~;D·__:I.l ! 
!------ ------ ---------- ----------!------------!---~----------! 
60 50 122 7 'Ill ;'.! :5:m 7;>. MI! RI. :5 6 ~'; :1. D .--:1. :1. ! 
---------~I------------!--------------! 
BR) 61 :1.76 :l.ll;'.:.'.;(, 6:1. 6::,:1. I1 RI ! ['I. :562::;D-·1:1. ! 
------ ------ ---------- ----------- ------------!--------------1 
H)(il 69 UVI. 1.0::;I]I.! B2[F~;2ll! [:1. B9:53D·-:l.:I. ! 
------ ------ ---------- ---------- ------------!--------------! 
:l2(iJ 48 :l.2~:.:; :I.~:;12~; 6B32B:I.:I.! ({), :l.1B3D-:l.f~) 
------ ------ ---------- ---------- ------------!--------------
:1.40 69 :1.76 2lJB:l.6 11:1.1B2:1.9! 0.7lJ2BD-:l.l 
______ ! ______ . __________________ , __________ M ____ ! _____________ _ 
:I.f.,m 1 ~.';7 1~';:'; 21.19~}5 H)91.~';~';Bt..! D. :l.2"Il.D·"1(i1 
------ ------ ---------- ---------- ------------!--------------
1ml 64! 163! 2ni(·'):J L3(]6:B7D! ~1. ci76BD-t:l 
------ ------!----------!---------- ---------.---!-~------------
2['10 66! 17::;! ~,::;17:'; :I.~')ln6?7b! RI. 14BI.!D·"1[3 1------ ______ !----------!---------- ____________ ! _____________ _ 
;'.2fl ::;(il! :1.~!7! 2f:lR167 :1.265:5:562! RI. :'421D-1.1 . 
!------!------!-----------l---,------- ------------!-----.---------! 
! 21.1[:1! BB! 224! ~'i39nl\! 2:F7"12';>1! 0. :5til:')fJD···U, ! 
!------!------!------_._--!----------!--------_._---!-----------_._-! 
! ~?M)! 79! :1<;>I·l! ~.iE)63ll 1 2267:1. 9(B 1 RI. l7/IRID··-:1.1 ! 
!------!------!-------.---!---------- ------------!--------------1 
! ;.! B [:1 ! 67! 17:3! l1f:l61:5 :I:1.!:;::':·';:.!2B! (i.l.2(lo:'m-1:[! 
!------!------!----------!---------- ------------1--------------
3 (·3fl ! 2;.'! 67! :W167. BlI:I.BS':'5:!.! El. lJ2lJ2[)·"1.1 
!------!------!---------·-1---------- ---------.-----!--------------
! :520! . 65 ! :1.77! ::;6B17 :;'{·I:~196f:llj:J.! fJ. :1.lJ:.ilJ[)-·HI 
!------!------!----------!----------- ._-----------!--------------
! :;;'!(·:I! 6:1.! :l.6:'! ~';:';~3B:5! 2lllltil2BlJB! fl.26(il:5D-·:I.:I. 
!-.-----!------!-------_. __ .!-_._--_._---.!-----_._._-----!---------------
! U,Rl! 6B! :I. B7! 67:'iEI7! 292f:l6(~:3lI! D. :l.f:129D·" HI 
!------!------!----------!----------!------------!--------------
::I EEl ! :".;lj! :I.~.iEI! :')7:1.~5D! 21.IB:I.';>7D9! r~l. :1.~lBB[)···:J.RI 1 
!------··1------!------------!·----------!------------1---------------
! Il(iWI! ~,)B! :1.'17! :';B9 /17! 26262BD9! D. ~'.;2~';9D"·:I.:1. 
!------1-------1------,-----1----------!-----··_-·-----1--------------
'1~?'0 67! : l7b! 7'1096! 3~?lJ~';2~.!:'2 1 (i). :5B:J.6D·--:I.:I. 
!------- ------!-----·-----!----·------!----------·---1--------------
! 11 /11') 67! 19()1! B:579RI! :'5B6:.:.!~'i:l.6! 0. HlB3D'-Hl 
! .... --..... - .... 
------1----------,1----------!--·-----·--,---!--------------, 
! llMI 9:1. ! ;:?:,:3! :1.07 lj:l.:3! 'lbS'69B99! D. ~?'6lIl\[)"·1.~' 
! .............. _ .. .. 
------!----------!----------!------------!--------------
07 ! 2:5l~! :I.:I.:;~~.';~'.;ll! I.I'n:";?6:1.~';! D. :5rl:1.2D··-:I.:I. 
! _ ............ _ .. . 
------1---,------,-!----,-----,-1-----·,------,--!-----.---------
~'; [3D M) ! :l.6(,)! 1:I1'1161'1! 3~';9())4/167! El. 712~)[)-:l.:1. 
1 ______ -----·-I-----------!-----------!-------h--_.,--!--.. ------------! 
! TOTAL::; :l.73:3! 1.1~';6:1.! :I.:l.:3B7:1.3! {I'f'l6::'I'J6B6! 
------ ------ ---------- ---------- ------------! 
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THE EXTENDED POWELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE ANGLE TEST HYBRID METHOD (Tau· 0.01) 
_.' M •• _. _ H.' MM UN UN •••• MM , __ • •••• ...... _M. ,,_ .M • • _.~._ .". M ••••••• M. _... .. •• M •• 'H' .... _ ....... ,_ "" MM _. M" M" M .. MM •••••••••••• ,,_ MU ..... ", " .. " ... _ ..... M' .M_ M" MO. MM ..... M.'_ "" " ...... " .• _" "" 
! NV ! NI NI'" Ne! CPU ! FV ! 
1-----·-!------ -.--------- ----------I--------·----!--------------1 
! ll! '1~3 1'17 '1n~5 ! 3~)76m3! 0.2170[)-:1.3 
1------1------ ---------- ----------!------------!--------------
20 ! 8'1 1'71. (101.1 ! 1263~131 ! 0. ~i427D--13 
1. ___ . __ ._ ! _. __ . ____ _ 
---------- ----------!------------!--------------(10! 166 34~3 141.t15! 43~'if:l02~~! 0. 341.J~i[)-13 
-.-. - -- --- r .-. ..,..-. -........ - ----------I----------!~-----------!--------------
6[')! 1 B~5 :5BI:l :n66f:l! 727~';6Q)(I! O. (162GD-·l.;~ 
-----.- .... ! _ ... __ ............. . 
----------!------------!--------------(Wl! :m:5! 6::?:5 ~.)1!)l163! 1601:O;U,;:.~! [;).226RlD··--:I.:, 
---~--!------!---------- ----------!------------!--------------
llil(i)! ::~2~3! 67lil 6767B! 21iI'1Bl?I.IIi)6! Ii). lIH):l[)····13 
------ ------!---------- ----------1------------!--------------
120 21.J7! 51.7 62557! l'14GB139! 0.33f:1'1D-13 !------ ------!---------- ----------!------------!--------------
140 2Bll! 6:L lI B657'l! 26467~177! 0.2BI.16[)-1.3 
!------ ------!---------- ----------!------------ --------------
160 339! 700 112700! 345'16B'16 0.12'17[)-14 !------!------I------------ ___________ ! _____ . _____________________ _ 
! 11l[3! :361.1 7~51! LJ~'i'l3.1.! (\2(IBIln'i9 el.199!')I)-··].3 
!------!------ ----------!----------!------------ --------------
2rjl~! :3 m) 7!31.1! :1.5n7iB lI! 1.1n'i'0;!;.';:?3 vI. 1b:36D·-1~~ . 
!------i------ ----------!----------!------------ --------------! 
220! 454 '135! 206635! b2'122'176 0.2'12BD-14 ! 
!------!------ ----------!----------!------------ --------------! 
! 240! 4'16 1017! 2450'17! 74307'172 0.266GD-14! 
!------!------ ----------!----------!------------- --------------! 
260! ~'i2~, 1069! ;!.7'10D9! G6:m~n1!:; o. l.tIl-'I:m·-1:5 
!------!------ ----------!----------!------------ --------------
! 2H[3! ~'~';I.I 7:0[;1! ;!.[')~'il:?,0 b:5el1ilR):56'1 D. 2IiI7~'iI:)··-:I.~' ! _ .. __ . __ ._.! . __ .-_ .. _.- ._ .. __ ._ .. _--_ .. _ .... ! .... _._ ........ __ .. _._-._-- -_._ .. _._ .. __ ... _._ .. _-_ ........ _ .. _--_._. __ ... _ ......... _ .. _ .. -.. 
! 31'l~1! :31')6 6~\6! :1.9:1.436 ~mni7[;I~~n. D.1Io;5;0I:)-··14 
!----_._!------ ----------!---------- ------------!---------------
320! 430 8G2! 2G3122 f:l77'161.J34! 0.3679D-13. 
!------,------ ----------!---------- ------~-----~--~-----------! 
! 340! 736 :llI'18! ~51.DG18! 1!'564~;019f.l! D. 361.J~;I:l---:l3 ! 
!------!------ ----------I----------!------------!--------------! 
! :56[;)! 4~'i~'i 1 9 lW)! :5:0't:5I.HJ! :l.0::I'1619!:;:?! ['I. 1.3~'i~?'I)--1:5 ! 
!------!------ --~7------!----------!------------!--------------
! ~5fW) I 764 
1 __ •... __ •..• _ .•• _. 
----------!-----_._---!---------"---
lH,O 
.. '1 :I. 'i' ! D. 1.7:1.1D····1:5 
•.. 
460 7'12 :1.620 746G20 226'13'13'11 0. 3587[)-13 
1.1 a RI. lJ'J:5 :I. D 2:3. 1.1 '? 2 R) 6 :5 J.l.19 6 7 2 G la :;~ 1'1. :1. 0 2 [')I) ---:1. :5 !------!------ ----------!---------- ------------ --------------
! ~'iQlR)! ~522! :I.I')76! ~:i:l'1D76 16~377~';62B ['). I.I:ol.l[)[)--:1.:5 . !------!------!----------I---------- __________________________ ! 
!TOTALS!107B0! 2221[,)! 6G0561f:l! 20G1G07'163 
THE EXTENDED OIXON TEST FUNCTION 
WITH ANALYTICAL GRAOIENT 
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THE ANGLE TEST HYBRID METHOO <Tau a 0.(1) 
---~0--T--~i--· ----~f----T----~~----T-----~~G-----------Fij------i 
------!------ ----------!----------!------------ --------------! 
:l.0! :J.IaH 2:m!· 26lB 1 I:1.B:l.7ll[~ 0.2:1.670-··2[;) ! 
------!------ ----------!----------!------"._----- _._._-------_.----! 
2m! 37 D:I.! :1.7(':):I.! 7 66k1B~~ ({), 2BelDD"·2(·:) ! 
------!------ ----------!----------!------------ --------------! 
1.10! ttl 160 ! 6~'j6[3! 29 t17520! 0. :5b(a:W--20 ! 
------!------ ---------- ----------!------------!--------------! 
6el! ~j2 1:1.6 7()7b! 3::.!1~)()(30! [3. 2~:;:HO-2(a ! ! ______ I __________________________ I--__________ ! ______________ ! 
BD ~'i2 :I.:1.~5 93:1.:'j 4:1.~'ibI.177! P). HH720··-2(i) ! 
!._----- ------ ---------- -----,----- ----_._._-----!---------------
! HHl 67 . :1.:50 
! .. _---_.-
------!---------- ------------!--------------
120 :I.PJ:"!; ! 2::~1 267'11 :1.:1. 9ll66P)5 ! O. :l1650-·19 
!----_.- ------!----------- ---------- ----------_.-!--------------
1 1110 H)6! 227 :l2Q)(a7 :l.ll[;)(J:I.:-ll.l.J! (~. ::j67BO-·2D 
------ ------!---------- ---------- ------------!--------------
lb0. 76! 172 27b92 11669999! 0. 1'1270-19 
. ______ ! ______ ! __ ~M-------
---------- ------------!--------------
lB0! :'57! 13:5 24435 10691495! 0. 10250-2[3 
------!------!----------
---------- ------------!--------------
60 ! 2B341. :l.2[3H7003! 0.02640-20. 
------!------!---------- ----------!------------!--------------
2;~~1! 'I6! :l:l2 I 2'17:';2! Hl6I.J0:l6'?! 0. :WI!:LD·--:l9 
------!------!---------- ----------!------------!--------------
21.JP) ! 121 2916:1. ! 0. 11:1.I.JD--19 
------ ------ ---------- ----------!------------ --------------
260 139 3627? ! :I. ~5 :') ll7 (3 II ~.; [3. ~)66'1D·-:~0 
------ ------ ---------- ----------!------------ --------------
2B0 1.14 :1.06. 2970b! :l.2B79566 0.(39690-20 
------ ------ ----------!-----------I-.------------ ______________ ! 
300 43. l06! 31906 :I.3(3b[3210 0.(392BO-2[3! 
------ ------!----------!---------- ------------ --------------! 
:52()! :5:·5! :I. 27! I.JB767 17:5/:,j3B7. 0. 61.11./20·-2[;) ! 
------!~-----!----------!---------- ------------ --------------! 
340! 49! :l:l9! 1.1['):.\79 172[32,,1:1.3 0.2767[)--1.9! 
------!------I----------!----------I------------ ______________ ! 
36D! 1.16! 11:';! 1.11::;1:'j :I. 71.1:1. 2n:'jl.l ll.2;.!;570-··2D! 
------!------!----------I---------- __________________________ ! 
3B0! 5'1! 131 49911 21951.1538 0. 12290-19 ! 
------!------ ---------- ---------- ------------ --------------! 
-1((10 66 1. :57 629:57 ;U,;.'B 11 !W) O. :I. 3 /12[)··- :1. '7 ! 
1 .-.- .-•• - .-•••.• 
---------- ------------ --------------! 
I.J::'!Q) :1.77 71.1:"j:l./! :l;.!(ilQ)37B6 [;). 2~>'96[)····~![;) ! 
----------1------------1--------------1 
1./ 4r) 2D7 (H ::.!B7! 1.1 (i) 21;) 11 933 fl. 1 95'lD·-·:I. 9 
------ ------ ---------- .----------!------------ -.-------------
460 B7! 203. 935H3! 39738461 ((1.2ll250-19 
------- -------!------_._-- ._---------!------------ -.--.-----------
t1B[1 HM! 21.1[;) :I. :I.:')I.I{ID! ~'i0::.~:I. 129f.J rl. :16(][;)[)··-:l.9 
!------ -----.-!---.. -------~--.---- .. -.. "--.,-----.------- --------_._----
~jtlP)! lDD! ;n9! :1.:1.1.172(1. ! :'im:"in:l7f.13! n. lB~\60··-19 
!·------!------!----------1-·----·-----1------------!--------------
! TOTAL::>! In;9 ! 1.J(~lj:5! I05n!30~)! lj:'jB[;l~!(J7n2! 
------ ------ ---------- ---------- ------------! 
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THE EXTENDED BE ALE TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE AN(,LE TEST HYBIUI) METHOD CIUU:' 0.0 I) 
-----------------------------------------------------------------NV NI NI" Ne CPU! FV ! 
------!------!---------- ----------!------------!--------------! 
2! 1I1! 32 96 ! 8111.15! 0.2390D-21! 
------"!------ ---------- ----------!------------!--------------! 
2(~ . ! Hl 29. 6139! 20:39~59! 0. 943130--22 ! 
. ______ ! ______ ' ___ ' __ ''''' ___ NM _________ ._! _____ " _______ ! "" ___ M __________ ! 
48! 11. ~,6 1 1176 ! 4760~58! 8.19320-313 1 
• ___ ~M __ i ' __ ~_NM" __ ' •• ......... __ ••• .. _ •• _._H .. __ . ________ .... ! ___ .. __ .... ___ ._ .. _._! _____________ _ 
68! 1.1 3~3 . 21;5~) ! 6076"1.1! D.11080·-31 
------ ------ ----------!----------!------------!--------------
:38 Hl :33 ! ;~673 ! !3~5~';91')(,! ~). 37750-21. 
------ ----__ I __________ I ___________ ! _________________________ _ 
180 18 35 3535! 1103137 8.256130-30 
------ ------ ---------- ----------!------------ --------------
128 10 36 4356! 134383j 0.81211)-22 
------!------ ---------- ----------!------------ --------------
V10! 1(;) 37 :.,217! 16[36977 ,0. 4;571.[)-·21 
!------!------ ---------- ----------!------------ --------------
! 1 f.>I.~! 11! ll~~ 6762 2G7?l. (~9 [:1. ~~IJ920-30 ! 
!------!------!----------!---------- ------------ --------------! 
! 1B0! :l.1! :m ! 687D 2l,S26~)2 0.151320-29! 
!------!------!----------!---------- ------------!--------------! 
2(18! 11 :313 ! 7630 239 l l:335! 8. 1321D-:m ! 
! .. M _____ __ MM ___ • ----------!---------- ------------!--------------! 
! 220 j,l ~,9 ! 8619 268;!1l75! 0.4479D-31! 
! ------ ------
----------!---------- ------------ --------------! 
24(, U. 40 ! 96lHJ 291337134 0.44500-31! 
! ------ ------
----------!---------- ------------ --------------! 
260 11 l10! 18114Rl! 325~57:5{1 0.34850-31! 
------
__ MM ___ 
----------!----------!------------ --------------! 
2013 11 Ill! 11~:;2:l! :\~;5:L401 B.4 lI10D-·31! 
------
____ MMMM 
----------!----------!------------ --------------! 
380 1l. 42! 12642.! 31355417 0.n4580-31! 
•• M _____ 
__ ._H"MM_ 
----------!----------!------------ --------------! 
3;![,) 11. 41! :L;H6:1.! 4eJ4l~m6 0.17520-·;5v.l! 
_____ .. M 
___ .M .. MM .... 
----------!----------!------------ --------------! 
3 1lD ! 1:1. 4(;)! 1364(;)! 4224614 0. 1230[)-31 i 
------1------1---------- ----------!------------ --------------1 
! :\6PJ! Hl! 39 :1,l.H~79! lj2:5~';~'i:l.O 0.31941)--2:3! 
!------i------!---------- ----------!------------ --------------! 
~W(i)! Hl! 1. ;,)B :l.447B! 11:1770% D. :,7760·-2:5 ! 
!------1------1---------- ----------!------------ --------------! 
1100! Hl! ;,9 1~36:,,9! 11760267 [:1. 1039D-·29 ! 
1------1------!----------1----------1------------ --------------! 
! (12~)! 9! 'H'!:I. 6a l l(,! :,)82:":~~.~9. 0. 253:1. D--32 ! 
!------ ------!----------!---------- -_._---------!--------------! 
4'18 '? ! 41! lU0B:I. 528[~~j;55! B. 1.6'120-21~ ! 
!------ ------!----------!---------- ------------!--------------! 
46~) 1(;)! Ill! :Ll39(iJ:l. 569'?6B0! 0.468Q)[)-24! 
!------ ------!----------!---------- ------------!--------------! 
! 4813 18! 111 l'?72:L 5811:,6M! 0.2B270-21.! 
!------ ------!---------- ---------- ------------!--------------! 
Sm0! lIiJ! 112 21842 62936:33! eJ. 1714D-2(;) ! 
!------!------!----------
!TOTALS! 274! 995 :~5(r819 ! 
! 
-----~------!--------------! 
79 :1.11.213 2 ! 
........ 
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THE EXTENDED ENGWALL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE ANGLE TEST HYE'iUD METHOD (Tau::o.OI) 
---NV------·NI-----·-·-·--NF------······--··--··Ni5-·-··------··---··ci:;ij··-·--·--·--------·FV--·----, 
! ._-----
----------1----------1------------1--------------1 '.' . . 
! 2 HI ! :54 ! 6o,593! 0. 0000D+0~) ! 
! --_._---
----------!----------!------------!--------------! 
20 7 . 2:'!. lIB:,! :I.:,)9357! 0.00000+00! 
! ----_.- ----------!----------!------------!--------------
40 8 1 23 ! 943 ! 2813621! 0.00000+00 
---------- ----------!------------!--------------
60 7 ~'.4 1464. ! 40445:3! 0. 00000+00 !------ ------ ---------- ---------~!------------ --------------
80 7 25 2025 ! 555812 0.00~0D+00 
------ ------ ---------- ----------!------------ --------------
100 7 23 654H~0 0.00000+00 ! 
------ ------ ---------- ----------!------------ --------------! 
:1.20 
140 
16m 
18() 
! ----_.-
! 2130 
! --------
22frl 
! ._-----
24~) 
7 
7 
7 
")1. 
.. ;. \:) 
2783 ! 7791324 0.00000+em ! 
----------!------------ --------------! 
3666! 1052%17. 0. 00000+00 ! 
----------!------------!--------------! 
4186! 119B5B2! 0.0l3000+mm! 
----------!------------!--------------! 
47PM! 1.:349361! 0. 0[3000+(~~) ! 
----------!------------!--------------I 
5226! 1 II 97 !3l1 El ! 0. 0(3eW)I)+[3~) 
----------!------------l--------------
5746! 15272:;~'7! 1:). ()0(a()D'~00 
----------!------------!--------------
6507! 1709084! 0. 000()1)+00 
!------ ------ ---------- ----------i------------!--------------
260! H ".~9. 7~3b'i'! 2[,),14297! D. f3Br1~)OHI0 . I ______ !------ __________ ! __________ ! ____________ !--------------! 
2Bk)! 7 ;!:') ! 70~.~::;! 2(?)(')((l[39b! D. Dk)kWlDH)(~ ! 
!------!------ ----------!----------!------------ -~------------! 
! 3['10! 7 ;.'7 ! ::1127 .! 217;3~H8 ().IWHW)[)+01;) I 
!------!------ ----------l----------!------------ --------------! 
:320! 7! ;:!7 ! 0667! 229(31:5:'; 13. DR)(J(~[)+00 ! 
!------!------!----------!----------!------------ --------------! 
340! 7! ~.~7! nD7! 2~50;:l72:1. D. l30mlm+De) ! 
!------I------!----------I----------!_._---------- ______________ ! 
360 7 ! 27 9747 26503ElD 1 D.00D()0+m0! 
------ ------!---------- ---------- ------------ --------------! 
3ElD 7 ! ;'~7 ;[[1287 :178::;667 0. D0D0[)+00 i 
------ ------!---------- --.-------- ------------ --------------! 
400 7 -i :?6 113426 2f:l lll.764 0.1300()0+D()! 
------ ------i---------- ---------- ------------ --------------! 
4213 7 27 113b7 3026547 0.00000+00 
440 7 26 11466 30El3785 B.D0D0D+00 
------! -------. 
---------- ----------!------------ --------------
460! El 28 1290B! 36139153 D. 0m00D+00 
! ------ I ------. 
---------- ----------!------------ --------------
480! 8 28 13468! 37438013 0.0D0DD+00 
!------!------
---------- ----------!------------ --------------
5(a0! 8 29 14529 !4D029ElD 0. 0000D+0m . 
!------!------ ---------- ----------!------------ --------------! 
!TOTALG! 192 66'7! 171.1'11;)5! 4(3[3371:1.4 
THE EXTENDED ROSENBROCK TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
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fHE ANGLE TEST HYBRID METHOD (Tau a 0.001) 
---_.---------_. --------------------_. ------------------------------NV NI NF Ne CPU! FIJ ! 
!------ ------ ---------- ---------- ------------!--------------! 
2 32 74222 83166! 0.7928D-28! 
!------ ------ ---------- ---------- ------------!--------------! 
20 21 50 1050 287549! 0.1175D-34! 
!------ ------ ---------- ---------- ------------!--------------! 
l\l1 • ~~5. :m 2378 667 l16l.1! H.l;'.70D-'24! 
!------!--~---!----------!---------- ------------!--------------! 
! 6~1! HI! :'j:5 ! :52::1:5 1 B1B2n! 0. 2~J:5:m-29 ! 
!------!------!----------!---------- ------------!--------------! 
B0! l.'l! 5 11 ! ll374 ID:'j3021! D.1.l1:56D-22! 
------!------!----------!---------- ------------!--------------! 
:i.(i)0! 20! :'j7 ! :57:57 146:5722! r:l. :57t35D-:52 ! 
___________ M_! __________ ! __________ ____________ !~----_--------! 
121') ;,~2! 6:5 ! 7623 197:'m:',)ll! ~1. lB~?~1D-"32 1 
__________ ! __________ ------------1--------------
14R) 62 ! 8742. 2165545 0.14020-29 
----------!----------!------------ --------------
160 60 ! 9660! :;~3r.)rJI:l68 1:1.1.372D-26 
------ ------ ----------!----------!------------ --------------
HIR) 2~1 ;'j't! 1.I~679! 2:')031,0:') 1:1.1El29D--23 
------ ------!----------!----------!------------ --------------
201:) 22! 63! 1266:5! "i~'.2(;):'j9~5 e). 2tr.)3D-25 
------ ------!----------!----------f------------ --------------
220 23! 66! 1.<1506! :5502616 0. ~~662D-30 , 
------ ------l-----------!---·-------!-------~---- ---------------1 
2 lID IB! 61! :LlI7()1! :'VI6:'LI, ;;:2 0. ~;2~'j3[)-"27 ! 
______ ---___ I ____ ~ ______ I ___________ I ____________ l--________ ----
. \' . . 
26~), :I.'/! . 60! 1:'j66()! 36:1. 7:1.1 II ! (;).1:'j'14D-22 
------J------·f--------·--!----------!------------!--------~-----
288! HI! 63! 17703! '11:?2361! f:)' l289D-28 
------!------I----------!----------!------------!--------------
:;00! :Ltl! 66! 19066!, ll~)26665! li). nlBl.D-:5~; 
______ !------I----------I----------!------------!--------------1 
:52~1 1, '1 ! 6::i ;~(i);'.;,~~l! ll:"j77:5:5:'j! ('). :5l16~~[)'-22 
!------ ------~---------- ----------!----------·---1--------------
340 19! 64 21.824! 5106619 0. 0000D+00 !------ ------!---------- ----------!------------ --------------
~~60 Hl! 61 22Ii)21! :";D:l.266~j I'). :'j2'lBD-3;'. 
------ ------!---------- ----------!------------ --------------
300 18 6:1. 232'1:1.! 5405042 0. 1456D-20 
------ ------ ---------- ----------!------------ --------------
'10(') :1.8 62, 2lJB62! :5 N,::j:B 8 RI. ?:L:55[)--2't 
------ ------ ----------!----------!------------ --------------
ll20 2(;) 72! 30:5:l.2! (")4(,):5?B! ('). 1.1't37D-<52 ! 
------ ------ ----------!----------I------------!--------------! 
440 23, 7B! 34398 79()5632 1 0.1BB2D-22! 
------ ------!----------!---------- ------------ --------------! 
llMJ 23! 77! 3~,;1I97 02'1:5:513(;) 1:), 1.13:31D-3l ! 
------ ------!---------- ---------- ------------ --------------! 
lIB e) 22 ! 77 0603:,;:59 R).73't6D-31 ! 
!------ ------!---------- ---------- ------------ --------------! 
! ~_:;({)({1 22! 7~':; 37575 0650950 0.4232D-33! 
!------ ------!---------- ----------!------------ --------------! 
! TOTAL!:> 4:')~mB7! :l.02:I,9:;9:57! 
THE EXTENDED WOOD TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE ANGLE TEST HYBRID METHOD (Tau m 0,001) 
256 
-----------------------------------,-------------------------------! NV NI NI" Ne Cf"U FV! 
!------!------ _._-------- _._--------!-------------!--------------! 
ll!::17 79 :5 9 ~'j ! :I.lI ~'j f:W?! ('l. UW) ~j [) _. 2 1 ! 
!------!------- ----------. ----------!------------l--------------! 
! 2e)! 46 '1') ~!07? ! 6~)(H39! el. 2lJ15D-·2:3 ! 
!------!------ ---------- ----------!------------!--------------
! 4R)! ~'j9 1 :1.~?'9 ! ~;;~?Wi! 162l~573! 1,),63Bf:m·'·21. I ______ ! ______ ! __________ ! __________ ! ____________ ! ____ ----------
be) 1 71! 1 :'5'1 ! ?3?ll! 2B70~.)B0! f:l. 2Bl·llJD··'~>':?' 
------!------!----------!----------f------------!--------------
B0! BB! 109! :1.~'j:5e)9! lln:547B! ~), 737:51)-2:'; 
------ ------1----------!----------·-!--------·---- --------------
l.0Q) 1('):') 1 ;;>27! :;'2'127! 70.t3?3:"j 0, :H6:m-2:~ 
------ ------ ----------!----------!------------ --------------
12(') 12~.) ::?,,~6! 3211:16! 'J9691:52 (1, 1:5B2D-24 
------ ------ ----------!----------!------------ --------------
VI7 
------ ------ ----------!----------!-----------~. --------------
:1.60! 165 347! !:;~;Bb7! :1.7:31B~'j'l70, 717:m-27 
------!------ ----------!----------!------------ --------------
HlO! 163 :5 lI5! 6~?4'1~)! 1.9:1.l.b7Df:l ~l. 202~1D-;'>1. 
------!------ ----------!----------!------------ --------------
2(W)! 2(3 l l ll~>'b 1 D5626! 2667~54!,,;6 ~). U:'j6D--lf:l 
------!------ ----------!-----------!------------ --------------
2~>'0! un :5B2! (3'1422! ~?'6021.2H) e), lJ97BD-20 . 
_______ ! ________________ I __________ ! _______________ ! _____________ _ 
2 l1R)! 20(;)! ll21 l.m:I.ll61! :H~')9~):nll! (;),27!,,lID-21 
------!------!---------- ----------!--------------!--------------
26(1! 249! ~jHl l.:'~';l'Jf:l! ll:l.'J?'lL)l~'.;! ('), ~):,21[)-21 
-------!------!---------- ----------!-------------!--------------
2BR)! 2 l l(:)! ~'.d·H 1.4Rl7B:J.! ll:56237 lI6! 0, U,:57[)-21 
J------J------!---------- ----------!------------!--------------
3 (;H~! 17 ~'j 1 11.t~)69 !. 
!------!------ -----------!-----------!------------!----------------
! :5:20! lDl :5B2! 122622! 377DBH)R)! I~, 3(1 lI6[)-21. ! 
!------!------ ----------!----------J------------!---------------! 
34P.)! 176 372! :l26f:l~'j2! 392(;)65(3 ll n,60IiH3[)-21! 
------!------ ----------!----------!------------ --------------! 
:36(1J :l~_:j7. :5:-3b! :I.2:1_:~9b! :371~):-5b(i7 (?J. 1.~77(1D--2:l ! 
------ ------!-----------!----------!------------- -----------~--! 
3130 1~';f.1! :.:1:31.! 126U.1.! :mW'jD:I.:5D 1:), ~?B'J6[)-21 ! 
------ ------ ----------!----------!------------ ---------------! 
400 l7l1 ! 372 ! 
____________ -----_____ -----------1------------ ______________ ! 
420 201 426 1.7?346 5526561:12 0,3601D-21 
q40 245 514 226674 70021001 0,31'16D-20 
q60! 12B 1 2B'1 1:513921.1 :;,?6::.!H)ll~j 0,6323D-21 
------!------!---------- ---------- ------------ --------------
lJB0 155! 337 162097 4B93lJ399 0. 1122D-l'1 
------ ------!----------- ---------- ------------ --------------
5~)0 1:59! :50~) 1!52(311~)! l14B?2175 I:l. :3036D-21 
------ ------!---------- ----------!------------ --------------
! TOTALS :W65 ! 
! 
W120! 2405'1:1.6! r5BH)1299 
! 
HE EXTENDED MIELE & CANJRELL TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
HE ANGLE TEST HYBRID METHOD (Tau. 0.001) 
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----------------------_._----_._----_._._._-------_ .. -._-----_._---------_. 
NV ! NI! NI"" NC! CPU FV! 
------I------!----------!----~-----!------------!------________ ! 
II ni! :1.06 ! 't:m ! ll;5~~026! (il. ;!~i(i17D-l.:I. ! 
------ ------!----------!----------!------------!--------------I 
20 64 ], ~59! :B39! 1l17~'i07';>! (i). ~.)llf:l3D-1 ~'. 
----------!----------!------------!--------------
'10 52 128 5240! 2370217! 0.24560-11 
---------- ----------!------------!--------------. ---.""'--
60! ~.m 122 7442! 3349954 0.36510-11 
-------- ! ------
----------!------------
nel! :51 9~63! 4572573 v). '194~m-12 
...... _ ................ ! --_ .... __ ...... - ----------!----------~-
H~el! 69 :1.04 10~5D"I! B(~7(;)';>(,,3 
------!------ ---------- ----------!------------ --------------
l2lil! "In :1.2:') :I.~i125! 6761i1~.!:l.4 el. U.0:30"-:i.I!) 
------!------ ---------- ----------!------------ --------------
1.l10! 6'l. :l.76! ;!lJ016! HI't~.~:'i7:L"1 ('). 7 l I200·"'l.:l 
------!------ ----------!----------!------------ --------------
160' ~57 :I.55! 24955 I :J.08~:j:~7~56 [1. 1241.D-1.0 
------!------ ----------!---------- ------------ --------------
180! 5f:l 156! 2D236 12241450 0.79500-12 
------!------ ----------!---------- ------------ --------------
2v.)0 66 :1.75 35175 :1.5146:1.27 0. 148lJO-l0 i 
------ ---------- ---------- ------------ --------------! 
::! ~!m 57 :l.lJO 32700. :l.4lJ60900 0.36:1.elO-l1! 
! -_ .... _ ...... _ .... 
--_._-- ---------.- ---------- ----.-------- -------------.--J 
! 2
'
!e) 8(;) 197 47lJ77 2:1. 166DlJ5 0.11380-11! 
!------
260 79 ! 19lJ 50634 22637632 el.17lJelO-11 
------ ------!----------
200! 67! 173 1.~8613 2i.~535736! (:'1,20850-1:1. 
------!------ ---------- ---------- ------------!--------------
300! 22 67 20167 0403689! 0. 42lJ20-11 
------i------ ---------- ---------- ------------ --------------
320 65 177! 560:1.7 245(;)1330 0.14540-10. 
------ ------ ---------- ---------- ------------ --------------! 
3lJ0 6:1. :1.63 555D3 2lJ5lJlJ73el el.26030-1:1.! 
------ ------ ---------- ---------- ------------ --------------! 
360 60! 155 55955! 24967292 0.7695D-11! 
____________ ! ___________________ ._! __________ .h _______________ ! 
380 54 !150 5715el! 24787601 el.:I.(;)DOO-10 ! 
------ ------!---------- ----------!------------ --------------! 
lJ00. 50! 147 50947! 2(,,003991 0.76lJ90-11! 
------ ------!---------- ----------!------------ --------------! 
lJ20 67! 176! 7lJ096 3261505lJ. 0.19230-11! 
!------ ------!----------1---------- ------------ ---------.-----
lJ40 50! 139! 61299 26665301 el.9el410-11 
!------ ------!----------!---------- ------------ --------------
lJ("0 9:1.! 233! 1074:1.3 lJ69016lJ6 el.26lJlJO-:l.2 
!------ ------!----------I---------- -----------_ ------_______ _ 
! lJn0 5lJ! 139 66059 3(;)013309(;).74920-:1.2 !------ ------!---------- ---------- ------------ --------------
i 580 lJ4! 115 57("15! 256756lJf:l 0.73f:l00-11! 
1------ ------!---------.- ----------!------------ --------------! 
!TOTALS 1560 ! 4el62 :l.025146! 451255665 
1 1 
------ ------"-----!----- ----------"----_ ... __ ._---
THE EXTENDED POWELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
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THE ANGLE TEST HYBRID METHOD (Tau· 0.001) 
---~0-----~~-------~~---------~~----1-----~~G----1------~0------7 
!------!------ ----------!----------!------------!--------------
! 4! 9~5 197 ! 9B:5 ! :36[1~';~';5! ~1. 21.70[)-1.~~ 
------!------ ----------!----------!------------!--------------
2~1! B9 195 ! {1095! l27;~71.9! 0. l.5l7[)-lB 
.... _--- ! .. _-_._-
----------!------------!--------------
40! 1(;H~ ::.~2(~) 9f:)2\:)! 27~';1.672! 0.1.47(1)-.1.:3 
_ •••• _. __ •• •• 1 •• ··.·.······_· •• •• 
----------!------------!--------------
(" (il l. ~5ll 19764! 6:IA'?76~!'! (il. 2427D·..-:I.t.1 I 
B0 303 623 50463 1605B2B1. 0. 2260[)-13 
• 1.I3R) 30:5 . 6:56. (A2~,6 197'7~;'776 RI. 2246D-1.:5 
------ ------ ----------!~--------- ------------ --------------
120 lB8 399! 4827'7. l.502B317 0.34300-13 
------ ------ ----------!----------!------------ --------------
14(i) ;5fl2 627! B04f:l7! 2720B:I.Wl RI. :5f;)720···1:5 
------ ------ ----------!----------!------------ --------------
16R) ;5:1.1 1 6:"8! :1.(i)(,,09'l! 31:5:3:1.:1.63 (i). ;~D:.';9D·<1.3 
------ ------ ----------!----------!------------!--------------I 
HI f) ! 367 7:57 1 :[ ,\7017! 112:511~'i;592! 0.1.120DD-:l.3 
------!------ ---------- ----------!------------!--------------
20R)! 3m3 7(34 l.~575B4! 4B7621.56! 0. :l.6~~6[)-13 
------!------ ---------- ----------!------------!--------------
220! 454 935 206635! 62850710! 0. 2928D-14 
------!------ ---------- ----------!------------!---------------
240! ~;03. l.o:n 2IlB47:1.! n;67:';;5f:15! f:1. :H06D·"1~; 
------!------i----------
__________ I ____________ ! _____________ _ 
;~bD! 33B! 707 .1.1311527 ~:;('BllB:36J.! el. 7771))··:l~) 
------!------!----------
2f:l~)! 3~';4! 7;m D.207:'iD-J.:5 . 
------!------!---------- . , .. _--------_ .. _---_._.;- ! 
300! bD4! 1 :~33 l. :l.25()0l.22 0. 1217D-1.2 ! 
!------!------!----------
---------- ------------ --------------! 
! 320! 432! B(36 2(34406. 07935017 0.3296D-13! !------!------ ---------- ----------!------------ --------------i 
340! 736 149B ~.'iH)OHI! :l.5~';92;5~!.:l.2 D. 361.1~;D-L3 ! 
!------!--,-""-- --_._------
----------!------------!--------------! 
! 360 1 410 B64 :5:1.:l.9(!lI.I! ,,)ll'J'17261. i RI. :1.:l1l 1ID .. ·:1.:5 ! 
!------ ------ ---------- ----------!------------!--------------! 
;5f30 3'76 f:l2l. :51~.)0[j1.! ?'12:m~';:1.9! 0.2272[)-13! 
!------ ------ ---------- ----------!-------------!--------------! 
110~) 1145! 9Fl 36f:l5:1.9! 11.13'1111'17! !------ ------!---------- ----------!------------!--------------! 
420 62B! l2B7 ~;4HI~~7! :1.629Bl.l67! 0. l.IlB!3D-1:' ! 
!------ ------!---------- -----------,._---------,---!---------------! 
1.1 111') :5:1.6 H) 6:5 I 116U7t:J:; :I.lI;;~2R)('2;H 1 o. 77:1.~!.D--:I.l1 
! _ ....... __ ......... __ ._ ..... . 
----.-------}---------- ------------I--~-----------
1.160 927 Hl9 J. 1 263732700 0. 3005D-13 !------ ------ ----------!---------- ------------ --------------
4D0 [1. El690D-J.4 
------ ------ ----------!---------- ------------ --------------
50f) 526 WEl4 ! 1.66R)IIJ.264 
------ ------ ----------!---------- ------------ --------------
TOTAL::> 1l3B~';7 2~.';573! 7[;)7';>1. El 1. 
! 
HE EXTENDED DIXON TEST FUNCTION 
11TH ANALYTICAL GRADIENT 
'HE p,N(;;U:: TEST HYDRID METHOD (T,nl "" D. ~Wl:l. ) 
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------------------------------------------------------------------. i NV NI NF! Ne CPU! FV 
!------!------!----------!---------- ------------!--------------
HJ! 100! 2;50 ! 26113 1267:3;3 /1 ~). :U67D--20 
!------!------!----------!---------- ------------ --------------
! 211! 37! n:1. ! urn 772(!ll(3 v). ~>'BDnD--2D 
!------!------ ----------!--,-~--.---- ------------ --------------
! 4D! 74 :l.6D 636D! 29692911 0. 36D2D-2D 
!------!~-~~-- ---- .. ------ ·_----------1------------ --.----", .. -------
6(,)! ~)2 :1.16 7076! ;:)2~;D:I.~';/1 e). ~~~.',~',:I.D .... ~~D . 
!------!--_._-- ----------- ----------!-------------!--------------
! OD! 52 115 9315! 418n752! D.on72D-2D 
!------!------ ---------- ----------!------------!-_._-----------
! H1D! 67 l~5R) 153.30 i 6560\3(.')7 i D.3D1(3D-20 
!------!------ ---------- ----------!------------!--------------
! 12({)! :1.(.:)3 221 2674:1.! :l.2:1.:1.(32~::;(~)· ! (·L :I.1b5D~Ml.(7 
!-._---- ------ -----_ .. _--- ----------!----------_._!--------------
j,/ID :I.(~6!· ;:.~27 ;52(')07! 142')6!!l6~.~! (~. ~'j67BD""2(;) 
------ ------!----------!----------!------------!--------------
160 76! 172! ~,7692 i UB74 t146! v.1. :l427[)'-:l? i 
------ ------!._----------!----------!------------!--------------I 
Hl~) 57! 133! 211'13::;! 1 D79;35 /19! (i). Hi25D-:'.(~ ! 
------ ------!------_._--!----------!-----------_.!--------------I 
200 6D ! :1.111 i 283/1:1.! 1220'J:l90! D. B2cAD--2(~ ! 
------!-------!-----------}---------_.!------------!--------------! 
22Q)! lIb! l.:I.~.'! 247~"::>'! 1(.~7l161~"B! (!).2!)l.11.1)"-1'1! ! _____ ._! ______ ! _________ ._!. ___ M~ ______ !----fl".------_ .. ! _______________ ! 
! 2 l 1VJ! 3D! : 1;,>:1. i ;'>'7161, i :I. 29(H 1:1. 0 I (;), :I.:I.:I.lID-<I.'J ! 
!------!------!----------!----------!----_.-._----- --------------! 
260! 58! 13'1 i 36279! 13663613 0.3664D-2!!l! 
------!------!----------!----------!------------ --------------! 
2!3VJ 4/1! 1.I)6! 29706! 12'17145B D. n?69D .... 2(~ ! 
------ ------!----------!----------!------------ --------------J 
3DVJ 43! 1D6! 319D6! 13955:1.3D 8.B92nD-2D! 
------ ------!----------!----------!------------ --------------! 
:5;.'(;) ~';:5! 127! IIf:l7 ('7! :1. 77363~'.;6 m. 6lj/12D .. <'.Ql ! 
.------ ------!-----····---·-!-----------1------------·-!------------.. --! 
;5 lI0! 49! U9! I.lg:57<J! 173767(,(,! D.27671) .. -19! 
------!------!----------!----------!------------!--------------! 
36(,)! 46! :I.).3! 41.~315! 1n,l 'J2BB! H.22;57I)-"20! 
------!------i----------!----------!------------!--------------
;5!3P)! :';q! .13:1. ll'i'9U! 21,')~5~';~,62! D. :l.229D-19 
1------!------1---------- ----------!-----~------~-!------------.--. 
! llmO! 66! 1,:",7 6;'.9~."7! ~.~(,~'i:I.:"'~.~'i'll! 0.1:5112D .. <I.') 
!------!------!---------- ----------!------------!--------------
-'. 1J2Pl! 7~;! :1.77 7 /13:1.7 i ;52:1.~"iI77~)! D.2296D .... ;,>(;) 
-------!------!----_._---- ----------!-------------!--------------
440 9!!l ! 207 912B7! 4D26n123! D. 1?54D-19 
------ ------!---------- ----------!------------!--------------
llbl1 f.l7! :?'(<J;5. 'i'3~)B;3! :'9136S'1.1:I.3! D. 2/12~,D-19 ! 
------ ------!----------!----------!------------i--------------I 
lW0 :1.06! ;1,lIO! l:l~:;/II.IQ)! ~';Dt.1212'?n I . (3. ;569P)[)·--:L 9 ! 
------ ------!----------!----------!------------!--------------I 
~)~W) i 10(O)! ~'.::>'9! 1:1.47::'.9! ~mI.162:56:1.! (]. lB36[)·--:1.9 ! 
------!------!----------!----------!------------!--------------! 
! TOTALS! 1.7~;9 ! I.ll)l.I~;! :I.O:')(J!W)::;! 116()!N6701. i 
! 
THE EXTENDED BEALE TEST FUNCTION 260 
WITH ANALYTICAL GRADIENT \ 
THE ANGlLE TEST HYBI:nO r~ETI·-IOD (,0." = c. c!)c I) 
-----------------------------------------------------------_._-----NU NI NF! NC CPU FU! 
!------ ------!----------!----------!------------ --------------! 
2 14! 32 ! 96 ! 81145 0.23900-21! 
!------ ------!----------I----------!------------ - _____________ ! 
! 20 10! 29. 609! 203959 0.94380-22! 
!------ ------!---------- ----------!------------ --------------! 
1 40 :I.:I.! :56 lJJ76 ! iI760:m! 0. :l9:5;.'O"-:\~1 ! 
------!------!---------- ----------!------------!--------------! 
b0! l:L! ~'5~:; 2:L3~; ! 687694! 0. 1.:l.r)(~)D-~5:1. ! 
------!------!---------- ---------- ------------!--------------! 
80! 10! 33 . 2673 B559n6! 0. 377~iO-21 
------!------ ----------!---------- ------------ --------------
H10! H1 :3~; ! :\5;5~5 1:l03:l:37 0.2:56130""30 
------!------ ----------!---------- ------------ --------------
120! 10 36 ! 4356 1343037 0.131210-22 
------!------ ----------!---------- ------------ --------------
140! H) 37 ! 5217 16[%977 .0. 4;57:LD-·21 
_._----!------!-_._--------!---------- -------- .. --.- --,------------
lMJ! U.! 112 ! 670,2 2(.')7';'1(:)') (.'l. 2(i),;,~?[),,<m . 
------!------!----------!---------- ------------ --------------! 
1 B0! u.! 2>B ! 61370 ;2.1. 6;"6!'i2! (). 1 ::)())2D··"29 ! 
------!------!----------!---------- ------------!--------------! 
2(30! 1l.! :50 ! 763B! 2:,}';'iIB35! D. 1;5~?lD"";5D ! 
------!------!----------!----------!------------!--------------
22(3! 1:1. 39 ! 8619! 268:UI75! 0. 4 /179D·-31 
------!------ ----------!----------!------------!--------------
2/1(3 1l I~R) ! 96413! 2';'B3784! 0.44:5OD""3:L 
------ ------ ----------!----------!------------!--------------
26(·') 1. :1. l10! HV140! 32~i57:3l!! R). 3iI!3~iD-:H 
------ ------- ----------!----------!-------------!--------------
21:)0 11 iH! U.::i2:1.! ;5!')~):I.l!B:I.! (!).41I:l.l30·...;H 
------ ------!----------!-----------I------------!_._._------____ _ 
:301;) :1.:1. 1 i12! :1. 26 i12 3H~i:';iH7! 13. fj'I::iBD··..;n 
------ ------I----------!------____ - ___________ ! _____________ _ 
;5;.~0 1:1. 4:1.! :1.;l:l.bl il(!)Il:l.:5B6! D. :l.7~'i2[)····;5R) 
------ ------ ----------!---------- ------------1-·----._--------
:3£10 1:1. llv.)! 136 i lPJ '1~~2i16:1.4 0. 123(.')1)··"3:1. 
------ ------ ----------!---------- ------------ --------------
360 10 3';'! 14079 4235510 0. 31';'4D-23 
------ ------ -----_._---,---------- ------------ --------------
380 10 31:) 14478 4377096 0. 3776D-23 
'100 lR) ;5'7 1:.;639 ll76B267 [:].1(i);5')1)-·29 
------ ------ ---------- --------_._!------------- --------------
420 ') ilf') :l.6DIlP)! :'502:5229 D. 2:5;3:1. 1)····;52 
..... __ ... ".-.". ! ........ -" .... -".". 
---------- ----------!------------!--------------
440! <;> 1~:1. :l.nmB:I.! ~)2BF)~5:5~.:;! t:), :1.692D .... 2t3 
...... " ...... "" .... - ! .......... " ........... . 
---------- ----------!------------!--------------
11 6 (!) 1 1(!) III 10,)(.'):I.! ~';6'1'nnn! D. I.!Ml(!lD··..::.!il 
---.--- -_ ... _._- -_._------_.!----------!------------!---------------
IIB0 1D ! Ill! :1(172:1.! 50 i1:56(,(»! ~1. 2B270"··::!:I. 
------ ------!----------!----------!------------!--------------
5(·~0 1.(3! tl~~! 21W12! 629:36:33! el. 171{1D··-;~R) 
!------ ------!----------!----------!------------!---------------
!TOTALS 27i1! ';'S'5! 2:5'll319! 7';':I.:I.l.::'n2! 
! 
' ... " ,', . 
! 261 THE EXTENDED ENGWALL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE ANr.;LE TEGT HYE:RID t1ETHDD ("'TC\u. = 0.001) 
--------------------------------------_._-------------------------NV tH NI" NC CPU FV! 
!------!------!----------!--7-------!------------!--------------! 
! 2 ° ! n! H1 ! 54 ! 665'73! 0. 00Ia0D+0~) ! ! ______ ! ______ ! __________ ! __________ ! ____________ ! ____ ----------1 
! 2~)! 7! ~?'3 ! 0 4B3! 1.:';93~;7! B. C!l000DH10 
!------!------!----------!----------!------------!--------------
! lj~) .! B! 2:3 ! 94:3 ! ~?BB621! 0. (WJEHaD+0(3 
!------!-~----!----------!----------!------------ --------------
! 6(,)! 7! 211 ! llj6 l1 ! 404 l15:, ~). (,000D+0~) 
!------!------!-----------!----------!------------ --------------
80! 7! 25 ! 2025 ! 55513120. 013C!l0D+00 ! 
------!------!----------!---------- ------------ --------------! 
1 C!l0! 7! 23 ! ~?;:;2:., 65 Ill. 00 0. C!l(,)0(,)D+(,)(,) ! 
------! ______ ! __________ ! __________ ------------I--------------! 
l. ~?~l! 7! 2;5 ! :aB:5 779B24 ('). 0(3(')(m+(,)0 ! 
------!------!--~ ... "-----!---------- ------------ --------------! 
ltl0! O! 2(, ! 36(,6 1052907 0. (10001)+(')(') 1 
!------l------!---------- ---------- ------------ --------------
! 1613! 8! 2b 418<'> 11985132 0.0000D+130 
!------!------!---------- ---------- ------------ --------------
180! 0 1 26 4706 134936:1.! B. 13(3(~0D+00 ! o _______ ! 0 __ 0 ___ _ 
! 2DD! 0 ! ____ o _____ ! ____ 0 __ _ 
! 220! 7 ! 0 _____ - ___ 0 ___ _ 
2 t10 7 
!------
26B 100 _____ 0_ 
213B 
") t 
.: .. ~,) 
26 _ 
27 
------------!--------------
149784[1 ! 
------------!--------------
5746 1527229! 0.0D13(1)+013 0 
------------!--------------! (,5137 ! 1709(,)B4! 0.0(,)(,)0D+0B 1 
----------!------------
75('9! 2(394297 13.013000+B0 
----------!------------
7(,)2~:;! 2BB(3l3'?b 0.(')0001)+0(3 
1------ ------ ---------- ---------- ------------- --------------
! 3~)(3. 7 27 fH27 ° 217:50:1.13 el. (~eH3(3[)H10 
!------ ------ ---------- ---------- ------------1--------------
! 328 7 27 ! Obb7 229(31~,5 (3.013f1131)+00 0 
!------ ------ ----------!---------- ------------ --------------! 
3 tlB 7 0 27 ! 9207 250:3721 8.88Bem+08 ! 
!------ ------ ----------!---------- ------------ --------------! 
:16~) 7 27 ! 971!7 265(.'j~mn e. el(:,)(!)01)+0(') ! 
!------ ------ ----------!---------- ------------ --------------
30D 7 ~!.7! :I.D2137 0 2713~o)M7 0.0008DH)0 
------ ------ ----------!---------- ------------ --------------
400 7 26! 10426 28q17b4 n.0008D+(,)C!l 
------ ------ ----------1---------- ------------ --------------
q20 7 27 113(,7 3026547 13.D1300D+813 
448 7 2b 114(,6 3803785 ° 8.00(')130+013 
------ ------ ----------- ---------- ------------1---------------
460 0 ::!.O :L;?9RlO 1 :I609153! 11. 00~!~!D+0(3 
------ ------ ---------- ---------- ------------!--------------
4013 213 0 
------ ------ ----------!---------- ------------!----~---------
500! a _ 29! :I. 452(J 4v.)029!30 ! (,).00813D+0e 
------!------!----------!----------
------------!--------------
TOTALS! 192! 669! 174'i'('15 l1B037114 ! 
10. .2- )()- :t 
ITHE EXTENDED ROSENBROCK TEST FUNCTION 
'WITH ANALYTICAL GRADIENT 
THE BETA TEST HYBRID METHOD 
262 
----------------------------------,----------------------------,---NU NI NF NC! CPU ! FU 
------ ------ ----------!----------!------------!---------------
:2 32 71 ! 21.:5 ! 81.9:56! (),1.7851)-27 
-~---- ------ ----------!----------!------------!--------------
20 21. :m ! l[:):m ! 2:5'J'J:5 ll! (;), 1. :l7:m·-·:vl 
------ ------ ----------!----------I------------!--------------
ll~1! 2:,,; :'iB ! ~!:';7B 5B:5f.):~(i)! ('), 1. 27(31)····24 . 
------!------!----------!---------- ------------!--------------
60! :I. '7 ! :5:5 ! :n:,:, 72R)66:'i! (i), O(3~)0\)+nD 
------ ------!----------!---------- ------------!--------------
80 19! 5 11 ! ll374 964474 D, l lJ36D-22 
------!-----~----!----------
20 , 57 ! 5757. 1276781 
------!---------- ----------!------------
2::! ! 6t:l 726(i)! :1.62631:)6 \;),2:1.06D-··2:1. ! 
------ ------!---------- ----------!------------ --------------! 
140 22! 62 <171.12! 193<17:;'7! I')' l l ID2D--2'1 ! 
------ ------!---------- ----------!------------!--------------! 
16D 2[:)! 6D 9660 20B1550! [:), 1372D-26 ! 
------ ------!---------- ---------- ------------!--------------! 
1<10. 2[:)! 5'1 1067'1 23273'14 0, 182'1D-23 ! 
!------!------!---------- ---------- ------------ --------------! 
2R)B! 2:?,! 6:5 1;.>66:, ;'>7<;>:';6:1.11 (;), 2:1.;?f:lD····:l '1 ! 
!------!------!---------- ---------- ------------ --------------
22D! 2:3! 66 111~3!36 :521:56(;)4 0,3662D-313 
!------!------ ---------- ---------- ------------ ---------------
! 240! 19 63 15183 3142388 D, 1411\)-33 
!------!------ ---------- ---------- ------------ --------------
! 260! 1'1 (,D! 1:566R)! 3307:558 (3, 15'14[)-22 
------!------ ----------!----------!------------ --------------
2Bf)! :[ 'J 6:.1!:I. 77(!):3 1 :56, nl ll:37 ~l. :')'1::1:l D····32 
--____ ! ______ ----------1---------- _________________________ _ 
3DD! 1 B b5! :I. 9~)6~5 p.l. 41B7D-2D . 
------! _._-_. __ ._-
----------!---------- ------------!--------------! 
320! 1 '1 b:l! 2~122:, 421.~;0:56! \3, :1'162D-22 ! 
._-----! -"-----
----------!---------- ------------!-------------~ 
34D! 1'1 61.1! ~'1B2ll Q), 1582[)--1 'J 
------1------ ----------!-----------I------------l----------------
:36R)! 1\') 61! 22P.)2:1. ll:,)4 lI66f:l 1 D, :'i2<;>BD····:·'2 
------!------ ----------!---------- ------------ --------------
3BD! H1! 61! 2~1211:l 477B'1:?';>' (i), 11156[)-'2D 
!------!------1----------!---------- ---------.--- --------------
! 413(3! H)! 61! 2 11461 4'J'I::;267 D, H36::iD-22 
1------1------1----------1---------- ------------- --------------
! 42[~! 2D! 7:~! 3B312 6H16():5~i D, ll'1:57[)--:52 . 
------!------ ----------!---------- ------------ --------------! 
7B ! 0, I BEl2[)"-22 ! 
------!------ -------,---,!---------,- -------"------ -_.--------,----
tI6!3! ;>.:5 77! :55 l197 73lHH7n B, ll:53:1.D·...:H 
------!------ ----------!---------- ------------ --------------
4B0 77 ! 7:5218:1.l. D,73'16D-31 
------ ------ ----------!---------- ------------ --------------
500 7'1 ! :57[~74 7655l.90 D,4177[)--2:3 
------ ------ ----------!---------- ------------ --------------
!TOTAI...B :1.6~:,:.;2 ! 
! 
.. ~" ' 
'.,.' " . 
HE EXTENDED WOOD TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
HE BETA TEST HYBRID METHOD 
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NV NI NF I NC CPU FV 
------!----------!----------!------------!---~----------
4 :37 ! 7'1 ! :5'1~5 ! 1200,','1! QJ. HJ~)5D--2:[ 
------ ------!----------!----------!------------ --------------
;~0 'I,', I '1'1 I . 207'i' ! :,,;63'12:3 I~. 21.1:[ ~m-<)3 
------ ------ ---------- ----------!------------ --------------
:L ::.!? :,,;20';> ! 11.1(,) 121.\0 (i). ,',:5nUD····2:1. 
!------ ------ ---------- ----------!------------ --------------
6Q)! 71 :l~';il '1:5'11.1! 21.1B:l. l11S' 0. 2(3lI4D····:;)~) 
!------!------ ---------- ----------!------------!--------------
00! BB 10'1. l~;:m'.>'! f.I(H:;~5::l7! (.;J. 737:3D·-·;.~~; 
!------!------ ----------!----------!------------!--------------
! 1.00! H)~:; 227! ;.~2't27! 6RJ1l(il'17Q)! 13. :H63D-"~?'3 
!------!------ ----------!----------!------------!---_._---------
120! 12~5 2bb I :52:1.06! 8~:;4:1.27a ' ! (.~, :I.~)82[)N<~(.~ 
!------!------ ---------- ----------!------------!--------------
140! 147 3FJ'1 4:5~56'1! 1.162:3363! 0. n32D-'20 
------!------ ---------- ----------!------------!--------------
160! 16!5 ~V17 5~5Bb7! 140~57620! 0.7173D-:F 
------ ------ ---------- ----------!------------!--------------
100 16:3 345 6241.1~; I :l.66b0'1:5l1! 0.2[)20[)--21 
------ ------ ----------!---------- ------------!--------------
200 2mll 426! 05626 220B5662 a. 11~)6D-'1B 
------ ------ ----------!---------- ------------ --------------! 
220 101! 302! B4422 224'1120'1 0.4S'7BD-2(i)! 
------ ------ ----.---~----!------,---- ------_._---- ---------_ .. _----! 
21.10! 2QJn 421! 1 ° l.llb 1 27(HB70 ll QI.2764D--21! 
------!------ ----------!----------!------------ --------------! 
2b0! 21.1'1 51B! :1.351'70! 36:5'1'1<1'1:5 a.5321D-·21.! 
------!------ ----------!----------!------------ --------------
20B! 2l1l1 501! 14(37Bl! ::,77'1'1(3(37 Q). 3b37D-.. 21 
------!------ ----------!----------!------------ --------------
3[30! 175 36'i'! J.1106'i'! 2%n[JlIB~';. QJ. ~Hllll.D·-~?e) 
------!------ ----------!----------!------------!--------------
:52(!)! 1 B 1 3D2!:I. 22622! 32727:5';>~';! 0. ~'(}f.I6D"":H 
______________________ !_N _________ ! ____________ ! _____________ _ 
:ll\Rl :1.76 1 ~,72! :l.26B~52! :nB66[3~';B! 13. M)(!)(!)[) .... 2:1. 
------ ------ ----------!----------!------------!--------------
3(,() :I. ~F :5:56!:I.;U :~'tb! ::,2:1. :5nb7~5! (!). 477eD-<?1 1 
------ ------ ----------!----------!------------!--------------
3Bl'l :l!'j'l:nl 1 126:l:l1! 332<'>'i':377! Q). ?!3'16D .... 21 
------ ------ ---------- ----------!------------!--------------
4[%;)! :1.74 :572 1.t.1'll72! :5'16707:,;6 e. 'IB2~;D-"2:1. 
.. !------!------ ---------- ----------!------------ --------------
420! 2(i)1. 426 :l.79346! 1.\700760'1 (i). 36(i)1D-21 
______ ! ______ ! ____________________ ! ____________ --------------1 
44o 245! 5111 226674! 60721.\015 0. 31'tbO-20 
------ ------!----------!----------!------------ --------------
460 :l.2(3! 201.1! :1.:5~l'?24! 3422:1.7f.,~?, 0. 6:52;m .... ~?1 
____________ ! __________ ! ___ N _______ ! _______________ . __________ _ 
400 :I. !:;5 ! ~n7! t 6211'77 112117 (,~';7~5 0. 1.1 ~?2D"<I.'1 !------ ------!----------!---------- ------------ --------------
513\~1 B'1! 3[35! t!"j2(3f.)~'; 1.10~?'(331.Il.a! 0.3B:56D·"';.'l. !------ ------!----------I---------- ____________ ! _____________ _ 
!TOTALS 3'165 ! 042m! 24115'116 63'17'1'1254! 
! 
THE EXTENOED MIELE & CANTRELL TEST FUNCTION 
,WITH ANALYTICAL GRADIENT 
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THE BETA TEST HYBRID METHOD 
----Ni;;--------Nl:.-------Ni=.:-.. --.. -!'-.--.. -.NC-----, .. --.----ci,Cj----·-!'--·----FV------T 
1---___ 1 ______ 1 __________ 1 __________ 1 ____________ --------------! 
. .. '.'
! 4! 75! 1 Ub ! 93(1 4070413 (1. 2~:5P.)70-1l ! 
------!------!----------!---------- ------------ --------------! 
20! 6'1 1!')9!. 3339 1:W~"j913 [J.54U30"-12! 
------!------ ----------!---------- ------------ --------------! 
40! 97 249! 10209 4149052 0.1358D-11 
------!------ ----------!---------- ------------ --------------
M~! 4B 121! nUl ;m'!~'j[3(()7 0. 1.6;5l,D·-l.1 
------!------ ----------!---------- ------------ --------------
BO! ~';1 12:5 ! ')')63 4124616 0.49'1!:;[)·-12 
----~-!------ ----------!---------- ------------ --------------
100 69 lB8! 18988 7673902 0.90370-11 
------ ------ ----------!---------- ------------ --------------
12f.) lll,) 1~.!~.';! 1!:;12~';! 61:547:1.7 (i). 1:1.13:50""1.[:) 
1------- ------ -------.---!----------!------------ --------------
140 6')! 176! 2 l1B16! 1.13:1. S'77')2 0.742BD"-1l 1------ ______ !----------!----------!------------ _____________ _ 
! 160. ~;7! 15~3! 2I.1'i5~';! 1.(WJ:l~;2lla 0. 1~.!41D-·ln . 
!------!------!----------!---------- ------------ --------------
1!30! 58! 1~,)b! 2B236 :I.L5:5F1B6 m. 795(~1)'-12 
------!------!----------I---------- - ________________________ _ 
200! 57! 155 31155 12449!30B 0.7732D-11 
------!------!---------- ---------- ------------ --------------
220 81 209 461B9 1B7398!38 O. 19(11)-12 
240 64 153 36B73 152213455 0. 22B40-12 
260 81 203 ~l2<JB3 21633261! D.9;377[)-·l.l. 
------ ------ ---------- ----------!------------!--------------
2Br.1 66 173! '1!3613! 1'1639537! 0. 40~:i2D--1.1 . 
------ ------ ----------1----------!------------1--------------! 
300 ")"1 ,,: .. I(~ 67 ! 20167 !. 782~m1.1 ! 
--------- ._._ .. _. __ .- ._._ ... _. __ ...... _-_._ .. _.! . __ .... _-.. _-----_ .. -! .... _ ... __ ._-.. ---_. __ ...... - ! .. --... -- .. -.---.. -~., ... --.. - ... - ! 
! 32[3! Mi! 177! ~:i6B17! 22O:I.;Vl:r,n! 0. 1ll~';'ID"·1D 
!------!------I----------!----------!------------!----_________ _ 
! 3 l l[')! 61 U,;5 1 ~j~;5B:,! 2211HI27~.!! n. ;.!6D:m .... 1.:I. 
!------!------ --------~-!----------!------------!--------------
:5 M) ! 63 J.~''i7! ~l6677! ~>';:'2221:1.9! [3. lI77f:lD·...;1.2 
!------!------ ------_._--!----------!-------------!-----_. __ ._-----
! 3B(?)! ~:j~:; \ 146' !5~:j62b! ?2;36:~~2Bl! ~1, .1.96(aD'<L:L 
! ~.MM""M"MM~_! _._._ •• ___ ........................ _ ...• ___ •...• ! ., ....... __ .... _ ..... , .... __ .! .... __ .... ____ ................ __ ...... ___ ._"" ...... _" ...... __ ...... __ . __ .. 
! 4me)! ~:iH. :1,l.17! ~;B'JlI7! 23B97ll~';:5 el. 76'191)"·11 
!------!------ ----------!----------!------------ --------------
42e)! 67 176! 7 lW<J6! 297519~';7 D.1'72:m-:l.:I. 
!------!------ ---_ ... _----!----------!------------ --------------
4 lH3 ! 5(') 139! 612<;>9! 246n672~) D. 9(·N 1 [)"·11 ! 
! '--'-'--'- •• M'M. __ ' __ ----------!----------!------------ --------------! 
4M) 'll. 2:53 ID7413! 1.1 /4(')(36607 0. ~>'64ljl)'-12 ! 
! ------ __ ._MM __ . 
---------- ----------!------------ --------------! 
'113(3 f:=;4 139 66B!59! 272.1:1.26:, 0.74'?2D-1.2! 
._---_.-
------
---------- ----------!------------ --------------! 
5D~) 6~5 1B(1 9(HB(3! :56:1.02706 0. ~;~544[)--1.2 ! 
"MMM_, ___ _. __ .. M __ • 
---------- ----------!------------ --------------! 
TOTALS :1.6:5(., 4255 1063419! 430384B62. 
, 
iE EXTENDED POWELL TEST' FUNCTION 
ITH ANALYTICAL GRADIENT 
iE BETA TEST HYBRID METHOD 
NV NI NI" 
!------!------!----------
4! 9!5! 197 
-------!------!----------
2~1 1 09! 1. ")~.'; 
------ ------!----------
4(J B7! 2m9 
_:.._:""" __ ! M~_._. ______ ._ 
3137 1 
265 
Ne CI':'U FV ! 
........ _--_._ .... _--._ .... - ! 
0. 21.7mD .... 1~~ ! 
........ _----------- ! 
1.10 '1 ~:i m. 1~';1.7[)· .. ·lB ! 
........................ _ ............ -. __ .- ! 
H56? (J.33 114[)-13 ! 
~'i 91 l') ~:i <;' Rl 
------ ------!---------- ----------!------------ --------------
H(J 3(J3! 623 5Rl463 1263<;'3(J3 (J.226(JD-13 
------ ------!---------- ---------- ------------ --------------
1(J(J. 239! 5(J3 5(JB(J3 12575162! m.6184D-15 
------!------!---------- ---------- ------------!--------------
120! 2(J4! 431 52151 12~~402~)H! (J.4271.0·-14 
!------!------!---------- ----_ .. _--- --_._-------- --------------
!JIO! 204! 599 
!------!------!---------- ----------!------------ --------------
! 16(J! 215! 466 75026! lH465H3? (J.642?0-13 
!------ ------!----------!----------I------------ _____________ _ 
! 1 8~) :51.j[')! 7(');5! 127::.'lI3 :51 91.16nll ~l. 12~~?D .... l:5 !------ ---___ I __________ ! __________ -----------______________ _ 
! 200 326 7m6! 141<;'(J6 34746H9H 0.6670D-13 
!------ ------ ----------!---------- ------------ --------------
22m 454 935! 206635 51012507 0.292HD-14 
------ ------ ----------!---------- ------------ --------------
240 506 1(J37! 249917 63006914 0.7089D-16 
------J------ ----------1---------- .------------ --------------
:U,~J! ~~21 b7(i)! 171.H37B! '13656077 O. 1.1'1~.;13[) .... !.::~ 
------!------ ----------!----------!------------ --------------
2Hm! 3BO 621! 174501 43495350 0.33910-13 
------ ------ ----------!---------- ------------ --------------
~~l3m 607 1271.1! 3 B:3i17 'I '/~;:l.'>t.13l:)6! m. 19:550-13 
------ ------ ---------- ---------- ------------!--------------
! 320 432! 886 2844m6 710133977! 0.32960-13 
!------ ------!---------- ---------- ------------!--------------
! 340 736! 1498 5101318 128429045! 0.3645D-13! 
!------ ------!---------- ----------!------------!--------------
~~6[3! '137! 'tl2 :529~?'32! Bl.I.J:5P.l49(1! 0. :57161) .... 13 
!------!------!---------- ----------!------------!--------------
313(j! ~~96! B;>.1. 312B(,)1! 7?~,9172B 0. 227~?D""1.:3 
!------!------!---------- ----------!------------ ---_._---------
! {Hi)!.] I 'llI~5! 91'1 ;56B~.):I.9! 91U,;5;:'I.I~'; 0.17l.l.0·...;1.;5 
~.J------ ------!-----,----- ----------1----------·--- -----------.----
42m 62B! 12B7 541H27 134882426 0. 1413HD-13 ! 
------!---------- ........ __ .... __ .... _---_.- ! 
0. 2:3f:l(·l[) .... l;5 ! 
------!---------- '.M •••• _ •••• _", ......... _ •• _ ..... _M ...... ! 
46m 927 ! lH91 0. ;mB~5D·-l:3 ! 
------ ------!----------!---------- ------------ --------------! 
41:Jel 9136! ;.'lilO:5! 96:51.14:" 23S'~>'1.O?:31 l~. D6?l3D'-lJI ! 
!------ ------!-~--------!---------- ------------ --------------! 
! 500 526! 1mB4! 543084. 13345B?95 (1.3918D-13! 
!------ ------!----------!----------!------------ --------------! 
!TOTALS 10745! 22242! 71.45370! 177B?97404 
: 
To./h. .z .. A~ - 4 
THE EXTENDED DIXON TEST FUNCTION 
WITH ANALYTICAL GRADIENT 266 
THE BETA TEST HYBRID METHOD 
NV NI! NI" NC CPU ! FV !------ ------!---------- ------------!--------------
10 108! 238 11'1;,'1'?'? ! !------ --~---!---------- ---------- ------------ --------------
20 37! 81 1701 6'12563 0.28080-20 !------ ------!---------- ---------- ------------ --------------
40 74! 160 6560 265133'1 0.36020-20 !------ ------!---------- ---------- ------------ --------------
61!l I~' ") I d~:.. . :l :1." 7076 
------ ------!---------- ----------!~-----------
80 52! ,l.:I.~) ! 'J31~5! 37'1'J36J. 0. OB7~:'0-20 
------ ------!----------!----------!------------
:I.({)~J b7! 1~7.i(1 I :1.5:1.~'5e:I! 6:1.275~::j6 
------ ------1---------- ----------!------------
l.2R)! 10;~ 221 2671.1:I,! 1(,),J:I.6/4~)1 
------!------ ---------- ----------!------------
14PJ! 106 227 :32[3B7! 1:3136261 
----------!------------ --------------
160 70, 172 27o,?2! III '12~5;58. H. 14270-l'1 
----------!------------!--------------
1. BB !37 1 1 ~:>!) 21.~1.~~.~!:j! 97~)!::;:~Bb! (1, :l e)2~:j[) ... 02(.;) 
------ ------!---------- - _________ I ____________ !--------------
2mB M;)! 141 28:05I.1:1.! :I.:I.:~4~396B! 0. n264DN~2(-3 
!------ ------!----------
----------!------------!--------------
! 220 46! U.~! 24752! '1733l04 0.28410-19 
!------ ------!---------- ----------!------------ --------------
2 LJ(iJ ~j[;) ! 121 2'1:1.61! 1,1,~.';(i)17a/4 ~), :1.1,:I.I.ID-":I.'1 
! ' ___ ONM_ .. N 
------!----------
260 5B ! 1;~<J . 3627'1 1434304'1 B,5664D-2B 
------ ------!--~-------!---------- ------------ --------------! 
280 44! 106! 2'1786 11734571 0,8'16'10-20! 
------ ------!----------!---------- ------------ --------------! 
------ ------!----------!----------!~-----------!--------------
3~~B 5;5! 127! 1.10767! 16:1. :L777:1.! 0, 6/.l1.1~~D-211 
------ ------!----------!----------!------------!--------------
31.10 4'1! 1:1.'1! 4D~';7'l! 1~j%;56D'1! ~1. ~~7('7[)--19 
------ ------!----------!----------!------------!--------------
;5(,(.') {16! 1:1.~;! 1.j:1.~';:I.::;! 1,61(;)1.1'·';56! (1), :.~237D"":?(.') 
------ ------!----------!----------!------------!--------------
;m~l ~)ll! 1:5:1.! 4'1'71:1.! 1'1662B7(.')! [1.122'11)-1'1 
------ ------!----------!----------!------------!--------------
4R)B 66! 1~j7! b2'l~j7 1 24nB~n4~j! 0. 1;~1.12D--1. '1 ! 
------ ------1----------!---------- ------------!---------------! 
4::.~[3 7~j! 177! 74~'j17 291.1:;;(<5li)6! e),22'16[)·...;.>(i)! 
!------ ------!----------!---------- ------------!--------------! 
141.10 'le)! 2(.')7! 'n~>.n7 364U37BD! O. 1 '1~';{1D-'1 'J ! 
!------ ------!----------!---------- ------------!--------------! 
46~J 137! 2D3! n~5D:'; :57HU7~:;~5'1! fJ. 2{1~:.:5[)-,,1 '1 
!--~--- ------!----------!---------- ------------!--------------
IHlI~ HJ6! ;'.I.ID!:I. :l~HI.IIi) 1.16(.;)'Y6::>..~1()! [1. ;,6<J1i)[)-,,1 'J 
!------!------!----------!----------!------------!--------------
.! :5DD! H)D! ;'.2'J! 1VI72'?! {1~;77B676! D. 1B~';6[)-l'l 
!------!------1----------!----------!------------!--------------
! TDTALS! 1.7~j<;> ! 4B1.J5! H3:5[lBe):''j! 4;!1 :1.22666 ! 
! ! 
HE EXTENDED BEALE TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
267 
HE BETA TEST HYBRID METHOD 
--~~ij-----~Y-------~f---------~E----r-----ffU----r------fij------r 
!------ ------!----------!----~~---- ------------!--------------
2 14! 32 ! 96 79860! ~,5590D-23 ! ____________ I __________ ! __________ ------------!--------------
! 20 1 !:i :W ! 019 2!,,;!';827!~)' :<299[)'<!I.\ 
!------ ------ ----------!---------- ------------!--------------
40 15 42 ! 1722 520396! 0,2242D-22 
. 
------ ------ ----------!---------- ------------!--------------
60 1~'; 42 ! 2!'56;:, , 7,',12B7! 0, :1.1~';BD'-2~' 
------ ------ ----------!----------!------------!--------------
13(1, 1~5, lIll ! ~\564! l.(~5:U37(1! B, <J194D--24 
------ ------- ----------1----------1------------!--------------
100 1~:; 45 ! 1.1~;45! 132BM,9! O. 43421)-23 
------ ------ ---------- ----------!------------!--------------
l~!fJ 1~5 1.\7 ~:;6B7! 165576ll! 0, 132(aD-22 
!------ ------ ---------- ----------l-------------!--------------
1llfj 1~5 ll8 6760! 19~:;~';BC):3 1 [J, 12~52D--22 
------ ------ --_._------ -----------!-------------!--------------
16.) 1:'; ll9 71309! ::'~'.727Hl! O. !5D1::;[)'-22 
------ ------ ---------- ----------!------------!--------------
H!(3 :I. ~5 1.17 ! 135(37! 21.17 H17~';! (J, :3<J:3BD'--:1.2 
------ ----------!----------!------------!--------------
! 2(iJ[J 1~'; , ll7 ! 91.\lI7! 27;5?49:1.! o. 33lI7D--~,'2 
! ----,,-,- ------!----------!----------!------------!--------------
2~.~0 1~'; ! 47! lt1:3137! ;5~J164B9! D. :3(344D--22 
------!----~-----!----------!------------!--------------
24l'l :I. ~', ! 49! 1.113(3'7! ;B97t1;m! l'l. 29~,9D"-22 , 
------!---------- ----------!------------!--------------
260 15 ! ll'l 127a9! ;5705 tl::!'}! (3.2011D'-'22 
------!---------- ----------!------------!--------------
2B(~ 1~'j ~3D :llIO~5(3! t1Rl41B20! B. 16;500,-22 
------ ------ ---------- ----------!------------!--------------
;1 (!l 0 , 1~'; :5(1 1~,';(il~m !, ll;5406~';'?! (~. tllI9~5D'<?'3 
I------!-_____ ---------- ----------!------------!--------------
32()! 1~'; ~5l.! :I,6;571! "16929!:,;4! (~, 2~';7'lD'<'.;; 
------!------ ----------!----------!------------!------,--------
3 lH!)! :I.~'; 51! :l.nn! l!9Bn:3:W)!, R), (3(iHi)(!lD+(!JRl 
------ ------I----------!----------I------------!--------------
3613 l,3 ll~:i! l('~!lI~:; 1.16I.W:,;21! D. 11:1.6D-~m 
------ ------ ----------!---------- -------------!---------------
! 3m) t~:; :51! :1.9 /4;31 5:536097! D.I3:l96D-'2;S 
!------ ------ ----------!---------- ------------!--------------
4(3B l,5 52! 20B~}2 !59179:';6! 0, l,70(i)[)-'22 
1------ - _____ ----------!---------- ------------!--------------
',,' 
420 15 55! 23155 6577509! 0. 12280--22 
!------ ------ ----------!---------- ------------!--------------
! 4tl(!} 1!'i ~34! 2:'5014 67~H:52ll! (!), :\Rl02[)-':;'~'. ! 
!------ ------- ----------!---------- ----------_._!--------------! 
! 46~1 :I. ~'; , !:,I.I! 21.109l!, 7(3B~1l\!5B! \3. lH~)~,;nD,_:1.2 ! 1------ ------!----------I----------!------------!--------------I 
4ml :L~"; ! !'5l! 2~'i?7t1! 7:3~';tl~5'7B !Pl, lI742D"-22 ! 
------ ------!---------- ----------!------------!--------------! 
~)r)(!l 1~'; ! ~54 ~,7D!,,;'1 1 769:1.B:l.B! D. :':i:l.(3'II)"-22 ! 
------ ------!---------- ----------!------------!--------------! 
TOTAL!>! :'m7! 12 /413 ;n(~B72! 'JllI324'1lI2! 
THE EXTENDED ENGWALL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE BETA TEST HYBRID METHOD 
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--------------------------------------_._--------------------------NU 1 NI NF NC CPU FU! 
------!------!----------!----------!------------!--------------! 
2! B! 18 ! 5 11 ! ~'jn71.! 0.0(Jl10D+0D 
------!------!----------I----------!------------!--------------
2PJ 1 f:J 1 23 llf:l:'~ 1 :l:~~~7:~2 1 0. mR)00I)HW) 
------!------!------_._-- ----------!-.-------~---!-----------.---
I.~r)! <t! 2r-5 j,(~25 ! 2B:l.996! ~1. elt30({)D+(·av') 
------!------!---------- ----------!------------!--------------
60! B! ::,~~5 :J.~:.)2~5 ! :'59!:5B211! t3.00C1(aD+('?H3 
------ ------!---------- ----------!~-----------!--------------
. 80 a ! 2~:.:; 2m2~::; ! ~:524Bl~5! 0,0r::l0{)[)+0() 
!-----~ ------!---------- ----------!------------I--------------
! 100 8 1 25 2525 ! 654812 0.00001)+00 
!------ ------ ----------!----------!------------ --------------
! 1~~0 0 ;.'cj ! 31')2~} ! 77 656? 0.0000[)+0f.l! 
!------ ------ ----------!----------!------------ --------------! 
140 13 26 ! :"666! '72<J6<J3 0.01300D+0(1! 
------ ------ ----------!----------!------------ ----~---------! 
160 '7 . 213 ! 450B! 117272'7 0.00001)+00! 
------ ------!----------!----------!------------ --------------
1130 '7 ! 213 ! 506f:J 1 131f:J622 0.0000[)+0f.l 
------ ------ ----------!---------- ------------!--------------
2rJO 8 . 26 ! ~;226 1 :52:52:57! 0.13(J00D+0f.) 
------ ------ ---------- ---------- ------------!--------------
220 B 28 6188 154'7404! ~.0000D+00 
------ ------ ---------- ---------- ------------!--------------
2"10 B 2n 67413 1.69:l07~'i! 0.0[,)(3DDH)Q) 
------------!--------------
26{?) B 29 7~:i 6 <;>. :1. n 6 :'53 (i) 1.! lJ. 0 (i)~)~))) +(')(3 
.... _--_.-! -_. __ ._ .... 
--_._--_._-----!--------------
2nO! 7! 24 67 l l"l 1.66B4'76! 0.0DODD+0rJ 
------!------!---------- ---------- ------------!--------------
3m~! B! 2B . n l l2B 2(·)'7n3[~B! 0. DOO(3D+013 
------!------!----------!---------- ------------!--------------
:3:?.J 1 n! ~.)S' ! 9:',;[3':;> :?26~57l!~)! 0.01)(i)[,lD+f.)(;) 
------ ------!----------!----------1------------!--------------
:,4(1) 7 ! 2B 1 ';~5iJH! 2:5 lIB9B:5! lJ. IJ(JIJDD+vJIj 
------ ------!----------!----------!------------!--------------
3613 7 ! 26 ! '13136! 2:53701 ,;>! 0. 0fWJIj[)HJ[1 . 
------ ------!----------!----------!------------!--------------
3B0 B ! , 2B! 1.0<'>60! 26717:3'7! f), ~)130")D+0n 
------ ------!-----~----!----------!------------!--------------
4(')0 n ! 20 1 :1.:1.:;'2(3 1 ::.~7?:52:1.l.! (').0!'l11130+[,ln ! __________ . __ ! _____ M ___________________ " _________ ! ______ .. _______ _ 
420! n! 20 :1.1. 7GB ;.~'722iJllll! f). (JIJIJIJI)"'I')[') ! ______ ! ______ 1 ______________________ " __________ ! _____________ _ 
n 12~54B ~). (,)0(3flO+tlP) 
! ------! _ .... _ .... __ . 
------------!--------------
'46(1! B 3200iJ58! 0. 00ljOD+flO 
! . __ ........ - .... ! ._ .................. .. 
------------!--------------
1 iJn0! B ['). f.) (i) (i) D [) + f.) I') 
! .... _ .... _--! _ ............ _-
------------!--------------
! 5[,)D! B 2'?! :l.4529! :·,~';7B(I';tl ! O.IJDllDDH)PJ . 
!------!------ ----------!----------!------------!--------------! 
! TOTALS! ~~r:lB 6'11! 17'?'JG7! l14'JB4'n3! 
1 
------ ---_._- ----------- ---------- --_._._-----_.-
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HYBRID 2 METHOD (Tau a 1.0D-(4) 
________________ · ____ · __________________________ ._.M ________________ _ 
NU NI' NF NC CPU I FV 
------!------ ---------- ----------!----------_.- --------------! 
2 ! 3 ') , •. 74 ~~22 ! B~:.:;0{·~5 0.7<J2f:lD-·20 ! 
------!------
---------- ----------!------------ ---_._----------- ! 
20! ~!1 50 1050 206017 0.11nm-3'1 ! 
------! _._---- _._---_ .. _--_._._----_ .. ! 
0. 1. 270D-2'1 ! 
-----~!------ -----------!---------- --_ .. _------- --------------! 
6(1! :1. <J ~'i;5 ! :3;~;;;5 B:51n l!1 0. (~)PJmDD+(·l(~) ! 
------!------ ----------!---------- ------------ --------------
n0! 1<J 5 11 ! l!:57 l ! l.(.~l5~5m~'.1 (1. j.l136D···-:~2 
1------!------ ----------!---------- ------------ --------------
! 100! 2(~. ~57! !'-:;757 lA:,;5<J75! m.34n6[)·-2D 
!------!------ ----------!---------- ------------!--------------
120! ;~2 613 ! 7~~60 lB~;<J3~!!3! 13.21861)-21 
!------!------ ----------!---------- ------------!--------------
140! ;~2 62 ! 0742 2jJ1B4~.)7! 0. 14Rl2[)-·:;!<J . 
------!------ ----------!---------- ------------ --------------
160! ;?,O 60 ! <166~1 227:5::i<J0 e.1:572D··<'.6 
------!------ ----------!---------- ------------ --------------
180!:W ~.)<1! Hl67<J 2~'i7nu.o 0. l(291)-Z5 
------!------ ----------!---------- ------------ --------------
2(3e! 22 63! 12663 31.6~'i174 O. 212BI)-1~' 
------!------ ----------!---------- ------------ --------------
220! 2:3 66 ! 14586 3454576 e.36(21)-·:m 
! ._---_.-! --_ .. __ ._. 
----------1---------- ------------ --------------
240! 1.<J 6:5 I :I.~)18:3! :,~5Bf.!ll:53 e. 1lI1:l.1)-·:3:5 
! . ___ . __ NH! NN _____ " 
---------- ----------!------------ --------------
! 26e)! :1'1 60 1.~'i66(·'l! 3~';S)(3~)26! 0,15<J l lD·-·22 
.... __ .. __ .. -! .--".-.-.. --
---------- ---------- ------------!--------------
280! l. rJ 63 17703 41422B3! 0,59311)-32. 
------! - .. -----
---------- ---------- ------------I-~------------
3[10! lB 65 . 4407(327 (3. 4 :Lf:171)'-2Rl 
------!------ ---------- ---------- ------------ --------------
320 ! 1<J 63 20223 ll~)3140f:) 13, 34621)--22 
------!------ ---------- ---------- ------------ --------------
3'1e! l. <I 64 21024 I ll<J::iB627 (3, :I. ~5B2[)""l. <J 
.--_ .. __ ... -! .... - .. -.-... --.. 
----------!------------ --------------
:,)Ml! :1.0 61 :?~.!(~21! ll<JD<J~'ill<J! 0, ~.i2'1BD·"';52 
.. --.. - .. --.... - ! .. __ ....... __ .... 
----------!------------!---------------
30v)! 113! 6.1 232 ll:l! ~):·.;B7::;:l7 I el, 14!36D"-20 
------ ------!---------- ----------!----_._------ --------------
400 lB! 61 24461 56l.4650 e. le65D-22 
!------ ------!---------- ---------- ---_._------- --------------
420 20! 72 30312 6<J5B542 0,4<J37D-32 !------ ------!---------- ---------- ------------ --------------
! 4413 23! 70 343<J8 7nn2241 e. l(821)-22 !------ ------!---------- ---------- ------------ --------------
460 23! 77! 354<J7 n21441n 0,4331D-31 
!------ ------!----------!---------- ------------ --------------
48e! 22! 77! 37037 n5B1.653 e.73<J(1)-31 
!------!------!----------!---------- ------------
5e0! 22! 74! 37074. 13445854 13.41771)-.. 2:5 
!------!------!----------!----------!-----~------
! TOTALS! ~542! 16:'l~)! '1:548[3:5! H31. :1.2lI7lJ(;l 
------ ------!---~------!---------- -------,-"----
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HYBRID 2 METHOD (Tau = 1.0D-04) 
--·-N,r-......... NI·--.. ----NI:: ..... -------Nc-... ·---·--· ..... · .. ·CF:;U .... ·------· .. ··--I::\j--··---T 
------!------!---------~!--~--.-----!------------!---- ----------! 
lj 1 :37! 19 ! :5S'~i 1 :I.lI~.in~'i! 13. :I.(:ID~5D .... 2:1. 1 
------!------!----------!-----------!------------!--------------! 
20! l16! 'n!. 21379 1 6l11l.15! 13.2'115D-23 1 
------ ------!----------!----------1------------1--------------1 
40 59 1 129 ! 5289! 1593650 0.6388D-21! 
------ _._----!----------!----------!------------ --------------! 
60 7:1.! 1~.ilJ 1 9:39 lJ! 2B::,lWln ~1. ~:[)'JllD""2;~ 1 
------ ------!----------!---------~1------~----- --------------
BO BB 1 109! :l.5:m9! 11627726 O. 7373D-2~) 
------1----------1----------1------------ --------------',' . 
100 1135! . 227! 22927 1 6B9'71'I::; 0.316:50-23 
------!----------~!----------!---------.--- --------------
1 120 1.25 ! 266! :,2H16 1 979474:;~! I'l. :1.:"i02D-·2 11 
1 ••• --.... - ••••• 
------!----------!----------!-------------!--------------
140 1.'17 ! :,139! 11:,:'569 1 1:529117110! 13. 1.3:52D-20 
------!----------1----------1--------~---1--------------
160 . 165 ! 347 1 ~:'i~m67! 17(H0228 1 0.7173D-27! 
------!----------!----------!------------!--------------I 
16:, ! :5 l15! 624Il~:'i! :l.BB~'iIIU,2! Rl. 213213[)····;!.1 1 
______ I __________ !----------!------------!--------------I 
2R)1.1 (126 1 B56~~c, ~~6:,7~'iRI7n 1 I'l. 1l.::i6D··HI 1 
----------1---------- .......... _-----_._ .... - ! 
220 un 382! 84 1122 0. 4978D-20 1 ! ... ----.. ---.--.-
----------!---------- .--•.• ---.-.------.- 1 
240 2~)RI 421! 101.1461 0.2764D·-21 1 
------!------ ----------!---------- ------------ --------------
2{,RI! 211'? ~'i:I.B! 1:'5~:i1 'lB. IIRlB6RI:52!3 D. ~5:52:1.D·<~1 
------1------ ----------1----------!------------ --------------
2fJl'l! 2413 ~501 1'W7Bl! 4266:5462 el.3637D-21 
------ ------ ---------- ----------!------------ --------------
3(~0 17~5 369 1111%<1 ! O. :lB41D-20 
------ ------ ---------- ----------!------------!--------------
320 :l.B:I. 1 :,(;)2 :l.226;.~;:.~! :57:1.;:>.B:"i'J7! el. :ll'l'16D····21 1 
------ ------ ---------- ----------!------------!--------------
3 1lD :1.76 :~72 126052 1 :lB71.~.\~'i7D! (~. 6Rl0BD-21 
----------!------------l--------------
360! 1 :57 :l:l<'> 121.2<16! :36::;~i[;)H30 1 fj.4770D-21 
------1------ ---------- ----------!--------_. __ ._!--------------
3B(:I! :I. ~'i'l . :5:51 :I. :<6 :1.1:1. ! O. ::.~n'l6[)···~:1. 
I ______ !------ ---------- ----------!-----_ .. _-._--!--------------
-
11 013 1 1.711 149172 ! 4~m50H16 1 
------!------ ---------- ----------1------------ --------------
o120.! 21'l1 1426! 17'?346! ~)'171(761:!. t1. :561'l11)··21 
------!------ ----------l----------!------------ --------------
4110 1 2tj~j ~)llJ 1 2:U,67{1 1 6f:l'nm176 I:l. :H<J6[)·"2RI 1 
------!------ ----------!----------!------------ --~-----------! 
ll60 1 1.2B :<O4! :1.:5[;)'72 11 1 :5?1'l~'i(n:"iB 13. "':52:51)-·21 ! 
1------1------ ----------1----------!------------ --~-----------! 
4BO! 1~)5 :,:37! 1.62097! 'IB22B722 0. 1122D-1 '7 1 
1------!------ ----------1----------1------------ --------------1 
~'.;00 1 :l.3'7! :,D~)! 1::;2!3~1:'5 1 'Itj[32~)D:39 (~. 30:36D···21. ! 
!------!------!----------!----------!-_._--_._._-----!--------_._----! 
! TClTAU:;! :5')6~:; 1 ~N::!(») I :;'>ljD~.'i'1:1.6! 726;.~b;.~27n 1 
----------- ----------,------------
/o..ML .t _ Al- 1-
-----
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HYBRID 2 METHOD (Tau ~ 1.80-04) 
---------------------------------------------------------------_. NV NI NF Ne CPU FV 
!------!------ ----------!----------!------------ --------------
! 4! 7!:; lB6 ! S'3El ! lI3'1~5~5'? I). 2~}07D-1.1 
!------1------ -----------!----------!------------ --------------
! 2fl! 6'1 1!5'J ! ::13:5,?! :ll1B247l1 fl. r:;40::m--:l2 
!------\------ ----------!---------,--!---,--------- --------------
! l10! ')7. 2tjfJ! H1209! 4 l l'lb0:1.2 I). t3~5B[)-'J.:I. 
!------!~-----!----------!----------!------------ --------------
! b0! ~51.! l~.~~j ! 762!5! :53'15306 0.4'?40D-l1. 
!------!------!----------!----------!------------ --------------
! B0! ~H 123 ! 9'763! 4'172766. 0. ll'7450-12 
!------I------ ------____ !---------- ----------__ ! __________ ~ __ _ 
11:)[,) 6'1 1.Bll 1 :l.0!3BI.I BEllRlB?~;! el.B'733D-"1:1. 
------------1--------------
66437B3 0.1103D-10 
140 6'1 176 24B1610B2'?072 0.74?BD-l1! 
------ ---------- ---------- ------------ ---------~----! 
l. <>RI !57! 1 ~',!,:; 2ll,?~:;~5! 106:36(306 fl. 12111 D- HI ! 
!------ ------!----------!----------!------------ --------------! 
! l.BD 1 ~5B! 1.:"6! ~!.B236! :1.201:1.:596. 0.7<J50D-·12! 
!------ ------ ----------!----------!------------!--------------! 
! 2130 57 1.~.;5! 3115!5! 1329:5712! B.7732D--1l.! 
!------ ------ ----------!---------- ------------!--------------! 
220 ~)7 1llB! 327l~B 14322527! B. ;561BD-.. U. 1 
------ ------ ----------!---------- ------~-----!--------------
240 64 1~.;:3! :56B7:3 U):5~:i:BOB! 0.221341)-.. 12 
----~-----!---------- _._----------!--------------
26[1 131 21')3 ! 2;B{I~',2tI6! 13. '?377[)'-11 
----------!---------- ------------!--------------
2B0 66 173! 413613 21225705! 0.413520-11 
----------!---------- .------------!--------------
67! 20167 t13:3!5135! 0.42420-11. 
! ______ ------ ----------I----------!------------!--------------
! 320! 6~', 177 !36!H7! 2l12~nlllll.! H. 145 l l[)--Hl 
!------!------ ---------- ----------!------------!--------------
3 l1El! 61. 1.6;, !5~5:5B:5! 24:1. 62:1.:,,'J ! P.l. :?60;5D .. -:I.:1. 
!------!------!---------- ----------!------------ --------------
360 ! 63 ! !56b77 1 0. ll77I3D'-12 
!------!------!---------- ----------1------------ _____________ _ 
! 3B0! ~54! 1~';0 !"i71~5l1! 2 tl;5:31.1612 O. HW!3D--:I.ll 
!------!------!----------I----------!------------ ----_________ _ 
lH')f)! ~'lB! 11.17 !"iB'J lI7! 2!:'72:1.~5nl ().76 lI90 .. -1:1. 
------!------ ---------- ----------!------------ --------------
1.12D! 67 176 7lJW;>6! 321161n6 0.l't23[)-11. 
------!------ ---------- -----------!------------ --------------
440! ~:iQl 1:3'1 (,1299! 262'/:;221 0. 'l1341D-11 
------!------ ---------- _._--------!------------ --------------
46D! 'J:L 2:,:5 107413! 46421671. 0.264lJD-:l.2 
. __ ._. -_ ... - ! .. _ .... -- _ .. -.. '-' 
---------- ----------!-----_._------!---------------
l1D0! !",tl l:W! 660!:,'?! 2S'66:L:l63 0.7 ll'12D--:L2 
.--.-... __ .- ! .. __ . __ .. _---
----------!----------!------------ --------------
5(~(~! 6~5 l.ml! 'I[HBI'I! :59~~2lI2:1.b H.554 ll[)·-12 
. __ ._---! -_ .. _ .. _._-
----------!----------!------------ --------------
TOT,\LS! 161 11 ll1 '18! H1~51:3[32! 4~;6Bl !:;623 
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---~0-----~i-------~p----· ----~E----r-----EFG-----------Pij------r 
!------!------!---------- ----------1------------ --------------! 
! 4! 95! 197 985 351358 0.2170D-13! 
!------!------!---------- ---------- ------------ --------------! 
20! 89! 195 4095 1235454 0. 15170-18 ! 
!------!------!---------- ---------- ------------ --------------! 
! 4(1)! B7! 2()~'; B405 2373263 0.30770-13! 
!------!------!----------
---------- ------------!--------------! 
6(,)! 1. B~5 ! :507 2:5607! 7P.)B2392! (!). ~!.lI:'.'i~5D" .. l::~ ! 
!------i------ ---------- ---------~!------------!--------------! 
80! 30:5 623 5046~~! 15438360! 0.2260D-13! 
!------!------ ---------- ----------!------------!--------------
! H)(,)! 26B ::i7R) ::i7~i7P.)! 17(,)7:l6Ml! 0. ;!8(':lD""1~:; !------ ------ ---------- ---------- ------------!--------------
120 204 431 52151 15696121! 0.42710-14 
!------ ------ ---------- ---------- ------------!--------------
! 140 302. (,27 8B407 263792136 ! e).5072D""13 !------ ------!---------- ---------- ------------!--------------
! 160 21.5! 466 75026 21634307! 0. (,f.1290-1.3 
!------ ------1---------- ---------- ------------!--------------
1B0 340 703 127243 :5Bt.1~';f':5:J.9! (a. :[229D .... 13 
------ ------ ---------- ---------- ------------!--------------
2(30! 304 1291346 0.1(1190,-15 
------!------ ------------1--------------
220! 4:,)4 61165200 0.292130-14 
------1------ ---------- ---------- ------------ --------------
2 f.! (!) ! :'.1('):, :1.0:,1 2f.IB/171 7f.1P.l20712 (0. :1.130:30 .... :1.:.) 
------!------ ---------- ---_. __ ._--- ------------ --------------
260 371 779 203319 6021090B 0. 1(,490-13 
2130 300 ('21! 174501 50535(,90 0.33910-13 
------ ------ ----------!---------- ------------ --------------
3 (!)O 6(:)7 1;>,7f.1! 303f.J74.! :1.l396:lS'~~D7! I'). l.'n~m·"·:I.:·l 
------ ------ ----------!----------!------------ --------------
320 20"1"11')6 
------ ------ ----------!---------- ------------ --------------
3413 :l.4'?0 ! 510B1B l :'i207B'777 
"H_HH·_H •• _ .. " __ M .. _·.... .. .. __ .- .... --" ... _ ........ ! .... - ..... _ .............. _._.... . .... _. __ ._ ......................... -.. .. ....... _ ............ _ ........ _._ .... Y" ..... . 
360 421 B70! 314070 93693139 0. 230BO-14 
----------!---------- ------------3ao 396 B21! 312BOl 92f.J45864 
---~------!----------I------------
4(aO 44~:; 91'1! U,O:51 '1 1D93B3D75 0.17UD .... 1.3 !------ ------!----------I---------- _________________________ _ 
f.1~?Rl. 6;.~B! :I.:~B7 :jlll.n;.~7 :l.6~1I')2R)7f.1;'. D. :1.f.JOBD .... l:l ! 
------!------!---------- ---------- ------------! ... _------------! 
(4 f.1 1'.' ! 677! 6107B5 HH%9:l.694 ! 
------!------!---------- ---------- ------------!--------------! 
460! 927! :l.89l B71751! 257151793! 0.30850-13! 
------!------!---------- ----------!------------!--------------I 
(.j8P.l 9B6! 2003 963443! 2B421799B D.B6900-:l.4! 
1-_____ ---___ !---------- __________ !------------ ______________ ! 
5(~0 526! 1()04 5 1.1:3(3(} 11 ! 1622BS'46f.1 R)' 3~?HlD'-l:l ! 
!------ ------!---------- ----------!------------ -------------~! 
!TOTALS 10B01! 22334 7155702! 211707230(, 
THE EXTENDED DIXON TEST FUNCTION 
WITH ANALYTICAL GRADIENJ 
HYBRID 2 METHOD (Tau - l.0D-(4) 
273 
-_._-----------_. ---------,----------, .. ,---.---,.".,---"-----------------------NV NI NI'" Ne CPU I::' V 
!------ ------ -----------!----------!------------!--------------! 
H) 1[l!3 2;38!' 26:I.B! J.:l.n7:~B! 0.2167[)·-20! 
!------ ------ ----------!----------!------------!--------------! 
! 2(3 ~17 01 :1.701! 7667lj8! 0.28(:lBD-20! 
!------ ----_ ... ---------_. --~-------!------------!--~-----------! 
lHi} 7lj lM) 6~:;60! 2';lHH7~:;! 0.3602D""2(i)! 
!~-----.~----- ---------- ----------!--------_._-- --------------! 
! 6(,! ~i2. 1:t6 7076! ;5:1.9B~B~·1 O. 25~51 1)-21:) ! !------ ------ ---------- ----------!------------ -""-""._-""""_."._""_.- ! 
B0 52 115 9315! 4087540 O. BB7::!D""~>'(1 ! 
------ ------ --------_._- ----------!------------- --------------! 
100 67 150 15151:)! 6431099 1:).501I:)D-20! 
______________________ ----------1------------ --------------! 
121:) 103 221 26741 11B345B8 0.1165D-19! 
------ ------ ---------- ---------- ------------ --------------! 
l"l(i)! l.t}6 227. ;52R)07 1 ;·lS'OO~')I1:I. el. ~567BD-'2(3 ! 
-------!------ ---------- ---------- ------------ --------------! 
160! 76! 172 276?:? 1l. 64 Hljt, 0. 111270-,19 ! 
------ ------!---------- ---------- ------------!--------------! 
lBO 57! 135 24435 :l.D~·;969~·;;5! ('). 1l:)2~5D .. ,,:?R) ! 
!------ ------!---------- ---------- ------------!--------------! 
200 60 141 20341 11943735! 0.B264D-20! 
! ""---_ ... " -_._---
---------- ---------- ------------!--------------! 
! 22k1 llf., 112 24752 11:)503314! 0.2BII1D-19! 
! .... _ ..... ,,"-"" .. """ .. " .... _-
----------!---------- ------------ --------------
! 2'10 ~H~j :1.2:1.! 2'1:1.6:1. :l.26(3:t~5~.~;5 (1. :I.:1.1 lID .. ,,1? 
! .. "-""-_ .. ,, _._._"" """ .. ----------!---------- --_._-------- --------------
139! 36279. 15410232 0.5664D-20 
!------ ------ ----------!----------!------------ --------------
200 411 106! 29706 127739:1.2 0.0S'69D-20 !------ ------ ----------!----------
:;ov) 4:3. H)6 1 :51 'J06 13716322. 0.092(3D-20 
------ ------!---------- ---------- ------------!--~-----------
32~) ::';~5! 1. 27 t~07 67 
------ ------!---------- ---------- ------------!--------------
340 49! 1:1.9 40579 :l.7:1.24;56(·:)! rl. 2767[)""1? 
------ ------!---------- ---------- ------------!--------------
360 '16! U.~i lI1~51~5! 172(1~5573! O. ~~2:371),,"2n 
------- ------!---------- _._--------!-------------!--------------
3BD ~';4! :1.:5:1, 4'?'?:I.:I.! 2:1.79796:1.! kl. 12:;~9D'-1'1 ! 
1------ ______ I ____ ~ _____ ----------!------------!--------------! 
lWD! 66 1~57! 62,?~')7! 26:1. '1:1. B2;, O. 1:5lj2D·,,·19 1 
-------!------ ----------!-----------!------------ --------------
'" ll2H 75 177! 7'1:51.7! :5:l.7:L~':;BBlI 0.229(1)'-20 
____________ . __________ ! ________ . __ ! ____ .. H __ •• _______________ •• ____ _ 
ljllfJ 'lRl ;.'(')7! 'Y12B7 1 S?B:5619~'; el. l.'J~';4D· .. ·:t9 
------ ------ ----------!---------- ------------ --------------
460 B7 203! 93583 392621107 0.2425D-19 
.------ ------ -----------!---------- ----------_.- -_._-----------
lWk1. 1.(16! 1.:1. ~:illlID lj 'i' II Q) R) 7 (') (~ 
------!------!----------!---------- ------------ --------------
~j(i}n! HJ~J! 2~~9! 111.72'1 lJ?ll:5772D Vl. lB~';6D'-l '? . 
------!------!----------!---------- ------------ --------------! 
. TOTAL!:>! 1759 ! lJD ll5! :l.W·:iBB(i)~5 iJ~5:"26::~25iJ 
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---~ij-----~i-------~F---------~~----r-----~~u----r------~ij-------
!------!------!---------- ---~------!------------!--------------
2!.t4 ;52 96 ! 7639(3! 0.55900-23 
1------,"------ ---------- ----------!------------!--------------
20! 13 36. ni6! 2 114578 1 0. 1b810-2~~ 
------!------ ---------- ----------!------------- --------------
l10! 1.3 39 l~';99 ! ~m('8:5f:l 0. 12500-22 
______ !------ __________ I __________ !------------
60! 1:3 IHi) 2lllj~) ! 7 6::,;)::,~) f). 71710--23 
______ ! _____________ ... __ • ... --_ .. --.. --1'---·-----_ .. _ ..-
--------------! 
80! 13 ill1 324(3 100[1282 0.67260-23 ! 
------!------ ---------- ---------- ------------ --------------! 
1.00! H1 3!5 3;53!') 103:l8[)1 0. 48970-2.t ! 
______ M! ____ ... " .. 
._ .. _ .. _--_._--_ ... - ! 
12P.\! 1:5 (3.6741.D-'Y, ! 
____________ • __ 1 
. . 
------!------
l l l0! 1:5, 43 6Db3 .tB499::.?l. 0.94270-23! 
------!------!---------- ---------- ------_._---- --------------! 
16f)! 13! llll n1B4 215[37 l 16 0.3'1470-22! 
------!------I---------- ---------- ------------ --------------! 
U30! t:3 42 76~12 :~;H79rj6 0.7(»)B30-22! 
------1------ ---------- ---------- ------------ --------------! 
! 2(30! - 13 42 8442 2573435 0.78560-22! 
! ______ ! ______ ----------!-------___ ------------I--------------! 
22eJ! t:3 42 ! 92B2 ~~B36'i13 0.71250-22! !------!------ ----------!---------- ------------ --------------! 
24~)! 1~'! 411! H~MN. 32~!.(J0n~3 Pl. 42~'.'10·-22 ! 
!------ ------!----------!----------!------------ --------------! 
1 260 1:3 1 44 1 11484 1 34~,3763 '0.31330-22! !------ ------ ----------!---------- ------------ --------------! 
2f:l0 13 114 1 12U,/{ ! ... ----.. ----------!---------- :.1)7~36745 0. 326~!D-~2 
------------i--------------
! 3(~0 (.~5! :1.~5~St..~~:j . Ij(.;)'I~'i1(i)B i 0. lI24bO-~~2 
! ._-_._--
----------i---------- ------------1--------------
! 320 l15! 1444:5 4317502 1 0.57960-22 
! .. _----
----------1---------- ------------!--------------
13 46! 1~3686 lI5BBM1! 0.15(380-19. 
! ""----- -------
----------i---------- -------~----!--------------! 
! ~51)~J. :t.;3 0. 1l.1.6D·-:50 
!------!------ ----~-----!---------- ------------!--------------
380 1 13 l15! 1.7145 ::;(369496! 0.663(30-25 
!------!------ ----------!---------- ------------!--------------
! '100 1 H1 :5'1 1 156:59 1 4'lb54:1.2 1 0.1'1590-20 
!------J------ ----------!----------1------------!--------------
1 4~~~)! :1. 2 ~5:I. i 2 :IA7l. 1 60'l13B~.) 1 ~). 3:369l)-33 
!------!------ ----------!----------!------------1--------------
41 0! 1:1., 43! If:l'l6:5! 560~:'i:l?2! (~. 33830-18 
!------!------ ----------!----------!------------!--------------
! lIbel 1 1:5 '17! 21667! 64~W522 1 0. 113560-29 i 
!------!------ ----------!----------!------------!--------------! 
! I{B0! :1.3 117! 226f.17! . 672[\7~5:l! 0.5!3a(3[)-2::i! 
!------!------ ----------!----------!------------i--------------! 
! 5mB! 13 lIB 1 2lJ(~lI8! 7l.640(%1 1 0. 41.~i70-23 ! 
1~-----!------ ----------!----------!------------!--------------! 
J TDTALS! 33m :l111! 2912~~!3! 86!::j68927! 
1 1 "~~N_N,,"NN __ ~"_"M""_ ..... _N .... ~ ___ ..... N ... _ ........ ___ .. M ........ ~ ..... ..-. ___ ._ .... __ ........ _._. 
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I-IYBH~~ ... ~ ... ~~~~~~~~~_._~=C~~._ ......... ~~~~ .. ~~~)_ ... __ ._ .... _ ............. _ .. __ ... _____________ .. __ 
NV NI NF NC cr:'u FV 
------!------!--------.--!---~------!------------ --------------! 
,') I 
,i.o • a ! ID ! 6~.!:L :1.4 
------!------!----------!----------!------------ --------------
~!(:l! 7! 21.!. 1.)1.11 1:5:HD~i \'J.I:ll'Jl1mO·HJ(3 
------! ------! -_ .• _--'-_ ... - ! _._----_ .... _- -_._------_ .. - --------------
'10 ! 9 ")C' I ,,;..J • 
------!------ ----------!---------- ------------ --------------
60! D ~'.~5 ! 1525 lJ262U3 \3.13\3\30D+01'J. 
------!------ ----------!---------- ------------ --------------! 
ElO! 7 ~~:5 ! 186:5 . :5201:5S'! O. DB{3I'JD+OD ! 
------!------ ----------!----------!------------!--------------I 
Hlf.l ! a !. ")r.:' r ..~ . •. 1 • 7(i)UlilD ! 
------!------!----------!----------!------------!--------------
! J.2(3! n! 2:5 ! 302:5 ! G2D2(;>:?'! D. (]DDDIHmD 
!------!------!----------!----------I------------!--------------
! 11.10! B! 26 ! 36(,,(, ! '?7~171D! 0. DOfHm+O~J 
!------!------!----------!----------!------------!--------------
1 1613! 9! ;!B ! ll:;;08! 123:S41 lj! 0.130(300-1-(,0 
------!------!----------!---------- ------------!--------------
lB0! 10! 213 506B 14 l16036! 0.0f:ID0D+elD 
------!------!---------- ---------- ----------_.- --------------
2CHil! B! 26 :5~!;!'(' 13'17;!?2 D. [:10rJIiJO+1iJ1iJ 
------!------!---------- ---------- ------------ --------------
:~~::,~m! a! ::,~a blaB :l61..1~5~?7~:; ~). (·~f.:)(·~mo+m(a 
------!------!---------- ---------- ------------ --------------
2 l113! a! 2B 671H:! 17977:5'" fJ. eH,)()~JO+rJr~ 
._-----!------!---------- ---------- ------------ --------------
~~6(·~! B! 2'? 75b? 2(·31b2(J5 0.0(.:l000+0t:)! 
~------J------!---------- ----------1------------1--------------1 
~W0! 7! 2'1 6744! lG(H171! \3.0B0!3D1·mO! 
!------!------I---------- ----------!------------I--------------! 
3(.30! 7! :~6 7826 !. 2m7~:;6l.4 ~lf O(~H~0D·t·~1(·:) ! 
!------!------!---------- ----------!------------ --------------! 
:521:)! ?! 27 8667! 2::;1;)77 6D I~. [j(31~mD+I:JD ! !------!------!----------I----------!------------ ______________ ! 
! 3 l·10! 7 2B S':'i·:W! ~'.:')j.146? ~1. r)(~13I:)[)+Dn ! 
!------!------ ---------- ----------!-_ .. _-------- --------------! 
! 360' 7 26 9386! 2533?0B 0.000IiJD+00! 
!~----- ------ ---------- ----------!------------ --------------! 
! 31:10 B ~!B 11366(;' 28:56175. 0. ~JDD0D+00 !: 
!------ ------ ---------- ---------- ------------!--------------! 
li013 8 2B 1J.:~2B :~?131.'Nl.! 13.0013BD+0f1! 
!------ ------ ---------- ---------- ------------!--------------! 
112m 8 :W 117BB :nlI71~iS'! (3.01')0130+0D! 
!------!------ ----_._----!---------- ------------!--------------! 
ljllO! f~ ~?B! l.~~:51IB :5296997! ~J. OO(·3~)[)+DP'J ! 
------!------ ----------!---------- ------------!--------------! 
46rJ! 8 28! 129mB 343~33B! 13.1313mOD+00! 
------!------ ----------!---------- ------------!--------------! 
4130! B 2B! 13468! ;5:'5.t785(·~! 0.000@t·f.)fJ I 
------!------ ----------!----------!------------!--------------! 
5B0! 8 29! 1452S'! 3765945! 0.13m013D+13D! 
------!------ ----------!----------!------------!--------------! 
TOT,~LS! 2135! : 6B~1! 17(;5:5(1! (.j76961)65! 
------,-----_!_--------- ----------!------------
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----------------_._------------_._---------------------------------NV N:r! NF ! i~C ! CPU ! FV ! 
!------ ------!----------!--~-------!------------!--------------I 
2 32! 71 ! 213 ! 86287! D. 17850-27 ! 
!---_._- ------!----------!----------!-------------,!--------------I 
I ~!13 21! ~.'i~)!. H)~:i[;)! 28262'1! D. 117~m-·:5l! ! 
------ ------!----------!----------!------------!--------------I 
'10! 2~)! ~S8 ! ~!37B ! 64'17 l I3 I m. 127[~D-24 ! 
------!------!----------!----------!------------ --------------! 
6~,! 19! ~)3 ! :l;;~:n ! 01. 'i'2~n p.), D~)D~ll)+D0 
------!------ ----------!---------~!------~----- --------------
BP-)! :1'1 ~';(.I! 1.1:57(.1! 1 0:,:,,'1 'j'! e). :ll.l:5()D-~.~;;' 
!------!------ ---~------!----------!------------ --------------
!. WD! 20 ~57 ! 5757! 14260~5;3 [3. ;HB60-2fl 
!------!------ ----------!----------!------------ .----------~---
1.2D 6D ! 7261il ! 11344699 
----------!----------!------------
1.40 62 ! 071.12! 2 H165;34 
----------!----------!------------
1613 20 613 ! 9660! 22Hm:56 
------ ------!~---------!----------!------------ --------------
IBD 20! ~')S'! Hl67S'! 2~'H~59:'~5 D. :lB29D-2:''> ! 
------ ------!----------!----------!------------ --------------! 
2111D! 22! 63! :l.26(,:5! ;H3~)7BB ('). 212BI)'-':l9 ! 
!------!------!----------!----------!------------ --------------! 
! ;;~2~)! 2:5! 66! 1J1~'.in6! ;':'''2~171.J. m.3bb2D"-3(3! 
------!------!----------!----------!------------ --------------! 
2 ll0! 19! 63 :1.51B3! 31.191:m3 D.14110--:53! 
------!------!---------- ----------!------------ --------------! 
21.>0 19 ! fl. 15'141)-22 ! 
------ ------ ---------- ------~----!------------ --------------
:l? 
----------!-----------=!--------------
3D0 It1 :l.9565! 1~;52ll:l.~;/~! D. 41B7D·...:~r:l 
! ------ -------
----------!------------!--------------
320 1'1 b3 ~ .. !0223! 44676(75! eL ~3462D-22 
! ._---_.- --_ .. _--_. 
----------!------------!--------------
341')! 1.9 2l(3~~ll! I.I'1HI9~:;D! 13. 1~5B~?()·..;1.9 ! 
!------!------ ---------- ----------!------------!--------------! 
! :'>6D! la 61 22[;)21! '1,)1.23:I.iI! D. ~':i2')a[)'<52 ! 
!------!------- ---------- ----------!------------!--------------! 
3BI)! IB! (,,1 232 l i:l.! ~52,',0520! D. :l.4~:;6[)--2~' ! 
------!-----_.!----_.-----I----------!------------ ______________ ! 
4RHil! 10! 61 2'1461 5~';27~33D 0. H)6~5()'-22 ! 
------!------!---------- ---------_.--
------------ --------------! 
1.12D I 2D! 72 :50:512 6B2DO?D m.4937D-32! 
------ ------!---------- ---------- ------------ --------------! 
4413 ~~3! 7a ;;1.13'la 7730304 .D.l0B2D-22! 
------ ------!---------- ---------- ------------ --------------! 
4bf1 ;~;3! 77. ;5~';4'l7 00895B7 0.43310-31! 
------ ------!----------!---------- ------------ --------------! 
'IBI~ • ., ,.) I "' ... .:- . 77 ! 371B7 ! 851.'1297. D.73,)6D-3:1.! 
------ ------!----------!----------!------------!--------------I 
5mm 22! 7ll! :57~174! n2'1~';527! lo.I.I:l77D .. «:;! 
------ ------!----------!----------!------------!--------------I 
TOTALS 542! :l.6~:j2! 4:54794 I S'?l137377! 
! 
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THE EXTENDED WOOD TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYBRID 2 METHOD (Tau = 1,00-06) 
-----------------------------------_. --------------------------- . NV NI! NI" ! Ne CPU! FV 
------!------!----------!--~------- ------------!--------------
{I! 37! 79 ! 3<)5 145'746!. (1, 1.00~m-21 
------!------!----------!---------- ------------!--------------
20! 46! '79!. 2[37'7 6321:5~~ 0.24150·-23 
------!------!----------!---------- ------------ --------------
'10! 59! 129 ! 5289 1!5799'12 0.63880-21 
------T-~----!----------!---------- ------------ --------------
60! 71! 154 ! 9:594 :?79B7P.)t.1 el. 2B l14D-22 
~-----!------!----------!---------- ------------ --------------
B(!)! BB! 1. 139 1 ~:'i:5m9! 1.1!'j6BOM 0, 7:',73D-2~:j 
------1------1---------- ----------!------------ --------------
HlR)! H)!S! 227 229~.~7! 679~!'l.(.')I4 0, :H6:m·-2:3 
------!------!---------- ----------!------------ --------------
12~)! 12~;! 266 :5211)6! ?6422:1.9! t<l. 1.~m2[)-24 
------l------!---------- ----------l------------!--------------
11.10! :l.47! 3(')9. 43!'56'7! 1:·'24222:1.! 0.1:5:52[)····2l;) 
------I------!----------!----------I------------I--------------
16(!) :l.6!";! 3tl7 1 ~35!367! :1. 6760:1. !')(.') l;l. 717:3D-<F 
_____________ I __________ ! __________ ! ___________ . ___ . ___________ _ 
:1.130 163 345! 62445! 1!3511565 0,2t<l200-21 
!------ ------ ----------1----------1------------ --------------
2ele) 2 (VI 1I2b 1 a:"626! 2b[~'7a4(''7 0, :Ll~"6f)··-lB 
!------ ------ ----------1----------1------------ --------------
220 UH ~l!32! ,)l14~~2! 2~3:mf.,tJ~"6 kl, 497B[)-~'.t<l 
J------ ------ ----------!----------!------------ --------------
24~1 2m(1) 421! 1.[31461 1 :50't1~"903 e), ~~7640··-21 
------ ------ ----------!----------1------------ --------------
26t<l 249 518 1 13!''i19!3! tI1l31:5:376 el.5321f)-21 
------ ------ ----------1----------1------------ --------------
2B0 24[~! 501 1 14(1)701! 42726'764 B.36:570-21. 
------ ------!----------!---------- ------------ --------------! 
:500 1n; 1 .369! 11106? 3311 1:L 0211 0.38410·-·2t<l 1 
------ ------1----------1---------- ------------ --------------1 
3~~0 :l.f:l1 1 3f:l2 1 122622 :57:1.1116:.~2 0.3t<l46D--21 
------ ------1----------1---------- ------------ --------------
340 :1.76 1 372! 126!352 :58:59675:1. 0. 6000[)-21 
------ ------!----------!----------!------------ --------------
:560 :I.~';7 1 :~U, 1 1212?6 1 U,:5~'.:I.?~.!1 el, lI77GD··-21 
------1------1----------1----------!------------ --------------
! :500 1 15tl! ~~31! LU,:I. 11 1 :3n"tI7772! ~). 2B'76D-<!.1 1 
1------1------ 1----------1----------1------------1--------------
1 il(i)(~ 1 :1.71.1! :372! :l.l.ln7~!. 1 lliI7tI6'J~';6! ~l. tlB;.~~:'[)"-21 
'" 
------!--_ .. _-!----------!----------!-------_._-_._!--------------
'12(!)! 2131! tl;.~6! 17'.':5'16 1 ~'.;tl:l.~"2:>I))6 1 e). :5(,I'):I.[)····2:1. 
------!------!----------!---------_. ------------!--------------
f.jtH~ 1 24:,,; 1 ~;:l.4 1 226674 6n73;~66B 1 [~, 31 ? 61)""2 (.;) 
------1------1----------!---------- ------------1--------------
1.16(!) 1 1~~B 1 204 1 :1.:50'72'1 :'5f:l f) 1.1 H) a;.' el. 6:32:m<?1 
------!------!----------!---------- -------_._--- --------------
llf:l0 1 :I.!5:5 1 ~~:57 1 162[397. lI7B~I(')B:·57 I,). 11221)"--:1. 9 
!------1------1----------!----------1------------ --------------
! 5(30! l. 3? ! 3[35 1 1 ~):W05! 'B:'5?f:l997 el. 30:5(1)-.21 
1------I------!----------I----------!------------ --------------
lTOTALS! :5965 1 !3420 1 241')5916! 7215:500213 
----------,---------- ------------
(o.~ l- ,4')- 2.. 
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------------------------,--------------------"-------._---------------NV NI NI" Ne CPU FV 1 
!------ ------!----------!----------!------------!--------------
1I nj ! 1.B6 ! ';>;3(3 ! II~H2:59! (!l. 2:)~)7D-:l.:1. 
!------ ------!----------!----------!------------!--------------
20 6Il! 159 ! 3339! 14IJ:1.3/1~:i! 0.5'1B3D--12 
------ ------!----------!----------!------------!--------------
4() 97! ;!.119! :I. 02P.)9! 4117:1. 9:m! 0. L55BD-·:I. :1. . 
------ ------!----------!----------!------------!--------------I 
60 5:1.! 125 762:5! 3:59B:VI7! (1. 'W l lf:lD-1:i. ! 
------ ------!---------- ---------~!------------!--------------! 
B0! 51.! 123 9963! 4'1B7B92! 0.49451)-12! 
------!------!---------- ----------I------------!-------------·-
1.(:)[,)! {'9! HIlI :l.B~'.;BII 1 79971.114! (3. B9:5:5[)-1:i. 
------!------!---------- ---------- ------------!--------------
120! 4B :t2~.) 1~~12!:.=; 66~5664('! ~J, l1B~3D--10 
------!------ ------------!--------------
140 69 176! 211!31.6 10B6l9:?2! el.74281)-11 
------ ------ ----------!---------- ------------!--------------
160 ~:;7 l~:;;~:;! 2I.i9t:5t::; D. 1241D-H) !------ ------ ----------!---------- ------------!--------------
18[,) ~:;8. 1. ~56! 282:5(., 1.21.531B9 D.795DI)-12! 
!------ ------!----------!----------
------------ --------------! 
20D 57! 155! 31:1.55. 131B9043 0. 7732D-1.1. 
!------!------!----------!-----------!------------ --------------
! 22e)! 01! ;!.lW! 1I 6 Hl'i' J 19B:5Iil9[l~'j (3. ]';>IHD-1.~~ 
!------ ------!----------!---------- ------------ --------------
240 64! 153! 36073 16267D09. [').22B41)-12 
!------ ------!---------- ---------- ------------!--------------
260 01 2(:)3 231B6f.lBII ! 
!------ ------ --------_.- ---------- ------------!--------------
! 2B0 66 173 486:1.3 20931353! D.4[')52D-l1. 
------ ------ ---------- ---------- ------------!--------------
30[,). 22 67. 2(3167 mI2:IJI71! 0. 4~'112[)-1.1 
------!------ ----------!---------- ------------!--------------
32[,)! 65. 177! ~)6B17 23B9(31]:3(·'! 0. 14~54[)-·10 
------!------!----------!---------- ------------!--------------
:I II(')! 61! 163! ~j~5:'5B:5. 2:5BDMBe)! (~. ;~6(i):3[)·<1.:1. 
-------!------I----------!---------- ------------!--------------I 
36~1! 6:, 1~)7! ~56677 2~j(·3511l.1;~! 0. 477BD-l~'. 
------!------ ----------!---------- ------------!--------------
3Btl! 55 : 1.1.16! 55626 23B297';>';>! [1. 1 'i'MlD-l 1. 
!------!------ -------------!----------- ------------!-------------_. 
! 'Ielm! :SB 147! :'.W? 1.1 7 ~~~';~5H);599! ~). 76'19D····U 
1------1------ ----------1---------- ------------!--------------
! 42[,) 67 176 74(:)96 :31.130:1.9013 ! D.l'n:3D--ll. 
!------ ------ ---------- ---------- ------------!--------------
4110 50 13';> 61299 2{'122459! [').90411)-1.1 
------ ------!---------- ---------- ------------!--------------! 
460 91! 233 :1.(:)741:5. 46l32:I.IJ(,ll! el. ;!61111D--1.;.~ ! 
------ ------!---------- ----------!------------!--------------! 
40D 54! 139 66859! 2945(:)22[')! 0.7492D-1.2! 
------ ------!---------- ----------!------------!--------------! 
5tJ[,). 65! If:lV) 9tJ1.1l0! :lB('7<;>~;IIII! 0. 5~;1111D--12 ! 
------!------!---------- ----------!------------!--------------! 
!TOTALS! 1639 1 4255 1[')63259! 45B5994B3! 
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THE EXTENDED POW ELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYBRID 2 METHOD (Tau· 1.0D-06) 
----------------------------------------------------------------- r NV NI NI'" 1 NC 1 CPU FV 
------!------!---------- ----------!------------!--------------
4! 95! 197 340205! 0. 2170D-13 
------!------!----------
------------!--------------
20! B'J! 195 I.H~95 1236766! 0.1.5171)-lB 
------!------!----------
------------!--------------
1.10! B7! 2R)'J 13~:;6'l 23B9'JB0! 0. 3344D-13 
.--____ ~~~---1----------
------------!--------------
1 B~'; 71~,~:31.11.12! P). 21.1~5~',;D",,:I,:5 ! 
------ ------ ---------- ---------- ------------!--------------I 
80 303 623 50463 15462700! 0. 2260D-13 
------ ------ ---------- ---------- ------------!--------------
1(~0 50(303 153123'J6 ! 0. 61B4D-15 
------ ------ ---------- ---------- ------------!--------------
120 204 43l 52151, l56B4394! 0. 4271D-14 
------ ------ ---------- ---------- ------------!--------------
11.1~) 21VI, ~59'J! BI.II.I~';9 2 11791:)(,),;>6!' I~. :3139:m--:1.:5 , 
------ ------ ----------!---------- ------------!--------------! 
l60 215 466 75026 215136l47! 0.6429D-13! 
------ ------ ---------- ---------- ------------!--------------! 
1130! 340 703 127243 313363291! 0. 12291)-13 ! 
------!------ ---------- ---------- ------------!--------------! 
200! 326 706 141906 40694993! 0.6670D-13! 
------!------ ---------- ---------- ------------!--------------! 
220! 454 . 935. 206635 60t195231! 0.29213D-14! 
------!-------!._--------- ---------- ------------!--------------! 
240! 586! 1037 249917 0. 711H9D'-'16 ! 
------!------!--------_ .. ---------- ----------__ I ______________ ! 
260! 32l! 670 1741370 0.1.195I3D-"1:; ! 
------!------!-----,----- -------_ .. _,----------, ! 
! 2t10! 300! 621 171.15(31 0.3391D-·l.3 ! 
!------!------!---------- ---'------------- ! 
300! 607! 1274 0, 1'l3~m-13 ! 
---___ ----__ ! __________ ---------- - ___________ --------------1 
320 432! 13136, 2B4406 1354998713 0. 3296D-13 
------ ------!----------I---------- -________________________ _ 
3 IjC!) 7:56! 14'713! ~3H)n1B! l.~520~';161:l7 1 lil. :5f.,1.15[)-"1~> 
------ ------!----------I----------!------------ -----______ , __ _ 
360 11:3 7 ! 'n 2 329232! 97127 HW) 
------!---------- ----------!------------
3130 396 ! 021 3120Ii)1! 'l229B713(] 0.2272D-"13 
----------!------------ ---------.. _---,_ .. ,_ .. '--, ! 
1.111~:i ?19 36f:)~i1. 9! HJ929651.1:5 0.17l.lD .... :I.:' ! 
-', 
------!------ ---------- ----------!------------!--------------! 
420! 62B 12137 :'5'11027! :I.:~97R)I,:)~';::?:{.! 0. 1<IOD))'-':I.:' ! !------!------ ---------- ----------!------------I--------------! 
440! 677 l3B5 61071:)5! 1793030'J4 0.23130D-13! !------!------ ---------- ----------!------------ --------------! 
460! 927 1891 1371751! 255513540 0.30135D-13! 
!------!------ ---------- ---------- ------------ --------------! 
4130! 9136 2003 963443 2D29613913 0,136901)-l.4! 
!------!------ ---------- ---------- ------------ --------------! 
! 500! 526 10134 543084 161564541 0.391I3D-13! !--____ ! ______ ------____ ! __________ - ___________ I ______________ ! 
!TI3TALS!10745 , 22242! 7145370 21053B3609! 
. ! 
~---~-----
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~ 
THE EXTENDED DIXON TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYBRID 2 METHD (Tau m 1.00-06) 
---~ij-----~i--r----~?----r----~E----r-----~FG-----------Fij-------
!------ ------!---------- ----------!------------ --------------
:1. li) 100 ! 26113 ! 1237473 (1. 2167[)--2~) 
!------ ------!-~-------- ----------!------------ --------------
2~) ;,7! B 1 17~) l! 7~:i7;51.ID 1<1. 2BI3nD"-2~) 
------ ------J---------- -~--------!------------ --------------
6560! 291:'''1)26. 0. :361<120-20 ! 
----------!------------!--------------! 
b0 52 :1.:1.6 7(.376! ;52ll·:)n1! 13. ~~::;:HO--20 
----------1------------1--------------o· . 
n~)! 52 ll~5 9:5:[5! ll:1. 2ll::.~~)6! ('). BB72[)"-::'~0 
------!------ -----"----- ----------!----_._------!---------_._---
100 67 :I.~m! :I.:5:1.:m 6'12DI16'1! ~). :ml.01)-20 
------ ------ ----------!---------- ------------!--------------
120 H)~~ 221! 267 111 :1.177154'1! 0.116:',1)-1'1 
------ ------ ---------- ---------- ------------!--------------
H)6 . :l.llli)12~nil! ~). ~"67BO'<!~) 
------ ------!---------- ------------!--------------
! 160 76 ! :1.72 :1.16;l26l7 1 O. :l. l I27[)";19 
!------ ------!----------
1 Br) ::;7 ! 1:55 2443::;! :1.05275'17 0. 10250-.. 20 
. !------ ------!---------- ----------!------------
2D0 6[1 VII :~B3ll1!:I.1 066'12:5 0. D264D-·20 !------ ------ ---------- ----------!------------
! 2;W 1.16 1:1. ? ~? II nj;?! HVI 'J (, :1.t.1::~ 1<1. ::!D4l[) .... 19 ! 
!------ ------ ---------- ----------!-»----------- .. --.. -- .-. - ..... _ .. -- - ...... - --·--.. 1 
! 2'10 ~'i0 121 ~?fl:l.61! :l.2~.\fJlla9:3 O.lU.t.ID-l'1 ! 
!------ ------ ---------- ----------!------------ --------------! 
260. 5D 1:5'1 3627'1! l.532lI7:5:5 0.56640-20! 
------!------ ---------- ----------!------------ --------------! 
;1. (;) li) ! 1.11I! 1 PJ6 ~~'17f:lb! 127t12'172! n. B'16'1D-"2fJ ! 
------!------!---------- ----------!------------!--------------! 
43 ! H)6 . :319116! :1.:1679W~B! f:l. a<nrm'-2D ! 
------!------!----------!---------~!------------ --------------! 
:520! ::;:5! 127! 1I0767! :1.744379~'; 0.6/.l'l21)--2Ri! 
------!------!---------- ----------!------------ --------------! 
3 l1D! 49! 119 '1Il!')79! 171)J.716B ~). ;'!767D-1'J ! !. ______ ! __ .. ____ ! ______ . ______ .. ________ ! ______ .. ____ N ________________ ! 
:,M) ll6 ! 11 ~:; lit ~';:I. ~';! 17:·.Hl l 629 eJ. 22:57[)·...;.~0 ! 
!---~-- ------!---------- ----------!------------- --------------! 
! :5130 5"\ ! 1:51 . ll'l911! 216316I'HJ [l. :1.~~2'1[)--19 ! 
!------ ------!---------- ----------!-------------- --------------! 
! ll~)n 66 ! 1 ~37 62957! 26 :1.191187 0. L542[)-1? ! 
-1------ ------ ---------- ----------!------------ --------------! 
! 't2~) 1 7~; :1.77 7f.J~''il?! :5:1.6:5'1999 [:l. 22'160 .... ;.'0 ! 
!------ ------ -----.----- ---------_.-!--------------.--------------! \ 
t~lW ge) ?P.)7 91207! ;5fI742B2~"! D. :l ni4D .. -l <;> ! 
------ ------ ---------- ----------!------------!--------------! 
460 f:l7 2D:5. 935B:5! :59:576479! 0. 2425[)-1'1 ! 
------ ------ ---------- ----------!------------!--------------! 
4BB :1.06. 2lll!:t 1 l:illllli)! 1.1'1677892! ~). ;56f1~lD"-l9 ! 
------ ------!---------- ----------!------------!--------------! 
~) [:) D l m P.) ! 2 ~! '? :l.:1.t.1 7 :;~ ? 1 1.1'16 {, :I.l.11.I'7! (i). :lI3 :'; (, [) - l 'I ! 
------!---------- ----------!------------!--------------! 
TOTAL:'; 17~:)9 ! I.J(.:)I.J~:':; :1.{iJ~)BB(1~.)! 4~:.:;::.~BB2B35! 
! ! 
HE EXTENDED BEALE TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
Ymm) 2 METHOD (I ... "':: 1.01)- 0') 
-----------------------------------------------------------------NV NI NF NC CPU! FV ! 
------ ------ ----------!---~------!------------!--------------! 
2 14 32 ! 96 '! 76390! 0.55900-23! 
------ ------ ----~-----!----------!------------!--------------! 
~>0 :1.;5 ::16 ! 756 ! ~!4lI57f:l! ~1. 16D10"'2~~ ! 
------ ------ ------~---!---~------!------------!--------------! 
1.10 • 13 ;"9 ! 159'7 ! :m6D:5B! D. 12!'iR)D-22 ! 
------ ------ ----------!----------!------------!--------------! 
60! 13 4~1 ! 21140 ! 763~;:;~)! ~). 7:L710-23 ! 
------!------ ----------!----------!--_._--------!--------------I 
B0! j.3! 40 ! 3240! 10002B2! 0.67260-23 
------!------!----------!----------!------------!--------------
HJ0! H)! :3:5 ! 3:'53:';! 10:'HB01! 0. lIB<J70-';?1 
------!------!----------!----------!------------!--------------
120! 1:5! 1.13 ! 52m3 I l:'iB:513b! 0.6741f)-26 
------!------ ----------!----------!------------!---~----------
140 ! 43 I b063 I 1*34992J. I 0. <11.1270-23 
!------!------ ----------l----------l------------!--------------
I 1b0 I 13 41.1 ! 7m84 I 21~j~~746 I 0.39470-22. 
!------!------ ----------1----------1------------!--------------! 
! 1.130 I t:t, 42 I 76~32! 2:n79f~6 I 0. 7083f)-2;~ ! 
l------!------ ----------l----------l------------l--------------! 
2(~)(~! :1.~3. I.~::.~ I Bl.iLi2! 2~37~'54~5!~;! 0. 7~356[)-22 ! 
1------ ------!---------- ----------1------------!--------------1 
I 220 t:3 I 4':> 92B2 I 2f:l3691;5! 0.71250-22! 
!------ ------1---------- ----------l------------l--------------! 
! 240 1:5 I 41.1 :I. 06l~4! 322D0f:l5! ~). 4~.?2<J0"22 ! 
!------ ------!---------- ----------!------------!--------------! 
! 260 :1.3 ! 44 It484 3433763 I 0.31330-22! 
!------ ------1---------- ---------- ------------!--------------
2B0 :1.:3 44! 12:564 ;57067 l15 I ~). 32b20-~~~.~ 
!------ ------ ----------!---------- ------------ --------------
300 13 4~5 I l,3545 4~~45Hj8 0. lI246f)-22 
!------ ------ ----------!---------- ------------ --------------
I 320 t:3 4:':, I 14445 4317502 0.57960-22 
!------ ------ ---------- ---------- ------------ --------------
46 0. l,~)~38D· .. l. 9 
1------1------ ---------- ---------- ------------ --------------
I 360 I 1:3. 4~:; 16245 477:5'11.1~) 0. U.16D-·:'~(ij 
!------!------!----~----- ---------- ------------ --------------
I 380 I 13! 45 17145 5069496 0.66300-25 
!------l------l---------- ---------- ------------ --------------
! 400! to I 39 15639 4465412 0. 1959f)-2D ! 
•. l------l------l----------!----------!------------ --------------! 
! 420! :l.2! ~5:I. I 211.171 I 609:L3B:5 I 0, ~~:36'lD-33 I 
l------l------l----------l----------l------------!--------------! 
I 440 I 11 I 4~1! Hl9(..:3 I :560:5:1. n I 0.3;5f:l30-·1f:l! 
l------l------!----------l----------l------------!--------------1 
460 I 1;5! 47 I 21667 I 643~3522! ~l. lB560-2? ! 
!------1------1----------1---------- ------------!--------------! 
! 480! J.3! 47! 22607 672 f:l7!5!; ! 0. ~:ma00-2:~ ! 
1------1------1----------1---------- ------------l------~-------! 
! 500! 1.;5 I I.jf:l! ~'.(H34B 71.640~:)0 I ~). 1.I:I.~j7D·-23 ! 
l~-----l------l----------I---------- ------------l--------------! 
I TOTAL!> I ;5:m I :L 1.:l.1! 2'?1.2~j5 B6~5bB927 I 
."' ____ ... ___ . __ ._ I· 
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THE EXTENDED ENGWALL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYE::IUD 2 1,1ETHOD ("Ta. ... ::' I. C 'J)- 0 G) 
282 
--··-Nv'' .. ''''T--Ni''''-T----NF---·-T----NC----T .... ----CpU-··-- .... T .... --·---FV------T 
------!------!----------!---~------!------------!--------------! 
2! 8! 18 ! ~51.~ ! t>211.4! 0.00000+00! 
------!------!----------!----------!------------!--------------! 
20! 7! 2:1.!, l!lll! :1.3:HB~j! [3. P')(,J0~)D+eJ~) ! 
------!------ -----~----!----------!------------!--------------! 
{10! 9 25 ! HJ~~~5 ! ~~'15n:)! p.J. 0k10(11[)+00 ! 
------!------ ----------!----------!------------!--------------! 
60! B 25 ! 152~j ! 426210! ~). (J00lm+00 ! 
------!---'--- ---------- ----------I-------~----!--------------! 
00! 7 2:; 1863 ! ~520L5'1! 0.0000[)+00! 
_._--_ .... ! _. __ .... _-
---------- ----------!------------!--------------! 
HleJ! B 25 2~;2~'; ! 7rH 1[38! (!). [J(!)0(!)[)+0!3 ! 
!------!------!---------- ----------!------------!--------------! 
12PJ f:J 1 25 :l[,)~!'5 ! D202'n! 0. 00eJBO+00 ! 
!------ ------ ---------- ----------!------------!--------------! 
! 140 !3 26 ! 3666 ! '17()71S! 0.00PJ0D+0[3! 
!------ ------ ---~------!----------!------------!--------------! 
! 160 9 28 ! 450f:J! 1.23341.4! 0.000PJD+00! 
!------ ------ ----------!----------!------------!--------------! 
l.OO :1.0 ;W ! 506D! J.446[;);56! 0.0eJ0DD+(JD! 
!------ ------ ----------!----------!------------!--------------! 
200 B 26 ! 522b! :L 3'172'12! 0, eJ000D+00 ! 
------ ------ ---------- ----------!------------!--------------! 
220 0 2f:J b18a! 1645275! 0.0000D+0()! 
------ ------ ---------- ----------!------------!--------------! 
2110 . 8 2f:J 6748 ! 17'17730 ! 0.0000D+0rl ! 
------ ------ ---------- ----------!------------I--------------! 
2M) f:J 25' n;6?! 20162'75 O. 0[3000+0[;) ! 
------ ------!----------!----------!------------ --------------! 
280 7 ! 24 ! 6744! 1801171 p.0000D+00! 
------ ------!----------!----------!------------ --------------! 
3ClO 7 ! 2b ! 7B26 !. 2075614 0. O(300D+00 ! 
------ ------!----------!----------!------------ --------------! 
320 7 ! 27 ! [3667! 2:m77 68 0. [300elD+013 ! 
------ ------!---------- ----------!------------ --------------! 
3 l JO 7 ! 2B 'i'5 IJB! 2:Sl:l467 13,OI3000+[3P.) 
------ ------!---------- ----------!------------!--------------
360 7 ! 26 '1;,B6! 2:533'if:JB! n. (!)000DHJeJ 
!~----- ------!---------- ----------!------------!--------------
3f:l0 B ! ~~f:l 1066f:J! 2836175! (!).0000D+00 
!------ ------!----------
---------- ------------!--------------
! 400. O! 28 U22B ~!.'1Bl.'>'41! Cd.00(!)OO+00 I 
!------!------!---------- ---------- ------------!--------------
! 1I20! a! ;:.'f:! U700 :5jJI71~5S' 1 0.O(·Wlv.lD+0(3 
!------!------!----------
! 1I4~1! f:)! ,~f:l ! 1234a 3296997 D. 0000D+00 
!------ ------!----------!---------- ------------ --------------
! 460 8 ! 28! 12'1013 3 l I5{13;'>B D. 00(!)OD+O[3 
!------ ------!----------!---------- ------------ --------------
4f:J0 a ! 213! 13{~6f:l! :3:'5.t70~50. O.Oo(!)oo+oeJ 
!------ ------!----------!----------!------------!--------------
! 500 B ! 29! :I.{J~j:?'9! ~57b~:5(i4~5! 0. e)(~(.j0D+0~3 
!------ ------!----------!----------!------------!--------------
! TOTALS 20~;! : 6a:;! 17f:J~;:5'1! 1176'1,',[36:5! 
! ! ! 
HE EXTENDED ROSENBROCK TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
YBRID 2 METHOD (Tau· 1.0D-(8) 
---N·V-----N i-··-----Ni::: - ----... -··-Ne -···--T - -'-' ._-c Fij-'-- -T .. - .... ,--, .. FV' ... - - ... -.", T 
------!------!---------- ----~-----!------------!----~---------! 
2! 3~!'! 71 21.:5 ! B777U! 0. J.7B~:m·-27 ! 
------!------!---------- ----------!------------!--------------! 
2m! 2D! 40 ,lDD8 ! 2B55D6! 0.3973D-23! 
------!------!---------- ----------!------------!----~---------! 
"\m! 29! 6::; 2665 ! 743699 D.3412D-22! 
''''-''''-,--! -:..--"""" ! ---'''''-'--'--'''' 
----------!------------ --------------! 
M~! 2:~! 61 3721! 9D5361 0.6303D-34! 
------!------!---------- ----------!------------ --------------! 
81~! 2:1.! 57 1.)617! lH)9:m:, D. l.l.176D'-2R) ! 
,,'------!------!---------- --,--------!--"----,-----,- -----_ .. _-----_.-! 
! 100! 21.1! 6"j ! 61.161.)! :I. ~';9R)'l'?1.I ('). 2:1. ;52 D"";,! 2 1 
!------!------!----------!----------!------------!--------------
! 12D! 24 66 ! 7')B6! :1'1 5 !Jf3!3(i) ! m. 14H)[)-20 
!------!------ ----------!----------!------------!--------------
1'lm 24 66 ! 9306! 22~~1479! O. 1911D'-2~'; 
!------ ------ ----------!----------!------------!--------------
lMJ 22 6~';! :1.(!Jl16~5! ~"12B7RlB! O. In):3[)'··~'9 , 
------ ------ ----------!----------!------------I--------------
Ion 21 61.! :l.H11.1l! 2~'j~"I~~;,>6 O. ~!~)~;3D-:m 
------ ------ ----------!----------I------------ _____________ _ 
200 24 68! 13668 3348231 0. 3133D-19 
------ ------ ----------!---------- ------------ --------------
220 22 65 1 :1. 4~5b5 O. 46~jB[)-2') 
! -,-" .. '--,,- -----~.----J---------- ",,"" """"-""-""'-""'.'--"" ! 
! ~?ll [') ")'") ",'- ..... IJ. :'5~~? :1. D· .. ,:3I') ! 
! "" .. " .... _-" .. ----~-----!---------- ------------!--------------! 
260 ! 6l1! :1. 671')<1. 3B:36773! li). 632D[)'-22 ! 
1------!------ ----------!----------!------------!--------------! 
2130 2Rl 63! 17703! 396H9(,tI! D.2'1513D-1B! 
!------ ------ ----------!---------- ------------!--------------
300 20 65! :1.9~565 4:5:l.6647! IJ.13571)-·10 !------ ------ ----------1---------- --__________ !--------------
! ;5211 21 67 ~.):l:";D7 ')f:)6:3774! n.9IiJ9RlD .... 2I') 
!------ ------ ----------
---------- ------------!--------------
:H0 :~1! 71 242:1.:1. . 5:'5~3~:)6~:)I.~! 0. 1619D-33 
!------ ------!---------- ---------- ------------!--------------
! 36m 2l! 67 2'1lf.J7! 54!37[169! n. 1~!.77D-24 !------ ------!---------- ----------!------------!--------------
:';f:)0, 21.! 6B ~>'~")f.)B! ~m26771! 13. :59:~9D-2Ii) ! 
!---.--.-!-----~!--.-.-------!----------.!---------.---!---_._-------_ .. -! 
! '11·')(1 1 2:L! 67 1 ::~<'>D67! 6IiJ7;no~)! (i). lIMI~';[)-"2:1. ! 1------ ______ ! ___________ - _________ --___ . ________ ! ______________ ! 
' .. ' 
420 22! 73 :3073:3 6051.1099! 0.62!3DD-29! 
!------ ------ ---------- ---------- ------------!--------------! 
440 24 70 34390 77!35725! 0. 1629D-2D 1 
!------ ------ ---------- ---------- ------------!--------------I 
! '16(3 27 H'I :':107:"1 '1:1. 2722'1! 0. 6:597D,,,,2::; !------ ------ ---------- ---------- ------------!--------------
4130 24 79 37999 B562B69! 0.2030D-27 !------ ------ ---------- ---------- ------------!--------------
5no 25 00 1.10DOB 9:1.4965(,)! 0.2636D-21 
!------ ------ -----.. _---- ---------- ------------!--------------
! TDTALS, ~59~'; 17~H! l)6lJl.193 1.Ii)~:):59"1::.;9~'.;! 
------ ------ ---------- ---------- ------------! 
283 
THE EXTENDED WOOD TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYBRID 2 METHOD (Tau· 1.00-08) 
" .. -·"NV-"" "" ._-Ni··"·- ""." "·""··N·,:::·"· ""- - - ... --" .. N'i::''''' ." ...... ,," """" "" -.. " C I,;i:j"" """" ... "" .- .. " ""- - ""i"v··· " .......... "", 
! ._----- ! ------ ----~-----!------------!--------------! 
! 4 34 77 :m5 ! 1417(i):1.! 0.12330-·21>! ! --""--- ------ ----------!------------!--------------! 
LL8 2478 ! 7537;H! 0. 916'10-2~'. ! 
------ ------ ---------- ----------!------------!--------------! 
40 5'1 129 ~,289 1613B'i'8! 0.6;;n80-21! 
------ ------ ---------- ---------- ------------!--------------
6(i) B:I.. 17:5 :1.(.) 67:'j :5~'.17V.IBlI! O. i.6310·,,·2:5 
------ ------ ---------- ---------- ~-----------!--------------
130. B:'j H17. 15 lA7 4~57 1 ~5(~9! cl. 7 6BbO-·~'.~' 
------ ------ ----------!---------- ------------!--------------
100 1013 231.! 23331 69115(39! O. 54490-2~'. 
!------ ------ ----------!---------- ------------!--------------
120 1~~5 266! :,21136 977'1676! O. 15B2D-2{1 
------ ------ -----------!---------- ------------!--------------
1;'10 1;'17 :309! ;'1;5:56'1 132H)76:5! IJ, ;'1l.530"·~~0 
____________ ----------1---------- ------------!--------------
160 l.b~j :H7 ~.'j::jB67! 1MI:5:'5f:l71! 13. 7:1.rm"<'~7 
------ ------ ---------- ----------!------------!--------------
1f30! 1,«5. :5"1:.) 62"\1.1::;! 1B67562~,! <D. 2PJ20D-;n. 
------!------!---------- ----------!------------ --------------
200! 204! 426 85626! 2b353408 0.11560-1(3 
------ ------!---------- ---------- ------------ --------------
220 202! 424 9:5704 2137135140 0. 7469D-21 ! 
------ ------!------------ ---------- ------------ --------------! 
~!l.lm 202 ! 424 102184 3:1. :1.5b77~:j El, :1.~:)27[)"··2:1. ! 
! ""_.,,"",,.,,"" 
------i---------- ---------- ------------ --------------! 
! :~b0 249 ! ~'il.I3! 13:'j:l.98 4l.0:524:1.7. 0.532:1.D-2:1.! 
! """" .... _--
------!----------!---------- ------------!--------------! 
280 24(3 ! ~:'iO:l.! 14(')781 ·'l2B96~'j:l.1! O. :56:570",,21 ! 
------ ------!----------!---------- ------------!--------------! 
3l~0 229! 4B7! 146587 43 '127;'1 B:"j ! O. 660(3D""2(~ ! 
------ ------!----------!---------- ------------!--------------! 
:520 261.1! 5:53! 177~H:5! :5'1;548709! 0. 12~):m""19 ! 
------ ------!----------!----------!------------!--------------I 
:51.10 19;'1! 4:1.:I.! :llJO:l.:'j:l.! 4~'.41.!21.1(.1;5! ~). :5:n7D",,2p.I ! 
------ ------!-----...... --_.-!------_._--_.!----------_._-!---_. __ ._---_._---! 
36(3 :I.:"7! 296 1D6B:"j6 :·5:1.779~':l.a! 0. l66nD"";~(;) ! 
!------ ------!---------- ---------- --------_._-- --------------! 
380 152 ::326 12lJ~~I:)6 :569797:1.9 D. ,11::j51)· .. 21 i 
------ ------ ---------- ---------- ------------ --------------! 
"100 1B9 401 16013(;)1 4B207B21 D.44B20-2:1.! 
------ ------ ---------- ---------- --------_._-- --------------! 
420. 228 479 201659 60552289 0. 10160-19 ! 
------!------ ---------- ---------- ------------ --------------! 
lJ40! 245! 5l4! 226674 68577055 0.:5:1.960-20 i 
------!------!----------I--~------- __________________________ ! 
{160! :l.20! 2ni.~! :1.:50S'24 1 :513<'>7271:)6 (3.6;,2:m .. <.':I.! 
------!------!----------!---------- ------------ --------------! 
{!B0! 1.~)5! ~,;37 1. ('2!!197 47676922 0.11nO-l'?! 
------!------!---------- ---------- ------------ --------------! 
500! 2:56! 499 249999 750('94b0 0.24240-20! 
------!------!---------- ---------- -_._-----_._-- --------------! 
!TOTALS! 4275 ! 9064 2636:532 794l.B77B:5 
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lE EXTENDED MIELE & CANtRELL TEST FUNCTION 
[TH ANALYTICAL GRADIENT 
BRID 2 METHOD (Tau· 1.0D-08) 
NV NI NI'" NC 
!------ ------!----------!----------
4 7 r.:· I .., . 1.136 ! 
!------ ------!----------!--------_.-
! 20 l.(a~5! :~43!. ~ij.0~:) 
!------ ------!----------!-------~--
4~) 7«) ! 619:1. 
!------ -!----!----------!----------
6~) 1.16 ! 1:;'1:) ! 71300 
CPU FV! 
------------ --------------! 
425942 0.25070-11! 
------------ --------------! 
2234994 0.0055D-12! 
------------ --------------! 
2056566! 0.26B50-12! 
------------!--------------! 
;52Bb7H,)! I:). ;5290D-·1.:I. ! 
------ ------!----------!---------- ------------!--------------
130 ! 55 ! 125! 10125 1.16ol;35o.;~~ I 0.12160-1l. 
------!----------!----------
------------1--------------
100 69 i UN i 7935723! 0.0933D-ll 
------ ------!----------!---------- ------------1------------_·-
l21J 67! 169! 2R)1.11.19 BWI.61;,>lj! ~1. ll1.~j20-U. 
--_._-- -""----!----------!---------- ------------!--------------
11.10 79! ;"(!)!'; i :wn)!'; 12:',!:;1.1992! (-). 7.t tl!,,;[)-.t2 . 
------ ------!----------!---------- ------------l--------------! 
160 69! 167 i 26BB7. U.13H%:L6! QI. 2'J13:SD-ll. i 
------ ------!----------!---------- ------------!--------------l 
W0 6B ! 169! 305B'J 1;!90B~j61! D, 6~~4BD-11 ! 
------ ------ ----------!---------- ------------!--------------! 
2130 BB ;!1.16 i I.IS' 4 1.1 6 2(00;j37:267 i I:). 1742[)·-:i.l. i 
------ ------ ----------!---------- ------------!--------------l 
22~) 6:1. :1.6(') I :5,';3613 1::i:l.79!Je):1. I 1:1. 'J6L3D""U. ! 
------ ------ ----------i---------- ------------ --------------1 
21.J~1 . 713 0. 933I.JI)"":L 2 i 
------ ------ ----------!---------- ------------ --------------1 
2b0 74 2B0! 5220D 2:1.952330 0.t324D-10 I 
------ ------ ----------i---------- ------------ --------------
2130 43 113! 31753 136401335 D.5761D-:l.l 1------ ------ ----------1---------- ------------ --------------
;500 19 (,(!)! HHl 6 I:) 72BI.17Hl 1 13.1.13'?9[) .. ··U, 
!------l------ ----------!---------- ------------ --------------
I :52()! (,0; :1.77 I ol6B:1.7 21.122;532;5 P). J.l.J51.1I:)""H'i 
!------!------ ----------!---------- ------------ --------------
31.1\3 I 7(.,! 2~?e) I 75132(3! ;316I.J~?'''.)7 0.6BOS'D-U 
!------!------l---------- ----------!------------ --------------
3b0 I 63 I 157 5b677! 25253977 0. 47713D-12 
1------ ------!---------- ----------i------------ --------------
! 3Br:l ~j~:i! :tt.~b ~:i~:;6:~b I 24(·3t1!:.:jl::~6 el, l.96({)D··~1:L i------ ------i---------- ---------- ------------ --------------! 
! I.Hj~) :5~,! :1.1.12 0.)691.12 ('). 7<J7:5D .... l:l. i 
",.!--____ - _____ ! __________ 1 _________ _ 
------------i--------------i 
I '12e) n :1. '?O a:n:'lB :505I3Bl.~51.17 I (Cl. 97n41)·-1.l ! 
!------1------ ---------- ---------- ------------!--------------l 
I '140! 613 1056 6B796 29553026 I 0.20020-11! 
------!------ ---------- ---------- ------------!--------------! 
l160! ~;3 1 ;36 626S'6 2n5~;;:l.767 I (7.'.317BD·-u'! 
------1------ ---------- ---------- ------------!--------------! 
llam I 67 :1.66 I 79(31.16 ;3~3;:,2:1.6(3:~ I (7). :l.B')o5D .... ll:i I 
------!------ ----------1---------- ------------1--------------1 
50~1! 9B! 2BB i 1.I.J42BB b(32fj7:n2! ~1. 5;31.1.1D .... 1.1 I 
------l------i----------!---------- ------------l--------------i 
TOTAL!3 i 17:1.f:l ! '1476! :ll.~?'bl3mO 4B2f.)39~3~::j7 ! 
, i 
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THE EXTENDED POWELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYBRID 2 METHOD (Tau a 1.00-(8) 
------------_._. --------------------_. -------------------------------! NU NI NF NC CPU FU !------ ------ ---------- ---------- ------------!--------------
4 197 3629(!)6 ! 0.217(1)-:1.;" 
!------ ------ ---------- ---------- ------------!--------------
! 20 128 273 5733 1790810! 0.24961)-14 !------ ------ ---------- ---------- ------------!--------------
40 128. 270 11070 3444533! 0.2152D-13_ 
!------!------ ----------!---------- ------------!--------------
60! H16! ;5'n! 2lI217! 7~~U.~5;57 (). lI29BO'--L5 
------!------!----_._----!----------
B0! lB0! :'>m! :30B{,1 9 l1606PJB 
______ ! ______ ! _____ L ____ ! _________ _ 
100! 279! 5B3! 58BB3 17970311 0.95260-14 
------!------!----------!---------- ------------ --------------
120! 252! 529! 64009 19357646 0.3(441)-13 
!------!------!----------!---------- ------------ --------------
! 140! 302! 627! 88407 26594646 0.5(721)-13 
!------!------!----------!----------!------------ --------------
160! 317! 664! 1D6904! :52D509!;i7 [1. 2D0bD":I.~~ 
!------!------!----------!----------!------------ --------------
! 1B0! 3{,ll! 7~51! 13:i931! "112'1:1.512 D. l'n~)D--13 
!------!------!----------!----------!------------ --------------
! 2Dl3! 38[~! 7a"l! 1::i75f.lll! lI7:323:5{,B Pl.1b3bD-13 
!------!------!~---------!----------!------------ --------------
22R)! ~51{a! l.(N("! 2:5l.l.66 1 6B~'.;;r;52:"9 B. n!'5f.1~5D .... lll 
! ____________ ! ___________ 1 ___________ ------------ --------------
! 240 4B7! 999 24Pl759 7204B493 0.43B70-20 1 
!------ ------!---------- ---------- ------------ --------------
2{'0 576! 1175 30{'675 9175f.l977 _ 0. 324DD-13 
!------ ------!---------- ---------- ------------!--------------
! 280 295! 614 172534 5B7107B3 i 0.61B1D-14 !------ ------ ---------- ---------- ------------!--------------
:mm :5(3{' 6~'i:I. 19~59~5:1.! ~5b36:51!N! (i).67B7D--l:·'_ 
------ ------ ---------- ----------i------------i--------------! 
:52B 1 6~j9 L:lll~~ tl:3(;)702! 129Bb7';>;5t!! (1. ~';::'i:l7[)·'-:I.l1 ! 
----------!----------!------------!--------------
3110 736 :l.4?B! 510B1B! 1524134(192 i Pl. :56l15D--l:, 
----------!----------!------------!--------------
147b! 532B3{,! 15?5292B3 (1. 2792D-13 
----------!----------!------------ --------------
lll9 !36B ! 
1------ ------ ----______ I __________ ! ____________ --------------
IH~ (l! lII.l ~'; ') :I. ? U, fJ ~H '}! :1. :1.(;)(;) (., ~.)(;) '" (., R). :I. 7 U. D··· :l ;, 
------1------ ------____ ----------!------------ --------------
42(,)! 460 9~';2 4[~(l7<n! U.f.l7'?~:;lI17 m. 1.(;)351)-1:-, 
------!------I---------- ----------·1------------ --------------
440! ~551 :1.l.~33 499653! lJ~875~5:~~'53 0, 32b:l.D"-1~5 . 
------!------ ---------- ----------!------------ --------------
46Pl! ~i26 HHVI 49972'1! 1l!9(~5:5S'1(3. D.1BB0[)":l4 
------!------ ---------- ----------!------------!--------------
40D ~:;7~) :I.:l.71! ~j6:32~';:I.! :1.6BR)'?7R)112! (,. ::!~';'?4D-'-:l.:" 
" ...... " .. __ .". "M .... _ • __ • _. • ........... _ ... " _.M _M_"" _ .. M .. ! ._ ........ 'M' 'M' _ ................ ! .... "MM" .... M ... __ .... M •• M .. _. M .. ! .M .... ' "" ... " ,_ " .. _M .. 'M'M" .. " .... _ .M. 
:I. O!VI ! 
------ ------!----------!----------!------------!----------~---
TOTALS 104Dl! 2:1.46B! 6511836! 1943447172 ! 
1 
------ ------ ---_ .... _---- --------_ .. " -------_ .... _-_. 
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HE EXTENDED DIXON TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
YBRID 2 METHOD (Tau a 1.00-0B) 
---~ij--r--~i--r----~~----r----~E----------EFG-----------~ij------r 
------!------!----------!----------!------------!--------------! 
1(,)! 1(,)B! 23B! . 261H! 1166162! ~). 21670-20 ! 
------!------!----------!----------!------------!--------------! 
213! 37! Bl 1 17(·H! 71.1777B! D. :W13(3[)····:.?I') ! 
------ ------~-------.---. ---~-----.-!-----.----.---!--------------! 
I.Hi) 71.1! 1(,1;) 6~5MI! ~'.B~m:l.Ml! e). :'60~.'I)-·213 ! 
------ -..----_ ... ! ----_._--_ ... - _ ........................... _ .... ! ................... _ .... _._._-..... ! .... -. __ . __ ._ ........ - .............. ,. ! 
60 1::-'" I .JA.. • 116 7(')76 3129017! 13.2331D-20! 
------!---------- ---------- ------------ --------------! 
52 , 115 . 9315 399B530 0.BB720-20! 
------!----------!---------- ------------ --------------! 
67 ! 150! 15150 63431380 0.30100-2(')! 
------!--------_ .. _!-----_ .. _--
l~.'I'). H):,! 221! ~'>674:1. :I.l.6:57';>21 t:l. :L16::iD·-1'i' 
------ ------!----------!---------- ------------ --------------
llW l.(!)6! 227! :'I2007! 1 :51334677 1'), 567BD--20 
------ ------!----------!----------!------------ --------------
160 76! 172! 27692 11493519 13. 1427D-19 
------ ------!----------!---------- ------------ --------------
IB0 57! 135! 24435 104313723 ('). 1023D-20 
------ ------!----------!---------- ------------ --------------
2r)13! 60 1.11l.! :;~834t :I. :l.79~'iD?3! n. 0~'.MD··-20 
!------!------ ----------!---------- ------------!--------------
220! 46 11.2! 24752 1f.)5j.71~'j8! (3. 2841D·-19 
!------1------ ----------!---------- ------------!---------------, 
! 240! ~%) . :1.21 1 ~:'9l.bl 12::;3711.3! 13.1:1.lAD-:1.9! 
!------1------ ---------- ---------- ------------!--------------! 
26(~ 1 ,51'!. :1.;'5'1 3627? l"i~.~l7ll::il 1 R). ~.;6611D····2~1 ! 
!------ ------!---------- ---------- ------------ --------------! 
280 44! 1136 29786 12641490 0.B?69D-20! !------ ------!---------- ---------- ------------ --------------
! 3013 43! lOb 319136 135061139 0.8920D-20 
!------ ------!---------- ---------- ------------ --------------
320 53! 127! 40767 17327386 0.(4421)-20 
!------ ------!----------!---------- ------------ --------------
! Mf<). 49 1 :I..1.9! 4~1,S79! Ib91.l3(!)~'; (~. 2767D--1.9 
1------ ------ ----------.-!-----------!------------- --------------
:It, () 1.1 6 1:l 5! /.I:L :51 ~:i! :I. 6 9 ~'j ~'i {13 2 (:). :~:~;37 [).-.;w 
!------ ------ ----------!----------1------------1---------------
3013 :54 131! t\991.1.! ·212B7922! (').1''.2';>D··-l9 
!------ ------ -----~----!----------!------------!--------------
1.1(.:J[3 66 1:57! 62'i'~'i7! 2";0:';22:1.7! D. L51.1:.W-:!.? ! 
1------ ---.--- -----------1----------!---------·---!--------------1 
,.! 1.1213 7~:i j./7! 7fl"i:!.7! :5:I.:;'3:1.(!)~54 D. ;.';:'.'U,[)··-2(:) ! 
!------ ------ -------___ ! __________ ! ____________ --------------1 
4413 90 207! ?12B7 3'i'41:1.355 O.1954D-19! 
!----~- ------ ----------!---------- ------------ --------------! 
4613 87 2133 935H3 3H7753:!.B 0.2425D-19! 
------ ------ ---------- ---------- ------------ --------------! 
400 1136 240 115440 49t:l05193 .0.3690D-19! 
------ ------ ---------- ---------- ------------ --------------! 
5Q)()! H)(i) 22'1:1. :1. 4729 1.19:59:1. 7(i);:1 (:1. Hl::i6[)-·:I. 9 ! 
------!------ ---------- ---------- ------------ --------------! 
TOT(.,LG! 1. 7:')9 1058805! 440003674 
! 
287 
THE EXTENDED BEALE TEST FUNCTION 
WITH ANALYTICAL GRAOIENT 
HYE:F<lD 2 t~ETHOD ("'0.'" :. ,.0 'l) - oS) 
288 
---NV-----NJ.--'----NF-""--'----Nr5-""-·-,----·-CI"i:i-·--"-T--·--·--rv--·--·--T 
------!------ ----------!---~------!------------!--------------! 
2! 14 :·,2 ! % ! 76:,9RI! 8. 5~598[)-~~3 ! 
------i------ ----------!----------I-------------!--------------! 
28! 13 :56!. ni6 21111578! 0.1.681D-23! 
-------! ------ -----_._---! ----------- ---"---------! --------------! 
48! 13. 39 ! 1599 506S:m! 8.12500-22! 
------!------!----------!---------- ------------!--------------, 
. 68! 13! 4p') ! 21140 76:3~;30! el.71711)--23 
!------!------!----------1-----------1------------,--------------
! 80! 13! 4el ! 3::2'W! H)8vJ2a2! el.67260-2:5 
------!------!----------!----------!------------!--------------
108! 18! 35 ! 3535! 1!a:H8tH! el.4(-)970-21 
------!------!----------!----------!------------!--------------
128! 13! 43 ! 5~~03! 1:';83136! (3. 6741[)-26 
------!------!----------!----------!------------!---~----------
140! 1.:5! 113 6(36:3 1f:1 11992J.! (3.911270-.2:, 
------!------!---------- ---------- ------------!--------------
168! 1.3! 44 7884 21507 1 6! 8.3'J470-22. 
------!------!---------- ---------- ------------!--------------! 
! HIO! 13! 42 7I.>(3~:' 2:517'1[16! 8.78830-22! 
!------!------!---------- ---------- ------------!--------------! 
! 20~)! 13! I~~.~ a41.~~.~ 257~5l~~5~;! 0, 7856D~-2~.~ ! 
!------!------!---------- ---------- ------------!--------------! 
220! 13! 40> 1 92a2 2a:56'713! 0.71250-22! 
!------!------!----------!---------- ------------!--------------! 
! 2t10! 1:,! 4tl! H%0 11 32:~t30a!5! r~. 42290--22 I 
,------!------I----------!---------- ------------1--------------
260! J.:3! 41.1! U.lIBII I ;5 l l:5;5763! f). :31330·-,?2 
------l------l----------!---------- ------------1--------------
2a0 13 ! 44! 12364 3706745! 0.32620-22 
------!----------!---------- ------------1--------------
30el 13 ! 45! 13545 4045188! 0.42460-22 
------!----------l---------- ------------!--------------
320 13 ! 45! 14445. 4317502! 0. 5796D-22 
! ------ .. - ------!----------I----------!------------!-------------_ 
34D 1.3 ! 116 1~;;686 tI5B(1vYI1! Yl.15Df:1D--1.9 
!------ ------ ---------- ----------. -------~----l--------------
360 13 45 16245 4775445! 0.11160-30 1------ ______ ___ ~~----- ______________________ ! ______________ I 
3B~) 1.3 II~i 17J.tI~'j ~'jt-J69l1'J6! 0. b63(·3D"-25 
------ ------ ---------- ---------- ------------!--------------
4~W) Hl· :5<}! 156;59. 4116:i I1l.2! f), 1 'i!:;9D·-2r~ 
------ ------I----------I----------!------------!--------------
4~~el 12 ! ~i1! 21471! 60'J:l385! ~J. 33690-33 
------ ------I----------!----------!------------!--------------
440 l.:1.! 113! l.896:5! ~5('0~:i192! D.33a3D-If:l! 
!------ ------!---------- ----------!------------!--------------! 
libel :1.:5! ll7 2J.667! 611:5(~5~!.2! D. :U3~:;6D·-29 
!------ ------!---------- ----------!------------!--------------
48D 13 ! 47 226D7 ! D. 58800-2~) 
!------ ------!---------- ----------!------~-----!--------------
! 500! 13! lIB 24k14a! 7164m30! D.4157D-23 
!~-----!------!---------- ----------!------------!--------------
! TDTAU;! :5::,(1)! :1.1.:I.:l ;~912:5!)! l'16:)bI3927! 
! 
·' ... , 
THE EXTENDED ENGWALL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYFmXO 2 METHOD (ie\u::, 1.0 J) - 0 g) 
289 ' 
---N';-----NI--,----NF---------.Nc----, .... --· .. -cpij-.---,· .... -----F'v------,· 
1------1------1--------_·- ---~------I------------I--------------l 
1 2 1 B 1 Hl 54 1 6211'1 1 0.00000+00 1 
1------1------1---------- ----------1------------1--------------1 
1 ;,~ml 7 1 2:1. {14:1. 1 :l.3:51B5 1 B. BBBBOHlB 1 1 .... -----1 ---.. -- ----------1------------1--------------
1 '1(:) 1 'I 1025 295915 1 0.BB000+0B 
1 ---.--- 1 :..-----
---------- ------------1--------------
60 1 B 25 1525 'I2621B 1 0.00000+00 
1------1------ ---------- ---------- ------------ --------------
1 80 1 7 2:~ 1863 5201:39 0.00000+m0 
I-----~I------ ---------- ---------- ------------ --------------
1 1P.J0 1 B 2~; ~l:'i~.~~'i 701.1108 t). D~l(:)0D+Df~ 
1------1------1---------- ---------- ------------ --------------
1 12fJ 1 B 1 25 3m25 B~!eJ~.~n 0.00mf3D+0YJ 
1------1------1---------- ----------1------------ --------------
1 • 1 '10 1 B ! 2{) 3666 1 't7071B m. mOfJDO+Dk1 . 
1·------
------1---------- ----------1------------
160 9 ! 2B 4508 1 0.D000D+013 
1------
------1---------- ----------!------------
HJ0 HJ 1 :W 1 5068 1 1446036. 
1------ ------1----------1----------1------------1--------------
200 B 1 2{" 1 5226 1 1397292 1 0. v.J00~JD+00 
!------ ------ ---------- ----------!------------!--------------
! 220 f:) 28 61B8 1 1{"45275 1 0.00000+00. 
1 ----- .... ----------!------------1--------------
2l~0 8 28 67118 1 1797730 1 0.00000+0vJ 
1· .. ----- ----------!------------!--------------
2611 75{"9! 20162't5! 0. 000YJO+00 
------1---------- ----------!------------!--------------
2B0 7 24 67{14 1 1B0l171! \3. eJ001aOi·0YJ 
------ ------ ---------- ----------!------------I--------------
3130 1 7 26 7826 !. 2PJ75614! 0.00000,',00 
------1------ ---------- ----------I------------!--------------
320 1 7 ~~7 8667 1 2:507768! 0. f30000+(~l~ . 
------!------ ---------- ----------!------------I--------------I 
3'10 1 7 ::!O 95 l1f:1! 2~:;U.4{"7! ~). D(j0RlD-H3~) ! 
______ ! _______ I __________________ 0 __ 1 ____________ ! ______________ ! 
360 7 26 93B6 2533900! 0.00000+00! 
------ ------ ---------- ---------- ------------1--------------1 
380 B 2B 10668 2B36175 1 0.00000+00 
!------ ------ ---------- ---------- ------------!--------------
ljl~0 B 20 1122fl 29Bl.?41!~)' 00D0D+00 
!------ ------ ---------- ---------- ------------!--------------
! 420. 8 2f:l 1 U7B8 3:I.lJ7l.~5't! 0. 0('J00D+I~0 ! ____________ ----------1---------- ____________ ! _____________ _ 
44~1 f:) :t.234fj ~,2't6't't7 ! ~). 00f3l:10+00 
------ ------ ---------- ---------- ------------!--------------
460 8 28 12908 3454338 0. 00000+0YJ 
480 B 28 13460 3517850 0.00000+00! 
------ ------ ---------- ---------- ------------ --------------1 
500 B 2? 14529 3765945 0.0000D+00! 
------ ------ ---------- ---------- ------------ --------------! 
! TOTALS 21:J~:;. ~ 68:5 1785:59 {176961%5! 
____________ 1 ______ ---- _____________________ _ 
THE EXTENDED ROSENBROCK TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYBRID 3 METHOD (t·lu "' 0.1 '. LaMbd,) "" l. DD·-ml) 
NV ! NI! NF ! Ne: ! CPU ! FV 
______ !------!----------I----------!------------!-----_________ ! 
2 1 :;:; 7:1. ! 2),:3 ! ';>:I'n~.)! Rl. ~5(.,lle)[)-·j'l ! 
------ ------ ----------!----------!------------!--------------! 
20 ~~:'.; ~57 ! U.97 ! 29711~i6! RJ. ?9~}7D-·2(i) ! 
------ ------ ----------!------------l-------------!---------·---·--.-~ 
4 0 ~.~ (., ~l '1 ! ;:.~ III 'I ! 5 H ~.; 1·1 ~5 6! ('l. :')lW:5I) -. 2 (i) ! 
!------ ------ ----------!----------!------------!--------------! 
! bv.) ::.~~·3. ~5(7 ! :·5~:;(?9 ! B:I.7~::j9(~)! (~), ~522?D-·2(·~) ! 
!---~~-:---;;-:----~--;;-:-----;;;;-~~---;;;;;;;-:---;:;;~;~=;;-: 
1------!------!-------·--·-!------------!-·--------·----!--.--.~--------.-
! H'l0! ;:~3! 6~5 ! 656~.;! :l.4:1.2797! 0. :5:3'1elD-22 
!------!------!----------!----------!------------I--------------
! 120 24! 67 ! H:l.RJ7 1764RJ42! el.876BD-3RJ 
!------ -----.-,-----~-----I----------- --------------1------·---------
1.110 ::?2! 6lI 902 11 :1. 9:3'l~~72 I (.;). :1. t B!:iD-:5:5 
!------ ------!---------- ---------- ------------!--------------
! 160 27! 73 11753 2587812! el.:I.'l56D-:l.8 
!------ ------!---------- ---------- ------------!--------------
180 28 I 76 13756. 3021416! RJ. :1.2420-22 ! 
-----_. ------!----_._---- _._----_._--!------_ .. _--_.-!--_._-----------' 
2(')(;) ~.~B! 77! :1.~';477! :n'r5:1.:52! D.119f.,9[)-2:5 
__________ . __ I __________ ! __ . ____ . ____ ! ___ . __________ ! _________ . __ .. ____ _ 
2:W.:l.9 ~';'?! t:50:5')! 27:56f.,1::I! n.2bt,e)l)-22 
------!------ -----------!._---------!------_ ... _--_._!--------------_. 
240! 2~~ (,I;)! 16:mB! 3~jB~S72D! R).7::l7:;[)--20 
-_._---!------- ----------!---------- --------------!------_._--------
26f)! ::~3 6') 1 HlDO'J :!)BR);lI1R)6! (I). ;:.~2:;11D··-2l. 
------!------ -----------!--.-------- ----_._------1-------------- 1 
2f:l~)! ~.~:5 6'1! :1.'130'1 lIU.0~';'?7! D. :1.C,lB[)--19 
------1------ ----------!---------- ----~ _______ !--------------
300 23 ! 72! 21672 4537707! el.1839D-19 
------ ------!----------!---------- ~-----------!--------------
3~.~0 ;:~:3! 7:1. 1 22791 117'?:lBe)~'; I D. 2('9~';[)-2(.J 
.!-----_.'- ------!-----------... _-!------------!------._ .. -.-.--.·--1----·---_·_-_·_----
:5'113 ;W! a::;! 2D'lB~';! 6:1.:1.2'?1~';! [;). :I.:3lI<J[)··-2D . 
!------ ------!------------!-----_._---!--_._-------_._!---------------
3t;D! 2B! B6! ~Hn.:16! ('~Hll;!).'JB! D.167'1[)-2f1 
----- __ ! ___________ .. ______ I. _______ .. ___ ! ______ . ________ !_. ____________ _ 
30[;) ~~B B6 :32766 1 6n~';R)(';) J. 7! El. 23~:i3[)-··2[;) 
------ ------ ---------- ---------- ------------!--------------
400 2B B6 34486 7222B65! el.33,)3D-2RJ 
------ ------ ---------- ---------- ------------ --------------! 
420 2B B7 36627 760RJ49<J el.3429D-20! 
------ ------ -----_._--- ---------- ------------ ----~----------! 
440 20 07! 3B367 79487J.6 0.37260-20! 
------ ------ ----------!---------- ------------ --------------! 
46RJ. 28! 87 1 4RJ1RJ7 83RJ27D'l RJ.4241D-2RJ! 
------ ------!----------!---------- ------------ --------------! 
4Bel 28 ! B?! 42BD,) B792355 0.47:1.'1[)-2RJ! 
!------ ------!----------!---------- ------------ --------------! 
~.)(~[~ 2B ! O'7! 4ll~5B') 92:1.:;~';W? f.l. 1I'1D'1D-2D ! 
! ... _._--- ----_.-!----_._------!. __ . __ ._--. __ .. - -_._-_ ... _.-_ .. __ .. - . __ .. _-----------_.! 
!TOTALS 66H! 1920! 5:1.B2RJ2 :l.RJ9066477 
I I 
... --- ......... _ .... _. _ ..• _._- ... - .. __ ..... __ ._ ... __ .. _ .. _._-_. __ ... _-_ .... -._"._ .. _ .. . 
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THE EXTENDED WOOD TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYDRIC 3 METHOD (tOll '" (3,:1. , L.aMbcli,) "" L OD-'0B) 
291 
T--~ij--T--~i--1----~~---------~~----i-----~0~----i------~ij------T 
i------i------i---------- ----------i------------i--------------i 
11 ill? i :l.f:llJ ~5:?!!l i :l.7~)?(;l:1. i el, 2362D'-2Rl i 
------i------i---------- ----------i------------i--------------i 
20 i 52 i 1.:1.3 23/:, i 63!!l1.8~5 i 0,10:WD-19 i 
-----_.!------!----------- - .. ~--------!-.------------!------.--------! 
IIRl i 1I~:j i 1.(.')3 "1::?2;, i H~7~??n:1. i ('), 7~?~'j?D-<?r,:) i 
------1------1---------_. --.·----------1------------!----------------! 
. . . . 
60 i 5? i :1.32 8052 i 2!!l8358!!l i 0,91197D-21 i 
------!._-----!---------- ----------!------------!--------------! 
BD i 62 i 1;3'1 1:1.25? i ;?B71J?M, i !!l, 021~3D-2(3 i 
------i------I------~--- ----------i------------i--------------i 
:f. ({) (::)! t:;j ~~ l ::.~ (~) I :1. 2 t 2 Rl! :'5 ({) ~:.:; (7 :~~ 7 b! R). ::.~ ~5 7 t::j [) MM 2 ::?, ! 
-_._---!. __ ._--- ------------ _._-_ ... _-----!-._----------!._------_._------! 
120 i 67 14'1 :I.B029 i 1156Z32D i 0,7?6f.lD-·21 i 
------i------ ---------- ----------i------------i--------------i 
14el i 6D :1.:,/ :1.?317 i 11B~5111;3? i (1, :3n?9[)--22 i 
------i·--·---- ---------- ----------!------------i--------------i , 
160 ill? :I.:l6 :l.B676 i /.1(d.~50:I.tI i ('l, Bn;m .. ..;:.'2 i 
------1·------ ---------- ----------i------------i--------------i 
lB(J o';1J 120 2:'-1,<.8 i ~.'j71'17(>l! 0, 1:'Q~;[)-'2:l ! 
------ ------ ---------- ----------i------------i--------------i 
2FIv.J 5/.1 i :1.28. 2~'j72n i 63162116 i D, HJI:l81)--21 i 
------ ------!----------!-_ .... _._-----!------------!. __ ._-_.---------! 
;?2('l 117 i 1:1.6 i 2c';t;,;'16 i 622;',:1.1:1(') i (1, ;.!4';>(3[)-<?3 i 
----- .. - -_._---!_._----------!---_._------!------------!---------------! 
2/1B i ~56 i 1,35 i ;"253~) i 79~';D/37 i !!l,1973[)-21. i 
------!------!----------!--_.--------!------------ ------~-------! 
260 i ~;~l i 1;~3! ::l;.!Hl:'l i 7711?0:")2 cl. 2:5:W[)-·23 ! 
------i------i----------i----------i------------ --------------1 
;.!Be) i 1I6 i 1.:l7 i :1::.'B77 i /Bf:lJ,lWf,l ~l, ~'.'n?D--2(·;) 
------!-------!-----------!----------!------------ -----_. __ ._-----
3DD i 07 i 2:1.2 i 6:50:1.2 1.~;'1I6?nf:l~:; 0, 41('?D-1.'~ 
_._----!------!-----------!---------- ------------ ---------.-----
:52(, i ~.';6 i 1."1:5 i /.1~'j?r.J;" :l.D?;;:l.n~5(;l (;l, (,lI6:3[) .... ;!3 
------i------i----------i---------- ----- .. ------- ---------.-----
:1.:1./..1 
_.-----!--------!---------- ._-------._.- ------_._--_._.-!--------_._---_ .. -
3f.>0! ~j7! :I.l~(:) ~527m6 1.259:L9/.):~! el, :5l~:l.9[)-::!~.:j . 
------!-------!- .. _------_._-- ----------!-----------_.!------_._-------! 
3f:!f3 i ;3(3 i B6 :52766 i /1I7RHil:!el (;), 17~'j/lD-22 i 
------i------i---------- ----------i------------ --------------
i /.IDm i tl7 i :1.:1.'1 1 IU7:1.? i U.:5l~5:l.76 D, ;:l~')(,ll) .... ::'(iJ 
!------!------i---------- ----------i------------ --------------
! 42eJ 49! :1.24 522(~)4! :1.24n:~n52 f1. r:7;02DD-·22 
1------ ---.---!---------- -----------!------------- ----------------. 
1I11l1 :'a i 1 2? ~j6nn? i :I. 36n;36;!~'j (i), 72:1. 3D-";:!:;'. 
------ ------i---------- ----------i .. ------------ --------------
1160 ~';(!} i :I.;?B ~59(?J@3 i :llj:l.:5:,~'~;61. 0,1.7H)[)·"21 
------ ------i---------- ----------i------------ --------------
tW0 5B i :l.1J:'; 697'15 i 16B(')307n el,1!!lf:lBD-21 
------ ------i---------- ----------i------------ --------------
:.)0(3 ~'.;6 i :l.WI. 72 J.l11J i :l7 1,/ /.177:1. (il. :1.:1. :Wll) .... HI 
------ ----.--!-.--------~!--.--------!------------- -_._._-------._-_.-
i TOTAU:; :I.:m~'j i 
i 
B50306 i 2!!l7!!l17!!l85. 
THE EXTENDED MIELE & CANTRELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
HYBlUD 3 METHOD (Mu'" 0.:[ • l...aMbd<~ " 1. (;)[)·-(;m) 
-----------_ .•. _---_ ..• _._------_._._---------------------------------_. 
! NU NI NF NC CPU FU 
1 _. "" "" "" .". ,,- ! -" ._. "" .". "" -. ! "" "" .". ,," "" "" ,,- .". "" ,," ,," -" " ... _ .... - "" " .. "" ".. " .. "" ,," .... "" " .... _ .. " .. " ".,,," "" .. " "" .. " _ .. _.- .". " ...... -" .". "" ,," "" 
! "I! (, :1. ! 129 . 6i-1~; :3el6e)(!)~) O. :1. 6~:i7D-" 1~:' 
!------!------!---------- ---------- ------------ --------------
20! 59! 164 3444 1387509 0.1388D-l1 
------ ------!---------- --_._----- ------------ --------------
40 75 188 7708! 3155339 0.1280D-l1 
------ ------ ---------- ----------!------------ --------------
(.,R) 120 7BlilB ! C,). :52'1BD""11 
----_.- ------ ----------- ----------I_~.----------- ______ . _______ _ 
! -_.-.. _---
! H)(,) 
! ._,,""---""" 
120 I 
7 ~) . " 
t::"') I ,.~.:.. . 
1 '):5 . O.2'1"17[)-:i.1 
l.64 O. 7P')J.7[)·-H 
171B2 6B4 U. 76 
!------ ------!----~----- ---------- ------------ --------------
l l l0 81 ! :31.l61. . l240BB l lP.) 0.7:l62D--ll. !------ ------!---------- ----------!------------ --------------
160 73! lBB :3R)268! 12:U399~m m. ll'147D-"l.l. 
!------ ------!---------- ----------!------------ --------------
lBI;) 6~i ! 1.77! :521!):57! :1.27:LVjB~'i Rl. 1.:36ll)"-:I.I') 
------ ------!----------!----------!------------ --------------
2B.) ~5'" ! lA",! 2931 6! l:I.76:B~:;n. rJ. 1.12~m-H) 
------ ------!----------!----------!------------- --------------
220 6lI! l:,)B! :5'1'1lf:!! Jlll:5:5:54:1. n.26t.I:m--ll. 
------ ------!----------I----------I------------ --------------
240 35 1 13B 3323B! 1339'1111 0.6B29D-11 
------ ------ ----_._----- ------------!------------ ---------------
292 
6472B! 2~';B:')I3B97 n. :1.2:5elD-lI1 ! 
----------!------------ --------_._-----! 
2BB. llll l. :1.:5 3:1.733! 1.~?7::.~7B:;e)! 0. ~.';26f:l[)-1.1 ! 
! ._-"""."".-",, ! ,,-,,-_._""-
----------!------------!--------------I 
:51!lO I 1. 9 Hl(%(i) ! 6D9Ql:l. 2;.> ! 
!------ ------ ---------- ----------!~-----------!--------------
32e) 91. 2~B B12l:5 1 :521.:37;.>CH! R)' :l.2~53[)-l.:l 
!-----_.- ------ ---------- ----------- ------_._----!-_._-----------
340 59 147 50127 2020'1462! 0. 3035D-l1 
! ______ ------- -------.----1·----------- --------.. - ____ ! _____ ... ________ _ 
70 1 l'l? 7:1.0::,'1 el. l1:1.7:5 [)-":I.1 1 
!------~------ -----,----,--- ------------ ._------------!---------------! 
:~B0! 55 jJ~6 5~:j626 2;!2:-5(~)71B! (.:l. :1.(),6(?)D--:l.l ! 
!------!------ ---------- ---------- ------------!--------------! 
! 40fJ! '19 1.:52 :529:32 ;!R)9 t{ci299! (1. :5'1:53D-1.l. ! 
!----_._!-_._--- ._-_ ... __ ._-_.- ... -... ----.---!---------.--.--!.~---------------I 
! ll:'!(i)! 75 HIll 17iI6 ll! :5:l.4B7:52"1! e). ~.'i321;)[)""U. 
!.------I------- --··-------.-1.-·---------1---------·-·----!- .. ------------
ll40 l:jlj. 22n! Hl(i)51.18! 401·"4;'.~)n)! R). :l.l:U[)-·l.1 
!------ ------!----------!----------!------------!--------------
460 ~)') ! :1.71 7Bt'J:31.! 3(;)f:lf:l701:~! P.l. ll'?D2D""1l. ! ____________ ! __________ ----------1------------ _____________ _ 
! lIBI') 7:5 ! :I. 9~'i 9:579::;! :37~'i6'1'?7J. 1:). ~'i~:;2()[)·<I.:1. ! 
!------ ------!---------- ----------!------------ --------------! 
3m0 B0 ! 218 10921B! 4357Bel4m 0.6395[)-11! 
!------ ------!---------- ----------!------------ --------------! 
! TOHiI._G 16f:ll! "·1430! l.l.l16l.1')6! 45762:3:'i:')B 
1 
---_._- ---_. __ . -_ ....... _-.... _ .......... __ ._-_._---- _ .... __ ._--_ .. _-_._. 
· " 
'HE EXTENDED rOWEll TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
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._---------_._--------_._-----_._------_._----_._-_._--_ .. -.-.. _---_._------_._--
! NV NI NF! NC CPU FV! 
!------ ------!----------!----------!------------ --------------! 
! 4 118! 244!' 122D ! 429119 D.8263D-14! 
!------ ------!----------!----------!------------ --------------
! 2D 115! 245 ! 5145! 1355D81 D.4775D-14 
!------ ------!----------!-----------!-------_._--- ------,--------
4D 121! 259! lD619! 2666942. D.7737D-14 
!------ ~-----!----- .. -----!----------!------------!------.--------
! 60'56! 1:'5:;~ ! B(3~S2! J'?l.6166! D. :,48:~D-13 
!------ ------!--_._-_ .. _---!-----------!------------!---------------
! Br.) 91;1 ! ~.>I·'ll! :I.6;.~Bl! :!;9422:YI! Pl. ~5:!;~'jlD-"14 
!------I------!---------- ----------!------------!--------------
J.(')v.l H6 ! 19:3 19"193! '169';>~i22! D. lI2(BD .... 1:, 
!------ ------!--------.-- -----------!------------l----------------
120 l~;n! :>:57 4(J777! Hlrd53752! el.08!"i8D-"1:'. 
!------ ------!---------- ----------!---~--------!--------------! 
! 14[1 110! 21./:1. ::,::,9I:11! 0272::'.3 /j! D. :m!YI[)"-1~1 ! 
!------ ------!----------!----------!------------!--------------I 
IMI 2(,)~';! 1.1:53! 69713! :l.729(')26:3! O. <;>:5'):m·-:l.4 ! 
!------ ------!----------!----------!-------------!--------------I 
1130 r).,~":" I .. '. ,,:.;J . /.177 ! D. IB50D-13 ! 
!------ ------!----_._----!---------- -_._---------!--------------! 
! 200 129! 2B6! 57486 13918223! D.1n37D-13! 
!------ --_._--!----_._-_._--!------_ .. _- _._----_._-_ ... _--!-------------_._! 
22r.) 1:,6! :5D:.)! 67/Hi)~j :1.616(%~:;6! rJ.6I'19:lD·-14! 
!------ ------!--_._------!----------- -_. __ ._--------!--------------_., 
! 2"1D 1~;7! :5112! B24;:'.~! ~'.('ID;:.!16';>4! O. 6:j~?lD-·l.3 ! 
!------ ------!---------- ---------- ------------ --------------! 
! 260. 220! 482 1251302 31100909 Pl.3D67D-13! 
!------!------!---------- ---------- ------------ ---~----------! 
! ;!.Bv.)! :1.63! :·::'~')2 (7B9:1.~:.~ 21.~t({)6l~46 (.:) , ~:;l~62D-:t3 ! 
!------!------!---------- ---------- ------------ --------------
! :300! :l.l.12! :,\:1.:5 9 1!21:5! ;?';.'7 /j61C)67 1il.9J.::I:m"-1:' 
!------!------I---------- ----------!------------ --------------
:520! Ull.! :513') 124069! :5I')~;(Cl4S'B?! D. 7~~/.I~m-1/.1 
!------!-_._---!---_._----- ----_._-----!-_._--------_.-!--------------
34(1! :l.28! 2a~S 971.B~.)! 2~5:·3(;')~:;~52~S! (.~), ~.!.;47~5D·-:I.:·3 
!------!._------!----_ ... __ .... _-!-_. __ .. _------ ----_. __ ._---_.-!-------_._._--_.-
:,,6D! H)6 1 2"1:1.! U7I1[J:I. 21·ClUIiIB~'i!"i;.~! (iJ. :·56'1')/) .... 1.3 
!------!-------!-_. __ .. _--_ .. _-!-._--_._-_._-- _._ .... _-_._._----!---_._---_. __ ._--
! 300! :t;;f:l! :31F 1 11.6'U,7 2U2:1. 3c'i71:l! (). '1[1?:m-13 
!------!------!---.--~----
---------- ------------!--------------
! 41ilD! 62 1 :1.60 (,llt M,) 1'1 4 3 n ~'i VI! eJ. 2 '/7 ell) .- 1. 3 
!------!------!----------
---------- ------------!--------------
42~}! 9~S! 22~:.~ 93462. 21.951652! D.n963D-13 
------!-------!-._---_ .. _ ... _--
----------!------------ --------------
I.j ;'1(') ! :l.BO . 7'l:50U! :1. B2721. 'llil 1;1. 1 'i1i1!SD·_·:I.:3 
---~--!------!----------!----------!------------ --------------
460! 1.Ml 1 :567! 169107! "H:I.I.!2B(1lI lii. f:)367D·-J.:5 
------!------!----------!----------!------------ --------------
4 Of:) ! 96! 21.~2! 11.bl.tm2! 26~,)2262~:5 . (·YJ, 64:1. S>[)'-l3 
!------!------I----------!----------!------------!--------------
51i)0! 7n! i :l.D?! S'I.!6B9! 2:1.f:)6~)21i)7! lil. ~'i:l.~';<;>[)"<I./.I 
!------!------!-----------!._----------!-------------!--------------
! TOTAL.S! :Bf.A ! 7 112'1! :I.I:l6H6[)! lII.172:WI.I:l.O! 
THE EXTENDED DIXON TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
J-·IYBl'nD :3 t"ETHDD (t"U '" (i). J. , L,~Mbd"l "" :1 .• DO····DB) 
H ___________________ • __________ • ___________________________ • ___________ • 
! NV NI NI" NC CPU! FV 
!------ ------ ---------- ----------!------------!--------------
! iD 95 217 . 23B7 ! 995454! 0,27710-25 
!------ ------ ---------- ----------1------------1--------------
! ::.~O "H:, B7 :l.B;.? ! 7"lBI')97! e), :l.6~.'i60·---:1.9 
1------ ------ ---------- ---~------I-------~----I--------------
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40 93 19B Bl1B I 330793B 0.336BO-20. 
!------ ------ -----~----- ----------!------------ ------------_.-! 
MJ liS 
139 
6222 I 24771377 
----------1------------'-
7209 I 21390739 l:l,IB15[)--19 
------!------ ---------- ._----------!------------- ---_._---------
H)p') I 6;5 l./-I:I. 1112"1:1. I ~';7D677(i) I e), 72lJ</O··-2f) 
------1------ ---------- ----------l------------!--------------
l;?D I B7 :1.nB I n7{lB I 917H)67 I I'). 11460-2fl 
------1------ ----------1----------1------------1--------------
14(1 I B5 Hll.l! 25S'll4 I 104El5?BD 0.77340--21 
------1------ ----------1----------1------------ --------------
1.6P.) I ,','1. l.~.'ib I 2:5:1.l.6 I H) (')02 B(;) f:) li),79:nD-21 
------1------ ----------1----------1------------ --------------
:1. De) I 6:1. :1.41 I 1(')[;)0'1970 
-._._-... _.- i -._-.. -.... --
----------1----------1------------
2(;)0! 6rJ :l.42! ~~n51.~2! 1.:I.::.~1.31:~2 
! _. __ ._. __ ! ____ M_-
----------!----------!------------
I 220! IH 107 I 23647 I 92l:l53B9 ! .'M __ .. ___ •• ! ____ ._._ .. __ 
----------!----------i------------
21.1(1 I {1~5. :I.l.:I. I ;u,n;:I.! :l.m:37771.11.1 I·'). 2;5l35D-··2r:) 1------1------ ----------1----------1------------ --------------
::!6e) i ~56 1;3~.'! :31.11.1:52 I IVW7:1.:'.;D el, J.~)7b[)·<!:~ 
------!------ ----------1----------1------------ --------------
2GO! lW 9B 2753B I 1.IM9654B li). 11~65[)-:1. 9 
------!------ ---------- ----------1------------ --------------
3 (i) 0 ;39 '17 2<;' 1 S'7! U 32;"5"19. r:J, '1B20[)-··2P.l 
------ ------ ---------- ----------1------------ --------------
H)t, ~51.~e}26! :1.:3:1.~.)795~::j (.:) , ~:~922D··-:1. (i' , 
1------ ------1---------- ----------1------------ --------------
340 43 i 107 :36407 I :1.41.21.439 (l. B724D-·2Q) 
------ ------1----------.---------- ------------ --------------
360 43 i 112 I 40432 1545B369 l:l.lD550-24 
------ ------!----------!---------- ------------ --.------------
380 ~ 57! 13{~! 52578 20521949 0. 2215D-20 
------!-------!_._-_._-----!---------- ------_._----!----------------
4 (·:lel ! 6)~:)! :1.~:.:;2! 6~:)9~:,)2 ~.~;·!S991:1.(·]::.~! m. :1.(~)6:1.[)·-·:1.9 
------i------!----------l----------I------------i---~----------
'120 7(i) I 16~'; 1 69'-16:) I 2721.I:IB20 I 13. :U 14D"";W 
------ ------1---------- ----------1------------1--------------
440 BB I ;!O;l B9~52J I 3~;1.'l:3f:l29 I O. :l7::!(!)[)-1.9 
------ ------1---------- __________ 1 ____________ 1 _____________ _ 
I.I6«J '14 i :H6 'n~)?6 i :W:1.797n I l;l.7FI9D-2eJ 
------ ------!-._-_. __ ._._._-- ·_·-.·_---_·_._-!---------------I---------_·_-_._-
4BIi) B:I. I :I. uS' S'D~)(;)9 I :,~";:';1<;>1.196 (;l, ~';ll')BD-<?lil I 
------ ------1----------1----------1------------ --------------1 
513f) 77 I l.(W)! ge)HleJ! ;5~;2l.1112;l D.12:·57D··-19 I 
------ ------!-----------1----------!------------ .--------------! 
TDTAL!'> 1622 I :,7~5f:l! 't7;5~5BB i ;lB:l.7:U,997 
! 
~E EXTENDED BEALE TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
YDRID 3 METHOO 
------- ._-------------------------------------------------------_. NU NI NF NC CPU FU 
!------ ------!---------- ----------!------------ --------------
2 :1. ::.~ ! ::'~9 B7 ! 7~:5B::.~2 f.), 2622[)--27 
!------ ------!---------- ----------!------------ --------------
! 20 1:3 ! 36 ni6! 231906 0. :16810-23 ! ----_ ..... 
------!---------- ----------!------------I.j ~') • :1.:5 ! ;'5';> ! l~i'?9 ! 47662~'j B. 12~5lm'-22 ! ! ................ _ ... .. ---~--!----------!----------!------------ .. ... - ............................. - ................ ! 
bB 13 ! 4B ! 2440! 717523 [;). 7:1. 7 :1. D .... 2:5 ! 
! . __ .... _--
------!----------!----------!------------ .... _------------ ! 
8B 1;3 ! 4f.) ! :521.j(3! '? 4 ';>;5 'n (3. 6721.10-2:<) ! 
! .---.--.:... 
------ ----------!----------!------------ ----_ .... _. __ ._---- ! 
! 100 10 35 ! 3535! 1006164 la.l.lBS'7D-21 ! 
! .. ". __ .......... .. 
------ ----------!----------!------------ --------------! 
! 120 13 43 ! 52B3! 1503458 0.b741D-26! 
!------ ------ ----------!----------!------------ --------------! 
140 13 43 ! 6063! 173f:l'n53 B. <ll.j270·"·23 ! 
1··-____ _ 
------ ----------!----------!------------ --------------! 
1b0 13 1.1'. ! 7l3B4! 2l')2:566;3 D.3'N7D-22 
------ ----------!----------!------------ --------------
1B~) 1:5 ! : 1.12 ! 76el;:~! 216132:5. D.7IiIB:5D""22 
------!----------1---------- .------------!-------.-------
13 ! 42 ! B442 243<1D42! D.7856D-22 
------!----------!---------- ------------!--------------
220 13 ! 42 ! <l2B2 2650310! D.7125D-22 
------!---------- ---------- ------------ --------------! 
13 ! 44 106D4 2<197027 0.42290-22! 
!------ ------ ---------- ---------- ------------ --------------
260 13 44 11484 328<1662 D.3133D-22 
!------ ------ ---------- ---------- ------------ --------------
280 13 44 12364 34822B2 0. 3262D-22 
!------ ------ ---------- ---------- ------------ --------------
3D0 13 45 13545 3B73205 0. 4246D-22 
!------ ------ ---------- ---------- ------------ --------------
320 13 45 14445 4121320! D.5796D-22! 
!------ ------ ---------- ---------- ------------!--------------! 
31.10 1:5 1.16 15<'>06 4I.Jl.ll;?I.IB! n.1::i(;)BD""I'1! 
!------ ------ ---------- ---------- ------------I-----------___ ! 
36(()! :1.:'5 I.~~:-; :l.b~,:.~I.~~::~ 1.~6:·362m(.:} n. :I.:I.:I.f.>I)-"3(~) ! 
!------!------!---------- ---------- ------------ --------------
381') ! :1.:5 ! :l 7 3. 'I~'; 
!------!------!---------- ---------- ------------ --------------
! 4~)0! H)! :59 1~56~\9 4:r,:51'IB:SB D. :l.9::i9D-;?O 
-1------!------!---------- ---------- ------------ --------------
! 42R)! 12! ,'jl ;~:l.lI7:1. ~'j'll::j3:1.:5! r.J. :5:5690"":5:5 
!------I------!---------- ---------_____________ !--------------
44m 1:1.! 43. 18963! 526<1b9<1! 0. 3383D-18 
!------ ------!----------!----------!------------!--------------
460 13 ! I.l7! 216b7! b(~B2~):~!9! 0. :U:l~~;bD .. M2(J ! 
!------ ------!----------!----------!------------ --------------! 
! 4a~') 1 ::, ! 1.17! ;;>;;>6IJ7! 6::W:"j;Y;>? D. :"jf)BllD"-::!:'; ! 
!------ ------!._---------!----------!------------ -----_._-------! 
50B 13 ! 4B! 24D4B! 6753163 0.41570-23! 
!------ ------!----------!--------_._!--------_._-- -------_._-----! 
! TOTALB. :32B! :1.1FJ8! 2(71.24b! 824f.}:I.t.~nt.~ 
1 
-------- ------- ---------_. ----------- _ .. _._---_.-._---
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THE EXTENDED ENGWALL TEST FUNCTION 
WITH "ANALYTICAL GRADIENT 
HYDRID :~ METHOI) 
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---~0-----~f-------~F----T----~E----T-----E~a-----------F0------T 
!------!------!----------!---_._----!------------
! 2! 7! 16 ! 41:1 ! 6~';'.1B'.1 
!------!------!----------!----------!------------
20 7 ! 21 ! 441 ! 121370 0. 0(10(~1)+0B 
------ ------!----------!----------!------------
1.10 9 1 2~; ! 1 B:~5 ! ~~!3~5'.1tI2 [). B0[30DH~0 
------ ------!----------l---------- ------------ --------------
o ! :l52~j 3'.170(~3 0. 0(i)Okll)+(,)D 
------ ------ ----------!---------- ------------ --------------
BD 7 23 ! 1063 477456! D.O(i)(')(i)I)+DD 
------ ------ ---------- ---------- ------------!--------------
1(i)0 !3 25 2525 65432'.1! 0. (,)B(,)BI)+(,)B 
------ ------ ---------- ---------- ------------!--------------
120 !3 25 3B25 71:1157'.1! 0.0(')001)+00 
------ ------ ---------- ---------- ------------!--------------
140 8 " 26 3666 '.12'.1414! D.00(')(')I)+(')('). 
------ ------ ---------- ---------- ------------!--------------! 
16(') '.1 20 45(i)0 1179213! (').(,)OB(,)D+B(,)! 
------ ------ ---------- ---------- ------------!--------------
1 !3(~ 20 
______________ .. ___ . _________ . _______ H_. _______ . ____ ! ______________ _ 
;? (i)(i)! 8 ('). Dv.:IDR)I)+(~!i) 
.. _--_.- ..•.. - ! .. __ .. _ ..• _ .• -
------------!--------------
22[<)! 13 213 618B 1555635! (').B(,)D(,)D+(,)(,) 
! .... __ . __ .... _ .... _ .... _-
------------!--------------
! 2 110 13 28 16'.1(')694 0.B(')[3(')I)+B0! 
1------
------------ --------------! 
26(') o ~~'.1 7569 113713765 B.(i)D(,)(,)D+0!i)! 
------------ --------------! 
2!3(,) 7 " 24 6744 16135'.118 0.(,)(,)(,)01)+0(,)! 
------ ------!---------- ---------- ------------ --------------! 
7 ! 7B26 R). R)(~DnD+(')D ! 
------ ------!---------- ---------- ------------ --------------
7 ! 27 ! B667. 21374135 0. (,)(,)0(')I)+D(,) 
------1-- .... ----·---1----------1·------_·_-_·_- -----------.---. . \. . 
7 1 • :<8 ! '?5 tlB! 2:520;5:1. D! I<j. (3(3(,)(3D+(i)D 
----------!-_ .. _------!------------I--------------
36rJ 7 26 ! '.13B6! 2:o~~7B2'1 0. (')0(3(31)+(')0 
----------!----------!------------ --------------
:3DI<1. B 28! HJ66B! 266:5;17~5 B. 0(3DDD+(W) 
-------_ .. - ! _ .... _----
----------!----------!------------ ---------.-----
'I(J(3! 13 ::.~B I :I. :l2::.~B ! !------!------ ---------- ---------- ------------ --------------
420 !3 213 117138 293166(,)! (').000(')1)+(')(')! 
------ ------ ---------- ---------- ------------!--------------! 
440 
------ ------ ---------- ---------- ------------!--------------! 
460 B 213 12'.1013 32(,)37B2! 0.B00BI)+(')0 
------ ------ ---------- ---------- ------------!--------------
4DD B 20 1 1:3460. 3:V4t)~)7'.1! 0. (l(ilPJ0D+(,)B 
------ ------ ----------!----------!------------!--------------
5(,)0! 13 2'.1 ! 14529 ! (i). (')(')(')()1)+(3(i) 
! .. __ ._ .. __ ..... ! --_._----
-----------!----------!------------!--------------
! TDTAL.B! :;'!i)l! 6B:I.! 17B~B:'5! I.llI7;?'6~;76! 
HE EXTENDED ROSENBROCK TEST FUNCTION 
ITH ANALYTICAL GRADIENT 
~E F-R METHOD WITH NEW RESTART 
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.,N ___________________________ •• _____ • _______ N ____ • _____ .,.,_ •• ' ___ , •• ________ • ________ _ 
! NU ! NI! NF NC CPU FU 1 
!------i------i---------- ---------- ------------ --------------
! 2! ~jl. J 1:1.0 :551., 16b0~?8 0. 45~3~·3D--26 
!------!------ ---------- ---------- ------------ --------------
! :?0! 47 101 2121 496723 0.46280-24 
.... -- ...... -- .... 1 -.. -... - .... - .... 
ll0 7:5 ! 
. 
------ ------ -_._-------!---------- ------------ --------------
60 r.;"") ,J ...... U.3 ! 61393 153(J429 
------ ------ ----------!---------- ------------ --------------
130 48 1(J6 ! B5B6! lBB26(J5 0.62750-23. 
______ - _____ ------- ___ I __________ ! _______________ -----------! 
HJ0 36 <;>1! 91't1! 190(F:n ('). H):56D·"';?7 ! 
------ ------ -----------!----------!------------ --------------! 
120 ll1 ')9! 1l.979 2::.;:53B90 (J.1691!l[)"-2('! 
------ ------ ----------!---------- ------------ --------------! 
140 lll! :I.(·')O! :1.1.1:1.(;)0 29 l j i l:52 ll 1 n. l::i~.~2D"":I. <) ! 
------ ------!----------!---------- ------------!--------------! 
160 41. ll!l:5! 16~m3 :5'12::i6 l I1 0.1U:m-21! 
------ ------ ----------!---------- ------------ --------------! 
1130 43 111! 200<)1 41:55723 0.9814[)-2:5! 
! .... "M __ .H ... H. ____ .H'MH' ... 
----------1----------
! 2m0 '14 :I. :1.:.\ :?~'7l:3 ! 1.167:L II 1<) B (1). :l. l IR)21)"-24 
! -------- ---_._._-_. 
---------- ----------!------------
220 411 1:l2 2 l l7:52! ~il.22932 0. :5(741)-'24 
------ ------ ---------- -----------!------------ -------------_. 
~~lIO! 41 :1.(1)'1 26269! 5:5~;,5376 e) .• :37:5~?D""2(~ 
._._-_._-_.- ! ---._._--
---------- -------_ .. _-!-._._--------- -------""------
260! lIR) H)7 279~~7! ~:i6<; 7'l9b El. 1 ~;;';l!1)-";?1 
.. _----- ! -------
---------- ----------!------------ --------------
28(~! ll::; 1:20 :5:572B! Ml:5 1 ,57 l l (il. 17';>2D"-2(~ 
.. __ ...... __ .... - ! --_ .... -.-. 
---------- ----------!------------ --------------
D.7 l I(91)·<'(i) 
------ --._---!-------_. __ .... --_ .. _----_ ... -!--------_._-- ------------.---
:52~) ,m! 1:5:1.! '1213::;1! 0::;1.170,'.;7 0.24;571)-"21! 
------ ------!----------!----------!------------ --------------! 
:\40 c;:I.! l:·,:3 1 lI'.';:5:'.';;5 1 ';>21.·199(')1 n. n770D· .. ·~!.Cl ! 
------ --_._--!-_ .... _---_._._!-_._-----,--!-_._----------_._. ------_._-,------! 
36(,) '12 :1.:l.6! '1:1.(;)7('! a:'513"10,/6 o. 6:'.),)6D-·~.~:I. 1 
!------ ------ ----------!----------!_._----------- --------------! 
3B\) 51 1.:35! ~5:I.I.I35! :l.n49:5b~)7 (3. 1:1. 9:3D·-·2() ! 
! .. _--_ .. _--
----------!-----------!-------,------ --------------! 
! lIO~J :l.2f.l! ~;1:32B! 1.0:3226:W). 0. :I.~'i~:il[)-":l.B ! 
1 .... __ ._ ..... __ .... 
~.: 
------_._----!_._._---_._-----!-,---_ .. _-----_ .. _-! .. ---------------! 
! l12(J l:5 l l 1 ~'.;61.I:I.'1! :I.:I."1~5{ll~)0! (~. J.:56:50 .. -:;':I. ! 
!------ ------ ---------- ----------!------------!------_._------! 
! 4l1(3! ~5lj 1 :,{] 59094! 11983100 0, 2::0~6~:jD-·2:l ! 
------i------ ---------- ----------!------------ -- -.. _ ...... _ ... _. _ ... -. -.. -- _ ... _ .. _.... ! 
'16(i)! ~)(a :1.3,:1 c,:I. 77ll! :I. ~.~~'ill:l.U:I. 7 el. ~~B(i)7D·<~:I. ! 
------!------ ---------- ----------!._------------ ---------------! 
lIBPJ! 5W. l:t:5l1 f.,l.llI::i4! 1:'5(i)"H:n:n 0.361i)'lD-":;':I.! 
------!------!---------- ----------!-.------------ ---------_·-----1 
5(~f)! ~i(,)! 1 ~,ll b71:54! 1:·56I.W,/"W. (il. 51.1D7D·<.~:I. ! 
------I--N ----!-.---------- -----------!-----·--·-----1-----·-0 ---------! 
! TDTALB! I :l.Bl! ! :5 f) :I.~'. [J(')62e)O 1 :I. 61.J:')"12"17~'i ! 
1 
_.,-_._-- _._----- _._-,---_._-- -----------.. _-------_ .. _--
, 
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--------------_._---_._---------_._-_ ..... -------_._., .. ,.,-----_._--_. __ .. -_."------
NV NI I NI"" ! Ne ! CPU ! FV ! 
!------ ------ ----------!----------!------------!--------------! 
Ij 116 'l'l ! 49~'; ! :I.~5:·5~';99! 13. :I. :If:lIJl)--2~) ! 
.1------ ______ ----------!----------!------------ --------------! 
20 42 93 ! :1.953 ! 1.1B4B~'7 O.73(01)-1.9! 
. . 
------ ------ ----------!----------!------------ --------------! 
40 46 101! 4141! 1.003649 0.4f:l231)-19 ! 
.. _-_ .. _._ .. __ ._----- ! 
B. 3277()·-;W ! ----------1----------1-·-----------1 ;;!4 i 75f.A i 1 !:lfl;;!c.'B:5 
----------!-----_._---!------------ ------_._------ ! 
BI3 124 ! 10fJ l Il.I ! [-J. 7J.7~;0-"21. ! 
------ ------ ----------!----------!------------ --------------! 
Hi0 42! Hl1 :1.02k1:l! 2:55:5767! 0.222:30--24! 
------ ------!---------- ----------!------------!--------------! 
12~1 146 ! :1.139 13H!9! 3WII.16~.~~'.! I'!. 6«)661)'-20 ! 
------ ------!---------- ----------!------------!--------------
140 4~;i ! W7 1513B7 :'I.I~i26ni! 0.1.1(331),-2::' !------ ------!---------- ---------- ------------ --------------
160 1.17! 11.1. 17071 41176~53 0.021.11)-21 
!------ ._-----!---------- ---------- ------------ --------------
18[1 ! !55 ! 2:17:L 1 D. 2(,.2:21),,-21 
______ ! ______ ! __________________________________ . __ M _________ _ 
2130 ! 127 . 2~5527 (~), ,2~:;66D--21 ! 
------!_._----!---------- ----------- ------------- _ ..... __ .. _.-.--_ .. _---_ ..... - ! 
220! 1.17! U6 2~j6:56. ~jn22l.t.j\') n. :L:l921)-21 
------!------!_._-------- ----------!------------
21.1fJ! ~i:5! :I.:m :ll::I;'WI! 7U91.11.6 n. I.l'l'lBI)-:l.9 
------!------!---------- ----------!------------ --------------
260 6:5 ! 15«) 391.5«)! 8979236 «).8626()-21 
------ ------!----------!----------!------------ --------------
2B0 62! 11.19! I.I:l.B6'l! 9~:i:l.7b~.)9 O. (,1.11.J61)"-2:1. 
!------ ------!----------!----------!------------!--------------
:50 I:l 7 ~'; :l.!V, ~,::; 'f Bb! :I. :1 61Wl n ;:>. :.I! Rl. 1:1. ') 71) _. 2::>' 
------ ------ ---------- ----------!------------!--------------
:52 \') ~; a :IJII.I 4" ~'. ;;, 4! :l.IiJ I.H) ij 3 ::i:I. I Rl. 112::>' 31) .. -2 1. 
------ ------ ---------- ----------i------------ --------------! 
31.)13! ,il :1.:5:1. 1.I1.167:1.! 9<;>f:19::>:I.:5 n. ::m6(1) .. <!~.~ ! 
._-_._---!--- ... _- ----_. __ ._-- ".-----.- .... --!---.---~ ... ---- -------_._--_ .. _-! 
:, blil! ::;:5 :1. :'5:5 /.{ Il 0 :1. 3! H!O :1,(;, ::; D :I. (j. :Y1:'5 :')1) .... 2/1 ! 
!------!------!----------!----------!------------ --------------! 
! :5DB! 49! :l.24! 4721.\1.1 I :1.11621.1227 (1.2bRl'jl) .... 2Ii)! 
!------!------i----------!----------!------------ --------------! 
1.1013! ~';2 I :1.:51)) I ~;2:1.:511 i :I.l796;5H~'; D. 2'i'~'jli)l)-22 ! I------! ________________ ! __________ ! __________________________ ! 
! 42D! 'I:,; :l.:1.:l! 1.j7~.i7:3! Hl~';:?I.H n,! ('). :I. :52'7[) .... 1 '? ! !------I------ __________ ! __________ ! ____________ ! ______________ ! 
! 4 /41)! 6rl :1.1.17 I 6tlB;~7 :1.1.j66B~';76! ('.1.1.172130· .. ·:[')! 
!------!------ -----------!----------- ._---_._------!----------------I 
1.161il! \,,;;:? 1.:5;?! 61i)[l~';2 l:36 1!?49Iil! m. :n~.!:5D-.. 2:·, 
!-------!------ --------_.-!----------- -------------!--------------
! {~B~~! ~j2 :1.~34 b41..1~,)/~ :1.4:·539~:)('1! (.~), :I.(~)/~61)·-2:1. 
,._-----!----,-- -----.----- .--------.-- ._-----_._----!---------------
'! 500! 62 :1. ;';:5 7 6('~';~\ 1.7~\:5:3Mllil! ll. l.(iJli")~;[)·"·::>'2 
1------1------ ------------ -----------!-----------·-1--------------
! TOTALB! 1:563 :l2'l'l B76::ln;! 1 <)[l/H:31.!'?4 ! 
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._--------_._---_. -----"-------------,."------------,--,------,------""-_ .. ------
NV 1 NI NF! NC ! CPU ! FV ! 
____________ ----------1----------1------------1--------------
. " . 
4 66 148 ! 740 ! 325754! 0.10500-11 
-.----- --.----- -----------.!-----.-------!----------~-!--------------
20 9;,~ 2 117 ! ~51f:l7! 191379813! 0. lWnD'"':li 
------ ------ ----------- ----------!------------!--------------
40 6~)! :1.61 6601.! 2~';3B233! 0. 1~)'10D,,"11 
------',7-"·' ! -.-----.----
----------!------------
60 B:3 ! 2(.3::; 12505! 4018832 0. 17a9D""1:1. 
~-----!---------- ----------!------------
0 1) ! 1'77 15957! 6164919 0. 2872D·'":I.l 
------!---------- ----------!------------
H)0 . B1 ! 2:1.2 . ;!.1412! 0::,~~)71Blj fJ. :5~:;II!)D""11 
!------!------!----------!----------!------------ --------------
12(l! IB! ~:Dlj! 24604! 9 110'77 1):5 ' D.602'lD""1.1 
!------!------!----------!----------!------------ --------------
140! 7~5! 10:3! 2~5aD:,! '79'7:1.2(15 ().34'i'BO-U.. 
!------!------!----------!----------!------------ --------------! 
160! 7B! 18~,! 29463! :ll.~BS'4?1 0. :3B180-"11 ! 
I-------l------!----------!------·_---!------------ --------------! 
! :LBm! 92 ! 24(;)! IUIIIIO! Ib~;';>27;57 (1. l640D"":ll. ! 
!------!------ ----------!--.--------!-_._---------- ---------------! 
! 2(J1<]! El6 220! 4~')02B l7llb(!)7;.~1 (0.2Q)f..:I.I)""11! 
!---_._-!---_ .. - ----_ .. _---!-_._---_ .. __ .- -_ .. __ ... _-----_. --------------! 
! 22fJ! B7 2:1.~,)! 1·16B~:;:~~ HlO'I'192:l 0. ;3lJ l I5D .... 1:I. 
!------!------ ----------!---------- ------------ --------------
!. 2 l \m 1 913 262! 6:H42 24(i):l227:1 (3.27 112D""l.:i. 
260 70 169 4410'7 16994763 0.23940-11 
28D 79 2(Jl 56lJOl 215138523. 0.33620-11. 
------ ------ ---------- ---------- ------------!--------------! 
300 75 lOB 5651313 216481345! 0.796'70-11! 
------ ------ ---------- ---------- ------------!--------------! 
~'2~) 1 H7 2(32 I 6'10 l )2 1 2~';2D~';!l:1.9 1<]. 1)~ .. )~'l9D .... :l.l ! 
------ ------ ---------- ---------- ------------ --------------! 
:34(') 7:1. HI") 621 l jl) 2:3'17 :I.:YJa 0. 7;!.2 f3D·-:I. :1. 1 
------ ------ ---------- ---------- ------------ --------------! 
368 79 203 73283 2H00(1836 (3.46(110-11! 
------ ------ ---------- ---------- ------.------ --------------! 
3130 69 174 6b294 2547(1420 0.1101D-:l.1 1 !------ ------ ---------- ---------- ------------ --------------! 
lJDD. 111 276 :1.1(1676 42663487! 0.451<]2D-l1! 
! .... ""_ .. "_ .. _! .... " .... " .... """ .. 
---------- ---------- ------------!--------------! 
! 112el! BB 215 9el515 34'7'73a22! 0.1136D-1D! 
1 .... " .... " .... "" .. "! _ ....... " .... " .. "" 
---------- ----------!------------!--------------! 
ll"\(')! 86 22(!)! 'no;?!!) 1 ;57;?(VIIHil:!! ~1. ~'il)')6[)·-:1.1 ! 
! .... _" ... _w" .... ! .. _ ......... _. __ 
----------!---------- ------------!--------------
46t~)! B7 2;5:3 1 H)7'!1:;; 'j(oBnl~:;lln! el. ~:i~'i(~B[) .. <1.1 
..... _._ .... _.-! --_ .. """-
---------- ---------- ------------1--------------
II!3(J! Bb 226 1(1B7D6 414B2436! 0.1170D-1(1 
------!------ ---------- ---------- ------------!--------------
:50(J! 00 20'1 1B47(·'l') ~,'n7lI7?9! (3. 13'IOD-:l.(!) 
-------!------ ---------- ---------- -------_._---.!--------------
TOTALS! 2133 5302 13!l49'74 53123(1042 1 
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-----------------------------------------------_._---------_._------!. NU NI NF NC CPU FU 
!------ ------!---------- ---------- ------------
4 :1.15 ! 236 1180 348118 0. 1737D-13 
! ................ _ ... . 
------!---_ .. _-,----
211 147 3\<16 6426 1528780 0.22100-13 
!._----- ------ ------,----- -----,----- ------------- --------------
! 40 80 179 7339. 1632288 0.8276D-14! 
!------ ------ ---------- ----------!------------ --------------! 
60 103 224 13664! 3023674 0.5826D-13 1 
! ..... - ........ _ .... .................... .................... .. .. _ ..................... _ ........ ! " ... _ ..... -_ .......... _ ............. - ........ ---_ .. _ .... _ ........ _ ..... - ! 
! 80 294. 23814! 5317667 0,2468D-13! 
! ..... _ ..... _ ........ 
-----------!-_.--------!------------ ---~----------! 
100. U.~'i 2~,:;2 ! 
!------!------ ----------!---------- ------------ --------------! 
12P.)! 1.22 266 1 ::121 136 70597B;.~ D, M)~'i(~D .... :I.lI ! 
!------!------ ---------- ---------- ------------ --------------! 
140! 10:5! 717BHI'J Rl. 407 [3 D ·-<IJI 1 
!------l------!---------- ----------- ------------ ---------------
! 160! 10:1.! 2::10 :'571)3(3 796'12137 1 RI. l.:3~iB[)"<1.3 
!------!------!---_._----- ---------- ------------ --------------
Hl~1 1 131.1! :1.:1. 6::i617:, 
!------!------!---------- ----------!------------- --------------
! :W['I! H)::i! 2:.'9! 'lB~j3'1! :1.0:34313:1.7 R). :1.:ml[)-·:l.3 
!------!------!----------!----------!------------ --------------
! 22D! :1.26 1 279! 6165'/! :I.:I;r,1.17B(~2 R).32;57D·<I.;r,! 
------!------ ----------!-----------!------------ --~-----------! 
24[,)! 159 :,4"1! 029[')I.I! 1.131f:):%(·;)~i v), :):3:1.~.m""1;5 ! 
------!------ ----------!----------!------------ --------------! 
26r~) I :J.l~·~) 2~5I.J! bb2(»lJ :l.4~~~5(~)8(~)3. ~3, 12(.:l:~D· .. ·l~·5 ! 
.------ ------ ----------!---------- ----------_._!--------------! 
;.~!l~} :I.~~~'j 201! 7(')'161 t 7[,)f:ln5~57 ! 
------ ------ ----------!---------- ------------!--------------! 
3(J)n 1 ~,)D 2!'l7! C6;5B7 IB7n;:l96:1.! 0.112;50"<1.2! 
------ ------ ---_._------!---------- -----------_.!------_._------! 
320 9D :211! 67731 14302312 D.4667D-14! 
! .. _----- ------ ----------!----------- ------------- ---------------! 
3"lm '76 '! 224 .! 7(,;r,lVI! 16~!B9L31.j 0. :,21'I?D .... :IA ! 
!------!------!---------_._!_. __ ._--_._--!------------ ---_._-----_._--! 
:\6~)! :l.0;'! ~.';"B 1 B!:i91H! H13lm:5ljl.j D, :l.2(·HD· .. ·12 ! 
!------!------!----------- ----------1------------ -.----------.---! 
! ;5ml! 126! 213"1 :I.[;lB~'Dtl! ;.~:n41.IBlJl D. :3;r,a3D·-13 ! 
! .-._--_ ..... ! .. ~.-.- ... -.~-
----------·-!------···------1-----·---------1 
I t.~ (~) ~) I :l 2 ~:.:j :I. 122B(-3 ! 0.1:1.4 flD""1.:5 ! 
------ ------ ---------- ----------!------------!--------------! 
tl2D 177 . 7lj~H7 ! 1~574(·n(IO ! 
------ ------ ---------- ----------I------------I---___________ ! 
lll.~0 :1.1.3 2 !::i 6 1.:l.2B96! 2i428~·5<t~.:;:3! f:), l(7:1.6D···:1.2 ! 
------ ------ ---------- ----------!------------!--------------! 
460 12:1. 277 127697! 27;57640:5! 0.92;11.!D-·l"! 
------!------ ---------- ----------!------------!--------------! 
4!3l1! 112 2::iS' 124~'i79! 26-H~.mBB! D,2B67[)-'1:3! 
.... _ ..... __ ..... ! .................... -
---_._. __ . __ ... -~----.----!--------.----!------.---------! 
!:;OVJ! B7 2(1)9! HH70'?! 22(.')0;15-13! [;1. 1;l29[)"":1.2 ! 
.... _-..... _ .... ! ........ _ .....•..... 
----_. __ ._--_.!-.. _-.. _-_ .... _---!-_._---_._----!-------,--------! 
. TOTAL!> 1 2'/64 66:I.B! :1.6!)~3:1.(~)2! 3!5~57B17E)b! 
.... _ .............. _ .. _ ... _ .... , ···· ...... _ .•..•.. · •.. w._ . ... _ ...... _ .. ~ ..• _~ ........... ~ •. ! 
HE EXTENDED DIXON TEST FUNCTION 
11TH ANALYTICAL GRADIENT 
HE F-R METHOD WITH NEW RESTART 
NV NI NI" Ne CPU FV 
1 ______ 1 ______ 1 _________ ._1 _________ ·_1 ____________ 1 __ ---.---------
. .. '.' . 
! H1! ~ D7 ! 2P.l:I. I 221:1.! 066;529! li). :1,09:1,i),,";:,'I;) 
!------!------!--------_._!------_. __ .-!---"---------!--------------
! 21a! '16! 99!. 21'179 ! (;I1;)7070! D. ;,61 ID"";!. 9 
!------!------!--_ .. _------!------.----!--------------!--------------
! 'lli) 1 El7! 192 ! 7B7~!.! 2n;~'i;5::i;l! el. j.i17'?D""~~I;) 
!---_._- :_----!---------- -----------!-_._---------!--------------
610 ~';3 ! UO 71'10! 27r.l~5fJ(.19 1 el. U,M5D,,-21. ! ____________ ! __________ ----------1------------ _____________ _ 
! DD 47 ! lr.l4 D424 316141.6 D.56000-20 
!------ ------ ---------- ---------- ------------ --------------
100 03 106 18786 704B535 0.19230-19 
120 101 215 26015 9BB9613 0.101.90-19 
1.410 101 215! 310315 115r.l5241 0. 245ElO-2r.l 
------ ------ ----------!---------- ------------ --------------
1610 D:1. 17B! ~,'n6::in IDBIIBID O. ~i~,!B;l[)",,21i) 
____________ ----------1---------- ------______ -----________ _ 
lB(l 6(;1 1~5(.1! ;:!. 71'1 7 (.1 I 11;)426''166 D. :I.;le);5D"":I. 9 
------ ------ ----------!---------- ------------ --------------
21'JI3! 61'1 1~'i4! 3e)9~ill ll~'iB27BIJ! m.9D92D",,2(') 
______ ! ________________ ! ______________________ 1 _____________ _ 
301 
220! :::;~5 12~)! 27b2~::.i lR)2(a9~~~5l! (a. :1.~;;:5f:)[)·...;1. 9 . 
------!------ ----------!---------- ------------!---~----------i 
2 l lm! ~'i6 132! 31012 J.l.7~!77l6 i 0.322[1D,,"19! 
------!------ ----------!----------!------------!--------------! 
2613! 7B 175' ! 11567~';! 17(367993! 13.7(i)340--20! 
------!------ ----------!-----------!-------------!---------------! 
2nD! (.I(). 'In i 27::i:3B! :i.()!i)6B667 i (J. :L031D, .. ,1 <J ! 
------!------!----------i----------!------------!--------------! 
! 3[-)(1! l16! III 1 ;5;3(.I:[:I.!, :1,22;57';-:')<;' I B.27B7D-';:,'Ii)! 
!--_._--!---.---!------------!--------_._-!------_._----!---_._---------! 
! :5;,!(l! :"iD! 12l! 30041! :1.'1262767! (.').67()3D"";:!.[-)! 
!-._-----!-.- .. _._-\---------_.-!--------_ ... -!-------.. _--_ ... -!----------------! 
! ;5i1D! ~'j2! :I.~,!6! '12966! :I.~:;B677B7! (;). ~,)3'1::m""2D ! 
!------_.!-_.-- .. --I-----------!---------.--!-----------.-!----.----------! 
i ;56B ~'i6 1.:51! '172'1:1.! 17:':i70272! lil. 7"122D-'2Ii) ! 
!------ -.----- -----------!---------_.-!------------!--------------! 
~'WB ~)7 1 ;,,4! ~H D::;4! :I. B9[-1(36:53! ll. ~)I'J6mD-"~?f.l ! 
!------ ------- -~--------!----------!------------!----.----------! 
400 B3 19r.l! 7619D! 213363699 r.l.207BD-2f.l 
.l------ ------ ----------!----------!------------ --------------
42~1 (U! 1S'f.l! 79'ne)! 2976'174:'; [3. 294~5D""2() 
------ ------!----------!----------!------------ --------------
4'10 BB ! 200! on;;!I'W)! ;5:,' 7 li) 7[19'1 D. 91;)3(!)i)--2l1 
------ _.-----!-----------!----------!------------- ---------------
'16m , :1.:1.2 I \ 25~1! ;L:t.~::j2~:)(~)! 1~::.~9~5{~6:1.7 r), 62b3D·'·'~.~({) 
"" ''',." "" _,: ...... , "" "" ,," 1 -" ,,- ,_. "" "" ,-, .. " "" " .. "" 1 "" "" -- ,," "" "" '''' "_ .. ,, "" _, .", 1 -, "" "" "" ,_ "" "_ .. ,, " ...... "" " .. "" "" 
4BB :1.1311 2:53! 11;:![:J7:5 "1:1. 661.WB9 li). :1,2wm .. ..;1.9 ! 
! ,,,,,,,,,,,,--,,,,. 
----------!----------- ----_. __ ._---- -----.--~-------! 
! ~:if.) Ii) :I. 1~(.1 :I. :l.77::;~'i (.13703:1.QO el.9BD6D·"';:!.O i 
!------ -.----- ----------1---------- -- ... --.------- --.-------.-----! 
! TDTAL.B :l.Bf:)4. "12('7! :1.1260:37 I.I:lBB:I. :1.67':1 
1 
, 
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---~0-----~f--T----~~----r----~E----r-----E~0-----------F0------r 
!------!------ ----------!----------!-------~----!--------------! 
! 2! 23 ~50 ! 15D Hl:I.627! 0. 3~556[) .... 2kl ! 
!------!------ _, ____ ~_---!---MM----_- -------------1--------------! 
! :W! 20 48!' lDfrlB ~~1:35!~1! 0.7f.117D-20! 
!._-----!------ ----------!---------- -------------!--------------! 
I.H1! ~.~5 6(~ ! 2tJ6(~ 7I.Hl6:lb! 0. 326l>D-::.~1. 
! ........ _._--! --_ .... _.- __________ ------------1--------------
60! 28 tll!l:U.!.. 12 l lWlB6 13. :I.'/~~6D""2D 
------!------ ---------- ----------!------------ --------------
80 ! 25 61 ll9 tll ! 15IWl~'53 IJ. 39:5:1.[)-~?n 
............... ---! ._ ... _ ........... .. 
----------!------------
10~1! 2l 54~3tt! 1. (,>377:?7 0.242J.[)·-lB 
.... __ . __ .-! _ ... _._--
----------1------------
120 23 . 60 7260 2156672 0. 30-15D-23 
------!---------- ------------!--------------
140 'I'" C);) 274B378! 0.2773D-2D! 
1------ ------!----------- ---------- -----.-------!--------------! 
! 1(;,0 25! 6 t l Hl:5El"l 3~J8:I.l166! 0. 1::!77D""2Rl ! !------ ------!---------- ---------- ------------!--------------! 
lBRl 1')1::" I ..:. .• J . 66 ! 11.94t..! 3565B79! (1.1(il15[)-·2l! 
!------!-------!----------!----------!---_._--------!---------------
! 2(,l0! 25! 66! 13U.6 1 ;392413:'>4! n.9l82[)--:U 
!------ ------!----------!---------- ------------!--------------
220 2'1 7:,! :1.613:, tIH8:5BB7! (),2167[)-lB 
!------ ------ ----------!---------- ------------ --------------
~J. UH~m-.. :u3 
------ ------ ------_.---!---------- ------------ --------------
26~1 19 ~)4! l.llRl94 412B09B B.6B75D-25 
2BRl 22 59 16579 4909394 Rl.9621[)-20 
:WO ~~~.~ 6(') 1Bk16D! 529:562'J n.17:'>4D .... l,9 
------ ------ ---------- ----------!------------ --------------
32Rl 25. 66 21186! 6266422 0.1378D-2l 
------!------!---------- ----------!------------ --------------
340! 2~j! 66. 22~506! b69~)L;9! n. 4(,)471)",,20 
! ______ ! _____ ~! __ --------!--__ ------!_-_--_------!--__ -_._--,------1 
! 36(,l! 26! 6(;)! 2ll::;lIB! 72bRl7B1! 0, :5b3(!)D-~?0 
!------!------!----------!----------!------------!--------------
3BD! 2~.:;! 67! 2~:;~:j27! 7~5(·j~:)6:1.2! (.), 4~5:l({)[)--2FJ 
!------l------ ----------!---------.-!------------!--------------
1 4(ilD! 2~5 67! 26(;)67! 791:1.3B~;! 13.4Iil66[)-·2D 
------!------ ----------!----------!------------!--------------
42Rl! 3~~ (VI! :;~';U.tl! :lI3 l I69D(H! (j. 42::;1')1)-'21 
------1------ ----------!----------!-------------!---------------
3D 79 ! 
------!------ ----------!----------!------------!--------------
"160! :3(il 79! :56f.1:1.?! H,762"17D! !il.1.3:5:5I) .... 1.B! 
._-----!------ ----------!----------!------------ --------------! 
",an! 3~l 79! ~,)7'/??! :L:l:lBf.I~57:" 0 . .1.660D·<lB ! 
-------!------ ----------!---------_.!-._---------- ---------------! 
~jRlB! :m. 7'1! :5'1579! :l166749'1 el. :~1.174D-18 ! 
------!------!----------!----------!------------ --------------! 
TDTALS! 669 1 1723! 4~;'i'6B;:~! t36:m07:l.2 
! 
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---~ij-----~i-------~~----r----~E----------EfO-----------~ij------i 
!------ ------!----------!---------- ------------!--------------
2 1:5 ! :n ! 9:, 7 /141.19! 0.OBB[3IHDeI 
!------ --_._--!----------!---------- ------------!--------------
! 2B a ! 24 ! :mll 1329::~2! ~l. elelB~1D+eln 
!------ ------!----------!-------_.-- ------------!--------------
{Hi) • 1:5 ! :5:) ! l.tl:55 . :376967! El. (!IBv)(!)I)+f3B 
------ ---~--!----------!----------!------------!--------------I 
6~1 :I. 2 ! :5 ~:; ! 2:1. :5::; ! ~)6 {16 0 1! (il. C)(WH,)[)+ (!)Rl ! 
------ ------!----------!----------!------------!--------------I 
aB 9 ! 27 ! 2107! 5641301 el.OOBelD+BB ! 
-----~!------!----------!----------!------------ --------------! 
H) C) ! U.! ::~2 ! :5;?,:52 ! O~?'bD% D. m~WIRIDH'lP.) ! 
------!------!----------!----------!------------ --------------! 
:1.20 1 :1.2! :5:5 ! 112:5:5! :1.(,194976 Cl. (,1(iIO(!J[)+RlD ! 
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HV 
2 
20 
40 
60 
80 
100 
120 
140 
160 
TOTALS 
THE EXTENDED ROSENBROCK TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE QUASI-NEWTON METHOD 
HI HF HC CPU 
32 115 181 73605823 
103 389 2469 248102379 
155 622 6862 401862731 
201 801 12921 549334636 
264 1028 22228 750982310 
327 1298 34098 1024481741 
" 
, 
348 1388 43268 1203191345 
387 1501 55821 1418788328 
422 1646 68326 1706613499 
2239 8788 246174 7376962792 
Table 2.18.1 
311 
FV 
0.51370-21 
0.68700-20 
0.21120-14 
0.30800-14 
0.49890-15 
0.49520-15 
0.15130-14 
0.11770-14 
0.19550-:-14 
NV 
4 
20 
40 
60 
80 
100 
120 
140 
160 
TOTALS 
, 
THE EXTENDED WOOD TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE QUASI-NEWTON METHOD 
NI Nr NC 
65 2Z3 487 
Z32 713 5373 
Z81 891 12171 
357 1184 22664 
390 13Z6 32606 
442 1556 45856 
475 1721 58841 
530 1964 76304 
566 2089 92809 
3338 11667 347111 
Table Z.18.2 
312 
CPU rv 
142905238 0.36880-19 
473493568 0.25470-18 
608462018 0.89370-19 
853338688 0.21860-14 
10Z8179255 0.IZ060-14 
lZ88371349 0.21780-15 
1539596973 0.20290-14 
1921347142 0.15270-15 
2244049569 0.61840-14 
10099643800 
HV 
4 
20 
40 
60 
80 
100 
120 
140 
160 
TOTALS 
-------------
THE EXTENDED MIELE & CANTRELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE QUASI-NEWTON METHOD 
HI HF HC CPU 
50 209 413 129443510 
51 205 1245 128906826 
53 210 2370 137141594 
53 212 3452 146639927 
53 212 4532 156951007 
54 211 5711 171018890 
54 211 6811 187195078 
54 211 7911 206131601 
54 211 9011 228460451 
476 1892 41456 1491888884 
. Table 2.18.3 
313 
FV 
0.18940-14 
0.23780-14 
0.82410-15 
0.12720-14 
0.16960-14 
0.49290-15 
0.59140-15 
0.69000-15 
0.78860-15 
NV 
4 
20 
40 
60 
80 
100 
120 
140 
160 
TOTALS 
THE EXTENDED POWELL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE QUASI-NEWTON METHOD 
-
. 
NI NF NC CPU 
43 145 321 91834950 
96 327 2267 206464260 
194 626 8426 415855182 
163 537 10377 376675510 
228 728 19048 557425474 
275 887 28487 748803277 
313 993 38673 933175211 
306 990 43970 1017842159 
351 1147 57467 1302794620 
1969 6380 209036 5650870643 
Table 2.18.4 
314 
FV 
0.40560-22 
0.48850-16 
0.57120-16 
0.14110-16 
0.50380-16 
0.37920-16 
0.11240-16 
0.54270-17 
0.37500-17 
HV 
10 
20 
40 
60 
80 
100 
120 
140 
160 
TOTALS 
THE EXTENDED DIXON TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE QUASI-NEWTON METHOD 
HI HF HC 
59 188 788 
70 207 1627 
84 251 3651 
103 321 6561 
111 347 9307 
126 373 13073 
122 364 15124 
129 387 18587 
119 364 19564 
923 2802 88282 
Table 2.18.5 
315 
CPU FV 
125318871 0.10980-19 
141458665 0.13190-17 
179060288 0.58200-18 
238318962 0.32600-17 
277049745 0.23000-15 
337468826 0.34080-16 
363140671 0.33240-16 
430738994 0.65720-16 
448614713 0.90530-16 
2551169735 
NV 
2 
20 
40 
60 . 
80 
100 
120 
140 
160 
TOTALS 
THE EXTENDED BEALE TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE QUASI-NEWTON METHOD 
-
NI NF NC 
14 4~ 73 
17 49 409 
15 49 689 
15 48 1008 
15 49 1329 
15 49 1649 
15 48 1968 
15 49 2289 
15 48 2608 
136 432 12022 
Table 2.18.6 
316 
CPU FV 
29070927 0.35570-21 
34320780 0.55780-20 
34712618 0.62820-20 
36503359 0.79310-19 
39313600 0.70440-19 
43180497 0.10740-18 
46844676 0.84260-19 
52751398 0.10710-18 
57856232 0.12750-18 
374554087 
HV 
2 
20 
40 
60 
80 
100 
120 
140 
160 
TOTALS 
THE EXTENDED ENGWALL TEST FUNCTION 
WITH ANALYTICAL GRADIENT 
THE QUASI-NEWTON METHOD 
HI HF HC CPU 
11 36 60 24062347 
11 35 275 24057143 
11 35 515 24902444 
10 33 693 24916928 
10 33 913 26885750 
10 33 1133 29200541 
10 34 1354 32517389 
10 33 1573 35542945 
10 33 1793 39406506 
93 305 8309 261492093 
Table 2.18.7 
317 
FV 
0.00000+00 
0.00000+00 
0.00000+00 
0.00000+00 
0.00000+00 
0.00000+00 
0.00000+00 
0.00000+00 
0.00000+00 
Appendix 3 
Summarized and Comparison Results 
This appendix contains the tables of the summarized results 
and the comparison of the new methods with the existing ones. 
Tables (3-i) i = 1,2, ••• ,17 contain the totals from the bottom 
rows of Tables (2-i-j) i = 1, ••• ,17, -j = 1, ••• ,7 of Appendix 2, 
followed by the ratios of these totals for the particular method 
over those of the Fletcher-Reeves method and over those of the 
Polak-Ribiere method. Table (3-18) contains the totals for the 
F.R method on problems up to 160 variables. Table (3-19) shows 
the same totals for the P.Rmethod,. followed by the ratios 
comparing the P.R method to the F.R method. Table (3-20) contains 
the bottom rows of Tables (2-i-j) i = 18 and j = 1, ••• ,7 from 
Appendix 2, followed by the ratios comparing the Q.N method with 
both the F.R and the P.R methods. Table (3-21) shows the totals 
for Hybrid 3 on problems up to 160 variables, followed by the 
ratios comparing Hybrid 3to the F.R, the P.R and the Q.N methods. 
Finally Table (3-22) shows the results obtained by not considering 
the Rosenbrock test problem. The same notation is used as in 
Appendix 2. 
318 
319 
The F.R method (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 2100 5069 1377517 283383768 
2 10019 20707 6553775 1558417294 
3 2261 5684 1469368 564253150 
4 12294 25203 7971021 1757258197 
5 7885 16196 5137696 1957732708 
.. 
6 2206 4783 1390371 430159650 
7 303 913 239451 60723429 
TOTALS 37068 78561 24139199 6611928196 
TABLE 3-1 
, 320 
The P.R method (Totals up to 500 variables) 
PROBLEM NI NF NC -CPU 
1 582 1792 470272 95337378 
P.R/F.R 0.28 0.35 . 0.34 . 0.34 
2 4638 9855 3005111 782991814 
P.R/F.R 0.46 0.48 0.46 0.50 
3 1728 4562 1144986 453124472 
P.R/F.R 0.76 0·60 0.78 0.80 
4 10585 21987 7065955 1756784408 
P.R/F.R 0.86 0.87 0.89 1.00 
5 1782 4098 1067718 419i91649 
P.R/F.R 0.23 -0.25 0.21 0.21 
6 274 995 259819 72508490 
P.R/F.R 0.12 0.21 0.19 0.17 
7 192 669 174905 43394032 
P~R/F.R 0.63 0.73 0.73 0.71 
TOTALS 19781 43958 13188766 3623932243 
P.R/F .R 0.53 . 0.56 0.55 0.55 
TABLE 3-2 
321 
The CG/SD Powell's Hybrid Method (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 574 1737 462871 88390845 
PH/F.R 0.27 0.34 0.34 0.31 
PH/P .. R 0.99 0.97 0.98 0.93 
2 4047 8591 2498347 591329853 
PH/F.R 0.40 0.41 0.38 0.38 
PH/P.R 0.87 0.87 0.83 0.76 
3 1766 4737 1212325 45638981 
PH/F.R 0.78 0.83 0.83 0.80 
PH/P.R . 1 .02 1.04 1.06. 1.00 
4 9044 18763 5988931 1335186320 
PH/F.R 0.74 0.74 0.75 0.76 
PH/P.R 0.85 0.85 0.85 0.76 
5 1765 4063 1056423 383749725 
PH/F.R 0.22 0.25 0.21 0.20 
PH/P.R 0.99 0.99 0.99 0.91 
6 285 1030 267938 75068049 
PH/F.R 0.13 0.22 0.19 0.17 
PH/P.R 1.04 1.04 1.03 1.04 
7 192 670 175186 43349028 
PH/F.R 0.63 0.73 0.73 0.71 
PH/P.R 1.00 1.00 1.00 1.00 
TOTALS 17673 39591 11662021 2969716801 
PH/F.R 0.48 0.50 0.48 0.45 
PH/P.R 0.89 0.90 0.88 0.82 
TABLE 3-3 
322 
ORIGl Hybrid Method (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 539 1659 436261 84216900 
01/F.R 0.26 0.33 0.32 0.30 
01/P.R 0.93 0.93 0.93 0.88 
... 
2 3965 8424 2406140 581635084 
01/F.R I 0.40 0.41 0.'37 0.37 01/P.R 0.85 0.85 0.80 0.74 
3 1829 4848 1189848 454661064 
01/F.R 0.81 0.85 0.81 0.81 
01/P.R 1.06 1.06 1.04 1.00 
4 10443 21632 6872240 1566367920 
01/F.R 0.85 0.86 0.86 0.89 
01/P.R 0.99 0.98 0.97 0.89 
5 1778 4087 1059267 396133713 
01/F.R 0.23 0.25 0.21 0.20 
01/P.R 1.00 1.00 0.99 0.94 
6 299 1053 273757 76820056 
01/F .R 0.14 0.22 0.20 . 0.18 
01/P.R 1.09 1.06 1.05 1.06 
1 193 671 175467 43486842 
01/F.R 0.64 0.73 0.73 0.72 
01/P.R 1.00 1.00 1.00 1.00 
TOTALS 19046 42374 12412980 3203321579 
01/F.R 0.51 0.54 0.51 0.48 
01/P.R 0.96 0.96 0.94 0.88 
TABLE 3-4 
323 
ORIG2 Hybrid Method (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 550 1675 444891 89191050 
02/F.R 0.26 0.33 0.32 0.31 
02/P.R 0.95 0.93 0.95 0.94 
2 3883 8258 2356322 595923133 
02/F.R 0.39 0.40 0.36 0.34 
02/P.R 0.84 0.84 0.78 0.76 
3 1169 3099 792603 303758512 
02/F.R 0.52 0.55 0.54 0.54 
02/P.R 0.68 0.68 0.69 0.67 
4 9988 20782 6563174 1570525910 
02/F.R 0.81 0.82 0.82 0.89 
02/P.R 0.94 0.95 0.93 0.89 
5 1715 3954 1047304 395829521 
02/F .R 0.22 0.24 0.20 0.20 
02/P.R 0.96 0.97 0.98 0.94 
6 300 1058 279562 80287571 
02/F.R 0.14 0.22 0.20 0.19 
02/P.R 1.09 1.06 1.08 1. 11 
7 192 665 174363 44546626 
02/F.R 0.63 0.73 0.73 0.73 
02/P.R 1.00 0.99 1.00 1.03 
TOTALS 17797 39491 11658219 3081062323 
02/F.R 0.48 0.50 0.48 0.47 
02/P.R 0.90 0.90 0.88 0.85 
TABLE 3-5 
-.. 
324 
Hybrid 1 Method : (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 3219 6965 2006513 484710481 
HI /F.R 1.53 1.37 1.46 1. 71 
HI /P.R 5.53 3.89 4.27 5.08 
2 3565 7642 2198330 569112686 
-
Hl/F.R 0.36 0.37 0.34 0.37 
Hl/P.R 0.77 0.78 0.73 0.73 
3 2131 5541 1486225 593914414 
HI /F.R 0.94 0.97 1.01 1.05 
Hl/P.R 1.23 1 .21 1.30 1.31 
4 11862 24296 7660400 1899552115 
HI /F.R 0.96 0.96 0.96 1.08 
HI /P.R 1 .12 1. 11 1.08 1.08 
5 1703 3941 1047751 415044030 
HI /F.R 0.22 0.24 0.20 0.21 
Hl/P.R 0.96 0.96 0.98. 0.99 
6 3136 6678 1909104 610155789 
HI /F.R 1.40 1.40 1.37 1 .42 
Hl/P.R 11.44 6.70 7.35 8.42 
7 212 731 193267 47768373 
HI /F.R 0.70 0.80 0.81 0.79 
Hl/P.R 1.09 1.09 1.10 1.10 
TOTALS 25828 55794 16501590 4620257888 
Hl/F.R 0.70 0.71 0.68 0.70 
HI /P.R 1.31 1.27 1.25 1.27 
TABLE 3-6 
325 
Shanno's Hybrid Method (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 618 1823 480531 107787733 
SH/F.R 0.29 0.36 0.35 0.38 
SH/P.R 1.06 1.02 1.02 1.13 
2 4660 9902 3021698 878751548 
SH/F.R 0.47 0.48 0.46 0.56 
SH/P.R 1.00 1.00 1.01 1.12 
3 1843 4893 1243553 5156891.1$ 
SH/F .R 0.82 0.86 0.85 0.91 
SH/P,R 1.07 1.07 . 1.09 1.14 
4 7905 16458 5219678 1435694342 
SH/F.R 0.64 0.65 0.65. 0.82 
SH/P.R 0.74 0.75 0.74 0.82 
5 1776 4082 1066912 437609669 
SH/F.R 0.23 0.25 0.21 0.22 
SH/P.R 1.00 1.00 1.00 1.04 
6 274 995 259819 79074500 
SH/F.R 0.12 0.21 0.19 0.18 
SH/P.R 1.00 1.00 1.00 1.09 
7 192 669 174905 48028148 
SH/F.R 0.63 0.73 0.73 0.79 
SH/P.R 1.00 1 .00. 1.00 1. 11 
TOTALS 17268 38822 11467096 3502637158 
SH/F.R 0.47 0.49 0.48 0.53 
SH/P.R 0.87 0.88 0.87 0.97 
TABLE 3-7 
, .. 
326 
The Angle Test Hybrid Method (T = 0.1) (Totals up to 500 variables) 
PROBLEM. NI NF NC CPU 
1 552 1676 438064 104333081 
ATHl IF.R 0.26 0.33 0.32 0.37 
ATH1/p.R 0.95 0.94 0.93 1.09 
2 4062 8614 2503110 776624782 
ATHl IF.R 0.41 0.42 0.-38 0.50 
ATH1/p.R 0.88 0.87 0.83 0.99 
3 1706 4538 1107438 488072262 
ATHl IF.R 0.75 0.80 0.75 0.86 
ATHl IP.R 0.99 0.99 0.97 1.08 
. 
4 11488 23603 7420111 2281919642 
ATHl IF.R 0.93 0.94 0.93 1.30 
ATHl Ip.R 1.09 1.07 1.05 1.30 
5 1771 4067· 1059707 460047880 
ATHl IF.R 0.22 0.25 0.21 0.23 
ATHl Ip.R 0.99 . 0.99 0.99 1.10 
6 274 995 259819 79111282 
ATHl IF.R 0.12 0.21 0.19 0.18 
ATH1/p.R 1.00 1 .00 1.00 1.09 
7 192 669 174905 48037114 
ATH1/F.R 0.63 0.73 0.73 0.79 
ATH1/p.R 1.00 1.00 1.00 1. 11 
TOTALS 20045 44162 12963154 4238146043 
ATH1/F.R 0.54 0.56 0.54 0.64 
ATHl Ip.R 1.01 1.00 0.98 1 • 17 
TABLE 3-8 
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The Angle Test Hybrid Method (T = 0.01): (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 546 1655 434323 102934447 
ATH2/F .R 0.26 0.33 0.32 0.36 
ATH2/P.R 0.94 0.92 0.92 1.08 
2 3965 8420 2405916 740735869 
ATH2/F.R 0.40 0.41 0.37 0.48 
ATH2/P.R 0.85 0.85 0.80 0.95 
3 1733 4561 1138713 499620686 
ATH2/F.R 0.77 0.80 0.77 0.89 
ATH2/P.R 1.00 1.00 0.99 1. 1 0 
4 10780 22210 6805618 2081807963 
ATH2/F.R '0.88 0.88 0.85 1.18 
ATH2/P.R 1.02 1.01 0.96· 1. 19 
5 1759 4045 1058805 458020782 
ATH2/F.R 0.22 0.25 0.21 0.23 
ATH2/P.R . 0.99 0.99 0.99 1.09 
6 274 995 259819 79111282 
ATH2/F.R. 0.12 0.21 0.19 0.18 
ATH2/P.R 1.00 1.00 1.00 1.09 
7 192 669 174905 48037114 
ATH2/F.R 0.63 0.73 0.73 0.79 
ATH2/P.R 1.00 1.00 1.00 1. 11 
TOTALS 19249 42555 .. 12278099 4010268143 
ATH2/F.R 0.52 0.54 0.51 0.60 
ATH2/P.R 0.97 0.97 0.93 1. 11 
TABLE 3-9 
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The Angle Test Hybrid Method (T = 0.001): (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 539 1659 435887 102193957 
ATH3/F.R 0.26 0.33 0.32 0.36 
ATH3/P.R 0.93 0.93 0.93 1.07 
2 3965 8420 2405916 738101299 
ATH3/F.R 0.40 0.41 0.37 0.47 
ATH3/P.R 0.85 0.85 0.80 0.94 
3 1568 4062 1025146 451255665 
ATH3/F.R 0.69 0.71 0.70 0.80 
ATH3/P.R . 0.91 0.89 0.90 1.00 
4 10857 22373 7079181 2152919232 
ATH3/F.R 0.88 0.89 0.89 1.23 
ATH3/P.R 1.03 1.02 1.00 1.23 
5 1757 4045 1058805 460846781 
ATH3/F.R 0.22 0.25 0.21 0.24 
ATH3/P.R 0.99 0.99 0.99 1.10 
6 274 995 259819 79111289 
ATH3/F.R 0.12 0.21 0.19 0.18 
ATH3/P.R 1.00 1.00 1.00 1.09 
7 192 669 174905 48037114 
ATH3/F.R 0.63 0.73 0.73 0.79 
ATH3/P.R 1.00 1.00 1.00 1. 11 
TOTALS 19154 42223 12439659 4032465330 
ATH3/F.R 0.52 0.54 0.52 0.61 
ATH3/P.R 0.97 0.96 0.94 1. 11 
TABLE 3-10 
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The Beta Test Hybrid Method (Totals up to .s00 variables) 
PROBLEM NI NF NC CPU 
1 542 1652 434794 90759450 
BTH/F.R 0.26 0.33 0.32 0.32 
BTH/'p. R 0.93 0.92 0.92 0.95 
2 3965 8420 2405916 639799254 
BTH/F.R 0.40 0.41 0.37 0.41 
BTH/P.R 0.85 0.85 0.80 0.82 
3 1636 4255 1063419 430384868 
BTH/F.R 0.72 0.75 0.72 0.75 
BTH/P.R 0.95 0.93 0.93 0.95 
4 10745 22242 7145370 1778997404 
BTH/F.R 0.87 0.88 0.90 1.01 
BTH/P.R 1.02 1 .01 1.01 1.01 
5 1759 4045 1058805 421122666 
BTH/F.R 0.22 0.25 0.21 0.22 
BTH/P.R 0.99 0.99 0.99 1.00 
6 387 1248 . 330872 948244r..:t 
BTH/F.R 0.18 0.26 0.24 0.22 
BTH/P.R 1 ; 41 1.25 1.27 1.31 
7 208 691 179987 44984993 
BTH/F.R 0.69 0.76 0.75 0.74 
BTH/P.R 1.08 1.03 1.03 1.04 
TOTALS 19242 42553 12619163 3500878077 
BTH/F .R 0.52 0.54 0.52 0.53 
BTH/P.R 0.97 0.97 0.96 0.97 
TABLE 3-11 
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-4 Hybrid 2 Method (T = 10) (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 542 1655 434807 101124740 
.. \l~W:~L 0.26 0.33 0.32 0.36 
H21 /P.R 0.93 ·<i~9i=: 0·;92···:::=::: . "::1';06· --- -,--,- ., .. __ .... - ..... 
2 I 3965 8420 2405916 726262278 
H21/F.R 0.40 0.4.1 0.37 0.47 
H21/P.R 0.85 0.85 0.80 0.93 
3 1614 4198 1051302 456815623 
H21/F.R 0.71 0.74 0.72 0.81 
H21/P.R 0.93 0.92 0.92 1.01 
4 10801 22334 7155702 2117072306 
H21/F.R 0.88 0.89 0.90 1.20 
H21/P.R 1.02 1.02 1.01 1.21 
5 1759 4045 1058805 453262254 
H21/F.R 0.22 0.25 0.21 0.23 
H21/P.R 0.99 0.99 0.99 L08 
6 330 1111 291255 86568927 
H21/F.R 0.15 0.23 0.21 0.20 
H21/P.R 1.20 1 .12 1.12 1 .19 
7 205 683 178539 47696065 
H21/F.R 0.68 0.75 0.75 0.79 
H21/P.R 1.07 1.02 1.02 1.10 
TOTALS 19216 42446 12576326 3988802193 
H21 /F.R 0.52 0.54 0.52 0.60 
H21/P.R 0.97 0.97 0.95 1.10 
TABLE 3-12 
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-6 Hybrid 2 Method (. = 10) (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 542 1652 434794 99437377 
H22/F.R 0.26 0.33 0.32 0.35 
H22/P.R 0.93 0.92 0.92 1.04 
2 3965 8420 2405916 721538028 
H22/F.R 0.40 0.41 0.37 0.46 
H22/P.R 0.85 0.85 0.80 0.92 
3 1639 4255 1063259 458599483 
H22/F.R 0.72 0.75 0.72 0.81 
H22/P.R 0.95 0.93 0.93 1.01 
. 
4 10745 22242 7145370 2105383609 
H22/F.R 0.87 0.88 0.90 1.20 
H22/P.R 1.02 1.01 1 .01 1.20 
5 1759 4045 . 1058805 452882035 
H22/F.R 0.22 0:25 0.21 0.23 
H22/P.R 0.99 0.99 0.99 1.08 
6 330 1111 291255 86568927 
H22/F.R 0.15 0.23 0.21 0.20 
H22/P.R 1.20 1.12 1 .12 1. 19 
7 205 683 178539 47~96065 
H22/F.R 0.68 0.75 0.75 0.79 
H22/P.R 1.07 1.02 1.02 1.10 
TOTALS 19185 42408 12577938 3972105524 
H22/F.R 0.52 0.54 0.52 0.60 
H22/P.R 0.97 0.96 0.95 1.10 
TABLE 3-13 
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Hybrid 2 Method (T = 10-8) (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 595 1751 460493 105394595 
H23/F.R 0.28 0.35 0.33 0.37 
H23/P.R 1.02 0.98 0.98 1. 11 
2 4275 9064 2636332 794187783 
H23/F.R 0.43 0.44 0.40 0.51 
H23/P.R 0.92 0.92 0.88 1.01 
3 1718 4476 1126800 482639557 
H23/F.R 0.76 0.79 0.77 0.86 
H23/P .R 0.99 0.98 0.98 1.07 
4 10401 21468 6511836 1943447172 
H23/F.R 0.85 0.85 0.82 1. 11 
H23/P .R 0.98 .0.98 0.92 1. 11 
5 1759 4045. 1058805 448003674 
H23/F.R 0.22 0.25 0.21 0.23 
H23/P .R 0.99 0.99 0.99 1.07 
6 330 1111 291255 86568927 
H23/F.R 0.15 0.23 0.21 0.20 
H23/P.R 1.20 1.12 1.12 1. 19 
7 205 683 178539 47696065 
H23/F .R 0.68 0.75 0.75 0.79 
H23/P.R 1.07 1.02 1.02 1.10 
TOTALS 19283 42598 12264060 3907937773 
H23/F .R 0.52 0.54 0.51 0.59 
H23/P.R 0.97 0.97 0.93 1.08 
TABLE 3-14 
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Hybrid 3 Method (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 668 1920 518202 109066477 
H3/F.R 0.32 0.38 0.38 0.38 
H3/P.R 1 .15 1.08 1.10 1.14 
2 1385 3350 858386 207017085 
H3/F.R 0.14 0.16 0.13 0.13 
H3/P.R 0.30 0.34 0.29 0.26 
3 1681 4430 1146106 457623558 
H3/F.R 0.74 0.78 0.78 0.81 
H3/P.R 0.97 0.97 1.00 1.01 
4 3364 7424 1861160 447239410 
H3/F.R 0.27 0.29 0.23 0.25 
H3/P.R 0.32 0.34 0.26 0.25 
5 1622 3758 973588 381726997 
H3/F.R 0.21 0.23 0.19 0.19 
H3/P.R 0.91 0.92 0.91 0.91 
6 328 1108 291246 82401484 
H3/F.R 0.15 0.23 0.21 0.19 
H3/P.R 1.20 1. 11 1.12 1.14 
7 204 681 178533 44726576 
H3/F.R 0.67 0.75 0.75 0.74 
H3/P.R 1.06 1.02 1.02 1.03 
TOTALS 9252 22671 5827221 1629801587 
H3/F.R 0.25 0.29 0.24 0.25 
H3/P.R 0.47 0.52 0.44 0.45 
TABLE 3-15 
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The F.R Method with New Restarts (Totals up to 500 variables) 
PROBLEM NI NF NC CPU 
1 1184 3012 806208 164542475 
NFR/F.R 0.56 0.59 0.59 0.58 
NFR/P.R 2.03 1.68 1. 71 1.73 
2 1363 3299 876395 198413494 
NFR/F.R 0.14 0.16 0.13 0.13 
NFR/P.R 0.29 0.33 0.29 0.25 
3 2133 5382 1384994 531230042 
NFR/F.R 0.94 0.95 0.94 0.94 
NFR/P.R 1.23 1.18 1.21 1. 17 
4 2964 6618 1653102 355781706 
NFR/F.R 0.24 0.26 0.21 0.20 
NFR/P.R 0.28 0.30 0.23 0.20 
5 1884 4264 1126037 418811679 
NFR/F.R 0.24 0.26 0.22 0.21 
NFR/P.R 1.06 1.04 1.05 1.00 
6 669 1723 459683 136308712 
NFR/F.R 0.30 0.36 0.33 0.32 
NFR/P.R 2.44 1.73 1.77 1.88 
7 308 925 239487 60711723· 
NFR/F.R 1.02 1.01 1.00 1.00 
NFR/P.R 1.60 1.38 1.37 1.40 
TOTALS 10505 25223 6545906 1865799831 
NFR/F.R 0.28 0.32 0.27 0.28 
NFR/P.R 0.53 0.57 0.50 0.51 
TABLE 3-16 
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The P.R Method with New Restarts (Tofals up to 500 variables) 
, 
PROBLEM NI NF NC CPU 
1 631 1858 497412 104241289 
NPR/F.R 0.30 0.37 0.36 0.37 
NPR/P.R 1.08 1.04 1.06 1.09 
2 1679 3988 923344 226696375 
NPR/F.R 0.17 0.19 0.14 0.15 
NPR/P.R 0.36 0.40 0.31 0.29 
3 1838 4886 1302534 523478361 
NPR/F .R 0.81 0.86 0.89 0.93 
NPR/P.R 1.06 1.07 1.14 1.16 
4 2682 6065 1564785 374466723 
NPR/F.R 0.22 0.24 0.20 0.21 
NPR/P.R 0.25 0.28 0.22 0.21 
5 1638 3781 984461 387909670 
NPR/F.R 0.21 0.23 0.19 0.20 
NPR/P.R 0.92 0.92 0.92 0.92 
6 308 1093 287165 80780170 
NPR/F.R 0.14 0.23 0.21 0.19 
NPR/P.R 1. 12 1.10 1. 11 1. 11 
7 202 679 178131 44204394 
NPR/F.R 0.67 0.74 0.74 0.73 
NPR/P.R 1.05 1.01 1.02 1.02 
TOTALS 8978 22350 5737832 1741776982 
NPR/F.R 0.24 0.28 0.24 0.26 
NPR/P.R 0.45 0.51 0.44 0.48 
TABLE 3-17 
The F.R Method (Up to 160 variables) 336 
PROBLEM NI NF NC CPU 
1 695 1538 149106 31716628 
2 1514 3145 331633 . 79119488 
3 746 1828 151052 58753972 
4 1940 4043 400575 88222272 
5 1462 3038. 313018 119910452 
6 624 1348 143276 44475231 
7 100 284 25402 6563228 
TOTALS 7081 15224 1514062 428761271 
TABLE 3-18 
The P.R Method (Up to 160 variables) 
PROBLEM NI NF NC CPU 
1 216 564 46784 10122380 
PR/FR 0.31 0.37 0.31 0.32 
2 948 2061 208477 53656488 
PR/FR 0.63 0.66 0.63 0.68 
3 595 1529 120853 48416084 
PR/FR 0.80 0.84 0.80 0.82 
. 
4 1537 3354 231322 78772437 
PR/FR 0.79 0.83 0.58 0.89 
5 691 1518 133298 53201193 
PR/FR 0.47 0.50 0.43 0.44 
6 97 315 26859 7653151 
PR/FR 0.16 0.23 0.19 0.17 
7 67 211 17927 4589470 
PR/FR 0.67 0.74 0.71 0.70 
TOTALS 4151 9552 785520 256411203 
PR/FR 0.59 0.63 0.52 0.60 
TABLE 3-19 
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The Q.N Method (Up to 160 variables) 
PROBLEM NI NF NC CPU 
1 2239 8788 246174 7376962792 
QN/F.R 3.22 5.71 1.65 232.6 
QN/P.R 10.36 15.50 5.26 728.8 
2 3338 11667 347111 10099643800 
QN/F.R 2.20 3.71 1.05 127.7 
QN/P.R 3.52 . 5.66 1.66 188.2 
3 476 1892 41456 1491888884 
QN/F.R 0.64 1.04 0.27 25.39 
QN/P.R 0.80 1.23 0.34 30.81 
4 1969 6380 209036 5650870643 
QN/F.R 1.01 1.58 0.52 64.05 
QN/P.R 1.28 1.90 0.90 71. 74 
5 923 2802 88282 2551169735 
QN/F.R 0.63 0.92 0.28 21.28 
QN/P.R 1.34 1.85 0.66 47.95 
6 136 432 12022 374554087 
QN/F.R 0.22 0.32 0.08 8.42 
QN/P.R 1.40 1.37 0.45 48.94 
7 93 305 8309 261492093 
QN/F.R 0.93 • 1.07 0.33 39.84 
QN/P.R 1.39 1.45 0.46 56.98 
TOTALS 9174. 32266 952390 27806582034 
QN/F.R 1.30 2.12 0.63 64.85 
QN/P.R 2.21 3.38 1. 21 108.45 
TABLE 3-20 
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The H3 Method (Up to 160 variables) 
PROBLEM NI NF NC CPU 
1 226 577 47899 10606148 
H3/F.R 0.33 0.38 0.32 0.33 
H3/P.R 1.05 1.02 1.02 1.05 
H3/Q.N 0.10 0.07 0.19 0.0014 
2 495 1113 94569 23926432 
H3/F .R 0.33 0.35 0.29 0.30 
H3/P.R 0.50 0.54 0.45 0.45 
H3/Q.N 0.15 0.10 0.27 0.0024 
3 581 1517 130413 52263421 
H3/F.R 0.78 0.83 0.86 0.89 
H3/P.R 0.98 0.99 1.08 1.08 
H3/Q.N 1.22 0.80 3.15 0.0092 
4 1059 2285 205281 50625313 
H3/F.R 0.55 0.57 , 0.51 0.57 
H3/P.R 0.69 0.68. 0.89 0.64 
H3/Q.N 0.54 0.36 0.98 0.0090 
5 616 1362 113812 45706730 
H3/F.R 0.42 0.45 0.36 0.38 
H3/P.R 0.89 0.90 0.85 0.86 
H3/Q.N 0.67 0.49 1.29 0.0179 
6 113 349 30007 8723507 
H3/F.R 0.18 0.26 0.21 0.20 
H3/P.R 1. 16 1. 11 1.12 1.14 
H3/Q.N 0.83 0.81 2.50 0.0232 
7 71 214 18626 4892295 
H3/F.R 0.71 0.75 0.73 0.75 
H3/P.R 1.06 1.01 1.04 1.07 
H3/Q.N. 0.76 0.70 2.24 0.0187 
TOTALS 3161 7417 640607 196743846 
H3/F.R 0.45 . 0.49 0.42 0.46 
H3/P.R 0.76 0.78 0.82 0.77 
H3/Q.N 0.34 0.23 0.67 0.0071 
TABLE 3-21 
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The summarized results without the Rosenbrock problem (Up to 
160 variables) 
METHOD NI NF NC CPU 
F.R 6386 13686 1364946 397044643 
P.R 3935 8988 73'8736 246288823 
P.R/F.R 0.67 0.67 0.54 0.62 
Q.N 6935 23478 706216 20429619242 
Q.N/F.R 1.09 1.72 0.52 51.45 
Q.N/P.R 1. 76 2.61 0.96 82.95 
H3 2935 6840 592708 186137698 
H3/F.R 0.46 0.50 0.43 0.47 
H3/P.R 0.75 0.76 0.80 0.76 
H3/Q.N . 0.42 0.29 0.84 0.0091 
TABLE 3-22 
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