The propagation of electromagnetic waves in dielectric slab waveguides with periodic corrugations is described by the spectrum of the Helmholtz operator on an infinite strip with quasiperiodic boundary conditions. This paper reviews the basic properties of this spectrum, which typically consists of guided modes, radiation modes and leaky modes. A great deal of attention will be devoted to planar waveguides which share some of the important features of the periodic case. To compute the eigenmodes and the associated propagation constants numerically, one usually truncates the domain that contains the grating and imposes certain radiation conditions on the artificial boundary. An alternative to this approach is to decompose the infinite strip into a rectangle, which contains the grating, and two semi-infinite domains. The guided and leaky modes can be computed by matching the Dirichlet-to-Neumann operator on the interfaces of these three domains. The discretized eigenvalue problem is nonlinear because of the appearance of the propagation constant in the artificial boundary condition. We will discuss how such problems can be solved by numerical continuation. In this approach, one starts with an approximating planar waveguide and then follows the solutions by a continuous transition to the multilayer periodic structure. The chap- * Preprint of an article that will appear in Progress in Computational Physics (PiCP) 50-72,Matthias Ehrhardt, editor, Bentham (2010).
Introduction
Periodic media are of considerable interest because there are certain directions and frequencies in which waves cannot propagate. This phenomenon is known as a spectral band gap and occurs because of cancellation due to coherent scattering. In electromagnetics, materials in which the refractive index varies periodically are called photonic crystals. They can be classified as one-two or three dimensional, depending on the number of space directions in which the refractive index varies.
A classical example of a one-dimensional photonic crystal is the Bragg mirror which is an infinite stack of alternating dielectric layers. Lord Rayleigh was able to demonstrate that the mirror exhibits band gaps [39] . Two dimensional photonic crystals consist of a square lattice of infinite dielectric rods. In this case it usually suffices to consider polarized waves which reduces the Maxwell problem to the scalar Helmholtz equation in the transverse plane. An example of a three dimensional crystal is the so-called woodpile where parallel dielectric logs are stacked in alternating directions [24, 43] . For an excellent introduction to photonic crystals and their use in controlling the propagation of light we refer the reader to the recent book [28] .
The modes of a periodic structure are the nontrivial solutions of the Maxwell equations without source terms. The appropriate mathematical tool in this context is Floquet Theory which addresses differential equations with periodic coefficients. This topic has been surveyed in [31] and [32] . The type of solutions that are possible in periodic media is described by Floquet's Theorem, which states that the modes are the product of periodic function and a plane wave. Thus the problem of finding the modes can be reduced to computing the eigenfunctions of the Maxwell operator on the periodic cell with quasi periodic boundary conditions.
In the earlier mentioned examples of photonic crystals the periodic cell is finite and the resulting differential operator has a discrete spectrum. The eigenvalues are the frequencies that are allowed to propagate and depend on the wave number of the plane wave. This dependence is usually referred to as the dispersion relation. In order to describe the propagation characteristics of a given periodic structure, the eigenvalue problem must be discretized and solved for all wave vectors in the Brillouin zone. The frequencies that are not an eigenvalue for any wave vector constant make up the band gaps. There are numerous papers that describe this process and its analysis. Representative examples are [4, 16, 17, 29] .
Another important class of photonic structures are layered materials. The best known example is the dielectric slab waveguide, which consists of a high index core sandwiched between two infinite lower index materials. Such a structure can support a finite number of guided waves that propagate in a direction parallel to the core. It is a standard textbook exercise to derive the dispersion relation of such a structure [34, 52] . The situation can be complicated by increasing the number of layers and by adding a periodic perturbation, for instance, a grating. Open and periodic waveguides can be found in many integratedoptics devices, such as semiconductor lasers, waveguide couplers, and leaky-wave antennas.
Gratings have been studied for a long time, mainly in the context of scattering [38, 51] . In a grating the refractive index varies in two directions, but is periodic only in one direction. While Floquet's Theorem is still applicable to describe the spectrum of the Maxwell operator in such a geometry, there are considerable differences to photonic crystals. The main difficulty is the fact that the periodic cell is an unbounded region, namely an infinite strip in the transverse direction of propagation. Thus the spectrum of the Maxwell operator typically consists of a finite number of discrete eigenvalues and a continuum of eigenmodes. Leaky modes are a third type of physically relevant eigensolutions. They are unbounded solutions and result from constructive scattering of a guided mode into the semi-infinite regions.
The goal of this chapter is to review some mathematical and numerical methods for planar and periodic dielectric waveguides. The history of this problem goes back to the engineering analysis of open waveguides in the 1960s (see the references in [37] ). The first mathematical existence studies are much more recent, and appear to be limited to guided modes and the continuous spectrum [7] . The first numerical methods appear in the first engineering papers, see, again [37] and the review paper [25] . The following decades have seen vast improvements of discretization methods and iterative methods for solving the nonlinear eigenvalue problem.
After fixing the mathematical notations in Section 2 we will first discuss planar non-periodic waveguides in 3. We devote a considerable amount of space for this topic as it is important for the understanding of the more complicated periodic case. Moreover, because of numerical instabilities, the computation of the modes is much more difficult than one might have expected. Section 4 reviews some analytical results about the existence of the continuous and discrete spectrum of periodic waveguides. The following Sections 5 and 6 describe several discretization methods for the operator equations.
In numerical computations the infinite periodic cell must be truncated and suitable conditions must be imposed on the artificial boundary. Since the frequency goes into the boundary condition the resulting eigenvalue value problem is non-linear. A popular way to solve this type of problem is the continuation method. In Section 7 we describe how the modes of a periodic structure can be computed by following the solutions of an averaged planar structure.
In the recent years, the perfectly matched layer (PML) has become a very popular method to truncate infinite domains in scattering problems. This methodology has also been applied to periodic structures and leads to very different computational issues. This will be mentioned briefly in the concluding Section 8.
Preliminaries
Throughout this article, we assume that the materials in which the electromagnetic fields exist are linear, non-dispersive and isotropic. In this case, the relationship between the electric displacement and the electric field is D = E and between the magnetic flux density and field is B = µH. Here, the electric permittivity and the magnetic permeability µ are scalars that may be functions of the position. Although this assumption is only an approximation, it is sufficiently accurate in many application of interest. In photonics applications the materials are usually non-magnetic, hence
Here, 0 and µ 0 are the permittivity and permeability of free-space, r is the relative permittivity and n is the refractive index. In most applications the electromagnetic fields are time-harmonic, i.e., the time dependence is exp(−iωt), where ω is the frequency. Furthermore, there are no currents and charges. Under these assumptions, Ampère's and Faraday's law are
(1)
In photonics problems one is usually interested in the type of solutions that can occur in a structure with a given refractive index. Mathematically, this is an eigenvalue problem where ω is the eigenvalue and E, H are the non-trivial eigenfunctions. Upon taking the divergence of (1) and (2) it becomes immediately clear that
must hold. Equations (1) (2) (3) (4) are the source-free timeharmonic Maxwell's equations which appear in this form in many textbooks. At first glance, equations (3) and (4) are superfluous since they follow directly from (1) and (2) . Nevertheless, they must be satisfied explicitly to avoid difficulties with the infinitely dimensional nullspace of the curl operator.
In this article we limit our attention to structures that are invariant in the y-direction. From basic electromagnetic theory it is well known that in this case the eigensolutions of the Maxwell equations come in two polarizations:
• Transverse Electric (TE) waves.
The electric field is parallel to the y-axis E(x, y, z) = u(x, z) e y , where the scalar function u(x, z) satisfies the Helmholtz equation
where k = ω √ 0 µ 0 is the wave number, which is the unknown eigenvalue. From Ampère's law it follows that the magnetic field is given by
• Transverse Electric (TM) waves. The magnetic field is parallel to the y-axis H(x, y, z) = u(x, z) e y , where the scalar function u(x, z) satisfies the Helmholtz equation
The electric field is given by
which is a consequence of Faraday's law.
In the literature there is an apparent disagreement about which plane is transverse. Here, transverse refers to the plane perpendicular to the direction of the periodic variation, i.e., the xy-plane. This is the convention found in, e.g. [37] . Another possibility is to denote the plane perpendicular to the grooves as the transverse plane. In this case, the terms TE and TM must be switched. This is the choice of. e.g [7] .
For both polarization the problem is considerably simpler than the Maxwell problem, since only a scalar equation in two spatial variables must be solved. Moreover, the nullspaces of the Helmholtz operators are finite-dimensional, hence there is no need to incorporate the conditions (3) and (4) .
The equations for the TE and TM polarizations can be unified into one, by writing
where
A typical grating structure can consist of several, but finitely many stratified layers and a layer that contains a periodic grating. The refractive index is a periodic function in z n(x, z) = n(x, z + Λ) where Λ is the grating period. With the exception of the grating layer, the index in each layer is a piecewise constant function of x only, and constant outside the finite interval x ∈ [0, w]. Usually, the two semi-infinite intervals are referred to as the superstate and substrate and the region in between is called the stack. In many applications the refractive indices in the two semi-infinite layers are the same, in others, they are different. We will see that the latter case complicates matters somewhat. We orient the direction of the x-axis such that the "negative" semiinfinite layer contains the smaller refractive index. A typical geometry is shown in Figure 1 .
For a piecewise constant index, (7) is understood in the distributional sense. This implies that on the interface of two layers the solution is continuous
The conditions for the derivative in the normal direction n of the interface depend on the polarization 
Planar Waveguides
In a planar waveguide there is no grating layer, thus the refractive index is a function of x only
where n(x) is a piecewise constant function with a finite number of discontinuities inside the interval [0, w]. While planar waveguides lack some of the interesting features of periodic waveguides, they are still helpful for the understanding the spectral properties of open structures: as in the periodic case, planar waveguides can have a set of discrete eigenmodes as well as a continuous spectrum. In addition, both types of waveguides have so-called leaky modes, which are characterized by complex propagation constants. The periodic waveguide may be regarded as a perturbation of the planar waveguide, where inside the grating region the refractive index is replaced by its average value
Here, w g is the length of the interval [x − , x + ] on the x-axis that is occupied by the grating region. This concept is useful for computing the modes of a periodic structure by continuation from the averaged planar structure. In such an approach the modes of the structure with index
are followed in the interval v ∈ [0, 1]. This will be discussed in more detail in Section 7.
Since the structure is invariant in z-direction, the solutions of (7) have the form
hence substitution into (7) leads to
Since x ∈ R this is a singular Sturm-Liouville problem, where the propagation constant β is the unknown eigenvalue, and k is a fixed parameter. Of course, one could also revert the roles of β and k and would obtain a similar problem. A material consisting of J + 1 layers is completely described by J + 1 refractive indices n 0 , . . . , n J and the positions x 1 , . . . x J of the J interfaces, c.f. Figure 2. The layer with index n 0 is the cover and layer n J is the substrate. The other layers are the interior layers. To simplify notations we shift the origin to the first interface, i.e., x 1 = 0 and write x J = w. In each layer the functions p and q are constant, therefore the solution for both polarizations is a linear combination of left and right going harmonics
Here, the transverse wave numbers are
where we adopt the convention that the square root function has a branch cut on the negative real axis. Thus for a real value of β the propagation constant is either positive real or positive imaginary. It is convenient to write the solution in the j-th layer in terms of the solution of the left endpoint of the layer
The state vector
is continuous across layer interfaces. Using (13) it follows that the state vectors at the interfaces x j and x j+1 transforms according to the formula
where T j is the matrix
andα j = p j α j where p j denotes the value of the function p(x) in the jth layer. The translation matrix is always invertible because the determinant of T j is unity. The translation from 0 to w is simply the product
The matrix T is useful to construct solutions of (11) . We will demonstrate this now.
Continuous Spectrum
The value of α 0 is real if
Thus the left and right going harmonics exp(±iα 0 x) are two linearly independent bounded solutions in the left semi-infinite layer x ≤ 0. Using translation operators, both harmonics can be extended to a solution of (11) on the whole real axis. In the right semi-infinite layer the solution has the form of (13) for j = J.
Recall that the orientation of the x-axis is such that n 0 ≤ n J , hence the value of α J is real for the given range of β 2 and thus the two solutions are bounded and are usually called two-sided radiation modes. If 0 < β 2 ≤ n 2 0 k 2 the modes propagate in z direction, if β 2 < 0 the modes are evanescent, that is, they decay in z.
Now consider a value of β 2 in the interval
Here the value of α 0 is imaginary whereas the value of α J is real. Hence there is only one linearly independent bounded mode in the left semi-infinite layer, namely exp(−iα 0 x). Translation through the layers will result in a bounded solution on the whole real axis. These solutions radiate only in the right semi-infinite layer and are therefore called substrate modes.
Discrete Spectrum
So far, we have found bounded solutions for every value of β 2 , thus the interval β 2 ≤ n 2 J k 2 is the continuous spectrum. The situation is different when β 2 > n 2 J k 2 , because then the transverse propagation constants in both semi-infinite layers are purely imaginary. In this case there is only one bounded exponential on either side. In general, the bounded solution in the left layer will translate to a combination of the bounded and the unbounded exponential on the right side, unless the coefficient of the unbounded exponential vanishes. If that happens, the mode is exponentially decaying in both semi-infinite layers and is called a guided mode.
In the following we derive a condition to characterize such a mode. Suppose that the mode is normalized to satisfy φ(0) = 1 then
In each layer of the stack a guided mode is again of the form (13) . Using translation operators it follows that the state vectors at the points x = 0 and x = w must satisfy the relationship
whereα j = p j α j and p 0 and p J are the values of p(x) in the semi-infinite layers. Note that the variables T , α 0 andα J are functions of β. Simple algebra shows that the above relationship is equivalent to finding the roots of the characteristic function (14) where the t ij are the coefficients of the matrix T .
Since a guided mode has exponential decay it is a function L 2 (R). By multiplying (11) with φ and integrating by parts it follows that
from which it can be concluded that Hence there are guided modes only in the interval n
We will see in Section 3.3 that their number is finite. The types of solutions to (11) are summarized in Figure 3 
Leaky Modes
In addition to real solutions in the interval n (14) can also have complex roots. A complex value of β implies that the transverse wave numbers α 0 and α J are in the complex plane and thus the branch choice of the square root in (12) becomes an important issue. The characteristic function is four-valued depending on the signs of the square root. Note that the sign choice of the interior α j 's is irrelevant because the translation operators T j are even functions of α j .
-substrate modes -guided modes -continuous spectrum - Figure 3 : Classification of the spectrum of a planar waveguide.
The solutions that have physical significance are those that radiate energy away from the stack and are known as leaky modes, see [13] . Although leaky waves have infinite energy they are physically significant and have been verified experimentally in finite regions of the waveguide [49] . The leaky modes form a discrete set of expansion functions in the stack and can represent field solutions in this region [35] . Leaky-wave analysis has the advantage that in the representation of a field the superposition integral of radiation modes is replaced by a discrete sum of leaky modes. In practice, only a few modes are necessary to obtain good approximations. This type of analysis has been applied in several photonics applications, especially for waveguide transitions. See, e.g. [33] and the references cited therein.
An elegant way to deal with the four-valuedness of the characteristic function is to make the change of variables
which was suggested in the paper [41] . Simple algebra shows that
Because of α
0 all transverse wave numbers are analytic functions of z when z = 0. Furthermore, the coefficients of the translation matrices are analytic functions of α j and therefore they are also analytic in z = 0. Thus the characteristic function is an analytic function of z in C \ {0} and has essential singularities in z = 0 and z = ∞. If n 0 = n J then δ = 0 and the transformation is simply
and the characteristic function is an entire function with an essential singularity at z = ∞.
Transformation (15) maps the interval
] to a finite interval on the positive real z-axis that does not contain the origin when δ = 0. Since the function is analytic, there is at most a finite number of roots in this interval.
Another result about the z-roots that can be obtained from the Great Picard Theorem of complex analysis. Because of the essential singularities it follows that characteristic function either has no root at all, or an infinite number of roots that accumulate at infinity and, in addition, if δ = 0, accumulate in the origin. If the frequency k is large enough, and n M > max{n 0 , n J } it well-known that there are guided modes and hence there is an infinite number of roots. The spectrum in this situation is illustrated in Figure 4 . The situation depicted here appears to be the generic case. However, the author of this chapter is not aware of results that guarantee existence of roots under more general conditions. So far, we have considered the eigenvalue β for a given value of the frequency k. In the analysis of a waveguide one is usually interested how the l-th eigenvalue changes with the frequency k. The function β l (k) is called the dispersion relation and describes the way in which the propagation speed and attenuation varies with the frequency of the mode.
As the frequency increases, the number of guided modes increases. The smallest frequency for which a given mode is guided is called the cut-off frequency for that mode. This condition is characterized by a bifurcation of two dispersion curves in the complex plane [22] . We use the guide n 0 = 1.0, n 1 = n 4 = 1.66, n 2 = 1.53, n 3 = 1.60, n 5 = 1.66, n 6 = 1.5,
to illustrate the dependence of the eigenmodes on the frequency. This structure appears frequently in the literature [13] . The real dispersion curves are shown in 5. The dispersion of the leaky modes are best visualized in the z-plane. As k increases, the modes emanate from the origin in complex conjugate pairs until they bifurcate into two real solutions at z = δ/2. Only the solution z > δ/2 represents a guided solution. The other solution is non-physical as it increases exponentially in one layer. At the same time, there are complex conjugate pairs of solutions that move near the imaginary axis towards the point z = −δ/2. Here the pairs bifurcate into another set of non-physical real solutions. The motion of the roots in the complex planes is indicated by arrows in Figure 4.
Variational Formulation
The previous discussion was based on deriving a characteristic equation of (11) using translation operators. A different way to treat the problem of finding the guided and leaky modes of a planar multilayer waveguide is the variational approach. Unlike the characteristic function method, this approach generalizes to arbitrary index profiles as long as the index varies only in a finite interval. Furthermore, we will show in the following section that numerical methods based on a variational formulation are more stable than algorithms that find the roots of a characteristic function.
Since guided and leaky modes are defined by only one complex exponential in the semi-infinite layers they solve (11) in the interval [0, w] with Robin-type boundary conditions at the endpoints. Thus
Since the transverse wave numbers α 0 and α J depend in a nonlinear way on the eigenvalue β 2 the system (19-21) does not constitute a regular Sturm-Liouville problem.
The actual nature of this problem becomes more apparent if the unknown β 2 is replaced by the zvariable in (15) . It was recently discovered [44] that with this change of variables the variational form of (19) (20) (21) transforms into a quartic eigenvalue problem.
To derive this result we multiply (19) by a test function ψ and integrate by parts. This leads to
Incorporating the boundary conditions (20) and (21) leads to
The problem at hand is to find β and φ = 0 such that the above equation is satisfied. Since α 0 , α J depend on β (22) is a nonlinear eigenvalue problem in β.
To obtain a formulation in the z variable, note that it follows from (12), (16) and (17) that
Thus (22) is transformed to
We introduce the bilinear forms
After multiplying with z 2 and sorting out equal powers of z we obtain
which is a quartic eigenvalue problem. In the case δ = 0 the above simplifies to the quadratic eigenvalue problem
Computation of modes
The most obvious approach to computing the guided and leaky modes of a planar waveguide is to find the roots of the characteristic equation (14) with Newton's method. Because of the square root in (12) this function has two branch cuts in the complex plane. If one of the roots is near a branch cut, then iterates tend to jump across branch cuts without converging. To avoid such difficulties one can use the change of variables (15) . In applications one is usually interested in how many guided modes a given structure has or which the dominant leaky modes are. Therefore it is important to have a numerical method which is capable to find all roots at least in a specified range. Employing Newton's method with different initial guesses is not a very satisfactory approach as it would be hard decide when to stop searching for new roots. A better approach is to use the argument principle of complex analysis, which relates the number of roots in a domain to a contour integral over its boundary. Delves and Lyness [15] propose a method which is based on this principle and guarantees all roots of an analytic function in a given region of the complex plane. Variations of this idea with application to dielectric waveguides are discussed in [2, 3, 12] and [42] .
Another approach to obtain all roots in a given range is to use a continuation method [1] . Petracek and Singh were the first to apply this technique for planar dielectric waveguides [30] . Their idea is to truncate the structure in the semi-infinite layers and to impose homogeneous Dirichlet boundary condition at the endpoints. The truncated problem is a regular Sturm-Liouville problem which can be formulated as a standard eigenvalue problem. Its solutions are the initial points that are followed by a in a smooth transition from the closed to the open structure. A more detailed description of continuation methods will be given later in Section 7 in the context of periodic waveguides.
Methods that compute the roots of (14) are capable of finding the propagation constants of certain structures, but they have their limitations because the exponential scaling of the characteristic function. This property causes significant cancellation errors when evaluating the function in floating point arithmetic. To illustrate how this happens consider the waveguide whose refractive index and dominant guided mode is shown in Figure 6 . When k = 9 the mode has propagation constant β/k ≈ 1.64. Hence the transverse wave number α 4 is purely imaginary in layer 4. The translation operator T 4 has eigenval-ues exp(±iα 4 w 4 ), and the eigenvectors Ψ ± are state vectors that are either magnified or reduced when translated across this layer. The state vector of the eigenmode is a linear combination of Ψ ± , but since the mode decays in layer 4, the weight of Ψ − must be very small. However, in the presence of floating point errors, this weight can be increased with the result that the function value of the numerically computed characteristic function is significantly different from zero. This effect becomes more noticeable when the width of the layer or the frequency is increased. This is illustrated in Figure 7 which shows the numerically computed characteristic function in the interval of β/k where the guided modes occur. For k = 5 the roots are clearly visible, but when k = 7 or k = 9, the roots disappear in numerical noise. A different approach that does not rely on finding the roots of the characteristic function is the finite element method. Here, one begins with a partition of the interval [0, w]
where the set of node points {ξ j } contains the layer interfaces. The mesh width is h = max j (ξ j+1 − ξ j ), and the finite element space S h consists of functions that are piecewise polynomial on the partition and globally continuous. The finite element method seeks the solution of the variational formulation in the space S h . Since this space has finite dimension, the problem is reduced to a matrix problem.
If we work with the variational form in the β-variable (22) , the resulting task is to find the values of β such that
This is a highly non-linear eigenvalue problem and was considered in a slightly more general setting in [50] . This approach avoids the numerical instabilities associated with the evaluation of the characteristic function, but does not guarantee that a complete set of solutions is found, since the solutions depend on the quality of the initial guess.
The alternative is to work with the variational form in the z-variable (23) , in which case one obtains the quartic eigenvalue problem: Find z such that
When the finite elements are the piecewise linear hat functions, the matrices A 0 , A 2 and A 4 are tridiagonal, and
There are several numerical methods to treat polynomial eigenvalue problems, they are reviewed in [48] . The standard approach is to solve the equivalent generalized eigenvalue problem: Find z such that
Thus a generalized eigenvalue problem of size 4N must be solved. For the latter the direct method, based on the QZ-factorization can be used. However, since the companion matrix is sparse, it is preferable to use Arnoldi methods, which are implemented in ARPACK.
The advantage of solving the quartic eigenvalue problem is that all dominant eigenvalues can be found by solving one eigenvalue problem. Iterative methods for (25) can only provide one eigenvalue at a time. Thus the numerical effort to compute several modes can be much higher and there is no guarantee that no modes have been missed.
Periodic Waveguides
We now turn our attention to waveguides that constitute a periodic perturbation of a multilayer planar structure. The discrete spectrum of the periodic structure is the perturbation of the spectrum of the planar structure.
However, because of coherent scattering, a guided mode can be changed into a leaky mode as the frequency is increased. Such a mode radiates energy away from the grating region into free space. This effect is equivalent to the occurrence of stop-bands in the dispersion relation and is characterized by a complex propagation constant.
In this section we only give a minimal description of the spectral properties for the periodic case to make our presentation self consistent. For more detail and mathematical rigour we refer to Stephen Shipman's chapter in the same book [40] .
Floquet's Theorem
The modes of a grating structure such as the one shown in Figure 1 are the solutions of the eigenvalue problem (7), which is posed in the xz-plane. The refractive index has discrete translational symmetry in z-direction, that is, it remains unchanged under translations of an integer multiple of the grating period Λ. This allows us to consider the eigenvalue problem on the fundamental domain of the symmetry, which is one period of the grating.
The mathematical result behind this reduction is known as Floquet's theorem, which states that the eigenfunctions are quasi-periodic in the z-direction.
This result can be seen by applying the Floquet transform, which, for a z-periodic medium is given by
The transformed variable β is the quasimomentum, or propagation constant. It is obvious from the definition that the inverse transform is u(x, z) = Λ 2π
Furthermore,
Moreover, the Floquet transform commutes with the operator L defined in (7), hence it satisfies the differential equation
Here Ω Λ = R×[0, Λ] is an infinite strip of width Λ and Γ 0 = R × {0} and Γ Λ = R × {Λ} are its boundaries. In the following we will drop the subscript β when it is clear that a solution of (28-30) is meant. Because of (27) we only have to consider propagation constants in the so-called Brillouin zone
Since the fundamental domain of the symmetry is infinite, it is possible that both the propagation constant or the frequency are complex. Thus the dispersion relation k(β) of a mode is a complex function. Strictly speaking, such solutions are not part of the spectrum of the operator L as they are unbounded in the xz-plane. However, they are of great physical interest, as they represent waves that leak out energy away from the grating region as they travel in z-direction.
There are two equivalent viewpoints to characterize the spectrum of L.
1. Fix the propagation constant β ∈ R and find the possibly complex values of k such that (28-30) has non-trivial solutions.
2. Fix the wavenumber k ∈ R and find the corresponding values of β, which again can be real or complex.
For theoretical purposes it more convenient to work with the first alternative as this viewpoint leads to a more standard eigenvalue formulation. Since problem (28-30) is posed in an infinite domain, the spectrum for a given β usually consists of a discrete and a continuous part. The real discrete eigensolutions are the guided modes of the structure, whereas the continuous spectrum consist of solutions of a scattering problem with an incoming quasi-periodic plane wave. The eigenvalue problem for the guided modes may also have an infinite number of discrete complex solutions. The second viewpoint is often preferred in the engineering literature as the solutions with real k and complex β have the physical interpretation of a leaky mode, provided that certain radiation conditions are satisfied.
DtN Maps
For both theoretical and numerical purposes it is necessary to reduce the eigenvalue problem on the infinite strip to an equivalent problem on a finite domain. To that end consider two x-coordinates outside the grating region x ± and define the subregions
and the interfaces
In the exterior regions Ω ± the refractive index is a piecewise constant function of x and hence it is possible to write down the solution and the Dirichlet-toNeumann (DtN) operator in closed form.
For numerical purposes it desirable to make Ω 0 as small as possible, which means that x ± are the endpoints of the grating region. However, to keep the discussion simple, we begin by setting x − = x 0 = 0 and x + = x J = w, so that the exterior regions have a constant refractive index, n − = n 0 and n + = n J , respectively. The modifications for allowing uniform layers in Ω ± are discussed later.
Because of quasiperiodicity, the Fourier expansion of a solution in an exterior region Ω ± is
and n ± is the refractive index in Ω ± . The coefficients in (32) are
For the uniqueness in the expansion (32) the appropriate branch choice of the square root in (34) must be determined. When β is real, the standard definition of the square root, with √ −1 = i and the branch cut on the negative real axis, ensures that solutions are either outgoing or exponentially decaying in the exterior regions. The latter case happens for an infinite number of l's.
To determine the branch choice for complex β one stipulates that the transverse wavenumber depends continuously on β [23] . This is based on the assumption that a guided mode of a planar waveguide undergoes small changes when a small periodic perturbation is introduced.
To clarify this concept consider the function
for some κ > 0 in the complex plane. This function has two branch cuts at (−∞, −κ) and (κ, ∞). An analytic continuation of the function can be defined on a two-sheeted Riemann surface, with the top sheet characterized by the positive square root and the bottom sheet by the negative square root. Along the branch cut (κ, ∞) the first quadrant of the top sheet and the forth quadrant of the bottom sheet are connected. Furthermore, the forth quadrant of the top and first quadrant of the bottom are connected. The connection along the other branch cut is similar. The DtN-map is an infinite-valued function because each α ± l possesses one such Riemann surface. The appropriate sheet in the presence of a periodic perturbation is the neighborhood of the real axis on the top sheet, because this the choice for a real β in the planar case. This is illustrated in Figure 8 . Since in (33) the imaginary part of β l is the same for all l ∈ Z, all terms in expansion (32) are either exponentially increasing or decreasing in z-direction. If we pick a decreasing mode ( Im β > 0), then it can be seen from Figure 8 that the positive square root must be selected when Re β l < κ and the negative square root must be selected when Re β l > κ. Thus the solution u(x, z) in the exterior regions is composed of three types of waves, depending on the behavior in the semi-infinite regions:
Re β l ∈ (−∞, 0) ⇒ decreasing, outgoing, II: Re β l ∈ (0, n ± k) ⇒ increasing, outgoing, III: Re β l ∈ (n ± k, ∞) ⇒ decreasing, incoming.
Case I and III occurs for an infinite number of l ∈ Z, whereas Case II only finitely many times or not at all in one or both of the exterior regions.
With the appropriate branch choice clarified, the exterior DtN map is uniquely defined for any function on the interfaces Γ ± by
We now address the modifications when there are several uniform layers in the exterior regions. We limit ourselves to Ω + as the treatment of Ω − completely analogous. The expansion of u and its derivative is for (x, z)
where the functions φ l satisfy
Just as in the planar case, the boundary value problem above can be solved using translation operators.
The state vector at x = x + is given by
where T l+ is the product of translation operators from x + to x J . Then the coefficients in DtN operator of (35) is given by
In Section 3 we have seen that the evaluation of translation operators can suffer from numerical instabilities. In this case it is better to solve the two-point boundary value problem
using a finite-element discretization. 
The Spectrum of the Periodic case
Just like we did for planar waveguides, we begin with the continuous spectrum of (28) (29) (30) . These modes consist of scattering solutions of plane wave approaching the grating region from one of the semiinfinite layers. To simplify notations, we only consider a plane wave approaching from Ω + , in which case the incoming field is
Here, k and β are real and the transverse wavenumber is given by α = n 2 J k 2 − β 2 . Because of the Floquet theorem, we can limit ourselves to values of β in the Brillouin zone. Furthermore, by the incoming wave condition α must be nonnegative, thus the restrictions
must hold for any incoming field.
In Ω + , the total field is the superposition of the incoming and the reflected field where both fields are quasi-periodic. The reflected field u ref solves the Helmholtz equation with the outgoing radiation condition enforced by the branch choice in (34) . On the interface Γ + , the total field u satisfies
Here, the superscript i and e denote a limit approached from the interior or the exterior of Ω 0 . With the incoming field given by (37), the last condition simplifies to
. (39) In Ω − , the total field is the transmitted wave. By continuity of u and p ∂u ∂n it follows that on Γ −
holds. Thus the total field in Ω 0 must satisfy the boundary value problem
Here f ± denote the right hand sides in (39) and (40). Once a solution of (41-44) has been found, it can be extended to a solution of (28) (29) (30) by expansion (32) . The existence of solutions to the scattering problem, and therefore the nature of the continuous spectrum of (28-30) is linked to the solvability of (41) (42) (43) (44) . These questions can be settled by formulating the partial differential equation in variational form.
Before we do that we recall the following spaces of quasiperiodic functions.
is the space of C ∞ -functions which satisfy (26) and vanish for large |z|. The following existence and uniqueness results have been established in [7] . For more related results see also [5, 20, 19 ].
1. Problem (45) has at least one solution u ∈ H 1 β (Ω 0 ) and the solution set is a finite dimensional affine subspace. (45) By the first result, there is a nontrivial solution of (28) (29) (30) corresponding to any plane wave approaching the grating from Ω + . Likewise, there is a solution for any plane wave approaching from Ω − . Thus the continuous spectrum is the region
If the solution of
which is called light cone.
If kn 0 ≤ β ≤ kn J then the transverse wave number α + 0 is real whereas all α − l are purely imaginary. Modes in this interval are substrate radiation modes.
Below the light cone 0 ≤ β ≤ n 0 k there is no incident field, because it would violate condition (37) . By the second and third result, it is possible that this range contains a finite number of guided modes. Furthermore, the stated existence results do not exclude the possibility of further real frequencies above the light cone, although this appears to be an exceptional case. The reason is that (45) is nonhermitian and nonlinear because of the appearance of the DtN operators.
The derivation of variational formulation (45) is based on the assumption that β is real. In order to find leaky modes we must allow for complex β, in which case the boundary terms on Γ 0 and Γ Λ do not cancel. Thus the variational formulation is
A leaky mode is characterized by a complex β and a real k for which (47) has a nontrivial solution.
A simple example
We illustrate the spectral properties of the simple grating structure with grating period Λ = 1, which is shown in Figure 9 . Before we present the dispersion curves for this structure we consider the dispersion of the approximating planar structure, where the grating layer has been replaced by a uniform layer with the averaged refractive index (9) . The dispersion curves of this planarized structure can of course be obtained with the techniques of Section 3. On the other hand, the results of the previous section apply as well since the planarized structure is also invariant with respect to translations of length Λ along the z-axis.
Suppose now that φ is an eigenfunction of
Then u(x, z) = exp(iβ l z)φ(x) satisfies Lu = k 2 q and has β-periodic boundary conditions on Γ 0 and Γ Λ . The converse holds as well. We see that if k = k(β) is a dispersion of the planarized structure then k(β l ), l ∈ Z, are all eigenvalues of (28) (29) (30) . Thus the k-β plot is obtained by periodically wrapping the dispersion curves into the in the Brillouin zone. Figure 10 shows the resulting picture. Here we choose the interval [0, 2π/Λ] in order to clarify how modes in the periodic structure will couple. Note that the planarized structure is an example where there is an infinite number of guided modes inside the light cone.
Now we return to the periodic structure, which may be regarded as a perturbation of the planar structure. Figure 11 shows the dispersion curves for the periodic structure. To keep the information given in this plot manageable, we display only modes ±1 in blue and red and ±2 in cyan and magenta. Modes ±1 start out as guided modes until they couple at β = π, the first Bragg condition. After that, they become guided again, until they leave the light cone. The two modes couple again at β = 2π, the second Bragg.
The behavior of the dispersion relations near the first and second Bragg conditions is shown in Figures 12 and 13 . Note that the second Bragg is an isolated point where the mode is guided.
We now illustrate the field profiles Re (u(·, 0)) for a few selected modes. Figure 14 shows three examples of profiles of the dominant mode inside the light cone, inside the region of substrate modes and inside the region of two-sided modes. The former is a guided mode, the other two radiate into the substrate or into both exterior regions. Note that that latter two modes are leaky, hence their magnitude increases exponentially away from the grating structure. Since the rate of increase is small this is hard to see on the plots. Figure 15 shows a similar plot for the second mode. The plots shown in this section have been computed numerically by matching the in- terior and exterior DtN operators. This method will be described later in Section 6.
Discretization Methods
We now turn to numerical techniques for finding the modes of an open periodic waveguide. Most of these methods are based on some discretization of (41) (42) (43) (44) and the truncation of the series expansion of the exterior DtN operator. The result is usually the the nonlinear eigenvalue problem: Find combinations of (β, k) such that
is singular. Here, N is the number of degrees of freedom in the discretization. It is not our goal here to give a complete account of all the methods that have appeared in the past, instead, we only mention a few representative examples and refer the reader to the original papers.
1. Finite elements. The papers [5, 19] address the solution of the scattering problem (45) with known k and β, but the methodology can also be applied to solve the eigenvalue problem.
2. Boundary elements. The papers [21, 8] consider a boundary integral formulation of the partial differential equation in Ω 0 that is coupled with the exterior DtN operators. The advantage of boundary elements is that there are unknowns only on the interfaces of the dielectric materials. Thus the resulting eigenvalue problem is much smaller than with finite elements.
3. The eigenvalue method is based on expanding the grating regions into the eigenfunctions of the differential operator. This suggests itself if the grating geometry is simple enough such that the eigenfunctions are known, and was first presented by Peng, Tamir and Bertoni [37] and is probably the oldest rigorous numerical method. A more recent review is [53] . In the following section we give a brief description of the basic ideas. Figure 14 : Plot of the refractive index and field profiles of a guided, substrate radiation and two sided radiation mode for the first (dominant) eigenvalue. The location of the modes in the k-β-plane can be seen in Figure 13 . The grating region is shaded. Figure 14 for the second eigenvalue.
Eigenvalue Method
Probably the oldest convergent method for analyzing periodic waveguide structures and solving for the Floquet-Bloch modes numerically was developed by Peng et al. [37] and later extended in [11] . It should be mentioned that there are earlier investigations of open periodic waveguides using Floquet Theory are which are based on perturbation methods [27] or coupled-mode theory [14, 34] . Since these techniques are approximate in nature they can only provide a quantitative idea of the propagation characteristics near the first and second Bragg resonances. These methods can be accurate when the grating region is small, but fail to predict, for instance, a saturation effect of the attenuation of wave propagation when the grating width is increased, see Fig. 8 of [37] . The derivation of the eigenvalue method begins with the observation that the solution to (7) is quasiperiodic, which allows the following Fourier series expansion in the z-variable
The Fourier coefficient ψ l (x) is called the lth space harmonic.
To simplify notations we limit the discussion to TE-modes (5), the extension to the TM case is straight forward. The technique limits the form of the grating to a rectangular tooth profile, hence the waveguide consists of stratified layers, where the refractive index is a function of x only, and the grating region, where the refractive index is a function of z only. To allow arbitrary shaped profiles, the grating layer must be partitioned into multiple layers with rectangular geometry, see Figure 16 , but we will consider only the case of one grating layer.
In the grating layer the refractive index is a periodic function of z and may be expanded in a Fourier series
and Here, n t , n f are the indices inside and outside the tooth and d c is the fraction of the grating period occupied by the tooth, which is commonly referred to as the duty cycle. Substitution of (49) into (5) leads to a system of constant coefficient second-order ordinary differential equations for the space harmonics
for l ∈ Z. In matrix notation, the system appears in the form d
where ψ = ψ(x) is an infinite vector with coefficients ψ n and P is an infinite matrix with constant coefficients
The boundary conditions at the endpoints of the grating layer will be incorporated later. At this point we consider a general solution, which may be assumed to be of the form
where c is a constant vector. Substituting this form into (51) shows that ρ and c are an eigenvalue and eigenvector of P c = ρ c.
Suppose that { c m } is a complete set of eigenvectors with eigenvalues ρ n , then ψ has the representation
where the v ± m are coefficients that will be determined next. From (49) it follows that the solution in the grating region is
where c lm are the coefficients of the eigenvector c m . Outside the grating the solution has the expansion (32), thus there is another set of coefficients, u ± l , that determine the solution in Ω ± . These coefficients provide the degrees of freedom needed to match the function and the derivative on the interfaces Γ ± in order to obtain a solution in the whole strip Ω Λ . This leads to the linear system
where the matrices are defined as
In the above system the u ± coefficients can be eliminated easily. The result is that
T must be in the nullspace of the matrix
Since the coefficients of G depend on k and β, a mode is characterized by a combination of these parameters such that G has a nontrivial nullspace. This is a nonlinear eigenvalue problem, which can be solved with the methods described in Section 7.
Matching the Interior and Exterior DtN Operators
In the numerical methods discussed above the size of the matrix is primarily determined by the number of degrees of freedom used for the discretization of the interior domain. There are additional unknowns from the discretization of the interfaces Γ ± which is small. This section discusses a technique which reduces the problem to an eigenvalue problem on the interfaces [46] . Thus the number of unknowns is significantly reduced which will allow the use of dense matrix techniques for the solution of the nonlinear eigenvalue problem.
To that end, consider the interior problem with Dirichlet boundary conditions
If β and k are given then the problem is uniquely solvable with the exception of a number of discrete frequencies, called interior resonances. If k is not a resonance, then the mapping from the Dirichlet conditions on the interfaces to the normal derivative of the solution on the interface is well defined. This is the interior DtN operator
Now suppose that (β, k) is such that (41-44) has a nontrivial solution. Denote its restriction to the interfaces by ϕ, then
To simplify the following notations will set
On the other hand, if (56) holds for some ϕ = 0, then ϕ can be extended to Ω 0 by solving (52) (53) (54) (55) and to Ω ± by equation (32) . Thus the eigenvalue problem is reduced to finding (β, k) such that (56) holds for some ϕ = 0. The DtN operator is only defined if (β, k) is not an interior resonance. This is not really a problem, because the singular frequencies are different from the interior resonances, and therefore the interior DtN maps are well defined in a neighborhood of the solutions of (56). However, it is possible to modify the approach by matching the Robin-to-Robin (RtR) maps instead of DtN maps. The interior problem with Robin boundary conditions is well posed hence the RtR operator is well defined. This idea has been used in the context of computing artificial boundary conditions in, for instance [18] .
Discretization of the DtN operator
Equation (56) is discretized using a variational approach. To that end, we introduce the functions
for l ∈ Z, and the 4p + 2-dimensional space
The discretized version of (56) is to find (β, k) and 0 = ϕ ∈ S p such that (ψ, T (β, k)ϕ) = 0 holds for all φ ∈ S p . In the basis (57) the variational form reduces to a nonlinear eigenvalue problem: Find (β, k) such that T p (β, k) is singular, where T p is a 2 × 2-block matrix, whose coefficients are
Since this is a small matrix, direct methods are suitable for the numerical solution. Before we discuss that, we describe how the matrix coefficients can be computed.
From its definition in (35) it follows that the exterior DtN operator contributes the diagonal factor iα l ± (36). In general, the interior part does not have a closed form and must be computed numerically. To obtain the matrix coefficients of the interior DtN operator the interior problem (52-55) must be solved 2p + 1 times with Dirichlet data φ = e ± l , |l | ≤ p. One such solution gives one column of T ±,± which consists of the l-th Fourier coefficient of the normal derivative. There are several alternatives to solve the interior problem. The finite element approach was considered in [46] . An alternative is the boundary element approach, which was considered [47] .
Solution of the Eigenvalue Problem
We have seen that after discretization the problem of finding the modes of (7) reduces to finding the values of β = β(k) such that the matrix G(β, k) is singular. Of course, one could also compute k m (β), but if we are interested in leaky modes the first formulation is more natural. In the case of the planar waveguide the nonlinear eigenvalue problem can be formulated as a quartic problem, but for the periodic structure this is no longer possible. Suppose now we want to compute a value for β such that G(β, k) is singular for a given k. As k is fixed in the following discussion, we will omit the k-dependence and simply write G(β). Since working with the determinant is problematic for computations, see [45] , a popular way to solve this problem is by converting the matrix equation into an equivalent system of nonlinear equations. This can be accomplished, for instance, by the system
which has N + 1 equations and unknowns. The additional unknown x ∈ C N is the eigenvector. In (58) the vector b ∈ C N must be chosen such that it is not in the orthogonal complement of the eigenspace of G. Since this space is unknown it is impossible to give a vector that will always work, but in practice a randomly selected b will be sufficient. Note that it is not a good idea to replace b by x because the function x → x * x is not analytic. The system can be solved by Newton's method, which consists of solving a linear system with the Jacobian
A few remarks are in order 1. The Jacobian involves computing G (β), the derivative of G(β) with respect to β. For the discretizations of the interior DtN operator it is usually easy to find this derivative analytically. For the exterior problem one can derive translation operators for the for the derivative of the state vector with respect to β, in a similar fashion as for the statevector itself. This is described in [46] .
2. The Newton iteration must be performed on the Riemann surface discussed in Section 4.2. Thus every sheet of α ± l in (34) must be changed, whenever a branch cut is crossed, see [47] .
3. The Jacobian at the solution is invertible only if the dimension of the eigenspace is one. If two dispersion relations cross this assumption is no longer satisfied and the convergence of Newton's method applied to (58) will be slower.
If the interior problem is discretized with a finiteelement type approach then the matrices G and G are large but sparse which can be effectively exploited when solving system (58). On the other hand, if G is the matrix that arises from matching the interior and exterior DtN maps, as described in Section 6 then G is dense, but very small. In this setting the cost of computing the matrices G and G dominates over the cost of a matrix inversion or diagonalization. It is preferable to solve the system with the MatrixNewton method [46] instead of converting it into a nonlinear system. The idea of this iteration to find the correction σ such that the linearization at the current iterate β
is singular. Here, G 0 = G(β) and G 1 = G (β). The next iterate is the smallest generalized eigenvalue (in modulus). This can be realized numerically by computing the largest eigenvalue λ M of G −1 0 G 1 and setting σ = −1/λ M . Then the next iterate is given by β → β + σ. The method has several advantages over solving (58). It only requires an initial guess for β but not for x, furthermore, the convergence does not deteriorate near crossing dispersion relations.
Regardless of which solver is used, it is essential to have a good initial guess to start the iteration. Since there are many solutions of the nonlinear eigenproblem in the complex plane, the iteration often converges to an undesired root. Especially near points where two modes couple, the region of attraction to one of the solutions is usually very small.
A good choice for the initial guess of β is the solution of a 'nearby' planar structure, which was already mentioned at the beginning of Section 3. If the grating is weak and the root is sufficiently far from coupling modes this initial guess suffices to obtain convergence. However, for strong gratings and in the neighborhood of Bragg points the convergence regions are small and the choice of an initial guess is more delicate.
In this case it is preferable to use a continuation method. This is a numerical technique where one follows the solution path u(v) of an underdetermined nonlinear system F (u, v) = 0, with F : C n ×R → C n . The method is often used to solve nonlinear systems F (u) = 0 by introducing a homotopy F (u, v) where F (u, 1) = F (u) and F (u, 0) = 0 has known solutions. An introduction to continuation methods is [1] , examples of papers that apply this technique to nonlinear eigenvalue problems are [10, 36] and the references cited therein.
In the case of a periodic grating, we already mentioned in Section 3 that a homotopy can be obtained by considering the eigenproblem G(β, v) that arises for the refractive index (10) . For v = 0 the structure is planar and the solutions β(0) can be obtained with the methods described in Section 3.5. For v = 1 the solutions β(1) are the desired eigenvalues the given periodic structure.
Numerical continuation methods are generally of the predictor-corrector type. For an accepted solution (β 0 , v 0 ) a new solution is predicted by following a certain step width ∆v in the direction of the tangent vector. The predicted value (β p , v p ) is in general not on the solution curve (β(v), v). Hence a corrected point on the curve is found with Newton's iteration. A popular corrector is the intersection of the curve with the plane through (β p , v p ) that is normal to the tangent.
In view of the matrix-Newton method one can also consider the following predictor-corrector step. If (β 0 , v 0 ) is an accepted solution, then the predictor is determined from the linearization of G(β(v), v) at (β 0 , v 0 ). That is, we find the smallest value of σ such that ∂G ∂β σ + ∂G ∂v is singular. This value is an approximation for dβ dv .
Then the predicted value is
The value of β p is the initial guess for the system G(β, v 0 + ∆v) = 0.
The Perfectly Matched Layer
The perfectly matched layer (PML) was originally developed by Berenger for scattering problems [6] , but the idea can also be used to compute the modes of open dielectric waveguides. There are numerous papers that address various applications, for instance, planar structures are discussed [26] and periodic structures are discussed in [9] . The idea of the PML is to surround the core of the waveguide by a region with lossy materials in such a way that all plane waves are absorbed without any reflection back into the core. Hence the name perfectly matched. For the computation, the absorber is truncated after a finite distance where homogeneous Dirichlet conditions are introduced. On the artificial boundary waves can reflect, but since they have to travel through a lossy medium they have no practical influence when the absorber is large enough.
Consider, for instance, a structure like the one shown in Figure 1 . This structure requires two absorbers in the regions x < a and x > b, where a < 0 and b > w. We briefly describe the construction of an absorber in the region x > b. To simplify notations, we limit ourselves to the TE case, which is governed by the Helmholtz equation (5) . The derivation of the TM case is the same after switching E ↔ H and µ ↔ .
The key idea is introduce a complex electric permittivity˜ and two complex magnetic permittivities µ x ,μ z in the absorber. This corresponds to a material with a finite conductivity and an anisotropic (non-physical) magnetic conductivity. We will see soon that is important to have two different values of the x and z direction in order to achieve a reflection less layer for all angles of incidence.
If the permeability is a diagonal tensor diag[µ x , µ z ] and the permittivity is a scalar, then the equation for Here, Γ is the reflection-and τ is the transmission coefficient and (k x ,k z ) is the wave vector of the transmitted wave in the PML. These coefficients can be determined from the condition that u and 
Suppose that the material constants in the PML are given, then the reflection coefficient can be found by solving (62) and (63), which gives
We now design the material constants in the absorber such that the reflection coefficient vanishes for plane waves of all directions and frequencies.
µ xμz
In view of (64), the left hand sides of the last two equations must agree to avoid reflection back into the waveguide region. This can be achieved wheñ μ z = J , µ xμz = 1. Suppose that β is given and that we seek the singular frequencies, then the discretization with finite elements will result in a non-hermitian, but linear eigenvalue problem in k. Since there are standard packages available to solve such problems iteratively, the problem is considerably simpler than the formulations involving DtN operators. However, it will depend on a case to case basis which approach is more efficient, since the PML formulation involves the discretization of the whole waveguide, whereas in the DtN formulations only the grating region is discretized.
In conclusion, the PML can also be combined with several other techniques that have been developed to solve the eigenvalue problem associated with open waveguides. In this case it is also possible to compute leaky modes to high accuracy with a carefully selected value of the absorption factor g. This is the approach taken in [9] . However, in this setting one ends up solving nonlinear eigenvalue problems and thus it is not clear what computational advantages the PML offers over methods that are based on DtN maps.
