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1. INTR~DLJcT~~N 
The connection between the convergence of the sequence {(I - aA*A)nj, 
where A is a bounded linear operator on a Hilbert space H, and the iterative 
computation of the pseudoinverse A+ of A has been investigated by various 
authors [2, 19, 20, 22 and 251. Also, the convergence of the sequence {T”}, 
where T is a bounded linear operator on a Banach space X, has received 
much attention over a period of years mostly in connection with the iterativp 
solution of linear equations [2, 8,9, 14, 15 and 181. The sequence {T”} can 
be replaced by (u,(T)), h w ere each a,, is an nth degree polynomial whose 
coefficients are nonnegative and sum to 1 [5, 6, 16 and 171. The convergence 
of {T”) has also been used as a hypothesis for theorems on series represents 
tion of Banachspace pseudoinverses [31, 19 and 201. 
The purpose of this paper is twofold: To study general properties of power 
convergent operators (bounded linear operators on X for which {Tn) con 
verges in a suitable operator topology), and to apply these results to the series 
representation of Banachspace pseudoinverses. In Section 2, we survey some 
properties of power convergent operators [15, 161, and present some new 
results and examples on spectral analysis of these operators. Section 3 gives 
some necessary and sufficient conditions for power convergence of certain 
classes of mostly Banach-space operators, Section 4 then presents conditions 
of the Stein type for power convergence of Hilbert-space operators. In Section 
5 we give a definition of the pseudoinverse for bounded linear operators on 
Banach space with arbitrary range. This definition seems to be the most 
natural generalization of the classical Hilbert-space pseudoinverse for 
operators with arbitrary ranges [12, 19,20 and 251, and agrees with the defini- 
tion given in [l] and [31] in the case that the ranges are closed. We then give 
series representations for the pseudoinverse and partial inverse; these results 
have numerous applications to the iterative solution of linear operator equa- 
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tions (cf. [14]). The pseudoadjoint of an operator introduced in Section 6 
generalizes the concept of Hilbert space adjoint to Banach-space operators, 
and allows us to obtain the convergence rate for { Tn} given in [25] for Hilbert- 
space operators. 
General notational and terminological conventions are established in the 
first three paragraphs of Section 1. Let us remark that power convergent 
(b-d& g 1 > P t re u ar o era ors are also called asymptotically convergent (bounded, 
regular) (cf. 12, 5, 6, 8, 9, 15 and 161). 
2. BASIC PROPERTIES OF POWER CONVERGENT OPERATORS 
If X and Y are complex Banach spaces, B(X, Y) denotes the space of all 
bounded linear operators from X to Y, equipped with the usual operator 
norm. We write B(X) for B(X, X). For any T E B(X, Y), N(T) is the null 
apace (ker) of T, R(T) is the range (image) of T. The closure of R(T) will 
be denoted by R(T)- ( more generally S- denotes the closure of any subset 
S of X); N(T) is always closed. By u(T) we denote the spectrum of T, Pu( T) 
and Co(T) denote the point and continuous spectra, respectively [30, p. 2641; 
G') = SUP l4T)l is the spectral radius of T. An operator P: X -+ X is 
called a projection if P E B(X) and P2 = P. The subspaces N(P) and R(P) 
associated with a projection P are closed in X, and X = R(P) @N(P); 
conversely, if M and N are closed subspaces of X such that X = M @ N, 
then there is a unique projection P with M = R(P) [30, p. 2401. This operator 
will be called the projection of X orno M along N. Note that P is completely 
reduced by the pair of subspaces (M, N) and that P = IM @ 0, . A restriction 
of an operator T E B(X, Y) to a (closed) subspace @ of X will be denoted 
by T/e!. 
A finite matrix T is called convergent [27, 29 and 231 if Tn -+ 0. This is 
equivalent to the hypothesis that the sequence (x,J of the Picard iterates 
X nt1 = TX, + f converges for each f in the finite dimensional Banach space 
X, and for each initial approximation x0 E X. Setting x0 = 0, we obtain that 
the matrix T is convergent iff the series Cn Tnf converges for each f E X. 
When X is a Banach space of infinite dimension and T E B(X), the conver- 
gence of C,, T¶f for all f E X is no longer equivalent to Tnx --f 0 for all x E X 
(cf. ExampIe 2.2). We adopt the stronger condition as our definition of the 
convergence of an operator. Let us remark that Petryshyn [21] made the 
strong) convergence of an operator the main hypothesis of his Theorem 1 
without introducing the term). 
DEFINITION 2.1. An operator T E B(X) is called convergent [15] if the 
eeries Cla T” converges; it is called power convergent if the sequence (T”} 
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converges; it is called power regular if Tn - Tn+l-+ 0. (The convergence is 
understood in one of the usual operator topologies: uniform, strong or weak.) 
The operator T is called power bounded if the sequence {II Tn /I> is bounded. 
Uniformly convergent and uniformly power convergent operators on 
Hilbert spaces have been characterized in [15]. However, many of the results 
of this paper (including proofs) are valid also in Banach spaces. 
THEOREM 2.1. The following conditions are equiwalent for T E B(X): 
(i) T is uniformly and absolutely convergent, i.e., ‘& 1) T’J Ij < + 03; (ii) T is 
uniformly convergent; (iii) Tn --+ 0 unt$ormly; (iv) 11 T” 11 < 1 for some positive 
integer p; (v) Y(T) = lim, 11 T” (I1tn < 1; (vi) o(T) lies in the open unit disc. 
For completeness we outline the proof. The implications (i) -+ (ii) + 
(iii) -+ (iv) are easy to establish; (iv) -+ (v) holds in view of the inequality 
r(T) < 11 Tf’IIl@. The Conditions (v) and (vi) are equivalent since a(T) is 
compact set with r(T) = sup / o(T)/ . Finally, (v) -+ (i) is proved by the 
application of the Cauchy root test to Cn /) T” )I . 
An immediate consequence of Theorem 2.1 is the fact that the operator 
series & h-*-IT” converges in B(X) to the resolvent 
R(& T) = (/U - T)-1 
iff 1 h 1 > r(T); this sharpens Theorem 5.2-C of [30]. 
If T is strongly and absolutely convergent (En (1 Tflx 11 < +oo for all 
x E X), T is clearly strongly convergent; the next theorem will show that in 
such case T is in fact uniformly convergent. If En l(Tnx, w)l < + 03 for each 
x E X and each w in the conjugate space X* of X, the series Cn T” itself 
need not be weakly convergent unless the space X is weakly sequentially 
complete (which is the case when X is reflexive). In a weakly sequentially 
complete Banach space however, we can introduce a meaningful concept of a 
weakly and absolutely convergent operator T requiring that Cn j(T%, w)j 
be convergent for all x E X and all w E X*. 
THEOREM 2.2. (a) An operator T E B(X) is uniform& convergent zJf T 
is strongly and absolutely convergent; (b) Let X be weakly sequentially complete. 
Then T E B(X) is uniformly convergent ~2 T is weakly and absolutely convergent. 
Proof. (a) Suppose C, j/ Tnx 1) < +cc for all x E X. Then T is power 
bounded, and the spectrum o(T) is contained in the closed unit disc [8]. For 
any complex h of unit mod the series En X-n-lTn converges strongly to 
R(/\; T), so that X is in the resolvent set of T. Hence, a(T) lies in the open 
unit disc, and T is uniformly convergent by Theorem 2.1. The converse is 
obvious. The proof of (b) follows exactly the same pattern as the proof jusg 
finished. 
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For a given x E X and T E B(X), we consider the quantity 
T(T, X) = lirn:zp 11 Tnx Illln. 
introduced by Petryshyn in [21], where he proved that T is strongly con- 
vergent whenever 
r(T, x) < 1 for all x E X. (1) 
We show that (1) is in fact equivalent to r(T) < 1. If (1) is satisfied, the 
Cauchy root test implies that Cn 11 T% Ij converges for each x E X. Hence, T 
is uniformly convergent by Theorem 2.2, and r(T) < 1. Now suppose that 
r(T) < 1. Since (/ Tnx jlljn < I/ Tn jllln jj x // lln for each positive integer n, 
+“, x) <r(T) for all x E X, (2) 
and (1) is satisfied. Next we show that 
“x’tg y(T, 4 = r(T), (3) 
or, equivalently, 
,g-g lim sup II Tnx IV = t+t ix;ul II Tnx Va 
n-rm 
(as we obviously have sup{r(T, x): x E X} = sup{r( T, x): (1 x Ij = 1)). Let us 
write p(T) for the left-hand side of (3). Then p(T) < r(T) in view of (2). 
Assume that p(T) < r(T). Setting OL = 2(p(T) + r(T))-l, we obtain 
r(aT, x) < p(aT) = cq(T) < 1 < ay(T) = Y(o~T) 
for all x E X. However, we have already shown that the validity of r(arT, x) < 1 
for all x E X implies y(aT) < 1. This contradiction proves (3). The result can 
be expressed in the following more general way. 
COROLLARY 2.1. If Y( T, x) -=z 01 for all x E X, then 
r(T) = sup r(T, x) < a. 
Sh?X 
The next example exhibits a strongly convergent operator which is not 
uniformly convergent. 
EXAMPLE 2.1. Let Z be any closed set which is contained in the closed 
unit disc but does not contain 1, e.g. Z = {h: / A [ < 1 and 1 X - 1 ( > IOb5). 
Then we can find a countable set S contained in the interior of .Z and dense 
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in Z. Let &: k = 1, 2,...} be an enumeration of S. In the Banach space 11 
of all absolutely convergent sequences of complex numbers, define a linear 
diagonal operator T by T(x, , x, , x, ,...) = (&x1 , h,x, , hax, ,... ). Then 
11 T”x I/-+ 0 for all x in the dense subspace of Zr spanned by the vectors 
e, = (1, 0, 0 ,... ), ea = (0, 1, 0 ,...) ,..., of the customary Schauder basis for P, 
and (11 T* 11) is bounded since 1) T 11 = 1. Hence Tn -+ 0 strongly on 21. Since 
u(T) = .Z, 1 is in the resolvent set of T, and T is strongly convergent (cf. 
Theor. 2.3). At the same time, r(T) = 1, and T is not uniformly convergent. 
(This is a counterexample to the statement given in the first paragraph of [I l] 
for T = -A1”Az .) I nevitably, we must have 2% 11 T*x 11 = +oo for some 
x E P, and a fortiori, r( T, x) = 1 for some x. 
Theorem 2.2 states that the convergence of the series CI1. I( Tnx [I on all of X 
is equivalent to the uniform convergence of T. We show that this need not be 
the case when the series converges only on a dense subspace of X. 
EXAMPLE 2.2. In the notation of the preceding example let T: I1 -+ 11 
be the weighted shift T(x, , x, , x, ,...) = (0, h,x, , h,x, ,...) with the weights 
Arc = k2(k + 1)-2. S ince, for each positive integer n, 
Tnek = k2(k + n)-” ek+* , k = 1, 2,..., 
T /I Tnek II = c k2(k + n)-” -=c +a, 
n 
and 
;I] T”x)) < +co forallx 
in the dense subspace of P spanned by the basis vectors e, , e2 ,. . . . However, 
r(T, et) = t+% k2/*(k + n)-2/fl = 1, k = 1, 2,..., 
and r(T) = 1, Moreover, we can prove that Tfi + 0 strongly, just as in 
Example 2.1, but this does not make T convergent. Indeed, if T were con- 
vergent, 1 would be in the resolvent set of T, and the equation (I - T) x = f 
would be solvable for each f E P. However, setting f = (I, (#2, (@2,...), we 
find that the (unique) formal solution to this equation is x = (1, 4, i,...), 
which is not in P. Kwon and Redheffer [18] gave a similar example of an 
operator T on la with Tn -+ 0 and r(T) = 1. 
Suppose now that an operator T E B(X) is weakly power convergent to P, 
Then TP = PT = P = Ps [2, 161, and the following formulas hold. 
I- T=(I- T)(I- P) =(I- P)(I- T), 
I- Tn=(I- T)S,=S,(I- T), n = 1, 2,..., 
(49 
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where S, = I + T + ... + Tn-l. Combining (4) and (5), and recalling that 
the weak closure of a subspace in X coincides with its strong closure [32, 
p. 12.51, we obtain that N(I - P) = N(I - T) and R(I - P) = R(I - T)-, 
or equivalently that 
R(P) = N(I - T), N(P) = R(I - T)-. (6) 
Hence, P is the projection of X onto N(I - T) along R(I - T)-, and 
X = N(I - T) @ R(I - T)-. (7) 
The same conclusion holds if T is strongly power convergent. We now 
describe certain spectral properties of bounded operators power convergent 
to 0. 
LEMMA 2.1. If T E B(X) is weakly or strongly power convergent to 0, then 
o(T) C D and a(T) n oD C Cu(T), w h ere D is the closed unit disc and 80 its 
boundary. 
Proof. If TQ -+ 0 weakly or strongly, T is power bounded and Y(T) < 1, 
[g]. For any X E aD, (A-lT)” --+ P = 0 in the appropriate topology. Replacing 
T in (6) and (7) by A-lT, we obtain N(U - T) = N(I - A-lT) = (0) and 
R(h1 - T)- = R(I - A-lT)- = X. If h E o(T) n aD, R(AZ - T) # X, and 
h E Cu( T). 
Let us mention in passing that the conditions of Lemma 2.1 are not suf- 
ficient for T” -+ 0. If T is a bilateral shift on the Hilbert space of all bilateral 
square-summable complex sequences, then u(T) = Cu( T) = aD, while 
{Tn} does not converge at all [lo, Prob. 681. On the other hand, repeating the 
construction of Example 2.1 with the closed unit disc D in place of .Z, we 
obtain a diagonal operator strongly power convergent to 0 such that u(T) = D 
and C,(T) 3 aD. This example suggests that there is no simple necessary 
#and sufficient condition on u(T) that Tn -+ 0 strongly or weakly. 
The next four theorems stated for formal reference can be derived from the 
results of [15] and [16]. 
THEOREM 2.3. An operator T E B(X) is strongly (weakly) convergent z$f 
Tn -+ 0 strongly (weakly) and R(I - T) is closed. 
THEOREM 2.4. The following are equivalent conditions on T E B(X): 
(i) T is strongly (weakly) power convergent to P; (ii) Cn Tfl(I - T) converges 
strongly (weakly) to I- P; (iii) X = N(I - T) @ R(I - T)-, and the 
restriction T1 of T to R(I - T)- is strongly (weakly) power convergent to 0. 
The case of a uniformly power convergent operator has been discussed 
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in [ 151. If { T”} converges uniformly to P, then I/( T - P)” j 1 = j j Tn - P j j -+ 0, 
and the series x:n (T - P)” converges uniformly (Theor. 2.1). We can 
easily show that for any f E R(I - T)- the element x = C, (T - P)nf 
satisfies the equation (I - T) x =f; this proves that R(I - T) is closed. 
Moreover, X = N(I - T) @ R(I - T), and 1 is a pole of the resolvent 
R(X; T) of order <I [30, p. 3101. (By a pole of order 0, we understand a 
resolvent point of T.) Summarizing some results of [IS], we have the following 
theorem. 
THEOREM 2.5. These are equivalent conditions on an operator T E B(X): 
(i) T is uniformly power convergent to P; (ii) x:n Tn(I - T) converges unij&mly 
to I - P; (iii) the restriction Tl = T 1 R(I - T)- is uniformly convergent; 
(iv) o(T) - (1) is contained in the open unit disc, and 1 is a pole of R(X; T) oj 
order 61. 
Let us remark that the Condition (iv) is taken in [15] as a definition of a 
(uniformly) power convergent operator. The following result is based on the 
Eberlein mean ergodic theorem [7] and on Theorem 1 of [16]. 
THEOREM 2.6. Let T E B(X) be power bounded and strongly power regular. 
Then the subspace E = N(I - T) @ R(I - T)- is closed, and the follohg 
conditions are equivalent: (i) x E E; (ii) {Tax} converges strongZy; (iii) {T%} 
clusters weakly. If X is reflexive, E = X. 
3. POWER CONVERGENCE OF SOME SPECIAL OPERATORS 
A number of sufficient conditions for power convergence of contractions 
on a Hilbert space have been given by Sz.-Nagy and Foiaa [28, e.g. Theorem 
II. I .2, Proposition 11.6.7, Proposition 111.4.2 and Proposition VI.3.51. 
Browder and Petryshyn [2] proved that a selfadjoint contraction on a Hilbert 
space H is strongly power convergent iff (- 1) 4 Pu( T). Gilfeather [8] 
characterized strongly power convergent spectral contractions with compact 
imaginary part; in [9] he investigated structure and power convergence of 
polynomially compact operators. In the sequel, we give conditions for power 
convergence of special operators mostly in a complex Banach space X. The 
next section gives various conditions of the Stein type for power convergence 
of Hilbert space operators. 
THEOREM 3.1. Suppose R(I - T) is closed and G(T) does not meet the 
unit circle. Then the weak, strong and uniform power convergence of T E B(X) 
are all equivalent. 
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Proof. It is enough to prove that (Tn) converges uniformly whenever 
(T”} converges weakly. Suppose T is weakly power convergent. Then 
X = N(I - T) @ R(1- T) = X0 @ X, , and T is completely reduced by 
(X,,X,),sayT= T,,@T,.Th en u(T) - (1) = U( T,), and Cu( T) = Cu( T,), 
[30, p. 2701. We have T,” -+ 0 by Theorem 2.4(iii), and 
u( TJ n ao C Cu( TJ n ao 
by Lemma 2.1. Hence, (u(T) -{I)) n aD = a(T,) n 80 = ia, and 
u(T) - (1) is contained in the open unit disc. The conclusion follows from 
Theorem 2S(iv). 
The preceding theorem applies immediately to compact operators. More 
generally, we have the following result. 
COROLLARY 3.1. Suppose T E B(X) and f(T) is compact, where f is a 
complex function analytic in an open ntighborhood of a(T) with no zeros on 
a(T) - (0). l-f 1 E u(T), we require in addition that (a) if(h)\ < 1 ;f 1 h 1 < 1; 
(b) f( 1) = 1; and (c) f ‘( 1) # 0. Then the conclusion of Theorem 3.1 holds. 
Proof. If f is analytic in an open neighborhood of u(T) and has no zeros 
in u(T) - {0), each point A E u(T) - (0) is an eigenvalue of T, [30, p. 3121, 
and Cu(T) C (0). Suppose (T”} converges weakly. Then u(T) - (1) is 
contained in the open unit disc. If 1 6 u(T), Tn --f 0 uniformly. Let 1 E u(T). 
Then it follows from (a)-(c) thatf(h) = 1 + (A - 1) h(h), where h is analytic 
in a neighborhood of u(T), and that h(X) # 0 for each h E u(T). Finally, 
R(1 - T) = R(I: - f(T)) since, 
I-f(T)=(l- T)h(T)=h(T)(I- T), (8) 
with h(T) invertible in B(X) (0 $ h(u( T)) = u(h( T))), and R(1- T) is closed. 
Note that (a) can be relaxed to (ai) f (A) # 1 if 1 h j < 1. 
Corollary 3.1 applies, in particular, to power compact operators. This 
sharpens Lemma 5 of [8]. Let us observe that the conclusion of Theorem 3.1 
does not hold for polynomially compact operators. Let A be the diagonal 
operator on Z2 with A(x, , x2 , xg ,...) = (xi , $x2, ix, ,... ). Then A is compact 
[30, p. 2861, and T = I - A is strongly power convergent to 0. However, the 
polynomially compact operator T is not uniformly power convergent since 
1 E u(T). Nevertheless, the strong and weak power convergence of polyno- 
mially compact operators are equivalent [9, Proposition 31. Theorem 3.1 
has another simple corollary. 
COROLLARY 3.2. A weakly power regular compact operator T E B(X) is 
umjormly power convergent. 
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Proof. If T is weakly power regular, the compact operator 
T,=TjR(I-T) 
is weakly power convergent to 0. Theorem 3.1 implies that T,* + 0 uniformly, 
and the result follows from Theorem 2.5(iii). 
THEOREM 3.2. Let T E B(X) be power bounded, R(I - T) closed, and 
let the operator I - T have$nite descent. Then T is uniformly power convergent 
iff u(T) - { 13 does not meet the unit ciicle. 
Proof. Let T satisfy the assumptions of the theorem, and suppose 
u(T) - {l} does not meet the unit circle. Then r(T) < 1, so that u(T) - {I} 
in fact lies in the open unit disc. The proof will be finished when we show 
thatX=N(I- T)@R(I- T).F oranyxEN((I- T)z)puty =(T-I)x. 
Then TX =x + y, and Ty =y; induction yields Tnx =x + ny and 
/I T”x Jj > n 11 y 1) - (I x // for all n > 0. Consequently, y = 0 as {T%} is 
assumed bounded, and x E N(I - T). This proves N((I - T)2) = N(I - T). 
The descent of I - T is finite, and hence equal to the ascent of I - T which 
is seen to be ~1 [30, Section 5.411. Hence X = N(I - T) @ R(I - T), and 
the conclusion follows from Theorem 2S(iv); this theorem also proves the 
converse. 
Remark 3.1. We can generalize the preceding theorem by replacing 
the operator I - T by I - f(T) w ere h f is a complex function analytic in an 
open neighborhood of o(T), which satisfies the Conditions (a)-(c) of Corol- 
lary 3.1 whenever 1 E o(T). If T is power bounded, u( f( T)) - {I} is con- 
tained in the open unit disc along with o(T) - (1). The argument used in the 
proof of Corollary 3.1 applies to show that (8) holds with h(T) invertible in 
B(X). Then, 
N(I - T) = N(I - f(T)), R(I - T) = R(I -f(T)), 
and 
X=N(I- T)@R(I- T) 
with R(I - T) closed. This proves the generalized theorem. In particular, 
the following assertion is true. 
COROLLARY 3.3. Let T E B(X) be a power bounded operator with f(T) 
compact, where f satisfies the assumptions of Corollary 3.1. Then T is weakly 
( = strongly = uniformly) power convergent zg u(T) - (11 does not meet the 
unit circle. 
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The preceding corollary encompasses power compact, but not, poly- 
nomially compact operators. Gilfeather [9] proved that a polynomially 
compact contraction T on Hilbert space is weakly (= strongly) power 
convergent iff Pa - (1) does not meet the unit circle. It would be interesting 
to know whether a similar result can be obtained for Banach-space operators, 
at least in the case that the space is reflexive. 
The next theorem gives sufficient conditions on L E B(X) and an analytic 
function f  that f(L) be uniformly power convergent. 
THEOREM 3.4. Let L E B(X), let a be a poZe of R(h; L) of order 61, and 
let f  be a function analytic in an open neighborhood of u(L) such that (a) (f(h)1 < 1 
$w uZZ h E o(L) - {a]; (b) f(u) = 1; (c)f’(u) # 0. Then the operator T = f  (L) 
is uniformly power convergent. 
Proof. By the spectral mapping theorem, u(T) = u( f(L)) = f  (u(L)), 
and u(T) - (1) is contained in the open unit disc by the assumption (a). 
We prove that 1 is a pole of R(h; T) of order 61. The function f can be 
written in the form f (h) = 1 + (A - a) h(h), where h is analytic in an open 
neighborhood of u(L). From (a)-(c), it follows that h(h) # 0 for all A E u(L), 
and the operator h(L) is invertible in B(X) as 0 $ u(h(L)) = h(u(L)). The 
operational calculus gives 
and hence, 
I - T = (aI -L) h(L) = h(L) (aI -L), 
N(I - T) = N(u1 - L), R(I - T) = R(u1 -L). (9) 
Therefore, X = iV(I- T) @ R(I - T) with R(I - T) closed by assump- 
tion and by (9). This completes the proof. 
We give two illustrations of the preceding theorem. An operator L is 
called semistable [15] if u(L) - (0) 1. res in the open right half plane and if 0 
is a pole of R(h; L) of order 61. 
The function f(A) = (1 - A) (1 + A)-l satisfies the assumptions of the 
theorem, and the Cayley transform T = (I - L) (I + L)-l of a semistable 
operator L is uniformly power convergent (cf. [15, Lemma 31). For the 
second illustration, suppose that o(L) is contained in the closed disc that has 
the interval [l - 2r, l] (Y > 0) as a diameter, and that 1 is a pole of R(X; L) 
of order <I. Any function f,(h) = olh + 1 - c1 with 0 < 01 < r-r satisfies 
the assumptions of the theorem, which ensures that the operator 
T = I - a(1 - L) is uniformly power convergent. This proves the first part 
of Theorem 7.3 of [19] (cf. also [31, 201) in the case that the range R(I - L) 
is closed. 
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Let K be a selfadjoint bounded linear operator on the Hilbert space H 
and let @ > 0. Petryshyn [22, Theor. 21 gave a necessary and a sufficient 
condition that I - /3K be uniformly power convergent. We present here the 
corresponding result for the strong power convergence of I - /X. 
THEOREM 3.5. Let K E B(H) be a selfadjoiint operator, and let p > 0 be 
any given real number. The operator T = I - ,%C is strongly power convergent 
23 the following three conditions are satisfied: 
K 2 0; (W 
B < 2 II K II-5 (102) 
2/F $ PC@). w-4) 
Proof. We use the customary partial order on the set of all selfadjoint 
operators in B(H), namely L < K iff (Lx, x) < (Kx, x) for all x E H. If the 
conditions (10,) and (10,) are satisfied, we can easily prove that -I < T < I. 
The condition (10s) guarantees that (- 1) 4 Pa(T). Then T is a selfadjoint, 
contraction whose point spectrum does not contain (- l), and T is strongly1 
power convergent by the theorem of Browder and Petryshyn [2] mentioned; 
in the first paragraph of this section. 
Suppose conversely that T is strongly power convergent. Then T is power 
bounded, and 1) T )I = r(T) < 1 (as T* = T). This is equivalent to; 
-I < I - /3K < I, which in turn implies 0 < BK < 21. Hence (10,) and’ 
(IO,) hold. Since T is power convergent, (- 1) is not an eigenvalues of 
T = I - BK, and 2p-1 is not an eigenvalue of K. Let us remark in passing 
that the strong and weak power convergence of selfadjoint operators are 
equivalent by a theorem of Gilfeather [8]. 
Remark 3.1. Suppose K > 0 and 0 < /3 < 2 jl K 11-l. Then (10s) is 
satisfied automatically, and T = I - PK is strongly convergent. Using the 
method of Showalter and Ben-Israel [25], we can determine the convergence 
rate of {T%) for x E R(K): 
II Tnx l!2 G ll(K1’2)+ x II2 II x /I2 l~(Kl’~)+ x II2 + #(2 - P II K(l) II x II2 ’ O#xER(q, 
(cf. Theor. 2(c) of [25] with A = A* = K1/2 or Lemma 6.1 of this paper with 
A = Kl/2 and B = j3Kl12). The symbol (Kl/“)+ denotes the classical Hilbert- 
space pseudoinverse (generalized inverse) of K112 [12, 19, 20 and 251. If 
x E RF)-, {II Tax It> converges monotonically to 0. 
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4. THEOREMS OF THE STEIN TYPE 
The original result of Stein 126,271 states that ajnite matrix T is convergent 
iff there is a matrix A > 0 such that A - T*AT > 0. An improvement of 
this result was given by Taussky [29]. V arious extensions of the theorem to 
Hilbert-space operators or normed algebras with involution have been given 
in [23, 3, 14 and 151. Hanna [ll] g ave a Hilbert-space version of Stein’s 
theorem [26] : Suppose A * = A and A - T*AT > 0; Then T is converge& iff 
A > 0. This result is also implicitly contained in Lemma 5 and Theorem 2 
of [14]. The writer [14, 151 found the following criteria for the power 
convergence: 
(A) -!ln operator T E B(H) is uniformly power convergent iff there exists 
A E B(H) such that both A and A - T*AT are positive dejnite on R(I - T)-; 
(B) Let T E B(H) be compact and WE B(H)positiwe de$nite on R(I - T). 
Then T is unifmmly power convergent a$ there exists A E B(H) positive definite 
on R(I - T) such that 
A- T*AT=(I- T*) W(I- T). (11) 
When we say that an operator A E B(H) is positive definite on a closed 
subspace H, of H, we mean that there is ~1 > 0 such that (Au, u) > u // u /I2 
for all u E H,; A need not be selfadjoint. 
Our aim is to give conditions for power convergence generalizing (A) or 
(B). All operators are understood to be in B(H). 
THEOREM 4. I. Let A = A*, and let A - T*AT be positive de$nite on 
R(I - T)-. Then the following conditions are equivalent: (i) T is uniformly 
power convergent; (ii) T is strongly power convergent; (iii) A is positive definite 
bn R(I - T)-. 
Proof. Suppose G = A - T*AT is positive definite on R(I - T)-. If 
T is strongly power convergent, 11 T*x /I -+ 0 for each x E R(I - T)- (Theor. 
2.4(iii)). Therefore, for each x E R(I - T)-, we obtain 
(Ax, 4 3 (Gx, x), 
on letting n + 00 in the identity 
n-1 
(Ax, x) = (Gx, x) + c (GT”x, T”x) + (ATnx, T”x). 
k=l 
This proves (ii) --+ (iii). The implication (iii) +(i) follows from the Result 
(A), and (i) -+ (ii) is trivial. 
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THEOREM 4.2. Suppose the identity (11) holds with A and W positive 
definite on H. Then T ti strongly power convergent. 
Proof. For an operator G positive definite on H, we define a new metric 
on H by 
1 x lc = (Gx, x)l/2 for all x E H. 
The space H equipped with the norm [ lo will be written as HG . The norms 
II/I and 1 lo are equivalent. From (11) we find 
1 x 1; - 1 TX 1; = [(I - T) x j2w for all x E H. (12) 
Hence, T is a contraction in HA , and a power bounded operator in H. 
Induction on (12) yields 
Ix& 1 Tnxj:= c 1 T”(I- T)x& for all x E H. (13) 
k=O 
The sequence (1 T”x I:> converges, being bounded and monotonic, so that 
the series on the right-hand side of (13) also converges. Hence 
1 Tn(I- T)x jw-+O for all x E H, 
and Tn(I - T)- 0 strongly in H. We have found that the operator T is 
power bounded and strongly power regular in H. Since Hilbert space is 
reflexive, Theorem 2.6 implies that T is strongly power convergent. 
The next theorem sharpens the result (B) by replacing the hypothesis that 
T is compact by the assumption that I - T has finite descent, i.e., that 
R((I - T)p+l) = R((I - T)p) for some positive integer p. 
THEOREM 4.3. Suppose the identity (11) holds with A and W posit& 
definite on R(I - T)-. If I - T is an operator of jnite descent, then T is 
uniformly power convergent. 
Proof. For brevity, we write N = N(I - T) and R = R(I - T). First 
we establish that N n R- = {O}. If x E N n R-, for each E > 0 there are 
vectors u and h in H such that 
x=(I- T)u+h, It h II < E. 
Then, 
(Ax, x) = (Ax, u - Tu + h) = ((A - T*AT) x, u) + (Ax, h) 
= (W(I - T) x, (I - T) x) + (Ax, h) 
= (Ax, h). 
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By hypothesis, there is OL > 0 such that (Ax, x) > 01 I/ x \I2 for all x E R-. 
Hence, 
and x = 0 since E was arbitrary. Hence N n R- = (0). A fortiori, 
N n R = (0}, which means that N((Z - T)2) = N(Z - T). Since Z - T is 
an operator of finite descent, also R((I - T)2) = R(I - T), and [30, Section 
5.411 
X = N(Z - T) @ R(Z - T). (14) 
ke show that R = R(I - T) is closed. Let x E R-. Then x = xi + x2 with 
x1 E N and x2 E R. Since xi = x - x2 E R- and since N n R- = {0}, x1 = 0, 
and x = x2 E R. Hence R- = R. 
The operator Z - T is injective on R, and (I - T) R = R in view of (14). 
The closed-graph theorem implies that the restriction (I - T) / R has the 
inverse in B(R); hence there is /3 > 0 such that ll(Z - T) x Ij 2 ,klII x 11 for all 
x E R. By assumption there is y > 0 such that (Wx, x) > y /j x /I2 for all x E R. 
Then 
((I - T*) W(I - T)x, x) 
= @‘(I - T) x, (I- T) x) >, Y ll(I - T) x Ii2 3 rP” II x /12, 
for all x E R, and the operator A - T*AT is positive definite on R = R- 
in view of (11). The conclusion follows from (A). 
Conditions for the power convergence of operators involving the identity 
(11) (directly or indirectly) are important for the iterative solution of the 
linear equation Ax = f with A* = A. If A = A, + A, is a “splitting” of A 
with A, invertible in B(H), we form the iteration A1~,+l = -A,x, + f 
(x0 given). An equivalent procedure is to select an operator B contained and 
invertible in B(H), and to form the iteration yn+i = (I - BA) ym + b’f 
(yO given). If y,, = x,, and B = A;l, the sequences {xn} and {yJ are identical. 
If Z - BA is power convergent, we can apply a theorem of Browder and 
Petryshyn [2] pertaining to the convergence of {y,}. Reich [24] gave the 
following fundamental condition for the convergence of I - BA: Let A* = A 
a+& let W = B-l + B*-I- A > 0; Then I - BA is convergent i f f  A > 0. 
(This formulation is due to Householder [13].) An easy calculation shows that 
the operators T = Z - BA and W = B-l + B*-’ - A satisfy (11). Theorem 
2 of [ 141 can be reformulated to give a necessary and sufficient conditions that 
I - BA be power convergent. 
THEOREM 4.4. Let A = A*, B and B-l be in B(H), and let 
W = B-1 + B*-l - A 
409/48/z-10 
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be positive deJinite on R(BA). Then I - BA is uniformly power convergent isf A 
is positive definite on R(BA)- = B(N(A)I). 
For a discussion of the convergence of iterative methods based on Theorem 
4.4 the reader is referred to [14]. 
5. PSEUDOINVERSES AND THEIR SERIES REPRJBENTATION 
In this section we use again the notation and terminology introduced in 
Section 2. First we derive a result which will enable us to define a pseudo- 
inverse of an operator A E B(X, Y) with arbitrary range. 
THEOREM 5.1. Let A E B(X, Y), and let %(C X) and -tr(CY) be closed 
subspaces such that 
X=N(A)@%, Y = R(A)- @ V-. 
Then there is a unique linear operator A+: D(A+) --f X with 
(15) 
D(A+) = R(A) + Y, WJ 
A+ is a linear extetrsion of (A j @)-l, (16,) 
N(A+) = Y. W 
Proof. The existence and uniqueness of A+ follows from the following 
construction given by Desoer and Whalen [4] for Hilbert-space operators 
with closed range, and with % = N(A)l and V = R(A)I. A+ is defined by 
A+Ax = x if XES-2, (171) 
Aty=O if YEV, (17,) 
A+y = A+y, + Aty2 if Y =yl +Y~ER(A) + +‘-. (17s) 
Since R(A) = {Ax: x E @‘), (17,)-(17,) define A+ uniquely on the dense 
subspace R(A) + V of Y, and (17,)-(17,) are equivalent to (16,)-(16,). 
DEFINITION 5.1. If an operator A E B(X, Y) satisfies the assumptions 
of Theorem 4.1, the linear (not necessarily bounded) operator A+ determined 
by (16,)-( 14) is called the pseudoinverse of A relative to the pair of subspaces 
(a’, 0 
This definition coincides with Hestenes’ definition of a reciprocal [12] in 
the case when X and Y are Hilbert spaces, %! = N(A)l and V = R(A)I.I 
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THEOREM 5.2. Let A E B(X, Y) be an operator satisfying the assutnptions 
of Theorem 5.1, and let P be the projection of X on N(A) along 9, and Q the 
projection of Y onto R(A)- along V. The pseudoinverse A+ of A relative to 
(%‘,V) is uniquely determined by the following four conditions 
D(A+) = R(A) + V-, WI) 
A+A = I - P, NJ 
Q is the unique continuous extension of AA+ to all of Y, (18,) 
A+AA+ = A+ on D(A+). (184) 
The easy proof is omitted. In the case that (15) is fulfilled with R(A) 
closed, (l&J-( 18,) define the so-called generalized inverse of A relative to the 
projections P and Q in Nashed [19]; in this definition [19, Def. 3.11 X and Y 
are allowed to be topological vector spaces, while the direct sums in (15) 
are topological (cf. also Votruba [31]). Our Definition 5.1 then appears as 
Theorem 3.1 in [19] for the case of closed R(A). A systematic treatment of 
pseudoinverses of bounded linear Banach-space operators with closed ranges 
is given by Beutler [l]. For a discussion of pseudoinverses of Hilbert-space 
,operators with closed ranges, see Petryshyn [22] and Desoer and Whalen [4]; 
Hilbert-space operators with arbitrary ranges are studied, e.g. in Hestenes [12] 
and Showalter and Ben-Israel [25]. Nashed [19,20] gives a detailed discussion 
of various types of pseudoinverses and relations between them. 
Let us remark that every bounded linear operator on a Hilbert space has a 
pseudoinverse in the sense of Definition 4.1, while this need not be true for a 
bounded linear operator on a Banach space: there may not be closed subspaces 
@ and v satisfying (15). If a pseudoinverse A+ (relative to (@, 9 “)) exists for 
an operator A with R(A) closed, then A+ is defined on all of Y and is bounded 
by the closed graph theorem [30, p. 1811. For convenience we introduce the 
following terminology. 
DEFINITION 5.2. If A E B(X, Y) and B E B(Y, X) are operators with 
X = N(A) @ R(B)-, Y = R(A)- @ N(B), (19) 
the pseudoinverse A+ of A relative to (R(B)-, N(B)) is called the pseudo- 
invers of A relative to B, written Ata. 
If A E B(X, Y) is a Hilbert-space operator, the classical pseudoinverse 
[12, 251 of A is the pseudoinverse relative to A* in the sense of Definition 
5.2. This follows from the well-known orthogonal decompositions [30, 
p. 2501 
X = N(A) @ R(A*)-, Y = R(A)- @ N(<4*). (20) 
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In the sequel we shall need the following technical lemma. 
If f :  X + X is continuous, then 
f  (S-)- = f  (S)- for each S C X. (*) 
Suppose A and B are operators satisfying (19). Then it is easily seen that 
N(A) = N(BA) and N(B) = N(AB). Setting S = R(A) and f  = B in (*), 
we obtain that R(B)- = R(BA)-; setting S = R(B) and f  = A, we get 
R(A)- = R(AB)-. Hence, 
X = N(BA) @ R(BA)-, Y = N(AB) @ R(AB)-. (21) 
Therefore if AtB exists, then also BtA, (AB)+AB and (BA)tBA exist, and it can 
be shown that 
(AB)tAB = B+AA+B on N(B) + R(W, 
(BA)tBA = AtBBtA on N(A) + VA). 
THEOREM 5.3. Suppose the operators A and B satisfy 
A 6 B(X, Y), B E B(Y, X), 
Y = R(A)- @ N(B), 
I - BA is strongly power convergent. 






A+y = f  (I - BA)n By, 
?kO 
(25) 
where the series converges in norm z$fy E R(A) + N(B). 
Proof. I f  I - BA is strongly power convergent, X = N(BA) @ R(BA)- 
by Theorem 2.4(iii). We have N(BA) = N(A) in view of (24,). Applying (*) 
to S = R(A) and f  = B, we conclude that R(BA)- = R(B)-. Hence (19) 
holds and A+ = AtB exists. 
The series Cn (I - BA)n BA converges strongly to I - P by Theorem 
2.4(ii) with T = I - BA. This proves the convergence of the series (25) 
for each y  E R(A); its convergence for y  E N(B) is obvious. We verify that the 
operator V defined by Vy = C,, (I - BA)” By has the properties (18,)-( 18,) 
of the pseudoinverse (relative to B). Equation (18,) and (18,) have already 
been established. Next we observe that xm AB(I - AB)ny = Qy whenever 
the series converges. Therefore 
AVy=~A(I-BA)lZBy=~AB(I-AB)ny=~y 
1E n 
POWER CONVERGENCE AND PSEUDOINVERSES 463 
for each y E R(A) + N(B), and (18,) holds. Finally, for any 
y = Ax + yo E R(A) + w-9, 
we have VAVy = VQy = VAX = VAX + Vy, = Vy, and also (18,) is true. 
Hence I’ = NE. 
Assume now that x, = C,” (I - B./l)” By converges strongly (to x E X) 
for some y E Y. Then x,+~ = (I - BA) x, + By, and BAx = By by passing 
to the limit as n + 00. Then also B(Ax - Qy) = 0, where Ax - Qy E R(A)-. 
Since R(A)- n N(B) = {0}, Ax - Qy = 0, and Qy E R(A). Consequently, 
y = Qy + (I - Q) y E R(A) + N(B), and the proof is complete. 
Consider the special case of the preceding theorem when X and Y are 
kilbert spaces and B = aA* with OL > 0. According to Theorem 3.5 with 
K = A*A the operator T = I - olA*A is strongly power convergent iff 
0 < a d 2 (I A ll-2 and 2a-l$ Pu(A*A). 
Since (24,) is satisfied in virtue of (20), we conclude that the series 
(26) 
A+y = ‘f or(I - ciA*A)” A*y (27) 
n=o 
converges for all y E R(A) + R(A)‘- iff (26) holds. The convergence of (27) 
under the assumption that 0 < 01 < 2 // A 1/-2 has been studied by a number 
of authors, e.g. [2, 19, 29 and 251. Showalter and Ben-Israel [25] have given 
the convergence rate for for series. 
Suppose now that the operators A and B satisfy 
I - AB is power bounded 
in addition to (24,)-(24a). For each y E R(A) + N(B), we have 
(24,) 
n-1 n-1 
(I-AB)“y=y- 1 (I-AB)“ABy=y- 1 A(I-BA)“By, 
k=O k=O 
which shows that {(I - AB)n} converges strongly on a dense subspace of Y. 
Since {\\(I - AB)” II} is bounded by hypothesis, {(I - AB)n} converges 
strongly on all of Y. This leads to the following result. 
COROLLARY 5.1. Let the operators A and B satisfy (24,)-(24,). Then, 
AtB = f (I - BA)n B on. WA) + VB), 
TWO 
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B+" = f  (I - AB)n A on 
12=0 
(BA) +BA = f  (I - BA)n on 
?a=0 
(AB)+AE = ‘$o(I-ABY on 
R(B) + ~(4, 
WA), 
R(AB). 
Next we turn to the case when the operator I - BA in Theorem 5.3 
is uniformly power convergent. 
COROLLARY 5.2. Let the operators A and B satisfy (24,)-(24,) with the 
uniform convergence in (2%). Then R(A) is closed, AtB is bounded, and the 
series C,” (I - BA)n B converges unayormly to A+B. 
Proof. If I - BA is uniformly power convergent, R(BA) is closed, 
as shown in the paragraph preceding Theorem 2.5. Moreover, 
R(BA) CR(B) CR(B)- = R(BA)-, and R(BA) = R(B). 
Hence R(A) is closed. The assertion about the uniform convergence of 
C,” (I - BA)n B follows from the decomposition Y = R(A) @ N(B) and 
Theorem 2.5(ii). 
Under the assumptions of Corollary 5.2, we can determine the rate of 
convergence of the series (25). Let Tl denote the restriction of T = I - BA 
to R(B) = R(I - T). Th en r(T,) < 1 by Theorem 2.5(iii). For each y E Y 
put x = A+y. If X, denotes the partial sum Cl (I- BA)” By (x,, = 0), we 
see that 
%+1- x = T(xn - x), 71 > 0. 
Furthermore, the sequence {x~ - x} is contained in R(B), and 
liin+Fp 1) X, - x ljlln = r(T, x) < r(T,) < 1. 
If r is a real number in the interval r(T,) < r < 1, then 
11 i. (I - BA)k B - A+ 11 = O(m) as n--f 03. P-9 
We have already mentioned that not every operator A E B(X, Y) between 
Banach spaces has a pseudoinverse in the sense of Definition 5.1. In contrast, 
every linear operator A has a partial inverse which is defined as a linear 
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operator A8 satisfying AA6A = A [19, p. 3211. Every pseudoinverse is a 
partial inverse. In the sequel, we use only the following special case of partial 
inverse. 
DEFINITION 5.3. Let A E B(X, Y). If % is an algebraic complement of 
N(A) in X, the operator A* = (A 1 %)-’ from R(A) to % is called the partiuE 
inverse of A relative to @. 
The following theorem gives a series representation for partial inverse. 
THEOREM 5.4. Suppose A E B(X, Y) and suppose B E B( Y, X) is a bijection 
such that T =-= I - BA is strongly power convergent. Then A has the partial 
inverse AS relative to 92 = R(BA)- represented by 
A6y = 2 (I - BA)” By, 
FL=0 
where the series converges iffy E R(A). 
Proof. From the power convergence of T = I - BA, it follows that 
X = N(BA) @ R(BA)- = N(A) @ R(BA)-, and the partial inverse A6 
of A relative to R(BA)- exists. Put x, = C,” (I - BA)” By for y E R(A). 
If x = A8y E R(BA)-, then x, = x - T”+lx, and {xn} converges to 
(I - P) x = x = ASy, where P is the projection of X onto N(A) along 
R(BA)-. Conversely, suppose the sequence x, = CI (I - BA)k By con- 
verges strongly (to x E X) for some y E Y. Then x,+r = (I- BA) x, + By; 
passing to the limit as n-t CO yields BAx = By, and y = Ax, since 
B-l E B(X, Y). 
Let us consider the case when the operator T = I - BA in Theorem 5.4 
is uniformly power convergent. Then X = N(A) @ R(BA) with R(BA) 
closed, and the subspace R(A) is closed as the inverse image of the closed set 
R(BA) under the continuous map B- l. Furthermore, A6 E B(R(A), R(BA)) 
by the closed-graph theorem. Let S be a bounded subset of R(A). Then the 
set U == A6(S) is also bounded, and Ci (I - BA)” BA = I - Tn+l con- 
verges uniformly on U. This implies that the series in Theorem 5.4 converges 
uniformly on bounded sets of R(A). We have thus proved the folloiwng 
corollary. 
COROLLARY 5.3. Suppose the operators A and B satisfy the assumptions 
of Theorem 5.4 with T = I - BA uniformly power convergent. Then 
A6y = 2 (I - BA)n By uniformly on bounded sets of R(A). 
?L=O 
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If Tl is the restriction of T to R(M), the rate of convergence of this series 
is determined by the formula 
11 f (I - BA)k By - A8y 11 = O(P) 
k=O 
for each y E R(A), 
where r is any real number with Y( Tl) < r < 1. 
6. PSEUDOADJOINTS 
In order to obtain the rate of convergence of (25) in the case when 
T = I - BA is only strongly convergent, we formalize a procedure employed 
by Showalter and Ben-Israel [25]. An operator B E B(Y, X) will be called a 
pse~doadjoint of the operator A E B(X, Y) if it satisfies (19), and if there is a 
real function h on R(B) such that the operator T = I - CYBA satisfies (for a 
suitable CX) the conditions 
0 -=c 44 G (II x II2 - II TX II”> II x II-’ (x E W) - {ON, h(O) = 0, (2%) 
h(Tx) 3 h(x), x E R(B). Pal 
Let A E B(X, Y) be an operator between Hilbert spaces. Let A* denote the 
Hilbert space adjoint of A, (A*)+ the standard Hilbert-space pseudoinverse 
of A*, i.e., (A*)tA in the sense of Definition 5.2, and let LY be a real number 
with 0 < 01 < 2 11 A l/--2. Then A* satisfies (20), and the function h defined 
on R(A*) by 
h(x) = a(2 - 0111 A 11”) IJ(A*)’ x l)-2 (x E R(A*) - {0}), h(O) = 0, 
fulfills the conditions (29,) and (29,) with T = I - aA*A. Indeed, (29,) 
follows from the inequalities (x = A*w) 
II x II2 - II TX II2 2 42 - ~1 IIA II”) II Ax 112> 
and 
II x II4 = I@, A*412 = I(& ~11” < II Ax II2 II w l12. 
Equation (29,) is established with the help of the inequality 
II( TX II d II( x II 
obtained as follows 
ll(A*)+ TX II = II( A*(I - aAA*) w I( < II( A* I( I/ I - aAA* 11 1 w (I 
bll4l- 
Hence, A* is a pseudoadjoint of A. 
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Next consider a bounded linear idempotent A on a Hilbert space H. For 
any real number 01 with 0 < CL < 2 put T = I - arA, and define a function 
h on R(A) by 
h(x) = a(2 - a) 11 x 11-2 (x E R(A) - (0}), h(0) = 0. 
Since A2 = A, H = N(A) @ R(A). Furthermore, 
44 = (II x 11’ - II TX II”> II x II-* 
for each x E R(A) - (01, so that (29,) holds; (29,) is true since T j R(A) is a 
contraction. Thus, A is its own pseudoadjoint, different from A* when A is 
not selfadjoint. 
LEMMA 6.1. Let B be a pseudoadjoint of A satisfying (29,) and (29,) with 
T = I - BA. Then the operator T is strongly power convergent. For each 
x E R(B)-, // Tnx l/--t 0 monotonically, and 
II Tnx /I2 < II x II2 (1 + nh(x) II x l12F1 if x E R(B). (30) 
Proof. Since (19) is equivalent to (21), X = N(BA) @ R(BA)-. In view 
of Theorem 2.4(iii), we can only prove (/ Tnx // -+ 0 for each x E R(B)- to 
establish the power convergence of T. For a given x E R(B), write x, = Tnx. 
iEach x, lies in R(B), and 
II x,+~ It2 < II x, II2 - h(x,J II x, Ii* 
by (29,). In view of (29,), h(x,) > h(x,-,) 3 ... > h(x), and 
II xn+l II2 f II x, /I2 - 44 II xn /I*. (31) 
Applying the formula (4.11) of [25] to (31), we obtain 
II x, /I2 d II x /I2 (1 + nh(x) II x l12Y (x # 0). 
Hence, Tnx -+ 0 for each x E R(B) with the convergence rate given in the 
theorem. The power convergence of T to 0 on all of R(B)- will be established 
when we show that the operator T / R(B)- is a contraction. Let x E R(B)-. 
Then xj + x for some sequence (xi} in R(B). According to (29,), 
I/ Txj (( < /( xj // for all j. Therefore, 
and the proof is complete. 
468 J. J. KOLIHA 
When we observe that 
I/ i (I - BA)” By - AtBy I/ = I/ Tn+lAtBy jj < 11 TmAtBy 11 , 
k=O 
we obtain the following result which generalizes Theorem 2(a) and (b) of 
[25] to Banach-space operators. 
THEOREM 6.1. Suppose B is a pseudoadjoint of A satisfring (29,) and (29,) 
with T = I - BA. Then A+ = AtB exists, and 
whenever the R(A)- component of y  in Y = R(A)- @ N(B) lies in R(AB). 
Moreover, the left-hand side of (32) converges monotonically to 0 for each 
y  E R(A) + N(B). 
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