Abstract. The solvability in Sobolev spaces is proved for divergence form second order elliptic equations in the whole space, a half space, and a bounded Lipschitz domain. For equations in the whole space or a half space, the leading coefficients a ij are assumed to be measurable in one direction and have small BMO semi-norms in the other directions. For equations in a bounded domain, additionally we assume that a ij have small BMO semi-norms in a neighborhood of the boundary of the domain. We give a unified approach of both the Dirichlet boundary problem and the conormal derivative problem. We also investigate elliptic equations in Sobolev spaces with mixed norms under the same assumptions on the coefficients.
Introduction
We study the solvability of elliptic operators in divergence form Lu = (a ij u x i + a j u) x j + b i u x i + cu (1.1)
in Sobolev spaces with rough leading coefficients. Throughout the paper, the usual summation conventions over repeated indices are enforced. We assume all the coefficients are bounded and measurable, and a ij are uniformly elliptic. There have been many research activities in this direction. For divergence form elliptic equations the strongest results up to date can be found in Byun [3] , Byun and Wang [5] , [6] , and Krylov [17] .
In [3] , the W 1 p solvability was obtained for the Dirichlet problem of divergence form elliptic equations in a Lipschitz domain with a small Lipschitz constant. For equations in a so-called Reifenberg flat domain, the solvability of the Dirichlet problem and the conormal derivative problem was established in [5] and [6] . In those papers the coefficients a ij are assumed to have small BMO semi-norms and lower order terms are not included. The main tools in [3] , [5] , [6] are the weak compactness, the Hardy-Littlewood maximal function, and the Vitali covering lemma originally used by M. Safonov. Before that, the solvability for the Dirichlet and Neumann problems of divergence form elliptic equations with VMO coefficients were obtained in [8] for C 1,1 domains, and in [1] for C 1 domains. In [17] , Krylov gave a unified approach of the L p solvability of both divergence and non-divergence form parabolic and elliptic equations with leading coefficients VMO in the spatial variables (and measurable in the time variable in the parabolic case). Unlike the arguments in [7] , [8] and [11] , which are based on certain estimates of Calderón-Zygmund theorem and the Coifman-Rochberg-Weiss commutator theorem, the proofs in [17] rely mainly on pointwise estimates of sharp functions of spatial derivatives of solutions. It is worth noting that although the results in [17] are stated for equations with VMO coefficients, the proofs there only require a ij to have locally small BMO semi-norms. We also remark that for divergence form parabolic equations a similar result was also obtained in Byun [4] by adapting the approach in [3] . Krylov's method was later improved and generalized in [9] , [13] - [16] , [18] and [19] . With the leading coefficients in the same class, Krylov [18] established the solvability of both divergence and non-divergence parabolic equations in mixed-norm Sobolev spaces.
There are many other results in the literature regarding the L p theory of second order parabolic and elliptic equations with discontinuous coefficients. For nondivergence form equations, we refer the reader to [2] , [7] , [20] , [25] , [27] and references therein. For divergence form equations, see also [26] and references therein.
The theory of elliptic and parabolic equations with partially VMO coefficients is originated in Kim and Krylov [13] , where the authors proved the W 2 p solvability of elliptic equations in non-divergence form with leading coefficients measurable in a fixed direction and VMO in the others. Very recently, their result was generalized by Krylov [19] , where the leading coefficients are assumed to be measurable in one direction and VMO in the orthogonal directions in each small ball with the direction depending on the ball. For non-divergence parabolic equations, the W 1,2 q,p solvability was established in Kim [16] , in which most leading coefficients are measurable in time variable as well as one spatial variable, and VMO in the other variables. We remark that to our best knowledge, at the time of this writing, all known results concerning L p solvability of elliptic and parabolic equations with partially VMO/BMO coefficients are only for non-divergence form.
In this paper we consider divergence form elliptic equations in the whole space, a half space and a Lipschitz domain with a small Lipschitz constant. We deal with equations with partially BMO leading coefficients with locally small BMO semi-norms (Theorem 2.2), a class of coefficients which is more general than those treated previously in [17] , [3] , [5] and [6] . More precisely, we assume the coefficients a ij are measurable in x 1 direction and BMO in the other directions with locally small BMO semi-norms (see Assumption 2.1 for a more rigorous definition). This is the same class of coefficients considered in [13] , in which non-divergence form elliptic equations are studied. For equations in a Lipschitz domain, additionally we assume that a ij have small BMO semi-norms in a neighborhood of the boundary of the domain. Under these assumptions, we establish the unique W 1 p solvability of divergence form elliptic equations. We give a unified approach of both the Dirichlet boundary problem and the conormal derivative problem in a half space (Theorem 2.3, 2.4) and in a bounded Lipschitz domain (Theorem 2.7 and 2.8). We also investigate elliptic equations in Sobolev spaces with mixed norms under the same assumption on the coefficients. We point out that, as in [17] and [18] , one feature of these results is that the matrix {a ij } is not assumed to be symmetric. One of the motivations of the paper is the following problem. Consider the equation a ij u x i x j = div g in B 2 , the ball of radius 2 centered at the origin, with zero Dirichlet boundary condition. The coefficients a ij are assumed to be bounded, uniformly elliptic and piecewise uniformly continuous on B 1 and B 2 \ B 1 . This is a very natural problem and the W 1 2 solvability of it follows immediately from the Lax-Milgram lemma. However, for the W 1 p solvability when p = 2, it seems to us that none of the results above are applicable in this case. We will give a solution to the problem at the end of Section 2 as an application of our main results.
Our approach is based on the aforementioned method from [17] . However, since a ij are merely measurable in x 1 , we are only able to estimate the sharp function of u x ′ , not the full gradient u x as in [17] . Here and throughout the paper, we denote
, so by u x ′ we mean one of u x i , i = 2, · · · , d, or the whole collection of them. Roughly speaking, the main difficulty is to bound u x 1 by u x ′ . One idea in the paper is to break the 'symmetry' of the coordinates so that x 1 is distinguished from x ′ . Another idea is to estimate the sharp of a 11 u x 1 instead of u x 1 . This estimate together with a generalized Stein-Fefferman theorem proved in [19] enables us to bound u x 1 . The main advantage of the approach is that here we can obtain the boundary estimate immediately from the estimate in the whole space since the leading coefficients are allowed to be just measurable in one direction. In a forthcoming paper, we will extend our results to systems with variably partially BMO coefficients.
A brief outline of the paper: in the next section, we introduce the notation and state the main results, Theorem 2.2, 2.3, 2.4, 2.7 and 2.8. Section 3 is devoted to several auxiliary results which will be used later, in which we estimate the L p norm u x 1 by the L p norm of u x ′ (Theorem 3.7). Then in Section 4, we give an estimate of the sharp function of u x ′ . By combining this with Theorem 3.7, we are able to prove Theorem 2.2 in Section 5. Theorem 2.3 and 2.4 are proved in Section 6, while Theorem 2.7 and 2.8 are proved in Section 7, Finally, the last four sections are devoted to the mixed norm estimate.
Main results
Before we state our assumptions and main theorems, we introduce some necessary notations. By R d we mean a d-dimensional Euclidean space and a point in
That is, for example,
where |Ω| is the d-dimensional Lebesgue measure of Ω. Throughout the paper we assume that the coefficients a ij , a i , b i , and c are bounded by a constant K ≥ 1. Moreover, we assume the uniform ellipticity condition on a ij , i.e.,
for all x and ξ ∈ R d , where δ ∈ (0, 1). We need a very mild regularity assumption on the coefficients a ij . To present this assumption, let
where
Then we set
The following assumption contains a parameter γ > 0, which will be specified later. 
Theorem 2.2 (Equations in the whole space). Let
we have
provided that λ ≥ λ 0 , where N and λ 0 ≥ 0 depend only on d, p, δ, K and R 0 .
(ii) For any λ > λ 0 , there exists a unique u ∈ W
, measurable functions of x 1 ∈ R only with no regularity assumptions, then one can take λ 0 = 0.
The next two theorems are about the Dirichlet problem and the conormal derivative problem on a half space.
Theorem 2.3 (Dirichlet problem on a half space). Let
3)
4)
provided that λ ≥ λ 0 , where N and λ 0 ≥ 0 depend only on d, p, δ, K, and
Theorem 2.4 (Conormal derivative problem on a half space). Let p ∈ (1, ∞) and 6) provided that λ ≥ λ 0 , where N and λ 0 depend only on d, p, δ, K, and
Solutions of (2.5) are understood in the weak sense. More precisely, we say
For discussions about the conormal derivative problem, we refer the reader to [22] and [23] .
Next we consider the solvability of divergence form elliptic equations in domains with the homogeneous Dirichlet boundary condition:
We shall impose a little bit more regularity assumption on a ij near the boundary. 
We also impose the same assumption on domains as in [3] , i.e. the boundary ∂Ω of the domain Ω is locally the graph of a Lipschitz continuous function with a small Lipschitz constant. More precisely, we make the following assumption containing a parameter θ ∈ (0, 1], which will be specified later. Assumption 2.6 (θ). There is a constant R 2 ∈ (0, 1] such that, for any x 0 ∈ ∂Ω and r ∈ (0, R 2 ], there exists a Lipschitz function φ:
Note that all C 1 domains satisfy this assumption for any θ > 0. 
where N is independent of f, g and u.
Our last result is about the solvability of divergence form elliptic equations in domains with the conormal derivative boundary condition: 10) where n = (n 1 , · · · , n d ) is the outward normal direction of ∂Ω, which is defined almost everywhere on ∂Ω. Like before, solutions of (2.10) are understood in the weak sense. More precisely, we say u ∈ W 1 p (Ω) satisfies (2.10) if we have 
(ii) Otherwise, the solution is unique and we have
. The constant N is independent of f, g and u.
Here, by a
for any φ ∈ W 1 2 (Ω). Restricted to equations in Lipschitz domains, Theorem 2.7 and 2.8 improve the previous results in [3] , [5] and [6] in two aspects: first we only assume that the leading coefficients have partially small BMO semi-norms in the interior of the domain; second we also allow lower order terms. At the time of this writing it is not clear to us whether our method can be extended to deal with equations in Reifenberg flat domains. We remark that for the Poisson equation in arbitrary Lipschitz domains but with a restricted range of p, the solvability result was established by Jerison and Kenig [12] (see also [26] for a generalization to equations with VMO coefficients).
We end this section by giving an example dealing with elliptic equations with piecewise continuous leading coefficients on a bounded domain. This is another nice application of Theorem 2.2, showing the possibility that the results in this paper can be applied to many different equations with not necessarily continuous coefficients. For simplicity, consider 
Then, for p > 2, one can use the argument in the proof of Theorem 2.7 below to absorb the term N u Lp(B2) to the left-hand side. Thus we obtain an estimate as in Theorem 2.7. The estimate when p ∈ (1, 2) follows from the duality argument. Consequently, for a given g ∈ L p (B 2 ), 1 < p < ∞, there exists a unique u ∈ W 1 p (B 2 ) satisfying (2.13).
Auxiliary results for equations with measurable coefficients
In this section we set
and we do not impose any regularity assumptions on the coefficients of the operator L 0 , except a 11 . The coefficient a 11 is assumed to be a measurable function of x 1 only or satisfying
Here γ > 0 is a constant to be specified, and
However, in Theorem 3.2 all coefficients including a 11 are measurable functions of x ∈ R d with no regularity assumptions. The first result is the classical L 2 -estimate for elliptic operators in divergence form with measurable coefficients.
, and
Furthermore, for any λ > 0 and f , g ∈ L 2 , there exists a unique solution u ∈ W Proof. We present a proof for the sake of completeness. Due to the method of continuity it is enough to prove the estimate. Moreover, by the denseness of
Then from the equation and the uniform ellipticity condition it follows that
where N = N (d, δ). This finishes the proof.
If the above operator L 0 is replaced by the Laplace operator ∆, it is well known that the result as in Theorem 3.2 holds true not only for p = 2 but also for p ∈ (1, ∞). More precisely, if λ > 0 and f , g ∈ L p , then there exists a unique solution u ∈ W 1 p to the equation ∆u − λu = div g + f . As above, we have
for all λ > 0. Using this result, we prove the following theorem.
Proof. We follow the idea in the proof of Theorem 7.1 in [18] taking into account the presence of λ. We can certainly assume that u, f , and g have compact supports. In addition, we assume that u, f , and g are infinitely differentiable. Indeed, if not, we take the standard mollifications and prove the estimate for the mollifications. Then we take the limit because the concerned constants are independent of the smoothness of the functions involved.
Then we find a unique solution w ∈ W 1 p to the equation (∆ − λ) w = div(ζg) + ζf.
Set v := u − w and observe that
The classical theory on elliptic equations in divergence form indicates that w and v are infinitely differentiable. In addition, in B κr/2 ,
where N depends only on d and p.
On the other hand, we have
From these inequalities as well as (3.2), we see that
We also have
Combining the above two sets of inequalities we arrive at the desired inequality in the theorem.
We frequently make use of the following change of variables to 'break' the symmetry of coordinates. Let
We now assume that the coefficient a 11 is a measurable function of x 1 ∈ R. Under this condition on a 11 (no regularity assumptions on a ij if ij > 1) we prove an estimate forā 11ū
Proof. The second inequality in the lemma follows easily from the first. Indeed, if we write L 0 u − λu = div g − λu, by the first inequality
Then letting λ ց 0 gives the result.
To prove the first inequality in the lemma, recall thatū satisfies (see (3.5))
where λ > 0 andf λ =f + (µ −2 − 1)λū. Using Theorem 3.2 we find w ∈ W 
In particular,L 0 v − λv = 0 in B κr . Now we use the following change of variables. Set
Since δ ≤ā 11 ≤ K, we readily see that the inverse φ −1 exists, φ is a bi-Lipschitz function, and
We also define r 1 = √ 2δ −1 r and κ 1 = κ/(2Kδ −1 ). Using the fact thatL 0 v −λv = 0 in B κr , κ 1 r 1 = κr/( √ 2K), and (3.6), we find that, in B κ1r1 ,
Then by using the change of variables as well as Theorem 3.3 (note that κ 1 ≥ 4) we obtain
We also need estimates for w. By Theorem 3.2
From this and the definition off λ it follows that (also note that µ ≥ 1)
This together withū = w + v yields
To combine all the inequalities shown above, we start with
which holds true for any constant C. Upon replacing C with (v x 1 ) Br 1 and usinḡ u = w + v again, we arrive at (3.10) , and (3.9)
Here we also usedū = w + v and κ ≥ 1. From (3.8),
Finally, notice that
Bκr . Therefore,
Bκr for µ ≥ 1. The lemma is proved.
We recall the maximal function theorem and the Fefferman-Stein theorem. Let the maximal and sharp functions of g defined on R d be given by
As is well known, the first inequality above is due to the Fefferman-Stein theorem on sharp functions and the second one is the Hardy-Littlewood maximal function theorem (this inequality also holds trivially when p = ∞). Theorem 3.5 below is from [19] and can be considered as a generalized version of the Fefferman-Stein Theorem. To state this theorem, let
be the collection of partitions given by the dyadic cubes in
Theorem 3.5. Let p ∈ (1, ∞), and U, V, F ∈ L 1,loc . Assume that we have |U | ≤ V and, for any n ∈ Z and C ∈ C n , there exists a measurable function
If a 11 is measurable in x 1 ∈ R and has a locally small BMO semi-norm in x ′ ∈ R d−1 , we show in the following lemma thatū, where u is a solution to L 0 u = div g, satisfies an inequality as in (3.11) . Lemma 3.6. Let γ > 0, µ ≥ 1, and τ , σ ∈ (1, ∞) such that 1/τ + 1/σ = 1. Assume that a 11 satisfy Assumption 3.1 (γ) and g ∈ L 2,loc . Also assume that u ∈ W 1 2,loc vanishes outside B µ −1 R , where R ∈ (0, R 0 ], and satisfies L 0 u = div g. Then, for each C ∈ C n , µ ≥ 1, and κ > 8Kδ −1 , there exists a measurable function
for all x ∈ C, where N = N (d, δ, K) and
Recall thatū andg are those in (3.3) and (3.4).
Proof. Let B r (x 0 ) be the smallest ball containing C. We split into two cases depending on whether κr < R or κr ≥ R.
by Lemma 3.4 with an appropriate translation
.
Note that
, where
and, for example,
for all x ∈ C. From this observation as well as the above inequalities for I, we
Since u vanishes outside B µ −1 R ,ū has a compact support in B R . Thus
, where 1
If we proceed as in the first case, we come to I ≤ N F µ,κ (x) for all x ∈ C.
Finally, observe that
where N is independent of r. The lemma is proved.
Now we are ready to prove that the L p -norm of u x 1 is controlled by that of g and
Theorem 3.7. Let p ∈ (2, ∞) and g ∈ L p . There exist constants γ, µ, and N , depending on d, p, δ and K, such that, if a 11 satisfies Assumption 3.1 (γ), then for
Proof. It is enough to prove
Fix τ in Lemma 3.6 such that p > 2τ > 2. Also take κ > 8Kδ −1 and µ ≥ 1 to be specified below. To use Theorem 3.5, we set U = δū x 1 and V = K|ū x 1 |, whereū is from Lemma 3.6. For each C ∈ C n , we set U C = |āū x 1 |, whereā =ā µ,κ,C is also from Lemma 3.6. Since δ ≤ā ≤ K, we have
where the second inequality is due to Lemma 3.6. Then by Theorem 3.5,
Lp . From this and using the maximal function theorem (it is essential to have p > 2τ ) we get ū
where N = N (d, p, δ, K). Choose a sufficiently big κ, then µ, and finally a small γ so that N κ
To finish the proof, we just return to u and g by using (3.3) and (3.4).
Equations in divergence form with simple leading coefficients
In this section, we setL
where the coefficients are measurable functions of x 1 ∈ R only, i.e., a ij = a ij (x 1 ). We denote, as usual,
Proof. First assume that λ = 0. By the De Giorgi-Moser-Nash Hölder estimate, there exist N and α ∈ (0, 1), depending only on d, p, δ, and K, such that
Note that u x ′ also satisfiesLu x ′ = 0 in B 2 . Thus
If λ > 0, we use an idea by S. Agmon. Let z = (x, y) be a point in R d+1 , where
Sinceû satisfies, inB 2 ,Lû + (û y ) y = 0, by the above result applied toû we have
and D zû is the collection consisting of
Thus the right-hand side of (4.1) is less than the right-hand side of the inequality in the lemma. The lemma is proved. 
Proof. Thanks to the scaling argument it is enough to prove the estimate when r = 1. Setâ
By Lemma 4.1,
Using this and the above inequality, we see that
We prove a version of Theorem 3.3 when p = 2 and the Laplace operator is replaced byL. However, due to the fact that a ij are measurable with respect to x 1 ∈ R, we only have the estimate of the L 2 -oscillations of u x ′ . In the proof we use Corollary 4.2 for p = 2. 
Proof. As in the proof of Lemma 3.4, it suffices to prove (4.2). We proceed adopting the same strategy as in the proof of Theorem 3.3. As noted there, we can assume that all the coefficients as well as u, f , and g are infinitely differentiable. Take a ζ ∈ C Since all functions and coefficients involved are infinitely differentiable, by the classical theory on elliptic equations in divergence form, w is infinitely differentiable. The function v := u − w is also infinitely differentiable and satisfies
Regarding w, by Theorem 3.2 we have
In particular,
Now we prove (4.2). From (4.3), (4.4), and the fact that u = w + v, we obtain
From (4.5), we also get
Combining the above two sets of inequalities we come to the inequality (4.2).
Equations with partially small BMO coefficients
We prove in this section Theorem 2.2, the first of our main results, where we consider the operator L with coefficients in their full generality as given by Assumption 2.1. That is, we consider 
for any r ∈ (0, ∞), κ ≥ 4, and
Proof. The proof is similar to that of Lemma 3.6. Fix κ ≥ 4, r ∈ (0, ∞), and
We see thatLu = divĝ, wherê
Then by Theorem 4.3 with an appropriate translation,
where (N, α) = (N, α)(d, δ, K). Observe that
where N = N (d) and
By the Hölder's inequality, we have
If κr < R,
, where N depends only on d and K. In case κr ≥ R, Proof. Choose τ ∈ (1, ∞) such that p > 2τ and set
Then the inequality (5.1) implies
for all x 0 ∈ R d , κ ≥ 4, and r > 0. Taking the supremum of the left-hand side of the above inequality with respect to r > 0 and using
Br (x0)
, we obtain the following pointwise estimate:
for all x ∈ R d and κ ≥ 4. Again apply the Fefferman-Stein theorem on sharp functions and the Hardy-Littlewood maximal function theorem on the above inequality to get
where the last inequality is possible due to p > 2τ > 2. On the other hand, since R ≤ µ −1 R 0 , by Theorem 3.7 we have
as long as γ is less than the constant with the same notation in Theorem 3.7. Therefore,
where N = N (d, p, δ, K). Now we finish the proof by choosing a big enough κ and then a possibly smaller γ so that
We now conclude this section by proving Theorem 2.2.
Proof of Theorem 2.2.
To prove the first two assertions, by the method of continuity it is enough to prove the estimate. Moreover, due to the duality argument we only need to consider the case p ∈ (2, ∞). Then the estimate in the theorem follows from Lemma 5.2, a partition of unity, and the idea of Agmon shown, for example, in [17] . The last assertion is a consequence of the first two via a scaling argument.
Equations on a half space
This section is devoted to the proofs of Theorem 2.3 and 2.4. We shall establish the solvability of divergence form elliptic equations on the half space R d + with either the Dirichlet boundary condition or the conormal derivative boundary condition by using the idea of odd/even extensions.
We will use the following well known results. 
(ii) A function u belongs to W 
Proof of Theorem 2.3. We definẽ
It is easily seen that if the original coefficients satisfy Assumption 2.1 (γ), then the new coefficientsã ij satisfy Assumption 2.1 (2γ). Moreover, we havef ,g ∈ L p (R d ). LetL be the divergence form elliptic operator with coefficientsã ij ,ã i ,b i ,c. Due to Theorem 2.2, we can find γ > 0 and λ 0 ≥ 0 such that there exists a unique solution
provided that λ > λ 0 . By the definition of the coefficients and the data, we havẽ
Consequently, −u(−x 1 , x ′ ) is also a solution to (6.3) . By the uniqueness of the solution, we obtain u(x) = −u(−x 1 , x ′ ). This implies that, as a function on R To prove the uniqueness, let v be another solution of (2.3) so that, for any φ ∈ W 
Denoteṽ to be the odd extension of v with respect to x 1 . Then by the definition ofã ij ,ã i ,b i ,c,g, andf , for any ϕ ∈ W 1 p ′ we have
and has zero trace on ∂R d + . By (6.4), the integral above is equal to
which implies thatṽ ∈ W 1 p is a solution to (6.3) . By the uniqueness, we get u =ṽ, which implies that u = v in R 
Recall thatã ij satisfy Assumption 2.1 (2γ). Moreover, we havef ,g ∈ L p (R d ). Due to Theorem 2.2, we can find γ > 0 and λ 0 ≥ 0 such that there exists a unique solution u ∈ W 1 p (R d ) solving (6.3) provided that λ > λ 0 . By the definition of the coefficients and the data, we havẽ
Consequently, u(−x 1 , x ′ ) is also a solution to (6.3) . By the uniqueness of the solution, we obtain u(
, denoteφ to be its even extension with respect to x 1 . Since u satisfies (6.3), integrating by parts gives
By the definition ofã ij ,ã i ,b i ,c,g, andf as well as the evenness of u andφ, all terms inside the integrals in (6.5) are even with respect to x 1 . Thus, (6.5) implies
is arbitrary, by the definition of weak solutions, u solves (2.5). This proves the existence of the solution.
For the uniqueness, let v be another solution of (2.5) so that, for any φ ∈ W 
Due to (2.7), the sum above is equal to
This yields thatṽ ∈ W 1 p is a solution of (6.3). By the uniqueness, we get u =ṽ, which implies that u = v in R d + . Finally, the estimate (2.6) follows from (2.2) and Lemma 6.1. The theorem is proved.
Equations in Lipschitz domains
In this section we present the proofs of Theorem 2.7 and 2.8. Recall that we not only assume the leading coefficients a ij are partially small BMO, but also assume that they have small BMO semi-norms in some neighborhood of ∂Ω. First we have the following classical W 
In the sequel, we only focus on the case p ∈ (2, ∞), since the remaining case p ∈ (1, 2) follows immediately from the duality. Because Ω is bounded, under the conditions of Theorem 2.7, we have f, g ∈ L p (Ω) ⊂ L 2 (Ω). Owing to Theorem 7.1, there is a unique solution u ∈ W 1 2 (Ω) to (7.1). As is well known, by the method of continuity, in order to prove Theorem 2.7 it suffices to show the a priori estimate (2.9) for u ∈ W 1 p (Ω). We need the following local estimates. 
provided that λ ≥ λ 0 and
Proof. Fix a λ ≥ λ 0 . We take a smooth cut-off function η ∈ C ∞ 0 (Ω) such that η ≡ 1 in Ω ′ . It is easily seen that
By (7.4), the right-hand side of (7.5) is less than the right-hand side of (7.3). The lemma is proved.
For r > 0, we denote B
, and λ 0 and γ are constants taken from Theorem 2.
Then under Assumption 2.1 (γ), for any
Proof. The lemma follows immediately from the proof of Theorem 2.3 and Lemma 7.2. We omit the detail.
Remark 7.4. By an iteration argument, one actually can drop the u x Lp term on the right-hand side of (7.3) and (7.6). However, we will not use this in our proof.
Next we locally flatten the boundary of ∂Ω under Assumption 2.5 (γ) and 2.6 (θ). Let us choose a point x 0 ∈ ∂Ω and a number r 0 = min{R 1 , R 2 }, so that
We define
There exists a small r 1 > 0 depending on r 0 such that
), where we assumed that, without loss of generality, 0 = y 0 = Φ(x 0 ). Denote v(y) = u(Ψ(y)) for any y ∈ B 
). These coefficients satisfy the boundedness and ellipticity conditions with possibly different but comparable constants. Following the argument in [3] , we know that
for any x 1 ∈ B r1/2 and r ∈ (0, r 1 /2], where N 0 is independent of θ and γ. We may change the values ofâ ij outside B r1/8 and extend them to R d so that the boundedness and ellipticity condition are still satisfied with the same constants, and (7.7) is satisfied for any x 1 ∈ R d and r ∈ (0, r 2 ] with a possibly larger N 0 and r 2 = min{1/4, θ + γ}r 1 . Indeed, this can be done by considerinĝ
where η ∈ C ∞ 0 (B 1/4 ) satisfying η = 1 in B 1/8 . Now we choose sufficiently small θ and γ such that N 0 (θ + γ) is less than the constant γ in Lemma 7.3. By Lemma 7.3, we get
+λ u Lp(Ω∩Br 0 ) + u x Lp(Ω∩Br 0 ) ), (7.8) for λ ≥ λ 0 , where r 3 depends only on r 0 . Now we are in the position to prove Theorem 2.7
Proof of Theorem 2.7. By using a partition of unity, we get from (7.3) and (7.8)
for λ ≥ λ 0 . To absorb the u x Lp(Ω) term on the right-hand side, we take and fix a sufficiently large λ so that N 2 ≤ √ λ/2. Therefore,
Hölder's inequality, Young's inequality and Poincaré-Sobolev inequality, we get for any ǫ > 0,
Choosing ǫ = 1/(2N 3 N 4 ) and using (7.2), we obtain (2.9). The theorem is proved.
Next we turn to study the conormal derivative problem: (ii) Otherwise, we have u ≡ 0.
Proof. Owing to the strong maximum principle for the conormal derivative problem (cf. [21] and [24] ), under the assumption of the lemma, u is a constant in Ω. Now assertions (i) and (ii) follow from the definitions (2.11) and (2.12).
Owing to Lemma 7.5, we get the W 
Moreover, we have
. Proof. We remark that for equations without lower order terms and f , this result was proved in [6] .
First we have the unique solvability in W 1 2 (Ω) of Lu − λu = div g + f with the same boundary condition for a sufficiently large λ. Indeed this follows from the coercivity of the bilinear form
for large enough λ, and the Lax-Milgram lemma. We fix such a λ and denote the corresponding resolvent operator to be L
(Ω) be the natural compact imbedding. Also we define T :
Clearly T is a compact operator on H 1 (Ω). Bearing Lemma 7.5 in mind, to prove part (i), it suffices to show the unique solvability of (7.9) in H 1 (Ω) and the bound (7.11). We claim that if u satisfies
then u also solves (7.9). Indeed, clearly u solves
for some constant C. To see C = 0, we take φ ≡ 1 in the integral formulation of (7.13) and use (7.10). Therefore, any solution to u + λT u = 0 (7.14) also solves (7.9) with g j ≡ f ≡ 0. Due to Lemma 7.5 (i) (7.14) has a unique solution u ≡ 0 in H 1 (Ω). This together with the Fredholm alternative shows that there is a unique u ∈ H 1 (Ω) satisfying (7.12). Moreover, we have the estimate
Part (i) of the theorem is proved.
Part (ii):
The proof is similar. Instead of the space H 1 (Ω), we solve the equation in the usual Sobolev space
. By the Fredholm alternative, the unique solvability in W We also need a boundary estimate analogue to Lemma 7.3. 
Proof. 
Auxiliary results for the mixed norm case
The results in this section are similar to those in [18] (specifically, Lemma 8.2, Corollary 8.3 and Corollary 8.4 in [18] ). However, since the conditions on the operators considered here are more general than those in [18] , it is not possible to refer to the results in [18] based on the idea that the elliptic case can be considered as the time independent parabolic case. In addition, contrary to the parabolic case where the Cauchy problem with zero initial condition is considered, we are not able to use the solvability to the equation (a ij u x i ) x j = div g in the whole space. Because of these differences, we present here complete proofs. Throughout the section, set 2) where
Proof. First we show that it is enough to prove (8.2) only for r = R 0 = 1. To do this, assume that (8.2) holds true for r = R 0 = 1 and let u be a function in
The coefficientsâ ij carry the same constants δ and K as a ij . Moreover,â ij satisfy Assumption 2.1 (γ) with R 0 replaced by 1 because
which implies thatâ
Then by applying the estimate (8.2) with r = R 0 = 1 to the equationL 0û = 0 in B κ , we have
1/q Bκ with the same constant N . Returning back to u proves the lemma for r ∈ (0, R 0 ].
To deal with the case r = R 0 = 1, we fix λ > λ 0 and γ, where λ 0 and γ are from Theorem 2.2 which work for both p and q. First it follows from the Sobolev imbedding theorem that 3) where N = N (d, p, q, κ). In particular, this shows that (|u| p )
1/p
B1 is controlled by the right-hand side of (8.2) .
Let η ∈ C ∞ 0 be such that η = 1 on B 1 and η = 0 outside B κ . Then
Since g has a compact support in B κ , the inequality (8.3) implies
Now using the fact that f ∈ L q and the well-known L p -theory for the Laplace operator, we find a unique solution w ∈ W 2 q to the equation ∆w − λw = f.
By the Sobolev embedding theorem again and the L q -estimate corresponding to the above equation,
Note that g, w x ∈ L q . Thus, by Theorem 2.2, v is the unique solution in W From this, (8.5), (8.6) , and ηu = w + v,
Bκ . This finishes the proof.
Assume that 1 < q < p. Then we can always find p 0 , p 1 , · · · , p m such that p 0 = q, p m = p, and 1
Using the above lemma as many times as needed, we prove
where N = N (d, p, q, δ, K, κ).
As noted earlier, the corollary below corresponds to Corollary 8.4 in [18] , but the statement is a little different. 8) where
Proof. It suffices to prove the case q < p. We take γ from Corollary 8. 
This proves (8.8) when λ = 0. If λ > 0, we setû (z) = u(x) cos( √ λy),
. By the proof above for λ = 0, we obtain
Note that there exists a small constant N = N (p), independent of r and λ, such that
Also we have
Using the above two sets of inequalities we complete the proof of (8.8).
Results for the mixed norm case
As introduced earlier, the mixed norm L q,p of u means
Throughout the section, by L we mean the elliptic operator in (1.1), the coefficients of which have the same conditions as in Section 2. We state the main results concerning elliptic equations in Sobolev spaces with mixed norms. The proof of the first main result is presented at the end of Section 11. The following two theorems are about the Dirichlet problem and the conormal derivative problem on a half space when Sobolev spaces with mixed norms are considered. Since their proofs are basically the same as those of Theorem 2.3 and 2.4, that is, we use Theorem 9.1, Lemma 6.1, and odd/even extensions, we only state the theorems. 
Note that, similar to the homogeneous norm case, solutions of (9.3) are understood in the weak sense, i.e. u ∈ W 
, where q ′ , p ′ satisfy 1/q + 1/q ′ = 1 and 1/p + 1/p ′ = 1.
Mixed norm estimate of u x 1
In this section we set L 0 u = a ij u x i x j and prove that the mixed norm of u x 1 is controlled by that of g and u x ′ if L 0 u = div g and a ij satisfy Assumption 2.1 (γ). The first result of this section is an L p -version of Lemma 3.4. Since Theorem 2.2, more precisely, Theorem 2.2 (iii) is now available, the proof of the lemma is exactly the same as that of Lemma 3.4 with p in place of 2 and Theorem 2.2 in place of Theorem 3.2.
for all µ ≥ 1, whereā ij ,ū,f , andg are those in (3.3) and (3.4).
It is possible to derive a similar but more complicated estimate from the above lemma if a ij are measurable in x 1 and BMO in
, and r ∈ (0, Proof. First we prove the case when x 0 is the origin. By a scaling, it suffices to consider the case R 0 = 1. For given µ ≥ 1, κ > 16Kδ −1 , and r ∈ (0,
], denote 
Define L 0 to be the operator given by replacing the coefficients a 11 of L 0 with a(x 1 ) = -
We also setā(x 1 ) = a(µ −1 x 1 ). Then .
To estimate the last term in the above inequality, note that, in C A calculation along with the fact µ ≥ 1 shows that
We have similar inequalities for the other coefficients, so we haveǎ # R ≤ µa # R . As to the boundedness and the uniform ellipticity constant of these coefficients, we see that they are bounded by K as a ij , but the ellipticity constant is µ −2 δ instead of δ. Find γ 0 such thatǎ 
where N is independent of µ.
The same process as at the beginning of the proof yields, for example,
Therefore, we obtain the inequality in the corollary.
If g is a function defined on R d2 , naturally its maximal and sharp functions are We now come to the main result of this section. 
for allx 2 ∈ R d2 , where N is independent of µ. If r > R/(2κ), since u has a compact support in B .
Therefore, by the above two sets of inequalities as well as the fact that, for example,
, we obtain
for all r > 0 andx 2 ∈ R d2 , where N is independent of µ. This implies the pointwise estimate that the sharp function u # is bounded by the right-hand side of the inequality. Then using the maximal function theorem and the Fefferman-Stein theorem, we get (note that q > p)
Bearing in mind that N is independent of µ, we choose first a sufficiently big κ, then a sufficiently big µ, and finally sufficiently small γ and R 3 so that To finish the proof, we turn the above inequality into an inequality in terms of u and g.
Mixed norms
Finally, in this section we prove Theorem 9.1. First we present an L p -version of Theorem 4.3. Now that we have proved Theorem 2.2 (iii), which is an L p -version of Theorem 3.2 if a ij are measurable functions of x 1 ∈ R only, the following theorem is proved in the same manner as Theorem 4.3 using Theorem 2.2 and Corollary 4.2. Based on Corollary 8.3 and Theorem 2.2, we prove an estimate of the L poscillations of u x ′ as follows.
