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Notations et symboles 
Notations globales 
On note en italique tout scalaire : par exemple, λ est une longueur d’onde. 
Toute fonction continue sera également notée en italique : u(r) est la fonction de densité de 
photons dans 3R . 
Un vecteur sera noté en minuscule et en gras : r est un vecteur-position dans 3R  ; 1×uℓ  est un 
vecteur colonne de taille ℓ . La dimension ℓ ×1 sera notée en indice uniquement au moment 
de la définition du vecteur en cas d'ambiguïté, afin d'alléger les notations. 
Une matrice sera notée en majuscule et en gras : c×Aℓ  est une matrice possédant ℓ  lignes et c 
colonnes. L'indice ℓ ×c sera noté uniquement au moment de la définition de la matrice. 
L'exposant T symbolise la transposée d'une matrice ou d'un vecteur. 
Dans la Partie 1, sauf indication contraire, l'indice x est réservé au phénomène d'excitation, 
l'indice m à celui de l'émission. 
Éléments Finis 
u~  est une solution approchée d'une équation dont u est la solution exacte. Une fonction 
continue u, discrétisée dans un maillage d’Eléments Finis, donne lieu à une fonction 
approchée u~  et à un vecteur noté 
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fonction u~  au niveau des N nœuds définis par le maillage des Eléments Finis. 
De même, si G est une matrice regroupant plusieurs fonctions continues, la discrétisation de 
ces fonctions en Eléments Finis donnera naissance à la matrice G~ . 
La notation u~  (resp. G~ ) sera utilisée dans la Partie 1 et dans l'Annexe B, puis sera remplacée 
par souci de simplification, dans les parties suivantes, par la notation u (resp. G). 
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Ondelettes 
Soit k le paramètre de translation, et j le niveau d'approximation, qui correspond à une 
résolution de 2-j, c'est-à-dire à une échelle 2j. Les fonctions de base sont notées Φ pour la 
fonction d'échelle, Ψ pour la fonction d'ondelette. Les sous-espaces d'approximation sont 
notés Vj à une échelle donnée 2j, les sous-espaces de détails Wj. 
On notera /2
,
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Opérateurs et symboles 
L  symbolise un opérateur linéaire quelconque, en particulier l'opérateur de diffusion qui sera 
défini dans la Partie 1. 
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D est une valeur constante dans l'espace considéré (ce qui sera l'hypothèse faite dans cette 
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Nous noterons dans le cas des équations matricielles (Partie 1) : 6 2×
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δ peut symboliser la petite perturbation d'une variable ; ou la distribution de Dirac : 
0 0( ) ( ) ( )q qδ − =∫ r r r r  pour toute fonction q ; ou le symbole de Kronecker : kδ ℓ  = 1 si k = ℓ , 
0 sinon. 
∏  symbolise la fonction porte : ( ) 1z∏ =  si [ ]0,1z ∈ , 0 ailleurs. 
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×Idℓ ℓ  est la matrice identité de taille ℓ . 
n est le vecteur unité normal à une surface, de taille 3. Nous noterons dans la Partie 1 : 
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Ω symbolise le milieu étudié dans 2R  ou 3R , Ω∂  symbolise sa frontière. 
H(Ω) est l'espace de Hilbert associé à l'ensemble Ω. 
Dans L2(R ), l'espace des fonctions d'énergie finie, le produit scalaire est donné par : 
( , )f g∀ ∈L2(R ), , ( ) ( )f g f x g x dx= ∫
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Résumé 
 
La tomographie optique diffuse de fluorescence permet de développer des systèmes 
d’imagerie fonctionnelle. Elle permet le suivi in vivo de la biodistribution de marqueurs 
spécifiques fluorescents, dans le but de développer de nouvelles thérapies, en particulier dans 
le domaine de l’étude de cancers. Le travail de cette thèse est appliqué au problème 
mathématique de la tomographie, qui peut être formulé en termes d'évaluation de paramètres 
physiques dans un ensemble d'équations aux dérivées partielles (EDPs). 
La Méthode des Eléments Finis (MEF) a été choisie ici pour résoudre ces EDPs, car elle 
permet de ne pas avoir besoin d’hypothèses sur la géométrie et les inhomogénéités du 
système. Mais elle consomme beaucoup de temps et de mémoire de calcul, principalement en 
raison des grandes dimensions des matrices impliquées. 
Notre objectif est d’accélérer la résolution du système. 
Pour cela, dans un premier temps, une analyse multirésolution a été choisie : les matrices 
apparaissant dans la version discrétisée des EDPs sont projetées sur une base orthonormale 
d'ondelettes de Haar ; on obtient alors des approximations des matrices, de taille réduite, 
contenant l’essentiel de l’information. En utilisant ces approximations à la place des matrices 
originales, le temps de calcul pour la résolution des EDPs est alors sensiblement réduit. 
Dans un deuxième temps, la méthode de Galerkin-ondelettes est choisie à la place de la MEF 
standard : les polynômes d'interpolation classiquement utilisés par la MEF sont directement 
remplacés par des fonctions d'ondelettes de Daubechies. On s'affranchit alors de l'étape du 
maillage, coûteuse en temps de calcul, ce qui permet de diminuer également du temps de 
calcul tout en gardant une qualité comparable de la solution. 
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Abstract 
Optimization of algorithms in fluorescence Diffuse Optical Tomography : 
contribution of wavelets for modelling 
 
Fluorescence diffuse optical tomography is a powerful tool to develop functional imaging 
systems. It allows observing in vivo the biodistribution of specific fluorescent markers, for 
new therapeutics developments, particularly in cancers study. Here, the stress is put on the 
mathematical problem of the tomography, that can be formulated in terms of an estimation of 
physical parameters appearing as a set of Partial Differential Equations (PDEs). 
The Finite Element Method (FEM) has been chosen here to resolve these PDEs, because it 
has no restriction considering the geometry or the homogeneity of the system. It is 
nonetheless well-known to be time and memory consuming, mainly because of the large 
dimensions of the involved matrices. 
Our principal objective is to speed up the model computation. 
For that, the first step is devoted to a new method based on a multiresolution technique : all 
the matrices appearing in the discretized version of the PDEs are projected onto an 
orthonormal wavelet basis, producing reduced approximation matrices containing essential 
information. By using these approximation matrices instead of original matrices, the 
calculation time for the process of solving the PDEs is then significantly reduced. 
In a second step, the wavelet-Galerkin method is chosen in place of standard FEM : the 
interpolation polynomial functions traditionally used by the FEM are directly replaced by 
Daubechies wavelets functions. The time consuming step of mesh definition is then removed, 
that also allows reducing calculation time while preserving comparable quality of the solution. 
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 4 
Introduction 
 
Dans le domaine de la recherche sur le cancer, il existe actuellement de nombreuses 
techniques pour le développement de nouvelles thérapies. En particulier, la tomographie 
optique diffuse de fluorescence (notée généralement fDOT, pour fluorescence Diffuse Optical 
Tomography) permet le suivi in vivo, de manière non invasive, de la biodistribution de 
marqueurs spécifiques fluorescents [Weissleder2003]. Elle permet une quantification et une 
estimation tridimensionnelle de la position et de la géométrie de zones d’intérêt (telle que la 
distribution de la tumeur dans le petit animal) grâce aux marqueurs fluorescents. Plus 
généralement, la tomographie est une technique numérique qui permet de reconstruire des 
propriétés physiques à l’intérieur d’un corps ou d’un objet. Ces paramètres physiques sont 
estimés par minimisation d’une distance entre un modèle et des mesures, effectuées autour de 
l'objet. 
Après l'enregistrement des mesures, il y a deux étapes dans l'estimation des paramètres 
physiques : 
- le problème direct : il s'agit d'une étape de modélisation, qui permet de traduire le 
problème physique de formation des acquisitions. Ce modèle est obtenu en résolvant 
un jeu paramétré d’Equations aux Dérivées Partielles (EDPs). 
- le problème inverse : c'est l'étape de minimisation d’une distance entre les mesures et 
le modèle. 
En ce qui concerne le problème direct, il apparaît qu'avec des géométries simplifiées, telles 
qu’un milieu semi-infini homogène par exemple, des solutions analytiques en terme de 
fonctions de Green [Arridge1992] sont envisageables, mais ce type de résolution s’appuie sur 
des hypothèses fortes, pas toujours réalistes, et nécessite un protocole expérimental 
d’acquisition assez lourd, par exemple en immergeant le petit animal dans un liquide 
d’adaptation d’indice [Ntziachristos2004]. Pour ne pas avoir de restriction sur la géométrie et 
l'homogénéité du système étudié, une résolution numérique des EDPs par la Méthode des 
Eléments Finis (MEF) est bien adaptée. Cependant, cette méthode consomme beaucoup de 
temps et de mémoire, à cause des grandes dimensions des matrices impliquées dans le 
problème. 
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Quant au problème inverse, il peut être résolu par une méthode d'inversion itérative, telle que 
l'Algebraic Reconstruction Technique (ART) [Kak1987], ou par la Décomposition en Valeurs 
Singulières (Singular Values Decomposition (SVD)) [Kalman1996], applicable à des petits 
systèmes. Cette étape de problème inverse est moins coûteuse en temps que celle du problème 
direct : elle ne prend que quelques minutes, tandis que la résolution du problème direct, par 
MEF par exemple, peut parfois durer de l’ordre d’une heure. 
Cette importante consommation en temps de calcul et en mémoire au niveau du problème 
direct, ne permet pas d'utiliser actuellement les algorithmes de reconstruction en temps réel. 
Les équipes travaillant sur la fDOT (Arridge, Fedele & al.) les ont améliorés : la méthode des 
perturbations associée à la résolution d'un problème adjoint [Arridge1999, Fedele2003] a 
permis une réduction du nombre d'équations à résoudre, et donc une accélération de la 
résolution du système en 3D. Cependant, comme la précision des résultats dépend d’un 
maillage qui doit être fin si l’on souhaite des résultats précis, les dimensions des matrices sont 
importantes et la résolution du problème direct reste longue. 
Pour pallier cette lourdeur de résolution des EDPs liée au type de maillage, des études de 
résolution par des méthodes dites « sans maillage » ont été introduites : P. Auscher, S. Lazaar, 
J. Liandrat et P. Tchamitchian, P. Monasse et V. Perrier, par exemple [Auscher1993, 
Lazaar1994, Monasse1998], ont optimisé la rapidité et la robustesse de cette résolution par 
l'utilisation d'ondelettes, ce qui a permis de s'affranchir de l'étape coûteuse du maillage 
présente dans la MEF. La mise en œuvre de ces approches reste aujourd’hui limitée par le 
problème de la géométrie étudiée : en effet, les bases d'ondelettes, dans le cadre de la 
résolution d’une EDP, ne sont applicables qu'à des géométries très simples. S. Dumont en 
particulier [Dumont1996, Dumont1999] a étudié la méthode des domaines fictifs, permettant 
d'optimiser la méthode sans maillage, avec des bases d’ondelettes, sur des objets plus 
complexes. Son travail est actuellement appliqué au domaine de la mécanique, en 2D. Très 
récemment, Kanmani & al. ont commencé à appliquer ce type de méthode à la tomographie 
optique, en 2D également [Kanmani2007]. 
Pour résumer, il existe donc des méthodes, basées sur la MEF, efficaces mais encore trop 
coûteuses en temps, appliquées à la reconstruction tomographique ; et par ailleurs, des 
méthodes sans maillage pour la résolution d'EDPs, qui n'ont pas encore été appliquées à la 
tomographie optique 3D. 
L’étude présentée ici consiste à optimiser l'algorithme de résolution du problème direct dans 
la reconstruction en tomographique optique de fluorescence. 
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Les principes de la tomographie optique et les équations à résoudre pour la reconstruction 
sont introduits dans la Partie 1. 
La démarche a consisté, dans un premier temps, à conserver la Méthode des Eléments Finis, 
efficace sur toute sorte de géométrie, et déjà mise en place. Une réduction de modèle au cœur 
de la méthode a ainsi été proposée (Partie 2). Pour cela, les matrices impliquées dans la 
version discrétisée des EDPs ont été projetées dans une base d'ondelettes. En effet, les 
propriétés de multirésolution des ondelettes permettent de réduire la taille de ces matrices sans 
perte d’information importante, et donc d'accélérer les calculs. Cette méthode a été testée sur 
différentes simulations et sur des données expérimentales. 
Cependant, cette méthode a nécessité une mise en forme préalable et assez délicate des 
matrices pour s’adapter au maillage de l’approche MEF. Afin de s’affranchir de cette étape de 
maillage, on a cherché, dans un deuxième temps (Partie 3), à appliquer la méthode de 
Galerkin-ondelettes pour la résolution du problème direct ; cette méthode n'étant applicable 
directement qu'à des géométries très simples, nous avons montré comment pouvoir traiter des 
géométries plus complexes par la méthode des domaines fictifs. 
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PARTIE 1 
 
La tomographie optique diffuse de 
fluorescence : principes, méthodes de 
résolution et objectif de la thèse 
 
 
 
Cette première partie est consacrée au principe de la tomographie optique diffuse de 
fluorescence. Nous en résumons les grandes lignes et présentons les équations qui régissent la 
propagation de la lumière dans un milieu diffusant (Chapitre 1). Différentes méthodes de 
résolution sont évoquées (Chapitre 2), nous détaillons celles qui sont généralement utilisées, 
et celles que nous avons développées dans ce travail. Cette Partie 1 introductive nous permet 
d’avoir un état de l’art des méthodes (Chapitre 3) et les éléments sur lesquels repose cette 
thèse. 
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1  
Chapitre 1 
 
La tomographie optique diffuse de 
fluorescence (fDOT) : contexte et 
formulation du problème direct 
 
1.1 Introduction sur le principe de la fDOT 
Parmi les nombreux systèmes d'imagerie utilisés à l'hôpital ou pour les recherches sur le petit 
animal, l'imagerie optique est une technique émergente. Citons parmi ces imageries courantes, 
la radiographie, l'Imagerie à Résonance Magnétique (IRM), ou l'échographie par ultrasons. 
Citons également parmi les différents types de tomographies, la tomographie à rayons X, la 
tomographie à émission de positons ou la tomographie à émission de photons. Notons que le 
principe de la tomographie est utilisée dans un grand nombre de domaines, tels que la 
biologie, la médecine, et même l’archéologie ou la géophysique avec la recherche de pétrole 
ou de sédiments [Desaubies1990]. 
Rappelons que les techniques d'imagerie s'appuient sur l'interaction d'une énergie (qui peut 
prendre une forme acoustique, optique ou électromagnétique par exemple) avec les tissus, 
dans le but de créer une image. Les méthodes optiques sont attrayantes par rapport aux autres 
techniques existantes, car elles sont non invasives, non ionisantes et peu coûteuses ; elles 
permettent d’atteindre une résolution de l’ordre du millimètre, ce qui les rend concurrentes 
des autres méthodes. Plus particulièrement, la tomographie optique diffuse de fluorescence 
(fDOT), qui est une méthode quantitative de reconstruction [Ntziachristos2004], permet, en 
utilisant des sondes moléculaires fluorescentes, de faire l’estimation des positions et des 
géométries tridimensionnelles de cibles, telles que les tumeurs. Cette méthode n’atteint 
cependant pas encore de grandes profondeurs dans les tissus (quelques centimètres tout au 
plus). 
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Dans notre laboratoire, les expériences de tomographie optique de fluorescence sont 
effectuées sur des souris, le but étant le développement de nouvelles thérapies. Nous en 
résumons ici le principe expérimental et l’exploitation des mesures : 
1.1.1 Principe expérimental de la fDOT 
Après avoir implanté une tumeur dans le petit animal, le principe général est le suivant : 
• Des molécules spécifiques appelées marqueurs, munies de particules fluorescentes appelées 
fluorophores, sont injectées dans le petit animal. Ces fluorophores ont deux rôles : 
- se fixer sur la tumeur, 
- puis fluorescer lorsqu'on les éclaire. 
Le but est d’identifier la position des fluorophores grâce à leur signal de fluorescence, et donc 
ainsi de localiser la tumeur, puisqu’ils se sont fixés dessus. 
• Pour obtenir ce signal de fluorescence, il faut éclairer le petit animal : il est posé sur un socle 
en verre, et on l’éclaire ponctuellement avec un laser placé dessous, dont la longueur d’onde, 
appelée longueur d’onde d’excitation λx, est choisie de la façon suivante : 
- la lumière doit pouvoir pénétrer dans les tissus biologiques, on la choisit donc dans 
une gamme de longueurs d’onde où le sang absorbe le moins, appelée la fenêtre 
thérapeutique, entre 650 et 950 nm environ (figure 1.1). 
- elle doit également pouvoir exciter les fluorophores, et doit donc se situer dans le 
spectre d’absorption des fluorophores choisis. Dans notre laboratoire, on utilise 
l’Alexa 750, dont les spectres d’absorption et de fluorescence sont représentés figure 
1.2. La courbe en pointillés montre une absorption entre 600 et 800 nm. 
La longueur d’onde d’excitation choisie est de λx = 690 nm, située donc dans la fenêtre 
thérapeutique, mais aussi dans une zone intéressante du spectre d’absorption des fluorophores 
(figure 1.2). Les fluorophores accrochés aux marqueurs sont alors excités par le laser, ils 
fluorescent, et réémettent de la lumière (le signal de fluorescence) à une longueur d’onde 
supérieure, appelée la longueur d’onde de fluorescence λm. Nous pouvons voir sur la figure 
1.2 le spectre de fluorescence du fluorophore, situé sur une gamme de longueurs d’onde 
supérieures à celles du spectre d’absorption (autour de 750-800 nm) ; ce spectre est normalisé, 
en réalité il est d’intensité beaucoup plus faible que le spectre d’absorption. 
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Figure 1.1. Spectres d’absorption de l’eau, de l’hémoglobine oxygénée et desoxygénée [Licha2005]. 
 
 
Figure 1.2. Spectres normalisés d’absorption (en pointillés) et de fluorescence (trait plein) du fluorophore Alexa 
750 en fonction de la longueur d’onde. En rouge : schématisation de l’excitation (λ = 690 nm). 
• On acquiert deux signaux après la traversée de l’animal : le signal de fluorescence, ou signal 
d’émission, qui est celui que l’on recherche, obtenu à travers un filtre chromatique 
(schématisé sur la figure 1.2) qui permet d’observer à la longueur d’onde de fluorescence λm ; 
et le signal d’excitation à la longueur d’onde λx, pour lequel un filtrage est inutile car son 
intensité est très forte. Ces signaux sont enregistrés par une caméra CCD, placée au-dessus de 
l’animal (figure 1.3). 
Fenêtre thérapeutique 
690 nm 
filtre 
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Figure 1.3. Photo et schéma du montage : positionnement de la souris entre le laser et la caméra. 
Pour avoir suffisamment d’information, le laser prend un nombre important de positions dans 
le plan horizontal sous l’animal. Pour une position donnée de la source, on enregistre une 
image d’excitation et une image de fluorescence (le temps d’exposition est de quelques milli-
secondes pour l’excitation, et de l’ordre d’une seconde pour la fluorescence dont le signal est 
beaucoup plus faible) ; puis on déplace la source et on recommence les deux enregistrements. 
Une expérience standard représente en fait 3 jeux d’acquisition : 
- Une première observation est effectuée sans la souris afin d’obtenir les positions 
précises prises par la source dans le référentiel de la caméra ; 
- La souris est ensuite placée dans le montage et une deuxième observation est effectuée 
pour acquérir le signal d’excitation ; 
- Le filtre est ensuite ajouté et le signal d’émission (signal de fluorescence) est acquis. 
1.1.2 Exploitation des signaux mesurés 
La caméra est composée d’un certain nombre de pixels (10241344 dans notre cas) ; pour 
traiter les images enregistrées, on choisit une grille de 1616 pixels, en moyennant les 
valeurs obtenues par les pixels voisins. Chaque point de cet écran de pixels, que l’on appellera 
 
Caméra CCD 
Laser 
Socle en verre 
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des détecteurs, collecte la lumière provenant d’un point donné de la surface supérieure de 
l’objet. Voici par exemple une image de fluorescence enregistrée par ces 1616 détecteurs : 
 
Figure 1.4. Exemple d'un signal de fluorescence mesuré par les 1616 détecteurs choisis de la caméra CCD, 
pour une position donnée de la source. 
Ces signaux enregistrés doivent être ensuite analysés afin de reconstruire la position et la 
concentration tridimensionnelle des fluorophores, repérant ainsi la tumeur sur laquelle ils sont 
fixés. Le signal de fluorescence mesuré, pour une position donnée de la source, sera noté 
mesurée
mu , le signal d’excitation 
mesurée
xu . Le signal d’excitation mesuré nous permet de 
normaliser le signal de fluorescence [Ntziachristos2001]. En effet, l’hypothèse faite lors de la 
mesure du signal de fluorescence est que l’on est dans un milieu homogène, or ce n’est pas le 
cas. En considérant la quantité normalisée 
mesurée
m
mesurée
x
u
u
, on peut effectivement s’affanchir d’un 
certain nombre de paramètres liés au système de mesures, tels que le rendement quantique des 
détecteurs, la fonction d'appareil, etc. Le fait de normaliser cette mesure de fluorescence par 
la mesure d’excitation va donc permettre de contrecarrer l’hypothèse d’homogénéité du 
système étudié [Soubret2005]. 
Le problème mathématique défini par la tomographie peut alors se résumer de la manière 
suivante : si y est l’ensemble des mesures dont nous disposons et si p est le vecteur des 
paramètres à déterminer, nous avons à résoudre une équation du type : 
y = A(p) (1-1) 
Dans le cas de la fDOT, 
mesurée
m
mesurée
x
u
u
=y  est la normalisation des mesures de fluorescence 
enregistrées par les pixels de la caméra, et p est la concentration des fluorophores à estimer 
dans la souris. A est une fonction dépendant des paramètres physiques du système, obtenue en 
modélisant la propagation de la lumière à l’intérieur de la souris. 
Il y a alors deux étapes à distinguer dans le principe de la fDOT : 
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- le problème direct, qui nous permet d'estimer la fonction A (il s’agit du modèle) ; 
- le problème inverse, qui nous permet de retrouver les paramètres physiques recherchés 
p, en minimisant l’erreur entre les mesures y et le modèle A(p). Cela se fait, de 
manière générale, en minimisant un critère des moindres carrés : 2min ( )−p y A p . 
Plusieurs méthodes peuvent être utilisées pour résoudre (1-1), elles seront mentionnées dans 
le Chapitre 2. Nous allons tout d'abord présenter les propriétés physiques mises en jeu dans le 
problème. 
1.2 La fluorescence 
Comme nous l’avons mentionné ci-dessus, l'imagerie optique de fluorescence s'appuie sur le 
phénomène de fluorescence. En effet, le principe de l'imagerie moléculaire est de marquer et 
de détecter des cellules grâce à des molécules fluorescentes : une molécule est dite 
fluorescente si elle absorbe la lumière à une longueur d’onde spécifique (dite d’excitation) et 
qu’elle en réémet à une autre longueur d’onde (dite d’émission), généralement supérieure, 
après un temps très court (temps de vie de fluorescence). 
Cette propriété est vérifiée par les fluorophores, qui sont greffés à des molécules appelées 
marqueurs. Il existe plusieurs types de marqueurs [Bremer2003]. Mentionnons en particulier : 
- les marqueurs spécifiques qui sont des protéines se fixant sur la tumeur : en effet, une 
tumeur est très fortement vascularisée et dépourvue de molécules appelées antigènes ; 
or les antigènes repoussant les molécules spécifiques, celles-ci se logeront 
spécifiquement autour de la tumeur ; 
- les marqueurs activables ne fluorescent que lorsqu’ils atteignent leur cible. 
Dans notre travail, les marqueurs utilisés sont des marqueurs spécifiques ; le fluorophore est 
l’Alexa 750, dont les spectres d’absorption et de fluorescence sont présentés figure 1.2. 
1.3 Les propriétés physiques dans les tissus biologiques 
Deux phénomènes importants dans les tissus sont à étudier pour avoir une compréhension 
globale de leurs propriétés optiques : l'absorption et la diffusion. 
- L’absorption : en traversant des tissus biologiques, la lumière est atténuée parce 
qu'absorbée. Cette atténuation n'est pas la même à toutes les longueurs d'onde : la lumière 
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visible est très absorbée, essentiellement par le sang (différentes formes de l’hémoglobine) et 
l’eau, mais l'absorption diminue quand on va vers le rouge proche infra-rouge. La figure 1.1 
présente les spectres d’absorption de ces différentes composantes. Nous avons vu que 
l'absorption lumineuse est minimale pour la région du spectre correspondant à la gamme de 
longueurs d'onde 650-950 nm environ, qui définit la fenêtre thérapeutique. A l'intérieur de 
cette fenêtre, l'imagerie optique n'est pas trop gênée par l'absorption (figure 1.2). aµ  est le 
coefficient d'absorption (cm-1) : il permet d'exprimer la décroissance exponentielle de 
l'intensité lumineuse I d'un faisceau, en fonction de l'épaisseur x du milieu traversé et de 
l'intensité incidente I0 (loi de Beer-Lambert) : 
0
a xI I e µ−=  (1-2) 
Il est fonction de la longueur d’onde du faisceau. Un milieu peu absorbant a un coefficient 
d’absorption faible. Dans le cas des tissus biologiques, il est de l’ordre de 0.03 cm-1 (pour le 
sein) à 0.62 cm-1 (pour la peau) [Tromberg2000]. La forte vascularisation des tissus tumoraux 
peut faire tripler la valeur du coefficient d'absorption aµ  (il passe de 0.03 cm-1 à 0.1 cm-1 dans 
le cas d'une tumeur du sein [Tromberg2000]). 
- La diffusion : elle est due à la structure hétérogène des tissus biologiques, et empêche 
les ondes lumineuses de se propager en ligne droite. En effet, la diffusion est le phénomène 
par lequel un rayonnement, comme le son, une particule en mouvement, ou la lumière dans 
notre cas, est dévié dans de multiples directions (on peut parler d'« éparpillement ») par une 
interaction avec d'autres objets. Dans le corps humain, les ondes lumineuses ne se propagent 
en ligne droite que sur des distances moyennes de l'ordre de 20 à 100 µm, et changent donc 
très souvent de direction, à cause des hétérogénéités des tissus. sµ  est le coefficient de 
diffusion (cm-1) : il permet d’exprimer la partie I de la lumière non diffusée à la sortie du 
milieu, en fonction de l'épaisseur x du milieu traversé et de l'intensité incidente I0 : 
0
s xI I e µ−=  (1-3) 
Son inverse, 1s
s
l
µ
= , est le libre parcours moyen de diffusion, défini par la distance parcourue 
en moyenne par un photon avant diffusion. On décrit souvent les propriétés de diffusion des 
tissus biologiques en termes de coefficient de diffusion réduit 'sµ  : il exprime le fait que la 
lumière est diffusée dans une direction privilégiée (vers l’avant pour les tissus biologiques) 
[Vo-Dinh2003] ; il est égal à l'inverse du libre parcours moyen de transport, c'est-à-dire le 
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chemin parcouru par un faisceau collimaté avant qu’il devienne isotrope [Marchesini1989, 
Vo-Dinh2003] : c’est la distance au bout de laquelle un photon a perdu la mémoire de sa 
direction initiale. La relation entre 'sµ  et sµ  est définie de la manière suivante : 
' (1 )s s gµ µ= −  (1-4) 
Avec g le coefficient d’anisotropie [Marchesini1989]. 
On définit ensuite, dans le cadre de l'approximation de la diffusion, la constante de diffusion 
'
1
3( )a s
D
µ µ
=
+
 (cm). D est de l’ordre de 10-2 cm. Notons que cette expression de D n’est pas 
la même selon les approximations utilisées : un débat est ouvert sur la dépendance de D en 
aµ , et l’on voit parfois l’expression '
1
3 s
D
µ
=  pour cette constante de diffusion. Dans notre 
cas, nous choisissons la première solution. Comme 'sµ  donne des informations sur la structure 
désordonnée des tissus, ce sont les variations de D qui peuvent nous donner des informations 
sur la présence ou non d’une tumeur. 
Ces deux paramètres, absorption et diffusion, sont donc essentiels quant aux informations 
qu'ils peuvent donner à un médecin pour un diagnostic. En effet, l’absorption renseigne sur le 
degré de vascularisation, et la diffusion sur la structure qui peut être localement plus ou moins 
désordonnée. 
1.4 Les différents systèmes d'imagerie 
Nous allons expliciter ici les 3 familles de systèmes optiques. La source de lumière qui excite 
les fluorophores peut être : 
- continue : la longueur d’onde du signal d'excitation est λx, constante dans le temps ; la 
longueur d’onde du signal d'émission (fluorescence) est alors λm>λx, constante 
également (figure 1.5) ; 
- modulée en intensité à une fréquence donnée (quelques centaines de MHz) : on 
mesure l'atténuation et le déphasage entre les variations temporelles de la lumière 
injectée et celles ayant traversé l’animal ; on parle de système fréquentiel ; 
- variable dans le temps, c’est-à-dire que l’on envoie une série d'impulsions lumineuses 
(laser pico- ou femtosecondes) : on mesure alors en fonction du temps le signal 
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lumineux atténué et temporellement élargi par diffusion ; on parle de système résolu 
en temps. 
 
Figure 1.5. Schéma des 3 principaux types d'imagerie optique [Delpy1997] : continu, fréquentiel, temporel. 
Le travail de cette thèse a été effectué dans un cadre d’imagerie optique de fluorescence avec 
un système continu. Les algorithmes qui seront présentés dans cette thèse peuvent être 
étendus aux autres types d'imagerie, fréquentiel ou temporel. 
1.5 Les équations en tomographie optique de fluorescence 
Nous avons vu dans la section 1.1 que la 1ère étape du problème était le calcul de la fonction A 
(équation (1-1)). Ce calcul nécessite de modéliser la propagation lumineuse dans la souris. 
1.5.1 Les équations de diffusion 
La propagation de la lumière dans un milieu diffusant, c'est-à-dire l'interaction entre la 
lumière et les tissus, est communément décrite via l’équation de transfert radiatif (ou équation 
de Boltzmann) en faisant un bilan des transferts d’énergie dans le milieu [Ishimaru1978]. 
Cette équation peut être approximée par l’équation de la diffusion (modèle déterministe). Un 
passage de l’équation de transfert radiatif à l’équation de la diffusion est détaillé dans 
[Arridge1999]. C'est cette approximation de la diffusion, appliquée à un système continu, que 
nous avons choisie dans cette thèse afin de modéliser la propagation de la lumière, avec un 
nombre réduit de paramètres. 
Notons que l’approximation de la diffusion ne sait prendre en compte que des sources 
isotropes : Farrell & al. [Farrell1992] ont montré que l’interaction entre un faisceau laser 
collimaté et un milieu diffusant était le mieux approximée lorsque la source était placée à 
'
1
sµ
 
du bord : à cette distance, égale au libre parcours moyen de transport, la source laser a perdu 
sa notion de directivité, et on est alors sous l’hypothèse d’une source isotrope. 
λx 
λm 
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Soit un milieu diffusant de volume total noté Ω, et limité par la surface ∂Ω. Soit un point-
source positionné en rs à l’intérieur du milieu, d’intensité q(rs). Les fluorophores présents 
dans le milieu sont excités par l’onde diffuse de densité de photons ux, exprimée en nombre de 
photons / cm3, à la longueur d’onde d’excitation λx. Chaque particule fluorescente agit alors 
comme un second point-source et donne naissance à une onde diffuse fluorescente, um, qui se 
propage à une longueur d’onde λm. 
 
 
 
 
 
Figure 1.6. Schéma d’un milieu Ω, de l’onde d’excitation (en jaune) et de l’onde d’émission (en rouge). 
La propagation de la lumière à travers un milieu inhomogène est alors modélisée par les 
équations de diffusion couplées suivantes : 
.( ( ) ( , )) ( ) ( , ) ( )
.( ( ') ( , , )) ( ') ( , , ) ( ) ( , )
x x ax x
m m am m x
D u u q
D u u u
µ
µ β
− + =

− + =
∇ ∇
∇ ∇
s s s
s s s
r r r r r r r
r r' r r r r' r r r r r
 
 
(1-5) 
La première équation représente la propagation de la lumière d’excitation (indice x), entre le 
point-source d’intensité q(rs), localisé en rs, et le fluorophore positionné en r dans le milieu 
diffusant Ω, à la longueur d’onde λx. La deuxième équation décrit la naissance et la 
propagation de la lumière émise par les fluorophores (indice m). um est la densité de photons 
de ce signal d’émission, dont la source est placée en r, d’intensité β(r)ux(r,rs), c’est-à-dire 
égale à la densité de photons ux(r,rs) parvenue en r (et générée par la source en rs) multiplié 
par le paramètre β(r) : celui-ci est le rendement de conversion excitation → fluorescence, et il 
est directement proportionnel à la concentration en fluorophores, présente en r. Cette densité 
de photons um(r’,r,rs) émise par les fluorophores en r, d’intensité β(r)ux(r,rs), est calculée en 
tout point '∈Ωr . 
Le coefficient µax (respectivement µam) est le coefficient d’absorption à la longueur d’onde 
d’excitation (resp. d’émission), dû à la présence des fluorophores et dépendant de leur 
concentration. Dx (respectivement Dm) est la constante de diffusion à la longueur d’onde 
d’excitation (resp. d’émission). Elle est donnée par l’expression 
'
1
3( )x ax sx
D
µ µ
=
+
 (resp. 
source (rs) détecteur (rd) 
 
excitation émission 
ux (λx) 
um (λm) 
fluorophore (r) 
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'
1
3( )m am sm
D
µ µ
=
+
) avec 'sµ  ( 'sxµ  ou 'smµ ) le coefficient de diffusion réduit, utilisé dans 
l’approximation de la diffusion : le chemin parcouru par un faisceau collimaté avant qu’il 
devienne isotrope est de 
'
1
sµ
, c’est-à-dire égal au libre parcours moyen de transport. 
Le paramètre β(r), impliqué dans le terme-source de l’équation de la fluorescence (terme de 
droite dans la 2e équation) est la proportion de lumière d’excitation convertie en lumière de 
fluorescence, en un point r : il dépend des propriétés intrinsèques des fluorophores, telles que 
le rendement quantique et la concentration locale. Ce paramètre β(r) est précisément celui que 
l’on veut reconstruire. Comme il est directement proportionnel à la concentration locale, il 
permet de cartographier les fluorophores et de les quantifier. 
Les équations couplées décrivant la propagation (1-5) peuvent être représentées selon 
l’équation matricielle simplifiée [Fedele2003] : 
( )xm xm xmT− + =D u Ku q∇ ∇  sur Ω  
 
(1-6) 
où : 
6 2
3 3
6 6
3 3
2 2
(2 1)
(2 1)
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ax
am
x
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D
u
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q
µ
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×
×
×
×
×
×
×
  
=  
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0 Id
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∇
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(1-7) 
1.5.2 Les conditions aux limites associées 
Les conditions aux limites associées aux équations de diffusion précédentes sont les 
conditions de Robin. Elles reposent sur la considération des flux de photons, définis par 
( )u z
z
∂
∂
, où u est la densité de photons et z la direction spatiale perpendiculaire à la surface 
considérée. Elles traduisent le fait que le flux de photons diffus de l'air vers le tissu est nul, et 
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qu'une lumière diffusée sortant d'un milieu n'y retourne pas [Ishimaru1978]. Le flux rentrant à 
la surface z = 0, noté J+z, est donné par : 
0
( 0) ( ) 0
4 2z z
u z AD u zJ
z
+
=
= ∂
= − =
∂
 
 
(1-8) 
avec 
1
1
eff
eff
R
A
R
−
=
+
, où Reff est un coefficient de réflexion effectif, c’est-à-dire la fraction de 
puissance lumineuse réfléchie à la surface, due à la différence d’indice entre les deux milieux 
de part et d’autre de la surface [Haskell1994]. Pour z = 0, flux ( )u z
z
∂
∂
 et densité u de photons 
sont proportionnels. C’est pourquoi ces conditions peuvent aussi être appelées conditions 
mixtes Dirichlet-Neumann, puisque les conditions de Dirichlet imposent une valeur de densité 
de photons à la surface, et celles de Neumann imposent une valeur du flux de photons. Les 
équations (1-5) vérifient donc ces conditions aux limites de Robin, que l’on a sur toute la 
surface extérieure du système ∂Ω : 
.( ( ) ( , )) ( , ) 0
.( ( ) ( , , )) ( , , ) 0 '
x x x x
m m m m
D u u
D u u
ζ
ζ
+ = ∀ ∈∂Ω

+ = ∀ ∈∂Ω
s s
s s
n r r r r r r
n r' r' r r r' r r r
∇
∇  
 
(1-9) 
n est le vecteur unitaire normal à la surface, xζ  et mζ  sont des facteurs multiplicatifs 
dépendant des coefficients de réflexion effectifs Reff [Haskell1994], qui dépendent eux-mêmes 
de la longueur d’onde : ,
,
11
2 2(1 )
eff x
x
x eff x
R
A R
ζ += =
−
 et ,
,
11
2 2(1 )
eff m
m
m eff m
R
A R
ζ += =
−
. 
Ces équations décrivant les conditions aux limites peuvent également se mettre sous forme 
matricielle : 
( )T xm xm+ =N D u Ζu 0∇  sur Ω∂  (1-10) 
avec 





=×
n0
0n
N 26  et 





=×
m
x
ζ
ζ
0
0
22Z . 
Pour simplifier, les conditions aux limites de Robin peuvent être considérées comme 
équivalentes à des conditions de Dirichlet sur des frontières extrapolées '∂Ω , ce qui donne 
des résultats similaires [Haskell1994]. Ces conditions de Dirichlet s’écrivent alors : 
'
0u ∂ Ω =  (1-11) 
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La densité de photons u (qui peut être ux ou um) est fixée à zéro sur une surface extrapolée à 
une distance zB de la surface du milieu étudié : 
0
1 ( 0 )2 2
1
e f f
B
e f f
z
R u z D
z D A D
uR
z
ζ
=
− =
= = = =∂+
∂
 
 
(1-12) 
avec D la constante de diffusion (qui peut être Dx ou Dm), et Reff le coefficient de réflexion dû 
à la différence d’indice entre l’air et le milieu diffusant, ou entre le verre (puisque la souris est 
placée sur un socle en verre) et le milieu. 
 
 
Figure 1.7. Illustration des conditions aux limites extrapolées. 
1.5.3 Conclusion 
Nous avons donc établi les équations à résoudre qui vont nous permettre de reconstruire la 
concentration en fluorophores dans le milieu étudié, ceci en deux étapes : 
- tout d’abord, il nous faut modéliser la propagation de la lumière, sans a priori sur la 
position des fluorophores, c’est-à-dire résoudre les deux équations de diffusion (1-5) 
.( ( ) ( , )) ( ) ( , ) ( )
.( ( ') ( , , )) ( ') ( , , ) ( ) ( , )
x x ax x
m m am m x
D u u q
D u u u
µ
µ β
− + =

− + =
∇ ∇
∇ ∇
s s s
s s s
r r r r r r r
r r' r r r r' r r r r r
 et ceci pour chacune des 
positions de la source : c’est le problème direct ; 
- puis nous reconstruisons, c’est-à-dire que l’on estime la valeur du paramètre β, 
proportionnel à la concentration en fluorophores dans le milieu, à partir des mesures 
de fluorescence et du résultat du problème direct, ce qui nous permettra d’identifier la 
position de la tumeur : c’est le problème inverse. 
Le Chapitre 2 présente les méthodes de résolution de ces équations. 
'∂Ω ∂Ω  
 22 
 23 
2  
Chapitre 2 
 
Les méthodes de résolution en fDOT 
 
Maintenant que les équations sont posées, nous présentons dans ce Chapitre le schéma de 
reconstruction, c’est-à-dire toutes les étapes de l’algorithme utilisé en fDOT pour déterminer 
la concentration des fluorophores. Puis nous présenterons les différentes méthodes possibles 
pour résoudre chacune des étapes, en particulier au niveau du problème direct (section 2.3) et 
du problème inverse (section 2.4). 
2.1 Introduction : description et étapes du schéma de 
reconstruction 
Reprenons les équations à résoudre : 
.( ( ) ( , )) ( ) ( , ) ( )
, ,
.( ( ) ( , , )) ( ) ( , , ) ( ) ( , )
x x ax x
m m am m x
D u u q
D u u u
µ
µ β
− + =
∀ ∈Ω 

− + =
s s s
s s s
r r r r r r r
r r'
r r' r r r r' r r r r r
∇ ∇
∇ ∇
 
(1-13) 
 
(1-14) 
associées aux conditions aux limites : 
.( ( ) ( , )) ( , ) 0
, ,
.( ( ) ( , , )) ( , , ) 0
x x x x
m m m m
D u u
D u u
ζ
ζ
+ =
∀ ∈∂Ω 
 + =
s s
s s
n r r r r r
r r'
n r r' r r r' r r
∇
∇
 
(1-15) 
 
(1-16) 
La densité de photons ux, c’est-à-dire la densité de lumière qui part de la source en rs à la 
longueur d’onde d’excitation λx et qui parvient à un fluorophore en r, est la solution de 
l’équation (1-13) ; elle traduit la propagation de la lumière de rs vers r : 
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Précisons ici que la source ponctuelle est d’intensité q, et qu’elle vérifie ( ) ( ) ( )q qδ − =∫ s sr r r r  
(δ est la distribution de Dirac). 
Dans un 2e temps, chacun des fluorophores excité par cette lumière agit comme une source 
secondaire isotrope, d’intensité ( ) ( , )xuβ sr r r , avec ( , )xu sr r  la densité de photons en r et 
( )β r  un paramètre directement proportionnel à la concentration locale en fluorophores, que 
l’on cherche à reconstruire. Ainsi il faut résoudre (1-14) pour chaque fluorophore placé en r : 
la densité de photons um, c’est-à-dire la densité de photons émise par le fluorophore en r à la 
longueur d’onde émission λm, que l’on mesure en un point r’, est la solution de (1-14) : 
 
Comment relier ces grandeurs aux mesures de fluorescence acquises par les détecteurs de la 
caméra ? 
Supposons que nous avons une source placée en r, d’intensité S(r), émettant à la longueur 
d’onde λm. Soit la densité de photons ( , )mesuréemmg dr r , mesurée au détecteur placé en rd, et 
solution de l’équation de diffusion suivante : 
.( ( ) ( , )) ( ) ( , ) ( )mesurée mesuréem mm am mmD g g Sµd dr r r r r r r∇ − ∇ + =  (1-17) 
C’est l’analogue de (1-13), mais écrite avec les paramètres physiques associés à la longueur 
d’onde d’émission λm (et non λx), une source en r au lieu de rs, et un détecteur en rd au lieu de 
r. De façon rigoureuse, il faut donc résoudre (1-17) pour chacun des fluorophores, qui jouent 
le rôle de sources secondaires ; pour une position rs de la source donnée, le signal total de 
fluorescence détecté au niveau d’un détecteur placé en rd est alors la somme de toutes les 
densités ( , )mesuréemmg dr r , pondérées par la valeur de l’intensité du fluorophore-source : 
( , ) ( ) ( , )mesurée mesuréem mmu S g d
Ω
= ∫s d dr r r r r r  (1-18) 
Ce qui donne, en insérant la valeur de ( ) ( ) ( , )xS uβ= sr r r r  : 
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( , ) ( , ) ( ) ( , )mesurée mesuréem x mmu u g dβ
Ω
= ∫s d s dr r r r r r r r  (1-19) 
Connaissant les mesures ( , )mesuréemu s dr r , nous voyons donc que pour être rigoureux et pouvoir 
obtenir le paramètre inconnu ( )β r  à partir de ces mesures, il faudrait : 
- d’une part résoudre (1-13) pour obtenir ( , )xu sr r  ; 
- d’autre part, afin d’obtenir ( , )mesuréemmg dr r , résoudre une multitude de fois l’équation (1-
17), c’est-à-dire une équation pour chacun des points du volume placés en r ! 
Nous allons montrer dans la section 2.2 que, si l’on utilise le principe de retour inverse de la 
lumière, on peut calculer ( , )mesuréemmg dr r  en modélisant la propagation lumineuse de rd vers r, 
et non de r vers rd : il s’agit de la méthode adjointe. Nous allons décrire un peu plus en détails 
les étapes qui nous permettent alors d’arriver à une équation similaire à (1-19). 
2.2 Le problème adjoint 
La méthode adjointe [Marchuk1996] a été largement utilisée dans de nombreux domaines 
scientifiques, et a été appliquée à la fDOT, car elle permet de réduire le nombre de systèmes 
d’équations à résoudre. Elle est ici utilisée pour résoudre le problème direct de manière 
simplifiée, c’est-à-dire en résolvant une seule équation de type (1-17) au lieu d’une multitude. 
Nous allons tout d’abord donner quelques propriétés sur la fonction de Green et les opérateurs 
adjoints. 
2.2.1 Fonction de Green et définition de l’adjoint 
Dans un premier temps, nous allons définir et présenter quelques propriétés de la fonction de 
Green, nécessaires à l’application de la méthode adjointe : 
Soit l’équation différentielle linéaire : 
( ) ( )u q=1 1r rL  (1-20) 
L  est un opérateur linéaire. La fonction de Green G est solution de l’équation 
2 2( , ) ( )G δ= −1 1r r r rL  (1-21) 
La solution u(r1) de (1-20) peut alors être calculée par : 
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2 2( ) ( , ) ( )u G q d
Ω
= Ω∫1 1r r r r  (1-22) 
La fonction de Green peut être interprétée physiquement comme une fonction de pondération 
qui réduit ou accentue les effets de q(r2)dΩ. Dans notre problème de diffusion optique, cette 
fonction q(r2)dΩ représente l’intensité de la source d’excitation. 
La fonction de Green 2( , )G 1r r  correspond donc à l’effet au point r1 d’un point source placé 
en r2. 
Sans détailler les calculs, nous présentons brièvement les propriétés de cette fonction G : 
- En utilisant le théorème de la divergence, donné par ( . ) ( . )d dS
Ω ∂Ω
Ω =∫ ∫f f n∇  pour tout 
vecteur f, et n le vecteur normal à la surface, on obtient la première identité de Green (avec 
g Gf = ∇ , pour toute fonction g) : 
.( ) . .( )g G d g G dS g G d g Gd
Ω ∂Ω Ω Ω
Ω = = Ω + Ω∫ ∫ ∫ ∫n∇ ∇ ∇ ∇ ∇ ∇ ∇  (1-23) 
- Puis la seconde identité de Green (ou théorème de Green) est donnée par : 
2 2( ) ( )g G G g d g G G g dS
Ω ∂Ω
− Ω = −∫ ∫∇ ∇ ∇ ∇  (1-24) 
- Mentionnons enfin une propriété importante, la symétrie de la fonction 
G [Arfken1995]: 
2 2( , ) ( , )G G=1 1r r r r  (1-25) 
Voici maintenant des définitions sur les adjoints : 
Par définition, un opérateur L et son opérateur adjoint associé L  sont liés par la relation : 
, ,u u u u=L L  (1-26) 
avec u l’inconnue de l’équation de diffusion, u  sa solution adjointe, et le produit interne 
défini par : 
,u v uvd
Ω
= Ω∫  (1-27) 
pour toute fonction u et v. Remarquons que L  n’existe que si le problème est linéaire. 
L’opérateur L  est auto-adjoint si LL = . C’est-à-dire que l’on a 
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, ,u v u v=L L  (1-28) 
Dans ce cas, 
( ) ( )u v d u vd
Ω Ω
Ω = Ω∫ ∫L L  (1-29) 
Associons maintenant opérateur auto-adjoint et fonction de Green : 
Soit l’opérateur .( ) aD µ= − +L ∇ ∇  : il s’agit de l’opérateur de diffusion, qui est auto-adjoint 
[Arridge1999], avec D la constante de diffusion et µa le coefficient d’absorption. Le théorème 
de Green (1-24) permet d’écrire la solution de l’équation ( ) ( )u q=1 1r rL  de la manière 
suivante : 
2 2 2 2 2 2( ) ( , ) ( ) { ( , ) ( ) ( ) ( , )}u G q d D G u u G dS
Ω ∂Ω
= Ω + −∫ ∫1 1 1 1r r r r r r r r r r∇ ∇  (1-30) 
2.2.2 Application à l’équation de diffusion en fDOT 
Nous allons maintenant appliquer ces propriétés à l’équation de diffusion : cela va nous 
permettre de mettre en évidence l’existence d’une variable adjointe à la densité de photons 
inconnue u, solution de l’équation de diffusion. 
Reprenons donc notre opérateur auto-adjoint de diffusion .( ) aD µ= − +L ∇ ∇ . Les équations 
de diffusion (1-13) et (1-14) .( ( ) ( , )) ( ) ( , ) ( )
.( ( ) ( , , )) ( ) ( , , ) ( ) ( , )
x x ax x
m m am m x
D u u q
D u u u
µ
µ β
− + =

− + =
s s s
s s s
r r r r r r r
r r' r r r r' r r r r r
∇ ∇
∇ ∇
 
peuvent s’écrire sous la forme, pour chacune des positions rs : 
( )
( ) ( )
x x
m m x
u q
u uβ
=

=
r
r r
L
L
 
 
(1-31) 
avec une source ponctuelle ( ) ( ) ( )q q δ= −∫s sr r r r , .( )x x axD µ= − +L ∇ ∇  et 
.( )m m amD µ= − +L ∇ ∇ . Les opérateurs xL  et mL  répondent aux conditions données dans la 
section précédente, c’est-à-dire qu’ils sont auto-adjoints. Les équations peuvent donc être 
résolues par l’opérateur de Green approprié, tel que (d’après (1-22)) : 
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( ) ( , ') ( ') '
( ) ( , ') ( ') ( ') '
x
m x
u G q d
u G u dβ
Ω
Ω
 =


=

∫
∫
r r r r r
r r r r r r
 
 
(1-32) 
Nous pouvons maintenant définir des variables adjointes associées aux variables ux et um : 
- Soit gxm la variable adjointe associée à ux, et gmm la variable adjointe associée à um. 
- Soit xmq
+
 la variable adjointe associée à la source q, et mmq+  celle associée à βux. 
La fonction gmm peut être interprétée physiquement comme une fonction de pondération liée à 
la propagation de l’onde à la longueur d’onde d’émission λm, qui réduit ou accentue les effets 
de la source βux due à l’excitation du fluorophore. 
La fonction gxm peut être vue comme une fonction mesurant l’émission du fluorophore due à 
l’excitation de la source initiale (c’est l’« influence » de l’excitation sur l’émission). 
Les équations adjointes s’écrivent alors : 
.( )
.( )
x xm ax xm xm
m mm am mm mm
D g g q
D g g q
µ
µ
+
+

− + =

− + =
∇ ∇
∇ ∇
 
 
(1-33) 
c’est-à-dire 
x xm xm
m mm mm
g q
g q
+
+
 =

=
L
L
 
(1-34) 
Reprenons les propriétés des variables adjointes : d’après (1-26), (1-31) et (1-34), nous 
avons : 
, ,
, ,
xm x xm
xm x x x x xm
mm m m m m mm mm x m mm
g qd u q d
g u u g
g u u g g u d u q dβ
+
Ω Ω
+
Ω Ω
 Ω = Ω
 = 
⇔ 
= Ω = Ω 

∫ ∫
∫ ∫
L L
L L
 
 
(1-35) 
Nous choisissons alors les variables adjointes suivantes : 
( )
xm mm
mm
q g
q
β
δ δ
+
+
 =

= − = d dr r
 
 
(1-36) 
δd est une fonction de Dirac et rd la position d’un détecteur. Les équations adjointes (1-33) 
deviennent : 
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.( )
.( )
x xm ax xm mm
m mm am mm
D g g g
D g g
µ β
µ δ
− + =

− + = d
∇ ∇
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(1-37) 
D’après (1-35) et (1-36), on obtient directement la valeur de la densité de photons, mesurée au 
détecteur en rd : 
( ) ( ) ( ) ( ) ( ) ( , ) ( ) ( , )
( , )
m m m mm mm x
mesurée
m
u u u q g u
u
δ β+
Ω Ω Ω
= − = =
=
∫ ∫ ∫d d d s
s d
r r r r r r r r r r r
r r
 
 
(1-38) 
Nous reconnaissons dans m mm xu g uβ
Ω
= ∫  (1-38) une relation similaire à (1-19). 
L’équation adjointe (2e équation de (1-33)) s’écrit : 
.( ) ( )m mm am mmD g gµ δ− + = − dr r∇ ∇  (1-39) 
Cette équation peut être interprétée comme la réciproque de l’équation (1-17) : en effet, on a 
une source fictive placée au détecteur en rd (le détecteur est assimilé à une source), et on 
calcule la densité de photons en tout point du milieu. (1-17) décrivait la propagation entre 
chaque point du milieu et un détecteur, c’est-à-dire la réciproque de (1-39). Physiquement, 
cela peut être interprété grâce aux propriétés de retour inverse de la lumière, qui permettent de 
rendre symétrique cette équation, c’est-à-dire que la propagation se décrit dans un sens (rd 
vers r) aussi bien que dans l’autre (r vers rd) : le trajet optique d’un point A à un point B est 
le même que du point B au point A, quel que soit le milieu traversé. La propriété de symétrie 
de la fonction de Green (1-25) permet de justifier cette hypothèse. 
Nous avons établi une relation fondamentale (1-38), dans le cas d’un unique paramètre β à 
estimer. Pour la généralisation à l’estimation d’autres paramètres physiques, on utilise la 
méthode des perturbations [Fedele2003], qui permet de linéariser les équations (1-13) et (1-
14) et ainsi de linéariser le problème inverse. En effet, dans le cas d’un unique paramètre β à 
estimer, l’équation générale (1-1) s’écrit sous une forme linéaire y = Ap, puisque la fonction 
A, solution du problème direct (c’est-à-dire la matrice de poids contenant les valeurs de ux et 
gmm) ne dépend pas du paramètre p = β. Par contre, dans le cas de l’estimation des autres 
paramètres physiques, tels que µa et D (supposés ici connus), (1-1) s’écrit sous une forme non 
linéaire y = A(p) ; la méthode des perturbations permet de linéariser cette équation, elle est 
décrite dans l’Annexe A. 
Nous voyons donc maintenant clairement les 2 étapes de calcul : 
xmq
+
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- le calcul de ( , )xu sr r  et ( , )mmg dr r  en résolvant (1-13) et (1-39) : c’est le problème 
direct, dont les méthodes de résolution sont détaillées dans la section 2.3. 
- la reconstruction de la concentration en fluorophores β (r) grâce aux mesures 
mu (rd,r,rs) et aux résultats du problème direct, en résolvant (1-38) : c’est le problème 
inverse, dont les méthodes de résolution sont détaillées dans la section 2.4. 
L'étape de reconstruction consiste donc à déterminer β(r), à partir des mesures de 
fluorescence um(rd,r,rs) (section 2.4) ; mais dans un premier temps, il faut calculer les 
fonctions ux(r, rs) et gmm(r, rd), solutions des équations : 
.( ( ) ( , )) ( ) ( , ) ( )
.( ( ) ( , )) ( ) ( , ) ( )
x x ax x
m mm am mm
D u u q
D g g
µ
µ δ
− + =
∈Ω
− + = −
s s s
d d d
r r r r r r r
r
r r r r r r r r
∇ ∇
∇ ∇
 
 
(1-40) 
ce qui fait l’objet de la section suivante. 
2.3 Méthodes de résolution du problème direct 
2.3.1 Éventail des méthodes 
En ce qui concerne le problème direct, c’est-à-dire la résolution des EDPs (1-40) sans 
connaissance a priori de la position des fluorophores, deux grandes classes de méthodes sont à 
distinguer : les méthodes analytiques et les méthodes numériques. 
Les méthodes analytiques permettent d’avoir une solution continue de l’EDP. Les méthodes 
numériques ne donnent qu’un échantillonnage de la solution exacte, plus ou moins fin selon le 
pas d’échantillonnage choisi. Ces méthodes numériques nécessitent la définition d’un 
maillage, c’est-à-dire que le milieu étudié est discrétisé en éléments. La solution numérique 
est d’autant plus proche de la solution exacte que les éléments sont petits : des petits éléments 
donnent un échantillonnage fin, et un échantillonnage grossier est défini par des éléments plus 
gros. 
La figure 1.8 montre un exemple très simple 1D de la forme de ces solutions : la courbe bleue 
est une solution analytique (d’une EDP quelconque), la courbe verte est une solution 
numérique avec un pas d’échantillonnage fin, et la courbe rouge une solution numérique avec 
un pas grossier (deux fois plus gros que celui de la courbe verte dans cet exemple). 
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Figure 1.8. Exemples de solutions d’une EDP quelconque : courbe bleue : solution analytique ; courbe verte : 
solution numérique avec un maillage fin ; courbe rouge : solution numérique avec un maillage grossier. 
En 1D, les éléments sont de simples segments, plus ou moins réguliers : selon le niveau de 
précision souhaité, on peut définir des éléments plus petits dans certaines zones, appelées les 
zones d’intérêt (Regions Of Interest (ROIs)) ; les extrêmités de ces segments sont appelés les 
nœuds ; en 2D, les éléments sont généralement des triangles si l’on utilise la Méthode des 
Eléments Finis classique, ou bien des rectangles ; en 3D les Eléments Finis ont la forme de 
tétraèdres ou de parallélépipèdes. Les nœuds, dans ce cas, sont les sommets des tétraèdres. 
Nous allons maintenant expliciter les conditions qui nous font choisir les méthodes 
analytiques ou numériques. 
Lorsque l’on a une géométrie simple, telle qu’un milieu infini, c’est-à-dire un objet en 3D 
dont les frontières sont renvoyées à l’infini, ou un milieu semi-infini, c’est-à-dire un objet 
avec uniquement une frontière plane et les autres renvoyées à l’infini, des solutions 
analytiques de l’équation de diffusion linéaire existent. Elles s’expriment en termes de 
fonctions de Green [Arridge1992], qui s’écrivent sous la forme suivante : 
( )
a
DeG
µ
− −
− =
−
sr r
s
s
r r
r r
 
 
(1-41) 
avec r la position d’observation considérée et rs la position de la source. 
En effet, on montre que la solution de l’équation de diffusion peut se mettre sous la forme : 
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(1-42) 
avec r la position du point de détection de cette densité de photon u, rs la position de la 
source, q son intensité, µa le coefficient d’absorption, et D la constante de diffusion. 
Avec une géométrie plus complexe telle que celle de la souris, qui présente de nombreuses 
inhomogénéités et des frontières finies et irrégulières, une résolution numérique de l’équation 
est nécessaire. De nombreuses méthodes numériques pour résoudre les équations aux dérivées 
partielles sont possibles, chacune présentant des avantages et des inconvénients. Les méthodes 
principales sont : 
- la Méthode des Différences Finies (ou des Volumes Finis), basée sur une discrétisation 
régulière (c’est-à-dire sur une grille) de l’équation aux dérivées partielles ; elle 
consiste à développer en série de Taylor les dérivées partielles de l’équation ; elle est 
rapide mais peu adaptée aux géométries complexes, c’est-à-dire à des frontières 
irrégulières ; 
- la Méthode des Eléments Finis qui discrétise le domaine étudié selon un maillage 
adaptatif. Cette méthode est détaillée dans la section 2.3.2 ; c'est la méthode qui a été 
choisie ici, car le maillage peut s’adapter aux hétérogénéités et à la forme complexe de 
la géométrie de la souris ; dans cette méthode, la solution de l’EDP est approximée par 
une combinaison linéaire de fonctions, généralement des polynômes d’ordre 2 ; 
- la Méthode des Eléments de Frontière (Boundary Element Method (BEM)) : elle 
consiste à discrétiser uniquement la surface de l’objet, puis à utiliser le théorème de 
Green (1-24) ; l’inconvénient de cette méthode est la nécessité d’avoir une information 
a priori sur la géométrie intérieure de l’objet [Fedele2005] ; 
- les méthodes spectrales : l’EDP est projetée dans l’espace de Fourier, et la transformée 
de Fourier de la solution est approximée par une combinaison linéaire de fonctions, 
généralement des polynômes de Chebyshev ; cela permet d’avoir une bonne 
localisation spectrale de la solution, mais une moins bonne localisation spatiale que la 
MEF. 
Nous avons donc choisi la Méthode des Eléments Finis pour résoudre le problème direct, 
c’est-à-dire pour résoudre les EDPs (1-40). Nous allons en détailler maintenant le principe. 
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2.3.2 Introduction à la Méthode des Eléments Finis 
Une résolution numérique, la Méthode des Eléments Finis (MEF) [Burnett1987], a été choisie 
pour résoudre le problème direct. Cette méthode, souple, s’adapte aux géométries complexes 
et aux équations non linéaires. Elle apparaît tout à fait adaptée à notre équation de diffusion 
que l’on doit résoudre dans le domaine inhomogène qu’est le petit animal [Arridge1999]. 
Dans ce paragraphe, nous faisons une description rapide de cette méthode. 
Soit l’EDP de diffusion, d’inconnue u(z) à résoudre. On se limitera ici à un domaine à 1D, z 
étant le paramètre spatial : 
2
2
( ) ( )a
d u zD u z q
dz
µ− + =  
 
(1-43) 
D, µa et q sont des fonctions connues. Soit u~  une solution approchée, que l’on met sous la 
forme d’une combinaison linéaire de fonctions )(zI i  : 
0 1 1 2 2( ) ( ) ( ) ( ) ... ( )N Nu z I z u I z u I z u I z= + + + +ɶ  (1-44) 
)(zI i , i = 1 à N, sont les fonctions de base, appelées les fonctions d’interpolation. Ces 
fonctions sont habituellement des polynômes, mais nous verrons par la suite qu'elles peuvent 
être définies en tant qu'ondelettes. Les inconnues recherchées sont alors les N paramètres iu . 
Il s’agit en fait des valeurs de la solution exacte aux nœuds définis par le maillage (voir la 
figure 1.8). On les regroupe dans un vecteur noté u~ . N est défini selon le degré de finesse 
choisi pour le maillage (plus N sera grand, plus la solution approchée u~  sera proche de la 
vraie solution u). 
Soit ( )R z  le résidu de l’équation, que l’on cherche à minimiser : 
2
2
( )( ) ( )a
d u zR z D u z q
dz
µ= − + −ɶ ɶ  
 
(1-45) 
A partir de cette étape, plusieurs méthodes, appelées les méthodes des résidus pondérés, se 
distinguent, dont les principales sont : 
1) la méthode de collocation : on choisit N points zi dans le domaine et on y force le résidu 
d’être nul : 
( ) 0, 1...iR z i N= =  (1-46) 
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2) la méthode des sous-domaines : on choisit N intervalles ∆zi = [zi zi+1]dans le domaine, et on 
force la moyenne du résidu à 0 : 
1 ( ) 0, 1...
ii z
R z dz i N
z ∆
= =
∆ ∫
 
 
(1-47) 
3) la méthode des moindres carrés : on minimise par rapport aux iu  l’intégrale, sur tout le 
domaine, du carré du résidu : 
2 ( ) 0, 1...
i
R z dz i N
u
∂
= =
∂ ∫
 
 
(1-48) 
4) la méthode de Galerkin : on annule la moyenne pondérée des résidus sur le domaine : 
( ) ( ) 0, 1...iR z I z dz i N= =∫  (1-49) 
les fonctions iI  étant les fonctions d’interpolation associées aux paramètres iu  (éq. (1-44)). 
Ces différentes approches nous fournissent N équations avec N inconnues iu , et on obtient 
ainsi la solution )(~ zu  sur tout le domaine. 
Remarquons alors que ces différentes méthodes peuvent s’écrire sour la forme générale 
( ) ( ) 0, 1...iR z P z dz i N= =∫  (1-50) 
Pi, i = 1 à N, étant les fonctions de projection (ou les fonctions de pondération) : 
- )()( ii zzzP −= δ  (fonction de Dirac) pour la collocation ; 
- 
1
( ) ii
i i
z zP z
z z+
 
−
= Π  
− 
 (fonction « porte ») pour la méthode des sous-domaines ; 
- 
( )( )i
i
R zP z
u
∂
=
∂
 pour les moindres carrés ; 
- )()( xIxP ii =  pour la méthode de Galerkin. 
La Méthode des Eléments Finis utilise le plus fréquemment la méthode de Galerkin. Et les 
fonctions de projection Pi sont généralement des polynômes de Lagrange de second degré. En 
effet, ils permettent d’assurer la continuité aux nœuds du maillage. Le logiciel que nous 
utilisons, COMSOL MultiphysicsTM, utilise cette méthode par défaut, mais nous pouvons 
choisir d’autres fonctions. 
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Après avoir défini les fonctions d’interpolation / projection, on définit un maillage. En 3D, 
celui-ci est composé de tétraèdres ou de parallélépipèdes. En 2D, il peut être composé de 
triangles ou de rectangles. Dans le cas de triangles, on peut l’adapter, comme par exemple 
raffiner les mailles autour d’un point précis ; dans l’exemple suivant, le maillage triangulaire 
est resserré au niveau des points du bord (qui sont, par exemple, d’un côté les positions prises 
par la source dans notre problème en fDOT, et de l’autre côté les positions des détecteurs) : 
     détecteurs 
 
 
 
 
          sources 
Figure 1.9. Maillage d'un milieu par des triangles (en 2D), généralement utilisé par COMSOL Multiphysics. 
La figure 1.10 illustre un maillage régulier (quadrillage), qui est utilisé dans la MDF, ou 
parfois dans la MEF également : 
 
Figure 1.10. Quadrillage d'un milieu (en 2D). 
Une méthode alternative, qui sera largement étudiée dans la Partie 3, utilise des fonctions 
d’ondelettes à la place des polynômes de Lagrange du second degré : cette méthode, dite de 
Galerkin-ondelettes, utilise également un quadrillage régulier. 
Voici pour illustrer ces différents types de méthodes, un petit tableau récapitulatif : 
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                   Fonctions d'interpolation 
 
Fonctions de projection 
Polynômes 
(maillage adaptatif ou 
quadrillage régulier) 
Ondelettes 
(quadrillage régulier) 
Polynômes Galerkin ("MEF" classique) --- 
Fonctions Dirac Collocation Collocation 
Fonctions portes Sous-domaines Sous-domaines 
Dérivées du résidu Moindres carrés Moindres carrés 
Ondelettes --- "Galerkin-ondelettes" 
Tableau 1.1. Méthodes des résidus pondérés, en fonction des fonctions d'interpolation et de projection. 
En gras sont affichées les méthodes étudiées au cours de cette thèse : il s'agit de la méthode de 
Galerkin, dans un premier temps avec des polynômes dans un maillage tétraédrique (Partie 2), 
puis, dans un deuxième temps, avec des ondelettes, dans un quadrillage régulier (Partie 3). 
Un petit exemple très simple en 1D permet d’expliciter un peu plus en détails la méthode de 
Galerkin avec des polynômes d'ordre 1 (voir l’Annexe B). 
En insérant les fonctions d’interpolation et de projection, ainsi que les coefficients ui à 
déterminer, dans les expressions de Pi et de R, (1-50) devient une équation matricielle de la 
forme =Lu qɶɶ , où L est une matrice carrée de taille N×N, appelée matrice de rigidité, qui ne 
dépend que des fonctions d’interpolation et de projection (voir Annexe B). Le vecteur 
1
N
u
u
 
 
=  
 
 
uɶ ⋮  regroupe les N inconnues du problème à résoudre, et qɶ  est la discrétisation de q 
dans la même base d’Eléments Finis. 
Nous avons résumé ici les différentes Méthodes d’Eléments Finis et la façon générale dont 
elles transformaient une Equation aux Dérivées Partielles en une équation matricielle. Nous 
allons maintenant voir comment se transforment les équations de diffusion étudiées ici. 
2.3.3 Application à l’équation de diffusion 
On se place dans un espace 3D. Le volume de l’objet étudié est divisé en éléments 
tétraédriques, joints par les sommets, appelés les nœuds. Nous utilisons donc la méthode de 
projection de Galerkin [Burnett1987] décrite ci-dessus pour exprimer les équations (1-40) 
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sous la forme faible. Ces EDPs peuvent être reformulées selon une forme matricielle 
compacte [Fedele2003] : 
x x
m m m
=

= d
L u q
L g δ
ɶɶ
ɶɶ
 
 
(1-51) 
Toute variable notée avec le symbole ~ représente sa discrétisation dans l'espace des Eléments 
Finis. Lx et Lm sont les matrices de rigidité. La matrice de rigidité, notée L, contient les 
informations concernant les différents paramètres optiques, et est ici symétrique, creuse et 
quasi-diagonale, voire à diagonale dominante (voir l’Annexe B, qui donne l’expression des 
coefficients de cette matrice). Elle contient donc très peu de valeurs non-nulles. Sa taille est 
égale au nombre de nœuds du maillage, donc dépend du nombre d’Eléments Finis. 
Nous avons deux équations du même type : 
- la première permet de calculer la solution ux de l’équation de diffusion en tout point du 
milieu et dont la source est placée en rs ; 
- la deuxième permet de calculer son adjoint gmm, en tout point du milieu, et avec une 
source fictive placée en rd. 
Ces équations sont à résoudre un certain nombre de fois : en effet, si la source prend Ns 
positions différentes, la 1ère équation de (1-51) sera résolue Ns fois. De même, si l’on choisit 
Nd détecteurs, la 2e équation de (1-51) sera résolue Nd fois. Généralement, Ns et Nd sont de 
l’ordre de 100 à 300. 
2.3.4 Résolution par le logiciel COMSOL Multiphysics 
Pour résoudre (1-51) avec des fonctions d'interpolation polynomiales, le logiciel utilisé 
(essentiellement dans la Partie 2) est COMSOL MultiphysicsTM, qui est un logiciel 
d’Eléments Finis relativement ouvert et adapté à notre problème. La méthode de résolution de 
l’équation de diffusion que nous choisissons est GMRES, « the Generalized Minimal 
RESidual method » [Saad1986], avec le préconditionnement ILU, « Incomplete factorization 
LU » [Davis1997, Grigori2002] (« LU » = « Lower triangular matrix » × « Upper triangular 
matrix »). Cette méthode de résolution est optimale mais prend, pour une position de source 
donnée, quelques secondes pour résoudre notre problème qui implique de grandes matrices, 
sachant que ces équations doivent être résolues pour toutes les positions de sources et pour 
tous les détecteurs. 
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δd est modélisée comme q, c’est-à-dire que pour résoudre la 2e équation de (1-51), on définit 
une source ponctuelle en rd : q est en effet définie de la manière suivante : 
( ) ( ) ( ) 1q qδ − = =∫ s sr r r r , c’est-à-dire que son intensité est ponctuellement égale à q = 1 au 
niveau de la source rs, 0 partout ailleurs. De même, on définit δd = 1 au niveau du détecteur 
rd, 0 ailleurs. 
Nous allons dans la suite de ce travail, écrire cette équation à résoudre avec les notations 
simplifiées : 
Lu = q (1-52) 
Nous présentons ici un schéma (géométrie en 2D) d’un maillage obtenu avec COMSOL 
Multiphysics. Les positions prises par la source, dans tous les modèles que nous avons 
construits, sont à la distance 
'
1
sµ
 du bord (voir section 1.3) ; le système est un rectangle 
simple, et le maillage est composé de triangles ; autour de la source, le maillage peut être 
raffiné, comme sur la figure 1.12 : 
 
Figure 1.11. Schéma d’un maillage simple 2D créé par COMSOL Multiphysics dans un objet rectangulaire ; 
exemple de positions de la source (points rouges) et des détecteurs (points bleus) ; zB est la distance 
d’extrapolation des frontières pour les conditions aux limites de Dirichlet extrapolées, donnée par (1-12). 
La figure 1.11 présente un domaine plus grand de zB (dont l’expression est donnée par 
l’équation (1-12)) sur les bords horizontaux (c’est-à-dire les frontières où sont placés les 
sources et les détecteurs), afin d’y appliquer les conditions aux limites de Dirichlet 
extrapolées (voir la section 1.5.2). 
 
Ω 
∂Ω 
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zB zB 
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a) 
 
b) 
Figure 1.12. Schémas dans un milieu discrétisé par les Eléments Finis : a) du calcul de ux ; b) du calcul de gmm ; 
en rouge : positions de la source ; en bleu : détecteurs. 
La figure 1.12 illustre un maillage pour le problème direct. On voit que les mailles sont 
définies plus finement autour de la source (resp. du détecteur), ce qui permet une meilleure 
précision des résultats. 
Une fois les équations résolues, nous avons les fonctions ux et gmm, c’est-à-dire les densités de 
photons en tout nœud de l’espace pour chaque position de la source (ux), et chacun des 
détecteurs (gmm). Ces calculs se font pour chacune des positions de la source et pour chacun 
des détecteurs, ce qui implique une boucle de calculs assez conséquente, puisqu’à chaque 
nouvelle position, le maillage est redéfini, puis l’équation résolue. 
Remarque : il y a plusieurs manières de procéder en ce qui concerne la définition du maillage. 
Dans le cas de la figure 1.12, on affine les mailles uniquement autour de la source considérée. 
La redéfinition d'un maillage est alors nécessaire à chaque nouvelle source. Mais on pourrait 
affiner autour de chaque source et chaque détecteur et créer ainsi un maillage commun à 
toutes les équations, comme sur la figure 1.9. Cependant, même si l'on s'affranchit d'une 
redéfinition du maillage à chaque étape, ce maillage commun possède un nombre de nœuds 
très important (de l’ordre de plusieurs centaines de milliers), et chacune des équations est 
alors très longue à résoudre. 
Dans le travail présenté en Partie 2, nous avons donc choisi la 1ère méthode de maillage, 
consistant à remailler à chaque position de source (figure 1.12), ce qui a permis de ramener le 
temps de calcul de plusieurs heures à moins d’une heure. 
2.3.5 Conclusion sur les méthodes pour la résolution du problème direct 
Nous avons vu que les étapes de résolution d’une EDP avec la MEF sont : 
1) la définition du maillage, plus ou moins fin selon le choix établi ; cette étape prend de 
l’ordre de quelques secondes, ~3 secondes pour un objet de la taille de la souris (par exemple 
dont les dimensions sont de 4×3×2,5 cm3) et un maillage assez fin (~15000 nœuds) ; 
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2) la construction des matrices (L et q) par rapport aux paramètres définis (diffusion, 
absorption, terme source) ; cette étape prend environ 1 à 2 secondes ; 
3) le préconditionnement de la matrice L : c’est l’étape la plus coûteuse en temps, elle 
met de l’ordre de 6 à 7 secondes ; 
4) la résolution de l’équation Lu = q, après préconditionnement de L : elle se fait 
rapidement, en 1 seconde environ. 
Avant de reconstruire, on choisit d’extrapoler les résultats obtenus dans le problème direct, 
pour chacune des positions de la source et pour chacun des détecteurs, sur un maillage 
régulier commun : plus grossier que celui défini précédemment, il reste toutefois suffisant 
pour une bonne précision ; cette 5e étape n’est donc pas à négliger : 
5) l’extrapolation des résultats sur un maillage régulier commun met de l’ordre de 1 
seconde. 
Sachant que nous avons de l’ordre de 300 à 400 équations à résoudre (par exemple, si la 
source prend 100 positions et si on choisit 250 détecteurs pour l’équation adjointe), le temps 
total pour résoudre le problème direct est de l’ordre d’une heure. 
Le but de cette thèse étant d’accélérer les calculs dans le problème direct, nous avons choisi 2 
possibilités : 
- tout d’abord la conservation du maillage défini par COMSOL Multiphysics, puis une 
réduction par les ondelettes de l’équation à résoudre, ce qui permet de réduire les temps de 
calcul dans les étapes 3) et 4) de préconditionnement et de résolution de l’équation (Partie 2) ; 
- dans un 2e temps, la définition d’un quadrillage régulier (dont le temps de construction 
est nul) et le choix des ondelettes comme fonctions d’interpolation / projection : nous avons 
créé alors un nouvel algorithme permettant de s’affranchir de COMSOL Multiphysics, 
réduisant les temps de calcul dans les 5 étapes mentionnées ci-dessus, en particulier parce que 
les 3 premières étapes sont communes à toutes les positions de la source et à tous les 
détecteurs (maillage commun et matrice de rigidité L commune, construits une fois pour 
toutes), et que la 5e étape est supprimée, car le quadrillage commun est déjà défini (Partie 3). 
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2.4 Méthodes de résolution du problème inverse 
2.4.1 Éventail des méthodes 
Dans la deuxième étape de la fDOT, c’est-à-dire la résolution de l’équation (1-38) qui permet 
d’identifier le paramètre inconnu β, plusieurs approches sont envisageables. On distingue les 
méthodes linéaires des méthodes non-linéaires [Arridge1999, Vo-Dinh2003] ; les méthodes 
linéaires consistent à développer l’équation (1-1) en série de Taylor. De manière générale, il 
apparaît alors la matrice Jacobienne 
p
A
∂
∂
 (avec p le vecteur des paramètres à identifier et A la 
matrice du modèle définie dans l'équation (1-1)), que l’on peut calculer : 
- de façon explicite [Vo-Dinh2003], c’est-à-dire que l’estimation de 
p
A
∂
∂
 à une certaine 
itération est faite à partir uniquement de son estimée à l’itération précédente ; il s’agit 
des techniques de gradients conjugués, de la méthode de Newton-Raphson ou celle de 
Levenberg-Maquardt ; ces méthodes sont souvent difficiles dans le cas de problèmes 
de grande dimension, à cause du calcul explicite et délicat de la Jacobienne et de son 
inverse ; cette méthode est rapide mais instable ; 
- de manière implicite, où on prend en compte l’itération précédente, mais aussi une 
estimée de la solution à l’itération suivante ; ces méthodes sont plus lentes mais 
stables ; il s’agit en particulier de l'Algebraic Reconstruction Technique (ART), qui est 
une minimisation itérative au sens des moindres carrés, que nous avons choisie entre 
autres dans ce travail et que nous détaillerons dans la section 2.4.2. Dans notre cas, 
nous avons vu que la matrice A ne dépendait pas des paramètres p, et la méthode est 
donc plus simple à mettre en place. 
Une autre manière de résoudre (1-1) est d’utiliser une méthode de décomposition en valeurs 
singulières (Singular Values Decomposition (SVD)), qui permet de résoudre directement 
l’équation y = Ap (avec A indépendante des paramètres p, ce qui est le cas dans notre 
problème), en inversant la matrice A grâce à une régularisation dans le calcul de l’inverse de 
ses valeurs singulières. Cette méthode sera également plus détaillée, dans la section 2.4.3. 
Nous pouvons aussi mentionner des méthodes de type filtrage de Kalman [Eppstein2002], qui 
sont des méthodes issues du domaine de l’automatique et du traitement du signal, considérant 
les équations de diffusion (1-5) comme des équations d’état et d’observation, et les 
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paramètres à déterminer comme des variables d’état [Fu2001, Zhu2002]. Cette méthode a été 
mentionnée au cours de la thèse, mais n’a pas été exploitée : elle peut être d’autant plus 
intéressante à utiliser si on utilise un système de mesure résolu en temps. 
2.4.2 La reconstruction par la méthode ART 
Pour résoudre le problème inverse, nous nous sommes focalisés en particulier sur la méthode 
itérative ART [Kak1987]. Nous allons en résumer brièvement le principe. 
Soit 
1
2
mN
y
y
y
 
 
 
=
 
  
 
y
⋮
 un vecteur de Nm mesures, p le vecteur de M paramètres à reconstruire, et A 
une matrice de poids connue, indépendante de p, et de taille Nm×M. Dans notre cas, Nm est 
égal au nombre de sources multiplié par le nombre de détecteurs : Nm = Ns×Nd. L'équation à 
résoudre est y = Ap, au sens des moindres carrés : 
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(1-53) 
Ai est la ième ligne de A. Notons que M < Nm dans notre cas (le nombre de mesures est 
supérieur au nombre de paramètres à estimer). Pour chaque i = 1 à Nm, on veut minimiser 
2
i iy A− p . Il s’agit d’une méthode itérative, il faut donc définir une valeur initiale de p : on 
prend pour origine p(0) = 0, c’est-à-dire dans notre cas, une fluorescence initiale nulle. 
Ensuite, pour chacune des itérations (n), on cherche α tel qu’à l’itération (n) : 
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Et donc : 
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(1-56) 
En itérant sur (n), on converge vers la solution. Cette convergence peut se faire de manière 
« douce », c'est-à-dire plus lentement mais plus précisément, en introduisant un paramètre de 
relaxation λ, de valeur comprise entre 0 et 2 : 
T
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iinn y A
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pApp 2
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)1()(
−
−
−
+= λ  
 
(1-57) 
λ<1 implique une convergence lente, λ>1 une convergence rapide. 
Ces Nm équations peuvent être résolues dans l’ordre (i = 1 à Nm), mais aussi dans un ordre 
aléatoire, et ce pour chaque itération (n). Au total, nous avons Nm×N_itérations à résoudre, 
avec N_itérations le nombre d’itérations choisies (selon la rapidité de la convergence). 
Revenons à notre problème inverse : nous avons vu en (1-38) que : 
m mm xu g uβ
Ω
= ∫  sur Ω  (1-58) 
Après avoir calculé les fonctions gmm et ux (problème direct), nous avons un schéma de 
reconstruction, en reformulant le problème ainsi : 
m =u Aβ  (1-59) 
Remarquons que cette équation est analogue à l’équation (1-1), à la différence près que notre 
matrice de poids ne dépend pas des paramètres, puisqu’on a fait l’hypothèse que seul β variait 
et devait être reconstruit, ce qui nous a amenés à toutes ces simplifications et à une équation 
linéaire. 
La valeur βi du vecteur β représente la valeur de β à reconstruire au nœud n°i du maillage 
commun, défini à la fin du problème direct (5e étape, voir la section 2.3.5), qui contient Nc 
nœuds. β est donc de taille M = Nc. 
Chaque colonne de um représente la mesure d’un jeu de détecteurs pour un point-source à une 
position donnée. Si Ns est le nombre de positions prises par la source et Nd le nombre de 
détecteurs, le problème inverse contient Nm = Ns×Nd équations. A est de taille Nm×Nc. 
L’ART est choisie ici car elle permet un stockage efficace de la matrice de poids A, qui est 
déterminée par les fonctions gmm et ux. Elle a été l’unique méthode de reconstruction utilisée 
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dans la méthode de la Partie 2, qui met en jeu des matrices de taille importante. Elle a aussi 
été utilisée pour la 2e méthode proposée (Partie 3). 
2.4.3 La reconstruction par une Décomposition en Valeurs Singulières 
(SVD) 
Il s’agit d’une technique que l’on ne trouve pas dans les inventaires des méthodes de 
reconstruction. En effet, il s’agit juste de l’adaptation d’une décomposition de matrice 
[Kalman1996] à la résolution d’une équation de type y = Ap au sens des moindres carrés. Le 
principe est le suivant : 
Nous avons affaire à un problème mal posé, dû à la physique du problème. C’est-à-dire que la 
matrice A est très mal conditionnée, et la résolution de l’équation est donc délicate. En fait, le 
mauvais conditionnement de A s’interprète de la façon suivante : une toute petite déviation 
dans les mesures y peut conduire à une très grande erreur sur le résultat p. D’où la proposition 
suivante : 
Par un critère des moindres carrés, on cherche à minimiser 2−y Ap . A étant mal 
conditionnée, cette minimisation peut conduire facilement à des résultats très divergents par 
rapport à la solution exacte. On introduit alors un terme de régularisation sur la valeur de p, et 
le critère à minimiser devient : 
2 2( )C α= − +p y Ap p  (1-60) 
2
α p  est le terme de régularisation et α est le paramètre de régularisation. La solution de 
cette équation est le vecteur p* minimisant C : 
1
* arg min( ( )) ( )C α −= = +T T
p
p p A A Id A y  (1-61) 
Afin de ne pas avoir à calculer de façon explicite 1( )α −+TA A Id , on se propose de 
décomposer A en valeurs singulières, c’est-à-dire : 
=
TA USV  (1-62) 
Avec U et V des matrices orthonormales et S une matrice rectangulaire avec des valeurs non-
nulles sur la diagonales, s1, …, sM, appelées les valeurs singulières de A : 
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(1-61) devient alors : 
1 1 1
* ( ) ( ) ( )α α α− − −= + = + = +T T T T T T T T T Tp A A Id A y VS U USV Id VS U y S S Id VS U y  (1-64) 
1( )α −+TS S Id  est une matrice diagonale dont les valeurs sont 2
1
is α+
, i = 1 à M. ce qui donne 
finalement : 
* =
T T
rp VS U y  (1-65) 
avec Sr la matrice dont les valeurs sur la diagonale sont égales à 2 i
i
s
s α+
, i = 1 à M, et les 
autres 0. Cette méthode, plus adaptée aux systèmes de taille petite, est utilisée dans la Partie 3 
pour les simulations 2D. 
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3  
Chapitre 3 
 
Notre objectif : la réduction du temps de 
calcul dans le problème direct 
 
Notre objectif est de réduire le temps de calcul dans le problème direct. Il nous faut donc 
modifier ou s'affranchir de la Méthode des Eléments Finis. Les outils essentiels utilisés au 
cours de ce travail sont les ondelettes. Avant de détailler leur utilisation dans le calcul du 
problème direct, nous allons tout d’abord nous situer par rapport aux travaux antérieurs dans 
les domaines de la tomographie en général, de la réduction de modèle, et des ondelettes. 
3.1 Etat de l’art 
En tomographie, les méthodes de réduction de modèle et celles utilisant les ondelettes sont 
utilisées essentiellement pour l’étape de reconstruction (problème inverse). En ce qui 
concerne la résolution des Equations aux Dérivées Partielles (EDPs), nous allons expliciter les 
méthodes qui ont déjà été étudiées, dans d’autres domaines que la tomographie, et les aspects 
qui nous ont inspirés dans notre application des ondelettes au problème direct de la 
tomographie optique. 
Les sections 3.1.1 à 3.1.3 sont consacrées aux méthodes de réduction de modèle et des 
techniques impliquant des ondelettes, en tomographie. 
Les sections 3.1.4 à 3.1.6 résument les travaux existants dans des domaines autres que la 
tomographie, mais se rapprochant des méthodes de réduction de modèle et de résolution 
d'EDPs, utilisées au cours de cette thèse. 
3.1.1 Réduction de modèle pour la tomographie optique 
En tomographie optique, la réduction du temps de calcul est un objectif souvent recherché, 
mais généralement dans l’étape de reconstruction. Citons en particulier un article récemment 
publié par l’équipe de S. R. Arridge [Arridge2006] : leur travail consiste à prendre en compte 
l’erreur sur les mesures, au cours de la reconstruction, mais aussi l’erreur d’estimation due à 
 48 
un maillage grossier dans la MEF (défini au niveau du problème direct). Cette approche 
permet de reconstruire une image de bonne qualité, même avec un maillage très grossier dans 
la MEF, et donc de gagner du temps. 
3.1.2 Les ondelettes appliquées à d’autres techniques de tomographie 
Les ondelettes sont un outil fréquemment utilisé en tomographie à rayons X [Bhatia1996, 
Bilgot2004, RashidFarrokhi1997]. L’application des ondelettes à la transformée de Radon 
[Sahiner1993] permet d’effectuer une reconstruction tomographique multi-échelles, ce qui 
permet de réduire le bruit et d’obtenir une approximation de l’image reconstruite sans en 
perdre la qualité. 
3.1.3 Les ondelettes appliquées à la tomographie optique 
Les ondelettes sont parfois utilisées en tomographie optique, dans un objectif de débruitage ou 
de compression des données [Nath1999], mais aussi pour une reconstruction régularisée 
[Zhu1997] : ici, l’aspect multirésolution des ondelettes est exploité pour reconstruire de façon 
grossière les zones du domaine étudié où l’on sait qu’il y a peu d’informations, et de façon 
plus détaillée les zones intéressantes (ou ROIs = “Regions Of Interest”). Du temps est ainsi 
gagné au niveau de la reconstruction, tout en conservant la qualité. 
Un article récent de l’équipe indienne de B. Kanmani [Kanmani2006] décrit l’utilisation des 
ondelettes dans la résolution du problème inverse, qui s’effectue avec une méthode linéaire : 
après le calcul du Jacobien et de la matrice Hessienne, l’équation de reconstruction est 
projetée dans une base d’ondelettes. Sa résolution est alors accélérée et permet de réduire le 
bruit. Toujours au niveau de la reconstruction en tomographie optique, nous avons relevé un 
travail de cette même équipe indienne [Naik1999], qui discute d’une méthode à base de 
filtrage de Kalman impliquant également les ondelettes. 
Nous voyons que l’essentiel des applications des ondelettes à la tomographie optique se situe 
dans la résolution du problème inverse. Il faut toutefois remarquer que l’équipe de B. 
Kanmani semble s’orienter également vers une extension au problème direct : en conclusion 
de [Kanmani2006], ils mentionnent la possibilité d’utiliser une méthode de Galerkin avec une 
base d’ondelettes pour résoudre l’équation de diffusion dans l’étape de modélisation et ont 
d'ailleurs déjà des résultats récents obtenus fin 2007 [Kanmani2007]. C’est précisément cette 
méthode que nous étudierons dans la Partie 3. 
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3.1.4 La réduction de modèle dans la MEF 
Intéressons-nous à présent aux méthodes de réduction de modèle, appliquées à n'importe quel 
type d’EDP. Le problème direct, nous l’avons vu dans la section 2.3, est résolu à l’aide des 
Eléments Finis. Le but cherché au début de ce travail a été de conserver les équations de la 
MEF, et de modifier uniquement leur résolution par une méthode de réduction de modèle, ce 
qui permet d’accélérer les calculs. 
Des travaux ont été effectués dans ce sens, par exemple dans le domaine de l’électro-
thermique [Sommet2005] : les auteurs appliquent une méthode de réduction de modèle à la 
résolution d’équations thermiques par les Eléments Finis en 3D. 
3.1.5 Les ondelettes appliquées à la réduction de modèle 
En ce qui concerne les réductions de modèle par décomposition en ondelettes, des méthodes 
ont été développées dans le domaine de l’électromagnétisme [Sadiku2005, Wagner1995, 
Xiang1997]. Elles ont été la source d’inspiration de la méthode développée dans notre Partie 
2. Dans ces travaux, les équations de Maxwell, transformées en équations matricielles par une 
méthode similaire à celle des Eléments Finis, sont décomposées en ondelettes. Cette base est 
orthonormale, et le fait d’y projeter une matrice dense permet d’« affaiblir » la valeur d’un 
grand nombre de ses coefficients. Les équations à résoudre se présentent, comme dans notre 
problème, sous la forme Lu = q, (équation (1-52)). Mais la matrice L est, dans leur cas, très 
dense. Le fait de la projeter dans une base d’ondelettes orthonormales donne de nouveaux 
coefficients très faibles. La méthode de réduction de modèle est alors basée sur le choix d’un 
seuil, en-dessous duquel ces faibles coefficients sont mis à zéro. La résolution des équations 
se fait alors de façon plus rapide, sans perte d’informations importantes. 
En ce qui concerne notre problème de diffusion, la matrice L est creuse, et ce seuillage n’est 
pas suffisant pour réduire le temps de résolution. Nous avons donc gardé l’idée de 
décomposer les matrices en ondelettes, mais au lieu de seuiller, nous avons choisi d’utiliser 
l’aspect multirésolution des ondelettes (Partie 2). 
3.1.6 Ondelettes et Equations aux Dérivées Partielles 
La dernière application importante des ondelettes est la résolution des EDPs. Si nous 
reprenons les définitions données dans la section 2.3, les bases de fonctions d’interpolation 
définies dans la MEF sont généralement choisies sous une forme polynomiale. Nous pouvons 
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les remplacer par d'autres fonctions, comme par exemple des ondelettes-splines 
[Baritaux2008, Han2007], des bases de fonctions propres de l’opérateur ∇  [Georges2008], 
ou bien des ondelettes de Daubechies [Daubechies1992]. Comme nous le verrons dans la 
Partie 3, cela permet de s'affranchir de l'étape du maillage présente dans la MEF, puisque 
cette méthode ne nécessite qu’un quadrillage régulier, de réduire le nombre de fonctions 
d’interpolation utiles à l’approximation de la solution, et donc d’accélérer la résolution de 
l’EDP. 
De nombreux travaux théoriques utilisant les ondelettes ont été effectués dans ce domaine 
[Amaratunga1994, Beylkin1992, Beylkin1991, Beylkin1992, Charton1995, Cohen1993, 
Jaffard1992, Lazaar1994, Mahadevan2000, Monasse1998, Oberschmidt2000, Vasilyev1995]. 
Dans ces études, le problème des conditions aux limites, point-clé de la résolution d'une 
équation, a été largement abordé par des équipes françaises [Amaratunga1994, Auscher1993, 
Beylkin1993, Cohen1993, Meyer1991, Monasse1998] ; la construction de la matrice de 
rigidité de façon optimale a également été l’objet de nombreuses études [Beylkin1992, 
Beylkin1992, Chen1996, Dahmen1993, Ho2001, Ko1995, Perrier1998], pour les méthodes 
sans maillage. Mentionnons les travaux effectués sur la méthode des domaines fictifs : il s'agit 
d'une technique qui permet d'appliquer la méthode de Galerkin-ondelettes sur tout type de 
géométrie [Baccou2005, Dumont1996, Dumont1999, Glowinski1996, Kunoth2001]. Enfin, 
des méthodes sont adaptées au traitement des inhomogénéités à l'intérieur d'un milieu étudié 
[Bertoluzza2001]. 
Les EDPs étudiées ne sont généralement pas l’équation de diffusion, mais la théorie est très 
générale et peut s’appliquer à tout type d’EDP, comme par exemple pour l’opérateur 
d’élasticité [Dumont1996, Dumont1999], en élastoplasticité [Comincioli2000], en 
électromagnétisme [Kosmanis2000, Yang1998, Yang2000], en mécanique quantique 
[Chauvin2005, Chauvin2004]… Des équations diverses comme celle du transfert radiatif 
[Ferlay2003] ou l'équation non linéaire de Korteweg-de Vries [Christov2005] peuvent 
également être résolues avec des ondelettes. 
La méthode de Galerkin, mentionnée dans la section 2.3, est la plus communément utilisée. 
Mais la méthode de collocation avec ondelettes est parfois rencontrée également 
[Vasilyev1995]. 
L'intérêt de cette méthode de Galerkin-ondelettes et sa description détaillée sera présentée 
Partie 3. 
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3.2 Méthodes proposées 
• Actuellement, le problème direct en tomographie optique de fluorescence est résolu à l’aide 
des Méthodes des Différences Finies, Volumes Finis ou Eléments Finis. Les Eléments Finis 
sont généralement préférés, grâce à son application à des géométries complexes, mais elle est 
très coûteuse en temps. 
• La méthode de Galerkin-ondelettes quant à elle, a été abordée pour le problème direct en 
tomographie optique [Kanmani2007], ainsi que dans nombreux autres domaines (section 
3.1.6). 
Voici donc les méthodes proposées pour la réduction de modèle dans le problème direct, en 
tomographie optique, toutes deux à base d'ondelettes : 
- Dans un premier temps (Partie 2), nous avons choisi de garder la Méthode des 
Eléments Finis classique, à cause de sa souplesse vis-à-vis des géométries complexes et des 
hétérogénéités. Une méthode de réduction de modèle a été mise en place au cœur de la 
méthode : pour cela, nous avons choisi de projeter les équations matricielles (1-51) du 
problème direct dans une base d’ondelettes de Haar, comme dans [Sadiku2005], puis nous 
avons conservé les approximations de ces matrices, obtenues par les ondelettes, et de taille 
réduite. L’aspect du maillage de la MEF est donc conservé, en particulier son adaptativité vis-
à-vis de la géométrie et des hétérogénéités, et la résolution des équations se fait plus 
rapidement, sans trop dégrader la qualité de la reconstruction. Dans cette méthode, du temps 
est gagné au cours de l’étape de résolution du problème direct, mais pas au cours de l’étape du 
maillage. 
- Dans un deuxième temps (Partie 3), nous avons donc voulu nous affranchir de cette 
étape du maillage, en appliquant une méthode de Galerkin-ondelettes : celle-ci ne nécessite 
qu’un quadrillage régulier, beaucoup plus rapide à mettre en place, et utilise des fonctions 
d’échelle de Daubechies à la place des polynômes de la MEF classique, ce qui permet de ne 
pas perdre de précision dans les résultats obtenus. Les conditions aux limites sont résolues par 
la méthode des domaines fictifs, dont l’intérêt principal est d’être applicable à une géométrie 
complexe. 
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Conclusion de la Partie 1 
 
Cette première partie a permis de décrire le contexte du travail de cette thèse. Le principe de 
la tomographie optique a été exposé, et les méthodes de résolution détaillées. 
L’objectif de cette thèse étant de réduire le nombre d’opérations et le temps de calcul dans la 
résolution de l’équation de diffusion (problème direct), un état de l’art a été présenté autour 
des thèmes de la tomographie optique et des méthodes de réduction de modèle. 
Notre travail repose essentiellement sur la modification de la Méthode des Eléments Finis, au 
cœur de laquelle une réduction de modèle est effectuée (Partie 2), puis sur l’implémentation 
d’une méthode alternative, où les polynômes sont remplacés par des ondelettes (Partie 3). 
Ces deux méthodes reposent sur une approche approfondie de la théorie des ondelettes. 
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PARTIE 2 
 
Réduction de modèle dans le problème 
direct : décomposition en ondelettes de 
la matrice de rigidité 
 
 
 
Dans cette partie, une technique de réduction de modèle utilisant une décomposition en 
ondelettes est proposée. Les matrices intervenant dans la version discrète des EDPs sont 
projetées dans une base orthonormale d’ondelettes, puis réduites selon les propriétés de 
multirésolution (Chapitre 1), ce qui permet d’accélérer la résolution avec un minimum de 
perte d’information. Des simulations et une expérience ont permis de valider la méthode 
proposée (Chapitre 2). 
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1  
Chapitre 1 
 
Décomposition et réduction de 
l’équation de diffusion dans une base 
d'ondelettes de Haar 
 
Ce chapitre est consacré à la décomposition du système discret à résoudre, en ondelettes de 
Haar. Le choix de la méthode proposée n’est pas de développer un code d'Eléments Finis, 
mais d'aller vers une méthode de réduction de modèle au cœur d'un logiciel déjà existant, 
COMSOL Multiphysics™, afin d'accélérer le calcul du problème direct. 
Rappel : le calcul du problème direct consiste à estimer les valeurs des densités de photons ux 
(pour chacune des positions prises par la source laser) et gmm (pour chacun des détecteurs 
assimilés à des sources) (équations (1-40)) ; les versions discrétisées en Eléments Finis de ces 
fonctions seront notées u dans toute cette Partie. Elles sont solutions de l’équation matricielle 
générale suivante : 
Lu = q (2-1) 
avec L la matrice de rigidité, définie après discrétisation en Eléments Finis (voir la Partie 1), 
de taille importante (les Eléments Finis peuvent définir un maillage de plusieurs dizaines de 
milliers d’éléments, donc encore plus de nœuds), q le vecteur-source et u la densité de 
photons à déterminer en chaque nœud du maillage. Cette équation doit être résolue pour 
chacune des positions prises par la source et pour chacun des détecteurs, considérés comme 
des sources (méthode adjointe), comme nous l’avons explicité dans la Partie 1. Par exemple, 
si la source prend 100 positions et si on utilise 250 détecteurs pour enregistrer les images de 
flux, un maillage d’Eléments Finis doit être regénéré 350 fois, et l’équation doit être résolue 
ce même nombre de fois. Pour un objet de taille comparable à celle de la souris, c’est-à-dire 
entre 1 et 4 cm pour chacune des 3 dimensions, les maillages contiennent jusqu’à 15000 
nœuds. 
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L est donc de taille importante et la succession des résolutions de toutes ces équations 
prennent du temps. C’est pourquoi l’on a choisi le principe de multirésolution avec des 
ondelettes pour réduire la taille des matrices et donc le temps de calcul. 
1.1 Rappel sur les ondelettes 
La transformée en ondelettes a été définie pour la première fois en 1981 par le géophysicien J. 
Morlet [Grossmann1984, Morlet1982]. Les outils d'analyse des signaux étaient alors 
principalement basés sur l'analyse de Fourier. Mais celle-ci, localisée dans l'espace spectral, 
est très mal localisée dans l'espace physique. J. Morlet eut alors l'idée de considérer une 
fonction analysante, bien localisée à la fois dans l'espace physique et dans l'espace de Fourier, 
et d'y appliquer des translations et des dilatations. En 1985, Y. Meyer [Meyer1985-86] eut 
l'idée de discrétiser cette fonction, ce qui a conduit à la construction de bases hilbertiennes du 
type : 
{ } 2/2,
,
2 (2 . )j jj k j kk
− −
∈
Ψ = Ψ −
Z
 
(2-2) 
j est le facteur d'approximation, k est le facteur de translation. 2j est appelé l'échelle, et 2-j la 
résolution. La formule de décomposition d'une fonction f s'écrit dans cette base : 
, ,
, j k j k
j k
f f
∈ ∈
= Ψ Ψ∑∑
Z Z
 
(2-3) 
avec le produit scalaire : 
, .f g f g= ∫
R
 
(2-4) 
La structure de cette base est constituée de dilatations et de translatées d'une seule fonction Ψ 
appelée ondelette. Le caractère localisé de la fonction Ψ permet d'analyser une fonction f à 
l'échelle 2j et autour du point 2jk. 
Il existe un grand nombre d'ondelettes. Dans cette Partie, nous nous sommes intéressés 
essentiellement aux ondelettes de Haar. Il s'agit d'une fonction connue depuis 1909 
[Haar1909] : 
Φ(t) = 1 sur l’intervalle [0 1] est l’ondelette-père. Les fonctions dilatées et translatées de Φ 
sont les fonctions d’échelle. 
Ψ(t) = 1 sur [0 ½] et -1 sur [½ 1] est l’ondelette-mère. Les fonctions dilatées et translatées de 
Ψ sont les fonctions d’ondelette. 
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Afin d’obtenir des bases orthonormales, on multiplie ces fonctions par un facteur de 
normalisation 2-j/2, différent selon l’échelle (équation (2-2)). En effet, pour un facteur 
d’échelle j = 1, les fonctions d’échelle et d’ondelette sont multipliées par 1/2 22
2
−
=  : 
 
 
 
 
         Φ      Ψ 
Figure 2.1. Fonction d’échelle (Φ) et fonction d’ondelette (Ψ) de Haar pour j = 1. 
Pour j = 2, ce facteur sera égal à ½ et les fonctions sont dilatées d’un facteur 2 par rapport aux 
précédentes, et pour j = 3, le facteur de normalisation vaut 1
2 2
 et les fonctions sont dilatées 
de nouveau d’un facteur 2 par rapport à l’échelle 22, soit d’un facteur 4 par rapport aux 
fonctions de la figure 2.1 (j = 1). Selon le niveau d'approximation j (voir l’Annexe D qui 
définit plus précisément l’Analyse Multirésolution), les matrices d'ondelettes ont alors la 
forme suivante (pour les niveaux j = 1, 2 et 3) : 
 
a) 
 
b) 
 
c) 
Figure 2.2. Exemples simples de matrices d’ondelettes de Haar, de taille 8×8 (les pixels blancs sont de valeur 
2
2
, les noirs 2
2
−
, les gris du fond 0, les gris intermédiaires ½ pour V2 et W2, et 1
2 2
 pour V3 et W3) ; 
a) échelle 21; b) échelle 22, c) échelle 23. 
Vj étant les sous-espaces d'approximation et Wj les sous-espaces de détails, correspondant à 
l'échelle 2j. À cause de leur faible régularité, les ondelettes de Haar ont une mauvaise 
localisation dans l'espace de Fourier. Cependant, les ondelettes de Haar ont l’avantage, pour 
notre travail, d’avoir très peu de valeurs non nulles. Par exemple, les fonctions de V1 dans 
l’exemple précédent n’ont que 2 valeurs différentes de 0. Celles de Daubechies en ont 8, à la 
W1 
V1 
W1 
W2 
V2 
W1 
W2 
W3 
V3 
0 
2
2
 
0 
2
2
−
 
2
2
 
0 2 1 0 2 1 
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même échelle. Or la projection d’un signal dans une base d’ondelettes nécessite, dans notre 
travail, la multiplication de la matrice de rigidité avec la matrice d’ondelettes (voir section 1.2 
et section 1.3). Plus celle-ci est creuse, plus cette multiplication sera rapide. Notre but étant de 
gagner du temps tout en conservant un maximum de qualité, nous nous sommes donc limités, 
dans cette partie, à l'étude des ondelettes de Haar. 
1.2 Changement de base 
Nous présentons dans ce paragraphe l'étape du changement de base, au cours duquel les 
matrices impliquées dans la version discrète des EDPs sont projetées dans une base 
d'ondelettes. 
Si M est une matrice orthonormale composée par les vecteurs de la base d’ondelettes, nous 
avons MMT = MTM = Id (Id est la matrice identité), et on peut reformuler Lu = q (2-1), en 
multipliant à gauche chaque terme de l’équation par M : 
MLMTMu = Mq ⇔  L’u’ = q’ (2-5) 
Ainsi u’ = Mu devient la nouvelle inconnue, q’ = Mq représente le vecteur q dans la nouvelle 
base, et L’ = MLMT est la décomposition de L dans la base orthonormale. Un certain nombre 
de méthodes de réduction s’appuient ainsi sur la projection d’une base orthonormale 
[Bhatia1996, Nath1999, Sadiku2005]. 
La matrice L’, obtenue après changement de base, a davantage de valeurs faibles que la 
matrice L ; une méthode de seuillage consiste à établir un seuil en-dessous duquel ces valeurs 
sont mises à zéro, L’ est ainsi plus creuse et l’équation est donc plus rapide à résoudre 
qu’avec L (voir l’état de l’art dans la Partie 1 section 3.1.5, et [Sadiku2005, Wagner1995, 
Xiang1997]). Cette méthode est appliquée pour les équations de Maxwell en 
électromagnétisme, et efficace, car la matrice L d’origine étant dense, la réduction du nombre 
de calculs est alors importante. 
Dans notre cas, la matrice de rigidité L est creuse avant même le changement de base (voir 
l’Annexe B sur les Eléments Finis et la construction de la matrice de rigidité). La procédure 
d’un changement de base puis d’un seuillage n’est réellement efficace au niveau de la 
réduction de temps que si le seuil est le plus haut possible, mais dans ce cas les résultats sont 
détériorés. Cette piste de seuillage n’a donc pas été explorée jusqu’au bout. Il faudrait 
chercher de façon optimale la base et le seuil qui correspondraient à la meilleure réduction de 
temps de calcul, tout en conservant la meilleure qualité possible de reconstruction. On ne peut 
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cependant pas s’attendre à une grosse réduction de temps comme dans [Sadiku2005, 
Wagner1995, Xiang1997], au vu des propriétés de la matrice L d’origine, déjà très creuse. 
C'est pourquoi l’on a étudié, dans cette Partie, l'aspect multirésolution des ondelettes et la 
mise à l'écart des détails après décomposition, afin de réduire de façon plus efficace le temps 
de calcul. Le but est de supprimer le maximum de détails et de ne garder qu’une 
approximation de L, sans trop influencer le résultat final. C’est ce que nous allons à présent 
expliciter et justifier. 
1.3 Décomposition en ondelettes et analyse multirésolution 
La figure 2.3 décrit les différentes étapes de la procédure de reconstruction. La réduction de 
modèle par décomposition en ondelettes est introduite dans l'algorithme de reconstruction 
tomographique avant la résolution classique du problème direct : 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3. Schéma de l’algorithme et introduction de l’étape de la décomposition en ondelettes. 
Équation de diffusion (forme linéaire des 2 équations 
précédentes, après application de la MEF) : 
 
 
Lu = q 
 
 
ux est la solution de cette équation pour la source, 
gmm pour le détecteur (formulation adjointe). 
Reconstruction 
Distribution 3D des marqueurs : estimation 
de la concentration des fluorophores 
Définition du maillage d’Eléments 
Finis → système linéaire 
Réduction de modèle 
Application des ondelettes : 
changement de base et multirésolution 
Résolution de l’équation 
matricielle réduite 
Modélisation de la propagation de 
la lumière : équation de diffusion 
EDPs couplées : 
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x = excitation ; m = émission ; u = densité de photons ; D, k = 
paramètres de diffusion & absorption ; q = source ; β 
proportionnel à la concentration en fluorophores 
On a :    = densité de photons du signal  
 
d’émission (fluorescence observée) 
 
Le calcul de ux et gmm (problème direct) donne l’estimation du 
paramètre de fluorescence β. 
m mm xu g uβ= ∫
Stockage des matrices 
Pour 
chaque 
source et 
chaque 
détecteur 
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La méthode de réduction de modèle est introduite dans la résolution de l’équation Lu = q. Le 
but est de réduire la taille de la matrice L pour réduire le temps de résolution, mais sans 
perdre trop d’informations importantes nécessaires à la reconstruction. Pour cela, la matrice 
L, assimilée à une image, est décomposée en ondelettes (voir Annexe D). 
Cette matrice est décomposée en ondelettes comme nous le faisons avec une image 2D. Le 
maillage d’Eléments Finis est défini de telle sorte que la matrice L soit de taille 2n×2n, n étant 
un nombre entier. Dans notre problème, n est de l’ordre de 13 ou 14 selon le maillage. Dans la 
technique exposée ici, la matrice de rigidité L est considérée comme une image, et chaque 
élément peut alors être vu comme un pixel : en effet, une image étant géométriquement 
structurée, il faut assurer une cohérence dans les coefficients de la matrice, ce que nous 
expliciterons en détails dans la section 1.4.3. 
La décomposition L’ = MLMT de L dans la base d’ondelettes M, est composée de quatre 
sous-matrices de taille 2n-1×2n-1, la première représentant l’approximation, et les trois autres 
les détails (horizontaux, verticaux et diagonaux) (voir l'Annexe D et l’exemple simple Figure 
2.4). 
 
a) 
 
b) 
Figure 2.4. a) Exemple de matrice originale L (16×16 points) ; b) matrice projetée L’ : en haut à gauche : 1ère 
approximation de L (8×8 points) ; en haut à droite : détails verticaux ; en bas à gauche : détails horizontaux ; en 
bas à droite : détails diagonaux. 
Dans ce cas, nous sommes à l'échelle 21 (niveau d'approximation j = 1, résolution ½). La 
matrice M est construite avec les vecteurs orthonormaux de la base 11 WV ⊕ . Si on veut une 
approximation plus grossière de la matrice, on peut prendre des vecteurs de la base 
122 WWV ⊕⊕  (échelle 22) ou 1233 WWWV ⊕⊕⊕  (échelle 23). La figure 2.5 montre un exemple 
d’approximations successives d’une autre matrice L : 
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a) 
 
 
b) 
 
c) 
 
 
d) 
Figure 2.5. a) Exemple de matrice initiale L ; b) approximation de L à l'échelle 21 ; c) approximation de L à 
l'échelle 22; d) approximation de L à l'échelle 23. 
Le but est maintenant d’utiliser une approximation de la matrice à la place de la matrice 
originale, afin de réduire les dimensions du système à résoudre : on accélère le traitement en 
utilisant le principe de multirésolution, et en négligeant les détails : 
 
 
Notons alors la nouvelle équation à résoudre : 
Laua = qa (2-6) 
Avec La une approximation de L, qa, une approximation de q dans la même base 
d’ondelettes, et ua la nouvelle solution de l’équation, qui aura 2j fois moins de valeurs que la 
solution initiale u de (2-1) (j = 1, 2 ou 3). 
Remarque : le vecteur source q étant un vecteur ponctuel, c’est-à-dire égal à 1 sur le nœud de 
la source et 0 ailleurs (voir Partie 1), qa en est un aussi. La projection de q dans la base 
d’ondelettes donne 2 vecteurs de taille 2 fois plus petite, identiques en valeurs absolues, qa et 
qd, dont l’intensité vaut 
2
1
 au lieu de 1. 
1.4 Implémentation de la méthode dans le logiciel 
COMSOL Multiphysics 
1.4.1 Choix d'une géométrie de référence 
Nous avons défini, dès le début de cette thèse, une géométrie 3D qui se rapproche des 
conditions réelles : elle est plus complexe qu’un simple parallélépipède, et de dimensions 
proches de celles d'une souris. Il s'agit d'un objet de forme demi-cylindrique, de longueur ~6.5 
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cm et de rayon ~2 cm. Cette géométrie a été définie pour les simulations et pour la validation 
expérimentale (voir le Chapitre 2) : un objet en résine a été spécialement construit pour 
l'expérience. Son coefficient de diffusion est de ' 10sµ =  cm-1, son coefficient d’absorption 
0.2aµ =  cm-1. La constante de diffusion vaut alors '
1 0.0327
3( )a s
D
µ µ
= =
+
 cm. Cette 
géométrie a été précisément définie dans COMSOL Multiphysics, car elle sera également 
utilisée pour les simulations. 
 
 
Figure 2.6. Maillage COMSOL Multiphysics du demi-cylindre étudié ; 108 positions de la source (en rouge) et 
256 détecteurs (en bleu). 
Les 256 détecteurs définis ci-dessus sont en fait des emplacements « fictifs », c’est-à-dire la 
projection résultant des détecteurs de la caméra sur la surface physique de l’objet : en effet, 
chaque détecteur de la caméra collecte la lumière provenant d’un point donné de la surface 
supérieure de l’objet. Les lois de l’optique géométrique nous permettent donc d’utiliser ces 
projections comme détecteurs. 
L’implémentation des ondelettes repose beaucoup sur la façon dont les Eléments Finis sont 
construits. En effet, pour modifier la matrice de rigidité L (afin de lui donner une cohérence et 
de l’assimiler à une image), qui est totalement définie par le maillage de la MEF, et donc 
générée par le logiciel COMSOL Multiphysics, il faut maîtriser la façon dont cette matrice est 
construite. Nous expliciterons dans les sections 1.4.2 et 1.4.3 les modifications nécessaires à 
l’application des ondelettes, effectuées au cœur des matrices impliquées dans COMSOL 
Multiphysics. Ces modifications sont les mêmes quelle que soit l'échelle choisie, puisque la 
taille de la matrice d’ondelettes est toujours choisie comme étant de 2n, n = 13 ou 14 selon la 
simulation ou l’expérience (voir Chapitre 2). 
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Remarque : ces modifications sont effectuées à travers le logiciel de calcul MATLAB®, car il 
existe une interface entre les deux logiciels et les fonctions de COMSOL Multiphysics ne sont 
accessibles que par cet intermédiaire. 
1.4.2 Dimensions des matrices à modifier pour une adaptation aux 
ondelettes 
Nous avons vu que la matrice d’ondelettes construite dans la section 1.1 était de taille 2n×2n, 
avec n un nombre entier (figure 2.2). Pour que le changement de base s’effectue dans de 
bonnes conditions, la matrice de rigidité L à décomposer en ondelettes doit être de la même 
dimension. Ce n’est pas obligatoire [Mallat1989, Mallat1999], on pourrait utiliser par 
exemple la fonction dwt2.m de MATLAB qui permet la convolution de la matrice L par le 
filtre défini par l'ondelette, mais ces calculs sont très longs, voire impossibles dans le cas de 
matrices de taille importante et d'une mémoire informatique trop faible... En revanche, la 
multiplication simple des matrices MLMT demande un temps quasi-nul (les matrices sont 
creuses), à condition d'avoir des matrices de la même dimension. Dans notre problème, on 
choisit un maillage fin pour une bonne résolution : le nombre de nœuds N, défini par 
COMSOL Multiphysics, est alors, dans le cadre du modèle décrit ci-dessus, de l’ordre de 
12000 à 16000. Ce nombre de nœuds est déterminé automatiquement par le logiciel, il n’est 
pas accessible à l’utilisateur, et nous ne pouvons pas imposer N = 2n. C’est pourquoi nous 
effectuons une troncature des matrices afin d’obtenir 2n nœuds, de la manière suivante : 
Le nombre de nœuds N est différent selon la position de la source (Ns positions différentes) ou 
du détecteur (Nd détecteurs). Nous avons Ns+Nd géométries différentes, soit Ns+Nd maillages 
à générer. Notons Ni le nombre de mailles pour la géométrie i ; on choisit une matrice 
d’ondelettes de taille 2n, telle que 
i
n min2 < (Ni), ce qui donne n = 13, soit 2n = 8192 dans cet 
exemple. 
Nous choisissons donc d’effectuer une troncature des matrices L et q impliquées dans 
l’équation, afin d’avoir les mêmes dimensions que la matrice d’ondelettes, et ce de manière 
non pénalisante pour la résolution de l’équation : la matrice L sera réduite à 2n×2n pixels, et le 
vecteur q à 2n points. Pour cela, on fait un test sur les valeurs de la diagonale de L, en 
enlevant les points i pour lesquels Lii (c'est-à-dire la valeur de L sur le ie point de sa 
diagonale) est minimal. L’hypothèse faite ici est que les valeurs les plus faibles dans la 
matrice de rigidité L sont moins importants. Cela peut être justifié par la valeur des 
coefficients Lii de la matrice L, que l’on a exprimés dans l’Annexe B. En effet, on part du 
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principe qu’un coefficient sur la diagonale est d’autant plus fort que le volume de l’élément 
est petit (équation (B-13)). Le maillage en Eléments Finis étant naturellement plus fin autour 
des singularités, en particulier dans les ROIs, les coefficients enlevés sont donc ceux pour 
lesquels le maillage est défini plus grossièrement, donc dans des zones moins importantes. 
Ces hypothèses faites, on arrive à réduire le nombre de mailles à 8192, ceci pour chacune des 
positions de la source et chacun des détecteurs. 
Nous pouvons alors nous faire la remarque qu’un accès au contrôle de la génération du 
maillage initial pourrait nous permettre de choisir ce nombre de mailles dès le début, et 
s’affranchir d’un calcul matriciel assez lourd pour MATLAB… Mais COMSOL Multiphysics 
ne nous laisse pas la liberté de le faire, du moins dans la version actuelle et d’après les 
réponses données par le support informatique. 
Nous allons voir dans le paragraphe suivant qu’une autre spécificité de COMSOL 
Multiphysics nous oblige également à effectuer d’autres calculs algorithmiques 
intermédiaires. 
1.4.3 Renumérotation des nœuds 
Nous avons vu que la matrice L était traitée comme s’il s’agissait d’une image. Mais une 
image 2D est composée de pixels régulièrement disposés dans l’espace. Notre matrice de 
rigidité est composée de coefficients qui traduisent l’interaction entre les nœuds du maillage 
3D défini par la MEF. Le coefficient Lij de L donne la contribution du nœud i sur le nœud j 
(voir l’équation (B-13) de l’Annexe B). Mais ces nœuds ne sont pas forcément numérotés de 
façon régulière dans l’espace tridimensionnel. Si on veut assurer le meilleur résultat possible 
après la décomposition dans une base d’ondelettes, afin d’avoir la meilleure approximation 
possible comme on peut l’avoir avec une image régulière, il nous faut classer les nœuds du 
maillage de manière à ce qu’ils soient distribués le plus régulièrement possible, c’est-à-dire à 
ce que le nœud n°i et le nœud n°i+1 soient proches dans l’espace, quel que soit i. En effet, une 
image comporte de l’information contextuelle entre pixels voisins, et l’analogie de la matrice 
de rigidité avec une image nécessite donc des conditions similaires. Remarquons que la 
numérotation des nœuds n’a aucune influence sur le résultat, tant que l’on n’a pas fait de 
réduction de modèle, puisqu’il ne s’agit que d’échanger des lignes et des colonnes. Cette 
cohérence aura de l’importance lors de la décomposition en ondelettes. 
 67 
Afin d’optimiser la classification, on procède par couches horizontales successives, et on 
ordonne les nœuds dans chacune de ces couches de manière bien précise. Les 2 figures 
suivantes expliquent cette classification à partir d’un exemple très grossier : 
 
a) 
 
b) 
 
c) 
 
d) 
Figure 2.7. a) Objet étudié et noeuds définis par la MEF (points rouges) ; b) couches horizontales successives ; c) 
d) nœuds séparés dans chacune des couches (* dans la couche 1, ⁪ dans la couche 2, etc.). 
On définit donc C couches horizontales dans l’objet étudié, dont l’épaisseur est définie selon 
le nombre de nœuds dans le maillage. Les nœuds sont séparés en C groupes (Figure 2.7.b)) 
puis sont projetés selon un plan horizontal et classés dans ce plan selon une courbe continue 
(Figure 2.8) : 
 
 
 
x 
z 
y 
couche 1 
z 
couche C 
x 
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Figure 2.8. Classification optimale des noeuds dans une couche. 
Entre chaque couche horizontale, une continuité est également assurée. L’algorithme de 
maillage de COMSOL Multiphysics ne procède pas de cette manière. Ci-dessous un exemple 
simple de classification COMSOL Multiphysics à 2D, dans un plan (x,y) : 
 
indexation « COMSOL Multiphysics » : à chaque 
changement d’abscisse x, on a un saut en y. 
 
nouvelle indexation : les sauts sont restreints. 
Figure 2.9. Comparaison des numérotations des nœuds (exemple 2D). 
Après ce choix de renumérotation, les nœuds n°i et n°i+1 sont proches dans l’espace 
tridimensionnel, quel que soit i de 1 à N-1 (N étant le nombre de nœuds, soit la taille de la 
matrice de rigidité L). Cette nouvelle classification nous permet de justifier l’assimilation de 
la matrice de rigidité à une image 2D, puisque la cohérence spatiale est préservée. Cependant, 
remarquons que cette méthode n’est peut-être pas optimale : deux nœuds voisins dans 
l’espace peuvent se retrouver avec des numéros très éloignés (par exemple les nœuds n°1 et 
n°7 dans l’exemple ci-dessus) ; il faudrait trouver un algorithme de numérotation optimale, 
prenant en compte le maximum de voisinages dans la numérotation. Nous nous sommes 
cependant limités à la méthode décrite ici. 
On résout le système avec cette nouvelle indexation des nœuds. Après décomposition en 
ondelettes à l'échelle 21 (resp. 22 ; 23), on a deux fois moins de points dans la solution qu’à 
l’initialisation (resp. 4 fois ; 8 fois moins de points). Le problème est alors d’associer ces 
x 
 y 
x 
y 
x 
y 
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points à des coordonnées de nœuds. La solution choisie se résume ainsi, dans le cas du 
premier niveau d'approximation j = 1 : si on a 8 nœuds au départ, on n’en obtient plus que 4 : 












→


























'4
'3
'2
'1
8
7
6
5
4
3
2
1
 
 
Le résultat ua de l’équation (2-6) en « 1’ » est une approximation des résultats u de l’équation 
(2-1) en « 1 » et « 2 », « 2’ » de « 3 » et « 4 », etc. On fait une moyenne des coordonnées des 
nœuds « 1 » et « 2 » pour obtenir un nœud « fictif » « 1’ », que l'on choisit de situer entre ces 
2 nœuds d’origine. Pour les niveaux d'approximation supérieurs (j = 2 et 3), cela se passe de 
la même façon en moyennant les coordonnées de 4 ou 8 nœuds : 
 
Remarque : ce genre de traitement appliqué à un maillage, afin d’améliorer la cohérence dans 
l’ordre des nœuds, a été étudié par M. Isenburg et P. Lindstrom dans [Isenburg2005]. 
1.5 Justification de la réduction de modèle 
1.5.1 Justification de ce maillage réduit 
Ce que nous venons de présenter amène naturellement à la remarque suivante : globalement, 
utiliser les ondelettes sur un maillage fin aboutit à un maillage plus grossier. Remarquons 
alors que nous pourrions tout aussi bien définir directement un maillage grossier dans 
COMSOL Multiphysics. Cependant, cette manière de réduire le modèle avec des ondelettes, 
par rapport à l’utilisation d’un maillage grossier, a l’avantage d’éviter le phénomène 
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d’aliasing. Ce phénomène, appelé aussi crénelage ou repli de spectre, peut se produire au 
cours de l’échantillonnage d’un signal ou d’une image. Cet échantillonnage peut en effet ne 
pas respecter le théorème de Nyquist-Shannon. Dans le domaine de l’imagerie, la 
conséquence peut être un crénelage lorsque l’on redimensionne une image. On a alors un effet 
de pixellisation, ou aliasing, sur les bordures entre objets, plus ou moins marqué. Voici une 
illustration de l’avantage des ondelettes de Haar par rapport à un échantillonnage simple : 
a) 
b) e) 
c) f) 
d) g) 
Figure 2.10. a) Image originale ; b) c) d) approximations successives de l’image par décomposition en ondelettes 
de Haar ; e) f) g) approximations successives de l’image par échantillonnage. 
 71 
Nous voyons sur l’exemple ci-dessus qu’un échantillonnage de l’image aboutit à ce 
phénomène de pixellisation : l’image est crénelée ; la décomposition en ondelettes, en 
revanche, permet un meilleur lissage des approximations de l’image. Dans notre cas, nous 
pouvons illustrer cet avantage de la manière suivante : reprenons la figure 1.8 utilisée dans la 
Partie 1 pour illustrer les méthodes numériques : 
 
La courbe rouge illustre le résultat obtenu avec un maillage grossier, la courbe verte avec un 
maillage fin (2 fois plus de nœuds dans le maillage). Grossièrement, la méthode utilisée dans 
cette Partie consiste non pas à prendre un nœud sur 2 (en oubliant l’autre nœud et les 
informations qu’il contient), mais à prendre en compte puis à moyenner (grâce aux ondelettes 
de Haar) l’effet de l’opérateur de diffusion sur 2 nœuds voisins d’un maillage fin. Ce qui 
permet de s’affranchir de cet effet d’aliasing. Attention, le fait de définir un maillage grossier 
dès le début, n’est pas équivalent à prendre un nœud sur 2 dans un maillage fin, donc 
l’analogie n’est pas exacte. Cependant, nous faisons l’hypothèse que la réduction du nombre 
de nœuds effectuée avec des ondelettes est intéressante, dans le sens où ce n’est pas un simple 
échantillonnage de la matrice de rigidité, mais un moyennage des informations données par 
un maillage fin ; lors de cette réduction, on n’enlève pas radicalement la moitié des 
informations, mais uniquement des détails jugés négligeables (ce que nous allons voir dans la 
section 1.5.3), ce qui permet de garder l’essentiel de ces informations. 
1.5.2 Conditionnement des matrices 
Une donnée importante à vérifier est le conditionnement des matrices. En effet, la matrice de 
rigidité L ne doit pas être trop mal conditionnée afin d'optimiser la résolution de l’équation 
(2-1), et ensuite de favoriser la reconstruction. Le conditionnement traduit la sensibilité d’une 
matrice à une perturbation. Il est égal au rapport de la plus grande valeur propre avec la plus 
petite [Lascaux1998]. Plus ce rapport est proche de 1, meilleur est le conditionnement et plus 
l’inversion de la matrice se fera de façon robuste. 
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Dans nos données, que ce soit dans les simulations ou l’expérience (Chapitre 2), la matrice de 
rigidité générée par les Eléments Finis n’est pas bien conditionnée. Le fait de la décomposer 
dans une base d’ondelettes et d’extraire son approximation ne dégrade pas ce 
conditionnement, et l'améliore même légèrement. En voici un exemple, obtenu à partir du 
modèle défini dans la section 1.4.1 : 
L 
La 
2.105 
4.2.104 
Tableau 2.1. Conditionnement des matrices (L = matrice de rigidité; La = sa 1ère approximation). 
1.5.3 Justification de la réduction par des ondelettes de Haar 
La réduction de modèle appliquée dans ce travail est justifiée grâce aux propriétés de la 
matrice de rigidité L. Celle-ci, définie par les Eléments Finis, est creuse, symétrique et quasi-
diagonale. Nous pouvons même faire l’hypothèse d’une matrice à diagonale dominante (voir 
l’Annexe B). Les détails verticaux et horizontaux obtenus après projection dans la base 
d’ondelettes sont alors négligeables, et on peut réduire la dimension du système à résoudre. 
Nous avons, au premier degré d'approximation : 






=
dh
va
LL
LL
MLM T  
 
(2-7) 
où La est l’approximation de L, et Lv (resp. Lh, Ld) sont les détails verticaux (resp. 
horizontaux, diagonaux). 
L’équation (2-5) peut s’écrire : 
' ' '
a v a a
h d d d
    
= ⇔ = ⇔ =    
    
T L L u qMLM Mu Mq L u q
L L u q
 
 
(2-8) 
où ua est l’approximation et ud les détails de l’inconnu u, et qa est l’approximation et qd les 
détails du vecteur q. 
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(2-9) 
Nous allons montrer au travers de quelques exemples (car il est difficile de le démontrer de 
manière exacte : on peut toutefois se référer au livre de S. Mallat [Mallat1999] pour les 
calculs d'approximations en multirésolution : chapitre IX Guide de l'Approximation) que ces 
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deux équations sont quasiment identiques, et qu’ainsi on peut faire l’hypothèse d’une 
redondance d’informations. 
• Exemple 1 : soit une matrice (très simple) diagonale 












=
d
c
b
a
000
000
000
000
L . La matrice 
d’ondelettes de Haar à l'échelle 21 correspondant à cette dimension 4×4 s’écrit 
2
1
1100
0011
1100
0011
×












−
−
=M . 
La projection s’écrit 





=
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





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


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+−
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=××=
dh
vaT
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LL
LL
MLML
2
0
2
0
0
2
0
2
2
0
2
0
0
2
0
2
' , et donc 
la matrice d’approximation da dc
ba
LL =










+
+
=
2
0
0
2
, ce qui correspond à un moyennage 
des valeurs de la diagonale 2 par 2. 
Les détails verticaux et horizontaux sont 










−
−
==
2
0
0
2
dc
ba
vh LL , ce qui correspond à la 
différence des valeurs de la diagonale 2 par 2. Deux points importants sont à remarquer ici : 
- suite à la réindexation des nœuds que nous effectuons (voir la section 1.4.3), deux 
valeurs successives sur la diagonale sont proches, puisqu’ils sont relatifs à deux nœuds 
proches dans l’espace ; ainsi a-b et c-d sont petits ; 
- Ld = La dans le cas d’une matrice diagonale : les détails diagonaux sont égaux à 
l’approximation. Comme L est à diagonale dominante, on va pouvoir se baser là-
dessus pour expliquer la redondance, au travers de l’exemple 3 plus représentatif. 
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Remarque : nous pouvons dans ce cas très simple comparer le conditionnement des matrices ; 
en effet, supposons que a>b>c>d ; le conditionnement de L vaut : ( ) aCond
d
=L  ; celui de La 
vaut : 
1
( )
1
a
b
a b a aCond
cc d d
d
 
+ +
= =  
+  +
 
L  ; or on a 1b c
a d
< <  ; ce qui donne 
1
1
1
b
a
c
d
+
<
+
 et ainsi 
Cond(La)<Cond(L). Dans notre cas, L n’est pas une matrice purement diagonale, mais sa 
forme permet d’avoir un résultat similaire. 
• Exemple 2 (illustratif) : si nous avons une matrice de la forme 












=
000
000
000
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d
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b
a
L , c’est-à-
dire avec un motif vertical et non diagonal, la transformée en ondelettes de L donne 
va dc
ba
LL =


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
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+
+
=
0
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2
 et dh dc
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




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


−
−
=
0
2
0
2
 (on note des valeurs absolues, car c’est ± 
la valeur selon la position du motif vertical). Dans ce cas, on voit que ce sont les détails 
verticaux qui sont égaux à l’approximation, et les détails horizontaux et diagonaux qui sont 
négligeables. 
• Exemple 3 : étudions maintenant une matrice à diagonale dominante, cas plus proche de 
notre problème : soit 

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=
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L  : des termes hors-diagonaux mais proches de la 
diagonale sont rajoutés (notons bien que la matrice est symétrique comme la matrice de 
rigidité). Ces termes, a’, b’ et c’, sont petits devant a, b, c et d. La projection de L dans la base 
d’ondelettes M donne : 
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Dans ce cas, on peut faire l’approximation ad LL ≈  puisque les valeurs a’, b’ et c’ sont 
faibles par rapport à a, b, c et d. 
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Pour illustrer cette approximation, nous avons tracé les spectres des matrices concernées. Un 
premier exemple est construit à partir d’une matrice de rigidité de taille 256×256 : 
 
a) 
 
b) 
 
c) 
 
d) e) 
 
f) 
Figure 2.11. Exemple d’une décomposition en ondelettes d’une matrice de rigidité et comparaison des spectres ; 
a) matrice originale ; b) matrice d’approximation ; c) matrice des détails verticaux ; d) spectre de la matrice 
originale ; e) spectre de la matrice d’approximation ; f) spectre de la matrice des détails verticaux. 
Cet exemple montre que les valeurs propres de la matrice originale et de la matrice 
d’approximation sont comparables, tandis que les valeurs propres de la matrice des détails 
verticaux sont beaucoup plus faibles. 
Voici un autre exemple de spectres obtenus à partir du modèle demi-cylindrique, où la matrice 
de rigidité est de taille 8192×8192 : 
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Figure 2.12. Comparaison des spectres de la matrice de rigidité (en bleu), de son approximation (en noir), de ses 
détails diagonaux (points roses), et de ses détails verticaux / horizontaux (en vert). 
Dans cet exemple aussi le spectre de l’approximation est assez proche de celui de la matrice 
originale. Ce qui est intéressant à voir, c’est la superposition des courbes noire et rose, en 
particulier au niveau des plus grandes valeurs propres. 
Remarquons, au travers de ces 2 exemples, que les valeurs propres les plus élevées de La sont 
plus faibles que celles de L, tandis que les valeurs propres les plus petites sont du même ordre 
de grandeur : ce qui conduit à un conditionnement meilleur pour La. 
Dans notre calcul, au vu des valeurs propres de ces différentes matrices, on néglige les 
matrices de détails verticaux et horizontaux Lv et Lh, et on fait l’approximation ad LL ≈ . 
Nous pouvons donc écrire : 
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 revient à cette approximation près à 
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quL
 
Et comme da qq =  (voir section 1.3), il y a redondance, donc autant ne résoudre que 
l’unique équation aaa quL ≈ . 
Nous avons donc, par une analyse empirique à base de configurations types, apporté une 
justification quantitative au fait que les détails sont négligés. Elle est d’autant plus valable que 
la matrice L est à diagonale dominante, comme le montre l’Annexe B. Nous allons 
maintenant appliquer cette méthode à des exemples concrets. 
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2  
Chapitre 2 
 
Simulations et validation 
expérimentale : résultats et discussion 
 
2.1 Introduction 
Ce chapitre est consacré à la présentation des résultats obtenus sur des simulations et sur une 
expérience, où un objet de taille similaire à celle de la souris est considéré, contenant des 
inclusions fluorescentes à reconstruire. Dans un premier temps, on effectue des comparaisons 
du problème direct ; puis les résultats après la reconstruction seront présentés. Le nombre 
d’opérations sera ensuite estimé afin de quantifier le gain de temps dû à la réduction de 
modèle. 
Les étapes de ces résultats se résument de la manière suivante : 
- Dans le cas des simulations, on utilise le logiciel COMSOL Multiphysics pour simuler 
les mesures de fluorescence, à savoir mesuréemu . Dans le cas de l’expérience, on mesure 
mesurée
mu  
ainsi que la mesure d’excitation mesuréexu , utile pour normaliser (voir la Partie 1 Chapitre 1 
section 1.1.2, puis la section 2.3). Remarque : la normalisation est inutile dans le cas des 
simulations, puisqu’il n’y a pas d’hypothèse d’homogénéités à contrecarrer (elles sont prises 
en compte dans les données simulées) [Ntziachristos2001]. Nous verrons plus en détails les 
aspects de cette normalisation dans la section de la validation expérimentale 2.3. 
- Les deux équations (1-40) du problème direct sont résolues à l’aide du même logiciel 
d’Eléments Finis, pour chacune des positions de la source dans le cas de ux, et pour chacun 
des détecteurs dans le cas de gmm. Cette résolution se fait, de manière parallèle, sans réduction 
de modèle pour différents niveaux de finesse du maillage, et avec réduction de modèle pour 
différents niveaux d’approximation (j = 1 à 3). Un exemple de comparaison entre ces résultats 
de problème direct sera présenté. 
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- La grille des résultats est homogénéisée : on définit un maillage régulier commun, 
cubique, de Nc nœuds, sur lequel on extrapole les résultats du problème direct. En effet, 
différents maillages d’Eléments Finis, un pour chaque source et pour chaque détecteur, ont été 
définis par le logiciel COMSOL Multiphysics lors de la résolution du problème direct ; afin 
d’homogénéiser les résultats avant de reconstruire, ils sont donc extrapolés sur cette grille 
uniforme commune (la valeur du nombre de points Nc reste la même, quel que soit le maillage 
initial choisi et quel que soit le degré d'approximation des ondelettes) : 
  
 
 
 
 
Figure 2.13. Extrapolation des résultats obtenus d’un maillage MEF sur une grille uniforme commune (exemple 
2D). 
- On effectue ensuite la reconstruction, c’est-à-dire l’estimation de la concentration en 
fluorophores dans tout l’objet, par la méthode ART (Partie 1 section 2.4.2). 
2.2 Simulations 
Cinq simulations ont été étudiées. Le but de ces simulations est de tester la robustesse de 
l’algorithme vis-à-vis de diverses situations, que l’on cherche à rapprocher d’une situation 
réelle, c’est-à-dire la souris. Dans le cas réel, plusieurs paramètres sont à prendre en compte, 
en particulier : 
- la complexité de la géométrie (contours irréguliers), 
- l’inhomogénéité des paramètres physiques à l’intérieur, 
- le bruit des mesures expérimentales. 
Les cinq simulations vont donc introduire progressivement ces trois aspects : les deux 
premières simulations mettent en jeu tout d'abord une géométrie très simple, un 
parallélépipède, puis les trois suivantes une géométrie plus complexe, proche d’un demi-
cylindre ; dans le cas du parallélépipède, le cas homogène est étudié, puis une inhomogénéité 
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est introduite : on place une zone à l’intérieur de l’objet où l’absorption est beaucoup plus 
forte que dans le reste ; enfin, dans le cas du demi-cylindre, du bruit de mesure est également 
introduit. Dans chacun des cas, les fluorophores à reconstruire sont simulés à l’intérieur de 
deux capillaires de forme cylindrique allongée. 
Les cinq simulations étudiées sont donc : 
1. un parallélépipède avec 2 capillaires de fluorophores ; 
2. un parallélépipède avec 2 capillaires de fluorophores et une zone absorbante ; 
3. un demi-cylindre (défini dans le Chapitre 1) avec 2 capillaires de fluorophores et 
une zone absorbante ; 
4. un demi-cylindre avec 2 capillaires de fluorophores et du bruit de mesure ; 
5. un demi-cylindre avec 2 capillaires de fluorophores, une zone absorbante et du 
bruit de mesure. 
Pour obtenir les signaux de mesures de fluorescence simulés, on utilise COMSOL 
Multiphysics, avec Ns = 1010 positions de source dans le plan horizontal inférieur du 
parallélépipède (Ns = 912 pour le demi-cylindre), et Nd = 1212 détecteurs dans le plan 
horizontal supérieur (Nd = 1616 sur la surface supérieure du demi-cylindre). 
Une fois les Ns + Nd équations du problème direct résolues (par COMSOL Multiphysics), la 
reconstruction se fait par la méthode ART (voir Partie 1 section 2.4.2). 
2.2.1 Parallélépipède sans zone absorbante 
Parallélépipède Demi-cylindre Zone absorbante Bruit de mesure 
×    
 
Pour les deux premières simulations, nous avons construit un parallélépipède dans COMSOL 
Multiphysics, de dimensions L = 4 cm × l = 3 cm × h = 2.6 cm (Figure 2.14). Deux tubes 
remplis de fluorophores sont simulés à l’aide de deux cylindres fins, de diamètre 1 mm et de 
longueur 2 cm, placés à une hauteur zc = 0.5 cm. 
La constante de diffusion du milieu est D = 0.03 cm, le coefficient d’absorption est µa = 0.2 
cm-1. Dans la 2e simulation, une zone absorbante sera insérée (section 2.2.2) (la première met 
en œuvre le parallélépipède sans zone absorbante). 
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a) 
 
b) 
Figure 2.14. Schéma du parallélépipède simulé ; a) en bleu : 2 zones fluorescentes de longueur 2 cm (entre y = 0 
et y = 2), situées en x = 1 cm et x = 3 cm, et zc = 0.5 cm ; en rouge : zone absorbante; b) positions de la source 
(en rouge) et des détecteurs (en bleu). 
Dans le cas de ce parallélépipède, le nombre de nœuds définis par les Eléments Finis est de 
214 = 16384 nœuds. La réduction de modèle à l'échelle 21 donnera donc 213 = 8192 nœuds, 212 
= 4096 pour l'échelle 22 et 211 = 2048 pour l'échelle 23. 
Comme pour chacune des simulations présentées ainsi que pour la validation expérimentale, 
ux et gmm sont calculées sans réduction de modèle à 4 niveaux de finesse du maillage, puis 
avec réduction de modèle à 3 niveaux d'approximation. 
La 1ère figure (figure 2.15) présentée est une comparaison des modèles directs obtenus, c’est-
à-dire une coupe de la valeur de ux pour une source donnée dans les 7 cas suivants : 
o sans réduction de modèle ; 
o avec réduction de modèle échelle 21 pour le calcul de ux et gmm ; 
o avec réduction de modèle échelle 22 pour le calcul de ux et gmm ; 
o avec réduction de modèle échelle 23 pour le calcul de ux et gmm ; 
o sans réduction de modèle mais avec un maillage grossier équivalent (c'est-à-
dire avec environ le même nombre de nœuds) à celui obtenu avec la réduction 
de modèle échelle 21 (pour une comparaison immédiate avec / sans réduction 
de modèle, à taille de maillage équivalente) ; 
o sans réduction de modèle mais avec un maillage grossier équivalent à celui 
obtenu avec la réduction de modèle échelle 22 ; 
z 
y 
x 
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o sans réduction de modèle mais avec un maillage grossier équivalent à celui 
obtenu avec la réduction de modèle échelle 23 ; 
 
Figure 2.15. Valeur de ux obtenue pour la position de source (x~2 cm, y~1.5 cm), sur une coupe y = 1.32 cm, z = 
0.5778 cm ; Courbes pleines : sans réduction de modèle (noire : maillage normal ; bleue : maillage grossier 
équivalent échelle 21 ; rouge : maillage grossier équivalent échelle 22 ; vert : maillage grossier équivalent échelle 
23) ; Courbes en pointillés : avec réduction de modèle (bleue : échelle 21 ; rouge : échelle 22 ; vert : échelle 23). 
Nous voyons sur cette comparaison, d’une part, qu’un maillage grossier dans COMSOL 
Multiphysics fait diverger le résultat (pics plus élevés) ; d’autre part, que plus le niveau 
d’approximation est important, plus le résultat obtenu avec les ondelettes est d’amplitude 
faible. Ondelettes et maillage grossier ont donc un effet contraire. 
Cela peut s’expliquer par la définition du terme-source, problème très délicat dans COMSOL 
Multiphysics : en effet, le terme-source q est défini comme une fonction de Dirac : la fonction 
source s’écrit ( ) ( ) ( )q q δ= −∫s sr r r r , c’est-à-dire qu’en Eléments Finis, la discrétisation de q 
donne le vecteur q, qui est égal à un vecteur nul sauf au nœud défini par le point-source où il 
vaut 1 (si on choisit une intensité q = 1). Lorsque l’équation Lu = q est décomposée en 
ondelettes, ce vecteur q donne un vecteur d’approximation qa (équation 2-6) d’intensité 2-j/2. 
La matrice d’approximation La perd également en énergie après décomposition (cela peut se 
voir sur les spectres de la figure 2.12, où le rapport entre la plus grande valeur propre de L et 
celle de La est de l’ordre de 2j/2 (j = 1 dans le cas de la figure)). Globalement, le résultat ux 
perd aussi de l’énergie, d’autant plus que l’approximation est importante. En revanche, dans 
le cas d’un maillage grossier, le calcul se fait en gardant une intensité de la source q = 1, alors 
que les mailles sont plus grosses : 
x 
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Figure 2.16. Schématisation de la fonction source en fonction du maillage ; en noir : fonction source sur un 
maillage fin ; en rouge : fonction source sur un maillage grossier. 
Sur ce schéma, nous voyons que l’aire définie par la courbe rouge (maillage grossier) est 
beaucoup plus importante que celle définie par la courbe noire : c’est-à-dire que l’information 
donnée sur la source n’est pas la même. La résolution de l’équation Lu = q en tiendra compte, 
et comme q contient plus d’énergie dans le cas d’un maillage grossier, u sera également plus 
élevée. La prise en compte des volumes des éléments autour de la source permettrait de 
quantifier réellement l’intensité de la source en fonction de ces volumes. Mais nous avons 
préféré nous abstraire de ce calcul fastidieux (il faudrait calculer et prendre en compte le 
volume de chacun des Eléments Finis contenant la source), en nous limitant à l’aspect 
qualitatif, qui nous donne une information suffisamment importante sur le paramètre β(r), 
même si l’on reste en unités arbitraires. 
Cela nous conduit à ne pas prendre en compte les aspects quantitatifs des résultats dans tout 
ce qui va suivre, mais de comparer uniquement les qualités obtenues. On raisonnera donc en 
unités arbitraires. 
Présentons maintenant les résultats de la reconstruction du paramètre β(r), proportionnel à la 
concentration en fluorophores. 
• Tout d’abord, nous présentons la reconstruction en fluorescence dans des images 3D. Les 4 
couleurs visibles représentent respectivement 30% (bleu), 50% (vert), 70% (orange) et 90% 
(rouge) de l’intensité totale reconstruite. Nous avons testé différents niveaux de résolution 
d'approximation (échelles 21 à 23), ainsi 4 cas sont présentés, comme sur la figure 2.15 : 
o sans réduction de modèle ; 
o avec réduction de modèle échelle 21 pour le calcul de ux et gmm ; 
o avec réduction de modèle échelle 22 pour le calcul de ux et gmm ; 
o avec réduction de modèle échelle 23 pour le calcul de ux et gmm ; 
Source ponctuelle 
q = 1 
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Sur ces figures, les croix rouges symbolisent les positions de la source, les points bleus celles 
des détecteurs ; nous expliciterons également les résultats en 3D dans les 3 cas suivants : 
o sans réduction de modèle mais avec un maillage grossier équivalent à celui 
obtenu avec la réduction de modèle échelle 21 ; 
o sans réduction de modèle mais avec un maillage grossier équivalent à celui 
obtenu avec la réduction de modèle échelle 22 ; 
o sans réduction de modèle mais avec un maillage grossier équivalent à celui 
obtenu avec la réduction de modèle échelle 23 ; 
 
 
 
a) 
 
 
 
b) 
 
c) 
 
d) 
 
e) 
 
f) 
 
g) 
Figure 2.17. Résultats 3D normalisés (30% à 90% de l’intensité maximale reconstruite) : a) sans réduction de 
modèle ; b) réduction de modèle échelle 21 pour ux et gmm ; c) réduction de modèle échelle 22 pour ux et gmm ; d) 
réduction de modèle échelle 23 pour ux et gmm ; e) sans réduction de modèle avec un maillage grossier équivalent 
à l'échelle 21 ; f) maillage grossier équivalent échelle 22 ; g) maillage grossier équivalent échelle 23. 
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Nous pouvons observer que les résultats obtenus avec les maillages grossiers (Figure 2.17 e) 
f) g)) sont plus étalés que ceux avec les ondelettes (Figure 2.17 b) c) d)), dans le sens de la 
hauteur. Les ondelettes semblent donc apporter une meilleure résolution dans le sens vertical 
que l'utilisation d'un maillage grossier, ce qui se confirme sur les coupes de la figure 2.18. 
• Nous présentons dans un second temps des coupes en 2D, c'est-à-dire une coupe de la 
distribution de fluorescence reconstruite sur des plans horizontaux, pour les mêmes 4 premiers 
cas étudiés précédemment : 
 
a) 
 
b) 
 
c) 
 
d) 
Figure 2.18. Résultats 2D (plans horizontaux z = 0.01 cm à 2.59 cm) : a) sans réduction de modèle ; b) réduction 
de modèle échelle 21 pour ux et gmm ; c) réduction de modèle échelle 22 pour ux et gmm ; d) réduction de modèle 
échelle 23 pour ux et gmm. 
Les images en 2D (figure 2.18) et 3D (figure 2.17) de la distribution du paramètre β, 
proportionnelle à la concentration en fluorophores, sont représentées selon des niveaux de 
couleur dans les figures de résultats (unités arbitraires) : pour une meilleure comparaison 
qualitative, les résultats 3D sont normalisés, c’est-à-dire que les 4 niveaux de couleur 
représentent de 30% à 90% de la concentration maximale reconstruite ; les résultats 2D ne 
y x 
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sont en revanche pas normalisés, ce qui permet de se rendre compte du rapport d’intensité 
entre chacun des cas ; les résultats sont représentés sur des échelles différentes selon le cas : 
en effet, le paramètre β reconstruit avec les ondelettes est, la plupart du temps, beaucoup plus 
important que sans réduction de modèle (ceci est dû à la perte d’énergie dans le problème 
direct, comme explicité ci-dessus ; nous en discuterons dans la section 2.5) ; ainsi, pour 
visualiser ces coupes, l’échelle de la fluorescence reconstruite (visible sur chacune des 
figures) est choisie généralement beaucoup plus large dans le cas des ondelettes. 
• Voici maintenant des critères visuels, c'est-à-dire des coupes dans le sens de la largeur 
(figure 2.19), traversant les capillaires de fluorophores en leur milieu ; elles permettent de voir 
la fluorescence reconstruite en 1D, et de comparer les résultats, en particulier concernant la 
finesse horizontale des capillaires de fluorescence reconstruits. 
 
Figure 2.19. Schéma du parallélépipède simulé, et de la coupe effectuée selon un axe X au centre des capillaires, 
pour le critère visuel. 
4 courbes sont représentées, pour chacun des 3 niveaux d'approximation (figure 2.20) : 
o capillaires théoriques (tels qu’ils ont été simulés ou construits) ; 
o résultat sans réduction de modèle ; 
o résultat avec réduction de modèle ; 
o résultat sans réduction de modèle mais avec un maillage aussi grossier que 
celui obtenu avec réduction de modèle. 
Ces critères sont normalisés, c'est-à-dire que les maxima des courbes sont tous au même 
niveau, afin de mieux comparer la finesse des pics. 
x 
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Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~8192 nds) ; + rouges : avec ondelettes échelle 21 (8192 nds) 
 
a) 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~4096 nds) ; + rouges : avec ondelettes échelle 22 (4096 nds) 
 
b) 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~2048 nds) ; + rouges : avec ondelettes échelle 23 (2048 nds) 
 
c) 
Figure 2.20. Résultats dans la coupe horizontale x : a) niveau d'approximation 1 ; b) niveau d'approximation 2 ; 
c) niveau d'approximation 3. 
Dans cette direction, les résultats obtenus avec les ondelettes ne sont pas vraiment 
convaincants à l'échelle 21 (les ondelettes n'apportent aucun avantage par rapport à un 
Concentration en 
fluorophores 
(unités arbitraires) 
x 
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maillage grossier), et très moyens pour les échelles 22 et 23 : nous observons par exemple une 
perte d’intensité dans la reconstruction du capillaire de droite par rapport au capillaire de 
gauche (figure 2.20 b) et c)) : en effet, on voit sur la figure 2.19 b) c) et d) que ce capillaire 
n’est pas bien reconstruit dans la direction y : il n’est pas assez long, en comparaison du 
résultat obtenu sans réduction de modèle (figure 2.19 a)). Nous avons ici une simulation très 
simple où un maillage d’Eléments Finis très grossier donne toujours une bonne reconstruction 
(les courbes vertes et magentas sont superposées même avec un maillage de 211 = 2048 
nœuds), et où la réduction de modèle semble alors superflue. Retenons ici une dégradation par 
les ondelettes dans le plan horizontal (en x), mais une amélioration dans le sens vertical (en 
z), ce qui s’observe au travers des figures 3D. 
2.2.2 Parallélépipède avec zone absorbante 
Parallélépipède Demi-cylindre Zone absorbante Bruit de mesure 
×  ×  
 
Une inhomogénéité est introduite ici : dans une zone de forme cylindrique, à l’intérieur de 
l’objet, le coefficient d’absorption est supposé avoir une valeur 10 fois plus grande que celle 
du reste de l’objet (soit µa = 2 cm-1). 
Les résultats présentés sont de la même forme que pour la simulation précédente : 
comparaison dans les résultats du problème direct, résultats 3D, coupes 2D, et critères 1D. 
 
Figure 2.21. Valeur de ux obtenue pour la position de source n°45, sur une coupe y = 1.32 cm, z = 0.5778 cm ; 
Courbes pleines : sans réduction de modèle (noire : maillage normal ; bleue : maillage grossier équivalent échelle 
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21 ; rouge : maillage grossier équivalent échelle 22 ; vert : maillage grossier équivalent échelle 23) ; Courbes en 
pointillés : avec réduction de modèle (bleue : échelle 21 ; rouge : échelle 22 ; vert : échelle 23). 
 
 
 
a) 
 
 
 
b) 
 
c) 
 
d) 
 
e) 
 
f) 
 
g) 
Figure 2.22. Résultats 3D normalisés (30% à 90% de l’intensité maximale reconstruite) : a) sans réduction de 
modèle ; b) réduction de modèle échelle 21 pour ux et gmm ; c) réduction de modèle échelle 22 pour ux et gmm ; d) 
réduction de modèle échelle 23 pour ux et gmm ; e) sans réduction de modèle avec un maillage grossier équivalent 
à l'échelle 21 ; f) maillage grossier équivalent échelle 22 ; g) maillage grossier équivalent échelle 23. 
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a) 
 
b) 
 
c) 
 
d) 
Figure 2.23. Résultats 2D (plans horizontaux z = 0.01 cm à 2.59 cm) : a) sans réduction de modèle ; b) réduction 
de modèle échelle 21 pour ux et gmm ; c) réduction de modèle échelle 22 pour ux et gmm ; d) réduction de modèle 
échelle 23 pour ux et gmm. 
Comme dans la simulation précédente, on voit qu'une modélisation avec des maillages 
grossiers (figure 2.23 e) f) g)) donne, après reconstruction, des capillaires plus étalés dans le 
sens de la hauteur, qu'une modélisation avec réduction de modèle (figure 2.23 b) c) d)). 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~8192 nds) ; + rouges : avec ondelettes échelle 21 (8192 nds) 
 
a) 
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Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~4096 nds) ; + rouges : avec ondelettes échelle 22 (4096 nds) 
 
b) 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~2048 nds) ; + rouges : avec ondelettes échelle 23 (2048 nds) 
 
c) 
Figure 2.24. Résultats dans la coupe horizontale x : a) niveau d'approximation 1 ; b) niveau d'approximation 2 ; 
c) niveau d'approximation 3. 
Avec un maillage grossier (courbe magenta) dans le problème direct, les capillaires 
reconstruits sont plus étalés dans le sens horizontal en x, tandis que les ondelettes n’ont pas 
cet effet-là sur la reconstruction. Cela est surtout visible au niveau d'approximation 2. Le fait 
d’avoir introduit une inhomogénéité détériore un résultat classique obtenu par un maillage 
grossier ; la réduction de modèle, sans donner un résultat excellent, permet toutefois de 
conserver la finesse des capillaires que l’on a avec un maillage fin, et même de l’améliorer 
(figure 2.24.b)) : le capillaire de droite est reconstruit de manière plus fine avec la courbe 
rouge qu’avec les courbes verte et magenta). Cependant, on observe encore une perte 
d’intensité pour le capillaire de droite par rapport au capillaire de gauche : sa longueur n’est 
pas suffisamment bien reconstruite. 
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2.2.3 Demi-cylindre avec zone absorbante 
Les 3 simulations suivantes sont effectuées à partir de la construction d’un objet semi-
cylindrique (ce qui rajoute une contrainte de complexité géométrique par rapport au 
parallélépipède, et qui se rapproche de la forme d’un thorax de souris). Ce demi-cylindre, 
décrit dans la section 1.4.1, a exactement les mêmes dimensions que celui que l’on a construit 
pour l’expérience, et dont les résultats seront exposés dans la section 2.3. Une zone 
absorbante est insérée de la même manière qu’avec le parallélépipède. Les paramètres sont les 
mêmes que dans le cas du parallélépipède (voir la section 2.2.1), et les capillaires, situés à la 
hauteur zc = 1.25 cm, sont de diamètre 1 mm et de longueur 2.4 cm (ils touchent également la 
surface verticale visible, comme dans le cas du parallélépipède). 
 
Figure 2.25. Schéma du demi-cylindre simulé ; en bleu : 2 zones fluorescentes ; en rouge : zone absorbante. 
Dans le cas du demi-cylindre, le nombre de nœuds définis par les Eléments Finis est de 213 
nœuds. La réduction de modèle à l'échelle 21 (22, 23) donnera donc 212 (211, 210) nœuds. 
Parallélépipède Demi-cylindre Zone absorbante Bruit de mesure 
 × ×  
 
x 
z 
y 
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Figure 2.26. Valeur de ux obtenue pour la position de source n°54, sur une coupe y = -0.8 cm, z = 0.8333 cm ; 
Courbes pleines : sans réduction de modèle (noire : maillage normal ; bleue : maillage grossier équivalent échelle 
21 ; rouge : maillage grossier équivalent échelle 22 ; vert : maillage grossier équivalent échelle 23) ; Courbes en 
pointillés : avec réduction de modèle (bleue : échelle 21 ; rouge : échelle 22 ; vert : échelle 23). 
Dans ce résultat du problème direct, le maillage grossier sans ondelettes semble aplatir le pic, 
tandis qu’un maillage grossier créé par les ondelettes permettent de conserver la finesse. 
 
 
 
a) 
 
 
 
b) 
 
c) 
 
d) 
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e) 
 
f) 
 
g) 
Figure 2.27. Résultats 3D normalisés (30% à 90% de l’intensité maximale reconstruite) : a) sans réduction de 
modèle ; b) réduction de modèle échelle 21 pour ux et gmm ; c) réduction de modèle échelle 22 pour ux et gmm ; d) 
réduction de modèle échelle 23 pour ux et gmm ; e) sans réduction de modèle avec un maillage grossier équivalent 
à l'échelle 21 ; f) maillage grossier équivalent échelle 22 ; g) maillage grossier équivalent échelle 23. 
Les capillaires resconstruits avec réduction de modèle sont plus concentrés au niveau de la 
surface verticale (la couleur rouge est visible) que ceux reconstruits sans ondelettes : cela 
reflète bien les données simulées, puisque les capillaires sont adjacents à cette surface. Ils sont 
cependant assez déformés, surtout dans le cas de l'échelle 23, bien que le problème direct ait 
donné un résultat plutôt bon dans le cas de cette approximation. 
 
a) 
 
b) 
 
c) 
 
d) 
Figure 2.28. Résultats 2D (plans horizontaux z = 0 cm à 2.5 cm) : a) sans réduction de modèle ; b) réduction de 
modèle échelle 21 pour ux et gmm ; c) réduction de modèle échelle 22 pour ux et gmm ; d) réduction de modèle 
échelle 23 pour ux et gmm. 
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Les figures 2.27 et 2.28 montrent que plus l’approximation augmente, plus les capillaires sont 
reconstruits trop haut. Le 3e jeu d’images (figure 2.30) est une coupe représentant la 
fluorescence reconstruite selon un axe X (Figure 2.29) : 
 
Figure 2.29. Schéma du demi-cylindre simulé, et de la coupe effectuée selon un axe X au centre des capillaires, 
pour le critère visuel. 
 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~4096 nds) ; + rouges : avec ondelettes échelle 21 (4096 nds) 
 
a) 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~2048 nds) ; + rouges : avec ondelettes échelle 22 (2048 nds) 
 
b) 
x 
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Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~1024 nds) ; + rouges : avec ondelettes échelle 23 (1024 nds) 
 
c) 
Figure 2.30. Résultats dans la coupe horizontale x : a) niveau d'approximation 1 ; b) niveau d'approximation 2 ; 
c) niveau d'approximation 3. 
Au niveau de la finesse horizontale, la réduction de modèle aux niveaux j = 1 et 2 donne un 
résultat comparable à celui sans réduction de modèle. Au niveau d'approximation 1, le 
capillaire de gauche est légèrement affiné (Figure 2.30.a)), mais le capillaire de droite est 
reconstruit avec une intensité moins forte au niveau de la coupe. Dans le cas du niveau 
d’approximation j = 3, c’est le capillaire de gauche qui est moins bien reconstruit que celui de 
droite. 
2.2.4 Demi-cylindre avec bruit de mesure 
Parallélépipède Demi-cylindre Zone absorbante Bruit de mesure 
 ×  × 
 
Il est intéressant de tester la robustesse de notre réduction de modèle vis-à-vis du bruit de 
mesure. Introduisons tout d’abord les différents bruits, présents lors des expériences de 
tomographie optique : 
- le bruit de lecture, dû à la caméra : il suit une loi de Poisson, d’écart-type σ1 = 8 
électrons (8 e− ), que l'on peut approximer par une loi gaussienne ; il est indépendant 
de la position de la source et du détecteur ; 
- le bruit photonique, dû aux photoévénements (électrons générés par les photons) : il 
est issu d'une loi de Poisson, que l'on approxime par une loi normale de moyenne 
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)( −es  et d'écart-type = )( −es , avec )( −es  le signal considéré, exprimé en électrons ; 
avec la caméra utilisée lors de l’expérience, on a 4.2 e- par niveau de gris. 
- le bruit d’obscurité ; 
- le bruit de quantification. 
Ces deux derniers sont négligeables et non considérés ici. Le bruit de mesure que l’on 
introduit dans cette simulation est donc la somme des bruits photonique et de lecture. L’écart-
type final est 22
2
1 σσσ += . Si le signal est exprimé en niveaux de gris, noté s, puisque l’on 
a 4.2 e- par niveau de gris, alors 
2.4
2.482 ×+
=
s
σ . 
Après avoir ajusté le niveau d’énergie des signaux simulés (par comparaison avec des signaux 
expérimentaux), on met en place ce bruit (supposé gaussien) en l’additionnant aux signaux 
d’excitation et d’émission simulés par COMSOL Multiphysics. Puis on reconstruit, avec et 
sans réduction de modèle. 
 
 
 
Figure 2.31. Valeur de ux obtenue pour la position de source n°54, sur une coupe y = -0.8 cm, z = 0.8333 cm ; 
Courbes pleines : sans réduction de modèle (noire : maillage normal ; bleue : maillage grossier équivalent échelle 
21 ; rouge : maillage grossier équivalent échelle 22 ; vert : maillage grossier équivalent échelle 23) ; Courbes en 
pointillés : avec réduction de modèle (bleue : échelle 21 ; rouge : échelle 22 ; vert : échelle 23, ces 2 dernières 
étant zoomées sur la courbe de droite). 
Ces courbes montrent que, si le niveau d’approximation 1 donne un résultat proche de celui 
sans réduction de modèle, ce n’est pas le cas des niveaux 2 et 3 : en effet, on observe un 
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aplatissement important des courbes. Cette perte d’énergie n’est en revanche toujours pas 
observée avec les maillages grossiers : en effet les pics obtenus (courbes pleines rouge et 
verte) divergent de la solution obtenue avec un maillage fin ou peu grossier (courbes noire et 
bleue quasi-superposées). Les ondelettes donnent ici l’impression de lisser la courbe (de façon 
toutefois trop prononcée ici), tandis que le maillage grossier accentue les singularités (comme 
sur la figure 2.10) : on peut interpréter ce résultat comme un effet d’aliasing (voir la section 
1.5.1). 
 
 
 
a) 
 
 
 
b) 
 
c) 
 
d) 
 
e) 
 
f) 
 
g) 
Figure 2.32. Résultats 3D normalisés (30% à 90% de l’intensité maximale reconstruite) : a) sans réduction de 
modèle ; b) réduction de modèle échelle 21 pour ux et gmm ; c) réduction de modèle échelle 22 pour ux et gmm ; d) 
réduction de modèle échelle 23 pour ux et gmm ; e) sans réduction de modèle avec un maillage grossier équivalent 
à l'échelle 21 ; f) maillage grossier équivalent échelle 22 ; g) maillage grossier équivalent échelle 23. 
 98 
 
a) 
 
b) 
 
c) 
 
d) 
Figure 2.33. Résultats 2D (plans horizontaux z = 0 cm à 2.5 cm) : a) sans réduction de modèle ; b) réduction de 
modèle échelle 21 pour ux et gmm ; c) réduction de modèle échelle 22 pour ux et gmm ; d) réduction de modèle 
échelle 23 pour ux et gmm. 
 
Les coupes de la figure 2.33 montrent une concentration en fluorophores extrêmement forte 
dans le cas des niveaux d’approximation 2 et 3 (voir l’échelle). Cela est dû à la très faible 
valeur des résultats obtenus dans le problème direct (figure 2.31) ; en effet, l’équation de la 
reconstruction s’écrivant mesuréem mm xu g uβ
Ω
= ∫  (voir Partie 1), si ux et gmm ont de très faibles 
valeurs, la mesure mesuréemu étant fixée, le terme β aura donc tendance à prendre de grandes 
valeurs pour compenser. En revanche, si l’on s’affranchit des valeurs quantitatives, on 
observe des capillaires reconstruits plus longs dans le cas du niveau d’approximation 2, ce qui 
se rapproche donc plus des données. 
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Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~4096 nds) ; + rouges : avec ondelettes échelle 21 (4096 nds) 
 
a) 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~2048 nds) ; + rouges : avec ondelettes échelle 22 (2048 nds) 
 
b) 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~1024 nds) ; + rouges : avec ondelettes échelle 23 (1024 nds) 
 
c) 
Figure 2.34. Résultats dans la coupe horizontale x : a) niveau d'approximation 1 ; b) niveau d'approximation 2 ; 
c) niveau d'approximation 3. 
Cette simulation montre une assez bonne robustesse de la réduction de modèle au bruit. Même 
le niveau d'approximation 3 permet d’avoir une reconstruction cohérente et des capillaires 
plus fins que dans le cas d’un maillage grossier. On voit d'ailleurs sur les images 3D que les 
capillaires sont très concentrés dans le cas de la réduction de modèle aux niveaux 2 et 3. 
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L’effet de lissage dans le résultat du problème direct (figure 2.31) ne dégrade pas la finesse de 
la reconstruction, tandis que l’effet de divergence du pic du maillage grossier élargit les 
capillaires reconstruits. 
2.2.5 Demi-cylindre avec zone absorbante et bruit de mesure 
Parallélépipède Demi-cylindre Zone absorbante Bruit de mesure 
 × × × 
 
Cette simulation rassemble les propriétés des deux précédentes, c’est-à-dire que l’on a simulé 
à la fois une zone absorbante et du bruit de mesure, ce qui permet de se rapprocher plus du cas 
réel avec une souris. 
Les résultats du problème direct sont ici les mêmes que ceux obtenus avec un demi-cylindre 
avec zone absorbante (section 2.2.3). 
 
 
 
 
a) 
 
 
 
b) 
 
c) 
 
d) 
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e) 
 
f) 
 
g) 
Figure 2.35. Résultats 3D normalisés (30% à 90% de l’intensité maximale reconstruite) : a) sans réduction de 
modèle ; b) réduction de modèle échelle 21 pour ux et gmm ; c) réduction de modèle échelle 22 pour ux et gmm ; d) 
réduction de modèle échelle 23 pour ux et gmm ; e) sans réduction de modèle avec un maillage grossier équivalent 
à l'échelle 21 ; f) maillage grossier équivalent échelle 22 ; g) maillage grossier équivalent échelle 23. 
 
a) 
 
b) 
 
c) 
 
d) 
Figure 2.36. Résultats 2D (plans horizontaux z = 0 cm à 2.5 cm) : a) sans réduction de modèle ; b) réduction de  
modèle échelle 21 pour ux ; c) réduction de modèle échelle 21 pour gmm ; d) réduction de modèle échelle 21 pour 
ux et gmm ; e) réduction de modèle échelle 22 pour ux et gmm ; f) réduction de modèle échelle 23 pour ux et gmm. 
Dans ce cas, beaucoup d’artéfacts sont présents dans les reconstructions avec réduction de 
modèle, et les niveaux d'approximation 2 et 3 donnent des résultats déformés. 
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Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~4096 nds) ; + rouges : avec ondelettes échelle 21 (4096 nds) 
 
a) 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~2048 nds) ; + rouges : avec ondelettes échelle 22 (2048 nds) 
 
b) 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~1024 nds) ; + rouges : avec ondelettes échelle 23 (1024 nds) 
 
c) 
Figure 2.37. Résultats dans la coupe horizontale x : a) niveau d'approximation 1 ; b) niveau d'approximation 2 ; 
c) niveau d'approximation 3. 
L'échelle 21 donne une bonne robustesse des ondelettes (on peut voir sur la figure 2.37 a) un 
affinement des capillaires reconstruits dans le sens horizontal), mais l'échelle 23 donne des 
résultats franchement mauvais. 
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2.2.6 Récapitulatif et conclusion des simulations 
Cinq simulations ont donc été étudiées en détails. Au travers de ces résultats, elles ont permis 
de voir l'intérêt des ondelettes lorsque les géométries sont plus ou moins complexes ; 
cependant, même si la réduction de modèle amène parfois une meilleure finesse de 
reconstruction des capillaires dans le sens vertical, le choix d'un maillage grossier sans 
réduction de modèle reste, dans la plupart des cas, plus judicieux qu'une réduction de modèle. 
Le tableau 2.2 résume les résultats obtenus : « + » signifie que les ondelettes sont 
intéressantes à utiliser, « - » désigne un mauvais résultat, et « ± » un résultat moyen : 
 
Parall. sans z.a. Parall. avec z.a ½ cyl. avec z.a. ½ cyl. avec bruit ½ cyl. z.a+bruit 
Approx. 1 + + + + + 
Approx. 2 + + - + - 
Approx. 3 + ± - - - 
Tableau 2.2. Résumé des résultats obtenus avec les simulations. 
Globalement le choix d'une réduction de modèle par les ondelettes de Haar a donné des 
distributions de fluorophores plus concentrées que dans le cas de maillages simples à 
différents niveaux de finesse. L'intérêt est donc d'obtenir une reconstruction plus finement 
résolue, malgré quelques déformations. Cependant une dissymétrie entre les capillaires est 
souvent observée. Les résultats les moins probants ont été obtenus avec une géométrie plus 
complexe, à savoir le demi-cylindre avec zone absorbante et bruit de mesure, et les résultats 
les plus intéressants ont été observés dans le cas du demi-cylindre avec bruit. Nous allons à 
présent évaluer la méthode dans un contexte expérimental. 
2.3 Validation expérimentale : fantôme demi-cylindrique 
Un fantôme de forme demi-cylindrique a été construit pour cette expérience (Figure 2.38). 
Son diamètre est de 4 cm, sa longueur de 6.35 cm. Il est composé d’une mixture de résine 
époxy (Solloplast), de poudre de dioxyde de titane (Sigma-Aldrich) jouant le rôle de 
diffuseurs, et d’encre noire (Dalbe) pour l’absorbeur. L’indice de réfraction est estimé à 1.54, 
la constante de diffusion à 0.03 cm, et le coefficient d’absorption à 0.2 cm-1. Afin d’introduire 
facilement des inclusions fluorescentes, 4 trous ont été percés à différentes hauteurs. Pour 
modéliser des régions fluorescentes, nous avons considéré 2 tubes fins en verre (de longueur 
2.4 cm, de diamètre externe 1.5 mm et de diamètre interne 1 mm), chacun étant rempli de 
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310-3 cm3 de colorants fluorescents (Alexa 750, 10 µM, Molecular Probes), et introduits 
dans le fantôme à une hauteur de 12 mm : 
 
 
 
 
Figure 2.38. Photographie et schéma du fantôme. Seuls 2 trous (en rouge) sur 4 sont remplis de fluorophores. 
L’expérience a été effectuée avec un tomographe développé dans notre laboratoire 
[Hervé2007] (Figure 2.39). Le système optique est composé d’une source laser (690 nm, 25 
mW) pour l’illumination, et d’une caméra CCD (Orca ER, Hamamatsu) pour la détection. La 
source est guidée via une fibre optique. Les mouvements de balayage de la fibre sont guidés 
en translation par deux plateaux (Microcontrol) et programmés par ordinateur. 
La caméra CCD observe la surface supérieure de l’objet. Un filtre (passe-haut RG9, Schott) 
est placé devant la caméra, afin de séparer le signal d’émission du signal d’excitation, et de 
détecter la lumière fluorescente (voir Partie 1 section 1.1). 
 
Figure 2.39. Schéma du montage expérimental. 
Une expérience standard représente 3 jeux d’acquisition : 
- Une première observation est effectuée sans objet afin d’obtenir les positions précises 
prises par la source. Ici, 129 positions sont considérées ; 
 
object 
CCD camera 
Laser diode 
Translation stages 
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- Le fantôme est ensuite placé dans le montage et une deuxième observation est 
effectuée pour acquérir le signal d’excitation ; 
- Un filtre est ensuite ajouté et le signal d’émission est acquis (voir Partie 1 section 1.1). 
Chaque pixel de la caméra CCD représente un détecteur possible. On mesure sur une grille de 
512672 pixels de la caméra, puis on réduit le nombre de détecteurs de la façon suivante : le 
champ de vision de la caméra est réduit autour de la zone d’intérêt (c’est-à-dire que l’on se 
concentre sur les détecteurs placés juste au-dessus de l’objet), puis on choisit une grille de 
1616 détecteurs et on moyenne les valeurs obtenues par les pixels voisins. Chaque point de 
cet écran de détecteurs collecte la lumière provenant d’un point donné de la surface supérieure 
de l’objet. En s’appuyant sur les lois de l’optique géométrique, nous avons déterminé la 
projection résultant des détecteurs sur la surface physique de l'objet. Ces positions 
représentent les emplacements fictifs des détecteurs (sous l’hypothèse que la lumière sortant 
de l’objet est isotrope). Sur les figures de résultats en 3D, ces points sont symbolisés en bleu 
(figure 2.41). 
Comme nous l’avions mentionné dans la Partie 1, une normalisation des mesures de 
fluorescence est nécessaire. Donnons un peu plus de détails : deux séries de mesures sont 
donc effectuées lors de l'expérience, les mesures de densités de photons en excitation mesuréexu  
et les mesures en fluorescence mesuréemu . Soit ( )nβ r  la concentration en fluorescence présente à 
la position rn (n = 1 à Nc : il s'agit des nœuds du maillage uniforme commun). Soit 
( , )mesuréemu s dr r  la fluorescence mesurée par le détecteur positionné en rd, et lorsque la source 
est placée en rs. Soit ( , )x nu sr r  la valeur de la solution de la 1ère équation de (1-40), calculée 
en rn, et lorsque la source est placée en rs. Soit ( , )mm ng dr r  la valeur de la solution de la 2e 
équation de (1-40), calculée en rn, et lorsque le détecteur assimilé à une source est placée en 
rd. Nous avons la relation suivante, qui est obtenue par discrétisation de l’équation 
fondamentale (1-38) : 
1
( , ) ( , ) ( , ) ( ) ( , )
cN
mesurée
m x n n mm n
n
u u g vλ β
=
= ∆∑s d s d s dr r r r r r r r r  
 
(2-10) 
∆v est un élément de volume et ( , )λ s dr r  est un paramètre qui permet de prendre en compte 
les pertes au travers du système expérimental : il est lié au rendement quantique des 
détecteurs, à la fonction d'appareil, aux filtres, etc. Nous ne le détaillerons pas ici. Ce 
paramètre ( , )λ s dr r  intervient également dans la mesure d'excitation : 
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( , ) ( , ) ( , )mesuréex sdu Gλ=s d s d s dr r r r r r  
 
(2-11) 
mesurée
xu  est la mesure d'excitation, c'est-à-dire la densité de photons qui passent directement de 
la source en rs au détecteur en rd, sans fluorescence. Gsd est la fonction de Green 
correspondant à cette densité de photons, mais calculée en considérant la fonction-source 
comme une fonction de Dirac en rs (c’est-à-dire une fonction égale à 1 en rs, 0 ailleurs). 
En divisant (2-10) par (2-11), nous avons donc la mesure de fluorescence normalisée, notée 
norm
mu , qui ne dépend plus de λ  : 
1
( , ) ( , ) ( ) ( , )( , ) ( , ) ( , )
cNmesurée
norm m x n n mm n
m mesurée
nx sd
u u g
u v
u G
β
=
= = ∆∑s d s ds d
s d s d
r r r r r r r
r r
r r r r
 
 
(2-12) 
Le terme de normalisation Gsd est peut être vu comme une ligne de base, c’est-à-dire une 
référence, et permet sous une certaine mesure de prendre en compte les hétérogénéités du 
système étudié [Soubret2005]. Nous avons donc non pas 2, mais 3 fonctions à déterminer, ce 
qui complique un peu le problème. Cependant, Gsd peut toutefois être calculée de façon très 
grossière, car on n’a pas besoin d’une grande précision au niveau des détecteurs, ou bien elle 
peut être extrapolée à partir de ux sur les positions des détecteurs. 
Nous voyons que dans le cadre des simulations présentées précédemment, cette normalisation 
est inutile, puisque ( , ) ( , )mesuréex sdu G=s d s dr r r r  (λ = 1 dans (2-11)). 
La MEF est donc utilisée pour résoudre les 129 problèmes directs correspondant aux 
positions de la source, les 1616 problèmes adjoints correspondant aux détecteurs choisis de 
la caméra CCD, et pour calculer la fonction Gsd. Une fois ces équations résolus, avec ou sans 
réduction de modèle, le problème inverse est résolu par l’ART. Et l’on reconstruit le 
paramètre de fluorescence β, proportionnel à la concentration en fluorophore, avec des 
niveaux de couleur. 
Voici un exemple de mesure expérimentale : 
 
Figure 2.40. Exemple d'un signal de fluorescence mesuré par les 1616 détecteurs de la caméra CCD. 
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Les résultats du problème direct sont les mêmes que ceux obtenus avec le demi-cylindre sans 
zone absorbante (section 2.2.4). 
Les résultats exposés ici sont détaillés de la même manière que pour les simultations : images 
3D, coupes 2D et critères 1D. 
 
 
 
a) 
 
 
 
b) 
 
c) 
 
d) 
 
e) 
 
f) 
 
g) 
Figure 2.41. Résultats 3D normalisés (30% à 90% de l’intensité maximale reconstruite) : a) sans réduction de 
modèle ; b) réduction de modèle échelle 21 pour ux et gmm ; c) réduction de modèle échelle 22 pour ux et gmm ; d) 
réduction de modèle échelle 23 pour ux et gmm ; e) sans réduction de modèle avec un maillage grossier équivalent 
à l'échelle 21 ; f) maillage grossier équivalent échelle 22 ; g) maillage grossier équivalent échelle 23. 
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a) 
 
b) 
 
c) 
 
d) 
Figure 2.42. Résultats 2D (plans horizontaux z = 0 cm à 2.5 cm) : a) sans réduction de modèle ; b) réduction de 
modèle échelle 21 pour ux et gmm ; c) réduction de modèle échelle 22 pour ux et gmm ; d) réduction de modèle 
échelle 23 pour ux et gmm. 
De la même manière que nous l'avions observé pour les simulations, en particulier avec le 
demi-cylindre avec bruit de mesure, la distribution en fluorescence reconstruite est plus 
concentrée dans le cas des ondelettes, et les capillaires sont plus longs (figure 2.42 c)). Cette 
amélioration de finesse est confirmée par les critères : 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~4096 nds) ; + rouges : avec ondelettes échelle 21 (4096 nds) 
 
a) 
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Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~2048 nds) ; + rouges : avec ondelettes échelle 22 (2048 nds) 
 
b) 
Fluorescence normalisée – coupe selon X – bleu : théorie ; points verts : sans ondelettes maillage fin ; magenta : sans 
ondelettes maillage grossier (~1024 nds) ; + rouges : avec ondelettes échelle 23 (1024 nds) 
 
c) 
Figure 2.43. Résultats dans la coupe horizontale x : a) niveau d'approximation 1 ; b) niveau d'approximation 2 ; 
c) niveau d'approximation 3. 
Les résultats obtenus avec cette expérience sont à peu près similaires à ceux des simulations. 
Les ondelettes permettent d’obtenir à peu près la même finesse des capillaires qu’avec une 
reconstruction sans ondelettes et avec un maillage fin. Et plus le maillage est grossier, plus 
cette finesse est importante vis-à-vis de la reconstruction obtenue avec un maillage grossier. 
2.4 Nombre d’opérations 
Il est très difficile d’estimer le temps gagné grâce à cette réduction de modèle, car tous les 
programmes étant écrits sous MATLAB, les données de temps de calcul sont aléatoires et 
dépendantes de beaucoup de paramètres, tels que, par exemple, le temps d’affichage, etc. 
Il est donc beaucoup plus rigoureux de faire une estimation du nombre d’opérations effectuées 
réellement au cours de l’algorithme, puisque c’est ce nombre qui donnera une idée précise du 
temps gagné, si cet algorithme doit être implémenté en langage C par exemple. 
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Le nombre d’opérations (ou de « flops » = « float operations ») définit le nombre d’opérations 
de base (multiplications et additions) nécessaires dans une résolution d’équation. Il est 
déterminé par des fonctions MATLAB, ou par des résultats théoriques que nous allons 
détailler ici. Les résultats sont calculés pour l’expérience avec le fantôme (section 2.3). 
Pour chacune des positions de la source et pour chacun des détecteurs, la résolution de 
l’équation requiert en premier lieu la définition du maillage et de la matrice de rigidité. Cette 
étape est commune à la résolution avec et sans réduction de modèle. En ce qui concerne la 
résolution proprement dite, il faut prendre en compte les opérations du préconditionnement 
(factorisation LU [Davis1997, Grigori2002, Lascaux1998], choisie par le logiciel COMSOL 
Multiphysics) puis celles de la résolution (GMRES [Saad1986]). De plus, une étape 
importante est celle de la projection dans la base d’ondelettes, qui n’est pas négligeable en 
temps de calcul et qu’il faut donc prendre en compte. Elle n’intervient évidemment pas dans 
le cas « sans réduction de modèle ». 
Pour 3 positions de la source et pour 3 détecteurs, les nombres de « flops » sont résumés dans 
les 4 cas étudiés : 
- sans réduction de modèle (résolution 0) ; 
- avec réduction niveau d'approximation 1 ; 
- avec réduction niveau d'approximation 2 ; 
- avec réduction niveau d'approximation 3. 
Un graphe, en échelle semi-logarithmique, résume les moyennes de ces valeurs pour chaque 
étape. 
2.4.1 Préconditionnement LU 
C'est l'étape la plus coûteuse en nombre de calculs. La fonction MATLAB utilisée pour 
déterminer ce nombre d'opérations est spparms.m. 
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Figure 2.44. Représentation (en échelle logarithmique) du nombre d’opérations selon le niveau d'approximation, 
pour le préconditionnement LU. 
2.4.2 Résolution GMRES 
La résolution GMRES prend beaucoup moins de temps que le préconditionnement. Le 
nombre d’opérations dans cette étape est estimé à O(m×NNZ+m2×N) multiplications et 
O(NNZ+m×N) opérations de stockage, où N est la taille de la matrice de rigidité L, m est le 
nombre d’itérations dans l’algorithme GMRES, et NNZ est le nombre de valeurs « non-
nulles » (NNZ = Nombre de Non-Zéros) dans la matrice creuse L [Saad1986]. Le nombre 
d’itérations est m = 16 dans notre cas. Nous avons donc l’estimation du nombre de flops 
suivante : 
 
Figure 2.45. Représentation (en échelle logarithmique) du nombre d’opérations selon le niveau d'approximation, 
pour la résolution GMRES. 
2.4.3 Projection dans la base d’ondelettes : multiplications de matrices 
creuses 
Nous avons mentionné cette étape de projection dans la nouvelle base : il s’agit de la double 
multiplication de la matrice L par la matrice d’ondelettes M : M×L×MT. Nous avons affaire à 
deux matrices creuses, et donc les multiplications de ces matrices particulières se font de 
manière optimisée. Il existe une théorie approfondie sur les matrices creuses [Lascaux1998, 
Yuster2004], qui explicite la façon d’organiser les coefficients non-nuls de chacune de ces 
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matrices afin de réduire le nombre de calculs lors de leur multiplication par exemple. Elle a 
été implémentée dans le logiciel MATLAB [Davis1997]. 
D’après T. A. Davis, créateur des fonctions MATLAB à ce sujet [Davis1997], il est très 
difficile de faire une estimation théorique du nombre d’opérations, car cela dépend du degré 
de « densité » de la matrice, c’est-à-dire du nombre de coefficients non-nuls. Comme pour 
GMRES, le nombre de non-zéros NNZ est à prendre en compte. Une fonction MATLAB, 
créée par T. A. Davis et donnant le nombre précis de flops dans le cas d’une multiplication de 
matrices, a alors été utilisée : ssmult.m. Voici le résumé de ces nombres : 
 
Figure 2.46. Représentation (en échelle logarithmique) du nombre d’opérations selon le niveau d'approximation, 
pour la projection en ondelettes. 
Remarque 1 : plus le niveau d'approximation choisi augmente, plus le nombre de flops est 
important. Cela est dû au fait que la matrice d’ondelettes au niveau 2 est moins creuse que 
celle au niveau 1, car les fonctions d’ondelettes au niveau 2 ont plus de valeurs non nulles, et 
celles au niveau 3 encore plus (voir Figure 2.2 dans la section 1.1) ; cela est valable pour les 
ondelettes de Haar, mais aussi pour toutes les autres. 
Remarque 2 : le nombre d’opérations nécessaires à la projection du vecteur-source q 
(équation (2-5)) dans la base d’ondelettes est totalement négligeable devant celui que l’on 
vient d’étudier (il est de l’ordre de N = taille de q). On ne l'a donc pas calculé. 
2.4.4 Synthèse 
Nous pouvons finalement résumer ce nombre d’opérations dans le Tableau 2.3, en moyennant 
les résultats obtenus sur les différentes sources et différents détecteurs : 
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 Sans réduction de 
modèle 
Niveau d'ap-
proximation 1 
Niveau d'ap-
proximation 2 
Niveau d'ap-
proximation 3 
factorisation LU 3.1×109 6.87×108 1.44×108 3.07×107 
résolution GMRES 1.14×107 3.61×106 2.23×106 1.17×106 
multiplications de matrices - 1.22×106 2.49×106 4.18×106 
total 3.12×109 6.92×108 1.49×108 3.6×107 
Tableau 2.3. Moyennes des nombres de flops au cours des différentes étapes, sans et avec réduction de modèle. 
 
Figure 2.47. Représentation (en échelle logarithmique) du nombre d’opérations total selon le niveau 
d'approximation. 
 
Approximation 
 
 
 
 
 
 
 
 
Figure 2.48. Représentation (en échelle log/log) du nombre d’opérations total selon la taille de la matrice de 
rigidité L : ronds : flops ILU ; triangles : flops GMRES ; carrés : flops multiplications des matrices ; étoiles : 
nombre total de flops. 
Voici enfin un Tableau résumant le facteur de gain de temps en terme de nombre 
d’opérations, ceci pour les seules étapes de résolution de l’équation et de projection en 
ondelettes : 
log (taille de la matrice L) 
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Niveau 
d'approximation 
ratio du nombre de flops sans / avec 
réduction de modèle 
1 
2 
3 
4.5 
20.9 
86.4 
Tableau 2.4. Ratio du nombre de flops dans la résolution de l’équation sans / avec réduction de modèle. 
2.5 Discussion sur l’algorithme et ses résultats 
Ces résultats étant établis, nous allons maintenant exposer certains points délicats rencontrés 
au cours de l’implémentation de la méthode, et des améliorations à apporter. 
2.5.1 Fonction de normalisation Gsd 
Nous l’avons vu dans la section 2.3, une normalisation est nécessaire pour la reconstruction 
dans le cas de données expérimentales. Avec l’application des ondelettes, le facteur de 
normalisation Gsd utilisé est celui calculé sans réduction de modèle. Différents essais de 
reconstruction ont été faits avec une fonction Gsd calculée en effectuant une réduction de 
modèle, mais aucun résultat n’a été probant. Cela est sans doute dû à un excès 
d'approximations, accentué par le fait que la fonction Gsd est au dénominateur dans 
l’expression (2-12) : une petite erreur dans son calcul est alors amplifiée. Nous nous sommes 
donc limités à une réduction de modèle pour ux et gmm. Remarquons toutefois que la fonction 
Gsd peut être obtenue de manière très rapide avec un maillage extrêmement grossier, avec des 
mailles plus fines uniquement autour de la source et du détecteur. Nous avons d’ailleurs 
vérifié que les résultats de reconstruction étaient identiques jusqu’à un certain degré de 
grossièreté du maillage assez élevé, défini pour le calcul de Gsd, et jusqu’à un niveau 
d’approximation élevé, choisi dans le calcul de ux et gmm. Cette fonction Gsd est donc de toute 
façon beaucoup plus rapide à calculer que les fonctions ux et gmm. 
2.5.2 Régularisation spatiale et parcours aléatoire dans l’ART 
Au cours de la reconstruction par la méthode ART, les résultats ont été nettement améliorés 
lorsque l’on a appliqué les principes suivants : 
- Les photons ont tendance à se concentrer sur les bords des objets, et au cours des 
reconstructions effectuées par ART, ce phénomène s’en ressent parfois avec des 
fluorophores mal positionnés (trop près des bords). On introduit alors une fonction de 
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pondération, dont la forme est adaptée à une compensation de l'accumulation des 
photons sur les bords : souvent utilisée dans la littérature [Kalintsev2005], elle permet 
de rétablir un équilibre dans la distribution de fluorescence reconstruite. Cette fonction 
peut toutefois être malvenue si les fluorophores sont positionnés près des bords. 
- Lorsque l’on résout le problème inverse, nous avons vu dans la Partie 1 section 2.4 
que l’on avait Nm équations à résoudre, avec Nm le nombre de mesures (c’est-à-dire le 
nombre de positions prises par la source multiplié par le nombre de détecteurs, Ns×Nd). 
A l’origine, ces Nm équations sont résolues dans l’ordre des mesures : 
o source 1, détecteur 1 
o source 1, détecteur 2 
o … 
o source 2, détecteur 1 
o etc. 
Cet ordre reste le même à chacune des itérations de l’algorithme. Si par exemple les 2 
dernières mesures sont très mauvaises (parce qu’il s’agit de détecteurs mal placés par 
exemple), chaque itération se termine par les résolutions des équations relatives à ces 2 
mesures, et donnera un résultat faussé, initiateur de l’itération suivante. Pour avoir un 
résultat plus robuste, on a établi un parcours aléatoire dans la résolution des équations, 
et ce pour chaque itération. 
2.5.3 Perte d’énergie 
Sur la plupart des résultats étudiés dans la section 2.2, nous nous sommes rendus compte d’un 
effet important de changement d’énergie, entre la solution sans réduction de modèle et celle 
avec ondelettes. Les unités de reconstruction des fluorophores sont arbitraires, cependant avec 
les mêmes données d’entrée, les ondelettes donnent un résultat plus fort. Cela peut s’expliquer 
de la manière suivante : 
La projection en ondelettes provoque une perte d’énergie. En effet, on conçoit bien qu’en 
moyennant les valeurs des pixels de la matrice, les valeurs maximales sont « abaissées », 
tandis que les valeurs minimales « augmentées ». Globalement, les valeurs ux et gmm obtenues 
après réduction de modèle sont plus faibles que celles obtenues sans réduction de modèle. De 
plus, comme nous l’avions explicité dans la section 2.2.1, la définition de la source étant 
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délicate et non quantitative, cette perte d’énergie est d’autant plus importante par rapport à un 
cas sans réduction de modèle. 
Cela a une conséquence dans le résultat de reconstruction : d’après l’équation 
mesurée
m mm xu g uβ
Ω
= ∫ , si les fonctions de modélisation ux et gmm baissent en énergie, il y aura une 
compensation dans la valeur de la concentration en fluorophores. Et c’est ce que nous 
observons, par exemple sur la figure 2.33 (simulation demi-cylindre avec bruit de mesure) : il 
y a un facteur très important d’énergie entre le résultat sans ondelettes et le résultat avec 
réduction de modèle. 
2.5.4 Limitations des logiciels informatiques 
COMSOL Multiphysics est un très bon logiciel d’Eléments Finis, cependant il manque de 
souplesse sur certains points qui nous ont gênés lors de l’implémentation des ondelettes : 
- le nombre d’éléments ne peut pas être défini précisément dans COMSOL 
Multiphysics ; obtenir exactement 213 = 8192 nœuds par exemple n’est pas 
envisageable. C’est pourquoi on a dû effectuer des opérations lourdes en temps dans 
MATLAB pour réduire le maillage défini par COMSOL Multiphysics et obtenir le 
nombre de nœuds désiré. 
- une autre étape un peu fastidieuse a été la réindexation des nœuds : COMSOL 
Multiphysics ici non plus ne propose pas de possibilités pour choisir soi-même la 
façon dont on veut organiser les éléments. 
Au niveau de l’interface MATLAB, des problèmes ont également été rencontrés au cours de 
l’extrapolation des résultats sur notre maillage uniforme (voir la section 2.1 et la figure 2.13). 
Nous sommes cependant dépendants de ces fonctions MATLAB qui nous ont permis de 
finaliser nos résultats. Mais que ce soit au niveau des calculs effectués dans les matrices de 
COMSOL Multiphysics (changement du nombre d’éléments, réindexation des nœuds) puis 
ceux de l’extrapolation, il est plus judicieux d’implémenter ces opérations dans un langage 
plus adapté aux calculs lourds (langage C par exemple, où les calculs matriciels sont 
beaucoup plus rapides). 
L’algorithme idéal serait donc de développer un code de calcul propre à la tomographie 
optique (pour les Eléments Finis), puis d’effectuer toutes les autres opérations en C, ce qui n’a 
pas été fait au cours de cette thèse, mais qui est envisageable. 
 117
Beaucoup de temps est consommé par les calculs matriciels, en particulier la réduction de 
dimensions des matrices L de COMSOL Multiphysics (voir la section 1.4.2), ou la 
renumérotation des nœuds (section 1.4.3). Si l’on parvient à gérer le maillage dès son 
initialisation, ces problèmes pourront également être fortement atténués, voire totalement 
supprimés. 
2.6 Conclusion sur les résultats 
Les résultats nous ont montré que globalement, la réduction de modèle avec des ondelettes de 
Haar ont permis un gain de temps sans perte d'information importante. Nous avons pu voir 
que dans le cas d’une géométrie parallélépipédique simple, sans zone absorbante, les 
ondelettes n’apportaient pas beaucoup d’amélioration par rapport à un maillage grossier défini 
par le logiciel : les résultats sont qualitativement très proches, mise à part une reconstruction 
plus fine dans le sens vertical avec les ondelettes. Par contre, dans le cas d’une géométrie plus 
complexe (demi-cylindre) et avec l’insertion d’une zone absorbante ou du bruit de mesure, la 
finesse des capillaires est généralement meilleure dans le sens horizontal avec les ondelettes, 
malgré une déformation plus marquée aux échelles grossières. L’expérience a permis de 
montrer une certaine robustesse de l’algorithme vis-à-vis d’une situation réelle, bien que la 
simulation du demi-cylindre avec bruit de mesure et zone absorbante ait donné des résultats 
non convaincants. 
Le meilleur compromis semble être atteint lorsque l'on utilise l'échelle 22 : le gain de temps 
est assez conséquent, et les résultats restent bons, voire meilleurs dans certains cas que ceux 
obtenus sans réduction de modèle et avec un maillage fin, à temps de calcul 20 fois plus court. 
L'échelle 23 permet de réduire efficacement le nombre d'opérations, mais les résultats obtenus 
après reconstruction sont grossiers et souvent déformés. 
Cependant, les résultats avec ondelettes ont montré souvent des reconstructions dégradées, en 
particulier un capillaire reconstruit moins intensément que l’autre. La plupart du temps, ces 
dégradations amènent à conclure que l’utilisation d’un maillage grossier sans réduction de 
modèle apporte, avec un temps de calcul identique et une méthode plus simple, une 
reconstruction suffisante. 
À partir de ces résultats, nous avons deux remarques importantes au sujet des méthodes 
utilisées : 
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- La méthode de reconstruction utilisée n'est pas optimale, et le fait de comparer les 
résultats obtenus après cette reconstruction n'est peut-être pas suffisamment 
représentatif de l'amélioration apportée avec les ondelettes dans le problème direct. 
L'implémentation d'une autre méthode de reconstruction plus robuste serait sûrement 
profitable à la réduction de modèle. Nous en rediscuterons dans la Partie 3. 
- Les ondelettes de Haar que nous avons utilisées sont certes faciles à implémenter et 
rapides à manipuler, mais la réduction de modèle pourrait peut-être gagner en qualité 
si nous utilisions d'autres ondelettes, comme celles de Daubechies par exemple (qui 
ont une meilleure localisation fréquentielle et seraient donc plus adaptées à des 
variations importantes dans les valeurs des coefficients de la matrice de rigidité). 
L'objectif initial était l'utilisation des ondelettes de Daubechies (certains essais ont 
d'ailleurs été effectués au tout début de l'étude), mais nous avons préféré finalement 
nous focaliser sur les fonctions de Haar afin de justifier au mieux et plus rapidement la 
réduction de modèle proposée. De plus, cet aspect de « moyennage » nœud par nœud, 
grâce à Haar, nous permet de mieux cerner le problème et les avantages d’une telle 
méthode, en particulier en ce qui concerne l’aliasing. 
Cette projection en ondelettes est jugée applicable à n’importe quelle méthode d’Eléments 
Finis. Le point-clé de cette méthode est l’aspect « renumérotation » du maillage : en effet, 
pouvoir disposer les éléments d’une certaine façon de manière à rendre optimale la forme de 
la matrice de rigidité est un aspect important dans la résolution d’EDPs en Eléments Finis, et 
il serait intéressant de l’approfondir. La méthode proposée pour renuméroter n’est sûrement 
pas optimale, des améliorations pourraient être apportées, par exemple avec des algorithmes 
de type algorithmes génétiques, tels que le problème du voyageur de commerce [Biggs1976]. 
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Conclusion de la Partie 2 
 
Nous avons proposé dans cette partie une méthode de réduction de modèle, où les ondelettes 
de Haar sont insérées dans un algorithme d’Eléments Finis. Des résultats issus de plusieurs 
simulations et d’une expérience ont été exposés. 
Nous avons mis en place un système de renumérotation des nœuds du maillage, qui a permis 
d’améliorer la structure de la matrice afin de lui appliquer une décomposition en ondelettes. 
En conclusion de ces travaux, nous avons montré la faisabilité d’une réduction de modèle en 
utilisant les ondelettes et leur propriété de multirésolution, sur un modèle formulé dans une 
base d’Eléments Finis. Plusieurs améliorations sont à apporter, en particulier au niveau de la 
normalisation en énergie et des calculs trop fastidieux effectués par des logiciels 
commerciaux, ainsi qu'au niveau des méthodes utilisées concernant la numérotation des 
Eléments Finis. Nous avons pu gagner du temps de calcul, sans trop détériorer la qualité de la 
reconstruction. Cependant, nous avons pu nous rendre compte que, malgré une amélioration 
en ce qui concerne la finesse des données reconstruites, cette méthode de réduction de modèle 
n’apportait qu’un intérêt limité en comparaison d’une méthode de maillage grossier. 
C’est pourquoi nous proposons, dans la Partie suivante, une méthode alternative à la MEF, qui 
nous permettra tout d’abord d’être indépendants du logiciel COMSOL Multiphysics, et 
également de gagner du temps de calcul sur l’ensemble du problème direct, c’est-à-dire sur la 
résolution de l’équation, mais aussi sur l’étape du maillage. 
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PARTIE 3 
 
Une méthode de Galerkin-ondelettes 
pour résoudre le problème direct en 
tomographie optique diffuse de 
fluorescence 
 
 
 
Le but de cette Partie est de résoudre l’équation de diffusion, impliquée dans le problème 
direct en tomographie optique, par une méthode de Galerkin-ondelettes. Il s’agit d’une 
alternative avantageuse à la Méthode des Eléments Finis standard. De nombreux travaux 
théoriques ont été faits dans le domaine de la résolution d’EDPs par les ondelettes. Nous 
présentons ici les développements qui nous ont permis de les appliquer à l’équation de 
diffusion (Chapitre 1). Plusieurs simulations ont été effectuées pour valider l’algorithme 
(Chapitre 2). 
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1  
Chapitre 1 
 
La méthode de Galerkin-ondelettes 
appliquée à l'équation de diffusion 
 
1.1 Motivation pour le choix des ondelettes dans la 
résolution d’EDPs 
1.1.1 Introduction 
Nous avons vu dans la Partie 1 qu'une méthode de résolution numérique était souvent 
incontournable pour résoudre l'équation de diffusion, dans le problème direct en tomographie 
optique. La Méthode des Eléments Finis (MEF) avec des bases de fonctions polynomiales 
(appelée ici MEF standard) a été utilisée dans la Partie 2. Dans cette Partie 3, nous allons 
remplacer les polynômes de Lagrange (utilisés généralement dans la MEF standard et en 
particulier dans la Partie 2) par une base d'ondelettes de Daubechies. 
En effet, comme nous l’avons vu dans le Chapitre 2 de la Partie 1, il y a un choix à faire en ce 
qui concerne les fonctions de projection et d’interpolation ; reprenons l’EDP de diffusion à 
résoudre, avec l’hypothèse d’homogénéité dans le milieu (le coefficient d’absorption µa et la 
constante de diffusion D sont supposés être constants, ainsi que le coefficient multiplicateur 
ζ  lié aux propriétés optiques du système étudié [Haskell1994]), et les conditions aux limites 
de Robin : 
.( )
.( ) 0
aD u u q sur
D u u sur
µ
ζ
− + = Ω

+ = ∂Ωn
∇ ∇
∇
 
 
(3-1) 
q est la fonction source, et u est la densité de photons, inconnue de l’équation. Rappelons 
brièvement les étapes de la méthode de Galerkin : soit u~  une solution approchée, que l’on 
met sous la forme d’une combinaison linéaire de fonctions d’interpolation kI  : 
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1 1 2 2 ... N Nu u I u I u I= + + +ɶ  (3-2) 
Avec 
1
N
u
u
 
 
=  
 
 
u ⋮  le vecteur des inconnues aux nœuds du maillage. 
Remarque : dans cette Partie, nous allons décomposer la fonction source q de la même 
manière : 1 1 2 2 ... N Nq q I q I q I= + + +ɶ . Cela n’a pas été fait dans les Parties précédentes, car 
comme q est une fonction de Dirac, sa discrétisation en éléments finis classiques est simple : 
qi = 1 au nœud n°i et qj = 0 sur les nœuds j ≠ i. Ce qui donne le vecteur 
0
0
1
0
0
 
 
 
 
 
=  
 
 
 
 
 
q
⋮
⋮
. Cela est 
possible avec la MEF standard, puisque les fonctions d’interpolation Ii sont dissociées entre 2 
éléments. Par contre, dans le cas des ondelettes, nous verrons que les fonctions Ii sont définies 
sur tout le domaine, et la fonction qɶ  doit donc être explicitement calculée dans cette nouvelle 
base. 
L’ensemble des fonctions d’interpolation forme l’espace d’approximation. Soit R  le résidu 
de l’équation, que l’on cherche à minimiser : 
.( ) aR D u u qµ= − + −ɶ ɶ ɶ∇ ∇  (3-3) 
L’étape de projection, qui consiste à minimiser ce résidu dans une base adéquate, s’écrit : 
0, 1...RP d N
Ω
Ω = =∫ ℓ ℓ  (3-4) 
Ce qui amène à l’équation matricielle : 
=Lu Qq  (3-5) 
avec  
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(3-6) 
L est la matrice de rigidité, u le vecteur inconnu, Q la matrice de projection de la source et q 
le vecteur-source. Les coefficients de la matrice de rigidité et de Q peuvent se noter de la 
manière suivante : 
(3) (2) (1)
(1)
k k k a k
k k
L D
Q
ζ µ= ℑ + ℑ + ℑ
= ℑ
ℓ ℓ ℓ ℓ
ℓ ℓ
 
(3-7) 
Avec les notations suivantes : 
(1)
(2)
(3)
k k
k k
k k
I P
I P
I P
Ω
Ω
∂Ω
ℑ =
ℑ =
ℑ =
∫
∫
∫
ℓ ℓ
ℓ ℓ
ℓ ℓ
∇ .∇  
 
(3-8) 
Dans la MEF standard, les fonctions d’interpolation et de projection choisies sont les mêmes 
(méthode de Galerkin) : k kI P=  ; ce sont habituellement des polynômes de Lagrange, que 
nous avons utilisés dans la Partie 2, puisque COMSOL Multiphysics™ fait ce choix par 
défaut. 
Dans cette Partie 3, nous proposons, comme choix pour ces fonctions d’interpolation et de 
projection, des ondelettes : on parle d’une méthode de Galerkin-ondelettes. Cette méthode 
nécessite une discrétisation régulière du milieu étudié, sous forme d’un quadrillage, car les 
ondelettes doivent être réparties de manière régulière afin de conserver leur propriété 
d’orthonormalité. La figure 3.1 illustre ces différences de maillage entre MEF standard et 
Galerkin-ondelettes : 
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a) 
 
 
b) 
Figure 3.1. a) Illustration 1D du découpage en éléments dans le cas de la MEF standard : pour chacun des 2 
éléments, il y a 2 fonctions d’interpolation ; b) schématisation des fonctions d’interpolation dans le cas de 
Galerkin-ondelettes, le domaine 1D est découpé en 8 mailles régulières : nous avons donc 8 fonctions d’échelle 
différentes. 
- Dans le cas de la MEF (figure 3.1 a)), nous avons ici un exemple où les fonctions 
d’interpolation sont des polynômes du 1er degré : dans l’élément (1), les inconnues sont u1 et 
u2 aux nœuds x1 et x2 : (1) (1) (1)1 1 2 2u u I u I= +ɶ . Dans l’élément (2), les inconnues sont u2 et u3 : 
(2) (2) (2)
2 2 3 3u u I u I= +ɶ . La solution approchée est donc découpée élément par élément, tout en 
u3I3(2) 
(1)uɶ
 (2)uɶ
 
x1 x2 
x
 
u2 
u1 
u1I1(1) 
u2I2(1) 
x3 
u3 
u2I2(2) 
Élément (1) Élément (2) 
I1 I2 Ik 
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assurant une continuité inter-élément, c’est-à-dire dans l’exemple ci-dessus, il faut 
(1) (2)
2 2( ) ( )u x u x=ɶ ɶ . 
- Dans le cas des ondelettes (figure 3.1 b)), la solution approchée s’écrit de façon 
globale sur tout le domaine : k k
k
u u I=∑ɶ , sans découpage préalable en éléments. En effet, les 
fonctions d’interpolation sont définies sur Ω tout entier, et non élément par élément. Nous 
voyons ici pourquoi cette méthode de Galerkin-ondelettes est parfois appelée une méthode 
sans maillage.  
Cela a l’avantage de gagner du temps : en effet, rappelons les étapes de calcul du problème 
direct et leurs temps de calcul respectifs dans le cas d’un objet 3D de la taille de la souris 
(Partie 1 Chapitre 2) : 
- la définition du maillage (~3 secondes, soit plus de 20% du temps total de calcul) ; 
- la construction des matrices (L, Q et q) (1 à 2 secondes, soit ~10% du temps) ; 
- le préconditionnement de la matrice L (6 à 7 secondes, soit presque 50% du temps) ; 
- la résolution de l’équation Lu = Qq (~1 seconde ~10% du temps total) ; 
- l’extrapolation des résultats sur un maillage régulier commun (~1 seconde ~10%). 
Dans le cas d’une MEF standard, les 5 étapes sont renouvelées autant de fois que l’on a de 
sources et de détecteurs. Si l’on utilise une méthode sans maillage et non à maillage 
tétraédrique (ou triangulaire dans un cas 2D), habituellement utilisé par la MEF standard : 
- la 1ère étape est supprimée, car la définition du quadrillage se fait naturellement au 
travers des équations (3-4) à résoudre : en effet, la MEF consiste d’abord à découper le 
milieu en éléments puis à résoudre l’équation élément par élément (puisque l’on définit 
les fonctions d’interpolation séparément dans chaque élément) ; ici, les fonctions 
d’interpolation sont définies dans tout le milieu, de façon régulière, et on n’a pas besoin 
de découper le milieu au préalable ; 
- la 5e étape est également supprimée (on n’a pas besoin d’extrapoler puisque les résultats 
sont directement obtenus sur le quadrillage régulier commun) ; 
- les 2e et 3e étapes sont communes à toutes les sources et tous les détecteurs (sauf la 
construction de q qui est cependant très rapide devant celle de L) ; en effet, la matrice de 
rigidité L ne dépend que de la géométrie et des paramètres physiques, communs à 
chaque configuration, et la matrice Q ne dépend que des fonctions d’interpolation / 
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projection, elle est donc calculée une seule fois au préalable. Seule la position de la 
source change à chaque configuration, et donc le vecteur q, rapide à calculer. 
Nous avons ainsi un gain de temps conséquent par rapport à la MEF standard. 
Cette section 1.1 décrit en détails les avantages de l’utilisation d’une base d’ondelettes, ainsi 
que ses limitations. 
1.1.2 Intérêts des ondelettes dans la résolution d’EDPs 
Rappelons les méthodes numériques principales pour la résolution des EDPs (cf. Partie 1) : 
- les Différences Finies ; 
- les Eléments Finis ; 
- les Eléments de Frontière ; 
- les méthodes spectrales. 
Nous avons déjà vu (Partie 1) que : 
• Les Différences Finies définissent une grille discrète régulière. 
• Les Eléments Finis, (ainsi que les Eléments de Frontière), comme on a pu le voir dans la 
Partie 1, font intervenir des polynômes à support compact. 
• Les Eléments de Frontière est une méthode adaptée à des objets dont les surfaces sont 
complexes ; les éléments considérés étant uniquement sur la surface, cette méthode est mal 
adaptée lorsque l’on a une source à l’intérieur de l’objet, comme dans notre cas. 
• Quant aux méthodes spectrales, les fonctions inconnues sont développées le long d’une base 
de fonctions à support global, c'est-à-dire infini [Vasilyev2005] : l'EDP est transformée dans 
le domaine fréquentiel par une transformée de Fourier spatiale [Doyle1999]. 
La Méthode des Différences Finies n’est pas adaptée à des frontières irrégulières ni à des 
raffinements de maillage dans les régions intéressantes (ROIs) ; on préfère donc généralement 
la MEF standard et les méthodes spectrales, surtout dans le cas d'une géométrie complexe. 
1.1.2.1 Intérêt des ondelettes pour une localisation optimale 
Comment placer les ondelettes par rapport à la MEF standard et aux méthodes spectrales ? 
Deux critères sont à prendre en compte pour résoudre une EDP [Chiavassa2001] : 
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- l’espace d’approximation, c’est-à-dire la base composée des fonctions d’interpolation 
choisies dans (3-2), doit être adapté à la solution ; pour cela, les fonctions d’interpolation 
doivent être localisées dans l’espace physique (ce doit donc être des fonctions à support 
compact, comme dans les Eléments Finis) ; 
- on doit avoir une bonne approximation des opérateurs dans l’espace engendré par les 
fonctions d’interpolation ; celles-ci doivent pour cela être localisées dans l’espace de Fourier, 
ce qui permet une représentation efficace des opérateurs différentiels (ce qui est le cas avec 
les méthodes spectrales) ; en particulier, ceci permet souvent une meilleure analyse des 
fonctions présentant des discontinuités. 
D’une part, les bases spectrales sont infiniment différentiables, mais leur support global donne 
une mauvaise localisation spatiale en contrepartie d’une bonne localisation spectrale. D’autre 
part, les bases polynomiales de la MEF ont un petit support compact, mais de pauvres 
propriétés de continuité qui créent une mauvaise localisation spectrale en contrepartie d’une 
bonne localisation spatiale. Les ondelettes, quant à elles, sont localisées en temps et en 
fréquence [Mallat1999], c’est-à-dire dans l’espace physique et dans l'espace de Fourier. Elles 
combinent donc les avantages des deux autres méthodes, spectrales et spatiales, et peuvent se 
placer comme un compromis entre les méthodes spectrales et la MEF standard. 
Les méthodes numériques à base d'ondelettes atteignent donc à la fois une bonne localisation 
spatiale et spectrale, ce qui permet d'implémenter très facilement des techniques simples de 
raffinement local. 
1.1.2.2 Intérêt des ondelettes pour un gain de temps sans perte de précision 
Les Eléments Finis à base de polynômes exigent la plupart du temps une étape de maillage 
assez coûteuse en temps, surtout en 3D. Les problèmes de raffinement local sont également 
assez coûteux, si l'on veut par exemple une précision plus importante dans une zone définie. 
Par exemple, dans notre cas, la précision du résultat est d’autant meilleure que le maillage est 
fin autour de la source. mais cela nécessite du temps de calcul supplémentaire. L'avantage 
important du choix des ondelettes par rapport à la MEF classique est leur facilité à raffiner le 
quadrillage autour des zones d'intérêt de façon rapide et très simple, grâce à leurs qualités 
multi-échelles (Annexe D) : en effet, il suffit de définir des fonctions d’interpolation à 
l’échelle plus fine dans la ROI, et les propriétés de la base sont inchangées : 
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Figure 3.2. Illustration du raffinement du quadrillage dans le cas d’une base d’ondelettes. 
Cependant, cette méthode n’a pas été appliquée dans cette thèse : les résultats obtenus avec un 
maillage régulier, à la même échelle dans tout le domaine, sont comparables à ceux obtenus 
avec la MEF standard, même sans raffiner autour de la source (voir le Chapitre 2). Des 
résultats sans doute meilleurs pourraient cependant être obtenus, en particulier dans le cas 
d’une échelle très grossière : en effet, utiliser un quadrillage grossier sauf au niveau des ROIs 
(donc en particulier autour de la source) permettrait de gagner du temps de calcul par rapport 
à un maillage fin défini partout, avec une même qualité de reconstruction. 
Notons que dans notre problème, comme nous l'avons explicité dans les deux premières 
Parties, les positions de la source et les détecteurs sont nombreux, et nous avons donc un 
nombre conséquent d'équations de diffusion à résoudre : l'absence de remaillage à chaque 
nouvelle source est alors un gain de temps très important par rapport à la MEF standard. 
La Méthode des Différences Finies (MDF) utilise aussi une grille régulière, mais paye la 
rapidité de son implémentation et de ses calculs par le fait qu’elle n’est pas adaptée aux 
géométries dont les frontières sont irrégulières, contrairement à la MEF et à la méthode de 
Galerkin-ondelettes présentée ici. De plus, la MDF n’est pas adaptée au raffinement du 
quadrillage dans les ROIs. 
Les ondelettes permettent d’avoir la rapidité de calcul des Différences Finies, avec une qualité 
comparable à celle obtenue par la MEF standard. Elles combinent donc les avantages des 
deux méthodes, MDF et MEF, tout en supprimant leurs inconvénients. 
Notons également une autre propriété importante des ondelettes : on montre en effet que la 
décomposition d’une fonction en ondelettes voit ses termes se focaliser automatiquement 
autour des singularités [Mallat1999], c’est-à-dire que les termes les plus forts se rapportent à 
ces singularités : dans ce cas, on n’a pas besoin de beaucoup de fonctions d’interpolation, un 
ROI 
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espace d’approximation de faible dimension suffit, et cela nous permet de gagner du temps de 
calcul. 
1.1.2.3 Séparabilité 
Lorsque nous sommes dans un espace 2D ou 3D, nous avons pu voir que la définition de la 
matrice de rigidité dans le cas de la MEF classique était un point délicat (Annexe B). En effet, 
en 2D par exemple, les polynômes d’interpolation (si l’on choisit des polynômes de Lagrange 
de degré 2) s’écrivent sous la forme (pour un nœud k donné) : 
2 2( , )kI x y a bx cy dx exy fy= + + + + +  (3-9) 
L’intégrale (2)kℑ ℓ  par exemple, définie par (3-8), s’écrit, sachant que l’on est dans une méthode 
de Galerkin et donc que Pk = Ik : 
(2) k k
k k
I II II I dxdy dxdy
x x y yΩ
  ∂ ∂∂ ∂  ℑ = = +     ∂ ∂ ∂ ∂     ∫ ∫∫ ∫∫
ℓ ℓ
ℓ ℓ
∇ ∇  
 
(3-10) 
Au vu de l’expression (3-9), les intégrales ne sont pas séparables, c’est-à-dire que l’on ne peut 
pas séparer les termes en x des termes en y, ce qui implique des calculs assez complexes. Par 
contre, dans le cas des ondelettes séparables, les produits tensoriels, très simples à mettre en 
place, nous permettent de séparer les termes ; en effet, nous avons : 
2
, , , ,
( , ) , ,
( , ) ( ) ( )
2 (2 ) (2 )
x y x y
x y
j k k j k j k
j j j
x y
k k j
x y x y
x k y k− − −
∀ ∈ ∀ ∈
Φ = Φ Φ
= Φ − Φ −
ℤ ℤ
 
 
(3-11) 
Ainsi les intégrales de (3-10) sont séparables et beaucoup plus simples à calculer. Le principe 
est le même en 3D. Une méthode de Galerkin-ondelettes a ainsi l’avantage d’être beaucoup 
plus simple à implémenter que la MEF polynomiale, en particulier dans des systèmes 2D et 
3D. 
Remarque : les termes (3-10), ainsi que les autres intégrales intervenant dans le calcul de L et 
de Q, sont à calculer pour chaque élément dans le cas de la MEF standard ; tandis que dans la 
méthode de Galerkin-ondelettes, ces termes sont calculés en une seule fois sur tout le 
domaine. 
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1.1.2.4 Continuité 
L’utilisation des ondelettes amène une autre propriété intéressante par rapport à la MEF 
standard, celle de la continuité inter-élément. En effet, lors du calcul des coefficients de la 
matrice de rigidité L, il faut assurer la continuité de la solution entre chaque élément défini 
par le maillage. Cela est délicat pour la MEF, surtout en 2D et 3D ([Burnett1987] et Annexe 
B). Dans le cas de la méthode de Galerkin-ondelettes, cette continuité est naturellement 
assurée. En effet, la solution approchée de (3-1) s’écrit 1 1 2 2 ... N Nu u I u I u I= + + +ɶ  (3-2). Dans 
le cas de la MEF classique, il faut la définir élément par élément (Annexe B) ; dans le cas des 
ondelettes, il s’agit de la solution globale définie sur tout le quadrillage. Si les fonctions 
d’interpolation Ik sont continues sur tout le domaine Ω, une combinaison linéaire de ces 
fonctions est aussi continue dans tout l’objet. Dans le cas des ondelettes de Daubechies 
(schématisées sur la figure 3.1 b)), la continuité de la fonction est assurée par un algorithme 
de cascade, qui permet de générer les valeurs de la fonction en tout point grâce à la relation 
d’échelle présentée dans l’Annexe D (équation(D-9)). 
La figure 3.1 illustre ce problème de continuité : dans le cas de la MEF, nous avons vu qu’il 
fallait assurer la continuité entre 2 éléments, c’est-à-dire avoir une valeur u2 commune aux 2 
éléments (figure 3.1 a)), et donc définir les polynômes I2(1) (pour l’élément 1) et I2(2) (pour 
l’élément 2) de façon adéquate. Dans le cas des ondelettes, on ne se préoccupe pas de la 
continuité inter-élément, on écrit la solution globale k k
k
u u I=∑ɶ  sur tout le domaine, et la 
continuité est assurée partout. 
1.1.3 Limitations des ondelettes dans la résolution d’EDPs 
Nous avons exposé les avantages de l’utilisation des ondelettes pour la résolution d’EDPs. 
Cependant, il y a deux limitations importantes à ne pas oublier, mais qui peuvent être 
contournées grâce aux propriétés des ondelettes et à la mise en place de traitements 
particuliers : 
- Tout d’abord, les ondelettes ne sont applicables qu’à des géométries simples. En effet, 
nous avons vu qu’elles nécessitaient un quadrillage régulier. En 2D, elles nécessitent un 
domaine rectangulaire, parallélépipédique en 3D. Ce problème peut être résolu grâce à 
la méthode des domaines fictifs, exposée dans la section 1.2.2. 
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- Ensuite, certaines conditions aux limites sont difficiles à vérifier avec ce type de base. 
Par exemple, si l’on souhaite des conditions de Dirichlet, avec 0u ∂Ω = , alors il faudra 
nécessairement une base de fonctions qui s’annulent toutes aux frontières ∂Ω . Cela 
implique l’utilisation de méthodes particulières que nous exposerons dans la section 
1.2.5. 
La section suivante explicite en détails la méthode appliquée à l’équation de diffusion, et 
présente les solutions apportées aux limitations de la méthode. 
1.2 Résolution de l’équation de diffusion par la méthode 
de Galerkin-ondelettes 
En tomographie optique diffuse, le problème direct consiste à résoudre l’Equation à Dérivées 
Partielles (EDP) (3-1) associée aux conditions aux limites de Robin, ou à celles de Dirichlet 
extrapolées (voir la Partie 1 section 1.5), c’est-à-dire 0
e
u ∂Ω = , avec e∂Ω  une frontière 
extrapolée située à la distance zB de la vraie frontière ∂Ω  (équation (1-12) de la Partie 1). 
1.2.1 Expression de l’équation matricielle 
Dans un premier temps, plaçons-nous dans une géométrie 1D selon x, pour simplifier les 
notations. Soit la solution approchée uɶ  (« trial-solution », voir Partie 1 Chapitre 2 et l'Annexe 
B). Elle peut s’écrire sous la forme d’une combinaison linéaire d’ondelettes, plus précisément 
de fonctions d’échelle (voir l’Annexe D). Si l'on choisit une certaine échelle d’approximation 
2j (plus le niveau d'approximation j est élevé, plus la solution approchée est grossière), cette 
solution approchée est notée : 
, ,
1
( ) ( )
N
j j k j k
k
u x u x
=
= Φ∑ɶ  
 
(3-12) 
Les inconnues sont alors les N coefficients 
,j ku . Les N fonctions d'interpolation ,j kΦ  choisies 
sont, dans cette Partie, des fonctions d'échelle, à l'échelle 2j pour un niveau d'approximation j 
donné, et non des polynômes comme dans la MEF classique : 
/2
,
( ) 2 (2 )j jj k x x k− −Φ = Φ −  (3-13) 
avec Ф la fonction d'échelle au niveau j = 0 (voir l’Annexe D). Rappelons que dans la 
méthode de Galerkin, l'étape de projection consiste à projeter le résidu de l'équation 
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.( )j a jR D u u qµ= − + −ɶ ɶ ɶ∇ ∇  dans la même base de fonctions, et à rendre cette projection égale 
à zéro : 
,
( .( ) ). 0 1,...,j a j jD u u q Nµ
Ω
− + − Φ = =∫ ℓɶ ɶ ɶ ℓ∇ ∇  (3-14) 
Après intégration par parties (application du théorème de la divergence) du 1er terme et 
insertion des conditions aux limites de Robin (3-1), on obtient la forme faible : 
, , , ,
( ).( ) 0 1,...,j j j j a j j ju D u u q Nζ µ
∂Ω Ω Ω Ω
Φ + Φ + Φ − Φ = =∫ ∫ ∫ ∫ℓ ℓ ℓ ℓɶ ɶ ɶ ɶ ℓ∇ ∇  (3-15) 
Notons que les conditions aux limites de Robin, dites naturelles, sont « naturellement » 
vérifiées à partir du moment où elles sont intégrées dans la forme faible de l'EDP, 
contrairement aux conditions aux limites de Dirichlet (voir Annexe C). Nous avons vu dans la 
Partie 1 que nous pouvions choisir entre les conditions de Robin ou les conditions de Dirichlet 
extrapolées, pour un résultat similaire. Dans cette Partie, comme nous avons travaillé 
directement sur la forme faible, on a choisi de garder les conditions de Robin. Cela permet de 
ne pas rajouter des équations supplémentaires à résoudre, dues à la définition de 
multiplicateurs de Lagrange, et donc de gagner du temps. Plus de détails seront donnés dans la 
section 1.2.5. 
Nous obtenons alors l’équation Lu = Qq (3-5), avec les termes (3-6) s’écrivant : 
{ }
{ }
{ }
{ }
, , , , , ,
, 1...
(3) (2) (1)
,
, 1...
(1)
, ,, 1...
, 1...
, 1...
j k j j k j a j k j
k k N
k k a k k
j k k N
k j k j kk N
k N
j k k N
D
L
D
u
Q
q
ζ µ
ζ µ
∂Ω Ω Ω
=
=
=
Ω =
=
 Φ Φ + Φ Φ + Φ Φ
 
= =  
 = ℑ + ℑ + ℑ 
=
 
= = Φ Φ = ℑ 
 
=
∫ ∫ ∫
∫
L
u
Q
q
ℓ ℓ ℓ
ℓ ℓ
ℓ ℓ ℓ ℓ
ℓ ℓ ℓℓ
ℓ
∇ .∇
 
 
 
(3-16) 
Les intégrales définies par les expressions (3-8) s’écrivent : 
(1)
, ,
(2)
, ,
(3)
, ,
k j k j
k j k j
k j k j
Ω
Ω
∂Ω
ℑ = Φ Φ
ℑ = Φ Φ
ℑ = Φ Φ
∫
∫
∫
ℓ ℓ
ℓ ℓ
ℓ ℓ
∇ .∇  
 
(3-17) 
 135
Les deux premiers termes sont des termes de volume, le troisième est un terme de surface. Ne 
dépendant que de la finesse du maillage (c’est-à-dire du niveau d’approximation j choisi) et 
de la géométrie (et non pas des positions prises par la source ni de celles des détecteurs), ils 
peuvent être calculés à l’avance. 
Nous pouvons généraliser ces équations aux cas 2D et 3D. En effet, les ondelettes en 2D 
s'écrivent, grâce aux produits tensoriels : 
, , , ,
( , ) ( ) ( )
2 (2 ) (2 ),
1,..., ; 1,...,
x y x yj k k j k j k
j j j
x y
x x y y
x y x y
x k y k
k N k N
− − −
Φ = Φ Φ
= Φ − Φ −
= =
 
(3-18) 
et en 3D: 
, , , , , ,
3
2
( , , ) ( ) ( ) ( )
2 (2 ) (2 ) (2 ),
1,..., ; 1,..., ; 1,..., .
x y z x y zj k k k j k j k j k
j
j j j
x y z
x x y y z z
x y z x y z
x k y k z k
k N k N k N
−
− − −
Φ = Φ Φ Φ
= Φ − Φ − Φ −
= = =
 
 
(3-19) 
L'équation (3-5) est donc généralisable à des cas 2D et 3D, avec en 2D : 
{ }
, , , ,
, , , ,
, , , 1...
, , , ,
(3) (2) (1)
, , ,
( , ) ( , )
( , ). ( , )
( , ) ( , )
x y x y
x y x y
x y x y
x y x y
x y x y
x y x y x y x y x y x y
x y x y
j k k j
j k k j
k k k k N
a j k k j
k k k k a k k k k
x y x y
D x y x y
L
x y x y
D
ζ
µ
ζ µ
∂Ω
Ω
=
Ω
 Φ Φ
 
 
+ Φ Φ 
 
= =  
 + Φ Φ
 
 
= ℑ + ℑ + ℑ  
∫
∫
∫
L
u
ℓ ℓ
ℓ ℓ
ℓ ℓ
ℓ ℓ
ℓ ℓ
ℓ ℓ ℓ ℓ ℓ ℓ
ℓ ℓ
∇ ∇
{ }
{ }
{ }
, ,
, 1...
(1)
, , , ,
, , , 1...
, , ,
, ,
, 1...
( , ) ( , )
x y
x y
x y x y x y x y x y x y
x y x y
x y x y
x y
x y
j k k k k N
k k j k k j k kk k N
k k
j k k k k N
u
Q x y x y
q
=
=
Ω
=
=
 
= = Φ Φ = ℑ 
 
=
∫Q
q
ℓ ℓ ℓ ℓ ℓ ℓ
ℓ ℓ
ℓ ℓ
 
 
 
 
 
(3-20) 
où : 
(1) (1) (1)
(2) (2) (2)
(3) (3) (3)
x y x y x x y y
x y x y x x y y
x y x y x x y y
k k k k
k k k k
k k k k
ℑ = ℑ ℑ
ℑ = ℑ ℑ
ℑ = ℑ ℑ
ℓ ℓ ℓ ℓ
ℓ ℓ ℓ ℓ
ℓ ℓ ℓ ℓ
 
 
(3-21) 
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Nous avons alors, dans (3-20) et (3-21), affaire à des tenseurs, obtenus par produits tensoriels 
des matrices du cas 1D (3-16) et (3-17). 
Les expressions dans un cas 3D se définissent de la même manière, avec 6 indices : 
, , , , ,x y z x y zk k k ℓ ℓ ℓ . 
1.2.2 La méthode des domaines fictifs 
Nous avons vu dans la section 1.1.3 que la principale difficulté des ondelettes, dans leur 
application à la résolution d’EDPs, étaient la forme de la géométrie étudiée : elle doit être 
régulière. Voici comment nous avons contourné cette limitation : 
On cherche à satisfaire (3-5) sur Ω avec les conditions aux limites vérifiées sur ∂Ω . Une 
façon de procéder est de résoudre (3-5) sur un domaine régulier plus grand et régulier, le 
domaine fictif Ω’ [Baccou2005, Glowinski1996] (le résultat est a fortiori exact dans 'Ω ⊂ Ω ), 
et les conditions aux limites sur les vraies frontières ∂Ω . 
 
Figure 3.3. Exemple en 2D d'un domaine fictif. 
Cette méthode a l’avantage d’autoriser l’utilisation des ondelettes sur des géométries non 
régulières. Après avoir résolu (3-16) sur Ω’, les solutions obtenues sur Ω’\Ω (c’est-à-dire à 
l’intérieur de Ω’ mais à l’extérieur de Ω) ne sont pas prises en compte. 
1.2.3 Définition et calcul des coefficients de connexion 
Nous voyons dans l’expression des coefficients Lkl et Qkl qu'apparaissent les termes (3-17) : 
(1)
, ,k j k j
Ω
ℑ = Φ Φ∫ℓ ℓ , 
(2)
, ,k j k j
Ω
ℑ = Φ Φ∫ℓ ℓ∇ .∇ , 
(3)
, ,k j k j
∂Ω
ℑ = Φ Φ∫ℓ ℓ . 
Ω 
∂Ω 
Ω’ 
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Si 
( )
( ) ( )
m
m
m
x
x
∂ ΦΦ =
∂
, le terme plus général de ces intégrales s’écrit, dans le cas d’un milieu 
infini (1D) : 
[ ]1 2 1 2 1 2, (1 ) ( ) ( )
, ,
2 (2 ) (2 )m m j m m m mj jj k x k x dx
+∞
− + + − −
−∞
Γ ∞ = Φ − Φ −∫ℓ ℓ  
 
(3-22) 
Et dans le cas d’un milieu fini [0 n] : 
[ ]1 2 1 2 1 2, (1 ) ( ) ( )
, ,
0
2 (2 ) (2 )
n
m m j m m m mj j
j k n x k x dx
− + + − −Γ = Φ − Φ −∫ℓ ℓ  
 
(3-23) 
où n est un entier. Ce sont les coefficients de connexion. Nous allons tout d’abord présenter 
brièvement ces coefficients dans un cadre général, puis nous expliciterons la façon dont ils 
sont utilisés dans le cas de la diffusion dans un milieu fini. 
1.2.3.1 Présentation générale 
D'après la théorie de Beylkin [Beylkin1993], les coefficients de connexion à support infini 
[ ]1 2,
, ,
m m
j k lΓ ∞  sont calculés à partir des valeurs du filtre d'échelle h[n] (défini en Annexe D). Des 
tables de ces coefficients sont données par Beylkin, pour différents couples (m1, m2). D’après 
l’expression de la matrice de rigidité (3-16), ceux qui nous sont utiles sont 0,0
, ,j kΓ ℓ  et 
1,1
, ,j kΓ ℓ . 
Nous voyons que si nous choisissons une base d’ondelettes orthonormale, les coefficients 
définis pour m1 = m2 = 0 se simplifient : 
[ ]0,0
, , ,
2 (2 ) (2 ) ,j j jj k kx k x dx jδ
+∞
− − −
−∞
Γ ∞ = Φ − Φ − = ∀∫ℓ ℓℓ  
 
(3-24) 
ce qui permet d’avoir un calcul rapide et une grande facilité d’implémentation. Comme ces 
valeurs sont applicables à n'importe quel niveau d'approximation j, par un simple changement 
de variable en x, nous noterons plus simplement : 
[ ]
[ ]
1 2 1 2, ( ) ( )
,
0,0
, ,
( ) ( )
( ) ( )
m m m m
k
k k
x k x dx
x k x dx δ
+∞
−∞
+∞
−∞
Γ ∞ = Φ − Φ −
Γ ∞ = Φ − Φ − =
∫
∫
ℓ
ℓ ℓ
ℓ
ℓ
 
 
(3-25) 
 
(3-26) 
 138
1.2.3.2 Valeurs des coefficients (1)kℑ ℓ  et (2)kℑ ℓ  sur le domaine fini Ω 
Les coefficients de connexion sont établis de façon simple par Beylkin [Beylkin1993] sur un 
support infini. Mais dans le cadre de la tomographie optique, les domaines étudiés sont finis ; 
grâce à la méthode des domaines fictifs (voir la section 1.2.2), nous allons pouvoir utiliser les 
coefficients « infinis » [ ]1 2,
,
m m
kΓ ∞ℓ  pour calculer 
(1)
kℑ ℓ  et (2)kℑ ℓ . 
Illustrons cette méthode dans un cas 1D. Supposons j = 0 et définissons Ω = [0 8] par 
exemple : 
[ ]
8
(1) 0,0
, , ,
0
( ) ( ) 8k j k j kx k x dx
Ω
ℑ = Φ Φ = Φ − Φ − = Γ∫ ∫ℓ ℓ ℓℓ  ; si Ф est une fonction à support infini, il est 
clair que cette intégrale, définie sur un support [0 8] fini, n’est pas égale à 
[ ]0,0
,
( ) ( ) kx k x dx
+∞
−∞
Φ − Φ − = Γ ∞∫ ℓℓ , quelles que soient les valeurs de k et ℓ . Si la fonction Φ est 
à support compact, de support [0 L], cette intégrale peut alors prendre la même valeur que 
[ ]0,0
,kΓ ∞ℓ  pour certaines valeurs de k et ℓ . En effet, [ ]0,0, 8kΓ ℓ  est une autocorrélation de la 
fonction Ф, limitée à l’intervalle [0 8]. Ce coefficient peut être donc considéré comme l’aire 
d’intersection entre la fonction Ф décalée de k et la fonction Ф décalée de ℓ  ; voici des 
exemples utilisant, pour fonction Ф, la fonction d’échelle de Daubechies d’ordre 3 : son 
support est de taille L = 5, c’est-à-dire que nous faisons l’hypothèse L n≤  : le support de la 
fonction est plus petit que le domaine étudié (figure 3.5). 
 
Figure 3.4. Fonction d’échelle de Daubechies d’ordre 3. 
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a) 
 
b) 
 
c) 
 
d) 
Figure 3.5. Exemples d’autocorrélations de Ф : a) k = 0, ℓ = 1 ; b) k = -1, ℓ  = 2 ; c) k = -3 ; ℓ  = -1 ; d) k = 5 ; ℓ  
= 6 ; rectangle grisé = intervalle de recoupement des fonctions Ф(x-k) et Ф(x- ℓ ). 
Sur ces exemples, le rectangle gris indique l’intervalle sur lequel se recoupent les 2 fonctions. 
Dans les cas a) et b) par exemple, ces intervalles sont intérieurs au domaine [0 8], et on a bien 
[ ] [ ]0,0 0,0
, ,
8k kΓ = Γ ∞ℓ ℓ  ; dans les cas c) et d), l’intervalle de recoupement est extérieur à [0 8], donc 
[ ] [ ]0,0 0,0
, ,
8k kΓ ≠ Γ ∞ℓ ℓ , alors que les fonctions d’interpolation considérées ont des valeurs à 
l’intérieur de [0 8] et sont donc utiles au calcul de uɶ  (3-12). Cette illustration montre l’intérêt 
d’agrandir le domaine afin de pouvoir faire l’hypothèse d’un milieu infini, puisque si l’on 
choisit Ω’ avec une taille adéquate, les coefficients de connexion à l’intérieur de Ω seront 
considérés comme égaux à ceux définis sur un support infini. 
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a) 
 
b) 
Figure 3.6. Cas « limites » pour un recoupement (partie grisée) extérieur au domaine Ω=[0 8] : a) k = -4, ℓ  = -3 ; 
b) k = 6, ℓ  = 7. 
On voit à travers ces exemples que si min( , ) 4k ≥ −ℓ  ou si max( , ) 7k ≤ℓ , alors le recoupement 
est intérieur au domaine élargi Ω’. ( ( 4)xΦ +  et ( 7)xΦ −  sont les dernières fonctions (à 
gauche et à droite) à avoir des valeurs non nulles dans [0 8]). Il suffit d’agrandir Ω de L-1 = 4 
points de part et d’autre. Nous définissons alors le domaine fictif Ω’ = [-4 12]. 
En résumé, nous avons : 
12
' 4
4 , 7 ( ) ( ) ( ) ( ) ( ) ( )k x k x dx x k x dx x k x dx
∞
Ω − −∞
− ≤ ≤ ⇒ Φ − Φ − = Φ − Φ − = Φ − Φ −∫ ∫ ∫ℓ ℓ ℓ ℓ . 
Pour 4 7k− ≤ ≤ , une partie de ( )x kΦ − est comprise dans [0 8], tandis que pour [ 4 7]k ∉ − , 
( )x kΦ −  n’est pas du tout contenu dans [0 8]. Il suffit donc d’utiliser le domaine fictif Ω’ 
ainsi défini pour obtenir [ ]0,0
,
'
( ) ( ) kx k x dx
Ω
Φ − Φ − = Γ ∞∫ ℓℓ . 
De façon plus générale, on a la propriété suivante : 
Soit L le support de la fonction d’échelle. 
Si Ω = [a b], en définissant Ω’ = [a-L+1  b+L-1], on a, avec n un entier, a n b≤ ≤  : 
[ ] [ ]1 2 1 2 1 2( ) ( ) , ,
, ,
0
( ) ( )
0 ,
n
m m m m m m
k k
n L
x k x dx n
k n L
≥ 
⇒ Φ − Φ − = Γ = Γ ∞≤ ≤ −  ∫ ℓ ℓ
ℓ
ℓ
 
 
 
 
(3-27) 
Le raisonnement est le même pour le calcul de [ ](2) 1,1
,
'
'( ) '( )k kx k x dx
Ω
ℑ = Φ − Φ − = Γ ∞∫ℓ ℓℓ . 
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1.2.3.3 Valeurs des coefficients sur la frontière ∂Ω  
Dans le cas des coefficients (1)kℑ ℓ  et (2)kℑ ℓ  qui sont des intégrales sur le volume, on ramène le 
calcul de [ ]1 2,
,
m m
k l nΓ  à celui de [ ]1 2,,m mk lΓ ∞  grâce au domaine fictif. Le coefficient de frontière 
(3)
kℑ ℓ , qui est une intégrale sur la frontière ∂Ω , nécessite un calcul plus précis, puisque c’est 
lui qui permet d'intégrer réellement les conditions aux limites, et donc les valeurs de la 
solution u sur les frontières ∂Ω . 
La théorie de Beylkin nous donne les coefficients de connexion sur un support infini, mais il 
existe des algorithmes permettant l'extension des calculs à un support fini [Chen1996, 
Chen2006, Dahmen1993]. Il s'agit du calcul de [ ]1 2,
,
m m
k nΓ ℓ  (3-23). 
Avec n un entier (que nous avions fixé à n = 8 dans l’exemple de la section précédente) : on 
montre que si n L≥  (taille du domaine supérieure au support de la fonction d’échelle) et si 
0 min( , )k n L≤ ≤ −ℓ , alors [ ] [ ]1 2 1 2, ,
, ,
m m m m
k knΓ = Γ ∞ℓ ℓ  et en particulier [ ] [ ]0,0 0,0, ,k knΓ = Γ ∞ℓ ℓ  (puisque 
dans cette section, nous n’avons besoin que du cas m1 = m2 = 0 d’après l’expression de (3)kℑ ℓ  
(3-17)). Si k L− ≥ℓ , alors [ ]0,0
,
0,k n nΓ = ∀ℓ , puisque le recoupement est nul entre ( )x kΦ −  et 
( )xΦ − ℓ . 
Par contre, si la propriété (3-27) n’est pas vérifiée, c’est-à-dire si n L≤  et/ou si min( , ) 0k ≤ℓ  
et/ou si min( , )k n L≥ −ℓ , il faut calculer précisément la valeur de [ ]0,0
,k nΓ ℓ . Cela peut être fait 
en calculant [ ]
1
0,0
,
0
1 ( ) ( )k x k x dxΓ = Φ − Φ −∫ℓ ℓ  (ce qui peut se faire de différentes manières 
[Chen1996, Dumont1996]), puis en utilisant la relation suivante (démonstration rapide dans 
l'Annexe E) : 
[ ] [ ]10,0 0,0
, ,
0
1
n
k k p p
p
n
−
− −
=
Γ = Γ∑ℓ ℓ  
 
(3-28) 
De manière plus précise, nous avons, dans notre problème (3-16), besoin d'une forme plus 
générale, pour des intervalles quelconques, c'est-à-dire les intégrales de la forme suivante : 
[ ]
2 2
11
1
0,0
,
( ) ( ) 1
n n
k p p
p nn
x k x dx
−
− −
=
Φ − Φ − = Γ∑∫ ℓℓ  
 
(3-29) 
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En utilisant une table de ces valeurs, présentée dans l’Annexe E, les coefficients de frontière 
(3)
kℑ ℓ  sont alors calculables. 
1.2.3.4 Assemblage 
Une fois les coefficients de connexion calculés, nous avons tous le matériel mathématique 
pour calculer les coefficients (3-17), et nous pouvons écrire l’équation à résoudre sous la 
forme Lu = Qq, avec q le vecteur de la fonction source projetée dans la base d'ondelettes, u le 
vecteur des inconnues 
,j ku , Q la matrice de projection de la fonction-source dans la base 
d’ondelettes, et L la matrice de rigidité, c’est-à-dire la matrice de projection de l’opérateur de 
diffusion dans la base d’ondelettes. Dans un cas 2D, les produits tensoriels nous permettent 
d’obtenir le même type d’équation (voir les équations (3-20) et (3-21)). 
Les tables utiles à notre problème sont exposées dans l'Annexe E (pour l’ondelette choisie 
dans cette Partie 3, Daubechies d’ordre 3). Les termes (1)kℑ ℓ  sont déterminés à partir de (3-22) 
pour m1 = m2 = 0 ; les termes (2)kℑ ℓ  pour m1 = m2 = 1 ; les termes (3)kℑ ℓ  à partir de (3-23) et (3-
29) pour m1 = m2 = 0. 
1.2.4 Choix des ondelettes de Daubechies 
Maintenant que nous avons établi les étapes de l’algorithme pour un cas général, il reste à 
choisir la fonction d’échelle Ф. Les méthodes numériques de résolution d'EDPs avec 
ondelettes peuvent utiliser diverses ondelettes (Haar, Meyer, Daubechies…) [Mallat1999] ; 
cependant, les ondelettes de Daubechies [Daubechies1988, Daubechies1992] sont souvent 
préférées (voir l'état de l'art dans la Partie 1). En effet, nous avons vu dans la section 1.2.3 
que : 
- Si la base d’ondelettes choisie est orthonormale, cela simplifie le calcul des 
coefficients de connexion (1)kℑ ℓ  (équation (3-24)). 
- De plus, nous avons simplifié les calculs de ces coefficients à partir du moment où la 
fonction était à support compact (taille L finie) (équation (3-27)). 
- Enfin, la continuité de la solution sera d’autant mieux vérifiée que la fonction 
d’échelle Ф est régulière (section 1.1.2.4). 
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Les ondelettes de Daubechies sont définies de manière à être orthonormales, à support 
compact, et à moments nuls. L’Annexe D donne les détails de ces propriétés, que nous 
résumons brièvement ici : 
Le nombre de moments nuls est une propriété reliée à la fonction d’ondelette-mère Ψ (Ψ a M 
moments nuls si ( ) 0, 0 1kx x dx k M
+∞
−∞
Ψ = ≤ ≤ −∫ ), mais qui influe sur la régularité de la 
fonction d’ondelette-père (ou fonction d’échelle) Ф : plus ce nombre est élevé, plus Ф  est 
continue. Mais en revanche, plus on a de moments nuls, plus le support de la fonction 
d’échelle Ф est grand, et donc plus le nombre de coefficients de connexion à calculer est 
important. Nous avons donc un compromis à trouver entre le nombre de moments nuls et la 
taille du support. Ce compromis est optimal dans le cas des ondelettes de Daubechies 
[Daubechies1988, Daubechies1992] : à nombre de moments nuls fixé, le support est minimal. 
Remarque : les ondelettes-splines peuvent également convenir puisqu’elles vérifient toutes 
ces propriétés [Baritaux2008, Unser2003]. Cependant, leur support devient théoriquement 
infini après le processus de normalisation de la base, et un support infini peut poser quelques 
problèmes lors de l’application des ondelettes sur les domaines fictifs (ce que nous avons vu 
dans la section 1.2.3). 
Nous avons donc choisi d'utiliser dans notre méthode des ondelettes de Daubechies d'ordre 3, 
c'est-à-dire avec M = 3 moments nuls, et de support [0 5] : L = 2M-1 = 5. Son support est 
suffisamment petit pour avoir une bonne rapidité dans les calculs, et la fonction est supposée 
suffisamment continue. L’espace d’approximation, c’est-à-dire la base des fonctions 
d’interpolation, est composé des fonctions d’échelle 
,j kΦ  de Daubechies d’ordre 3. Les 
fonctions d'échelle et d'ondelette de Daubechies d'ordre 3 sont représentées sur la figure 3.7 : 
 
Figure 3.7. Daubechies ordre 3 : a) fonction d'échelle Ф ; b) fonction d'ondelette Ψ. 
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1.2.5 Les conditions aux limites 
Un des problèmes majeurs de notre méthode est celui des conditions aux limites. En effet, 
avec les Eléments Finis polynomiaux, c'est assez simple de prendre des polynômes aux bords 
qui respectent les conditions, qu'elles soient de Dirichlet ou de Robin. Avec une base 
d’ondelettes, si l'on veut conserver ses propriétés d’orthonormalité, cela devient plus 
compliqué. En particulier, si l'on veut appliquer les conditions de Dirichlet extrapolées, c’est-
à-dire 0
e
u ∂Ω =  sur une frontière extrapolée (voir la Partie 1), il faudrait que toutes les 
fonctions de la base d’interpolation choisie { },
,
j k j k
Φ  soient égales à 0 sur e∂Ω , puisque la 
base est orthogonale. Donc si l'on veut appliquer des conditions de Dirichlet extrapolées, 
comme dans la Partie 2, il faut utiliser différentes solutions, existantes dans la littérature, que 
nous allons expliciter maintenant. 
En fait, ce sont finalement les conditions aux limites de Robin qui ont été choisies au cœur 
d'un domaine fictif, ce que nous allons présenter dans la section 1.2.5.4. Nous allons tout 
d’abord faire un état de l’art des solutions existantes pour la résolution des conditions aux 
limites (généralement celles de Dirichlet), associées à la méthode de Galerkin-ondelettes 
(sections 1.2.5.1 à 1.2.5.3). 
1.2.5.1 La méthode de collocation pour les conditions aux limites 
Une possibilité pour imposer des conditions aux limites consiste non pas à les introduire dans 
l’espace d’approximation (défini par les ondelettes), mais à forcer la solution à les vérifier. 
Cela rejoint la méthode de collocation que nous avions mentionnée dans la Partie 1 (section 
2.3.2, équation (1-46)). Cette méthode de collocation appliquée aux conditions aux limites est 
décrite en particulier dans [Bertoluzza1996]. 
1.2.5.2 Les ondelettes sur l'intervalle 
Afin de respecter les conditions aux limites de Dirichlet sur tous les bords de l’objet étudié, on 
peut construire des ondelettes dites « sur l’intervalle » [Auscher1993, Cohen1993, 
Meyer1991, Monasse1998]. Ces ondelettes sont telles que chacune vérifie les mêmes 
conditions aux limites, et ce sur un support compact défini. Par exemple, si l’on souhaite avoir 
0u ∂Ω = , il faut arranger la base d’ondelettes, c’est-à-dire calculer de nouvelles fonctions 
d’ondelettes, de manière à les rendre toutes nulles sur le bord. En 1D, avec des ondelettes de 
Daubechies d’ordre 2, un exemple de résultat obtenu est présenté figure 3.8 : 
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a) 
 
 
 
b)    c) 
Figure 3.8. a) Fonction d’échelle de Daubechies d’ordre 2 ; b) c) exemples d’ondelettes sur l’intervalle, obtenues 
pour l’intervalle [0 1] : b) ondelette pour l’extrêmité 0 ; c) ondelette pour l’extrêmité 1 (issues de 
[Monasse1998]). 
Cependant, la construction de ces ondelettes nécessite des calculs assez longs, et, de plus, 
elles ne sont applicables qu'à des géométries simples, telles qu’un rectangle en 2D. 
1.2.5.3 Les ondelettes périodiques 
Une autre solution classique est d'utiliser des ondelettes périodiques. En 1D par exemple, cela 
consiste à « joindre les bouts » du domaine et à créer une boucle, de manière à avoir une 
solution continue. La période de l’ondelette est de 2j ; on voit sur la figure 3.9 (où le domaine 
est l’intervalle [0 8] ; j = 0, c’est-à-dire qu’on a une seule ondelette par unité de mesure) 
comment une ondelette présente sur un bord est prolongée sur l’autre bord : l’ondelette rouge, 
incomplète à gauche, se prolonge périodiquement à droite, de même pour les ondelettes bleue 
et noire : 
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Figure 3.9. Schéma d’ondelettes périodiques : l’ondelette noire, « inachevée » sur le bord droit, se prolonge sur 
le bord gauche. Les suivantes (bleue et rouge) se prolongent de la même manière. Les autres ondelettes ont leur 
support inclus dans le domaine étudié et n’ont pas besoin d’être périodisées. 
Cette périodisation permet donc d’appliquer des conditions aux limites périodiques, sans 
déformer la base d’ondelettes qui garde alors ses propriétés d’orthogonalité. En effet, V. 
Perrier et C. Basdevant [Perrier1989] ont montré qu’en remplaçant les ondelettes par leur 
périodisées : 
, ,
, ,
(. )
(. )
per
j k j k
z
per
j k j k
z
z
z
∈
∈
Φ = Φ +


Ψ = Ψ +

∑
∑
ℤ
ℤ
, on obtient une analyse multirésolution de L²([0 1])-
périodique. 
La généralisation en 3D consiste à transformer le domaine en tore [Chauvin2005]. 
Cependant, cette solution n’est envisageable que pour des phénomènes périodiques, où la 
solution de l'équation prend la même valeur sur tous les bords. 
En effet, si on l’applique à des conditions aux limites de Robin (avec une équation de 
diffusion dans un cas 1D), le résultat obtenu est de la forme suivante : 
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a) 
 
b) 
Figure 3.10. Résultat très grossier de l’équation de diffusion avec les conditions aux limites de Robin : a) avec 
des ondelettes périodiques ; b) avec la MEF standard. 
Nous observons une erreur dans la solution obtenue au bord droit (x = 8) : 1 8u u= , ce qui 
n’est pas le cas réellement (figure 3.10 b) : solution obtenue avec la MEF par COMSOL 
Multiphysics™). 
Ce choix a de plus deux inconvénients : 
- La mise en place des conditions aux limites de Dirichlet nécessite des équations 
supplémentaires à résoudre : en effet, comme ce sont des conditions dites « essentielles » 
(voir l’Annexe C), des multiplicateurs de Lagrange sont à déterminer [Kunoth2001] : il s’agit 
de coefficients inconnus supplémentaires, permettant de rendre les conditions de Dirichlet 
nécessaires et suffisantes ; 
- La façon dont les ondelettes périodiques sont définies exige une géométrie simple. Si on 
veut généraliser à des géométries complexes, l'intégration des ondelettes périodiques 
risquerait d'être plus difficile : il est facile d’extruder un parallélépipède en tore, c’est plus 
difficile avec une souris. 
1.2.5.4 Les conditions de Robin et la méthode des domaines fictifs 
À cause des inconvénients des conditions de Dirichlet mentionnés ci-dessus, notre choix s'est 
donc porté sur l'application des conditions aux limites de Robin (3-1), et non celles de 
Dirichlet extrapolées, en particulier parce qu'elles font naturellement partie de la forme faible 
de l'EDP (équation (3-15)), et qu'elles ne nécessitent donc pas la résolution d'équations 
supplémentaires avec les multiplicateurs de Lagrange (Annexe C). 
Pour pouvoir les appliquer à une géométrie irrégulière, on utilise la méthode des domaines 
fictifs, que nous avons déjà présentée dans la section 1.2.2, car elle est utile à une 
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simplification du calcul des coefficients de connexion. Nous voyons ici les deux autres 
intérêts de cette méthode, qui sont l’application des ondelettes dans une géométrie simplifiée, 
et la vérification simple des conditions aux limites. En effet, les ondelettes sont directement 
applicables à ce domaine régulier, et il suffit de vérifier ensuite les conditions aux limites à 
l'intérieur. 
Nous avons vu que la taille du domaine Ω' créé est plus large de L-1 points (au niveau de 
toutes les frontières, soit les 4 côtés dans le cas 2D), où L est la taille du support de l'ondelette. 
En effet, le fait de rajouter des ondelettes au-delà des frontières permet de conserver le 
caractère orthogonal de la base d’interpolation, à condition qu’il y en ait suffisamment : on a 
besoin de toutes les fonctions de la base d'ondelettes qui contiennent les points de la frontière 
∂Ω  (voir la coupe en 2D figure 3.5). Dans l’exemple ci-dessous, M = 3, soit L = 5 (ondelettes 
de Daubechies d’ordre 3) et Ω = [0 8] : 
 
 
 
Figure 3.11. Schéma des ondelettes (chacune de couleur différente) utiles pour la résolution de l'EDP dans tout le 
domaine (1D) Ω = [0 8] : élargissement de 2M-2 points de chaque côté : en trait plein : ondelettes intérieures au 
domaine Ω ; en pointillés : ondelettes à rajouter sur Ω’ pour le calcul de uɶ  et pour vérifier les conditions aux 
limites. 
La Figure 3.11 schématise des fonctions d’échelle de Daubechies recouvrant le domaine 
étudié Ω = [0 8] (on suppose une échelle de 20 = 1, donc on a une ondelette par unité de 
mesure) et un intervalle supplémentaire de la taille du support de l'ondelette ; les fonctions en 
Ω=[0 8] 2M-2 points 2M-2 points 
Ω’=[-4,12] 
 149
trait plein sont celles dont les valeurs non nulles sont comprises dans [0 8], et les fonctions en 
pointillés sont celles qui ont des valeurs non nulles sur Ω mais qui « débordent » : elles sont 
donc utiles pour la vérification des conditions aux limites, et donnent ainsi la taille du 
domaine fictif Ω’ = [-4 12]. On voit que ces fonctions en pointillés suffisent à recouvrir les 
frontières, les suivantes (non schématisées) s’annulant en 0 et en 8. 
Comme nous choisissons de travailler avec des ondelettes et un maillage régulier, il faut faire 
une approximation « carrée » des frontières du domaine étudié, de telle sorte que chacun des 
intervalles de la frontière approximée soit délimité par des nœuds du quadrillage : 
 
 
Figure 3.12. Schéma d’une approximation d’une frontière : les intervalles formés par cette frontière approximée 
sont délimités par des nœuds du quadrillage. 
 
L’intégrale sur la frontière ∂Ω  (le 1er terme de L dans (3-16)) se calcule en sommant 
intervalle par intervalle. Par exemple, si l’on a affaire à un domaine rectangulaire délimité par 
les 4 bords x = 0, x = Lx, y = 0 and y = Ly, l’intégrale sur ∂Ω  (intégrale sur le contour 
dl dx dy= + ) devient : 
, , , , , , , ,
0
, , , ,
0
, , , ,
0
, , ,
( , ) ( , ) ( 0) ( 0) ( ) ( )
( ) ( ) ( ) ( )
( 0) ( 0) ( ) ( )
( ) ( ) ( )
y
x y x y x x y y
y
x x y y
x
y y x x
y y x
L
j k k j j k j j k j
y
L
j k x j x j k j
y
L
j k j j k j
x
j j y j y j k
x y x y dl x x y y dy
x L x L y y dy
y y x x dx
y L y L x
∂Ω =
=
=
Φ Φ = Φ = Φ = Φ Φ
+Φ = Φ = Φ Φ
+Φ = Φ = Φ Φ
+Φ = Φ = Φ Φ
∫ ∫
∫
∫
ℓ ℓ ℓ ℓ
ℓ ℓ
ℓ ℓ
ℓ ,
0
( )
x
x
L
j
x
x dx
=
∫ ℓ
 
 
 
 
(3-30) 
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Si ces frontières sont suffisamment grandes (Lx et Ly supérieurs à la taille du support de 
l’ondelette), nous avons besoin des coefficients de connexion calculés sur un support infini 
(3-22) ; si nous avons un domaine avec des frontières plus petites, comme nous le verrons en 
particulier dans la 3e simulation au Chapitre 3, les intégrales apparaissant dans (3-30) font 
intervenir les coefficients de connexion sur un support fini (3-23). 
1.3 Conclusion sur la méthode et généralisation 
Nous avons présenté dans ce Chapitre 1 une méthode de Galerkin-ondelettes appliquée à 
l’équation de diffusion. Dans le cadre du problème direct en tomographie optique de 
fluorescence, connaissant les paramètres physiques du milieu étudié, cette méthode consiste 
à : 
- définir une ondelette aux propriétés adéquates, en l’occurrence le choix s’est porté sur 
l’ondelette de Daubechies d’ordre 3 ; 
- définir le domaine fictif régulier, dont la taille (plus grande) est définie par celle du 
domaine initial et par la taille du support de l’ondelette ; 
- définir une échelle 2j, c’est-à-dire une taille des mailles du quadrillage régulier, plus 
ou moins fine selon le résultat souhaité ; 
- calculer les coefficients de connexion utiles ((3-22) et (3-23) puis (3-29)) : cela peut 
être fait de façon préalable, sans connaissance de la géométrie étudiée ; il suffit d’établir un 
tableau de ces valeurs, puis de piocher celles qui nous sont utiles selon la géométrie ; 
- en déduire les coefficients de la matrices de rigidité L et ceux de la matrice Q. 
Ces 5 étapes sont communes à toutes les positions prises par la source et à tous les détecteurs. 
Les étapes suivantes se font de façon séparée, source par source, détecteur par détecteur : 
- calculer les coefficients du vecteur-source q ; 
- résoudre l’équation matricielle Lu = Qq et en déduire la densité de photons u. 
Une fois ces résultats obtenus, la reconstruction peut être faite, par une méthode ART, par une 
méthode de décomposition SVD, ou par toute autre méthode. Cet algorithme a donc été testé 
dans diverses situations, cela fait l’objet du Chapitre 2. 
Résumons les avantages importants de cette méthode : 
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- Elle permet non seulement de gagner du temps de calcul par rapport à la MEF 
classique, grâce à une discrétisation sur un quadrillage régulier, mais aussi une facilité 
d’implémentation, grâce aux propriétés des ondelettes, à savoir l’orthonormalité, la compacité 
du support, la multirésolution, et surtout la séparabilité qui permet de passer en géométries 2D 
et 3D de manière très simple avec des produits tensoriels (équations (3-18) à (3-21)). 
- De plus, la méthode des domaines fictifs permet un calcul simplifié des coefficients de 
connexion, l’application immédiate des ondelettes (géométrie simplifiée) et l’application 
simple des conditions aux limites. 
 
Cette méthode est donc rapide à mettre en place dans le cas de coefficients constants. Mais 
l’équation (3-15) pourrait se généraliser si l’on prend des paramètres physiques non 
constants : en effet, si l’on a D et µa variables dans l’espace, on peut les écrire sous la forme : 
1
N
D
D
D
 
 
=  
 
 
⋮  et 
1a
a
a N
µ
µ
µ
 
 
=  
 
 
⋮ , avec N le nombre de nœuds définis dans le quadrillage. Ces 
grandeurs sont supposées connues (mais nous pouvons supposer aussi qu’elles font partie des 
paramètres inconnus, la méthode de résolution de l’EDP reste la même, comme le décrit en 
particulier B. Kanmani [Kanmani2007]). La matrice de rigidité L (3-16) s’exprime alors sous 
la forme { }
, , , , , ( , ) , ,, 1...
,
k j k j k j k j a k j k jk N
k
L Dζ µ
=
∂Ω Ω Ω
  
= = Φ Φ + Φ Φ + Φ Φ 
  
∫ ∫ ∫L ℓ ℓ ℓ ℓ ℓ ℓℓ
ℓ
∇ .∇ . À partir de 
là, si nous prenons par exemple le dernier terme ( , ) , ,a k j k jµ
Ω
Φ Φ∫ ℓ ℓ , deux cas se présentent : 
-  Soit ( , )a kµ ℓ  est constant sur l’intersection des supports des l’ondelettes ,j kΦ  et ,jΦ ℓ , 
dans ce cas il suffit de calculer, pour chaque couple (k, ℓ ), la valeur de ( , ) , ,a k j k jµ
Ω
Φ Φ∫ℓ ℓ  ; 
- Soit ( , )a kµ ℓ  n’est pas constant sur cette intersection, dans ce cas on suppose qu’il est 
constant par morceaux de taille 1 (c’est-à-dire constant sur [0 1], sur [1 2], etc.) ; on le 
décompose dans une base d’ondelettes, qui peut être différente de celle choisie pour l’espace 
d’approximation : il s’agit généralement de l’ondelette de Haar (décrite dans la Partie 2, 
Chapitre 1, figure 2.1), appropriée à ce problème puisque le paramètre est constant par 
morceaux : ( , ) ( , , ) ',a k a k m j m
m
µ µ= Θ∑ℓ ℓ , avec ',j mΘ  la fonction d’échelle de Haar (j’ est le facteur 
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d’échelle choisi et m le facteur de translation). Ainsi l’intégrale à calculer se met sous la 
somme d’intégrales de produits de 3 ondelettes : 
1
( , ) , , ( , , ) ', , ,
0
a k j k j a k m j m j k j
m
µ µ
Ω
Φ Φ = Θ Φ Φ∑∫ ∫ℓ ℓ ℓ ℓ . 
Nous ne détaillerons pas plus cette méthode, elle est décrite par S. Dumont dans 
[Dumont1996] avec une application à l’opérateur d’élasticité. Remarquons qu’elle nécessite le 
calcul d’intégrales du type 1 2
1
( ) ( )
', , ,
0
m m
j m j k jΘ Φ Φ∫ ℓ , c’est-à-dire des coefficients de connexion plus 
complexes que ceux présentés dans ce Chapitre 1, calculés également par S. Dumont. 
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Chapitre 2 
 
Simulations en 2D et 3D : résultats et 
comparaison avec la MEF polynomiale 
 
1.4 Description et paramètres 
Trois simulations en 2D sont présentées dans ce chapitre. Elles mettent en jeu 3 géométries 
différentes, tout d’abord un rectangle simple, puis un rectangle avec une discontinuité simple, 
et enfin une géométrie plus complexe se rapprochant d’un demi-cercle. Une simulation en 3D 
est présentée ensuite, mettant en jeu un simple cube. 
Les trois étapes de calcul sont les suivantes, pour chacune des géométries : 
• La simulation des mesures de fluorescence um (voir Partie 1). 
• La modélisation, c'est-à-dire le calcul des fonctions ux, et gmm (définies dans la Partie 1). 
• La reconstruction, effectuée en parallèle par la méthode ART ou par la méthode SVD (Partie 
1 section 2.4). 
Remarque : il n’y a pas de normalisation à faire ici sur les mesures simulées, puisque l’on est 
dans le cadre de simulations et non de validations expérimentales (voir la Partie 2 Chapitre 2). 
1.4.1 Géométries 
• Le rectangle simple permet de valider l’algorithme du problème direct avec les ondelettes, 
qui sont facilement applicables à cette géométrie 2D. 
• La deuxième simulation teste la robustesse des ondelettes vis-à-vis d’une géométrie non 
rectangulaire. 
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• La dernière géométrie permet de tester les coefficients de connexion sur un intervalle fini, 
car les frontières ont été choisies de manière à être de taille petite par rapport au support de 
l’ondelette choisie, à savoir celle de Daubechies d’ordre M = 3, de support [0 5]. 
• Le cube permet de valider simplement l’algorithme dans un cas 3D. 
Les 3 géométries 2D, étant de taille comparable, sont plongées dans le même domaine fictif, à 
savoir un rectangle de taille supérieure à celle du rectangle étudié (43 cm2). Comme nous 
l’avions présenté dans le Chapitre précédent, la taille de ce domaine fictif varie en fonction de 
l’échelle 2j choisie : le support à rajouter est de taille (2M-2)2j, et ce pour les 4 côtés. 
Si M = 3 et j = -3, les grandeurs maximales des géométries étant de 43 cm2, la taille du 
rectangle fictif est alors (4+2(41/8))(3+2(41/8)) = 54 cm2 (voir la figure 3.13). 
Notons que pour j = 0, il y a une fonction d’interpolation par cm (échelle 20 = 1), c’est-à-dire 
une seule maille par cm ; si j = -3, il y a une 2-j = 8 fonctions (8 mailles) par cm. 
1.4.2 Simulation des mesures et paramètres physiques 
Afin d’obtenir les signaux simulés d’émission, on utilise la Méthode des Eléments Finis de 
COMSOL Multiphysics™. Pour simuler les positions prises par la source, le modèle classique 
(voir la Partie 1 sections 1.3 et 2.3.4) permettant de décrire l’interaction entre le milieu et la 
source est de considérer un point source isotrope à la distance 
'
1
sµ
 (où 'sµ  est le coefficient de 
diffusion réduit) de la frontière ∂Ω . Pour simplifier, la source prend ici des positions sur des 
nœuds du quadrillage (figure 3.13), mais une généralisation à n’importe quelle autre distance 
est possible par des calculs d’interpolation de la fonction source q sur les nœuds voisins. 
Les paramètres physiques choisis pour ces simulations sont D = 0.0327 cm (constante de 
diffusion), µa = 0.2 cm-1 (coefficient d’absorption), et la fonction source q est définie par 
( ) ( ) 1q δ − =∫ sr r r , c’est-à-dire que q = 1 sur le nœud rs de la source, 0 ailleurs ; 
1
2
ζ =  
(facteur multiplicatif pour les conditions aux limites). 
Pour chacune des trois simulations 2D, deux zones elliptiques fluorescentes simulent les 
fluorophores à reconstruire. Pour la simulation 3D, une zone ellipsoïdique fluorescente simule 
le fluorophore à reconstruire. 
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Figure 3.13. Schéma des 3 simulations 2D et de la simulation 3D effectuées ; ellipses grises / ellipsoïde : zones 
fluorescentes ; en 2D : points noirs en bas : positions de la source, points gris sur la surface supérieure : 
détecteurs. 
1.4.3 Maillage et résolution du problème direct 
Pour le modèle direct, dans le cas d’une méthode de Galerkin-ondelettes, le domaine fictif est 
divisé selon un quadrillage régulier. On choisit différents niveaux d’approximation : j = -2, -3 
et -4 (soit respectivement 4, 8 et 16 mailles par cm, et ce dans toutes les dimensions). Dans le 
cas de j = -3 par exemple (celui présenté sur la figure 3.14), on a 23 = 8 mailles pour 1 cm. 
D’autre part, on utilise le logiciel COMSOL Multiphysics pour résoudre ce même problème 
direct avec des Eléments Finis polynomiaux (MEF standard), de manière à comparer les 
résultats de manière qualitative et quantitative (c’est-à-dire au niveau du temps de calcul). La 
finesse du maillage COMSOL Multiphysics est choisie de telle sorte que le nombre de nœuds 
soit à peu près égal à celui du quadrillage des ondelettes, et ce pour les 3 niveaux 
d’approximation (comme nous l’avions vu dans la Partie 2, il n’est pas aujourd’hui possible 
de régler le nombre de nœuds de manière exacte dans COMSOL Multiphysics, il s’agit donc 
d’un ordre de grandeur). 
Après le calcul et le stockage des coefficients de connexion nécessaires à la résolution du 
problème direct pour une géométrie quelconque, on calcule la matrice de rigidité et on résout 
l’équation (3-5) pour chacune des positions de la source et chacun des détecteurs. Les 
fonctions ux, et gmm, définies dans les Parties précédentes, sont alors estimées. 
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Avant de reconstruire, il faut définir un maillage régulier commun pour toutes les positions de 
la source et tous les détecteurs. Il n’est pas besoin de le faire dans le cadre d’une méthode de 
Galerkin-ondelettes, puisque comme nous l’avons expliqué plus haut, un quadrillage régulier 
est choisi dès le début, de manière commune. Par contre, dans le cas d’une résolution du 
problème direct par COMSOL Multiphysics, les résultats doivent être extrapolés sur un 
quadrillage régulier, qui est d’ailleurs le même que celui défini pour la méthode de Galerkin-
ondelettes. 
1.4.4 Résolution du problème inverse 
À partir des mesures simulées um et des résultats du modèle direct ux et gmm, on cherche donc 
à reconstruire le paramètre β(r), proportionnel à la concentration en fluorophores (équation 
(1-38) de la Partie 1). 
Les deux méthodes de reconstruction présentées dans la Partie 1 (section 2.4) ont été choisies 
pour résoudre le problème inverse dans le cas des 3 simulations 2D : tout d’abord la méthode 
itérative ART (Algebraic Reconstruction Technique), qui avait été également appliquée dans 
la Partie 2 ; puis en second lieu une méthode de décomposition en valeurs singulières (SVD : 
Singular Value Decomposition), envisageable dans un cas en 2D car les matrices impliquées 
sont suffisamment petites pour les traiter avec les fonctions MATLAB. L’intérêt de la SVD 
par rapport à l’ART est qu’il s’agit d’une méthode exacte et non itérative. De plus, elle est 
plus rapide : en effet, elle met de l’ordre de quelques secondes (par exemple entre 2 et 3 
secondes dans le cas de la 1ère simulation avec une échelle moyennement fine (j = -3)), tandis 
que l’ART donne un résultat similaire après quelques centaines d’itérations, sur une durée 
d’environ 15 secondes (dans le même cas). 
Dans le cas de la simulation 3D, seule l’ART a été utilisée pour la résolution du problème 
inverse. 
Les résultats présentés sont donc obtenus après reconstruction. Les images de la distribution 
du paramètre β, proportionnelle à la concentration en fluorophores, sont représentées selon 
des niveaux de gris dans les figures de résultats (unités arbitraires avec normalisation). 
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1.5 Simulation d’un rectangle simple 
Voici maintenant les détails et les résultats obtenus pour chacune des simulations. 
La première simulation effectuée met en jeu un simple rectangle, de taille 43 cm2. On 
choisit 14 positions de source (points noirs sur la figure 3.14) et 14 détecteurs (points gris), 
placés sur la frontière supérieure de l’objet (on simule une barette de détecteurs située au-
dessus). Deux zones elliptiques de fluorescence, orientées de façon différente, sont intégrées 
au cœur de l’objet. 
 
Figure 3.14. Schéma de la simulation d’un simple rectangle ; 2 zones elliptiques : fluorophores simulés ; points 
noirs : sources ; points gris : détecteurs ; rectangle extérieur : domaine fictif à l’échelle 2-3 ; quadrillage : 
maillage régulier à l’échelle 2-3 (8 nœuds par cm) ; en rouge : coupes effectuées (y = 0.75 cm et y = 1.25 cm) 
pour le résultat du problème direct. 
Le problème direct est résolu par deux méthodes différentes en parallèle : Galerkin-ondelettes 
et MEF standard (COMSOL Multiphysics). Trois niveaux d’approximation dans le choix de 
la finesse du quadrillage ou du maillage (j = -2, -3 et -4 dans le cas de Daubechies, le nombre 
de nœuds choisi est à peu près équivalent dans le cas de COMSOL Multiphysics). 
Le nombre de nœuds à l’intérieur du rectangle est déterminé par NxNy, avec Nx = 42-j+1 le 
nombre de nœuds selon la direction x, et Ny = 32-j+1 le nombre de nœuds selon y. Ainsi, 
pour j = -4, le quadrillage est très fin, et pour j = -2, il est grossier. Comme on travaille sur le 
domaine fictif, il faut rajouter Nxf = Nyf = 2×4 nœuds dans les 2 dimensions. 
Les trois échelles du quadrillage nous permettent d’obtenir le nombre de mailles suivant dans 
le domaine fictif (ce sont les mêmes valeurs pour les 2 autres simulations, puisque ce domaine 
fictif est commun) : 
 
 
y 
x 4 0 
0 
3 
y = 0.75 cm 
y = 1.25 cm 
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j Nx+Nxf Ny+Nyf Ntotal 
-2 17+8 13+8 525 
-3 33+8 25+8 1353 
-4 65+8 49+8 4161 
Tableau 3.1. Nombre de nœuds dans le quadrillage selon l’échelle choisie. 
 
Afin de comparer les modèles directs obtenus par la MEF de COMSOL Multiphysics et les 
ondelettes de Daubechies d’autre part, nous avons choisi de tracer des coupes selon y = 0.75 
cm et 1.25 cm, c’est-à-dire à 0.5 cm et à 1 cm de la source. En effet, l’approximation de la 
diffusion que l’on a faite ici ne nous permet pas de comparer directement la valeur de ux tout 
près de la source, assimilée à une fonction de Dirac. Nous présentons donc figure 3.15 des 
exemples de résultats du problème direct obtenus par ces deux méthodes, tout d’abord pour un 
niveau d’approximation de j = -2 (quadrillage et maillage grossiers), puis dans un 2e temps 
pour j = -4 (maillage fin), où l’on superpose également le modèle analytique, obtenu en 
supposant avoir un milieu semi-infini (voir la Partie 1 équation (1-41) qui peut être résolue à 
un milieu semi-infini en 2D [Arridge1992]) : en effet, on observe le résultat pour une source 
placée en plein milieu de la base inférieure de l’objet (la source n°8), ce qui permet de faire 
l’hypothèse de bords verticaux éloignés, et donc d’un milieu supposé semi-infini. 
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a) 
 
b) 
 
c) 
 
d) 
 
 
Figure 3.15. Exemples de modèle direct : valeurs de ux obtenues pour la 8ème position de la source : courbe 
noire : résultat obtenu avec un modèle analytique ; courbe rouge : résultat obtenu avec Daubechies ; courbe 
bleue : résultat obtenu avec COMSOL Multiphysics à maillage équivalent ; a) y = 0.75 cm, j = -2; b) y = 1.25 
cm, j = -2 ; c) y = 0.75 cm, j = -4; d) y = 1.25 cm, j = -4. 
La figure 3.15 montre que plus le quadrillage choisi pour les ondelettes est fin, plus les 
résultats obtenus avec Daubechies sont proches de ceux de COMSOL Multiphysics et du 
modèle analytique. Avec un quadrillage grossier, Daubechies se rapproche plus du modèle 
analytique lorsque l’on est assez proche de la source (y = 0.75, figure 3.15. a)) que lorsque 
l’on s’en éloigne (y = 1.25, figure 3.15. b)). 
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La reconstruction est effectuée également par deux méthodes en parallèle : ART et SVD. 
Nous aurons donc au total 4 figures de résultats à comparer, pour chacun des niveaux 
d’approximation. 
Les reconstructions de la distribution du paramètre β sont représentées sur les 3 jeux de 
figures suivantes en niveaux de gris : 
 
Figure 3.16. j = -2. Résultats après reconstruction : a) modélisation par une méthode de Galerkin-ondelettes, 
reconstruction par ART ; b) modélisation par la MEF standard (COMSOL Multiphysics), reconstruction par 
ART ; c) modélisation par une méthode de Galerkin-ondelettes, reconstruction par SVD ; d) modélisation par la 
MEF standard (COMSOL Multiphysics), reconstruction par SVD. 
 
Galerkin-ondelettes / ART MEF / ART 
Galerkin-ondelettes / SVD MEF / SVD 
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Figure 3.17. j = -3. Résultats après reconstruction : a) modélisation par une méthode de Galerkin-ondelettes, 
reconstruction par ART ; b) modélisation par la MEF standard (COMSOL Multiphysics), reconstruction par 
ART ; c) modélisation par une méthode de Galerkin-ondelettes, reconstruction par SVD ; d) modélisation par la 
MEF standard (COMSOL Multiphysics), reconstruction par SVD. 
 
Figure 3.18. j = -4. Résultats après reconstruction : a) modélisation par une méthode de Galerkin-ondelettes, 
reconstruction par ART ; b) modélisation par la MEF standard (COMSOL Multiphysics), reconstruction par 
Galerkin-ondelettes / ART MEF / ART 
Galerkin-ondelettes / SVD MEF / SVD 
Galerkin-ondelettes / ART MEF / ART 
Galerkin-ondelettes / SVD MEF / SVD 
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ART ; c) modélisation par une méthode de Galerkin-ondelettes, reconstruction par SVD ; d) modélisation par la 
MEF standard (COMSOL Multiphysics), reconstruction par SVD. 
Nous remarquons dans ces reconstructions que le fluorophore de droite est moins bien 
reconstruit que celui de gauche ; cela est dû au fait que la résolution dans la direction y, c’est-
à-dire la direction perpendiculaire à l’axe source-détecteur, est moins bonne que dans la 
direction x : il y a une moins bonne sensibilité en profondeur, c’est-à-dire que les fluorophores 
placés trop loin des sources et des détecteurs sont mal reconstruits. Cet effet est d’ailleurs 
confirmé dans la reconstruction à l’échelle grossière 2-2, avec un modèle calculé par la 
méthode de Galerkin-ondelettes, figure 3.16 a) et c) : le fluorophore de gauche est mal 
reconstruit au centre, c’est-à-dire dans la partie la plus éloignée des sources et détecteurs. En 
revanche, avec un modèle calculé par la MEF, la reconstruction est meilleure pour cette 
échelle grossière. Nous voyons dans ce cas la limitation de la méthode avec Daubechies. 
En dernier lieu, nous présentons une estimation du temps mis pour la résolution du problème 
direct, dans les 6 cas : 
 j=-2 j=-3 j=-4 
Daubechies3 0.6 2 13 
COMSOL Multiphysics 160 140 180 
Tableau 3.2. Temps estimé (en secondes) pour le calcul du modèle direct. 
Cette estimation est faite de façon assez grossière par les fonctions tic et toc de MATLAB. 
Contrairement à la méthode présentée en Partie 2, il est difficile de faire une estimation du 
nombre d’opérations (en termes informatiques) : en effet, l’étape importante que l’on a dans 
COMSOL Multiphysics et qui est absente dans la méthode de Galerkin-ondelettes, est la 
création du maillage triangulaire, et il est difficile d’estimer le nombre d’opérations réelles 
impliquées dans cette étape… 
1.6 Simulation avec une irrégularité simple 
Pour cette deuxième géométrie, nous proposons de rajouter une discontinuité sur le simple 
rectangle défini précédemment : 
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Figure 3.19. Schéma de la simulation d’un rectangle avec irrégularité ; 2 zones elliptiques : fluorophores 
simulés ; points noirs : sources ; points gris : détecteurs ; rectangle extérieur : domaine fictif à l’échelle 2-3 ; 
quadrillage : maillage régulier à l’échelle 2-3 (8 nœuds par cm). 
Le domaine fictif est le même que celui du rectangle, à savoir un rectangle de dimensions 
54 cm2. Voici, comme dans le cas précédent, un exemple de résultat du problème direct ux 
obtenu par les deux méthodes, Daubechies et COMSOL Multiphysics (coupe selon y = 0.75 
cm, niveaux d’approximation j = -2 et -4 ; comparaison avec le modèle analytique ; 
l’irrégularité de la géométrie ne permet pas de comparer avec un modèle analytique d’un 
milieu semi-infini pour y = 1.25) : 
 
a) 
 
b) 
 
 
Figure 3.20. Exemples de modèle direct : valeurs de ux obtenues pour la 8ème position de la source : courbe 
noire : résultat obtenu avec un modèle analytique ; courbe rouge : résultat obtenu avec Daubechies ; courbe 
y = 0.75 cm 
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bleue : résultat obtenu avec COMSOL Multiphysics à maillage équivalent ; a) y = 0.75 cm, j = -2; b) y = 0.75 
cm, j = -4. 
Cette comparaison permet de montrer, comme sur la simulation précédente, que plus le 
maillage est grossier, plus le pic obtenu par COMSOL Multiphysics s’écarte du modèle 
analytique (ce que nous avions également observé dans les résultats Partie 2 Chapitre 2), 
tandis que le résultat obtenu avec Daubechies reste proche au niveau du sommet du pic. 
Les résultats obtenus après reconstruction sont exposés sur les 3 figures suivantes : 
 
Figure 3.21. j = -2. Résultats après reconstruction : a) modélisation par une méthode de Galerkin-ondelettes, 
reconstruction par ART ; b) modélisation par la MEF standard (COMSOL Multiphysics), reconstruction par 
ART ; c) modélisation par une méthode de Galerkin-ondelettes, reconstruction par SVD ; d) modélisation par la 
MEF standard (COMSOL Multiphysics), reconstruction par SVD. 
 
Galerkin-ondelettes / ART MEF / ART 
Galerkin-ondelettes / SVD MEF / SVD 
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Figure 3.22. j = -3. Résultats après reconstruction : a) modélisation par une méthode de Galerkin-ondelettes, 
reconstruction par ART ; b) modélisation par la MEF standard (COMSOL Multiphysics), reconstruction par 
ART ; c) modélisation par une méthode de Galerkin-ondelettes, reconstruction par SVD ; d) modélisation par la 
MEF standard (COMSOL Multiphysics), reconstruction par SVD. 
 
 
Figure 3.23. j = -4. Résultats après reconstruction : a) modélisation par une méthode de Galerkin-ondelettes, 
reconstruction par ART ; b) modélisation par la MEF standard (COMSOL Multiphysics), reconstruction par 
Galerkin-ondelettes / ART MEF / ART 
Galerkin-ondelettes / SVD MEF / SVD 
Galerkin-ondelettes / ART MEF / ART 
Galerkin-ondelettes / SVD MEF / SVD 
 166
ART ; c) modélisation par une méthode de Galerkin-ondelettes, reconstruction par SVD ; d) modélisation par la 
MEF standard (COMSOL Multiphysics), reconstruction par SVD. 
Au niveau de la qualité de la reconstruction, il apparaît qu’un problème direct résolu avec les 
ondelettes permettent une meilleure résolution (sauf pour le niveau d’approximation j = -2) : 
les 2 fluorophores sont globalement mieux séparés et plus finement reconstruits qu’avec une 
modélisation faite par COMSOL Multiphysics. 
Les calculs du problème direct ont mis les temps suivants : 
 j=-2 j=-3 j=-4 
Daubechies3 0.9 4 40 
COMSOL Multiphysics 82 160 190 
Tableau 3.3. Temps estimé (en secondes) pour le calcul du modèle direct. 
Pour un maillage très fin (j = -4), nous voyons que la méthode de Galerkin-ondelettes est 
beaucoup plus lente que pour un maillage grossier, et que la différence de temps avec 
COMSOL Multiphysics est plus faible  : cela est dû au code MATLAB qui n’est pas optimisé. 
En effet, pour calculer le terme de frontières, qui est la somme de tous les termes obtenus 
frontière par frontière (voir Chapitre 1 l’exemple de l’équation (3-30)), il faut créer des 
boucles dans le logiciel, ce qui n’est pas du tout optimal en temps de calcul informatique ; ces 
boucles mettent d’autant plus de temps que le maillage est fin, puisqu’il y a plus de 
coefficients à calculer). Si la méthode était développée dans un langage plus adapté (langage 
C par exemple), ces problèmes de boucles devraient pouvoir être gérés de façon beaucoup 
plus rapide. 
1.7 Simulation se rapprochant du demi-cercle 
Dans le but de se rapprocher d’une géométrie complexe, la 3e simulation met en jeu une 
géométrie encore plus discontinue (figure 3.24). Le domaine fictif est toujours le même que 
celui de la 1ère simulation. 15 positions de source et 7 détecteurs sont considérés. 
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Figure 3.24. Schéma de la simulation d’un rectangle avec irrégularité ; 2 zones elliptiques : fluorophores 
simulés ; points noirs : sources ; points gris : détecteurs ; rectangle extérieur : domaine fictif à l’échelle 2-3 ; 
quadrillage : maillage régulier à l’échelle 2-3 (8 nœuds par cm). 
Voici, comme dans les cas précédents, un exemple de résultat du problème direct ux obtenu 
par les deux méthodes, Daubechies et COMSOL Multiphysics (coupe selon y = 0.75 cm, 
niveaux d’approximation j = -2 et -4 ; comparaison avec le modèle analytique) : 
 
a) 
 
b) 
Figure 3.25. Exemples de modèle direct : valeurs de ux obtenues pour la 8ème position de la source ; courbe 
noire : résultat obtenu avec un modèle analytique ; courbe rouge : résultat obtenu avec Daubechies ; courbe 
bleue : résultat obtenu avec COMSOL Multiphysics à maillage équivalent ; a) y = 0.75 cm, j = -2; b) y = 0.75 
cm, j = -4. 
Et voici les résultats obtenus après reconstruction : 
y = 0.75 cm 
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Figure 3.26. j = -2. Résultats après reconstruction : a) modélisation par une méthode de Galerkin-ondelettes, 
reconstruction par ART ; b) modélisation par la MEF standard (COMSOL Multiphysics), reconstruction par 
ART ; c) modélisation par une méthode de Galerkin-ondelettes, reconstruction par SVD ; d) modélisation par la 
MEF standard (COMSOL Multiphysics), reconstruction par SVD. 
 
Figure 3.27. j = -3. Résultats après reconstruction : a) modélisation par une méthode de Galerkin-ondelettes, 
reconstruction par ART ; b) modélisation par la MEF standard (COMSOL Multiphysics), reconstruction par 
Galerkin-ondelettes / ART MEF / ART 
Galerkin-ondelettes / SVD MEF / SVD 
Galerkin-ondelettes / ART MEF / ART 
Galerkin-ondelettes / SVD MEF / SVD 
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ART ; c) modélisation par une méthode de Galerkin-ondelettes, reconstruction par SVD ; d) modélisation par la 
MEF standard (COMSOL Multiphysics), reconstruction par SVD. 
 
Figure 3.28. j = -4. Résultats après reconstruction : a) modélisation par une méthode de Galerkin-ondelettes, 
reconstruction par ART ; b) modélisation par la MEF standard (COMSOL Multiphysics), reconstruction par 
ART ; c) modélisation par une méthode de Galerkin-ondelettes, reconstruction par SVD ; d) modélisation par la 
MEF standard (COMSOL Multiphysics), reconstruction par SVD. 
Les résultats de reconstruction sont, dans cette simulation, très comparables entre les 2 
méthodes de résolution du problème direct, MEF et Daubechies. On voit ici que dans le cas de 
l’échelle grossière (figure 3.26), la méthode SVD donne un meilleur résultat que l’ART : les 
figures 3.26 c) et d) montrent bien 2 fluorophores séparés, dans les 2 cas de résolution de 
problème direct. 
Les temps de calcul sont, pour le problème direct : 
 j=-2 j=-3 j=-4 
Daubechies3 1.5 6 80 
COMSOL Multiphysics 66 71 90 
Tableau 3.4. Temps estimé (en secondes) pour le calcul du modèle direct. 
La remarque faite pour la simulation précédente sur le temps de calcul plus élevé dans le cas 
de j = -4 est valable également ici. La différence de temps entre les 2 méthodes se réduit 
Galerkin-ondelettes / ART MEF / ART 
Galerkin-ondelettes / SVD MEF / SVD 
 170
encore plus, car les boucles sur les frontières sont plus longues (il y a plus de frontières 
élémentaires dans cette géométrie). 
1.8 Simulation d’un simple cube 
Cette simulation a permis de valider l’algorithme dans un cas 3D et donc d’appliquer les 
produits tensoriels d’ondelettes dans une dimension supérieure aux cas précédents. Nous 
avons choisi une échelle grossière, j = -2, ce qui donne un maillage d’environ 4000 nœuds. 
Voilà les résultats obtenus après la reconstruction effectuée avec la méthode ART : 
 
a) 
 
b) 
 
c) 
 
Figure 3.29. j = -2. Résultats après reconstruction : a) modélisation par la MEF standard (COMSOL 
Multiphysics) avec un maillage de ~4000 nœuds, reconstruction par ART ; b) modélisation par une méthode de 
Galerkin-ondelettes (~4000 nœuds), reconstruction par ART ; c) modélisation par la MEF standard (COMSOL 
Multiphysics) avec un maillage plus grossier (~2000 nœuds), reconstruction par ART. 
 
On compare ici les résultats obtenus entre une modélisation avec ondelettes et une 
modélisation avec MEF standard, avec 2 degrés de grossièreté de maillage différents. Les 
temps de calcul sont, pour le problème direct : 
 j=-2 
Daubechies3 ~23 secondes 
COMSOL Multiphysics ~15 minutes 
COMSOL Multiphysics avec maillage plus grossier ~14 minutes 
Tableau 3.5. Temps estimé pour le calcul du modèle direct. 
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On voit que, même avec un maillage plus grossier et une qualité de reconstruction dégradée, 
le problème direct met beaucoup plus de temps si on utilise la MEF standard à la place des 
fonctions d’échelle de Daubechies. 
Dans le cadre de cette simulation-là, nous avons mesuré l’erreur quadratique faite après la 
reconstruction entre le résultat 
reconstruitβ  et les mesures au niveau des détecteurs obsβ , notée 
2
2
reconstruit obs
obs
β β
ε β
−
=  : 
 ε 
Daubechies3 1.68 % 
COMSOL Multiphysics 5.98 % 
COMSOL Multiphysics avec maillage plus grossier 9.05 % 
Tableau 3.6. Erreur quadratique à la reconstruction. 
 
1.9 Discussion 
Les résultats ont montré que globalement, la résolution du problème direct avec Daubechies 
donne la même qualité de reconstruction qu’avec la MEF standard, et peut même parfois 
l’améliorer, lorsque l’on est à des niveaux d’approximation fins (j = -3 et -4 dans le cas des 
simulations 2D). Ces qualités de reconstruction sont comparables pour les 2 méthodes de 
reconstruction, ART et SVD. 
La comparaison des résultats après le problème direct et avant la reconstruction (valeurs de 
ux) permet également d’illustrer la qualité de la méthode. 
L’utilisation d’une échelle grossière (en 2D) montre toutefois la limite des ondelettes par 
rapport à la MEF standard dans certains cas. Cela peut être dû au fait que, dans ce travail, 
nous n’avons pas affiné les mailles du quadrillage autour de la source. En effet, la MEF 
standard de COMSOL Multiphysics™ affine automatiquement le maillage autour des 
singularités, telles qu’un point-source, ce qui permet de gagner en précision. La méthode de 
Galerkin-ondelettes peut également le faire, en prenant des fonctions d’échelle à des échelles 
différentes (voir le Chapitre 1, section 1.1.2, figure 3.2), mais nous ne l’avons pas testé ici : il 
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serait intéressant de prendre par exemple un niveau grossier dans l’ensemble de l’objet (j = -
2) et une échelle plus fine (j = -3 ou -4) pour les mailles autour de la source. 
Au niveau du temps de calcul, l’estimation faite montre l’intérêt important de la méthode de 
Galerkin-ondelettes par rapport à la MEF standard. De plus, si nous choisissons d’augmenter 
le nombre de positions de sources Ns et le nombre de détecteurs Nd pour une meilleure 
précision dans le résultat, le temps de résolution du problème direct avec COMSOL 
Multiphysics sera directement proportionnel à ce nombre Ns+Nd, tandis que le temps de 
résolution par les ondelettes sera quasiment le même : en effet, les étapes les plus longues 
sont, comme nous l’avons étudié précédemment, le maillage et la construction des matrices, et 
elles sont communes à toutes les sources et tous les détecteurs. 
En ce qui concerne le conditionnement de la matrice de rigidité, celui de la matrice de rigidité 
obtenue avec les fonctions d’échelle de Daubechies n’est pas optimal (il est de l’ordre de 200 
ou 300 dans le cas du rectangle simple, comparable à celui de la matrice de rigidité obtenue 
avec COMSOL Multiphysics) : il faudrait par la suite préconditionner cette matrice grâce au 
préconditionneur diagonal formé par les fonctions d’ondelettes [Beylkin1993, Monasse1998]. 
 173
Conclusion de la Partie 3 
 
Nous avons présenté sans cette Partie 3 une méthode alternative à la Méthode des Eléments 
Finis, la méthode de Galerkin-ondelettes, utilisant les fonctions d’échelle de Daubechies, et 
appliquée à l’équation de diffusion pour le problème direct en tomographie optique de 
fluorescence. 
Cette méthode, plus rapide que la MEF standard, a donné une qualité comparable dans les 
reconstructions de fluorescence. 
Plusieurs simulations 2D et une simulation simple 3D ont permis de valider l’intérêt et 
l’efficacité de la méthode. Il reste cependant quelques points à aborder afin de la généraliser : 
- Des simulations en 3D plus complexes (irrégularités dans la géométrie) permettraient de 
valider la méthode dans des situations plus proches de l’application directe en 
tomographie optique ; 
- Une généralisation de l’équation de diffusion avec des paramètres D et µa non constants 
reste à mettre en place ; cela peut être possible avec la décomposition de ces paramètres 
en ondelettes de Haar (méthode présentée Chapitre 1 section 1.3 et dans [Dumont1996]), 
ou avec la méthode MORTAR [Bertoluzza2001], qui consiste à faire de la 
décomposition de domaine sans recouvrement ; les inhomogénéités à l’intérieur de 
l’objet (et donc de la souris) peuvent ainsi être traitées. 
Afin d’utiliser les propriétés des ondelettes de manière optimale, il serait de plus intéressant 
d’élargir la méthode à : 
- des espaces d’approximation adaptés, afin d’appliquer les propriétés multi-échelles : au 
lieu de définir un unique espace d’approximation, on définit des sous-espaces adaptés 
élémentaires, à échelles différentes selon la finesse recherchée. Un algorithme adaptatif 
de résolution d’EDP [Chiavassa1997] est tout à fait applicable à notre problème ; 
- un système résolu en temps : si on généralise la méthode à l’équation de diffusion 
temporelle, l’EDP peut être résolue avec une discrétisation temporelle en plus d’une 
discrétisation spatiale. En effet, la méthode de Galerkin-ondelettes repose sur la double 
localisation des ondelettes, physique et spectrale ; cette dernière pourrait être exploitée 
de manière plus approfondie, dans un tel système temporel, en utilisant par exemple un 
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préconditionnement de la matrice de rigidité dans la base des fonctions d’ondelette, 
avant l’approximation dans la base des fonctions d’échelle [Charton1995, Jaffard1992]. 
En conclusion, la méthode peut tout à fait être généralisée à des géométries complexes, et 
également à des équations plus complexes que celle de la diffusion en système continu, 
comme par exemple à l’équation de diffusion temporelle. 
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Conclusion générale 
 
 
En tomographie optique diffuse de fluorescence, le problème mathématique est décomposé en 
deux étapes : le problème direct et la reconstruction. Si l’étape de reconstruction est rapide (de 
l’ordre de quelques minutes au maximum), cela n’est pas le cas du problème direct, qui, si 
l’on souhaite une bonne précision dans les résultats et une bonne robustesse vis-à-vis de la 
géométrie étudiée, en particulier en 3D, nécessite environ une heure de calcul au travers de la 
Méthode des Eléments Finis. 
 
Le but de cette thèse étant d’accélérer la résolution du problème direct, c’est-à-dire en 
particulier la résolution numérique de l’Equation aux Dérivées Partielles de diffusion, deux 
méthodes ont été développées : 
- Dans un premier temps, la MEF a été conservée, et on y a appliqué une méthode de 
réduction de modèle afin de réduire le nombre d’opérations dans la résolution des équations : 
cela a été effectué à l’aide d’une décomposition des matrices, impliquées dans l’EDP, en 
ondelettes de Haar. Cette méthode a permis tout d’abord de garder l’avantage principal de la 
MEF, à savoir un maillage adapté aux inhomogénéités et aux irrégularités des frontières de la 
géométrie étudiée, puis de réduire le temps de calcul, tout en conservant, voire en améliorant, 
la qualité de reconstruction dans certains cas. En choisissant une base d’ondelettes de Haar à 
l’échelle 22, les résultats montrent une meilleure finesse de reconstruction qu’avec un 
maillage grossier en Eléments Finis ; en choisissant une base à l’échelle 23, la résolution de 
l’équation de diffusion nécessite environ 80 fois moins d’opérations qu’avec un maillage fin, 
et permet d’obtenir une reconstruction grossière mais suffisante. 
 
Cette méthode ayant pu accélérer le problème direct au niveau de la résolution de l’équation 
mais non pas au niveau de la construction du maillage (qui est également assez coûteuse en 
temps de calcul), une deuxième méthode a été proposée : 
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- Il s’agit de la méthode de Galerkin-ondelettes, méthode déjà très connue en théorie et 
appliquée à de nombreux domaines. Plus rapide que la MEF, elle permet non seulement de 
s’affranchir de l’étape de la construction d’un maillage, mais elle est également rapide et 
facile à implémenter : en effet, les bases d’interpolation polynômiales de la MEF sont 
remplacées ici par une base de fonctions d’échelle de Daubechies ; le calcul des matrices 
impliquées dans l’EDP de diffusion est alors simplifié, grâce notamment aux propriétés de 
séparabilité des ondelettes. La rapidité de l’algorithme s’accompagne d’une qualité des 
résultats comparable à ceux obtenus avec la MEF. Tous les aspects de cette méthode n’ont pas 
été exploités ici : en effet, l’aspect multi-échelles serait intéressant à mettre en place afin 
d’affiner les résultats dans les ROIs ; de plus, l’application de la méthode à des coefficients 
d’absorption et de diffusion non constants reste également à implémenter ; enfin, une 
généralisation à un système de tomographie résolu en temps est tout à fait envisageable, et 
permettrait même d’utiliser d’autres propriétés de la base d’ondelettes de Daubechies, en 
particulier l’aspect de localisation spectrale, non exploité dans notre système en continu. 
 
Pour conclure, ces méthodes ont permis d’exploiter deux aspects différents des ondelettes : 
tout d’abord leur application à une matrice en faisant l’analogie avec le traitement d’image ; 
ensuite leur rôle de fonctions de base dans la résolution d’EDP, couplé avec la méthode des 
domaines fictifs. 
 
Afin d’exploiter au mieux les propriétés des ondelettes énumérées tout au long de cette thèse, 
on pourrait envisager des perspectives de reconstruction à base d’ondelettes également, ainsi 
que de résoudre l’équation de diffusion généralisée à un système temporel avec des 
algorithmes adaptatifs en ondelettes, où les fonctions d’ondelette viendraient s’ajouter aux 
fonctions d’échelle et permettraient à la solution d’être localisée de manière optimale, à savoir 
à la fois dans l’espace physique et l’espace spectral. 
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Annexe A 
 
La Méthode des Perturbations 
 
La plupart des techniques de reconstruction, dans le domaine de la diffusion, utilisent 
l’approche des perturbations au premier ordre. Cela consiste à décomposer la densité de 
photons u en une série de Taylor tronquée au 1er ordre : u+δu, puis à inclure ces perturbations 
dans les équations à résoudre. 
Le but de cette méthode est de linéariser les équations. 
Rappelons les équations de diffusion à résoudre (Partie 1) : 
( )xm xm xmT− + =D u Ku q∇ ∇  sur Ω  
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(A-2) 
avec les conditions aux limites de Robin : 
( )T xm xm+ =N D u Ζu 0∇  sur Ω∂  (A-3) 
avec 





=×
n0
0n
N 26  et 



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
=×
m
x
ζ
ζ
0
0
22Z . 
n est le vecteur unitaire normal à la surface, q est l’intensité de la source. 
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ζ , un facteur multiplicatif, dépendant des coefficients de réflexion de Fresnel, µa, le 
coefficient d’absorption, β, le paramètre proportionnel à la concentration en fluorophores, et 
D, la constante de diffusion, sont les paramètres à reconstruire ; ils sont regroupés dans le 
vecteur p. 
L’indice x correspond à l’excitation, m à l’émission. Les inconnues de (A-1) sont donc les 
densités de photons ux et um. On renvoie le lecteur à la Partie 1 pour les détails de ces 
équations. 
La perturbation δux (resp. δum) par rapport à l’estimation initiale doit être petite et est 
supposée être uniquement due à une perturbation de l’estimation des paramètres p à 
reconstruire (approximation de Born, qui consiste à négliger des termes d’ordre supérieur à un 
ordre donné N, avec ici N = 1 : on ne garde que les ordres 0 et 1). On cherche la mise à jour de 
la solution δux (resp. δum) pour une variation δp des paramètres optiques. 
Si le vecteur de paramètres p = (Dx, Dm, µax, µam, ζx, ζm, β)T, alors p+δp = (Dx+δDx, Dm+δDm, 
µax+δµax, µam+δµam, ζx+δζx, ζm+δζm, β+δβ)T. 
Une perturbation infinitésimale δp sur le paramètre p donnera lieu à une variation δu sur la 
densité de photons 





=
m
x
xm
u
u
u  : 
p → p+δp => uxm → uxm+δuxm (A-4) 
de telle sorte que les équations suivantes sont satisfaites, au premier ordre [Fedele2003] : 
.( ( ) ( ) ( )( )T xm xm xm xm xmδ δ δ δ− + + + + + =D p p u u K p p u u q∇ ∇  sur Ω  (A-5) 
( ( ) ( ) ( )( )T xm xm xm xmδ δ δ δ+ + + + + =N D p p u u Ζ p p u u 0∇  sur Ω∂  (A-6) 
On applique un développement de Taylor au premier ordre : 
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(A-7) 
En soustrayant (A-1) à (A-7) et en ne gardant que les termes de premier ordre, on obtient : 
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(A-8) 
Le même traitement est appliqué aux conditions aux limites (A-2), nous ne le détaillerons pas 
ici. 
Les variables adjointes sont notées ici : xx xm
mx mm
g g
g g
 
=  
 
G . De façon analogue au système 
adjoint (1-33) décrit dans la Partie 1, ces variables vérifient : 
.( )T T T− + =D G K G ∆∇ ∇  (A-9) 
avec ∆ la matrice définie par 
0
0
δ
δ
 
=  
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∆  où δ est une fonction de Dirac. 
En multipliant (A-8) par GT, puis en intégrant sur le domaine Ω, intégrant par parties et 
appliquant les conditions aux limites (voir le détail dans [Fedele2003]), on obtient : 
( ) ( ) (( ) ) (( ) )T Txm xm xm xmTδ δ δ δ
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(A-10) 
On reconnaît une équation similaire à (1-38) de la Partie 1. Si on suppose que Z et D sont 
connus, ainsi que µa, s’il ne reste que le paramètre β, présent dans la matrice K, à identifier, 
cette équation se simplifie en : 
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(A-11) 
Et l’on obtient donc l’équation fondamentale : 
( ) ( )m mm xu g uδ δβ
Ω
= ∫dr  (A-12) 
δum est la variation de densité de photons mesurée, qui dépend donc de δβ (variation du 
paramètre de fluorescence), de ux solution de (A-1) et de gmm solution de (A-9). 
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Annexe B 
 
La Méthode des Eléments Finis : un 
exemple simple en 1D ; valeurs des 
coefficients de la matrice de rigidité 
 
Nous allons dans cette Annexe présenter le principe de le MEF et les propriétés de la matrice 
de rigidité, à partir d’un exemple pédagogique en 1D, sachant que les équations en 2D et 3D 
sont beaucoup plus longues et difficiles à formaliser. 
Soit l’équation 1D d'inconnue u(x) à résoudre : 
2
2
( ) ( ) ( ) [0 1]a
d u xD u x q x sur
dx
µ− + =  
 
(B-1) 
Les conditions aux limites choisies ici sont de type Neumann (homogénéité sur les bords) : 
0 1
( ) ( ) 0
x x
du x du x
dx dx
= =
= =  
 
(B-2) 
On crée un maillage du domaine Ω = [0 1] : 
 
 
 
Ω
e
, e = 1 à 3, sont les sous-volumes qui composent ce maillage : ce sont les éléments. 
Soit u~  une solution approchée de l'équation (B-1). Soit eu~  la solution approchée 
correspondante dans l’élément Ωe. On choisit de mettre cette approximation eu~  sous la forme 
d’un polynôme de 1er degré : 
( )eu x ax b= +ɶ  (B-3) 
L’élément étudié (Ω1 par exemple) est schématisé de la façon suivante : 
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Les bornes (ou nœuds) de l’élément étudié sont A et B. Nous avons donc : 
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(B-4) 
Les inconnues sont ces valeurs aux bords, réunies dans un vecteur 






=
e
B
e
Ae
u
u
u~ . On a sur Ωe : 
( ) (1 ) ( )
e e B
e e e e e eA B
A A B j j
j A
u u x x
u x x u u u I x u
h h h
=
− +
= + = − + = ∑ɶ  
 
(B-5) 
qui est donc un exemple de l’équation (1-44), avec eju  les paramètres recherchés, { }BAj ,∈ , 
et ( )ejI x  les polynômes d’interpolation (qui sont du premier degré dans cet exemple). 
Vient ensuite l’étape de projection, qui nous permet d’obtenir la formulation intégrale de 
l’équation. Plaçons-nous dans un espace de Hilbert H. On admet que si G = 0, avec G∈H, 
quelle que soit Pi fonction d'une base orthonormée de H, alors : 
0iGPdx
Ω
=∫  (B-6) 
Si l’on est dans le cas d'une méthode de Galerkin [Burnett1987], les fonctions de projection 
sont égales aux fonctions d'interpolation. Dans le cas de l'élément Ωe, eiP  = 
e
iI  ( { },i A B∈ ). 
Plaçons-nous sur Ω tout entier. La forme forte de la formulation intégrale est obtenue en 
projetant (B-1) dans la base (Pi) : 
1 2
2
0
( ) ( ) ( ) ( ) 0a i
d u xD u x q x P x dx
dx
µ − + − = 
 
∫
ɶ
ɶ
 
 
(B-7) 
Pour obtenir la forme faible, une intégration par parties est effectuée et on intègre dans (B-7) 
les conditions aux limites (B-2) : 
11 1 12
2
00 0 0
i i
i i
dP dPd u du du duPdx P dx dx
dx dx dx dx dx dx
 
= − = −  
∫ ∫ ∫
ɶ ɶ ɶ ɶ
 
 
(B-8) 
Et donc (B-7) devient : 
1 1 1
0 0 0
i
a i i
dPduD dx Pudx qPdx
dx dx
µ+ =∫ ∫ ∫
ɶ
ɶ
 
 
(B-9) 
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Dans le cas d'un seul élément Ωe : 
0 0 0
( ) ( ) ( ) ( ) ( ) ( )
h h he e
e e e
a
du x d xD dx x u x dx q x x dz
dx dx
µ+ =∫ ∫ ∫
P P P
ɶ
ɶ
 
 
(B-10) 
Avec 
( )( ) ( )
e
e A
e
B
P x
x
P x
 
=  
 
P  et ( )eu xɶ  donnée par (B-5) : 
( ) ( )( ) ( ) ( ) ( ) ( ) ( )e ee e e e e e T eA AA B A Be e
B B
u u
u x I x I x P x P x x
u u
   
= = =   
   
P uɶ ɶ  
 
(B-11) 
En ce qui concerne les conditions aux limites sur Ωe, celles-ci ne sont pas les mêmes que 
celles définies sur l'ensemble Ω : à chaque nœud, on a des conditions appelées les conditions 
aux limites inter-élément, qui permettent d'obtenir une solution continue [Burnett1987], mais 
que nous ne développerons pas ici. 
En remplaçant (B-11) dans (B-10), on obtient une équation matricielle, toujours sur un seul 
élément Ωe : 
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(B-12) 
Les termes eijL  et 
e
iq  s’expriment en fonction des 
e
jP  et 
e
jdP
dx
, dont on connaît la forme. Les 
inconnues sont les valeurs de la solution aux nœuds A et B, c’est-à-dire le vecteur 






=
e
B
e
Ae
u
u
u~ . 
Si l’on effectue le calcul, nous obtenons dans notre exemple : 
( )
( )
2
2
11
0 0
12 21
0 0
2
2
22 11
0 0
3
6
3
h he
e e aA
a A
h he e
e e e e aA B
a A B
h he
e e eaB
a B
hP DL D dx P dx
x h
hP P DL L D dx P P dx
x x h
hP DL D dx P dx L
x h
µµ
µµ
µµ
  ∂
 = + = + ∂  

  ∂ ∂
= = + = − +   ∂ ∂  

 ∂
= + = + =  ∂ 
∫ ∫
∫ ∫
∫ ∫
 
 
 
(B-13) 
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La dernière étape est l’assemblage : tous les éléments sont réunis. Le vecteur inconnu devient 














=
3
4
2
1
~
u
u
u
u
u , c'est-à-dire les valeurs de la solution aux 4 nœuds du domaine, que l’on numérote 
ainsi : 
 
 
Les nœuds considérés dans l’élément Ω1 sont les nœuds 1 et 2, dans Ω2 : 2 et 4, dans Ω3 : 4 et 
3. En assemblant les 3 éléments et en réécrivant (B-12), tout en prenant en compte la 
continuité inter-élément de la solution, on obtient une équation matricielle [Burnett1987] : 
1 1 1
111 12 1
1 1 2 2 1 2
221 22 11 12 2 1
2 2 3 3 2 3
321 22 11 12 2 1
3 3 3
421 22 2
0 0
0
0
0 0
uL L q
uL L L L q q
uL L L L q q
uL L q
    
    
+ +    
= ⇔ =
    + +
       
    
Lu qɶ  
 
(B-14) 
dont nous ne détaillerons pas ici les expressions de chaque terme. 
La matrice carrée L du terme de gauche est appelée la matrice de rigidité. Elle est symétrique 
(puisque ,e eij jiL L e= ∀ , voir (B-13)), de taille N×N avec N le nombre de nœuds définis dans le 
maillage. Les trois zones grisées représentent les coefficients relatifs aux trois éléments (Ω1, 
Ω
2
, Ω
3). 
La solution u~ , estimation de u aux nœuds 1 à 4, vaut qLu 1~ −= . 
Qu’en est-il en 2D et en 3D ? Nous n’allons pas détailler les étapes du calcul, mais 
rapidement présenter les valeurs des coefficients dans un cas en 2D. En 1D, les coefficients 
s’écrivent en fonction de la longueur h de l’élément (B-13). En 2D, ils sont fonctions de l’aire 
de l’élément, supposé triangulaire, notée ∆. En effet, si les variables d’espace sont x et y : 
e ee e
j je e ei i
ij a i j
e e e
P PP PL D dxdy D dxdy P P dxdy
x x y y
µ
   ∂ ∂   ∂ ∂
= + +         ∂ ∂ ∂ ∂      
∫∫ ∫∫ ∫∫  
 
(B-15) 
avec dans ce cas des polynômes linéaires de la forme [Burnett1987] : 
1 2 4 3 
Ω
1
 Ω
2
 
Ω
3
 
 185
( , )
2
j j je
j
a b x c y
P x y
+ +
=
∆
 
(B-16) 
La solution approchée s’écrit, de manière similaire à (B-5) : 
3
1
( , ) ( , )e e ej j
j
u x y P x y u
=
=∑ɶ  
(B-17) 
avec cette fois-ci, 3 valeurs à déterminer pour chacun des éléments triangulaires. Le point 
délicat en 2D (encore plus marqué en 3D) est la continuité de la solution inter-éléments. Nous 
avions en 1D une relation simple à vérifier en chacun des nœuds ; ici, la continuité doit être 
assurée pour chacun des bords de l’élément triangulaire. 
Nous ne donnerons pas plus de détails ici, cependant un point important à prendre en compte 
est la forme de la matrice de rigidité, variable en fonction de la dimension et de la finesse du 
maillage. En effet, dans le cadre de la diffusion, on peut montrer qu’en 2D, le rapport entre les 
coefficients de la diagonale avec les autres est plus élevé qu’en 1D. En 3D, les coefficients de 
la diagonale sont encore plus forts par rapport au reste de la matrice. Voici un exemple 
illustrant ce fait, généré par COMSOL Multiphysics (mêmes conditions de maillage dans les 3 
situations) : 
 
a) 
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b) 
 
c) 
Figure B.1. Exemples de valeurs prises dans la matrice de rigidité : a) 1D ; b) 2D ; c) 3D. 
Nous voyons sur ces figures qu’en 1D, les valeurs hors-diagonales ne sont pas négligeables 
par rapport à la diagonale. Par contre, en 2D, les valeurs de la diagonale sont toujours 
supérieures, et en 3D, le nuage de points bleus est encore plus concentré vers 0. Voici une 
explication très simple provenant de la Méthode des Différences Finies, généralisable aux 
Eléments Finis : le filtre définissant l’opérateur laplacien est [-1 2 -1] ; en effet, on a en un 
point n d’un quadrillage régulier de pas h : ( 1) 2 ( ) ( 1)( ) u n u n u nu n
h
− − + − +∆ = . En 2D, ce 
filtre devient : [ ] [ ]
1 2 1
1 2 1 1 2 1 2 4 2
1 2 1
− 
 
− − ∗ − − = − − 
 
− 
 (produit tensoriel), et ainsi de suite. 
Dans l’EDP de diffusion, nous avons un terme laplacien D u∆ , avec D de l’ordre de 0.03 
typiquement dans notre problème, et un terme convectif auµ , qui lui est un opérateur 
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diagonal, avec µa de l’ordre de 0.2. En assemblant tous les éléments, on peut montrer que les 
coefficients prédominent sur la diagonale. 
Cet effet de diagonale dominante est d’autant plus marqué que le maillage est fin : en effet, 
nous avons vu que les coefficients Lij dépendaient en particulier de la surface (ou du volume 
en 3D) de l’élément. Nous n’expliciterons pas cette dépendance, mais nous pouvons montrer 
dans le cas de la diffusion que plus le volume est petit, plus les termes hors-diagonaux sont 
négligeables. Voici un exemple en 3D, généré par COMSOL Multiphysics : 
 
a) 
 
b) 
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c) 
Figure B.2. Exemples de valeurs prises dans la matrice de rigidité en 3D : a) maillage grossier ; b) maillage 
normal ; c) maillage fin. 
Ceci nous permet de faire l’hypothèse, en particulier dans le cas de la Partie 2 où l’on est en 
3D avec un maillage normal, que nous avons affaire à une matrice de rigidité à diagonale 
dominante.
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Annexe C 
 
Les conditions aux limites dans la 
Méthode des Eléments Finis 
 
Soit l'équation aux dérivées partielles à résoudre dans le domaine Ω : 
qu =L  (C-1) 
u est l'inconnue, L est un opérateur (de diffusion par exemple), q est une fonction connue. 
Dans les équations aux dérivées partielles classiques, il existe deux catégories de conditions 
aux limites : les conditions dites essentielles, et les conditions naturelles. 
- Les conditions aux limites de Dirichlet sont essentielles. Elles peuvent être homogènes ou 
non. Dans le cas de conditions homogènes, elles s'écrivent généralement : 
0u u∂Ω =  
(C-2) 
avec Ω∂  la frontière du domaine étudié. 
- Les conditions aux limites de Robin sont naturelles, et s'expriment sous la forme suivante : 
.( )u u gγ σ+ =n ∇  (C-3) 
Les fonctions γ et g sont données sur Ω∂ . σ  est une constante, n le vecteur normal à la 
surface. 
Les conditions de Neumann sont un cas particulier de Robin (γ  = 0) : 
.( )u gσ =n ∇  (C-4) 
Lorsque l'on discrétise (C-1) en Eléments Finis (l'équation à résoudre s'écrit alors Lu = q), ces 
conditions s'insèrent naturellement dans la forme faible : le fait de les y intégrer suffit à les 
vérifier, ce qui n'est pas le cas des conditions essentielles. 
Il est important d'observer la différence de traitement entre ces deux types de conditions 
[Ern2002] : les conditions de Dirichlet sont imposées explicitement dans l'espace fonctionnel 
où l'on cherche la solution, et les fonctions d'interpolation définies par les Eléments Finis sont 
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nulles au bord. Par contre, les conditions de Neumann ou de Robin ne sont pas imposées 
explicitement dans l'espace fonctionnel où l'on cherche la solution, mais résultent de la 
formulation faible. 
Prenons la forme faible de l'équation de diffusion : 
( ( ) ). 0aD u u q vµ
Ω
− + − =∫ ∇ ∇  (C-5) 
avec v une fonction de projection. D’après le théorème de Green-Ostrogradsky, on obtient : 
. . ( ). 0aD u v D u v u q vµ
∂Ω Ω Ω
− + + − =∫ ∫ ∫∇ ∇ ∇  (C-6) 
Le premier terme est une intégrale définie sur la frontière du domaine Ω∂  : c'est ici 
qu'interviennent les conditions aux limites : 
- Dans le cas de Dirichlet, on choisit v de telle sorte que u = u0 sur la frontière Ω∂ . Si c’est 
une condition nécessaire, elle n'est pas suffisante. Il faut les renforcer par l'utilisation de 
multiplicateurs de Lagrange rassemblés dans un vecteur λ [Ern2002, Kunoth2001], que l'on 
doit déterminer en plus. On parle de contrainte linéaire : on impose une contrainte sur les 
valeurs de u sur la frontière Ω∂ . Le système linéaire discrétisé à résoudre ne s'écrit alors plus 
Lu = q, mais : 






=











0u
q
λ
u
0B
BL T
 
(C-7) 
On a 
0
0
u
u
 
 
= =  
 
 
0Bu u ⋮ , avec B une matrice dont les coefficients se rapportent aux nœuds sur la 
frontière Ω∂  ; en voici un exemple simple dans un cas 2D, issu de COMSOL Multiphysics : 
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Figure C.1. Exemple d’une géométrie 2D et de la construction de la matrice B : les valeurs « 1 » sont placés aux 
indices relatifs aux nœuds des arêtes concernées par les conditions aux limites. 
L'inconnu n'est plus le vecteur u, mais le vecteur 





λ
u
. 
- Dans le cas des conditions de Robin, nous avons sur Ω∂  : 
.( ) . 0D u uζ+ =n ∇  (C-8) 
Et donc : 
. . .D u v u vζ
∂Ω ∂Ω
− =∫ ∫∇  (C-9) 
En remplaçant u par sa valeur approchée u~ , qui s'exprime elle-même en fonction des 
fonctions de projection v, cette intégrale est alors facilement calculable. Et le fait même 
d'intégrer les conditions de Robin dans la forme faible suffit à les remplir. 
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Annexe D 
 
Définition de l’Analyse multirésolution, 
construction et propriétés des ondelettes 
 
Analyse Multirésolution 
En 1987, S. Mallat établit une construction permettant d'obtenir différents types d'ondelettes 
[Mallat1989, Mallat1999]. Elle est basée sur l'analyse multirésolution, dont voici la définition 
: 
Soit L²(R ) l’espace des signaux d’énergie finie. Notons k le facteur de translation et j le 
niveau d'approximation ; 2j est le facteur d'échelle, et 2-j est appelée la résolution. Une analyse 
multirésolution est une suite croissante de sous-espaces vectoriels fermés de L²(R ), vérifiant 
les conditions suivantes [Mallat1989] : 
(i) ( )j jV ∈Z  constitue une suite d’espaces emboîtés : ∈∀j Z , jj VV ⊂+1  ; 
(ii) { }0jj V∈∩ =Z  et jj V∈∪Z  est dense dans L²(R ) ; 
(iii) ∈∀f L²(R ), 1)2/(. +∈⇔∈ jj VfVf  ; 
(iv) ∈∀f L²(R ), 00 )(. VkfVf ∈−⇔∈  ; 
(v) ∈Φ∃ L²(R ), appelée fonction d’échelle ou ondelette-père, telle que { ∈−Φ kk),(. Z } 
forme une base orthonormale de V0. 
De tout ceci découlent les propriétés suivantes : 
a) Une analyse multirésolution d’un signal f est le calcul des projections orthogonales 
jV
proj f  de f sur les espaces ( )j jV ∈Z . jVproj f  est appelée l'approximation de f à 
l'échelle 2j. 
b) Vj+1 est un sous-espace de Vj. Donc la projection d’un signal sur Vj+1 constitue une 
moins bonne approximation de ce signal que sa projection sur Vj. Par ailleurs, 
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l’approximation sur Vj contient toute l’information nécessaire pour calculer 
l’approximation sur Vj+1. 
c) On passe de Vj à Vj+1 en multipliant par 2 le facteur d’échelle 2j. 
d) Compte tenu de (i), lorsque le niveau de résolution j augmente, on perd des 
informations sur le signal, tandis que pour j de plus en plus petit, l’approximation est 
asymptotiquement égale au signal d’origine. En effet, quand la résolution 2-j tend vers 
0, c'est-à-dire quand j tend vers +∞ , on perd tous les détails de f, et 
lim 0
jj Vproj f→+∞ =  ; d'un autre côté, quand la résolution 2-j tend vers +∞ , c'est-à-
dire quand j tend vers −∞ , l'approximation converge vers le signal : 
lim 0
jj Vf proj f→−∞ − = . 
e) Pour tout j entier, Vj est invariant par translation d’un multiple de 2j : ∈∀k Z , 
(. 2 )jj jf V f k V∈ ⇒ − ∈  
f) Ce qui implique que { }/22 (2 . ),j j k k− −Φ − ∈Z , l'ensemble des versions translatées de 
Φ, constitue une base orthonormale de Vj. 
L’analyse multirésolution d’un signal f consiste donc à réaliser des projections successives 
fproj
jV
 du signal sur les espaces Vj, ce qui conduit à des approximations de plus en plus 
grossières de f, au fur et à mesure que j croît. La différence entre 2 approximations 
consécutives fproj
jV 1−
 et fproj
jV
 représente l’information de détails, qui existait à l’échelle 
2j-1 et qui est perdue à l’échelle 2j. Cette information est contenue dans le sous-espace Wj 
orthogonal à Vj : 
jjj WVV ⊕=−1  (D-1) 
fprojfprojfproj
jjj WVV
+=
−1
 
(D-2) 
Il existe donc une fonction Ψ , dite ondelette-mère, telle que { }/22 (2 . ),j j k k− −Ψ − ∈Z  
(ensemble des versions translatées de Ψ) constitue une base orthonormale de Wj. Par ailleurs, 
en considérant l’union de toutes ces familles de fonctions quand j varie, on peut montrer que 
{ }/2 22 (2 . ), ( , )j j k j k− −Ψ − ∈Z  est une base orthonormale de L²(R ). Par le biais de l’analyse 
multirésolution, on peut donc construire des bases orthonormales d’ondelettes de L²(R ). 
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Nous avons alors la schématisation suivante : 
 
0 1 1 2 2 1 3 3 2 1 1
... jj
V V W V W W V W W W W
= →∞
= ⊕ = ⊕ ⊕ = ⊕ ⊕ ⊕ = = ⊕  (D-3) 
À un niveau d'approximation j0 donné, on peut donc écrire : 
L²(R ) jjjj WV 00 ≤⊕=  (D-4) 
kjjj fkf ,2/ 000 ,)2
.(
2
1
, Φ=−Φ  sont les coefficients d’approximation du signal f au niveau 
de résolution j0, 
0
0
,2/ ,)2
.(
2
1
, jjkj
jj
jj fkf ≤
≤
Ψ=−Ψ  sont les coefficients d’ondelettes 
correspondants, c’est-à-dire les coefficients de détails. 
À ce niveau d'approximation j0, f peut s'écrire : 
0 0
0
, , , ,
, ,j k j k j k j k
k j j k
f f f
∈ ≤ ∈
= Φ Φ + Ψ Ψ∑ ∑∑
Z Z
 
(D-5) 
L’exemple classique de Lena ci-dessous illustre cette décomposition en ondelettes : à partir 
d’une image de 512*512 pixels, on obtient une image d’approximation (en haut à gauche) et 3 
images de détails (détails horizontaux, verticaux et diagonaux), chacune de 256*256 pixels. 
 
Figure D.1. Signal 2D, son approximation et ses détails à la résolution 2-1 (niveau d'approximation j = 1). 
512*512 pixels 
V0 
V1 
W1 
V2 
W2 
V3 
W3 
V4 
etc. 
256*256 pixels 256*256 pixels 
256*256 pixels 256*256 pixels 
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Ces résultats ont été obtenus avec les ondelettes de Haar. 
Concrètement, la décomposition s'écrit en termes matriciels : 
(1) (1)
(1) (1)
(1) (1)
a v
T
h d
 
 
       
       
       
     × × =  
       
            
      
 
 
I I
M I M
I I
 
 
 
(D-6) 
I est l'image à décomposer, de taille N×N, M(1) est la matrice d'ondelettes, composée par les 
fonctions des sous-espaces V1 et W1 (si on choisit le premier niveau d'approximation), Ia(1) 
est la première approximation de I, et Iv(1), Ih(1) et Id(1) sont les détails verticaux, 
horizontaux et diagonaux pour j = 1. La taille de ces 4 sous-matrices est N/2×N/2 (N = 512 
dans l'exemple de la figure D.1). 
Si on cherche une approximation plus grossière, à la résolution 2-2 (j = 2), on construit une 
matrice d’ondelettes M(2) à partir des fonctions de V2, W2 et W1, puisque 1220 WWVV ⊕⊕=  : 
2
2
1
4
4
(2)
2
N
vecteurs lignes de V
N
vecteurs lignes de W
N
vecteurs lignes de W
 
 
 
 
 
 
 
 
 =
 
 
 
 
 
 
 
 
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(D-7) 
Et on obtient : 
(2) (2)
(1)
(2) (2)
(2) (2)
(1) (1)
a v
v
h d
T
h d
 
 
       
       
       
     × × =  
       
            
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 
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M I M
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(D-8) 
La taille des images d’approximation Ia(2) et des détails, Iv(2), Ih(2) et Id(2), est N/4×N/4. 
On peut ainsi utiliser n’importe quelle résolution. Bien sûr, plus j augmente, plus la résolution 
2-j diminue, et plus l’approximation est grossière : 
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Figure D.2. L’image 2D de l’échelle 20 (image initiale) à 23 (niveau d'approximation j = 3). 
 
Construction 
On montre que l’on peut faire la décomposition suivante [Mallat1999] : 
[ ]1 (. / 2) (. )
2 k
h k k
+∞
=−∞
Φ = Φ −∑  
 
(D-9) 
(D-9) est appelée l'équation d'échelle. h est le filtre discret défini par 
[ ] 1 (. / 2), (. )
2
h k k= Φ Φ −  
 
(D-10) 
h est appelé le filtre d'échelle, et vérifie les propriétés suivantes : si ˆh  est la décomposition en 
série de Fourier de h et ˆΦ  celle de Φ , on a 
1
ˆˆ ˆ(2 ) ( ) ( )
2
hω ω ωΦ = Φ  
 
(D-11) 
avec [ ]ˆ( ) in
n
h h n e ωω
+∞
−
=−∞
= ∑ , 
2 2
ˆ ˆ
, ( ) ( ) 2h hω ω ω pi∀ ∈ + + =R , et ˆ(0) 2h =  (théorème de 
Mallat-Meyer [Mallat1999]). 
S. Mallat et Y. Meyer ont également montré qu'un 2e filtre discret g pouvait être construit à 
partir de h, vérifiant 
[ ] 1 (. / 2), (. )
2
g k k= Ψ Φ −  
 
(D-12) 
Ψ  étant la fonction d'ondelette-mère ; on montre que [ ] [ ]1( 1) 1kg k h k−= − − , et que 
512×512 pixels 
Résolution 2-1 Résolution 2-2 Résolution 2-3 
256×256 pixels 128×128 pixels 64×64 pixels 
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[ ]1 (. / 2) (. )
2 k
g k k
+∞
=−∞
Ψ = Φ −∑  
 
(D-13) 
C'est de la construction de ces filtres que découlent les propriétés des ondelettes. 
Propriétés 
Nous allons approfondir ces propriétés, nécessaires à une application optimale. En effet, la 
plupart des applications des bases d'ondelettes utilisent leur capacité à approximer des 
fonctions. La fonction d'ondelette Ψ  doit donc être construite de manière à produire un 
maximum de coefficients d'ondelettes 
,
, j kf Ψ  (qui sont les coefficients de projection de la 
fonction f dans la base { }/2, 2 (2 . ),j jj k k j− −Ψ = Ψ − ∈Z , voir (D-5)), qui soient nuls ou proches 
de 0, de manière à optimiser la qualité de l'approximation. Cela dépend de 3 propriétés 
principales : 
(i) la régularité de f ; 
(ii) le nombre de moments nuls de Ψ  ; 
(iii) la taille du support de Ψ . 
Les propriétés (ii) et (iii) sont reliées à celles de ˆ( )h ω  : la façon dont est construit le filtre h 
permet d'obtenir les propriétés désirées sur les ondelettes. 
Moments nuls et régularité 
Par définition, Ψ  possède M moments nuls si 
( ) 0, 0 1kx x dx k M
+∞
−∞
Ψ = ≤ ≤ −∫  
 
(D-14) 
Cela signifie que Ψ  est orthogonal à tout polynôme de degré inférieur ou égal à M-1. Si f est 
régulière, elle peut être bien approximée sur un petit intervalle par un polynôme de Taylor de 
degré k. Si k<M = nombre de moments nuls de Ψ , les ondelettes sont alors orthogonales à ce 
polynôme de Taylor, et les coefficients d'ondelettes 
,
, j kf Ψ  sont petits aux échelles fines 2j. 
Ainsi, plus la fonction f est régulière et plus l'ondelette Ψ  a de moments nuls, plus les 
coefficients d'ondelettes très petits seront nombreux, et leur décroissance rapide quand la 
résolution 2-j augmente. 
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Dans le cadre d'une résolution d'EDP, cela peut être intéressant dans le calcul des matrices 
impliquées dans la version discrète de l'équation : en effet (Partie 3), les fonctions considérées 
dans l'EDP sont projetées dans la base de fonctions d'échelle : { }/2, 2 (2 . ),j jj k k k− −Φ = Φ − ∈Z . 
Si fɶ  est l'approximation de f à l'échelle 2j, on a 
2 1
, ,
0
,
j
jV j k j k
k
f P f f
−
=
= = Φ Φ∑ɶ  ; la fonction 
d'échelle Ф n'a pas de moments nuls comme la fonction d'ondelette Ψ, mais le fait que les 
coefficients d'ondelettes 
,
, j kf Ψ  soient petits implique une meilleure qualité de 
l'approximation de f dans la base { },j kΦ . En effet, plus Ψ a de moments nuls, plus Ψ et Ф 
sont régulières, et plus l'approximation sera de meilleure qualité, les coefficients de détails 
,
, j kf Ψ  étant plus faibles, ainsi que l'erreur de projection, qui est égale à l'énergie des 
coefficients d'ondelettes aux échelles plus fines que 2j : 
2 12 2
,
0
,
n
j
j
V n k
n k
f proj f f
−
−
=−∞ =
− = Ψ∑ ∑  
[Mallat1999]. En résumé, si l'ondelette est suffisamment régulière, on perd moins de précision 
dans le résultat de l'EDP. 
Le théorème des moments nuls [Mallat1999] démontre que si une ondelette Ψ  possède M 
moments nuls, alors ˆ( )h ω  et ses M-1 premières dérivées sont nulles en ω pi= . C'est donc par 
la construction même du filtre d'échelle h que découle les propriétés de moments nuls. 
Taille du support 
Les séries d'ondelettes sont des séries "creuses", c'est-à-dire que les coefficients d'ondelettes 
sont significatifs là où la fonction étudiée est singulière, et sont numériquement nuls là où la 
fonction est régulière. Si la fonction f a une singularité isolée en x0, et si x0 est dans le support 
de l'ondelette /2
,
( ) 2 (2 )j jj k x x k− −Ψ = Ψ − , alors le coefficient ,, j kf Ψ  peut être de grande 
amplitude. Si le support de Ψ  est de taille N, il existe, à chaque échelle 2j, N ondelettes 
,j kΨ  
dont le support contienne x0. Si on veut minimiser le nombre de coefficients de grande 
amplitude, il faut alors diminuer la taille du support de Ψ . On montre [Mallat1999] qu'elle 
est liée à celle du support du filtre h. Pour minimiser la taille du support, il faut donc 
synthétiser des filtres miroirs ayant le moins possible de coefficients non nuls. 
Dans l'application des ondelettes à la résolution d'une EDP, un support petit est favorable à un 
temps de calcul plus faible, car plus le support est grand, plus il faut d’ondelettes pour vérifier 
les conditions aux limites (Partie 3). 
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Annexe E 
 
Ondelettes de Daubechies d'ordre 3 : 
valeurs du filtre d'échelle et des 
coefficients de connexion 
 
K h[k] 
0 
1 
2 
3 
4 
5 
0.470467207784 
1.141116915830 
0.650365000526 
-0.190934415568 
-0.120832208310 
0.498174997316 
Tableau E-1. Coefficients du filtre h[k], Daubechies d'ordre 3, avec h défini par [ ]1 (. / 2) (. )
2 k
h k k
+∞
=−∞
Φ = Φ −∑ , 
où Φ est la fonction d’échelle de Daubechies. 
Rappel : [ ]1 2 1 2, ( ) ( )(1 1 2)
, ,
2 (2 ) (2 )m m m mj m m j jj k x k x dx
+∞
− + + − −
−∞
Γ ∞ = Φ − Φ −∫ℓ ℓ . On suppose j = 0 dans 
toute la suite. 
k − ℓ  1,1
,kΓ ℓ  
0 
1 
2 
3 
4 
295/56 
-356/105 
92/105 
-4/35 
-3/560 
Tableau E-2. Valeurs des coefficients [ ]1,1
,
'( ) '( )k x k x dx
+∞
−∞
Γ ∞ = Φ − Φ −∫ℓ ℓ , avec Ф' la dérivée de la fonction 
d'échelle de Daubechies d'ordre 3. Ce filtre est symétrique, donc seules les valeurs k − ℓ  sont considérées. 
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  k 
ℓ  
-4 -3 -2 -1 0 
-4 0.14779113×10-5 0.32493517×10-4 -0.13438872×10-3 0.44132828×10-3 0 
-3 0.32493517×10-4 0.13384609×10-2 -0.56847878×10-2 0.18927524×10-1 -0.44132828×10-3 
-2 -0.13438872×10-3 -0.56847878×10-2 0.31063533×10-1 -0.11767594 -0.18793136×10-1 
-1 0.44132828×10-3 0.18927524×10-1 -0.11767594 0.47094873 0.12332824 
0 0 -0.44132828×10-3 -0.18793136×10-1 0.12332824 0.49664780 
Tableau E-3. Valeurs de [ ]
1
0,0
,
0
1 ( ) ( )k x k x dxΓ = Φ − Φ −∫ℓ ℓ , avec Ф la fonction d'échelle de Daubechies 
d'ordre 3. 
• Les coefficients [ ]0,0
,
1kΓ ℓ  peuvent être calculés de plusieurs façons [Chen1996, Chen2006, 
Dumont1996]. En particulier, S. Dumont dans [Dumont1996] et X. Chen & al. dans 
[Chen2006] procèdent de la manière suivante (en se plaçant à une échelle 20 (j = 0)) : 
[ ] [ ]1 2 1 2, ( ) ( ), 0 11 ( ) ( ) ( )m m m mk x x k x dxχ
+∞
−∞
Γ = Φ − Φ −∫ℓ ℓ  
 
(E-1) 
où [0 1]
1 si 0 1( )
0 sinon
x
xχ ≤ ≤= 

 : cette fonction (que l’on peut assimiler à la fonction d’échelle de 
Haar), satisfait la relation d’échelle : ( ) ( )[0 1] [0 1] [0 1] 12
x
x xχ χ χ  = + − 
 
. En utilisant l’équation 
d’échelle (D-9) pour Ф et en l’appliquant à ses dérivées 1( )mΦ  et 2( )mΦ , on obtient : 
[ ] [ ] [ ]1 2 1 2 1 2 1 2 1 2, , ,
, 2 ',2 ' ', '
', ' ', '
1 2 [ '] [ '] 1 2 [ ' 2 ] [ ' 2 ] 1m m m m m m m m m mk k k k
k k
h k h h k k h+ ++ +Γ = Γ = − − Γ∑ ∑ℓ ℓ ℓ ℓ
ℓ ℓ
ℓ ℓ ℓ  (E-2) 
Soit en écriture matricielle : 
1 2,1(2 ) m mm n+ − −A Id Γ  (E-3) 
Résoudre (E-3) ne permet pas d’obtenir une solution unique. On utilise alors une propriété 
importante des ondelettes de Daubechies : un polynôme peut être exprimé comme une 
combinaison linéaire des fonctions d’échelle : 
( )
, ( )
q q
k
k
q q
k
x c x k
c x x k
 = Φ −


 = Φ −
∑
 
(E-4) 
(E-5) 
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q
kc , le moment d’ordre q de Daubechies, peut être calculé par une méthode non détaillée ici. 
En dérivant m1 fois (E-4) d’une part, et m2 fois une relation similaire avec xw, on obtient : 
[ ]1 2,
,
,1 2 1 2
! ! 2 1( )! ( )! 1
m mq w
k k
k
q w
c c
q m w m q w m m
= Γ
− − + − − +
∑ ℓ ℓ
ℓ
 
(E-6) 
(E-3) et (E-6) permettent alors d’obtenir les coefficients [ ]1 2,
,
1m mkΓ ℓ  de façon unique. 
• Démonstration rapide de [ ] [ ]10,0 0,0
, ,
0
1
n
k k p p
p
n
−
− −
=
Γ = Γ∑ℓ ℓ  : 
[ ]
[ ] [ ] [ ]
0,0
,
0
1 2
0 1 1
1 1 1
0 0 0
0,0 0,0 0,0
, 1, 1 1, 1
( ) ( )
( ) ( ) ( ) ( ) ... ( ) ( )
( ) ( ) ( 1 ) ( 1 ) ... ( 1 ) ( 1 )
1 1 ... 1
n
k
n
n
k k k n n
n x k x dx
x k x dx x k x dx x k x dx
x k x dx x k x dx x n k x n dx
−
− − − + − +
Γ = Φ − Φ −
= Φ − Φ − + Φ − Φ − + + Φ − Φ −
= Φ − Φ − + Φ + − Φ + − + + Φ + − − Φ + − −
= Γ + Γ + + Γ
=
∫
∫ ∫ ∫
∫ ∫ ∫
ℓ
ℓ ℓ ℓ
ℓ
ℓ ℓ ℓ
ℓ ℓ ℓ
[ ]1 0,0
,
0
1
n
k p p
p
−
− −
=
Γ∑ ℓ
On en déduit la formule générale : [ ]
2 2
11
1
0,0
,
( ) ( ) 1
n n
k p p
p nn
x k x dx
−
− −
=
Φ − Φ − = Γ∑∫ ℓℓ . 
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Annexe F 
 
Publications 
 
Communication à une conférence nationale : 
Frassati A, Da Silva A, Dinten JM, Georges D, 
- “Optimisation d’Algorithmes pour la Tomographie Optique de Fluorescence 3D”, GdR 
ISIS 2006, ESPCI Paris, poster. 
 
Communications à des conférences internationales avec actes : 
Frassati A, Da Silva A, Dinten JM, Georges D, 
- “Wavelet-based Model Reduction Applied to Fluorescence Diffuse Optical 
Tomography”, European Conferences on Biomedical Optics 2007, Münich, présentation 
orale. 
- “Wavelet-based Model Reduction Applied to Fluorescence Diffuse Optical 
Tomography”, European Control Conference 2007, Kos, présentation orale. 
- “Model Reduction by Multiresolution Method Applied to Fluorescence Diffuse Optical 
Tomography”, IEEE Engineering in Medicine and Biology Conference 2007, Lyon, 
poster. 
- “Fluorescence Diffuse Optical Tomography” : a Model Reduction by a Wavelet-
Multiresolution Method”, Biomedical Optics 2008, St Petersburg, Floride, poster. 
 
Brevet déposé le 20/01/2009 sur la prise en compte des coefficients de connexion dans les 
conditions aux limites (avec la méthode de Galerkin-ondelettes). 
 
Article en préparation sur l’application de la méthode de Galerkin-ondelettes à la tomographie 
optique diffuse de fluorescence. 
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