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Abstract 
Multimedia analysis and reuse of raw un-edited audio visual content known as rushes is gaining 
acceptance by a large number of research labs and companies. A set of research projects are 
considering multimedia indexing, annotation, search and retrieval in the context of European 
funded research, but only the FP6 project RUSHES is focusing on automatic semantic annotation, 
indexing and retrieval of raw and un-edited audio-visual content. Even professional content 
creators and providers as well as home-users are dealing with this type of content and therefore 
novel technologies for semantic search and retrieval are required. In this paper, we present a 
summary of the most relevant achievements of the RUSHES project, focusing on specific 
approaches for automatic annotation as well as the main features of the final RUSHES search 
engine. 
1. Introduction 
Due to the explosive growth of audio-visual data and the widespread use of multimedia content in 
the Web, increasing demands exist to handle this huge amount of data. Therefore, novel ways of 
meaningful description on higher level are required and the search itself turns to be the main 
paradigm for fast and efficient data access. It appears that the origin of multimedia content is 
moving from professionally produced content to user-generated content. This can be recognized by 
a number of public facing search sites and Internet portals such as YouTube, Google Video and 
Yahoo!Video. Furthermore, in the professional domain, novel search and retrieval techniques 
become of high relevance. Broadcasters are the producers of vast quantities of video footage. 
Some of the material will be used for productions, but there is still plenty of footage that has been 
shot but not necessarily ever used. Since the amount of available material is very large the 
*Manuscript
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requirements for storage, although decreasing, are still significant. Broadcasters usually have a 
strict media management policy that keeps unedited media content (including outtakes) for a short 
period (e.g. 1 year) and material with higher re-use expectations (stock footage) for longer time 
(e.g. 5 years). 
Since only a small portion of the rushes is actually used in the final productions at broadcasters, it 
is generally believed that the ability to summarize such rushes might contribute significantly to an 
overall rushes management and exploitation solution. For this reason, a number of research groups 
participating to the “rushes exploitation” task in the TRECVID 2008 campaign [1] mainly dealt 
with rushes summarisation, believing that this might also help other tasks, such as search and 
retrieval. 
However, it can be observed that rushes material usually has well-defined and distinctive 
multimodal properties which, if correctly exploited, might enable the retrieval task without the 
need of a preliminary summarisation stage. In fact, as stated in [2], efficient retrieving from large 
video archives depends on the availability of indexes, and effective indexing requires a multimodal 
approach in which different modalities (auditory, visual, etc.) are used in collaborative fashion. 
The European FP6 funded research project RUSHES designed, implemented, and validated 
through trial a system for indexing, accessing and delivering raw, unedited audio-visual footage, 
known as rushes. The reuse of such content in the production of new multimedia assets is offered 
by semantic media search capabilities [3]. 
After two years work, significant results have been achieved whereby the focus is on the 
development of novel algorithms and techniques for annotation, indexing and search of large video 
repositories of un-edited audiovisual content. In the next section, the overall design of the 
developed RUSHES system is presented. In Section 3, novel techniques for multi-modal analysis 
of un-edited audiovisual content are described. Finally in Section 4, new components for 
visualization and browsing of large video repositories are explained. The paper ends with a 
conclusion and outlook. 
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2. The RUSHES system 
In Figure 1, the overall RUSHES workflow is depicted showing data storage, the automatic and 
manual annotation modules and the user interface. The developed user interface will offer novel 
search capabilities including relevance feedback mechanisms for two individual user scenarios: the 
home user and the professional user in the broadcaster domain.  
 
Figure 1 - The RUSHES system for annotation, indexing, search and retrieval. 
 
New content will be ingested in the content database (DB) and then processed by a large set of 
low- and mid-level classifiers. The aim of the project was to develop novel classifiers on a high 
semantic level in order to allow users an easy access to the desired content in the database. 
Furthermore, the focus of development was also on the dynamic properties of the video content. 
The Basque broadcaster EiTB [4], involved in the project, provided the consortium at the 
beginning of the project with requirements definitions and user scenarios based on professional 
user evaluation. The technical work packages then derived a set of classifiers, which seems to be 
realistic being developed during the course of the project. The following classifiers have been 
developed and integrated in the RUSHES search engine: 
- Vegetation classifier 
- Classifier based on water segmentation 
- Classifier based on regular shape detection 
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- Classifier based on text detection 
- Classifier based on recognition of faces 
- Classifier based on interview detection 
- Music/speech classification 
- Analysis of 3D camera motion in order to classify rotation, linear movement, zoom 
in/zoom out 
- Analysis of 3D properties of the scene in order to classify flatness of a scene 
In order to give an insight view to some key modules of the RUSHES system, we are presenting 
here the new approach on 3D scene structure analysis for automatic annotation and indexing. A 
complete overview of the full set of classifiers can be found in a detailed project deliverable [5] 
reporting the development of low level AV media processing and knowledge discovery. 
The complete audio-visual analysis is implemented in a so-called CCR graph (CCR = Content 
Capture and Refinement). Due to close relationship with the FP6 Integrated Project PHAROS and 
involvement of FAST in both projects, the RUSHES project is able to benefit from this 
collaboration regarding our integration activities. PHAROS is developing horizontal framework 
technologies for audio-visual search [6] and can provide a complete CCR framework. Hence, 
RUSHES can be considered as the first user of the technology developed in another FP6 project. 
This bilateral cooperation demonstrates the benefits of research and development on European 
level. 
After automatic analysis of the video, the metadata model (MDM) will be generated as the 
fundamental database. This MDM is stored as a MEX file in the Content Management System 
(CMS) for the search later on. MEX is the schema of the metadata (annotations) used for the 
exchange of the metadata information among the different components of the RUSHES system. In 
addition to the automatic annotation, the professional user has the opportunity to add manual 
annotations to the content as well. The search is performed by the Enterprise Search Platform 
(ESP) developed by FAST. This search engine provides the required functionalities in order to 
search quickly through the MEX file, which is the textual description of the complete video 
database by means of semantic key words and tags. 
A novel user interface has been developed which allows the navigation through the large video 
repository in many different ways. At first, the videos themselves can be explored by advanced 
visualization of videos classified in a hierarchy which is automatically generated. Novel timeline 
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5 
zoom capabilities have been developed in order to access quickly the desired part of the video. 
Furthermore, key frames are available as well as static and dynamic video summaries for display 
of the video repository. The search is supported by relevance feedback capability in order to allow 
the user a refinement and re-ranking of the search results. 
3. Novel techniques for multi-modal analysis of un-
edited audio-visual content 
In the following sections, two examples of novel audio-visual classifiers and techniques will be 
presented in more detail. 
3.1. Multi-modal synchronisation 
Multimedia synchronisation is performed widely using SMIL (Synchronised Multimedia 
Integration Language) which integrates streaming audio and video (images, text or any other type) 
[7]. SMIL allows the authors to use a text editor to write script codes for multimedia 
synchronisation and presentation e.g. <par> command synchronises audio and video by playing 
them at the common time line [8]. In addition, time-alignment method is used for synchronisation 
of multimedia files. In [9], time alignment method is used to synchronise the closed-caption with 
voice in a video clip. However, our interest is to synchronise outputs of classifiers in common 
timelines in a XML file as this will improve retrievability of multimedia that corresponds with 
user’s demand. In this section, we propose new methods to synchronise outputs of classifiers in 
common time-lines. 
Figure 2 shows the metadata synchronisation scheme that is designed to synchronise MEX file(s) 
produced by low/mid-level classifiers in order to improve searchability and search accuracy. In 
addition, during synchronisation, the system calculates and generates statistical reports 
(availability of faces, vegetation, etc.) in percentage format as well as the number of shots in the 
video clip. This report is used for a video content visualisation, search result categorisation and 
presentation of video content in a very comprehensive way by grouping the availability of items. 
As seen in Figure 2, classifiers analyse a video clip independently. Metadata synchronisation 
module retrieves classifiers results and synchronises the results by generating segment(s) based on 
(3.1.1) static temporal segment, (3.1.2) textual keyword and (3.1.3) shot boundary detection. 
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Figure 2 - Metadata Synchronisation Architecture. 
 
Table 1 – General relationships of annotated and temporal segment. 
Definitions 
• TSI = temporal segment initial timestamp 
• TSE = temporal segment end timestamp 
• ASI = annotated segment initial timestamp 
• ASE = annotated segment end timestamp 
(1) TSI <= ASI & TSE >= ASE  
 
   
(2) TSI <= ASI & TSE > ASI & TSE < ASE 
 
(3) TSI > ASI & TSI < ASE & TSE >= ASE 
 
(4) TSI > ASI & TSE < ASE  
 
   
 
Table 1 shows relationships of annotated segment and temporal segment (which is created during 
the synchronisation process). As seen, there are four possible conditions so all annotated segments 
will be synchronised that are true under these four conditions. 
The temporal concept was applied for reasoning about actions. In [10] a formalism based on a 
temporal logic is proposed for reasoning about actions because it enabled to describe a much wider 
range of events/actions than other methods. The formalism was used to characterise events, 
processes, actions, and properties which can be described in English sentences. The difference is 
between the approach presented in [10] and the proposed method as this [10] applied temporal 
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logic for reasoning actions e.g. past, present and future where the proposed method applies 
temporal logic to synchronise annotated segment(s) on common time-lines. 
3.1.1 Metadata synchronisation based on static temporal segment 
Metadata synchronisation based on static temporal segment synchronises a MEX file produced by 
classifiers by generating temporal segment(s) and grouping all operators output which is within the 
temporal segment time line. The temporal segment size needs to be specified when inputting 
unsynchronised document(s). In the example shown in Figure 3, the temporal segment size fit to 
30 seconds and as video length is 120 seconds, it generates 4 fixed segments/shots even though 
shot boundary detection shows 2 segments/shots in this clip. This scheme is good when there is no 
need to consider any classifiers including shot boundary detection while MEX file(s) needs to be 
synchronised based on their common time lines. 
 
Figure 3 - Metadata synchronisation timeline based on fixed temporal segment. 
 
3.1.2 Metadata synchronisation based on textual keyword 
Metadata synchronisation based on textual keyword synchronises a MEX file by prioritising one 
classifier at a time. The architecture of the metadata synchronisation based on textual keyword is 
depicted in Figure 4. This prioritisation is defined by the keyword which is provided at once, when 
a query is submitted. The prioritised classifier time line(s) (StartTimeStamp and EndTimeStamp) 
is used to generate temporal segment(s) for the synchronisation. Minimum temporal segment 
threshold is introduced to avoid very small video shots that has to be defined when a query is 
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submitted e.g. 30 seconds. The prioritised classifier time line is used, if it is greater than the 
threshold time line otherwise threshold time line is used to generate temporal segment(s). 
 
Figure 4 – Architecture of metadata synchronisation based on textual keyword. 
 
An example timeline, presented in Figure 5, is showing the behaviour of this synchronisation 
scheme. This method plays a key role when search is carried out on a particular object e.g. face, 
vegetation, etc in which case this method can produce an optimum synchronisation. This method 
uses supervised keyword library and uses WordNET to expand the query as shown in Figure 4. 
 
Figure 5 – Metadata synchronisation timeline based on a textual keyword. 
 
3.1.3 Metadata synchronisation based on shot boundary detection 
Metadata synchronisation based on shot boundary detection synchronises a MEX file produced by 
classifiers by generating dynamically temporal segment(s) using the shot boundary detection time 
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line information. Therefore, this scheme is dependent on shot boundary detection operator. In the 
case of the classifier failing to detect a shot or generating a very lengthy shot, maximum threshold 
is introduced to handle this shot detection error and to avoid lengthy shots in order to improve on 
the search performance. The maximum threshold value has to be defined on a query submission.  
Figure 6 shows a graphical representation of synchronising the MEX file of a video clip which 
contains annotations (vegetation, face and shot boundary detection) and the synchronised version 
of the MEX file that has two shots generated from shot boundary detection time-lines and the 
annotations are fitted into these two shots. 
 
Figure 6 – Metadata synchronisation timeline based on on shot boundary detection. 
3.1.4 Results 
Metadata synchronisation based on shot boundary detection (proposed system) is tested on real 
data (unsynchronised MEX files) which was generated from the RUSHES video database using 
the RUSHES classifiers e.g. Shot boundary detection, vegetation detection, etc. The system 
performance is stable on any number of complex annotations and video shots. Figure 7 shows the 
results indicating that as number of annotations and video length increases, the frame rate 
decreases. This is due to the lengthy shots with annotations; the system processes all shots and 
annotations for synchronisation purposes and generates statistical reports. As seen, this module 
does not affect the overall system performance. Standard video frame rate is 25fps where this 
proposed system synchronises MEX files at a much higher frame rate as shown in Table 2 because 
it manipulates textual data (MEX file) not visual data (e.g. video image). 
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Table 2 – The experiment is conducted on MEX files generated from RUSHES video database. 
 
 
Figure 7 – Experiment results, generated from Table 2. 
 
3.2. Analysis of 3D scene structure 
One main objective of RUSHES was to develop novel semantic classifiers describing the spatio-
temporal properties in an image sequence. Even from the professional users, interest has been 
received to provide classifiers, which allow distinguishing between different types of helicopters 
flights or global properties of landscapes such as hills, valleys, flat regions.  
In the past, various motion descriptors were defined in the well known MPEG-7 standard [11]. 
Nevertheless, the exploitation of camera motion information for video search and retrieval 
applications is still very limited in the literature. In contrast, the estimation of scene structure and 
depth information based on a moving camera has received much attention [12], [13]. 
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The aim of this section is to demonstrate the potential of scene structure based video annotation 
and retrieval. The general analysis chain for high-level 3D scene structure analysis and annotation 
is illustrated in Figure 8. 
 
semantic  
interpretation  
2 D feature  
tracking  
3 Dcamera path   
estimation  
3 D feature  
extraction  
3 D feature  
triangulation  
frame based  
visibility estimation  
triangle parameter  
estimation  
statistical  
analysis 
 
Figure 8 – Work flow of high-level scene description. 
 
We distinguish between three major component parts, the low level, medium level and high level 
scene structure extraction modules. In order to extract low level scene descriptors we apply a state 
of the art 2D feature tracker based on the well known KLT tracker [14]. Based on the properties of 
perspective projection of the features to the images it is possible to estimate the 3D camera path as 
well as the camera parameters for each image frame. We use the outcome of this module, i.e. focal 
length, 3D camera orientation, 3D camera position etc., to estimate the 3D correspondences of the 
2D feature points. Further, the camera parameter information can be used to validate the tracked 
features in order to remove outliers and false detections. The result of the low level analysis is a 
sparse set of robustly estimated 3D features points as well as the 3D camera path and the camera 
parameter information (see Figure 9).  
The medium level analysis works on the sparse set of 3D feature points only. Its goal is to simplify 
the large set of 3D feature points in order to extract typical scene structure information. Note that 
the 3D feature points were obtained by the analysis of multiple frames. In this way, they are not 
restricted to single image frames. Rather, they reflect properties of the overall scene. In contrast, 
for video annotation of long unedited sequences, we are interested in local image based 
information rather than having a global overall set of scene parameters. Therefore, we need to find 
a way to model the properties of the given scene structure based on single image frames. To solve 
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this problem, we propose a frame based visibility validation algorithm which relies on the 
triangulation of the 3D point parameter set. Triangles which are fully or partly occluded are 
removed (see Figure 9). In a final step, the remaining triangle set will be analyzed. In order to 
describe the scene structure, we perform statistical analysis of the properties of the modelled 
triangles. In detail, we exploit the orientation of the normals of the triangles, the triangle area and 
their relative distance to the camera. To be more specific, for every triangle we observe the three 
angles enclosed by the coordinate planes and its normal. By denoting the resulting sets of angles 
with α for the set of angles enclosed by the normals and the YZ-plane, β for the XZ-plane and γ for 
the XY -plane we can perform a first statistical analysis of the 3D model. A final step is the high 
level semantic interpretation of the resulting data set. The extracted medium level data contain rich 
high level semantic information. For example, a 2D histogram analysis of all visible triangle 
normals can be applied. The result is a parameter for the type of scene structure which is visible in 
each of the frames. We will illustrate this for an example of the extraction of the flatness of a 
scene. 
 
 
Figure 9 – Original image and visible 2D feature points (left), triangulated 3D feature points 
(right). 
 
The high level analysis is illustrated in Figure 10. A 3D histogram analysis of the angles α and β of 
the visible triangle normals, shown in Figure 10, right was applied to the set of data. It can be seen 
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from the sample image that there are three main scene orientations in the given image, i.e. the left-
hand and right-hand hill as well as the main plain. In the 2D histogram in Figure 10, these regions 
b1, b2, and b3 appear as significant clusters of normal orientations. Despite of the outliers and the 
sparse nature of the data set a robust high level scene description can be made based on this 2D 
histogram, i.e. the scene contains a valley. Please note that a simple scene interpretation model is 
used, i.e. it is distinguished between flat or non-flat scenes. The high potential of our proposed 
method lies in more sophisticated analysis of the medium level features. One can easily see from 
the example in Figure 10 that much more meaningful information can be extracted by including 
information about the distance of the triangles to the camera, or by grouping the triangles 
according to their histogram clusters and analyzing their corresponding 2D image position etc. 
Without loss of generality, we restricted our analysis to the detection of ’flat-non flat’ scene parts. 
  
Figure 10 – 2D histogram analysis of the angles α and β of the visible triangle normals, shown in 
Figure 9. 
 
The purpose was to develop a high-level semantic classifier which provides automatic annotation 
of a given scene by its ’flatness’. In order to validate the efficiency of this approach, the weighted 
variance distribution of the visible scene triangle normals for a number of N = 21 bins has been 
calculated. In Figure 11, the weighted variance of normal orientations, i.e. angles enclosed by 
normals and the main coordinate planes XY, XZ, YZ, as well as the mean value of the variance of 
all angles is shown along the complete sequence. The weighted variance is considered to be a very 
good indicator for the flatness of the scene. 
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Figure 11 – Weighted variance of triangle normals. 
 
It has to be noted that the ’flatness’ is plotted as an inverse value, i.e. the scene is annotated to be 
very flat if the flatness value is low. The x-axis of the figure marks the frames of the sequence. It 
can be seen that the analyzed image sequence has two major flat parts at the beginning (frames 
200-350) and the end (frames 800-1000) of the scene. In order to classify and annotate finally 
individual segments of the video into flat and non-flat scene parts, a simple threshold can be 
applied. The threshold has been defined heuristically by observation of flatness value and the 
scene itself. In the final performance evaluation of this approach, the automatic annotation has 
been compared to manually annotated ground truth data. In Table 3, the precision and recall is 
presented, whereas, we provide micro and macro averages for both performance values. Micro 
average denotes precision and recall for all frames at ones and macro average is the average of the 
outcomes for each video sequence. More details of the concept presented above can be found in 
[15]. 
Table 3 – Performance evaluation of the flatness classifier. 
 macro average micro average 
 precision recall precision recall 
flatness 66.41 56.78 77.61 73.46 
 
4. New tools for visualization and browsing 
The content of a large video database can only be browsed by means of the key frames, thus the 
problem of displaying and navigating through a large video database is a problem of visualisation 
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of huge image/key frame collections. The challenge is the trade-off between the image size, so that 
the user can understand what is contained therein, and the amount of images that can be displayed 
simultaneously, so that a user needs the minimum necessary actions to understand the content and 
its organization, and find the desired items. In recent years there has been a boom of visualization 
mechanisms for displaying large collections of images, mainly exploiting hierarchical organisation 
of the investigated material. In information visualisation there is a number of techniques for 
visualising hierarchical structures, such as Data Mountains [16], Hyperbolic Tree [17] and 3D 
Hyperbolic visualisation [18], Treemaps [19], [20] and Cone Trees [21], [22].  
However, these visualisation solutions do not always serve as efficient aids for the user, since the 
excess complexity of the user interface sometimes induces an additional obstacle for performing 
the browsing task. We have tried these approaches and found that they do not fulfil all our 
requirements.  
Therefore, we have decided to develop two ad-hoc solutions within the RUSHES project. Since in 
the case of rushes, most material lies un-annotated in huge unorganised databases, and a semantic 
clustering is not always feasible, the first solution provides a tool for visually browsing the 
content. The second solution instead, deals with the case of semantic clustering and navigation of 
semantically annotated content. 
4.1. Visual browsing tool 
In the case of large video databases, it is helpful for browsing to structure the given material into a 
hierarchical structure, where each layer contains a complete partition of the database content and 
where each node contains a quick preview of key-frames highly representative of the visited 
content. The hierarchical summaries are obtained by a visual clustering of key-frames extracted 
from shots, where visual content is represented through a dictionary of visual words, as described 
in [23]. Even if the grouping of similar content is based on visual similarity rather than semantics, 
the proposed arrangement assists the browsing process by reducing the semantic gap between low-
level features and high-level semantic concepts familiar to the user. 
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4.1.1 Navigation interface 
The interface provides a visual navigation tool, forming a thread between the concealed structure 
of the content and the user's needs. A screenshot of the whole user interface (developed using 
Prefuse [24] and Java Swing) is shown in Figure 12. 
It consists of two windows which enable (i) the exploration of the content by interactive search 
and (ii) the vision of rushes previews. In the upper window the hierarchical preview organisation is 
presented using a tree view, as better shown in Figure 13. 
The tree view is chosen since it is a common way of representing a hierarchical structure and its 
biggest advantage is that the majority of users are familiar with it. The presented tree contains the 
hierarchical preview and in case of large amount of content it might consist of a huge number of 
nodes and branches, where nodes are clusters of visually similar key-frames. 
Due to the limited display dimensions, visualising the entire tree at any time is space-consuming 
and unnecessary. An adequate solution is to dynamically change the number of displayed levels: a 
node can be expanded to reveal its child-elements, if any exist, or collapsed to hide departing 
branches and child-elements. In a similar way, the user does not see the entire tree while browsing, 
but only the set of nodes actually involved in his exploration. To highlight the user's search path, 
all nodes starting from the root to the currently explored node, are colour-encoded. 
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Figure 12 – Screenshot of the interface. In the upper window the tree view of the database 
structure and the two buttons, which allow the interactive exploration of the content. In the bottom 
window, the grid with node preview key-frames is displayed. 
 
 
Figure 13 – Tree view of the database structure (upper window). 
 
Considering that there is no meta-data on the observed rushes, and that the information we have is 
purely visual, the only property we visualise for each node is the number of key-frames contained 
in the node (see Figure 13). For giving an insight into the node content, instead of putting the 
representative key-frame, we display the preview of nodes in the bottom window, since the content 
in a node can often be too diverse to be represented by a single key-frame (this is specifically true 
for nodes in the higher levels of the hierarchy). 
When clicking on a certain node, the selected item is coloured in red, the next level child-elements 
are shown, and the related preview is accessed and shown in the lower window, as shown in 
Figure 14. 
 
 
Figure 14 – Preview key-frames of the currently selected node (lower window). 
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The preview key-frames belonging to the currently visited node are displayed on a grid, where 
temporally close key-frames are placed sequentially in order to assist content understanding. 
Positioning the mouse over a key-frame gives the information about the name of the video it 
belongs to. In this way the user can distinguish if similar key-frames placed close together belong 
to the same data item.  
In short, the tree metaphor in the upper window of the interface fulfils the following tasks:  
• provides the visualisation overview at all times; 
• describes the parent-child relations between visual content; 
• provides the information on the number of key-frames in each node; 
• facilitates the comprehension of the current position within the database by colour 
encoding; 
• supports the user moving forward, backward and making progressive search refinements. 
General guidelines that led the development of our solution are based on one main principle of 
information visualisation, known as “focus & context”: the user preserves the global perspective 
by seeing the database structure and his current position at each step of the search, while getting 
more information by observing at the same time the visual summary of the selected node. 
4.1.2 Access methods 
To perform an efficient exploration the user can click on any node of the hierarchy and visualise 
its content preview. Then by sequential access the user can move backward and/or forward 
through the tree to refine his search, while constantly being aware of the current position inside the 
database. 
However, during the initial stage of exploration, even a professional user might be completely 
unaware of which direction to take to locate relevant content. For example, when using traditional 
navigation tools, in case an interesting key-frame is not presented at first, we observed that users 
often perform some “random” attempts of exploration, in order to look for something that might 
better suit their queries.  
The specificity of the random exploration mainly lies in the fact that other state-of-the-art 
exploratory tools do not deal with such a repository in the early unstructured part of the browsing 
task, i.e., when the rushes content is still unknown to the user (see for example [25], [26] and 
[27]). The proposed novel random access schema aims at reducing the time for browsing 
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initialisation and content grasping by statistically modelling the probability to access collections of 
hierarchically arranged previews. This system functionality, called random exploration, imitates in 
a way the user random behaviour in the situation when displayed key-frames are of no interest for 
the user and he wants to move on. In this case the application randomly selects another node and 
visualises its summary, thus opening a new search direction.  
The random browsing strategy is modelled by a statistical law, whose density function represents 
the probability to access one node of the hierarchy and display its summary. When the user selects 
this navigation modality, the algorithm randomly selects one level of the hierarchy with uniform 
probability; then, inside the chosen level, the probability of accessing one specific node is shaped 
by the distribution of data in that level of the database. In particular, in the current implementation, 
the probability of selecting a node inside one level is proportional to the colour entropy of the node 
itself (computed through a vector quantization process at the node level, as in [23]), so that more 
informative nodes are more likely to be chosen with respect to less informative ones. In future 
implementations, when shaping the access probability, we aim to integrate some user profile data, 
for example by including information related to user’s profile and browsing history.  
By modelling the node access by such a statistical method, we expect to reduce the expected time 
of browsing needed by the user to find his/her search goals. However, if the shown visual preview 
is of no interest for the user, another node can be randomly selected, and a different content set at a 
different level of the hierarchy is shown. 
This random walk can continue until the user is able to find an interesting key-frame and decides 
to follow the new information scent, for example using a sequential access to nodes in order to 
visualise content previews. 
Both random and sequential explorations are assisted by the display of the visual content previews 
in the bottom application window (as in Figure 12). The aim of the visual summary is to show a 
set of representative key-frames for each node in the hierarchy. However since there are no 
semantic labels that could assist us in defining the most appropriate representative set for the 
selected cluster, we adopt a similar approach to the one presented in [28], and we randomly extract 
from each node the set of key-frames to be displayed. In case the user wants to perform further 
exploration on the same node, he can request for additional content, and a new random set is then 
extracted from the node and displayed. 
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4.2. Semantic browsing tool 
Regarding the solution based on semantic browsing, firstly the user can navigate through the 
hierarchy that is the result of the designed automatic organization process. Secondly, the 
visualization solution allows for quick understanding by the user of the content represented by the 
displayed images. This means a minimum size and quality of images and appropriate mechanisms 
navigating through the structure. The previous mentioned approaches only allow the display of 
“flat” structures, as opposite to hierarchical solutions, and very often impose difficulties for the 
second objective. We have decided to use Adobe Flex as development technology, mainly because 
of the advantage of creating engaging web applications offered by this popular platform.  
First of all, RUSHES browsing interface addresses the challenge of meaningfully grouping the 
images by proposing an automatic classification algorithm, based on a hybrid cluster analysis 
solution, that effectively classifies the key frames based on the co-occurrence of semantic concepts 
or annotations. Cluster analysis is a well-defined field that is applied for the organization of a 
collection of patterns (feature vectors) into groups (or clusters) based on some similarity metric. 
Cluster algorithms are divided into partitional algorithms, which provide a single division of the 
pattern space into groups (the best known of these being the k-means algorithm) and hierarchical 
algorithms, which provide a sequence of nested partitions.  
The standard hierarchical algorithms produce a binary tree, in which each parent holds exactly two 
children. This disposition is impractical for browsing huge media repositories since the number of 
levels in the hierarchy would be too high in big databases. We need to create more populated 
clusters. This target is easily reached by means of partitional clustering, but the well-known 
partitional clustering algorithms [29] produce only flat partitions (although extensions have been 
proposed) and have the additional problem of determining the right number of clusters. 
Our proposed solution [30] takes advantage of both hierarchical and partitional clustering 
algorithms, forcing them to work together for better results. The proposed clustering algorithm 
begins with a hierarchical processing of the whole set of elements, which is used to obtain a target 
number of clusters k by means of a parameter that represents the magnitude of the gap between 
two successive steps in the hierarchical clustering process. As this value grows, the difference 
between the closest nodes, chosen in each step, becomes higher. Once this value is computed, the 
same group of data is structured according to a partitional clustering, and therefore divided in k 
clusters. This process ends when every node is clustered into one single parent node.  
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For testing and demonstration purposes the set of 3064 key frames have been extracted and 
manually annotated with 21 concepts. They were input to the clustering algorithm previous to the 
display in the navigation tool. 
The browsing UI proposes an easy-to-use mechanism to navigate through the hierarchy where 
every cluster is represented by its centroid image and its descriptive concepts. The screenshots 
depicted in Figure 15 and Figure 16 show this browsing tool. 
 
 
Figure 15 – Navigation tool – showing clusters within the branch Forest – Forest from helicopter. 
 
 
Figure 16 – Browsing interface showing key-frames annotated with Concert. 
 
The user is enabled to explore the database using any of the three windows: 
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• In the top window the selected cluster (in bigger size) together with the sibling clusters 
and the parent one are shown. The user is enabled to navigate the repository by clicking 
on the corresponding image so he/she is able to get back to the previous branch (parent 
cluster) or to sibling branches. When the tool starts, the top level of the hierarchy is 
shown. 
• Central window shows the content of the selected cluster and its descriptive concepts. As 
mentioned before, every cluster is represented by a key-frame, with a “+” icon whenever 
the cluster contains other child branches or collections of images. The tool also provides 
zooming capabilities (in and out) of a final key-frame and gives access to other RUSHES 
tools enabling the user to annotate the video the key-frame belongs to or to play the video 
or a summary of it. In the lower part of the window clusters already visited by the user are 
represented in order to help the user with the browsing history. 
• Finally, the left window shows the tree representation of the repository where information 
of every cluster is depicted. User can browse the database using this tree which can be 
shown and hidden under user’s request. The tree is intended to show the user the level in 
the hierarchy he/she is browsing. 
4.3. User evaluation of both Visual and Semantic Browsing 
Tools 
4.3.1 Initial evaluation of the random exploration functionality in the Visual Browsing tool  
For testing and demonstration purposes of the novel random exploration method, a set of 134 raw 
videos of about 14 hours length in total have been provided by EiTB. The videos belong to several 
domains (e.g., interview, football, aerial views, rowing, etc.) and from these videos a total set of 
3064 key frames has been extracted. 
Evaluation was based on two professional use-cases defined in [31] and the initial usability tests 
have been performed by 5 journalists from the main Basque broadcaster. 
After performing the specified tasks, EiTB journalists were asked to fill a questionnaire for rating 
their satisfaction with the most important aspects of the proposed solution, to state positive and 
negative aspects of the application, and to give personal comments on potential improvements. As 
a main outcome of the evaluation process (see [32] for further details), the navigation tool with 
random access exploration has been highly appreciated by the journalists as a useful tool for 
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
23 
browsing, especially when they did not know where to find the desired content. During the 
evaluation process we also analysed different behavioural patterns among different users that will 
be taken into account for further improvements of the visual browsing tool. 
Figure 17 shows the results of the user evaluation where scale from 1 to 5 is used for stating the 
level of agreement (maximum 5 and minimum1) with the statements given in the questionnaire. 
We can see that the questions Q10 – “The key-frames displayed in the bottom window provide a 
good overview of the node content” and Q11 –“Random exploration is helpful for browsing when 
I do not know where to find the desired content” demonstrate a positive initial evaluation 
regarding the proposed random exploration and content preview display method. The colour 
encoding of the nodes was also highly marked as a useful feature (Q13) and the visual browsing 
application was pleasant to use (Q14). The low average mark was received for the intuitiveness of 
the interface (Q7) and further improvements will be performed in order to make the users 
interaction with the application easier. 
 
Figure 17: Ratings per user per question for evaluating user satisfaction with the Visual Browsing 
tool application. 
 
Users also provided positive and negative comments regarding the application. They were 
comfortable with using the tool, liked the idea of random browsing for the content exploration and 
considered that the key-frames displayed in the grid is a good content representation method. As 
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additional requirements, users suggested to add more information about the clip (name, duration, 
date) and to add ToolTips to buttons in order to explain their functionalities. 
4.3.2 Final usability trial of both browsing tools 
As part of the final usability trials, 49 users were recruited in 7 of the project partners’ sites. These 
were a posteriori divided in two groups, according to their expertise with multimedia analysis 
systems. The lower expertise group was composed of 30 persons, and the higher expertise group 
was composed of 19 persons. The participants responded to a questionnaire with a rating response 
scale of 9 points (1 to 9).  
The variance analysis of the results using as a between-subjects factor in our definition gives 
significant differences between both groups in most of the questionnaire items for both Semantic 
and Visual Browsing Tools. In average, the higher expertise group rated the tools 1 point higher 
than the lower expertise group. Average rating for Semantic Browsing Tool was 6 points in the 
lower expertise versus 7 points for the higher expertise. And for Visual Browsing average for the 
lower expertise group was 6.12, versus 7.6 for the higher expertise group. We have concluded that 
higher expertise rated slightly higher the Visual Browsing tool in comparison with the other 
RUSHES module. 
One important result we obtained is that both groups considered positively the capabilities of 
automatic annotation provided by RUSHES, while the lower expertise group rated much lower the 
need to manually annotate or correct the annotations, in comparison with the high expertise group. 
5. Conclusion 
After two years research and development within the FP6 project RUSHES, a set of results have 
been presented showing the scientific and technological strength of the consortium on audio-visual 
analysis, indexing search and retrieval of un-edited raw multimedia assets. During the 
development of the RUSHES search engine and the integration of all the components, a new level 
of bilateral cooperation between the integrated project PHAROS and the STREP project RUSHES 
has been achieved. The open and distributed architecture of PHAROS could be successfully used 
in the RUSHES system by integrating the CCR framework. Furthermore, two novel approaches 
for multi-modal analysis of raw un-edited audio-visual data have been presented. These 
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approaches have to be considered as examples showing the high scientific level within the 
consortium. Finally, a set of tools for navigation and browsing of large video repositories conclude 
the paper. The RUSHES search engine has been demonstrated successfully to the public at the 
CEBIT (largest industrial computer and telecommunication fair of the world) in Hannover in 
March 2009. 
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