Introduction
There is a long-standing tradition of estimating stationary ARMA models using likelihood-based methods, the estimation of a sequence of long autoregressions, or nonlinear least squares.
1 Gallant and Tauchen (1996) developed a kind of minimum chi-square estimator (called the efficient method of moments, or EMM) that is also suitable for estimating stationary ARMA models. In fact, Gourieroux, Monfort, and Renault (1993) estimate an invertible MA(1) model using a method that is similar in spirit to EMM (indirect inference, or II). Nevertheless, simulation-based methods (such as EMM and II) are not routinely applied to estimate ARMA models because of evident shortcomings: first, the maximum-likelihood estimator (MLE) performs efficiently (in the root-mean-square error [RMSE] sense), so it is not clear why less-efficient alternative methods should be considered. Second, simulation-based methods are costly to use, because they require more computer time than simpler alternatives. Finally, tests based on simulation-based estimators may be cumbersome and, as reported elsewhere (Chumacero 1997) , may present important size problems.
The conventional view, therefore, is that although EMM and II may be useful in different setups (particularly when the alternative is the conventional method of moments or when MLE is unfeasible), they do not appear to offer any practical advantage when estimating ARMA models.
This article challenges that view by showing that if the asymptotic properties of both the EMM and II moment conditions are exploited, computationally efficient algorithms can be developed to estimate ARMA models. In this sense, efficiency could therefore be defined more broadly. The article also presents other contributions that may be useful to EMM and II users in setups other than those considered here. In particular, issues such as identification, testing, and model selection are explicitly discussed.
The article is organized as follows. Section 2 presents a brief description of EMM and II. Section 3 describes the class of estimators considered, discusses the issue of identification, and derives the asymptotic properties of the estimators. Section 4 presents the results of Monte Carlo experiments to assess the finite-sample properties of the estimators described in the previous section. Finally, Section 5 summarizes the main findings.
The Estimation Methods
Consider a stationary stochastic process p(y t |x t , ρ), describing y t in terms of exogenous variables (x t ) and structural parameters (ρ), which the econometrician is interested in estimating. Consider also an auxiliary model f (y t |x t , θ) that can be expressed analytically, whereas p(y t |x t , ρ) cannot. Gallant and Tauchen (1996) proposed using the scores of the auxiliary model:
to generate the generalized method of moments (GMM) moment conditions
whereθ T is defined as the MLE of f (·) for a sample of size T ; that is:
When analytical expressions for (1) are not available, simulations may be required to compute them, in which case we approximate the moments by
where N is the sample size of the Monte Carlo integral approximation drawn from a sample of y and x for a given value of ρ. When (3) is used to approximate the moments, the GMM estimator of ρ, with an efficient weighting matrix, is given byρ
If the auxiliary model constitutes a good statistical description of the data-generating process of y, the outer product of the gradients (OPG) can be used in the weighting matrix Gallant and Tauchen (1996) demonstrated the strong convergence and asymptotic normality of the estimator presented in (4):
2 See Tauchen 1996 for a step-by-step derivation of these results.
By standard arguments, the asymptotic distribution of the objective function thatρ minimizes is given by
with r and h denoting the dimensions of ρ and θ, respectively. Equation (6) corresponds to the familiar overidentifying restrictions test described by Hansen (1982) . As in GMM, the order condition for identification requires that h ≥ r . The rank condition is more involved, given that in this setup we require the existence of a unique function linking ρ and θ in a sense that will be defined more precisely below.
Given the results described, and provided identification conditions are met, statistical inference may be carried out the same way as in GMM. Depending on the complexity of the auxiliary model, however, it may be difficult to construct Wald-type tests based on the variance-covariance matrix obtained by differentiating the moments (Chumacero 1997) .
If (1) can be obtained analytically, all the expressions using m N (·) should be replaced by m T (·). As the next section indicates, a simple analytical expression for (1) is available when estimating Gaussian ARMA models, thus making simulation-based methods for computing (3) both unnecessarily costly and inefficient.
The II estimator is similar to EMM, the main difference being the choice of moment conditions. II mimics the optimization underlying (2), instead of the first-order conditions, in which case we definẽ
That is, we find the MLE of the auxiliary model for a given value of ρ and an artificial realization of size N of y and x. The moment conditions that II uses are given by (8) instead of (3):
There is a major difference between EMM and II. Whereas the former carries out only one optimization of the auxiliary model and uses the parameters estimated there while evaluating the scores with simulated data, II requires optimization of the auxiliary model for each value of the structural model under consideration, making it computationally more demanding.
In the next section, we show that in the case of Gaussian ARMA models, simulations are not required, because there is an analytical expression for the relationship between the parameters of the auxiliary and structural models.
Estimating ARMA Models with EMM and II

The general case
Consider a stationary Gaussian ARMA(p, q) model with q = 0 that we are interested in estimating, and denote by γ i (i = 0, 1, . . .) its autocovariances:
2 )
The auxiliary model used for estimating this process is given by
o that we may remain consistent with the notation system used in the previous section, the structural parameters of this model are ρ = (δ 1 , . . . , δ p , α 1 , . . . , α q , σ 2 ), and the auxiliary model's parameters are
The order condition for identification requires j ≥ p + q. The rank condition can be studied by evaluating the asymptotic properties of the estimators of the AR(j) auxiliary model.
In this case, it is a simple matter to verify that
Thus, all the auxiliary model's parameters are (asymptotically speaking) a nonlinear function of the first j autocovariances of y. As (9) makes clear, approximating moment conditions for II is unnecessary, given that this equation can be used directly instead of (7). In the case of EMM, identification requires a unique set of parameters in the structural model that, accompanied with the consistent auxiliary model estimators, make (1) equal to 0. As will be shown shortly, this condition is equivalent to the identifiability condition that must also be imposed for estimating ARMA models with maximum likelihood (ML) (see Hamilton 1994 or Tanaka 1996 . Given that for every invertible stationary ARMA model there is an observationally equivalent noninvertible ARMA model, the same requirements imposed on any stationary ARMA model estimated using maximum likelihood should apply when estimating with EMM or II.
As the structural model is assumed to be Gaussian, the scores of the auxiliary model can be expressed as
where the dimension of (10) is (j + 1) × 1 and corresponds to the unconditional expectation of the scores of the auxiliary model. The last moment condition is equal to zero whenβ is replaced by β 0 . This is also the case for the first j moments (up to a reparameterization discussed below). As with II, approximating the moment conditions using Monte Carlo simulations (as in Equation 3) is unnecessary, because these can be derived analytically. Gourieroux, Monfort, and Renault (1993) , Ghysels, Khalaf, and Vodounou (1994) , Chumacero (1997) , and Michaelides and Ng (1997) used Monte Carlo methods to approximate either (9) or (10) for the case of Gaussian MA(1) models. Nevertheless, as these equations show, the moments can be obtained directly. To estimate the parameters of the ARMA process one can simply replace the autocovariances with functions of the structural model's parameters.
Next, we apply these results to two particular processes, an MA(1) and an ARMA(1,1) and then go on to conduct Monte Carlo experiments to assess the finite sample properties of different EMM and II estimators, comparing them with those of ML.
The MA(1) model
The model that we are interested in estimating is
and the auxiliary model is again an AR(j) process. In this case the autocovariances are given by
It is trivial to verify that for any AR(j) auxiliary model, estimates converge to
when |α| = 1, and to
in the unit root case. Once analytical expressions for the asymptotic values of auxiliary model's parameters are found, it is easy to verify (by direct substitution) that (9) is equal to zero. Note, however, that given that the auxiliary model's parameters are functions of the autocovariances, there is always an invertible MA model that is observationally equivalent to a noninvertible MA model. In this case, the following MA(1) model reproduces the same autocovariances and the same estimates for the auxiliary model, thus also satisfying (10):
with α * = 1/α and σ 2 * = σ 2 α 2 . Thus, the only case in which EMM or II can satisfy the rank condition (exactly)
is when α = ±1.
The ARMA(1,1) model
The other model that we are interested in estimating is
while the auxiliary model is once again an AR(j) process. In this case the autocovariances are given by
This process yields auxiliary model and moment conditions estimates expressed by (9) and (10). As with the MA(1) process discussed above, when α * = 1/α and σ 2 * = σ 2 α 2 are replaced by α and σ 2 , both processes are observationally equivalent. Again, identification requires a stance with respect to the invertibility of the process. The next section develops several Monte Carlo experiments to assess the finite-sample properties of several EMM and II estimators for these two cases, discusses choosing the auxiliary model and testing, and compares results with those obtained using ML.
The Monte Carlo Experiments
There have been at least four Monte Carlo experiments to assess the finite-sample properties of simulation-based methods for invertible MA(1) processes. Gourieroux, Monfort, and Renault 1993 used II with AR(1), AR(2), and AR(3) auxiliary models, setting α equal to −0.5. Ghysels, Khalaf, and Vodounou (1994) compared several simulation-based estimators for different specifications of the invertible MA(1) but used simulations to approximate the moment conditions. Michaelides and Ng (1997) also performed Monte Carlo experiments for different sample sizes and different values of N to approximate the moment conditions in (3). Nevertheless, as their histograms show, even though they are estimating an invertible MA(1) model, they allow for estimates of α greater than 1 (in absolute value) and so do not impose the necessary identification conditions. In their study, they set the auxiliary model at AR(3). Chumacero (1997) also studied the case of the finite-sample properties of the invertible MA(1) model with fixed AR auxiliary models ( (2) and (3)), along with two other Monte Carlo experiments for more complex setups, which show the superior performance of EMM over that of GMM in several counts. In a different setup, Gallant and Tauchen (1999) also presented Monte Carlo evidence showing the gains in efficiency of using EMM over the conventional method of moments estimators. These articles, however, leave a number of questions unanswered that are addressed here:
• From a practical standpoint, how should one choose the auxiliary model? Do any model selection criteria offer better results in terms of efficiency?
• Chumacero (1997) and Michaelides and Ng (1997) presented evidence that the finite-sample properties of the overidentifying-restrictions test described in (6) present problems of size. In particular, there is strong evidence of over-rejections. Is there a simple way to correct this problem and provide a better approximation of the asymptotic distribution of this test?
• How well do Wald-type tests perform under different specifications for ARMA models?
• How well do EMM and II perform when estimating noninvertible ARMA models?
• What are the gains from using the exact moment conditions instead of the simulation-based approximations?
• Is there any gain from estimating stationary ARMA models with EMM or II instead of ML?
Design of the experiments
To answer the questions posed above, two types of experiments were implemented: one for different specifications of an MA(1) model (both invertible and noninvertible), and the other for different specifications of an ARMA(1,1) model. In each case, results were compared with the properties of MLEs that were estimated using the conditional likelihood, when the true process was invertible, and the unconditional (exact) likelihood, when the process was not. Each setup used 1,000 samples, each of size T = 100 and T = 200, values chosen to allow comparison with previous studies (particularly Ghysels, Khalaf, and Vodounou 1994 and Michaelides and Ng 1997) . In the case of EMM and II, two different types of estimators were chosen, one using the exact moment conditions and the other approximating them, using N = 2,500. Finally, three selection criteria for the choice of the lag length of the auxiliary model were used. These are the Akaike information criterion (AIC), the Schwarz criterion (BIC), and the Hannan & Quinn criterion (HQ). Given that the auxiliary model assumes normality, they are defined as follows:
where j is chosen to minimize (11) in all cases. Note: The results were obtained by estimating 1,000 samples. RMSE = root-mean-square error; Time = mean of the ratio between time to convergence of a method and time to convergence of EMM using analytical moments and the AIC information criterion; j = average lag length of the auxiliary model; ML = results obtained with the conditional MLE; MLX = results obtained with the unconditional (exact) MLE; AIC = results using AIC as information criterion and the analytical moment conditions; AIC-N = results using AIC as information criterion and a numerical approximation for the moments. Chumacero (1997) showed that the choice of weighting matrix is not as crucial in EMM as in GMM and that (5) provides results basically identical to other procedures requiring the computing of HAC matrices, when the auxiliary model is chosen correctly, in the sense of providing a good statistical description of all data features. Here, therefore, we concentrate on comparing model selection criteria described in (11) and their implications for the properties of the coefficients and the statistics commonly used for inference. In all the samples the maximum and minimum lags for the auxiliary model were set to 20 and 2 respectively. The minimum lag was set in order to force the model to be overidentified. For each sample, each expression in (11) was minimized, and j was chosen accordingly.
Results for the MA(1) model
Tables 1 to 4 report the results for different specifications of the MA(1) model, 3 comparing results obtained using EMM and II to those obtained by ML. The main findings are as follows:
• As known, BIC tends to select more parsimonious models, followed by HQ, and AIC always chooses larger auxiliary models.
• The three selection criteria provide no discernable differences in terms of bias. Nevertheless, AIC tends to provide more efficient estimates, followed by HQ, and finally BIC. This is because BIC is too conservative in the choice of lag length, particularly in cases near a unit root.
• In this simple example, a choice of N = 2,500 approximates the exact moment conditions well. Because moments can be computed exactly for any stationary ARMA model, however, these approximations are Note: TJ T = overidentifying restrictions test; (T −q)J T −q = overidentifying restrictions test adjusted by degrees of freedom; M = p-value of the Mann-Whitney-Wilcoxon test; 5%, 10% = size of the test for the nominal counterpart; AIC = results using AIC as information criterion and the analytical moment conditions; AIC-N = results from EMM using AIC as information criterion and a numerical approximation for the moments. Note: W T = Wald test for the null; W T −q = Wald test for the null adjusted by degrees of freedom; M = p-value of the Mann-Whitney-Wilcoxon Test; 5%, 10% = size of the test for the nominal counterpart; ML = results obtained using the conditional MLE; MLX = results obtained using the unconditional (exact) MLE; AIC-N, BIC-N, HQ-N = results from EMM using AIC, BIC, or HQ, respectively, as information criterion and a numerical approximation for the moments (N = 2,500); AIC, BIC, HQ = results from EMM using AIC, BIC, or HQ, respectively, as information criterion and the exact moment conditions.ú nnecessary. 4 Aside from the fact that using the exact moment conditions yields better finite sample results, there is also a practical reason to do so: the gains in computing time are substantial. In fact, even in this simple setup, and even for moderate sample sizes, obtaining EMM estimates using the exact moment conditions can be up to eight times faster than using ML. Although inefficient (in the RMSE sense), numerical approximation is also very costly in terms of computing time, particularly in the case of II, which can take 22 times longer to compute than when analytical moments are used.
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• When comparing EMM and II, the latter tends to dominate EMM in the RMSE for the case of MA (1) models. There is, however, an important caveat. As Tauchen (1996) noted, EMM provides a numerically stable environment for optimizing the GMM objective function. This is not the case for II, particularly when we are dealing with MA processes close to the unit circle. In fact, for these specifications, convergence had to be "forced" in about 52% of the cases, where the objective function turned out to be unstable even when analytical moments were supplied. This is not the case for EMM, where convergence was never "forced."
• As documented in Chumacero 1997 and Michaelides and Ng 1997 , in this setup, EMM tends to over-reject the null when using the standard over-identifying restrictions test. Furthermore, the less parsimonious the auxiliary model, the greater the size problem. Thus, AIC tends to over-reject more than HQ, which does the same compared to BIC. The magnitude of over-rejections is rather important; thus a simple correction is suggested. Instead of using the actual sample size, T − q should be used for scaling (6). As Table 3 shows, this simple modification allows for an almost complete correction of the size distortion around standard levels of significance. At any rate, size distortions are still important for levels of more than 15%. Due in part to the unstable nature of the II objective function, its size distortions are more significant and cannot be corrected with the simple procedure described above.
• With respect to Wald-type tests, when we are using EMM and when the parameter is relatively distant from the unit circle, they behave well (Table 4) . Nonetheless, they tend to become unstable near the unit root, thus making the inversion of chi-square tests preferable. Note, however, that in all these cases, a correction such as the one described above is also needed. For II, results were not even reported, because even when it was distant from the unit circle, the objective function was so unstable that singularities were common.
To conclude, EMM tends to perform well when estimating MA(1) models, particularly for cases approaching a unit root where the bias usually associated with conditional ML is less. At any rate, ML is still more efficient in terms of RMSE. There is, however, one important advantage to using EMM, and that involves the time needed to estimate these models. In fact, EMM is at least twice as fast as ML. When the overidentifying-restrictions test is suitably transformed, AIC should become the selection criterion of choice, because it usually provides more efficient estimates. AIC should not be chosen for inference, however, if the objective function is not transformed. In the case of II, even when the reported RMSEs are generally smaller than with EMM, the objective function is particularly unstable, and in most cases convergence had to be forced. Given the unstable nature of this objective function, overidentifying-restrictions tests and Wald tests present significant size distortions that cannot be corrected.
Results for the ARMA(1,1) model
As in the previous exercise, several specifications for the ARMA(1,1) process were estimated. In all cases, the parameter associated with the autoregressive coefficient was set equal to −0.8 and the coefficient associated with the MA component was allowed to vary. Once again 1,000 samples each of sizes 100 and 200 were artificially generated and estimated by ML and three EMM and II estimators. In the latter cases, we used the exact moment conditions, choosing the auxiliary models using the three selection criteria discussed above.
The results of these experiments are reported in Tables 5 and 6 and can be summarized as follows:
• The selection criterion that renders the smallest RMSE for the autoregressive coefficient is BIC, followed by HQ, and finally AIC. This order is reversed when we compare the RMSE for the MA coefficient. The inference is clear: particularly where the process is invertible, the auxiliary model that best captures the dynamics of the MA coefficient requires several lags. To better capture the characteristics of the AR component, parsimony is preferred (BIC).
• All models do equally well in terms of bias. As discussed above, particularly where the MA coefficient is close to the unit circle, EMM reduces ML-associated bias.
• The gains in computing time rise substantially when EMM is used instead of ML. In particular, the average estimation for a sample size of 200 is 20 times faster with EMM than with ML. These gains are increased to a factor of 35 if the exact likelihood is used when estimating using ML.
• There is another compelling reason, besides computational efficiency, to use EMM. The EMM objective function is numerically stable, thus one could use EMM (with analytical moments) to compute starting values and then proceed with ML.
• Compared to EMM, II still shows significant numerical stability problems. This time, however, EMM tended to outperform II in the RMSE for several specifications. Again, II required "forced" convergence in more than 60% of the cases. 
Concluding Remarks
This article develops a methodology for estimating stationary Gaussian ARMA models (both invertible and noninvertible) using EMM and II. In contrast to the prevailing practice, simulation is not required to compute the moment conditions used by these methods. The gains in terms of efficiency and computing time are substantial.
Where the ARMA process is close to the unit circle, EMM may be preferred because it reduces bias. In any case, ML still yields lower RMSE than EMM and II.
This article also addresses how to choose the auxiliary model, examining three automatic selection criteria. This examination revealed that AIC tends to perform better than BIC and HQ (in terms of RMSE) when one is estimating pure MA models.
Experiments performed also indicated a simple way of correcting the over-rejection problem that typically occurs when using Hansen's (1982) test. If this correction is not performed, large-scale auxiliary models will present significant size distortions. This correction does not apply when using II, because its objective function is numerically unstable near the unit root.
When dealing with ARMA models that are relatively close to the unit circle, Wald-type tests do not perform adequately when compared to their asymptotic properties. Thus, inverting chi-square tests are preferable once a (T − q) correction is performed.
