Different structural features of human language change at different rates and thus exhibit different temporal stabilities. Existing methods of linguistic stability estimation depend upon the prior genealogical classification of the world's languages into language families; these methods result in unreliable stability estimates for features which are sensitive to horizontal transfer between families and whenever data are aggregated from families of divergent time depths. To overcome these problems, we describe a method of stability estimation without family classifications, based on mathematical modelling and the analysis of contemporary geospatial distributions of linguistic features. Regressing the estimates produced by our model against those of a genealogical method, we report broad agreement but also important differences. In particular, we show that our approach is not liable to some of the false positives and false negatives incurred by the genealogical method. Our results suggest that the historical evolution of a linguistic feature leaves a footprint in its global geospatial distribution, and that rates of evolution can be recovered from these distributions by treating language dynamics as a spatially extended stochastic process. Languages differ from each other in respect of a finite number of structural features. These features determine how individual words are formed, how words are combined into phrases and sentences, and which sounds and sound sequences are available in a language. For example, some languages place the verb before the object (e.g. English Mary loves John), while others place the object before the verb (e.g. Turkish Mary John'u seviyor). Similarly, some languages employ a marker of definiteness (e.g. English the in the car) whereas others have no such device (e.g. Finnish ∅ auto). The set of all linguistic features defines the variation space of human language, with each individual language occupying a specific point in this space.
Language change and linguistic stability
Languages differ from each other in respect of a finite number of structural features. These features determine how individual words are formed, how words are combined into phrases and sentences, and which sounds and sound sequences are available in a language. For example, some languages place the verb before the object (e.g. English Mary loves John), while others place the object before the verb (e.g. Turkish Mary John'u seviyor). Similarly, some languages employ a marker of definiteness (e.g. English the in the car) whereas others have no such device (e.g. Finnish ∅ auto). The set of all linguistic features defines the variation space of human language, with each individual language occupying a specific point in this space.
Languages are not immutable entities, however, but rather change over time through complex processes of cultural evolution. For instance, a number of languages have undergone change from object-verb to verb-object order [1] [2] [3] , and several languages have independently innovated a definite marker [4] . Languages thus sometimes adopt features they formerly lacked, or lose features they formerly possessed. These processes of change may be either vertical (from ancestor to descendant, e.g. from Old English to Modern English) or horizontal (between contemporary geographically close languages in extensive contact, e.g. Norman French and Middle English), loosely paralleling the distinction between inheritance and horizontal gene transfer in biological evolution [5] .
One of the most important findings of modern linguistics is that different linguistic features evolve at widely disparate rates. This fact calls for an explanation: it is, for example, not predicted by replicator-neutral models of cultural evolution, according to which cultural change is largely driven by random processes akin to genetic drift and neutral evolution in biology [6, 7] . Yet substantial evidence exists that certain linguistic features are more stable-harder to lose and harder to innovate-than others [8] . Although the causes of these differences remain poorly understood, efforts have been made to develop techniques for estimating the relative stabilities of individual features. Current methods of stability estimation, however, depend upon assumptions of genealogy (linguistic relatedness) that incur serious problems, resulting in unreliable stability estimates, as we argue in detail below.
In this paper, we put forward the proposition that significant information about the rate of evolution of a linguistic feature is encoded in its global geospatial distribution. Building on early, qualitative work in linguistic typology [9] , we suggest that features which are present in geographically scattered samples of languages are unstable (rapidly changing), while features which cluster together in geographical space are stable (slow to change). Thus, the contemporary geospatial distribution of a linguistic feature carries a signal about its past. Based on this idea, we develop a technique of linguistic stability estimation from geospatial distributions alone, using methods from statistical physics and without recourse to assumptions of genealogical language relatedness. Comparing the predictions of our technique against those of a genealogical method, we report broad agreement but also important differences: specifically, we show that our method is not liable to some of the false positives and false negatives incurred by the latter. We thus conclude that genealogical methods not only incorrectly predict the stability of certain problematic features, but may also be unnecessary-a model that relies solely on directly observable geospatial information fares no worse. More generally, our results demonstrate that significant information about the evolution of a linguistic feature is retained in its current geospatial distribution, and that it is possible to tap into this signal by treating language dynamics as a spatially extended stochastic process.
Problems of genealogical stability estimation
The majority of existing linguistic stability estimation techniques rely on the genealogical grouping of the world's languages into language families such as Indo-European, Uralic and Austronesian [8, [10] [11] [12] [13] . These families are established using standard comparative reconstruction techniques [14] . Although implementation details vary, all genealogical stability estimation methods work on the basic assumption that stable linguistic features ought to be conserved within language families, unstable features exhibiting within-family variation instead. For instance, the basic order of verb and object is verb-object in all existing Romance languages [15] ; verb-object order may thus be considered stable within the Romance family. On the other hand, the expression of the subject exhibits considerable variation among the Romance languages: many of these languages allow null subjects (e.g. Spanish ∅ voy 'I go'), but this option has been partially or fully lost in French, Rhaeto-Romance, Provençal, Northern Italo-Romance and Brazilian Portuguese, which require a pronoun or pronoun-like element (e.g. French je vais 'I go'). The possibility of dropping pronominal subjects is then a relatively unstable feature within the Romance languages. Moreover, aggregating data from several language families suggests that this conclusion holds universally: the basic order of verb and object tends to be a stable, and the expression of subjects an unstable, feature among the world's languages [8] .
In general, the genealogical classification procedures used in modern linguistics are highly reliable: the family trees they yield are rarely in dispute, except in respect of the fine structure of otherwise uncontroversial families, or the very distant putative kinship relationships lying beyond the reach of the standard comparative method of linguistic reconstruction [14] . There is, in other words, little uncertainty as to which languages ought to belong to which language family. The high reliability of linguistic genealogies, however, does not by itself render them an appropriate tool for estimating the stability of linguistic features. We here outline two limitations shared by all genealogical methods: the problem of time depths, and the problem of horizontal transfer.
Firstly, no agreement exists on how to estimate the time depths (or, ages) of otherwise undisputed language families [16] [17] [18] . We illustrate this problem with the Uralic and Germanic family trees in Fig. 1 . In each tree, each branching point corresponds to at least one linguistic innovation ('mutation'), whereby the daughter languages diverge from their ancestor in the specification of at least one linguistic feature. The degree of variation among the surviving members of a family must then increase with the age of the family (unless later changes precisely undo the effects of earlier ones, but this is rare). In our example trees, this is illustrated by the fact that while all surviving members of the Germanic family employ a definite marker, only about half of the surviving Uralic languages do so, reflecting the greater time depth of the latter family. The problem for genealogical stability estimation techniques arises from the fact that no agreed methods exist for establishing the ages of individual families; no way exists for controlling that the families employed in the estimation are of similar time depths. Some studies [8] have attempted to overcome this problem by making comparisons across the so-called genera identified in the World Atlas of Language Structures (WALS) [19] . This genalogical classification into genera is intended to yield groupings of comparable time depths, and indeed WALS treats Germanic as a single genus, whereas Uralic (like Indo-European) is seen as comprising several genera. This expedient, however, mitigates but does not solve the problem: the WALS editors themselves describe WALS genera as 'highly tentative', 'based on meagre initial impressions' and consisting of no more than 'educated guesses' [19, 20] .
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Finno-Ugric Figure 1 . Some languages of the Uralic and Germanic families with respect to the presence of a definite marker (such as English the).
Secondly, genealogical stability estimation techniques necessarily miss out the effect of horizontal transfer-the borrowing of a feature from one family to another-on a feature's stability. For example, Old Written Estonian was in extensive contact with German and borrowed a definite marker from it [21] ; this relationship is visualized as the purple arrow in Fig. 1 . The problem for genealogical stability estimation methods arises from the fact that some linguistic features (e.g. inflectional markers) are more resistant to horizontal transfer than others [22] , while some (e.g. case systems) are highly vulnerable to simplification in contact situations involving large numbers of second-language learners [23] . Combining genealogical and areal groupings [11] is not a solution, however, as no agreed methods exist for delimiting linguistic areas or for estimating the time depths of areal relationships.
Stability estimation from geospatial distributions
The above criticisms motivate the search for a stability measure that reflects the relatedness of languages without presorting them into predefined groupings and can take horizontal transfer effects into account. Here, we propose such a technique by modelling language dynamics as a stochastic process on a spatial substrate; this model can be studied in computer simulations and mathematically. While the model dynamics continue indefinitely, the statistical properties of the distribution of features over physical space becomes stationary after the simulation has been run for a sufficiently long time. Using techniques from statistical physics, this stationary state can be characterized mathematically. In what follows, we show how this analytical solution can be utilized to estimate the tendency of individual linguistic features to change based solely on their contemporary geospatial distributions, measured from the WALS atlas [19] .
Following an early but underexplored proposal of Greenberg's [9] , we treat the evolution of binary linguistic features as a memoryless stochastic process. The dynamics of each fea- ture are then given by a Markov chain with two parameters, p I and p E (Fig. 2) . The former parameter gives the probability of a language adopting the feature in question; we call it the feature's ingress rate. The latter parameter, in turn, gives the probability of a language losing the feature; we will refer to it as the feature's egress rate. We assume language communities to be distributed on a spatial substrate which, for reasons of mathematical tractability, we take to be a square lattice, i.e. language communities reside at regularly spaced positions over physical space. Each community is assumed to be subject to an ingress-egress dynamics as described by the Markov chain model of Fig. 2 . To account for horizontal effects, we assume the existence of an interaction process between spatially contiguous language communities. This interaction process is based on the so-called voter model [24] [25] [26] [27] [28] and operates as follows. In each interaction event, a 'target' community is chosen, and the presence or absence of a feature in a randomly selected neighbouring community is copied into the target community. All in all, the model is iterated as follows:
1. Initialize the lattice in a random state (for each feature F and community C, F is present in C with probability 0.5).
2. Pick a random community C and a random feature F.
3. Execute one of the following steps:
3a. with probability q: pick a random lattice neighbour C of C, and set the value for feature F in C to that in C ; or 3b. with probability 1 − q: if F is absent from C, acquire F with probability p I (ingress); if F is present in C, lose F with probability p E (egress).
Go to 2.
Inevitably, this model idealizes away from many of the complexities of real world language dynamics. What matters for present purposes is that the model should be able to capture two key elements contributing to language change. First, the evolution of a linguistic community over time is subject to both vertical and horizontal effects: the vertical effects arise mainly from the transmission of linguistic knowledge across generations through language acquisition; the horizontal effects reflect not only contact between speakers of different languages, but also contact between speakers of varieties of the same language [29] . Secondly, both vertical and horizontal effects can result in the faithful transmission of a feature or in a mutation. For example, contact between speakers of different languages can result in the simple transfer of a feature (borrowing), but it can also result in mutation, as when the interaction between two languages with different inflectional systems leads to the emergence of a simplified system that is different from both its predecessors [23] . In some instances of mutation, horizontal and vertical effects interact in highly intricate ways, Figure 3 . In the model, linguistic features evolve on a square lattice with periodic boundary conditions. The figure shows three ad hoc illustrations (red: feature present; blue: feature absent). In each case, the feature frequency is ρ = 0.5 (half of the sites are blue, the other half are red). However, the isogloss density σ , defined as the proportion of disagreeing lattice interfaces (yellow dots), depends on the spatial distribution of the feature. It is low when a feature is present throughout extended domains, and larger when a feature is scattered.
e.g. during the formation of creole languages [30] . Our model reflects this state of affairs: faithful transmission occurs both vertically, with probability (1 − q)(1 − p I − p E ), and horizontally, with probability q. In turn, the ingress-egress dynamics (probabilities p I and p E ) covers processes of mutation and is agnostic about their causes (vertical or horizontal).
The statistical properties of the stationary distribution of features at long times depends on the model parameters p I , p E and q (for further details see the SI). For the purposes of stability estimation, we are interested in two quantities in particular (illustrated in Fig. 3 ): the frequency, ρ, with which a particular feature is present across the lattice, and the feature's associated isogloss density. This latter quantity indicates the probability of finding a dialect boundary (an isogloss) between two neighbouring communities such that the feature is found on one side of the boundary but not on the other. We define this as the proportion of pairs of adjacent lattice cells that differ in the feature value, and denote it by σ ; similar quantities are sometimes also found as the 'density of reactive interfaces' in literature on interacting particle systems [25, 31] . The frequency of a feature in the stationary state is given by
This can be demonstrated mathematically (see SI), but is also clear intuitively; the higher the ingress rate p I of a feature is in relation to its egress rate p E , the more prevalent the feature will be. Obtaining the stationary isogloss density is more intricate mathematically (see again the SI). We find
with
and
The function K(·) denotes the complete elliptic integral of the first kind (see SI for full technical details). Thus, from Eq. (2), the stationary-state isogloss density σ is found to be a parabolic function of the feature's overall frequency ρ. The height of this parabola is controlled by the parameter τ (Fig. 4A) ; this parameter gives the relative rate of ingressegress events (i.e., mutations) over faithful transmission (Eq. 4). For example, a value of τ = 10 −5 would indicate that faithful copying events between neighbouring communities are 10 5 times more frequent on average than mutations. This suggests that τ can be interpreted as a temperature, measuring the amount of noise in the dynamics: lower values of τ signify a stable feature, higher values indicating instability. We next describe how the above mathematical solution may be used to obtain estimates of the stability of linguistic features using contemporary geospatial data. Our particular aim is to estimate the temperature parameter τ for individual features, using geospatial information contained in the WALS database [19] , focusing on 35 binary features (see Methods). For each feature, the frequency ρ is given by the proportion of languages possessing that feature in the WALS language sample. The isogloss density σ is calculated as follows: for each language, we first establish its nearest geographical neighbour in the relevant language sample. The empirical isogloss density is then given by the proportion of nearest-neighbour language pairs differing in their values for the feature in question. Our data are summarized in Fig. 4B , which supplies ρ and σ for each of the 35 features; a lower value of isogloss density σ signals a geographically clustered feature, whilst a higher value implies a feature with a scattered geographical distribution. For a given feature frequency ρ, the isogloss density σ is fixed by the value of H(τ) (Eq. 2); this quantity itself is an increasing function of τ (Eq. 3). Since each of our 35 empirical features lies on a unique parabola in the space spanned by ρ and σ (Fig. 4) , estimating its temperature is now a matter of inverting the function H(τ). For each feature, we measure ρ and σ as described above. From Eq. (2), we then obtain the value of H(τ) and invert this to recover τ. Although the elliptic integral in Eq. (3) cannot be expressed in terms of elementary functions and H(τ) thus cannot be inverted analytically, the inversion can be performed numerically. Using this procedure we obtain an estimate of τ for any feature for which empirical measurements of frequency ρ and isogloss density σ exist. Table 1 supplies these estimates for the least stable and most stable features in our dataset (for a full listing of τ estimates for the entire dataset, see Table S2 in the SI).
Comparison with a genealogical method
The technique proposed by Dediu [12] represents the state of the art in genealogy-based stability estimation. Using a Bayesian phylogenetic algorithm, this method produces a posterior distribution of rates of evolution for each linguistic feature within a predefined genealogical grouping. Dediu tests two phylogenetic algorithms and draws data from two sources-WALS and Ethnologue [32] -to control for implementation effects. His stability estimates are then expressed as the additive inverse of the first component (PC1) of a principal component analysis on the stability ranks predicted by each combination of phylogenetic algorithm and dataset (i.e. the higher the PC1 value, the less stable the feature).
In Fig. 6A , we consider the 24 features which are both in our list of 35 features and in Dediu's list. Regressing our estimates for τ against Dediu's PC1 (red regression line), we find a moderate correlation between the estimates predicted by the two methods (Pearson's r = 0.53, p = 0.008). A number of features, however, are clearly outliers of the regression. To detect these outliers more objectively, we pruned the regression recursively by removing those data points that contribute the greatest error in terms of sum of squared residu- als; Fig. 6B gives the reduction of error at each step of this pruning. The reduction profile prompts us to classify as outliers the first five data points, corresponding to the following WALS features: 11A (front rounded vowels), 107A (passive construction), 8A (lateral consonants), 44A (gender in independent personal pronouns) and 57A (possessive affixes). Regressing the pruned dataset (Fig. 6A , black regression line), we find a high correlation between our τ estimates and Dediu's PC1 (Pearson's r = 0.90, p = 1.613 × 10 −7 ). We suggest that, rather than representing different views on stability, these outliers are false positives and negatives of the genealogical method. We illustrate this with the case of (the presence or absence of) front rounded vowels (WALS feature 11A), i.e. the vowels /y/ (e.g. Finnish kyy), /ø/ (German schön), /oe/ (French boeuf ) and /OE/ (Danish grøn). This is one of the most stable features in the genealogical analysis * but one of the least stable features in ours (Table 1) ; we argue that evidence from both language change and language acquisition supports our position. On the one hand, front rounded vowels are frequently innovated: historical fronting of the back rounded vowel /u/ to [y] (with or without subsequent phonemicization to /y/) has been documented in a number of languages, including but not limited to Armenian, Attic-Ionic Greek, French, Frisian, Lithuanian, Old Scandinavian, Oscan, Parachi, Umbrian, West Syriac, Yiddish, Zuberoan Basque, and numerous dialects of English [33] [34] [35] [36] [37] [38] [39] ; additionally, front rounded vowels can arise through the influence of /i/ or /j/ on a neighbouring back rounded vowel [33, 40] . On the other hand, front rounded vowels are difficult to acquire in situations of language contact: there is experimental evidence that second-language learners whose first language lacks these vowels perceive them as more similar to back vowels than front vowels [41] . This perceptual assimilation is mirrored in speech production: productions of /y/ by second-language learners are far less advanced in phonetic space than native speakers' productions, and are indeed often perceived as /u/ by the latter [42] . The fact that front rounded vowels are readily innovated points to a high ingress rate, while frequent acquisition failure by second-language learners in situations of language contact points to a high egress rate. These facts are inconsistent with the high stability predicted by the genealogical method, but consistent with our approach, in which high ingress and high egress make for high temperature (Eq. 4) and thus low stability.
Although space limitations preclude a full linguistic analysis, we point out that similar arguments can be made for the remaining outliers. For instance, all Uralic languages employ possessive affixes (e.g. Finnish auto-ni 'my car', auto-si 'your car', etc.), and the appearance of this system of possession can be dated back to Pre-Proto-Uralic by standard reconstructive techniques [43] . Possessive affixes are also old in the unrelated Turkic language family [44] . There is, then, reason to believe that WALS feature 57A on possessive affixes is a false negative of the genealogical method, which classifies possessive affixes as one of the least stable features (Fig. 6 ).
Discussion
The challenge of linguistic stability estimation arises, essentially, from having to work with a poor signal. Although evolutionary and anthropological evidence suggests that human language in its modern form has existed for at least 100,000 years [45, 46] , the historical evolution of languages is (necessarily) poorly documented. Such documentation only captures a few thousand years for languages with the best coverage, cannot in principle go beyond the introduction of the first writing systems, and does not exist at all for the majority of the world's languages. The rest of the historical evolution of language must be reconstructed based on available data. In this paper, we have argued that stability estimation methods relying on even the most accurate reconstructive methods have their shortcomings: there is no guarantee that the genealogical classifications assumed in such estimation reflect equivalent time depths between different language families, and the methods do not control for horizontal transfer between languages belonging to different families. We have introduced a stability estimation procedure that does without genealogies and infers stability estimates from contemporary geospatial distributions of linguistic features alone. The method is relatively easy to implement: all that is needed are measures of feature frequency and isogloss density for a large enough sample of languages, and inversion of Eq. (3).
We have offered some evidence in support of our method, in the sense that this method is not liable to some of the false positives and false negatives incurred by genealogical methods. Turning now to its limitations, we note that our approach currently only applies to binary features, i.e. features which are either present in or absent from a language community. Most genealogical methods do not suffer from this limitation: Dediu's [12] procedure, in particular, can be applied to polyvalent as well as binary features. Interestingly, however, Dediu finds a correlation between estimates generated for polyvalent and binary (or binarized) features. This suggests that the resolution at which the values of a linguistic variable are recorded may be a minor issue: after all, any polyvalent classification can be reduced to a hierarchy of binary oppositions. Another limitation of our technique, shared by all existing methods, is that it treats the evolution of individual features independently of the rest. Feature interactions are known to exist, however-for example, a language which places objects before verbs is far more likely to also place adverbs before verbs, rather than after them [47, 48] . It is in principle possible to generalize our method to cater for polyvalent features and feature interactions, by extending the lattice model in the direction of the Axel-rod model of cultural dissemination [49] . It is at the moment unclear, however, whether the behaviour of such a generalized model can be solved analytically so that stability estimates may be derived in the way we have described.
While these remain tasks for future research, the present study enables us to conclude that, though hitherto underexploited, geospatial distributions provide one of the best sources of evidence on the rates of evolution of features of human language.
Methods
Data preparation
The WALS Online database [19] was downloaded on 18 July 2017 and used as the empirical basis for measures of feature frequency ρ and isogloss density σ . Since WALS employs a polyvalent coding for most features, a manual pass was made, retaining only those features that are binary or binarizable on uncontroversial linguistic grounds. Features with fewer than 300 languages in their language sample were discarded to ensure statistically robust results. This procedure resulted in 35 binary features (see Table S1 in the SI for a listing, together with full information about our binarization scheme). Nearest neighbours of languages were determined by the great-circle distance, calculated from WALS coordinate data using the haversine formula with the assumption of a perfectly spherical earth.
Analysis
To eliminate any possible effect the differing language sample sizes of different WALS features might have on our statistics, a fixed number of 300 languages was considered for each feature, with languages sampled uniformly at random from the feature's language sample. This procedure was repeated 10,000 times for each feature to generate the bootstrap averages reported in Fig. 4B . For comparison with the genealogical method, Table S1 in the SI to Ref.
[12] was consulted and only those features were selected for comparison for which our binarization schemes agreed; the PC1 values for the intersecting features were then gathered from Table S4 . Correlation strengths were measured using the Pearson correlation coefficient; significance was tested with a two-tailed t-test. The analytical solution of the lattice model (Eqs. 1-3) appears in the SI.
Data availability
WALS is freely available at http://wals.info; the binarization scheme used to prepare the data appears in the SI.
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Supplementary information
A Features consulted Table S1 provides a listing of the 35 WALS [19] features consulted in this study, together with our scheme for feature binarization. Each WALS feature is a variable of either nominal or ordinal level, whose possible values are recorded in the WALS database using integer labels. The meanings of these labels are explained at length in Section D, below; Table S1 indicates which values of each variable were folded into the 'feature absent' category and which values to the 'feature present' category in our binarization. Table S2 gives the temperature (τ) estimates found by our method for the 35 features.
B Temperature estimates
C Analytical solution of lattice model
We will treat the model as a spin system on a two-dimensional regular square lattice with N = L × L sites and periodic boundary conditions (for comparable approaches to the voter model without an ingress-egress dynamics, see Refs. [25, 31] ). Our model is conceptually similar to a voter model with noise, which has been treated with similar methods in Ref. [50] . We write s(x) ∈ {−1, 1} for the spin at lattice site x = (x 1 , x 2 ); S(x) = s(x) for the average spin of x (over realizations of the stochastic process); and m = ∑ x S(x)/N for the mean magnetization over the entire lattice. The feature frequency ρ, or fraction of up-spins in the system, is related to m by the identity ρ = (m + 1)/2. We further write S(x, y) = s(x)s(y) for the pair correlation of s(x) and s(y). In summations, x is understood to index the set of von Neumann neighbours of site x, i.e. the set
C.1 Spin flip probability
Central to our analytical derivations is the spin flip probability, i.e. the probability with which the spin at site x changes its state from −1 to +1 or vice versa, if it is selected for potential update. In our model this is of the form
where A(x) is the contribution of the ingress-egress process and B(x) the contribution of the spatial (voter) process. These are
and where it is important to remember that the summation over x runs over the four nearest neighbours of x. Hence we have
C.2 Stationary-state feature frequency ρ
The spin at x changes by the amount −2s(x) with probability 1 N w(x), the prefactor 1/N representing the probability of x being picked for update. Consequently, the mean spin S(x) = s(x) evolves as
where ∆t is the time step associated with each attempted spin flip. Bearing in mind that s(x)s(x) = 1 and plugging Eq. (S5) in, this implies
Taking the sum over all sites x, one has
Now ∑ x ∑ x S(x ) = 4 ∑ x S(x), since the LHS is the sum of the four von Neumann neighbours of all lattice sites, so that each site, having four neighbours, gets counted four times. Using m = ∑ x S(x)/N, we then have
With the standard choice ∆t = 1/N, and taking the limit N → ∞ (i.e. the continuous-time limit ∆t → 0), we thus find
Hence the mean magnetization in the stationary state (dm/dt = 0) is
From this, using ρ = (m + 1)/2, we find
for the fraction of up-spins in the stationary state.
C.3 Pair correlation function
To compute the pair correlation S(x, y) = s(x)s(y) , we note that s(x)s(y) changes by the amount −2s(x)(y) if either x or y flips spin. Assuming x = y, and working directly in the continuous-time limit, we have
After some algebra we find
where the summation over y is over the four nearest neighbours of y.
We now assume translation invariance and write C(r) = C(x − y) = S(x, y). Then, for r = 0,
Due to translation invariance the two summations on the RHS coincide, and we have (always restricting r = 0)
where ∆ is the lattice Laplace operator
We note that we always have the boundary condition C(0,t) = 1 for all t (self-correlation is 1 at all times, as s(x) 2 = 1).
C.4 Stationary-state isogloss density σ
If C(e 1 ,t) were known, where e 1 is the unit vector (1, 0), the isogloss density could be obtained via the identity
Thus, knowing the limiting (t → ∞) value of C(e 1 ) would imply the stationary-state isogloss density σ . At the stationary state, S(x) + S(y) = 2m and
in other words,
In the special case q = 0 (i.e., no spatial interaction between neighbouring sites), this implies C(r) = m 2 for all r = 0. Thus for any two sites x = y, s(x)s(y) = m 2 , indicating that spins at different sites are fully uncorrelated. This is what one would expect, as all sites operate independently when q = 0. In the special case q = 1 (no ingress-egress dynamics within the sites), on the other hand, we obtain ∆C(r) = 0 for r = 0. We also have C(0) = 0. This implies C(r) = 1 everywhere, so either all spins are up or all are down. This is the only possible stationary state when the only dynamics is through nearest-neighbour interactions. Now suppose 0 < q < 1. Dividing Eq. (S20) by q we obtain
where we write
Now let c(r) = C(r) − m 2 .
We note that ∆C(r) = ∆c(r). To solve Eq. (S21), it then suffices to solve (for r = 0)
We now first focus on the equation
for all r (including r = 0), and where δ x,y is the Kronecker delta. Let G α (r) be a solution of Eq. (S26). Then
is a solution of Eqs. (S24) and (S25). This can be seen as follows: first, from Eq. (S27),
so the condition in Eq. (S25) is met. Second, we need to show that Eqs. (S26) and (S27) imply ∆c(r) + αc(r) = 0 for r = 0. For r = 0 we have ∆G(r) + αG(r) = 0 (S29) from Eq. (S26). The quantity c(r) in Eq. (S27) is proportional to G α (r) with a proportionality constant (1 − m 2 )/G α (0) which is independent of r. Given that G α (r) fulfills Eq. (S29) for r = 0 it is then clear that c(r) fulfills ∆c(r)+αc(r) = 0 for r = 0, i.e. Eq. (S24).
So we are left with the task of finding a solution of ∆G(r) + αG(r) = −δ r,0 .
Let us write G(r) in Fourier representation:
where k = (k 1 , k 2 ) and G(k) is the Fourier transform of G(r), i.e. 
G(k)
in other words
The stationary-state isogloss density σ is then
where we have used Eq. (S41). On the other hand,
so that
Recalling that
see Eq. (S22), and defining τ = −α, i.e. K α = K −τ , yields our final equation for the stationary-state isogloss density:
where
The expression in Eq. (S52) is a downward-opening parabola in ρ whose height is fixed by H(τ), where 
Now consider the limit τ → 0. This limit is relevant when either q → 1, or both p E → 0 and p I → 0, see Eq. (S54). These are situations in which the spatial (voter) process dominates the ingress-egress dynamics. In this limit 1/(1 + τ) → 1, so that K −τ = K(1/(1 + τ)) → ∞. Noting that Eq. (S53) can be written in the form
we then find that H(τ) → 0. Thus, in the limit where the spatial (voter) process completely overtakes the ingress-egress process, the stationary-state isogloss density is zero, indicating that all sites agree in their spin. Next consider τ → ∞. This limit occurs when p I + p E > 0 and q → 0, i.e. the ingressegress process dominates. Then 1/(1 + τ) → 0, so that K −τ → π/2. From Eq. (S56), we then find that H(τ) → 1 in this case. Thus, in the limit where the ingress-egress process completely overtakes the spatial process, the stationary-state isogloss density is given by the parabola σ = 2ρ(1 − ρ), indicating complete independence of the individual spins.
D WALS feature levels
The following list gives the values of the WALS features mined; the italicized part after each value gives its value in our binarization (present for 'feature present', absent for 'feature absent' and N/A if the WALS value was excluded from the binarization as irrelevant). Languages attesting irrelevant values were excluded from the corresponding feature language sample for the purposes of calculating our statistics.
