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ВСТУП 
 
Теорія ймовірностей і математична статистика лежить в основі викла-
дання ряду спеціальних дисциплін і є невід’ємною складовою частиною 
фундаментальної підготовки майбутніх фахівців з усіх областей знань. За-
стосування теоретико-ймовірнісних і статистичних методів, які дають змогу 
аналізувати, синтезувати і прогнозувати складні економічні процеси, в да-
ний час стають все більш актуальними. Це обумовлює необхідність вивчен-
ня економістами методів теорії ймовірностей і математичної статистики. 
Теорія імовірностей і математична статистика – це самостійні матема-
тичні науки. 
Теорія ймовірностей – це математична наука, що вивчає закономір-
ності масових подій. Вона містить такі розділи: випадкові події, елементи 
комбінаторики, визначення імовірностей та теореми про них, випадкові ве-
личини, їх закони розподілу, системи випадкових величин, функції випад-
кових величин та ін.  
Математична статистика – це наука, що використовує теорію 
ймовірностей для обробки численних одиниць інформації як наслідків екс-
перименту. Тут вивчають елементи математичної статистики, емпіричні та  
теоретичні функції розподілу, точкові та інтервальні оцінки, критерії згоди 
Пірсона, Романовського та Колмогорова, метод найменших квадратів та ін. 
Викладений матеріал розрахований на студентів напряму підготовки 
6.030510 «Товарознавство і торговельне підприємництво», що вивчають 
курс «Теорія ймовірностей і математична статистика». Він також буде     
корисний для студентів інших економічних напрямів. 
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ТЕМА 1. ВИПАДКОВІ ПОДІЇ 
 
1.1. Вступ до теорії ймовірностей 
Теорія ймовірностей – це математична наука, що вивчає закономір-
ності масових подій. Отже, предметом теорії ймовірностей є вивчення 
ймовірних закономірностей масовий однорідних випадкових явищ. 
Математична статистика – це наука, що використовує теорію 
ймовірностей для обробки численних одиниць інформації як наслідків екс-
перименту. Отже, предмет математичної статистики – це дослідження 
закономірностей, яким підпорядковані масові випадкові явища, на підставі 
статистичних даних – результатів спостережень. Ці закономірності вивча-
ють за допомогою методів теорії ймовірностей. 
Експеримент (дослід, спроба) – це послідовність операцій, викону-
ваних з додержанням певного комплексу умов. 
Подія – це наслідок будь-якого експерименту. 
 
1.2. Класифікація подій 
Події поділяються на вірогідні, неможливі та випадкові.  
Якщо в результаті експерименту, здійснюваного з додержанням пев-
ного комплексу умов, певна подія обов’язково настає, то вона називається 
вірогідною. Вірогідна подія позначається символом . 
Подія називається неможливою, якщо в результаті експерименту, 
проведеного з додержанням певного комплексу умов, вона не настає ніколи. 
Неможлива подія позначається символом  (порожня множина). 
Подія називається випадковою, якщо за певного комплексу умов у ре-
зультаті експерименту вона може настати або не настати залежно від дії чи-
сленних дрібних факторів, урахувати які дослідник не в змозі. 
Випадкові події позначають символами А, В, С, … або А1, А2, А3,…, 
Аk; В1, В2, …, Вn. 
Отже, випадкові події пов’язані експериментами, наслідки яких є не-
однозначними. 
Випадкові події поділяються на несумісні та рівноможливі. 
Несумісними в даному експерименті називаються події В і С, якщо ві-
дповідні їм множини елементарних подій не містять однакових елементів: 
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.VCB   Це означає, що коли одна з подій відбулась, інша подія відбу-
тись не може. 
Рівноможливими в даному експерименті називаються події В і С, як-
що є підстава вважати, що жодна з них не є об’єктивно більш можливою, 
ніж інша. 
 
1.3. Простір елементарних подій 
Для математичного опису випадкових подій − наслідків експерименту 
− застосовують такі точні поняття: прості (елементарні) та складені      
випадкові події, простір елементарних подій. 
Подія, що може відбутися внаслідок проведення однієї і лише однієї 
спроби (експерименту), називається простою (елементарною) випадковою 
подією. 
Елементарні події позначаються і (і = 1, 2, 3,…) і в теорії ймовірно-
стей, так само як, скажімо, точка в геометрії, не поділяються на простіші 
складові. 
Випадкова подія називається складеною, якщо її можна розкласти на 
прості (елементарні) події. Складені випадкові події позначаються латинсь-
кими великими літерами: A, B, C, D, … . 
Елементарні випадкові події і  A, j  B, k  C, які належать від-
повідно складеним випадковим подіям А, В, С, тобто є елементами цих 
множин, називають елементарними подіями, які сприяють появі кожної із 
зазначених подій унаслідок проведення експерименту (і сприяють появі 
події А, j − події В, k − події С). 
Кожному експерименту (спробі) з випадковими результатами (наслід-
ками) відповідає певна множина  елементарних подій i, кожна з яких 
може відбутися (настати) внаслідок його проведення: і  . Множину на-
зивають простором елементарних подій. 
Простір елементарних подій може бути як дискретним, так і не-
перервним. Якщо множина є зчисленною (зліченною), тобто всі її елементи 
можна перелічити або принаймні пронумерувати (кожній елементарній по-
дії поставити у відповідність один і тільки один елемент нескінченної  пос-
лідовності натуральних чисел 1, 2, 3, …), то простір елементарних подій на-
зивають дискретним. Він може бути обмеженим і необмеженим. 
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У противному разі (тобто коли кожній елементарній події не можна 
поставити у взаємно однозначну відповідність певне натуральне число) 
простір елементарних подій називають неперервним. 
 
1.4. Операції над подіями 
Додавання. Сумою двох подій А і В називається така подія С = АВ 
(С = А + В), яка внаслідок експерименту настає з настанням принаймні од-
нієї з подій А або В. Подію АВ схематично зображено на рис. 1.1 заштри-
хованою областю. 
 
А      А       В     В
 
Рисунок 1.1 
 
Операція АВ називається об’єднанням цих подій. 
Множення. Добутком двох подій А і В називається така подія С = 
А  В (С = АВ), яка внаслідок експерименту настає з одночасним настанням 
подій А і В. 
Операція А  В називається перерізом цих подій (рис. 1.2). 
 
А                      В
А В    
Рисунок 1.2 
 
Віднімання. Різницею двох подій А і В називається така подія 
С = А \ В (С = А – В), яка внаслідок експерименту настає з настанням події А 
і одночасним ненастанням події В (рис. 1.3). 
 
А В \                 
А В                       
Рисунок 1.3 
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Повна група подій. Протилежні події. Якщо А1A2A3…  
…An = 
n
i
iA
1
= , то такі випадкові події утворюють повну групу, а саме: 
внаслідок експерименту якась із подій Аі обов’язково настане. 
Дві несумісні випадкові події, що утворюють повну групу, називають 
протилежними. 
Подія, яка протилежна А, позначається A . Протилежні події у прос-
торі елементарних подій ілюструє рис. 1.4. Він унаочнює також співвідно-
шення: А A  = Ω, А∩ A  = . 
 
А А                
 
 
Рисунок 1.4 
 
Випадкові події А, В, С (А  Ω, В   Ω, С   Ω), для яких визначено 
операції додавання, множення та віднімання, підлягають таким законам: 
1. АА = А, А  А = А.  
2. АВ = ВА.  
3. А  В = В  А. 
Комутативний закон для опера-
цій додавання та множення. 
4. (АВ) С = А  (ВС).  
5. (А  В)  С = А   (В  С). 
Асоціативний закон для опера-
цій додавання та множення. 
6. (АВ)  С = (А  С)   (В  С). Перший дистрибутивний закон. 
7. (А  В) С = (АС)   (ВС). Другий дистрибутивний закон. 
8. АΩ = Ω. 
9. А  Ω = А. 
10. А = А. 
11. А   = . 
12. A  = Ω \ А. 
13.   = . 
14.   = Ω. 
15. А (А  B ) = А; В = В  (В  A ). 
  8 
16. BABA   . 
17. BABA   . 
Елементарні випадкові події задовольняють такі твердження: 1) між 
собою несумісні; 2) утворюють повну групу; 3) є рівноможливими, а саме: 
усі елементарні події мають однакові можливості відбутися внаслідок про-
ведення одного експерименту. 
Для дискретного простору Ω перші два твердження можна записати 
так: 1) ωі  ωj = , і   ј; 2) 
1
ω
i
i
= Ω. 
Для кількісного вимірювання появи випадкових подій і їх комбінацій 
уводиться поняття ймовірності події, що є числом такої ж природи, як і від-
стань у геометрії або маса в теоретичній механіці. 
 
1.5. Елементи комбінаторики 
Для більшості прикладних задач така побудова пов’язана з виконан-
ням великого обсягу робіт, а нерідко й взагалі неможлива. Щоб обчислити 
ймовірність тієї чи іншої випадкової події для певного класу задач із дис-
кретним і обмеженим простором елементарних подій, необхідно вміти об-
числити кількість n усіх елементарних подій (елементів множини ) і число 
m елементарних подій, які сприяють появі випадкової події. 
Існує клас задач, в яких для обчислення n і m використовуються еле-
менти комбінаторики: переставлення, розміщення та комбінації. У ком-
бінаториці оперують множинами однотипних елементів. 
Загалом множини бувають упорядковані та невпорядковані. 
Множину називають упорядкованою, якщо при її побудові істотним є 
порядок розміщення елементів. 
У противному разі множину називають невпорядкованою. 
Переставлення. Переставленням із n елементів називають такі впо-
рядковані множини з n елементів, які різняться між собою порядком їх роз-
міщення. 
Кількість таких упорядкованих множин обчислюється за формулою 
  nnnP
n
1...4321!  ,                               (1.1) 
де n набуває лише цілих невід’ємних значень. 
Оскільки  !1!  nnn , то при n = 1 маємо 
1! = 0! 
Отже, 0! = 1. 
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Розміщення. Розміщенням із n елементів по m (0 nm ) називаються 
такі впорядковані множини, кожна із яких містить m елементів і які відріз-
няються між собою порядком розташування цих елементів або хоча б од-
ним елементом. 
Кількість таких множин обчислюється за формулою 
      1...21  mnnnnAm
n
.                              (1.2) 
Комбінації. Комбінаціями з n елементів по  nmm 0  називаються 
такі множини з m елементів, які різняться між собою хоча б одним елемен-
том. 
Кількість таких множин 
     
 !!
!
mnm
n
P
A
C
m
m
nm
n

 .                                  (1.3) 
 
Контрольні запитання 
1. Що є предметами теорії ймовірностей і математичної статистики? 
Як вони пов’язані між собою? 
2. Розкрийте сутність понять: «експеримент», «подія». У чому поля-
гає їх зв’язок? 
3. Які події називають вірогідними, неможливими та випадковими? 
4. Класифікуйте випадкові події. 
5. Що називається простором елементарних подій?  
6. Які випадкові події називаються елементарними та складеними? 
7. Як визначають та позначають суму, добуток випадкових подій, 
повну групу подій? 
8. За яких умов випадкові події утворюють повну групу? 
9. Наведіть закони для операцій додавання, множення. 
10. Що є предметом комбінаторики? 
11. Наведіть класифікацію множин. 
12. Які множини називають переставленням, розміщенням, комбіна-
ціями? Як позначають та обчислюють їхню кількість? 
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ТЕМА 2. ВИЗНАЧЕННЯ ІМОВІРНОСТІ. ОСНОВНІ ТЕОРЕМИ 
 
2.1. Класичне визначення ймовірності та її властивості 
Імовірністю випадкової події А називається невід’ємне число Р(А), 
що дорівнює відношенню числа елементарних подій m (0   m   n), які спри-
яють появі А, до кількості всіх елементарних подій n простору Ω: 
Р(А) = 
n
m
.                                (2.1) 
Властивості класичної ймовірності: 
1. Для неможливої події Р() = 0 (m = 0). 
2. Для вірогідної події Р(Ω) = 1 (m = n). 
3. Для довільної випадкової події 
1)(0  AP . 
 
2.2. Геометричне та статистичне визначення ймовірностей 
2.2.1. Геометрична ймовірність 
Класичне означення ймовірності придатне лише для експериментів з 
обмеженим числом рівномірних елементарних подій, тобто коли множина 
Ώ (простір елементарних подій) обмежена. 
Якщо множина Ώ є неперервною, то для обчислення ймовірності А 
(А  Ώ) використовується геометрична ймовірність 
      
)(
)(


m
Am
AP .      (2.2) 
Якщо множина Ώ вимірюється в лінійних одиницях, то Р(А) дорівню-
ватиме відношенню довжин, якщо Ώ вимірюється у квадратних одиницях, 
то Р(А) дорівнюватиме відношенню площ, і т. ін. 
 
2.2.2. Статистична ймовірність 
На практиці обчислити ймовірності випадкових подій можна лише 
для обмеженого класу задач, як для дискретних, так і для неперервних про-
сторів елементарних подій (множини Ώ). Для більшості задач, особливо 
економічних, обчислити ймовірності практично неможливо. У цьому разі 
використовується статистична ймовірність. 
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Насамперед уводиться поняття відносної частоти випадкової події 
W(A). 
Відносною частотою випадкової події А W(A) називається відно-
шення кількості експериментів m, при яких подія А спостерігалася, до зага-
льної кількості n проведених експериментів: 
   
n
m
AW  .                              (2.3) 
Як і для ймовірності випадкової події, для відносної частоти викону-
ється нерівність 
1)(0  AW . 
Статистичною ймовірністю події А називається відношення кіль-
кості m випробувань, в яких подія А відбулась, до загальної кількості вико-
наних випробувань n. 
 
2.3. Умовна ймовірність та її властивості 
Якщо ймовірність випадкової події А обчислюється за умови, що по-
дія В відбулася, то така ймовірність називається умовною. Ця ймовірність 
обчислюється за формулою 
  
)(
)(
ВР
ВАР
A/BP

 ;    0BP .                              (2.4) 
Аналогічно 
   
)(
)(
АР
ВАР
/ABP

 ;    0AP .                              (2.5) 
Властивості умовної ймовірності: 
1. Р(А / В) = 0, якщо А∩В = . 
2. Р(А / В) = 1, якщо А∩В = В. 
3. У решті випадків 0 < Р(А / В) < 1. 
 
2.4. Теореми додавання та множення ймовірностей 
Теорема 1. Додавання ймовірностей несумісних подій 
Ймовірність появи однієї з двох несумісних подій  дорівнює сумі 
ймовірностей  цих подій: 
P(A + B) = P(A) + P(B). 
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Наслідок 1. Якщо події протилежні, то сума їх ймовірностей дорівнює 
одиниці, тобто 
P(A) + P( A ) = 1. 
Наслідок 2. Ймовірність появи однієї з декількох попарно несумісних 
подій дорівнює сумі ймовірностей цих подій. 



n
i
i
n
i
i
APAP
11
)()( . 
 
Теорема 2. Додавання ймовірностей сумісних подій 
Ймовірність появи хоча б однієї з двох сумісних подій дорівнює сумі 
ймовірностей цих подій без ймовірності їх сумісної  появи. 
P(A + B) = P(A) + P(B) · P(A ∙ B) 
Зауваження. Теорема може бути узагальнена на довільне скінченне 
число сумісних подій. Якщо n = 3, то 
P(A1 + A2 + A3) = P(A1) + P(A2) + P(A3) – P(A1A2) – P(A1A3) –                    
− P(A2A3) + P(A1A2A3). 
 
Теорема 3. Множення ймовірностей незалежних подій 
Ймовірність сумісної появи двох незалежних подій дорівнює добутку 
ймовірностей цих подій: 
Р(А ∙ В) = Р(А) ∙ Р(В). 
Узагальнення. Ймовірність появи кількох подій, незалежних у сукуп-
ності, дорівнює добутку ймовірностей цих подій: 
Р(А1 ∙ А2 ∙ А3 ∙…· Аn) = Р(А1)Р(А2)Р(А3) ∙…∙ Р(Аn). 
 
Теорема 4. Множення ймовірностей залежних подій 
Ймовірність сумісної появи двох залежних подій дорівнює добутку 
ймовірностей однієї з них на умовну ймовірність іншої: 
Р(АВ) = Р(А) ∙РA (В) = Р(B) ∙РB (A). 
Узагальнення. Ймовірність сумісної появи кількох залежних подій до-
рівнює добутку ймовірностей однієї з них на умовні ймовірності всіх інших, 
причому ймовірність кожної наступної події обчислюється в припущенні, 
що всі попередні події уже відбулися: 
Р(А1 ∙ А2 ∙ А3 ∙…∙ Аn) = Р(А1)Р
1A
(А2)Р
21AA
(А3) ∙…∙ Р
1321 ... nAAAA
(Аn). 
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2.5. Формула повної ймовірності та формула Байєса 
Формула повної ймовірності. Нехай подія А може відбутися тільки 
за умови настання однієї із несумісних подій 
i
B  (i = 1, 2,…, n), які утворю-
ють повну групу. Тоді ймовірність події А подається формулою 
     


n
i
ii BAPBPAP
1
,/  
де  
i
BP  − імовірність події ;
i
B   
i
BAP /  − умовні ймовірності настання по-
дії А. 
Події  ,...,,2,1 niB
i
  які утворюють повну групу подій і попарно не-
сумісні, називаються гіпотезами. Подія А може відбутись одночасно з де-
якою із подій 
iB . Відомі ймовірності подій iB  та умовні ймовірності того, 
що подія А відбудеться. Відомо, що в результаті випробування подія А від-
булась. Потрібно з огляду на це переоцінити ймовірності гіпотез 
iB . Для 
цього застосовують формулу Байєса: 
 
   
   
 ....,,2,1;
/
/
/
1
ni
BAPBP
BAPBP
ABP
n
i
ii
ii
i 


 
 
2.6. Ймовірність появи хоча б однієї події 
Ймовірність появи події А, яка відбувається внаслідок появи хоча б 
однієї з подій А1, А2,…, Аn, незалежних у сукупності, дорівнює різниці між 
одиницею і добутком ймовірностей протилежних подій nAAA ,...,, 21 : 
Р(А) = 1 – Р( ).(...)() 21 nAPAPA   
Зауваження. Якщо всі n подій мають однакову ймовірність, рівну р, 
то ймовірність появи хоча б однієї події дорівнює: 
Р(А) = 1 – pn. 
 
Контрольні запитання 
1. Що називається класичною імовірністю та які її властивості? 
2. Як визначають і в яких випадках використовують геометричне та 
статистичне визначення імовірності?  
3. Як визначають та позначають відносну частоту випадкової події? 
4. Яка ймовірність називається умовною? Наведіть її властивості. 
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5. Сформулюйте та запишіть теореми додавання імовірностей суміс-
них та несумісних подій. 
6. Сформулюйте та запишіть теореми множення імовірностей залеж-
них і незалежних випадкових подій. 
7. Яким умовам повинна задовольняти подія, щоб її імовірність   
можна було знаходити за формулою повної імовірності? Який вигляд має ця 
формула? 
8. Коли застосовують формулу Байєса та як її записують? 
9. За якою формулою можна обчислити імовірність появи хоча б од-
нієї з п сумісних подій? 
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ТЕМА 3. ПОВТОРЕННЯ ВИПРОБУВАНЬ 
 
3.1. Незалежні повторні випробування, формула Бернуллі 
Часто зустрічаються задачі, в яких один і той же дослід (випробуван-
ня) повторюється неодноразово.  
В результаті кожного випробування може з’явитися або не з’явитися 
подія А. Цікавить не результат окремого досліду, а загальне число появ по-
дії А в серії дослідів. Наведемо умови для випробувань, що повторюються:  
1) кількість випробувань – число обмежене, позначаємо n;  
2) ймовірність появи події А в кожному випробуванні не залежить від 
результатів інших випробувань, такі випробування називаються незалеж-
ними щодо події А;  
3) ймовірність появи події в кожному випробуванні – величина пос-
тійна, позначимо Р(А) = p.  
Позначимо символом q ймовірність не появи події A:   .1 qpAP   
Якщо кожний експеримент має лише два несумісні наслідки (події) зі 
сталими ймовірностями p і q, то їх називають експериментами за схемою 
Бернуллі. У кожному експерименті випадкова подія з імовірністю p відбу-
вається, а з імовірністю q − не відбувається, тобто p + q = 1. 
Простір елементарних подій для одного експерименту містить дві 
елементарні події, а для n експериментів за схемою Бернуллі − 2n елемен-
тарних подій. 
Формула Бернуллі 
Імовірність того, що в результаті n незалежних експериментів за схе-
мою Бернуллі подія А з’явиться m разів, подається у вигляді 
    mnmmnmmnn qp
mnm
n
qpCmP 


)!(!
!
.                              (3.1) 
Імовірність того, що в результаті n незалежних експериментів подія А 
з’явиться від mі до mj разів, обчислюється так: 
           mnm
m
mm
m
mm
mnmm
njin qp
mnm
n
qpСmmmP
j
i
j
i

 


  
)!(!
!
)( .      (3.2) 
Оскільки 
    

 
n
m
mnmm
nn qpCnmP
0
1)0( ,                              (3.3) 
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дістанемо: 
   mnmmn
n
mm
іn qpCmmP
i



1
1)0( ;                              (3.4) 
mnmm
n
m
m
in qpCnmmP
i




1
0
1)( .                           (3.5) 
 
3.2. Найімовірніше число появи подій в інтервалі значень 
Найімовірнішим числом появи випадкової події А в результаті n неза-
лежних експериментів за схемою Бернуллі називається таке число m0, для 
якого ймовірність Рn(m0) перевищує або в усякому разі є не меншою за ймо-
вірність кожного з решти можливих наслідків експериментів. 
Частота 
0
m  настання події А в n незалежних повторних випробуван-
нях називається найімовірнішою кількістю (появи цієї події), якщо їй від-
повідає найбільша ймовірність. Вона визначається за формулою 
.
0
pnpmqnp   
Розподіл може мати одне або два найімовірніші числа. 
 
3.3. Локальна теорема Лапласа 
Якщо ймовірність появи випадкової події в кожному з n незалежних 
експериментів є величиною сталою і дорівнює )10(  pp , то для великих 
значень n і m імовірність того, що випадкова подія А настане m разів, пода-
ється асимптотичною формулою 
npq
x
mPn
)(φ
)(  ,                                     (3.6) 
де 2
2
π2
1
)(φ
x
ex

  називається функцією Гаусса, яка протабульована. 
npq
npm
x

 .                               (3.7) 
Тут x є рівномірно обмеженою величиною відносно n і m. 
 
Властивості функції Гаусса: 
1) )(φ x  визначена на всій осі абсцис: 0)(φ x ; 
2) )(φ x  є функцією парною: )(φ)(φ xx  ; 
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3) 0)(φlim 

x
x
; 
4) 2
2
π2
1
)(φ
x
exx

 ; 0)0(φ  ; 
0)(φ 0  xx ; 0)(φ 0  xx ; отже, 
π2
1
)0(φ   − максимум функції Га-
усса; 
5) 22
2
π2
1
)1()(φ
x
exx

  0)(φ
1

x
x . 
Таким чином, х1 = –1, х2 = 1 будуть точками перегину.  
При цьому 0)(φ 1  xx ; 0)(φ 11   xx ; 0)(φ 1 xx .  
Графік функції Гаусса зображено на рис. 3.1. 
 
2
1
–1             0         1                х
  ( ) х
А (0;         )
 
Рисунок 3.1 
 
3.4. Інтегральна теорема Лапласа, формула Пуассона 
3.4.1. Інтегральна теорема Лапласа 
Якщо ймовірність появи випадкової події в кожному з n незалежних 
експериментів є величиною сталою і дорівнює )10(  pp , то для великих 
значень n імовірність появи випадкової події від mі до mj разів обчислюєть-
ся за асимптотичною формулою 
)(Ф)(Ф)( іjjin ххmmmP  ,                            (3.8) 
де ;
npq
npm
x
j
j

  
npq
трm
x i
i

 , а dteх
х t



0
2
2
π2
1
)(Ф  є функцією Лапласа. 
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Властивості функції Лапласа: 
1. Ф(x) визначена на всій осі абсцис. 
2. Ф(–x) = – Ф(x), отже, Ф(x) є непарною функцією. 
3. Ф(0) = 0. 
4.   5,0
π2
1
Ф
0
2
2
 


dte
t
, оскільки π22
2




dxe
x
 є інтегралом   
Пуассона. 
5. Ф(– 5,0))Ф(   як непарна функція. 
6.   0
π2
1
Ф 2
2


x
eх , отже, Ф(х) є функцією неспадною. 
7. Ф"(0) = 0; .xx
xx
0)(Ф;0)(Ф
00


 
Таким чином, x = 0 є точкою перегину. 
Графік функції Ф(х) зображено на рис. 3.2. 
 
0,5
0                      х
–0,5
Ф ( )х
  
Рисунок 3.2 
 
3.4.2. Формула Пуассона 
Точність асимптотичних формул для великих значень n − числа по-
вторних незалежних експериментів за схемою Бернуллі − знижується з на-
ближенням p до нуля. Тому при ,n  0p  за умови np = a = const імо-
вірність появи випадкової події m разів )0( nm   обчислюється за асимп-
тотичною формулою 
a
m
n
e
m
a
mP 
!
)( ,                               (3.9) 
яка називається формулою Пуассона. 
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Контрольні запитання 
1. Яка послідовність випробувань утворює схему Бернуллі?  
2. Запишіть формулу Бернуллі для появи події А: а) m разів; б) від mі 
до mj разів. 
3. Як можна знайти найімовірніше значення числа появ події А у схе-
мі Бернуллі? 
4. Що називається найімовірнішою кількістю? 
5. Коли доцільно застосовувати локальну або інтегральну теореми 
Лапласа, формулу Пуассона? 
6. Як визначаються і які мають властивості функції Гаусса та Лапла-
са? 
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ТЕМА 4. ВИПАДКОВІ ВЕЛИЧИНИ 
 
4.1. Ряд розподілу дискретної випадкової величини 
Розглянемо такий простір елементарних подій, в якому кожній      
елементарній події 
і
ω  Ώ відповідає одне і лише одне число х або набір чи-
сел ),...,,(
21 k
xxx , тобто на множині Ώ визначена певна функція )ω(α
і
, яка 
кожній елементарній події 
і
ω  ставить у відповідність певний елемент одно-
вимірного простору R1 або n-вимірного простору Rn. 
Цю функцію називають випадковою величиною. У разі, коли )ω(α
і
 
відображає множину Ώ на одновимірний простір R1, випадкову величину 
називають одновимірною. Якщо відображення здійснюється на Rn, то       
випадкову величину називають n-вимірною (системою n випадкових вели-
чин або n-вимірним випадковим вектором). 
Схематично одновимірну випадкову величину унаочнює рис. 4.1. 
 
R1
    
Рисунок 4.1 
 
Отже, величина називається випадковою, якщо внаслідок проведення 
експерименту під впливом випадкових факторів вона набуває того чи іншого 
можливого числового значення з певною ймовірністю. 
Якщо множина можливих значень випадкової величини є зчислен-
ною, то таку величину називають дискретною. У противному разі її нази-
вають неперервною. 
Випадкові величини позначають великими літерами латинського ал-
фавіту  X, Y, Z, ... , а їх можливі значення − малими х, у, z, ... . 
Для опису випадкової величини необхідно навести не лише множину 
можливих її значень, а й указати, з якими ймовірностями ця величина набу-
ває того чи іншого можливого значення. 
З цією метою вводять поняття закону розподілу ймовірностей. 
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Співвідношення, що встановляє зв’язок між можливими значеннями 
випадкової величини та відповідними їм імовірностями, називають законом 
розподілу випадкової величини. 
Закон розподілу дискретної випадкової величини Х можна задати в 
табличній формі або за допомогою ймовірнісного багатокутника. 
У разі табличної форми запису закону подається послідовність мож-
ливих значень випадкової величини Х, розміщених у порядку зростання, та 
відповідних їм імовірностей (табл. 4.1). 
 
Таблиця 4.1 
Х = хі х1 х2 х3 ...... хk 
Р(Х = хі) = рі р1 р2 р3 ..... рk 
 
Оскільки випадкові події (Х = хj) і (Х = хm) є між собою несумісними 
((Х = хі) ∩ (Х = хm) = , і   m; і, m = 1, 2, …, k) і утворюють повну групу 
  







'
1

k
j
j
xX , то необхідною є така умова: 
.1)(
11
 

k
j
i
k
j
j pxXP       (4.1) 
Рівність (4.1) називають умовою нормування для дискретної випадко-
вої величини Х. Наведену таблицю називають рядом розподілу. 
 
4.2. Функція розподілу (інтегральна функція) та її властивості 
Закон розподілу ймовірностей можна подати ще в одній формі, яка 
придатна і для дискретних, і для неперервних випадкових величин, а саме: 
як функцію розподілу ймовірностей випадкової величини F(х), так звану 
інтегральну функцію. 
Функцію аргументу х, що визначає ймовірність випадкової події Х < x, 
називають функцією розподілу ймовірностей: 
F(x) = P(X < x).       (4.2) 
Цю функцію можна тлумачити так: унаслідок експерименту випадко-
ва величина може набути значення, меншого за х. 
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Наприклад, F(5) = P(X < 5) означає, що в результаті експерименту ви-
падкова величина Х (дискретна чи неперервна) може набути значення, яке 
міститься зліва від х = 5, що ілюструє рис. 4.2. 
 
–3  –2  –1   0    1   2    3    4    5    6      Х
F P X (5) =  (  < 5)
 
Рисунок 4.2 
 
Розглянемо властивості функції розподілу: 
1. Функція розподілу випадкової величини є невід’ємною функцією, 
що перебуває між нулем і одиницею: 
  .10  xF        (4.3) 
2. Функція розподілу випадкової величини є функцією, що не убуває 
на всій числовій осі, тобто при x2 > x1 
   .12 xFxF         (4.4) 
3. На мінус нескінченності функція розподілу дорівнює нулю, на 
плюс нескінченності − дорівнює одиниці, тобто 
        .1lim,0lim 

xFFxFF
xx
    (4.5) 
4. Імовірність потрапляння випадкової величини Х в інтервал ),[ 21 xx  
(включаючи х1) дорівнює приросту її функції розподілу на цьому інтервалі, 
тобто 
     .1221 xFxFxXxP                (4.6) 
 
4.3. Математичне очікування та дисперсія, їх властивості,            
інші числові характеристики для дискретних випадкових величин 
Закон розподілу ймовірностей як для дискретних, так і для не-
перервних випадкових величин дає повну інформацію про них. Проте на 
практиці немає потреби так докладно описувати ці величини, а достатньо 
знати лише певні параметри, що характеризують їх істотні ознаки. Ці пара-
метри і називають числовими характеристиками випадкових величин. 
Математичним очікуванням, або середнім значенням М(Х) дискретної 
випадкової величини X називається сума добутків всіх її значень на відповідну 
їм імовірність: 
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  


n
i
ii pxXM
1
.
      (4.7)
 
Властивості математичного очікування: 
1. Математичне очікування від сталої величини С дорівнює самій ста-
лій: 
М(С) = С.                                    (4.8) 
2. Математичне очікування від добутку дорівнює 
М(СХ) = СМ(Х).                                  (4.9) 
Для дискретної випадкової величини згідно із (4.1) маємо 



k
і
іі
k
і
іі ХСМрхСрСхCXM
11
)()( . 
Для неперервної випадкової величини маємо 
 




 ).()()()( XCMdxxxfCdxxCxfCXM  
3. Якщо А і В є сталими величинами, то 
BXAMBAXM  )()( .                          (4.10) 
4.      ,YMXMXYM   якщо Х і Y − незалежні випадкові величини. 
Для дискретної випадкової величини: 
ВХАМpВрxАpBAxBAXM
n
і
іі
n
і
іі
n
і
і  

)()()(
111
. 
Для неперервної випадкової величини: 
.)()()()()()(   






 BXAMdxxfBdxxfxAdxxfBAxBAXM
 
Дисперсією D(X) випадкової величини X називається математичне очі-
кування квадрата її відхилення від математичного очікування: 
D(X)= М[Х − М(Х)]2, D(X)= М(Х − а)2, де а = М(Х). 
Дисперсія характеризує відхилення (розкид, розсіяння, варіацію) зна-
чень випадкової величини щодо середнього значення. 
Якщо випадкова величина X − дискретна з кінцевим числом зна-
чень, то 
   


n
i
ii paxXD
1
2
.    (4.11) 
Дисперсія D(X) має розмірність квадрата випадкової величини, що не 
завжди зручно. Тому як показник розсіяння використовують також величину 
 XD . 
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Середнім квадратичним відхиленням (стандартним відхиленням або   
стандартом) 
x
σ  випадкової величини X називається арифметичне значення коре-
ня квадратного з її дисперсії: 
 .σ XD
x
     (4.12) 
Властивості дисперсії випадкової величини: 
1. Якщо С − стала величина, то  
0)( CD .                                   (4.13) 
2. Дисперсія від добутку дорівнює 
)()( 2 XDCCXD  .                                   (4.14) 
3. Якщо А і В − сталі величини, то  
 XDABAXD 2)(  .                            (4.15) 
4.      ,YDXDYXD   якщо випадкові величини незалежні. 
Дисперсію можна обчислити і за такою формулою: 
).()()( 22 XMXMXD                       (4.16) 
 
Контрольні запитання 
1. Що називають випадковою величиною? Коли вона є дискретною 
або неперервною? 
2. З якою метою вводять поняття закону розподілу ймовірностей? Як 
він формулюється?  
3. Якими способами можна задати закон розподілу дискретної      
випадкової величини?  
4. Що називають інтегральною функцією і коли вона використову-
ється? Наведіть її властивості. 
5. Коли застосовуються числові характеристики випадкових вели-
чин? Що вони характеризують? 
6. За якими формулами обчислюють числові характеристики       
дискретних випадкових величин? 
7. Наведіть основні властивості математичного очікування та        
дисперсії дискретної випадкової величини. 
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ТЕМА 5. НЕПЕРЕРВНІ ВИПАДКОВІ ВЕЛИЧИНИ ТА ЇХ 
ЧИСЛОВІ ХАРАКТЕРИСТИКИ 
 
5.1. Щільність імовірностей (диференціальна функція)                
неперервної випадкові величини та її властивості. Функція розподілу 
Для неперервних випадкових величин закон розподілу ймовірностей 
зручно описувати з допомогою щільності ймовірностей, яку позначають 
f(x). 
Щільністю ймовірностей неперервної випадкової величини Х нази-
вається перша похідна від інтегральної функції F(x): 
,
)(
)(
)()(
)(
0 dx
xdF
xF
x
xFxxF
xf
x





lіm     (5.1) 
звідки .)()( dxxfxdF   
Оскільки 
,)()()()()( dxxfxdFxFxxFxxXxP   
то добуток f (x) dx − ймовірність того, що випадкова величина Х містити-
меться у проміжку [х, х + dx], де xdx  . 
Геометрично на графіку щільності ймовірності f(x)dx відповідає пло-
ща прямокутника з основою dx і висотою f(x) (рис. 5.1). 
 
f x( )
f x( )
0  x   x + dx                x
P x < X < x + dx( )
  
Рисунок 5.1 
 
Властивості щільності ймовірностей: 
1. 0)( xf . Ця властивість випливає з означення щільності ймовір-
ності як першої похідної від F(x) за умови, що F(x) є неспадною функцією. 
2. Умова нормування неперервної випадкової величини Х: 
.1)( 


dxxf        (5.1) 
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Якщо неперервна випадкова величина Х визначена лише на проміжку 
[a; b], то умова нормування має такий вигляд: 
.1)( 
b
а
dxxf        (5.2) 
3. Імовірність потрапляння неперервної випадкової величини в інтер-
вал ]β;α[  обчислюється за формулою 
.)()βα(
β
α
 dxxfXP       (5.3) 
Залежність (5.3) можна подати так: 
).α()β(|)()()()βα(
β
α
β
α
β
α FFxFxdFdxxfXP     
4. Функція розподілу ймовірностей неперервної випадкової величини 
має вигляд 
.)()( 


x
dxxfxF        (5.4) 
Якщо можливі значення неперервної випадкової величини належать 
лише інтервалу [а; b], то 
.)()( 
x
a
dxxfxF        (5.5) 
 
5.2. Числові характеристики неперервної випадкової величини: 
математичне очікування, дисперсія, мода, медіана 
Математичним очікуванням випадкової величини Х, визначеною на 
неперервному просторі Ω, називається величина 


 dxxfxXM )()( .                                     (5.6) 
Якщо Ω = (–; ), то 



 dxxfxХМ )()( .                                     (5.7) 
Якщо Ω = [a; b], то 
.)()( 
b
а
dxxfxXM                                      (5.8) 
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Дисперсією випадкової величини Х, визначеною на неперервному 
просторі Ω, називається величина 
dxxfXMxXD )())(()( 2


 .                      (5.9) 
Якщо Х  [а; b], то  
dxxfХМхXD
b
а
)())(()( 2  .                     (5.10) 
 
Модою (Мo) дискретної випадкової величини Х називають те її    
можливе значення, якому відповідає найбільша ймовірність появи. 
Модою неперервної випадкової величини Х називають те її можливе 
значення, якому відповідає максимальне значення щільності ймовірності: 
f(Mо) = max. 
Якщо випадкова величина має одну моду, то такий розподіл імовірно-
стей називають одномодальним; якщо розподіл має дві моди − двомодаль-
ним і т. ін. Існують і такі розподіли, які не мають моди. Їх називають анти-
модальними. 
Медіаною (Ме) неперервної випадкової величини Х називають те її 
значення, для якого виконуються рівність імовірностей подій: 
 )Me()()()Me()Me()Me( FFFFXPXP
                    1)Me(2)Me(1)Me( FFF .5,0)Me( F            (5.11) 
Отже, медіану визначають із рівняння (5.11). 
Медіаною розподілу )(xF  називають таке значення аргументу х = m, 
для якого виконується нерівність 
)0(
2
1
)(  mFmF  
(таке значення m завжди існує, бо функція монотонно зростає від 0 до 1). 
Якщо, зокрема, )(xF  неперервна, то існує, принаймні, одне значення  х = m, 
для якого 5,0)( mF  (за теоремою про проміжне значення неперервної   
функції). Якщо крива )(xFy   має з прямою у = 0,5 спільний відрізок, то 
абсцису кожної точки цього відрізка можна взяти за медіану даного розпо-
ділу. Таким чином, кожний розподіл має, принаймні, одну медіану. 
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Контрольні запитання 
1. Що називається диференціальною функцією неперервної випадко-
вої величини? Як вона пов’язана з інтегральною функцією?  
2. Які властивості має диференціальна функція неперервної випад-
кової величини? 
3. За якими формулами можна обчислити імовірність потрапляння 
випадкової величини в інтервал ]β;α[ , використовуючи інтегральну або ди-
ференціальну функції розподілу? 
4. Які числові характеристики існують для неперервних випадкових 
величин та що характеризує кожна з них? 
5. За якими формулами обчислюють числові характеристики не-
перервних випадкових величин? 
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ТЕМА 6. ОСНОВНІ ЗАКОНИ РОЗПОДІЛУ ВИПАДКОВИХ 
ВЕЛИЧИН 
 
6.1. Типи розподілу дискретних випадкових величин 
6.1.1. Біноміальний закон розподілу 
Імовірності в цьому законі визначаються за формулою: 
    ;1 mnmmn ppCmXP

  m = 0, 1, 2, …, n.     (6.1) 
Закон справджується для схеми незалежних повторних випробувань, 
у кожному з яких подія А настає з імовірністю р. Частота настання події А 
має біноміальний закон розподілу. Числові характеристики розподілу: 
     .1  ; pnpXDnpXM       (6.2) 
 
6.1.2. Закон розподілу Пуассона 
Дискретна випадкова величина має розподіл Пуассона, якщо вона на-
буває зліченної множини значень  ,...2,1,0m  з ймовірностями: 
   .0,
!
  ae
m
a
mXP a
m
      (6.3) 
Цей розподіл описує кількість подій, які настають в однакові проміж-
ки часу за умови, що ці події відбуваються незалежно одна від одної зі ста-
лою інтенсивністю. Розподіл застосовується в задачах статистичного конт-
ролю якості, у теорії надійності, теорії масового обслуговування. Матема-
тичне очікування і дисперсія в цьому розподілі однакові і дорівнюють а. 
Для цього розподілу складено таблиці щодо різних значень a  (0,1 ÷ 20).     
У таблицях для відповідних значень а наведено ймовірності 
   .  i  mXPmXP   
Якщо у схемі незалежних повторних випробувань n велике і р або      
1 – р прямують до нуля, то біноміальний розподіл апроксимується розподі-
лом Пуассона, коли .npa   
 
6.1.3. Гіпергеометричний розподіл 
Гіпергеометричний розподіл описує ймовірність настання m успішних 
результатів у n випробуваннях, якщо значення n мале порівняно з обсягом 
сукупності N: 
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  n.  k...,n,,,   m
C
CC
mXP
n
N
mn
kN
m
k 



 ;210;    (6.4) 
Наприклад, імовірність того, що з n деталей, які випадково вибрано з 
партії обсягом N, m виявляться дефектними, має гіпергеометричний закон 
розподілу (k − кількість дефектних деталей у партії). Цей закон розподілу 
застосовується в задачах статистичного контролю якості та в суміжних га-
лузях. Числові характеристики розподілу: 
   
  
 
.
NN
nNkNnk
X  D
N
kn
XM
1
,
2 

      (6.5) 
Зі зменшенням відношення 
N
n
 гіпергеометричний розподіл наближа-
ється до біноміального з параметрами n i .
N
k
p   Дуже часто гіпергеомет-
ричний розподіл апроксимується розподілом Пуассона, якщо .
N
nk
a   
 
6.2. Типи розподілу неперервних випадкових величин 
6.2.1. Рівномірний закон розподілу 
Якщо ймовірність потрапляння випадкової величини на інтервал про-
порційна до довжини інтервалу і не залежить від розташування інтервалу на 
осі, то вона має рівномірний закон розподілу.  
Щільність імовірностей рівномірного закону розподілу має вигляд: 










.,0
;,
1
;,0
)(
bx
bxa
ab
ax
xf       (6.6) 
Функція розподілу рівномірного закону розподілу визначається так: 











.,1
;,
;,0
)(
bx
bxa
ab
ax
ax
xF       (6.7) 
Математичне очікування та дисперсія рівномірного закону розподілу 
дорівнюють: 
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   
 
.
12
;
2
2
ab
XD
ba
XM



     (6.8) 
Рівномірний закон розподілу легко моделювати. За допомогою функ-
ціональних перетворень із величин, розподілених рівномірно, можна діста-
вати величини з довільним законом розподілу. Графіки щільності ймовірно-
сті і функції розподілу наведено на рис. 6.1 і 6.2 відповідно. 
 
 
                                Рисунок 6.1                             Рисунок 6.2 
 
6.2.2. Нормальний закон розподілу 
Нормальний закон розподілу задається щільністю ймовірностей:  
 
.
π2σ
1
)(
2
2
σ2
ax
exf


       (6.9) 
Параметри σ  i  a , які входять до виразу щільності розподілу, є відпо-
відно математичним очікуванням та середнім квадратичним відхиленням 
випадкової величини. Функція розподілу нормально розподіленої випадко-
вої величини Х має вигляд  
 
.
π2σ
1
)(
2
2
σ2
dxexF
ax
x



    (6.10) 
Графіки щільності ймовірності і функцій розподілу наведено на     
рис. 6.3 і 6.4 відповідно. 
Нормальний закон розподілу широко застосовується в математичній 
статистиці. Для обчислення ймовірності потрапляння на проміжок випадко-
вої величини, розподіленої нормально, використовується функція Лапласа 
  


x t
dtex
0
2
2
π2
1
;    (6.11) 
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  .
σ
α
σ
β
βα 




 





 

aa
XP   (6.12) 
Часто застосовується також формула 
  .
σ
ε
2ε 





 aXP      (6.13) 
 
f(x)
a
x
F(x)
x
0,5
1
 
               Рисунок 6.3                                            Рисунок 6.4 
 
6.2.3. Експоненціальний закон розподілу 
Експоненціальний закон розподілу задається щільністю ймовірнос-
тей: 






 ,0,λ
;0,0
)(
λ xe
x
xf
x
                                  (6.14) 
а його функція розподілу: 






 .0,1
;0,0
)(
λ xe
x
xF
x
                                 (6.15) 
Графіки f(x), F(x) зображені на рис. 6.5 і 6.6 відповідно. 
 
0                       x
f x ( )
 
                                    0                            x
F x ( )
1
 
          Рисунок 6.5                                                   Рисунок 6.6 
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Контрольні запитання 
1. Укажіть основні закони розподілу дискретної випадкової величи-
ни та умови їх використання. 
2. Укажіть основні закони розподілу неперервної випадкової вели-
чини та їх вигляд. 
3. Чому дорівнюють числові характеристики основних законів роз-
поділу дискретних та неперервних випадкових величин? 
4. Які закони розподілу застосовуються у задачах статистичного   
контролю якості? 
5. Коли математичне очікування і дисперсія є однаковими та дорів-
нюють а? 
6. Наведіть граничні випадки застосування законів розподілу Пуас-
сона, біноміального та гіпергеометричного. 
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ТЕМА 7. ФУНКЦІЯ РОЗПОДІЛУ СИСТЕМИ ДВОХ 
ВИПАДКОВИХ ВЕЛИЧИН. РЯД РОЗПОДІЛУ ТА ЩІЛЬНІСТЬ 
РОЗПОДІЛУ. МАТЕМАТИЧНЕ ОЧІКУВАННЯ СИСТЕМ ДВОХ 
ВИПАДКОВИХ ВЕЛИЧИН 
 
7.1. Функція розподілу ймовірностей системи двох випадкових 
величин та її властивості 
Функцією розподілу ймовірностей системи двох випадкових вели-
чин (Х, Y) називають таку функцію двох аргументів х, у, яка визначає ймо-
вірність спільної появи подій (X < x)  (Y < y): 
F(x, y) = P((X < x)  (Y < y)).     (7.1) 
Геометрично ця функція зображена на рис. 7.1: 
 
Х < x, Y < y
y
0              x
( , )x y
 
Рисунок 7.1 
 
Властивості F(x, y): 
1. 0  F(x, y)  1, оскільки 0  P((X < x)  (y < y))  1. 
2. Якщо один із аргументів F(x, y) прямує до + , то функція розпо-
ділу системи прямує до функції розподілу одного аргументу, що не прямує 
до + , а саме: 
);(),(),(lim xFxFyxF
y


     (7.2) 
).(),(),(lim yFyFyxF
x


     (7.3) 
3. 1),(),(),(lim
,



yxPFyxF
x
y
.      (7.4) 
4. .0),(lim),(lim),(lim 


 yx
y
x
yxFyxFyxF        (7.5) 
5. F(x, y) є неспадною функцією аргументів х і у. 
Скориставшись властивістю (7.5), можна обчислити ймовірності: 
Р(а < Х < b, Y < y) = F(b, y) – F(a, y); 
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P(X < x, c < Y < d) = F(x, d) – F(x, c).    (7.6) 
6. Імовірність влучення точки (Х, Y) в довільний прямокутник  
(a < X< b, c < Y < d) обчислюємо так: 
P(a < x < b, c < y < d) = F(b, d) + F(a, c) – F(a, d) – F(b, c).    (7.7) 
 
7.2. Ряд розподілу та щільність розподілу 
7.2.1. Ряд розподілу 
Законом розподілу системи двох дискретних випадкових величин 
називають перелік можливих значень Y = yi, X = xj та відповідних їм імовір-
ностей спільної появи. 
У табличній формі цей закон має вигляд (табл. 7.1): 
 
Таблиця 7.1 
Y = yi 
X = xj 
x1 x2 x3 … xm pyi 
y1 p11 p12 p13 … p1m py1 
y2 p21 p22 p23 … p2m py2 
y3 p31 p32 p33 … p3m py3 
… … … … … … … 
yk pk1 pk2 pk3 … pkm pym 
pxj px1 px2 px3 … pxm  
 
Тут використано такі позначення 
.;));()((
11



k
i
ijx
m
j
ijyjiij ppppxXyYpp ji  
Умова нормування має такий вигляд: 

 

m
j
x
k
i
y
k
i
m
j
ij ji
ppp
111 1
.1      (7.8) 
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7.2.2. Щільність  імовірностей  системи  двох  неперервних         
випадкових величин (Х, Y)  f(x, y)  та  її  властивості 
Характеристикою системи неперервних випадкових величин є щіль-
ність імовірностей.  
Для визначення щільності ймовірностей системи двох неперервних 
випадкових величин (Х, Y) застосовується формула (7.7). 
Розглянемо прямокутник зі сторонами х та у (рис. 7.2). 
 
у
у + у
у

0
( )        ( )х, у + у х + х, у + у  
( )           ( )х, у х + х, у
х                        х + х     х  
Рисунок 7.2 
 
Імовірність розміщення системи (Х, Y) у прямокутній області  
(x < X < x + x, y < Y < y + y) обчислюється за формулою 
P(x < X < x + x, y < Y < y + y) = F(x + x, y + y) + F(x, y) – F(x + x, 
y) – F(x, y + y). 
Поділивши цю ймовірність на площу прямокутника x, y і спряму-
вавши x  0, y  0, дістанемо ймовірність у точці, тобто щільність: 
).,(
),(
),(
),(),(
lim
)
),(),(
lim
),(),(
lim(
1
lim
)),(),(()),(),((
lim
),(
lim
2
0
0
00
0,0
0,0
yxf
yxF
yxF
y
yxFyyxF
x
yxFyxxF
x
yyxFyyxxF
y
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yxFyxxFyyxFyyxxF
yx
yyYyxxXxP
yx
xy
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y
x
xy
yx
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



























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Отже, 
.
),(
),(
2
yx
yxF
yxf


                 (7.9) 
Функція f(x, y) може існувати лише за умови, що F(x, y) є непере-
рвною за аргументами х і у та двічі диференційованою. 
Функції f(x, y) у тривимірному просторі відповідає певна поверхня − 
так звана поверхня розподілу ймовірностей системи двох неперервних      
випадкових величин (Х, Y). 
Тоді f(x, y)dxdy − імовірність розміщення системи двох випадкових 
величин у прямокутнику зі сторонами dx, dy. 
 
Властивості f(x, y): 
1. Функція f(x, y)  0, оскільки F(x, y) є неспадною відносно аргумен-
тів х і у. 
2. Умова нормування системи двох неперервних випадкових вели-
чин (Х, Y) така: 
.1),(

dydxyxf    (7.10) 
Якщо   yx , , то (7.10) набирає такого вигляду: 
 




1),( dydxyxf .   (7.11) 
3. Імовірність розміщення системи змінних (х, у) в області D  об-
числюється так: 

D
dydxyxfDyxP .),()),((    (7.12) 
Імовірність розміщення системи змінних (х, у) у прямокутній області 
D = (a < x < b, c < y < d) 
.),(),(  
b
a
d
c
dydxyxfdycbxaP   (7.13) 
4. Функція розподілу ймовірностей системи двох змінних визначаєть-
ся з рівняння  
.),(),(  
 

x y
dydxyxfyxF    (7.14) 
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5. Якщо  dycbxa  , , то  
.),(),(  
x
a
y
c
dydxyxfyxF             (7.15) 
 
7.3. Математичне очікування систем двох випадкових величин 
Розглянемо формули для розрахунку математичного очікування систем 
двох випадкових величин: 
 для дискретних випадкових величин: 
;)(
11 1

 

m
j
xj
k
i
m
j
ijj j
pxpxXM   (7.16) 
;)(
11 1

 

k
i
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k
i
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j
iji i
pypyYM    (7.17) 
.)(
1 1
ijj
k
i
m
j
i pxyXYM 
 
     (7.18) 
 для неперервних випадкових величин: 
;),()( 

 dydxyxxfXM    (7.19) 
;),()( 

 dydxyxyfYM    (7.20) 
.),()( 

 dydxyxfxyXYM    (7.21) 
Якщо   yx , , то виконуються співвідношення: 
;),()(  




 dydxyxxfXM    (7.22) 
 




 .),()( dydxyxyfYM    (7.23) 
Якщо  dycbxa  , , то маємо: 
;),()(  
b
a
d
c
dydxyxxfXM    (7.24) 
 
b
a
d
c
dydxyxyfYM .),()(    (7.25) 
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Контрольні запитання 
1. Що називають функцією розподілу ймовірностей системи двох 
випадкових величин? Наведіть її властивості. 
2. Як визначається та подається закон розподілу системи двох дис-
кретних випадкових величин? 
3. Що є характеристикою системи неперервних випадкових величин? 
Які вона має властивості? 
4. За якими формулами обчислюють математичне очікування систем 
двох дискретних і неперервних випадкових величин? 
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ТЕМА 8. КОРЕЛЯЦІЯ ВИПАДКОВИХ ВЕЛИЧИН. УМОВНІ 
ЗАКОНИ РОЗПОДІЛУ СИСТЕМИ ДВОХ ДИСКРЕТНИХ ТА 
НЕПЕРЕРВНИХ ВИПАДКОВИХ ВЕЛИЧИН, ЇХ ЧИСЛОВІ 
ХАРАКТЕРИСТИКИ 
 
8.1. Кореляційний момент. Коефіцієнт кореляції та його            
властивості 
Під час вивчення системи двох і більше випадкових величин дово-
диться з’ясовувати наявність зв’язку між цими величинами та його харак-
тер. З відповідною метою застосовують так званий кореляційний момент: 
).()()()()(
1 1
YMXMpxyYMXMXYMK ijj
k
i
m
j
ixy  
 
   (8.1) 
У разі Κху = 0 зв’язок між величинами Х та Y, що належать системі    
(Х, Y), відсутній. Коли Κху  0, то між відповідними Х і Y кореляційний 
зв’язок існує. 
Тісноту кореляційного зв’язку характеризує коефіцієнт кореляції: 
;
σσ yx
xy
xy
K
r         (8.2) 
1xyr  або 11  xyr . 
Отже, якщо випадкові величини Х та Y є незалежними, то Κху = 0 і     
rху = 0. Рівність rху нулеві є необхідною, але не достатньою умовою не-
залежності випадкових величин. 
Справді, може існувати система залежних випадкових величин, в якої 
коефіцієнт кореляції дорівнює нулю. Прикладом такої системи є система 
двох випадкових величин (X, Y), яка рівномірно розподілена всередині кола 
радіусом R із центром у початку координат. Дві випадкові величини Х і Y 
називають некорельованими, якщо rху = 0, і корельованими, якщо rху  0.  
Отже, якщо Х і Y незалежні, то вони будуть і некорельованими. Але з 
некорельованості випадкових величин у загальному випадку не випливає їх 
незалежність. 
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8.2. Умовні закони розподілу системи двох дискретних  
випадкових величин та їх числові характеристики 
Умовним законом розподілу дискретної випадкової величини Х при  
фіксованому значенні Y = yi називається перелік можливих значень випад-
кової величини Х = хj та відповідних їм умовних імовірностей, обчислених 
при фіксованому значенні Y = yi. 
У табличній формі запису умовний закон Х / Y = yi має вигляд      
(табл. 8.1): 
 
Таблиця 8.1 
X = xj x1 x2 x3 … xm 
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i
ij
ij
P
P
yYP
yYxXP
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 Pi1 / 
Py1 
Pi2 / 
Py2 
Pi3 / 
Py3 
… 
Pim / 
Pym 
 
При цьому має виконуватись умова нормування: 
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Числові характеристики для цього закону називають умовними. 
Умовне математичне очікування  
.
1
)/()/(
1 1 1
  
  
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j
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m
j
ijj
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xyYxXPxyYXM
ii
     (8.3) 
Умовна дисперсія і середнє квадратичне відхилення обчислюються 
відповідно за формулами: 



m
j
iijj
y
i yYXMPx
P
yYXD
i
1
22 )/(
1
)/( ;    (8.4) 
)/()/(σ ii yYXDyYХ  .     (8.5) 
Умовним законом розподілу випадкової величини Y при фіксованому 
значенні Х = хі називається перелік можливих значень випадкової величини 
Y = уj і відповідних їм умовних імовірностей, обчислених при фіксованому 
значенні Х = хі. 
У табличній формі запису умовний закон має вигляд (табл. 8.2): 
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Таблиця 8.2 
Y = уj y1 y2 y3 … ym 
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При цьому має виконуватись умова нормування: 
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Умовне математичне очікування  
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Умовна дисперсія  
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i xXYMPy
P
xXYD
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    (8.7) 
Умовне середнє квадратичне відхилення 
.)/()/(σ ii xXYDxXY      (8.8) 
 
8.3. Умовні закони розподілу для неперервних випадкових  
величин Х і Y, які утворюють систему (Х, Y) 
Як і в системі двох дискретних випадкових величин, у системі двох 
неперервних випадкових величин розглядаються умовні закони розподілу. 
Враховуючи )(),(),(lim xFxFyxF
y


, можна записати таке: 
;),(),()(  




x
dydxyxfxFxF  
.),(),()(  




y
dydxyxfyFyF      (8.9) 
Звідси 
;),())),((()()(  




 dyyxfdxdyyxfxFxf
x
x  (8.10) 
  43 
.),())),((()()(  
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

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 dxyxfdydxyxfyFyf
y
y  (8.11) 
Умовні закони розподілу для неперервних випадкових величин Х, Y, 
що утворюють систему (Х, Y), визначаються умовними щільностями      
ймовірностей f(x / y), f(y / x): 
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Аналогічно доводимо співвідношення 
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Із (8.12), (8.13) дістаємо 
f(x, y) = f(x) f(y / x) = f(y) f(x / y).  (8.14) 
Для умовних законів розподілу неперервних випадкових величин 
умова нормування має вигляд: 
.1)/(;1)/( 




 dyxyfdxyxf   (8.15) 
Якщо випадкові величини Х та Y є незалежними, то 
f(x / y) = f(x), f(y / x) = f(y).   (8.16) 
У цьому разі (8.14) набуває вигляду 
f(x, y) = f(x) f(y).    (8.17) 
Для незалежних випадкових величин Х та Y виконується рівність 
F(x, y) = F(x) F(y).   (8.18) 
Числові характеристики для умовних законів розподілу ймовірностей: 
;)/()/( 


 dxyxxfyXM    (8.19) 
;)/()/( 


 dyxyyfxYM    (8.20) 
);/()/()/( 22 yXMdxyxfxyXD  


  (8.21) 
)./()/()/( 22 xYMdyxyfyxYD  


  (8.22) 
 
Контрольні запитання 
1. З якою метою застосовують кореляційний момент? Які він приймає 
значення та в чому їх зміст? 
2. Що характеризує коефіцієнт кореляції? Наведіть його властивості. 
3. Коли випадкові величини називають корельованими та некорельо-
ваними? 
4. Що є достатньою умовою незалежності випадкових величин? 
5. Як визначаються та записуються умовні закони розподілу системи 
двох дискретних випадкових величин? Запишіть їх числові характеристики. 
6. Як визначаються та записуються умовні закони розподілу системи 
двох неперервних випадкових величин? Запишіть їх числові характеристи-
ки. 
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ТЕМА 9. ФУНКЦІЇ ВИПАДКОВИХ ВЕЛИЧИН, ЇХ ЧИСЛОВІ 
ХАРАКТЕРИСТИКИ. ГРАНИЧНІ ТЕОРЕМИ ТЕОРІЇ 
ЙМОВІРНОСТЕЙ 
 
9.1. Функції випадкових величин, їх числові характеристики 
9.1.1. Поняття функції 
У багатьох випадках треба розглядати дві випадкові величини X та Y. 
Так, наприклад, при аналізі діяльності підприємства треба враховувати     
кількість усіх працюючих X та кількість зроблених виробів Y. З різних при-
чин кількість працюючих та зроблених виробів кожного дня можуть бути 
різними, тобто X та Y будуть випадковими величинами. 
Означення 1. Якщо вказано закон, за яким кожному можливому зна-
ченню випадкової величини X відповідає певне значення випадкової вели-
чини Y, то Y називають функцією X і позначають Y = φ(X). 
 
9.1.2. Закон розподілу та числові характеристики функції            
дискретного випадкового аргументу  
Нехай Y = φ(X), аргумент X – дискретна випадкова величина з можли-
вими значеннями x1, x1, …, xn, імовірності яких дорівнюють p1, p2, …, pn від-
повідно, тобто X задана законом розподілу (табл. 9.1). 
 
Таблиця 9.1 
X x1 x2 … xn 
P(X) p1 p2 … pn 
 
У цьому випадку Y також дискретна випадкова величина з можливи-
ми значеннями y1 = φ(x1), y2 = φ(x2), …, yn = φ(xn). 
Із події «величина X прийняла значення xk» випливає подія «величина 
Y прийняла значення φ(xk)», тому імовірності можливих значень Y також 
дорівнюють p1, p2, …, pn. Це означає, що закон розподілу Y буде мати ви-
гляд (табл. 9.2): 
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Таблиця 9.2 
Y φ(x1) φ(x2) … φ(xn) 
P(y) p1 p2 … pn 
 
Математичне очікування, дисперсію та середнє квадратичне відхи-
лення функції Y обчислюють за формулами: 
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          ;φ 2
1
222 YMpxYMYMYD
n
k
ki  

               (9.2) 
   .σ YDY                                         (9.3) 
Початкові та центральні моменти розподілу знаходять за формулами: 
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k
ik pYMx      (9.5) 
 
9.1.3. Закон розподілу та числові характеристики функції           
неперервного випадкового аргументу  
Нехай X − неперервна випадкова величина, закон розподілу якої за-
даний диференціальною функцією розподілу (щільність ймовірностей) f(x); 
випадкова величина Y = φ(X). 
Якщо φ − диференційована функція, монотонна на усьому проміжку 
можливих значень X, то щільність розподілу функції Y = φ(X) визначають: 
     yyfyg  )( .      (9.6) 
Якщо φ – немонотонна функція в області визначення аргументу X, то 
обернена функція неоднозначна і щільність розподілу g(у) визначається як 
сума добутків, кількість яких дорівнює кількості значень оберненої функції, 
тобто 
     


k
i
ii yyfyg
1
')( ,     (9.7) 
де )(y
i
  – обернені функції при заданому y. 
Математичне очікування функції неперервного випадкового аргумен-
ту знаходять безпосередньо за формулою 
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       ,φφ dxxfxXM 


      (9.8) 
де  xf  − щільність імовірностей величини X. 
Якщо величина X може приймати значення лише у проміжку [а, b], то 
формула (9.8) спрощується 
       .φφ dxxfxXM
b
a
       (9.9) 
Дисперсію функції Y неперервного випадкового аргументу X визна-
чають звичайним чином D(Y) = М(Y 
2
) – M 
2
(Y), a обчислюють за формулою 
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У випадку, коли X змінюється лише у проміжку [а, b], дисперсію   
функції Y знаходять за формулою 
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b
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  (9.11) 
У формулах (9.10) та (9.11) f(x) – це щільність імовірностей не-
перервної випадкової величини X (диференціальна функція розподілу X). 
 
9.2. Функція одного випадкового аргументу та її числові  
характеристики 
Функцією випадкового аргументу Х називають таку випадкову величи-
ну Y, яка набуває значення Y = у =α (х) щоразу, коли Х = х, де α  є невипадко-
вою функцією. Якщо Х є дискретною випадковою величиною, то і функція 
випадкового аргументу Y = α (х) буде дискретною. Коли Х є неперервною ви-
падковою величиною, то і Y = α (х) буде неперервною. 
 
9.2.1. Функції дискретного випадкового аргументу 
Нехай закон дискретної випадкової величини Х задано табл. 9.3. 
 
Таблиця 9.3 
Х = хi x1 x2 x3 ... xk 
P(X = xi) = pi p1 p2 p3 ... pk 
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Тоді закон розподілу випадкової величини Y = α (х) матиме вигляд, 
поданий у табл. 9.4, 
 
Таблиця 9.4 
Y = α(хi) α(х1) α(х2) α(х3) ... α(хk) 
P(Y = α(хi)) = рi p1 p2 p3 ... pk 
 
де кожне можливе значення Y дістають, виконуючи ті операції, які вказані  
у невипадковій функції, умовно позначеній α. 
При цьому, якщо в законі розподілу випадкової величини Y є повто-
рення значень, то кожне з цих значень записують один раз, додаючи їх імо-
вірності. 
 
9.2.2. Числові характеристики функції дискретного випадкового 
аргументу 
1. Математичне очікування 
    


m
j
jjii
k
i
pypxYM
11
.φ                         (9.12) 
2. Дисперсія 
           YMpyYMpxYMYMYD jj
m
j
ii
k
i
22
1
22
1
22 φ  

.   (9.13) 
3. Середнє квадратичне відхилення 
   .σ YDY                                      (9.14) 
 
9.2.3. Функції неперервного випадкового аргументу та їх числові 
характеристики 
Нехай закон розподілу ймовірностей неперервної випадкової величи-
ни Х задано щільністю f(х). 
Необхідно знайти f(у), якщо Y = )(α x . 
А. Функція )(α x  монотонна 
Розглянемо випадок, коли Y = )(α x є монотонно зростаючою функцією, 
зображеною на pис. 9.1. 
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у у + 
у
0              +            х х х   х
Y
Y = x( )
P ( )x < x < x + x
 
 
Рисунок 9.1 
 
Якщо випадкова величина Х міститься у проміжку [х; х + х], то оскі-
льки Y жорстко зв’язана з випадковою величиною Х функцією α (х), то Y мі-
ститиметься у проміжку [у, у + у] (див. рис. 9.1). Отже, події х < Х < х + х 
і у < Y < у + у будуть рівноймовірними: 
Р(х < Х < х + х) = Р(у < Y < у + у).                  (9.15) 
Згідно з визначенням щільності ймовірностей 
 
y
yFyyF
yf
y 



)()(
lim
0
. 
Але F(у +  у) – F(у) = Р(у < Y < у +у) = Р(х < Х < х +х) згідно зі 
(9.15). 
Тоді 
 
y
xFxxF
yf
y 



)()(
lim
0
.                                (9.16) 
При у0, х0 з урахуванням функціональної залежності між Y і 
Х, помноживши і поділивши дріб (9.16) на х, дістанемо: 
  .)(
)()()()(
limlimlim
00
0
0
y
yx
y
x
xxf
y
x
x
xFxxF
y
x
x
xFxxF
yf 













 
Із Y = (х) знаходимо явно Х =  (у). Тоді 
  ).())(( yyfyf                                     (9.17) 
Якщо  xY α , де  xα  є монотонно спадною функцією (рис. 9.2), 
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у у + 
у
х           х х           х 0            + 
yY = x( )
 
 
Рисунок 9.2 
 
то додатному приросту аргументу х + х відповідатиме від’ємний приріст 
функції y – y i похідна 0)(  Y . 
А оскільки f(y)   0, то об’єднуючи обидва випадки, дістанемо 
      .)( YYfyf      (9.18) 
 
Б. Загальна методика знаходження f(у) 
Нехай неперервна випадкова величина Х задана щільністю ймовірно-
стей f(х), якщо ];[ bax . 
Необхідно визначити f(у), якщо  xY α , де  xα  є монотонною функ-
цією. 
1. Визначимо множину можливих значень для Y. 
Оскільки ,bxa   то   )(αα bYa  . 
2. Із )(α xY   знаходимо явний вираз Х через Y, а саме: )(YX  . 
3. Знаходимо похідну  
)(yХ
y
 . 
4. Будуємо щільність імовірностей для випадкової величини Y 
        )(α);(α, baYyyfyf  . 
5. Перевіряємо виконання умови нормування для f(у): 
 
)(α
)(α
1)(
b
a
dyyf . 
Якщо нормування виконується, то f(у) знайдено вірно. 
За знайденою f(у) визначається функція розподілу 
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  
y
a
dyyfyF
)(α
)( .                                   (9.19) 
Числові характеристики функцій неперервного випадкового аргумен-
ту визначаються за формулами: 
математичне очікування 
  dxxfxdyyyfYM
b
a
b
a
 
)(α
)(α
)()(α)( ;           (9.20) 
дисперсія 
         
 
 
 
b
a
YMdyyfyYMYMYD


2222  
      
b
a
YMdxxfx 22α ;                            (9.21) 
середнє квадратичне відхилення 
   YDY σ .                                     (9.22) 
 
В. Функція  xα  немонотонна 
Нехай  xY α , де функція  xα  є немонотонною функцією, зображе-
ною на рис. 9.3. 
 
 
y
y + y
x x x1 1 1   +  x x xk k k      + 0 x  
Рисунок 9.3 
 
У цьому разі обернена функція до    yXx α  буде неоднознач-
ною, а саме Y = у буде відповідати в загальному випадку множина оберне-
них функцій )(ψ...,),(ψ),(ψ
21
yyy
k
. 
І, очевидно, що випадковій події yyYy   відповідатимуть k не-
сумісних випадкових подій: 
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)(...,,)(),(
222111 kkk
xxXxxxXxxxXx  . 
Отже, у цьому разі 
   


k
i
iii xxХxPyyYyP
1
 або, використовуючи власти-
вості функції розподілу ймовірностей, можна записати: 
 


k
i
iii xFxxFyFyyF
1
)()()()( . 
Тоді  
  
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
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 
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i
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xFxxF
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yFyyF
yFyf
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)()()()(
)( limlim  
=   .)()())((
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yyfxxf i
k
i
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i
i  
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                     (9.23) 
Методика знаходження f(у) така сама, як і для монотонної функції. 
Щоб обчислити числові характеристики, можна використати формули 
(9.20), (9.21), (9.22). 
 
9.3. Граничні теореми теорії ймовірностей 
9.3.1. Закон великих чисел 
Математичні закони теорії ймовірностей одержані внаслідок формалі-
зації реальних статистичних закономірностей, що притаманні масовим ви-
падковим подіям. Під час спостереження масових однорідних випадкових 
подій у них виявляються певні закономірності типу стабільності. Так, у разі 
великого числа проведених експериментів відносна частота події W(A) ви-
являє стабільність і за ймовірністю наближається до ймовірності P(A);     
середнє арифметичне для випадкової величини наближається за ймовірні-
стю до її математичного очікування. 
Усі ці явища об’єднують під спільною назвою закону великих чисел, 
який можна загалом сформулювати так: у разі великого числа експериментів, 
що здійснюються для вивчення певної випадкової події або випадкової вели-
чини, середній їх результат практично перестає бути випадковим і може пе-
редбачатися з достатньою надійністю. 
Закон великих чисел об’єднує кілька теорем, у кожній з яких за пев-
них умов виявляється факт наближення середніх характеристик під час 
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проведення великої кількості експериментів до певних невипадкових, ста-
лих величин.  
Для доведення цих теорем використовується нерівність Чебишова. 
 
9.3.2. Нерівність Чебишова 
Якщо випадкова величина Х має обмежені М(Х); D(Х), то ймовірність 
відхилення цієї величини від свого математичного очікування, взятого за абсолют-
ною величиною  ( > 0), не перевищуватиме величини 
2ε
)(
1
XD
 . 
Це можна записати так:  
 
2ε
)(
1ε)(
XD
XMXP  .                    (9.24) 
 
9.3.3. Теорема Чебишова 
Нехай задано n незалежних випадкових величин X1, X2, …, Xn, які ма-
ють обмежені M(Хі) (і = 1,…, n) і дисперсії яких D(Хі) не перевищують де-
якої сталої С (С > 0), тобто D(Хі)  C. Тоді для будь-якого малого додатного 
числа  імовірність відхилення середнього арифметичного цих величин 
n
x
n
XXX
X
n
i
n



 121
...
 
від середнього арифметичного їх математичних очікувань  
n
XM
n
XMXMXM
XM
n
i
n



 121
)(
)(...)()(
)( , 
взятого за абсолютним значенням, на величину , прямуватиме до 
одиниці зі збільшенням числа n: 
1ε
)(...)()(...
lim 2121 





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1ε
)(
lim 11 






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.   (9.25) 
  54 
9.3.4. Теорема Бернуллі 
Якщо ймовірність появи випадкової події А в кожному з n незалежних 
експериментів є величиною сталою і дорівнює р, то при необмеженому збі-
льшенні числа експериментів n   імовірність відхилення відносної час-
тоти появи випадкової події W(A) від імовірності р, взятої за абсолютною 
величиною, на  ( > 0) прямуватиме до одиниці зі зростанням n, що можна 
записати так: 
.1)ε)((lim 

pAWP
n
                     (9.26) 
 
9.3.5. Центральна гранична теорема теорії ймовірностей         
(теорема Ляпунова) 
Характеристичні функції та їх властивості 
Для доведення центральної граничної теореми використовуються ха-
рактеристичні функції. 
Розглядається випадкова величина tXieY  , де Х − дійсна випадкова 
величина, закон розподілу якої відомий, t − параметр, а 1i  − уявна одини-
ця.  
Така випадкова величина називається комплексною. 
Характеристичною функцією називають математичне очікування від 
e
itХ
: 
 tXiX eMYMt  )()(α . (9.27) 
Якщо Х є дискретною, то  




1
)(α
i
i
xti
X pet
i . (9.28) 
Якщо Х є неперервною, то 



 dxxfet txiX )()(α . (9.29) 
 
Основні властивості x(t): 
1. x(0) = 1, оскільки в цьому разі (t = 0), то 


 .1)( dxxf  
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2. Якщо взяти похідну від x(t) по t, то 


 dxxfexit txiX )()(α . Прирів-
нявши параметр t = 0, одержимо  
 


)()()0(α XMidxxfexi txiX  
)0(α)0(α
1
)( XX i
i
XM  , (9.30) 
оскільки і2 = –1. 
3. Якщо взяти другу похідну від x(t) за параметром t і при цьому 
t = 0, то одержимо: 
).0(α)()()()()0(α 222
0
2
X
x
txi
X XMXMdxxfxdxxfex  




Отже, 
 2)0(α)0(α)( XXXD  . (9.31) 
4. Якщо випадкові величини Y і Х пов’язані співвідношенням 
Y = ах + b, де а і b є сталими, то їх характеристичні функції пов’язані між 
собою так: 
      )(α)(α )( ateeMeeMeMt XbtixatibtibaxtitYiY   . 
Отже,  
)(α)(α atet X
bti
Y  . (9.32) 
5. Якщо випадкові величини Х1, Х2, … Хn  є незалежними і відомі їх 
характеристичні функції )(α t
iX
, то для випадкової величини 


n
i
iXX
1
 ха-
рактеристична функція:  
    
 
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
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i
X
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i
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i
i
1 1
)(α)()(α 1 . (9.33) 
6. Якщо випадкові величини Х1, Х2, … Хn  є незалежними, кожна із них 
має той самий закон розподілу, то характеристична функція для 


n
i
iXY
1
 
)(α)(α tt nXY  .    (9.34) 
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Отже, для нормованого нормального закону розподілу випадкової ве-
личини Х характеристична функція: 
2
2
)(α
t
X et

 .    (9.35) 
 
Центральна гранична теорема 
Нехай задано n незалежних випадкових величин Х1, Х2, … Хn, кожна із 
яких має той самий закон розподілу ймовірностей із M(Хi) = 0, (Х) =  і 
при цьому існує за абсолютною величиною початковий момент третього по-
рядку 3ν , тоді зі зростанням числа n закон розподілу 


n
i
iXY
1
 наближати-
меться до нормального. 
 
9.3.6. Теорема Муавра − Лапласа 
У загальному випадку випадкові величини Х1, Х2, … Хn, що розгляда-
ються в центральній граничній теоремі, можуть мати довільні закони роз-
поділу. 
Якщо Хі є дискретними і мають лише два значення: P(Хі = 0) = q, 
P(Xі = 1) = p, то приходимо до теореми Муавра − Лапласа, яка є найпрості-
шим випадком центральної граничної теореми. 
Якщо здійснюється n незалежних експериментів, у кожному з яких 
імовірність появи випадкової події А є величиною сталою і дорівнює p, то 
для інтервалу [; ) справедлива рівність: 
.
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Контрольні запитання 
1. Розкрийте сутність поняття функції випадкових величин. 
2. Як знайти закон розподілу функції Y = φ(X), якщо X – дискретна 
або неперервна випадкова величина? 
3. За якими формулами обчислюють числові характеристики функції 
дискретного та неперервного випадкового аргументу? 
4. Як визначають початкові та центральні моменти розподілу? 
5. Що називають функцією одного випадкового аргументу? 
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6. За якими формулами обчислюють числові характеристики функції 
одного дискретного випадкового аргументу? 
7. Як знайти щільність імовірностей функції одного неперервного 
випадкового аргументу, якщо  xα  є монотонно зростаючою функцією? 
8. Наведіть загальну методику знаходження щільності ймовірностей 
функції одного неперервного випадкового аргументу. 
9. Які особливості знаходження диференціальної функції у випадку 
немонотонної функції? 
10. У чому полягає закон великих чисел? Які теореми він об’єднує?  
11. З якою метою застосовується нерівність Чебишова? 
12. Сформулюйте теорему Чебишова. 
13. У чому полягає теорема Бернуллі? 
14. Яка випадкова величина називається комплексною? Наведіть її 
властивості. 
15. Сформулюйте центральну граничну теорему. 
16. У чому полягає теорема Муавра – Лапласа? 
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ТЕМА 10. ЕЛЕМЕНТИ МАТЕМАТИЧНОЇ СТАТИСТИКИ 
 
10.1. Предмет і задачі математичної статистики 
Предмет математичної статистики полягає в розробленні мето-
дів збору та обробки статистичних даних для одержання наукових та прак-
тичних висновків. 
Математична статистика розробляє методи отримання, матема-
тичного опису і обробки експериментальних даних, які дають змогу за ре-
зультатами випробувань робити імовірнісні висновки про закономірності 
випадкових масових явищ. Задачі математичної статистики в певній мірі є 
зворотними до задач теорії ймовірностей.  
Основні задачі математичної статистики такі: 
1) вказати способи збору та групування (якщо даних дуже багато) ста-
тистичних відомостей; 
2) визначити закон розподілу випадкової величини або системи      
випадкових величин за статистичними даними; 
3) визначити невідомі параметри розподілу; 
4) перевірити правдоподібність припущень про закон розподілу      
випадкової величини, про форму зв’язку між випадковими величинами або 
про значення параметра, який оцінюють. 
Отже, основна задача математичної статистики – це розробка 
методів аналізу статистичних даних залежно від мети дослідження. 
 
10.2. Основи вибіркового методу, правила побудови вибірки 
Статистичною сукупністю називають множини однорідних 
об’єктів. 
Будь-яке явище характеризується певними ознаками. Ознака – це за-
гальна властивість, характерна риса або деяка особливість, яку можна виді-
лити, спостерігати й вимірювати. Досліджувані статистичні ознаки можуть 
бути кількісними або якісними. Наприклад, якщо досліджують партію дета-
лей, то якісною ознакою може бути стандартність або нестандартність кож-
ної деталі, а кількісною ознакою – розмір деталі. Кількісні ознаки бувають 
неперервними та дискретними. 
Перевірку сукупності деталей можна провести двома способами: 
1) провести перевірку (контроль) усіх деталей; 
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2) перевірити лише певну частину деталей. 
Якщо деталей дуже багато або перевірка спричинить руйнування де-
талі, тоді використовується другий спосіб перевірки. 
Вибірковою сукупністю (вибіркою) називають сукупність випадково 
взятих об’єктів. 
Генеральною називають сукупність об’єктів, з яких зроблено вибірку. 
Об’ємом сукупності (вибіркової або генеральної) називають кіль-
кість об’єктів цієї сукупності. 
Вибірки бувають повторні та безповторні. Повторною називають ви-
бірку, при якій відібраний об’єкт повертається до генеральної сукупності 
перед відбором іншого об’єкта. Вибірку називають безповторною, якщо 
взятий об’єкт до генеральної сукупності не повертається. Найчастіше вико-
ристовують безповторні вибірки. 
Альтернативою вибірки є перепис. Переписами називають обстежен-
ня, що мають своєю метою дослідження кожного елементу сукупності (ге-
неральної сукупності), що вивчається. 
Перевага вивчення вибірки порівняно з переписом: малі затрати кош-
тів, обладнання та часу. 
Вибірку можна ефективно використовувати для вивчення відповідної 
ознаки генеральної сукупності лише тоді, коли дані вибірки вірно відобра-
жають цю ознаку. Стисло ця умова формулюється таким чином: вибірка по-
винна бути репрезентативною, тобто представницькою. 
Згідно із законом великих чисел теорії ймовірностей можна ствер-
джувати, що вибірка буде репрезентативною лише тоді, коли її здійснюють 
випадково. 
У більшості випадків для математичної статистики найбільш слуш-
ним засобом здійснення випадкового відбору є простий випадковий. Це є 
такий відбір з генеральної сукупності, при якому кожний об’єкт, що витяга-
ється, має однакову імовірність потрапити до вибірки. 
Вибірка, що здійснена за допомогою простого випадкового відбору, 
називається простою випадковою. Альтернативою для простої випадкової 
вибірки у статистиці є розшарована випадкова вибірка. 
Для здійснення простої випадкової вибірки необхідна наявність осно-
ви вибірки, тобто такого подання генеральної сукупності, при якому її еле-
менти були хоча б перераховані. Як правило, дані для утворення випадкової 
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вибірки подаються у вигляді деякої, заздалегідь складеної таблиці і тому 
основою вибірки є нумерація елементів цієї таблиці. 
Основа вибірки повинна повністю відбивати ознаку генеральної      
сукупності, що вивчається. Порушення цієї вимоги може зробити вибірку 
нерепрезентативною. 
Найкращим способом здійснення простої вибірки є використання ви-
падкових вибіркових чисел. Ці числа складаються з цифр від 0 до 9, гене-
руються випадковим чином (як правило, за допомогою комп’ютера) і запи-
суються до спеціальної таблиці. 
 
Способи відбору у вибірку 
Усі способи відбору об’єктів із генеральної сукупності можна поділи-
ти на два види: 
1. Відбір, який не потребує розділення генеральної сукупності на час-
тини. До цього виду відбору відносять: 
 простий випадковий безповторний відбір; 
 простий випадковий повторний відбір. 
2. Відбір, при якому генеральна сукупність розділяється на частини 
(розшарований випадковий відбір). До цього виду відбору відносять: 
 типовий; 
 механічний; 
 серійний. 
Типовим називають відбір, при якому об’єкти відбирають не з усієї 
генеральної сукупності, а лише з її типових частин. Наприклад, якщо виро-
би виготовлені на різних станках, то відбір проводять лише з виробів кож-
ного станка окремо. Типовий відбір доцільно використовувати тоді, коли 
однакові вироби виготовляють на станках, серед яких є більш та менш дос-
коналі, або у випадку виготовлення однакових виробів різними підприєм-
ствами. 
Механічним називають відбір, при якому генеральна сукупність ме-
ханічно поділяється на стільки частин, скільки має бути об’єктів у вибірці. З 
кожної частини випадковим чином відбирають один об’єкт. Наприклад, як-
що потрібно перевірити 25 % усіх виготовлених станком-автоматом виро-
бів, то відбирають кожен четвертий виріб. Щоб механічний відбір був ре-
презентативним, треба враховувати специфіку технологічного процесу. 
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Серійним називають відбір, при якому об’єкти із генеральної сукуп-
ності відбирають не по одному, а серіями, які і досліджують. Серійний від-
бір використовують тоді, коли ознака, яку досліджують, мало змінюється в 
різних серіях. 
В економічних дослідженнях іноді використовують комбінований від-
бір. Наприклад, спочатку поділяють генеральну сукупність на серії однако-
вого об’єму, випадковим чином відбирають декілька серій і, нарешті, з   
кожної серії випадковим чином беруть окремі об’єкти. 
 
10.3. Елементи математичної статистики 
Генеральною сукупністю називають всю сукупність однорідних 
об’єктів, яку вивчають відносно деякої кількісної або якісної ознаки, що ха-
рактеризує ці об’єкти. 
Вибірковою сукупністю або вибіркою називають сукупність випад-
ково відібраних об’єктів з генеральної сукупності. 
Повторною називають вибірку, при якій відібраний об’єкт (перед ви-
бором наступного) повертається в генеральну сукупність. Безповторною 
називають вибірку, при якій відібраний об’єкт в генеральну сукупність не 
повертається. 
Репрезентативною називають вибірку, яка вірно представляє про-
порції генеральної сукупності. Значення ознаки xk у окремих членів сукуп-
ності називають варіантами, а числа, які показують, скільки разів повторю-
ється кожна варіантна – частотами nk.  
Статистичний ряд розподілу складається з упорядкованих значень 
будь-якого показника, що характеризує дану ознаку в досліджуваній сукуп-
ності. Ряди розподілу, утворені за якісною ознакою, називаються атрибу-
тивними, за кількісною − варіаційними. 
Варіаційний ряд – сукупність елементів вибірки, записаних у порядку 
зростання, які позначають x1, x2, …, xn, і відповідних їм частот. Частоти ni 
або відносні ni / n частоти варіант називають їх вагами. 
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Контрольні запитання 
1. Що є предметом математичної статистики? 
2. У чому полягають основні задачі математичної статистики? 
3. Що називають статистичною, генеральною та вибірковою сукуп-
ністю, об’ємом цих сукупностей? 
4. Які вибірки називають повторними та безповторними? 
5. Що є альтернативою вибірки? 
6. Що називають простою випадковою вибіркою? Як здійснюється 
проста випадкова вибірка за допомогою випадкових чисел? 
7. У чому полягає необхідна умова застосування вибірки замість    
генеральної сукупності? 
8. Які існують способи відбору у вибірку? 
9. Розкрийте сутність поняття статистичного ряду розподілу. Наве-
діть його класифікацію. 
10. Дайте визначення поняттю «варіаційний ряд» і його характери-
стикам: варіантам і частотам.  
11. Як ще називають частоти або відносні частоти варіант? 
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ТЕМА 11. ЕМПІРИЧНА ФУНКЦІЯ РОЗПОДІЛУ, ЇЇ ГРАФІЧНЕ 
ЗОБРАЖЕННЯ. ПОЛІГОН ТА ГІСТОГРАМА ЧАСТОТ. 
СТАТИСТИЧНІ ОЦІНКИ ПАРАМЕТРІВ РОЗПОДІЛУ. 
ВЛАСТИВОСТІ ОЦІНОК. ВИБІРКОВА СЕРЕДНЯ ТА ЇЇ 
ВЛАСТИВОСТІ 
 
11.1. Емпірична функція розподілу, її графічне зображення 
Нехай є статистичний розподіл частот деякої ознаки X. Позначимо 
через п загальну кількість спостережень, тобто об’єм вибірки; пх – кількість 
спостережень, при яких спостерігались ознаки X менше х. 
Тоді відносна частота (або частість) події X < х дорівнює nx / n. Якщо 
х змінюється, то може змінюватись відносна частота, тобто nx / n є функція 
від х. Ця функція знаходиться емпіричним (дослідним) шляхом, тому її на-
зивають емпіричною. 
Означення 1. Емпіричною функцією розподілу (або функцією розпо-
ділу вибірки) називають функцію F*(x), яка визначає для кожного значення 
х частість події X < х. 
Математично це означення має вигляд 
  ,*
n
n
xF x      (11.1) 
де пх – кількість варіант, які менше від х; п – об’єм вибірки. 
Таким чином, щоб знайти, наприклад, F*(х3), треба кількість варіант, 
що менше х3, поділити на об’єм вибірки, тобто 
  .* 21
3
n
nn
xF

      (11.2) 
Зауваження. Інтегральну функцію розподілу F(x) генеральної сукуп-
ності у математичній статистиці називають теоретичною функцією розпо-
ділу. Вона відрізняється від емпіричної функції розподілу F*(x) тим, що ви-
значає імовірність події X < х, а не частість цієї події. 
З теореми Бернуллі випливає, що частість  
n
n
xF x*  події X < х 
прямує до ймовірності F(x) = P(X < x) цієї події. Тому F(x) і F*(x) мало від-
різняються одна від одної.  
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Доцільно використовувати F*(x) для наближеного подання функції 
розподілу F(x) генеральної сукупності. 
Емпірична функція розподілу F*(x) має такі властивості: 
1)   .1*0  xF  
2) F*(x) – зростаюча функція. 
3)  






,,1
;,0
*
1
mxx
xx
xF  
де х1 – найменша варіанта, хт – найбільша варіанта. 
Графік емпіричної функції – східчаста лінія, яка має розриви (скачки) 
в точках x1, x2 і т. д. (рис. 11.1). 
 
 
Рисунок 11.1 
 
При цьому виконуються такі рівності: 
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11.2. Полігон та гістограма частот 
Для графічного зображення статистичних розподілів вибірки будують 
полігон і гістограму. 
Якщо на площині нанести точки (x1, n1), (x2, n2), … (xs, ns) і з’єднати 
сусідні точки відрізками прямих ліній, то отримана ламана лінія називаєть-
ся полігоном частот або частотним багатокутником (рис. 11.2).  
 
 
Рисунок 11.2 
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з’єднати сусідні точки відрізками прямих ліній, отримаємо полігон віднос-
них частот. Для побудови полігонів частот (відносних частот) на осі абс-
цис відкладають варіанти, а на осі ординат – відповідні їм частоти чи відно-
сні частоти. 
Інтервальний статистичний ряд розподілу, зображений графічно, на-
зивається гістограмою частот, яка будується таким чином. Для кожного 
частотного інтервалу довжиною h знаходять суму частот варіант ni, що по-
падають у і-тий інтервал. По осі абсцис відкладають інтервали [xi, xi + 1] і на 
кожному з них будується прямокутник площею ni, тобто висотою 
h
n
l i  
(рис. 11.3). Площа гістограми частот дорівнює сумі всіх частот, тобто 
об’єму вибірки n. 
  66 
Для побудови гістограми відносних частот на осі абсцис відкладають 
часткові інтервали [xi, xi + 1] і на кожному з них будується прямокутник ви-
сотою .
h
W
hn
n
l ii
i


  Площа гістограми відносних частот дорівнює сумі всіх 
відносних частот, тобто одиниці. 
 
 
Рисунок 11.3 
 
11.3. Статистичні оцінки параметрів розподілу.  
Властивості оцінок 
На основі статистичного матеріалу можна визначити числові характе-
ристики випадкової величини – математичне очікування, дисперсію, серед-
нє квадратичне відхилення. Чим більше вибірка, тим точніше обчислюють-
ся числові характеристики. Проблема полягає в тому, що часто доводиться 
задовольнятися вибіркою малого об’єму. Обчислені при цьому числові ха-
рактеристики випадкової величини значно відрізняються від дійсних число-
вих характеристик. Наближене значення числової характеристики назива-
ють її оцінкою. 
Статистичною оцінкою невідомого параметра випадкової вели-
чини X генеральної сукупності (теоретичного розподілу X) називають 
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функцію від випадкових величин (результатів вибірки), що спостерігають-
ся. 
Оцінки, які визначаються одним числом, називаються точковими.  
Використовуються також інтервальні оцінки, які визначаються двома 
числами – кінцями інтервалів (у інтервалі розміщена оцінювана величина із 
заданою ймовірністю). 
Точкові оцінки повинні задовольняти таким вимогам: незміщеність, 
ефективність, спроможність.  
Незміщеною називають статистичну оцінку θ*, математичне очіку-
вання якої дорівнює оцінюваному параметру при будь-якому об’ємі вибір-
ки, тобто M(θ*) = θ*. Зміщеною називають оцінку, математичне очікування 
якої не дорівнює оцінюваному параметру. 
Ефективною називають статистичну оцінку, яка (при заданому об’ємі 
вибірки) має найменшу дисперсію, тобто D(θ*) = min. Дотримання цієї ви-
моги гарантує мінімізацію помилки при обчисленні параметра. 
При розгляді вибірок великого об’єму (n велике) статистичні оцінки 
повинні бути спроможними. 
Спроможною називають статистичну оцінку, яка при n  прямує 
за ймовірністю до оцінюваного параметра. Наприклад, якщо для незміщеної 
оцінки   0θ D  при n , то така оцінка є спроможною. 
 
11.4. Вибіркова середня та її властивості 
Вибірковою середньою або зваженою середньоарифметичною на-
зивають середню арифметичну варіант вибірки з урахуванням їх частостей і 
позначають 



m
i
ii xn
n
x
1
в
1
,     (11.5) 
де n – об’єм вибірки; m – число різних варіант; n1, …, nm – частоти варіант  
(n = n1 + …+ nm); xi – значення і-ї варіанти. 
Вибіркова середня є аналогом математичного очікування і використо-
вується дуже часто. Вона може приймати різні числові значення при різних 
вибірках однакового об’єму. 
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Основні властивості вибіркової середньої 
1. При множенні усіх варіант вибірки на однаковий множник вибірко-
ва середня також множиться на цей множник 
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    (11.6) 
2. Якщо додати (відняти) до всіх варіант вибірки однакове число, то 
вибіркова середня зростає (зменшується) на це число 
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Ці властивості можна поєднати в одну формулу, яку називають фор-
мулою моментів 
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і використовують у статистиці. 
Якщо ввести умовну варіанту 
k
cx
u ii

 , 
то формула моментів (11.8) приймає простий вигляд: 
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Означення 2. Степеневою середньою вибірки називають таку серед-
ню, яку знаходять за формулою 
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При α = 1 одержимо формулу (11.5), тобто вибіркову середню. 
При α = 2 одержимо середню квадратичну вибірки 
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При α = −1 одержимо середню гармонічну 
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Середню гармонічну застосовують у тому випадку, коли шуканий по-
казник є величина, обернена середньому значенню ознаки. 
При α = 0 вираз (11.9) буде невизначеним. Застосовуючи логарифму-
вання та правило Лопіталя розкриття невизначеності, одержимо середню 
геометричну 
....22
1
1г
n nm
m
nn xxxx   
Ця середня обчислюється лише при умові, що усі варіанти є додатні     
xi > 0, i = 1, 2, …, m. Середня геометрична застосовується у статистиці для 
визначення темпу зростання при дослідженні змін ознаки з часом. 
Крім указаних степеневих середніх, у статистиці застосовуються ще 
структурні середні, які не залежать від значень варіант, що розташовані на 
краях розподілу, а пов’язані з рядом частот. До структурних середніх відно-
сять моду та медіану. 
 
Контрольні запитання 
1. Як визначають та позначають емпіричну функцію розподілу? Які 
основні властивості цієї функції? 
2. Наведіть правила побудови полігона та гістограми частот. 
3. Як визначають статистичні оцінки числових характеристик та 
умови їх незміщеності, ефективності, спроможності? 
4. Які статистичні оцінки називають точковими та інтервальними?  
5. Наведіть властивості вибіркової середньої. 
6. Запишіть формули для визначення степеневої середньої вибірки, 
середньої квадратичної, середньої гармонічної та середньої геометричної 
вибірки. 
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ТЕМА 12. ТОЧКОВІ ОЦІНКИ ТА ЇХ ВЛАСТИВОСТІ. 
ПОНЯТТЯ ЩОДО ДОВІРЧОГО ІНТЕРВАЛУ, НАДІЙНОСТІ. 
ІНТЕРВАЛЬНІ ОЦІНКИ МАТЕМАТИЧНОГО ОЧІКУВАННЯ ТА 
ДИСПЕРСІЇ 
 
12.1. Точкові оцінки та їх властивості 
Означення 1. Точковими оцінками параметрів розподілу генеральної 
сукупності називають такі оцінки, які визначаються одним числом.         
Наприклад, вибіркова середня, вибіркова дисперсія та вибіркове середнє 
квадратичне відхилення – це точкові оцінки відповідних числових характе-
ристик генеральної сукупності. 
Точкові оцінки параметрів розподілу є випадковими величинами, їх 
можна вважати первинними результатами обробки вибірки тому, що неві-
домо, з якою точністю кожна з них оцінює відповідну числову характерис-
тику генеральної сукупності. 
Якщо об’єм вибірки досить великий, то точкові оцінки задовольняють 
практичні потреби точності. 
Якщо об’єм вибірки малий, то точкові оцінки можуть давати значні 
похибки, тому питання точності оцінок у цьому випадку дуже важливе і ви-
користовують інтервальні оцінки. 
Точковою оцінкою M*(X) математичного очікування M(X) випад-
кової величини X є середнє арифметичне зафіксованих значень випадкової 
величини:  
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де Xi − значення випадкової величини, зафіксоване в i-му досліді; n − число 
дослідів. При великому числі дослідів обчислення оцінки здійснюється не 
за первинним статистичним матеріалом, а за статистичним рядом:  
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де ix  − середнє значення розряду; ih  − відносна частота розряду; k − кіль-
кість розрядів.  
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Обчислена за формулами (12.1) і (12.2) оцінка математичного очіку-
вання є незміщеною і спроможною. Формула (12.2) не що інше, як скаляр-
ний добуток арифметичних векторів  kxxx ,...,1  і  khhh ,...,1 . 
Можна обчислювати оцінку дисперсії за статистичним рядом як дис-
персію дискретної випадкової величини. При цьому роль можливих значень 
xi випадкової величини X виконують ix  − середні значення розрядів, роль 
ймовірностей pi виконують hi − відносні частоти розрядів, замість матема-
тичного очікування mx треба підставити оцінку математичного очікування 
M*(X). Таким чином, оцінку дисперсії можна визначити за формулою 
    
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Проте, обчислена таким чином оцінка дисперсії є зміщеною у бік  
зменшення. Доведено, що зсув оцінки можна виправити, якщо помножити її 
на коефіцієнт k / (k − 1). Тоді виправлена, незміщена і спроможна оцінка  
дисперсії обчислюється за формулою 
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При обчисленні незміщеної і спроможної оцінки дисперсії за первин-
ною вибіркою використовується формула 
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де xi − значення випадкової величини, зафіксоване в i-му досліді; n − число 
дослідів; M*(X) − оцінка математичного очікування. 
Незміщена, «виправлена» оцінка середнього квадратичного відхи-
лення обчислюється як корінь квадратний з «виправленої» дисперсії 
.**σ D      (12.6) 
 
12.2. Поняття щодо довірчого інтервалу, надійності 
Означення 2. Інтервальною називають оцінку, яка визначається дво-
ма числами − кінцями інтервалу. 
Інтервальні оцінки дозволяють установити точність та надійність 
оцінок. Розглянемо ці поняття. 
Нехай знайдена за даними вибірки статистична оцінка θ* буде оцін-
кою невідомого параметра θ. 
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Зрозуміло, що θ* тим точніше визначає θ, чим менше абсолютна ве-
личина різниці θ – θ*. 
Іншими словами, якщо δ > 0 i |θ – θ*| < δ, тоді меншому δ відповідає 
більш точна оцінка. Тому число δ характеризує точність оцінки. 
Але статистичні методи не дозволяють категорично стверджувати, що 
оцінка θ* задовольняє нерівність |θ – θ*| < δ. 
Таке твердження можна зробити лише з імовірністю γ. 
Означення 3. Надійністю (довірчою імовірністю) оцінки параметра 
θ за θ* називають імовірність 
 δ*θθγ  P ,    (12.7) 
з якою виконується нерівність δ*θθ  . 
Найчастіше число γ задається наперед і, залежно від обставин, воно 
дорівнює 0,95 або 0,99, або 0,999. 
Формулу (12.7) можна записати у вигляді 
  γδ*θθδ*θ P .   (12.8) 
З цієї рівності випливає, що інтервал  δ*θ,δ*θ   містить невідомий 
параметр θ генеральної сукупності. 
Означення 4. Інтервал  δ*θ,δ*θ   називають довірчим, якщо він 
покриває невідомий параметр θ із заданою надійністю γ. 
Зауваження 1. Кінці довірчого інтервалу є випадковими величинами. 
 
12.3. Інтервальні оцінки математичного очікування та дисперсії 
Якщо невідомий закон розподілу випадкової величини X, то надійні 
межі визначаються наближеними методами і досить складно.  
Якщо випадкова величина X розподілена за нормальним законом роз-
поділу, то розроблені точні методи визначення інтервальних оцінок матема-
тичного очікування і дисперсії.  
 
12.3.1. Інтервальні оцінки математичного очікування 
1. Інтервальною оцінкою (з надійною ймовірністю γ) математично-
го очікування а нормально розподіленої випадкової величини за вибірко-
вою середньою M*(X) при відомому середньому квадратичному відхиленні 
σ генеральній сукупності є надійний інтервал: 
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де ε
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 − точність оцінки; n – об’єм вибірки; t – значення аргументу 
функції Лапласа Ф(t), при якому  
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2. Якщо невідоме точне значення середнього квадратичного відхи-
лення σ, а відома його виправлена оцінка σ*, обчислена за формулою (12.6), 
то надійний інтервал має вигляд: 
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де tγ знаходять за табл. 12.1 для заданих n і γ. 
 
Таблиця 12.1 
n 
γ 
n 
γ 
0,95 0,99 0,999 0,95 0,99 0,999 
5 2,78 4,60 8,61 20 2,093 2,861 3,883 
6 2,57 4,03 6,86 25 2,064 2,797 3,745 
7 2,45 3,71 5,96 30 2,045 2,756 3,659 
8 2,37 3,50 5,41 35 2,032 2,720 3,600 
9 2,31 3,36 5,04 40 2,023 2,708 3,558 
10 2,26 3,25 4,78 45 2,016 2,692 3,527 
11 2,23 3,17 4,59 50 2,009 2,679 3,502 
12 2,20 3,11 4,44 60 2,001 2,662 3,464 
13 2,18 3,06 4,32 70 1,996 2,649 3,439 
14 2,16 3,01 4,22 80 1,001 2,640 3,418 
15 2,15 2,98 4,14 90 1,987 2,633 3,403 
16 2,13 2,95 4,07 100 1,984 2,627 3,392 
17 2,12 2,92 4,02 120 1,980 2,617 3,374 
18 2,11 2,90 3,97 ∞ 1,960 2,576 3,291 
19 2,10 2,88 3,92 
 
За допомогою формули (12.10) можна оцінити дійсне значення деякої 
вимірюваної величини, якщо проведено n рівноточних незалежних вимірю-
вань. 
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12.3.2. Інтервальні оцінки середнього квадратичного відхилення 
Інтервальною оцінкою (з надійною ймовірністю γ) середнього квадра-
тичного відхилення нормально розподіленої випадкової величини X за «ви-
правленим» вибірковим середнім квадратичним відхиленням σ* є надійний 
інтервал: 
   qq  1*σσ1*σ  (при q < 1); 
 q 1*σσ0  (при q > 1),           (12.11) 
де q знаходять за табл. 12.2 для заданих n і γ. 
 
Таблиця 12.2 
n 
γ 
n 
γ 
0,95 0,99 0,999 0,95 0,99 0,999 
5 1,37 2,67 5,64 20 0,37 0,58 0,88 
6 1,09 2,01 3,88 25 0,32 0,49 0,73 
7 0,92 1,62 2,98 30 0,28 0,43 0,63 
8 0,80 1,38 2,42 35 0,26 0,38 0.56 
9 0,71 1,20 2,06 40 0,24 0,35 0,50 
10 0,65 1,08 1,80 45 0,22 0,32 0,46 
11 0,59 0,98 1,60 50 0,21 0,30 0,43 
12 0,55 0,90 1,45 60 0,188 0,269 0,38 
13 0,52 0,83 1,33 70 0,174 0,245 0,34 
14 0,48 0,78 1,23 80 0,161 0,226 0,31 
15 0,46 0,73 1,15 90 0.151 0,211 0,29 
16 0,44 0,70 1,07 100 0,143 0,198 0,27 
17 0,42 0,66 1,01 150 0,115 0,160 0,211 
18 0,40 0,63 0,96 200 0,099 0,136 0,185 
19 0,39 0,60 0,92 250 0,089 0,120 0,162 
 
Формула (12.11) застосовується для оцінки точності вимірювання  
(точність приладу), оскільки точність вимірювань прийнято характеризува-
ти за допомогою середнього квадратичного відхилення випадкових поми-
лок вимірювань. 
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Контрольні запитання 
1. Коли застосовуються точкові оцінки та які вони мають властиво-
сті? 
2. У яких випадках використовують виправлену вибіркову диспер-
сію і як вона пов’язана з вибірковою дисперсією? 
3. Що називають вибірковим середньоквадратичним відхиленням 
(стандартом)? 
4. Розкрийте сутність понять: «довірчий інтервал», «надійність».  
5. Які оцінки називаються інтервальними та що вони дозволяють 
установити? 
6. Який порядок дій знаходження довірчого інтервалу для оцінки ма-
тематичного очікування нормально розподіленої випадкової величини при 
відомому та невідомому середньому квадратичному відхиленні? 
7. Як знайти довірчий інтервал для оцінки середнього квадратичного 
відхилення нормально розподіленої випадкової величини за «виправленим» 
вибірковим середнім квадратичним відхиленням? 
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ТЕМА 13. ПЕРЕВІРКА СТАТИСТИЧНИХ ГІПОТЕЗ. КРИТЕРІЇ 
ЗГОДИ ПІРСОНА, РОМАНОВСЬКОГО ТА КОЛМОГОРОВА ДЛЯ 
НОРМАЛЬНОГО РОЗПОДІЛУ 
 
13.1. Статистичні гіпотези. Помилки першого та другого роду 
Дані вибіркових спостережень часто є підставою для прийняття одно-
го з кількох альтернативних розв’язань (продукція може бути якісною або 
бракованою, точність обробки виробу в межах норми або нижча від норми 
тощо). Тобто йдеться про висунення деякої гіпотези, яку після проведення 
експерименту або приймають, або відхиляють. Якщо експеримент має ста-
тистичний (стохастичний) характер, то говорять, що гіпотеза є статистич-
ною. 
Статистичною називають гіпотезу про властивості генеральної су-
купності, що перевіряється на основі вибірки. Статистичними гіпотезами 
можуть бути такі твердження про закон розподілу, про значення параметрів 
розподілу, про рівність параметрів двох або декількох розподілів, про неза-
лежність вибірок та ін. 
Наприклад, статистичними є такі гіпотези: 
а) генеральна сукупність розподілена за законом Пуассона; 
б) дисперсії двох нормальних сукупностей рівні між собою. 
У математичній статистиці виділяють два основні типи статистич-
них гіпотез: 
1) непараметричні – гіпотези про закон розподілу ймовірностей ви-
падкової величини (ознаки генеральної сукупності); 
2) параметричні – гіпотези про значення параметрів розподілу випад-
кової величини (ознаки генеральної сукупності). 
Поряд із висунутою гіпотезою розглядають і гіпотезу, що їй супере-
чить. Якщо висунута гіпотеза буде відхилена, то має місце гіпотеза, що їй су-
перечить. Тому ці гіпотези слід розрізняти. 
Основною (нульовою) називають висунуту гіпотезу, її позначають H0. 
Альтернативною (конкуруючою) називають гіпотезу, яка повністю 
або частково логічно заперечує нульову гіпотезу, її позначають H1. 
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Наприклад, якщо основною гіпотезою H0 є гіпотеза про значення од-
ного з параметрів нормально розподіленої випадкової величини – H0: a = 25, 
тоді альтернативною є гіпотеза H1: a ≠ 25. 
Простою параметричною гіпотезою називають гіпотезу, яка ствер-
джує, що всі невідомі параметри мають деякі числові значення. 
Складеною параметричною гіпотезою називають гіпотезу, яка 
складається із скінченного або нескінченного числа простих параметричних 
гіпотез. 
Наприклад, якщо λ – параметр експоненціального розподілу, то гіпо-
теза H0: λ = 3 є простою, тоді альтернативна гіпотеза H1: λ > 3 є складеною. 
Завдання про статистичну перевірку статистичних гіпотез фор-
мулюється так: розглянути деяку статистичну гіпотезу і на підставі вивчен-
ня статистичних даних (вибірки) підтвердити справедливість висунутої гі-
потези чи спростувати її. При цьому вказується також імовірність того, що 
прийняте розв’язання є правильним або помилковим. Проблема зменшення 
ймовірності того, що прийняте розв’язання є помилковим, є також одним із 
завдань математичної статистики. 
У результаті статистичної перевірки гіпотез може бути прийняте одне 
з двох правильних розв’язань: 
1) гіпотеза приймається, і вона істинна; 
2) гіпотеза відхиляється, і вона неістинна. 
Поряд із цим у результаті статистичної перевірки статистичної гіпоте-
зи можуть бути допущені помилки, тобто прийняті неправильні розв’язання 
двох видів: 
1) помилково відхилена істинна гіпотеза; 
2) помилково прийнята неістинна гіпотеза. 
Помилкою першого роду називають неправильне розв’язання, в резуль-
таті якого відхиляється правильна гіпотеза. 
Помилкою другого роду називають неправильне розв’язання, в резуль-
таті якого приймається неправильна гіпотеза. 
Виявляється, що помилка першого роду має більш вагомі наслідки, 
ніж помилка другого роду. Щоб застрахувати себе від помилки першого 
роду або принаймні звести до мінімуму ризик її допущення,  вводиться 
число α, яке виражає імовірність відхилення правильної гіпотези. 
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Рівнем значущості називають імовірність допущення помилки пер-
шого роду, його позначають α. Рівень значущості α задають наперед і най-
частіше його вибирають рівним 0,1; 0,05; 0,01. Якщо α = 0,05, то це означає, 
що ймовірність допустити помилку першого роду є малою: ми ризикуємо 
припустити її у п’яти випадках із ста. 
Гіпотетичною називають інформацію про випадкову величину, яка  
міститься в гіпотезі. 
Емпіричною називають інформацію про випадкову величину, яку 
отримують на підставі вибірки. 
 
13.2. Статистичний критерій перевірки нульової гіпотези 
Для перевірки нульової гіпотези використовують спеціально підібра-
ну випадкову величину, точний або наближений розподіл якої відомий. Цю 
величину позначають через U або Z, якщо вона розподілена нормально, або 
ν2 – за законом Фішера − Снедекора, T – за законом Стьюдента, χ2 – за зако-
ном «хі-квадрат» і т.д. Із метою узагальнення позначимо цю величину K. 
Статистичним критерієм (або просто критерієм) називають    
випадкову величину K, яка служить для перевірки нульової гіпотези H0. 
Емпіричним значенням критерію гіпотези називають значення ви-
падкової величини K, обчислене на підставі даних певної вибірки. Позна-
чають емпіричне значення Kемп. Виявляється, що за одних значень Kемп гіпо-
теза H0 приймається, а за інших – відхиляється. 
Критичною областю називається сукупність значень критерію K, за 
яких нульова гіпотеза H0 відхиляється. 
Областю прийняття гіпотези H0 називається сукупність значень кри-
терію K, за яких нульову гіпотезу H0 приймають. 
Таким чином, сформулюємо основний принцип перевірки статис-
тичних гіпотез: 
 якщо емпіричне значення критерію Kемп належить критичній обла-
сті, то нульову гіпотезу H0 відхиляють; 
 якщо емпіричне значення критерію Kемп належить області прийняття 
гіпотези H0, то нульову гіпотезу H0 приймають. 
У випадку одновимірності випадкової величини K критична область, 
як правило, є множиною точок певних інтервалів на прямій, які відокремле-
ні від області прийняття гіпотези так званими критичними точками kкр. 
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Критичними точками (межами) kкр називають точки, що відокрем-
люють критичну область від області прийняття гіпотези. Тобто для знахо-
дження критичної області достатньо визначити критичні точки. 
Розглядають три види критичних областей залежно від конкуруючої 
гіпотези: 
 правостороння критична область – це та область на числовій 
прямій, що визначається нерівністю K > kкр; 
 лівостороння критична область – це та область на числовій пря-
мій, що визначається нерівністю K < kкр; 
 двостороння критична область – це та область на числовій прямій, 
що визначається нерівністю 
кр
kK   (у припущенні, що kкр > 0). 
Для знаходження критичної області задаються рівнем значущості α і 
шукають критичні точки kкр із таких співвідношень: 
 для правосторонньої критичної області 
   ;0α;
кркр
 kkKP  
 для лівосторонньої критичної області 
   ;0α;
кркр
 kkKP  
 для двосторонньої симетричної критичної області 
   .0α/2;
кркр
 kkKP  
Цілком зрозуміло, що для певної гіпотези можна побудувати багато 
різних критеріїв її перевірки, за кожним із них можемо одержувати різні ре-
зультати щодо прийняття нульової гіпотези H0 на підставі тієї самої вибір-
ки. 
Ми будували критичну область, виходячи з вимоги, щоб імовірність 
попадання в неї критерію дорівнювала α за умови, що саме нульова гіпотеза 
справедлива. Трапляється, що доцільно ввести в розглядання ймовірність 
попадання критерію в критичну область за іншої умови, а саме – за умови, 
що нульова гіпотеза неправильна, а адже істинна – конкуруюча. Для визна-
чення цього критерію вводиться характеристика, яка має назву потужності 
критерію. 
Потужністю критерію називають імовірність потрапляння крите-
рію у критичну область за умови, що конкуруюча гіпотеза H1 є істинною. 
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Іншими словами, потужність критерію визначається як імовірність не 
допустити помилку другого роду при обраному критерії. 
 
13.3. Перевірка гіпотези про закон розподілу 
Критерієм згоди називають статистичний критерій перевірки гіпотези 
про закон розподілу ймовірностей випадкової величини (ознаки генеральної 
сукупності). 
Є декілька критеріїв згоди: Пірсона, Романовського, Колмогорова та 
інші. 
 
13.3.1. Критерій згоди χ
2
 Пірсона 
Розглянемо критерій згоди Пірсона (критерій χ2), який ґрунтується на 
порівнянні емпіричних і теоретичних частот. 
Припустимо, що висунуто гіпотезу H0 випадкова величина X розподі-
лена за законом A. Здійснивши вибірку обсягу n, знаходять і записують у 
вигляді табл. 13.1 інтервальний статистичний розподіл частот: 
 
Таблиця 13.1 
[αi − 1; αi) [α0; α1) [α1; α2) … [αm − 1; αm) 
ni n1 n2 … nm 
 



m
i
i nn
1
.  
Оскільки перевіряється гіпотеза про те, що розподіл ознаки X генера-
льної сукупності описується певною функцією розподілу F(x) або (що екві-
валентно) щільністю розподілу f(x), то для кожного інтервалу [αi − 1; αi)   
можна визначити теоретичні ймовірності pi попадання значень випадкової 
величини X у цей інтервал, а отже, і теоретичні частоти .' ii pnn   
Для обчислення ймовірностей pi використовують формули: 
  .,1;)()α()α(αα
α
α
11
1
midxxfFFXPp
i
i
iiiii  

   (13.1) 
Зазначимо, що для обчислення ймовірностей p1 і pm у формулах (13.1) 
покладають відповідно: α0 = −∞ і αm = +∞. Тоді 


m
i
ip
1
.1  
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Отримані результати обчислень зручно записати за зразком табл. 13.2. 
 
Таблиця 13.2 
[αi − 1; αi) [α0; α1) [α1; α2) … [αm − 1; αm) 
ni n1 n2 … nm 
pi p1 p2 … pm 
in  1n

 2n

 … kn

 
 
Згідно з критерієм Пірсона для перевірки гіпотези H0 вводиться      
випадкова величина (статистика) K: 
 
,
'
'
χ
1
2
2




m
i i
ii
n
nn
K              (13.2) 
де m – кількість груп у статистичному розподілі вибірки; ni – емпірична ча-
стота ознаки X в i-й групі; 
ii
pnn '  – теоретична частота; pi – ймовірність 
того, що значення X належить i-й групі. 
Відомо, що при n →∞ закон розподілу статистики K прямує до закону 
розподілу χ2 з k = m – r – 1 ступенями вільності, де m – кількість груп у ста-
тистичному розподілі вибірки; r – кількість параметрів гіпотетичного роз-
поділу A. Наприклад, r = 2 – для нормального розподілу, r = 1 – для розпо-
ділу Пуассона, r = 0 – для рівномірного розподілу. 
Для критерію χ2 будують правосторонню критичну область за прави-
лом:  
  α.χχ 2
кр
2 P     (13.3) 
За даним рівнем значущості α і кількістю ступенів вільності k із таб-
лиці критичних точок розподілу χ2 (в якій дано розв’язки рівняння (13.2), 
знаходять критичну точку kкр = χ
2
(α, k). На підставі даних вибірки, записа-
них у табл. 13.2, обчислюють емпіричне значення критерію Пірсона: 
 
.
'
'
1
2
емп 



m
i i
ii
n
nn
K              (13.4) 
Порівнюємо значення Kемп і kкр. Якщо Kемп ≥ kкр, то гіпотезу H0 відхи-
ляють. Якщо ж Kемп < kкр, то гіпотезу H0 приймають. 
Застосування критерію χ2 вимагає дотримання таких умов: 
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 експериментальні дані мають бути незалежними, тобто вибірка 
має бути випадковою; 
 обсяг вибірки має бути достатньо великим (практично не меншим 
ніж 50 одиниць), а частота кожної групи – не меншою за 5. 
Якщо остання умова не виконується, то проводиться попереднє 
об’єднання нечисленних груп. Критерій згоди Пірсона дає відповідь на пи-
тання, чи розбіжність між емпіричними і теоретичними частотами зумовле-
на випадковістю, чи вона є значущою. 
Як і будь-який інший критерій, критерій згоди Пірсона не доводить 
справедливості гіпотези H0, а лише дозволяє встановити на прийнятому рів-
ні значущості узгодженість чи неузгодженість гіпотези H0 із даними спо-
стережень. 
 
13.3.2. Критерій згоди Романовського щодо перевірки гіпотези про    
нормальний розподіл генеральної сукупності 
За критерієм згоди Романовського обчислюють відношення 
  ν2/νχ 2 R ,     (13.5) 
де ν = s − r −1 – число ступенів вільності; χ2 – значення отримане за табли-
цею критичних точок розподілу для даного рівня значущості α. Якщо R < 3, 
то розбіжність між емпіричним і теоретичним розподілами можна вважати 
несуттєвими, і емпіричний розподіл повністю характеризується нормаль-
ним розподілом; якщо ж це R > 3, то розбіжність суттєва. 
 
13.3.3. Критерій згоди Колмогорова 
Метод Колмогорова для перевірки гіпотези про вид емпіричного 
розподілу використовує критерій, що ґрунтується на мірі λ відхилення ем-
піричної функції розподілу  xF~  вибірки від гіпотетичної функції розподілу 
F(x) випадкової величини Х: 
   
n
D
n
xFxF
X 


~
max
λ .   (13.6) 
Величина D є випадковою величиною, яка у припущенні, що гіпотеза 
вірна при n→∞, має граничний розподіл: 
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KnDPDP            (13.7) 
за умови, що теоретична функція розподілу F(x) неперервна. 
Функція K(λ), названа функцією Колмогорова, не залежить від виду 
висунутого теоретичного розподілу. 
Задаючи рівень значущості α, зі співвідношення 
     


 
k
kk enDPP α11λλλ
22λ2
αα           (13.8) 
можна знайти критичні значення розподілу Колмогорова за табл. 13.3. 
 
Таблиця 13.3 
Рівень зна-
чущості α  
0,20 0,10 0,05 0,02 0,01 0,001 
Критичні 
значення λα 
1,073 1,224 1,358 1,520 1,627 1,950 
 
Алгоритм застосування критерію згоди Колмогорова: 
1. Знаходять значення  xF~  емпіричної функції розподілу для правих 
кінців усіх інтервалів дослідного розподілу неперервної випадкової величи-
ни. Якщо перший інтервал замкнений, вводять додатковий інтервал, вклю-
чивши в нього значення Х, що менші лівої границі першого інтервалу. 
2. Для тих самих значень аргументу, що вказані й у п. 1, обчислюють 
значення функції F(x) висунутого закону розподілу випадкової величини. 
3. Вибирають найбільшу абсолютну величину різниці між відповід-
ними значеннями емпіричної і теоретичної функцій розподілу: 
   .~max* xFxFD   
4. Обчислюють величину .*λспост nD  
5. Знаходять критичні значення функції λα (λ ≥ λα) при заданому рівні 
значущості. Якщо λα ≥ λспост, то нульова гіпотеза відхиляється. Якщо            
λα < λспост, то гіпотеза H0 про даний вид закону приймається. 
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Контрольні запитання 
1. Які гіпотези називають статистичною, основною та альтернатив-
ною, простою та складеною? 
2. Що таке помилки першого та другого роду перевірки статистичної 
гіпотези? Який смисл рівня значущості α? 
3. Що називають статистичним критерієм, критичною областю та 
критичною точкою перевірки гіпотези? Який смисл потужності критерію 
перевірки гіпотези? 
4. Дайте визначення поняттю «критерій згоди». 
5. Як знаходять теоретичні частоти нормального розподілу для пере-
вірки гіпотези за критерієм згоди Пірсона? 
6. У чому полягають умови застосування критерію згоди Пірсона? 
7. Як знаходять відношення за критерієм згоди Романовського? 
8. Наведіть алгоритм застосування критерію згоди Колмогорова. 
9. Як знаходять емпіричні функції розподілу для перевірки гіпотези 
за критерієм згоди Колмогорова? 
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ТЕМА 14. МЕТОД НАЙМЕНШИХ КВАДРАТІВ 
 
14.1. Основні поняття 
Припустимо, що відома функціональна залежність між випадковими 
величинами Y та X вигляду 
Y = f(X, a1, a2, …, am) 
з невідомими параметрами a1, a2, …, am. Наприклад, можна розглядати за-
лежність між собівартістю продукції (ознака Y) та об’ємом продукції (озна-
ка X) деякої кількості однотипних підприємств. Звичайно при зростанні 
об’єму продукції X собівартість Y повинна спадати. Але ця залежність не є 
однозначною. Внаслідок різних причин при випуску однакового об’єму 
продукції собівартість її на різних підприємствах буде неоднаковою. 
Нехай внаслідок п незалежних випробувань одержані варіанти ознак Y 
та X, які оформлені у статистичній таблиці за зразком табл. 14.1. 
 
Таблиця 14.1 
Номери випробувань 1 2 … k … n 
X x1 x2 … xk … xn 
Y y1 y2 … yk … yn 
 
Для знаходження оцінок параметрів функціональної залежності a1, a2, 
…, am за даними вибірки застосуємо метод найменших квадратів. Цей метод 
базується на тому, що найімовірніші значення параметрів a1, a2, …, am по-
винні давати мінімум функції 
   .,...,,,
1
2
21


n
k
mkk aaaxfyS    (14.1) 
Якщо функція  
mk
aaaxf ,...,,,
21
 має неперервні частинні похідні від-
носно невідомих параметрів a1, a2, …, am, то необхідною умовою існування 
мінімуму функції S буде система m рівнянь з m невідомими 
.,1,0 mk
a
S
k



 
Знаходження функціональної залежності між випадковими величина-
ми X та Y з використанням даних випробувань (або вибірки) називають    
вирівнюванням емпіричних даних уздовж кривої  mk aaaxf ,...,,, 21 . 
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Нижче розглянемо детальніше оцінки параметрів лінійної та парабо-
лічної функціональної залежностей, які використовуються найчастіше. 
 
14.2. Оцінка параметрів лінійної функції 
Нехай між випадковими величинами X та Y існує лінійна функціона-
льна залежність 
Y = аХ + b,     (14.2) 
параметри а та b якої невідомі. 
Згідно з формулою (14.1) маємо 
   .
1
2



n
k
kk baxyS  
Ця функція S неперервно диференційована, тому згідно з необхідними 
умовами існування мінімуму S повинні виконуватись рівності 0


a
S
 та 
.0


b
S
 
У нашому випадку ці рівності мають вигляд: 
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Виписана система є неоднорідною лінійною системою двох рівнянь 
відносно двох невідомих а та b. За правилом Крамера можна знайти єдиний 
розв’язок цієї системи у вигляді: 
;
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b   (14.4) 
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Якщо кількість значень xk та yk велика, то обчислення параметрів а та 
b за формулами (14.3), (14.4) ускладнюється. Для спрощення обчислень по-
чаток розрахунків величин k переносять у середнє значення усіх x, тобто в 
точку 
.
1
1



n
k
ka x
n
x  
Тоді після деяких проміжних викладок одержують 
 
 
;
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b    (14.5) 
Формули (14.5) дозволяють визначити параметри а та b лінійної     
функціональної залежності (14.2) шляхом обчислення простішим, ніж за 
формулами (14.3), (14.4). 
 
14.3. Оцінка параметрів параболічної функціональної залежності 
Нехай між випадковими величинами X та Y існує функціональна за-
лежність вигляду 
Y = aX
2
 + bX + c.    (14.6) 
Методом найменших квадратів на основі даних випробувань знайде-
мо значення невідомих параметрів а, b, с. Тепер формула (14.1) буде мати 
вигляд 
  .
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Необхідні умови існування мінімуму функції S є рівності нулю час-
тинних похідних першого порядку 
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Цю систему можна записати у вигляді: 
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   (14.7) 
Система (14.7) є неоднорідною лінійною системою трьох рівнянь з 
невідомими а, b, с. Розв’язок цієї системи можна знайти різними методами 
(матричним, за правилом Крамера, методом Гаусса − Жордана), а його     
вигляд буде громіздкий при досить великій кількості випробувань п. 
Система (14.7) та її розв’язок значно спрощуються, коли значення xk 
рівновіддалені (x2 – x1 = x3 – x2 = … xn – xn − 1) та виконується умова 
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яку можна одержати за допомогою нового аргументу 
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Припустимо, що вказані умови виконуються, тоді замість системи 
(14.7) одержимо систему 
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Розв’язок цієї системи можна знайти за формулами: 
;
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Контрольні запитання 
1. Маємо криву Y = f(X, a1, a2, …, am). Що називають вирівнюванням 
емпіричних даних уздовж цієї кривої? 
2. Яка суть методу найменших квадратів знаходження невідомих  
параметрів функціональної залежності випадкових величин? 
3. Який порядок дій треба виконати при знаходженні параметрів    
лінійної функції за методом найменших квадратів? 
4. У чому полягають особливості застосування методу найменших 
квадратів при знаходженні параметрів параболічної функціональної залеж-
ності? 
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