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Excitonic insulator (EI) was proposed in 60’s as a distinct insulating state originating from pure
electronic interaction, but its material realization has been elusive with extremely few material can-
didates and with only limited evidence such as anomalies in transport properties, band dispersions,
or optical transitions. We investigate the real-space electronic states of the low temperature phase
in Ta2NiSe5 with an atomic resolution to clearly identify the quasiparticle energy gap together with
the strong electron-hole band renormalization using scanning tunneling microscopy (STM) and spec-
troscopy (STS). These results are in good agreement with the EI transition scenario in Ta2NiSe5.
Our spatially-resolved STS data and theoretical calculations reveal further the orbital inversion at
band edges, which indicates the exciton condensation close to the Bardeen-Cooper-Schrieffer regime.
Many-body interactions in metallic solids often in-
duce insulating states such as Mott insulators through
electron-electron interactions and Peierls insulators
through electron-phonon interactions [1]. Excitonic in-
sulator (EI) is another type of interaction-driven insu-
lators formed through a purely electronic mechanism
from semimetals or semiconductors with small energy
gaps [2, 3]. A valence electron excited to a conduction
band leaves a hole in the valence band, and they can
pair into an exciton [4]. When the carrier concentration
and the dielectric constant are unusually small, the hole
potential is poorly screened leading to enhanced exciton
binding energy greater than the energy gap of the sys-
tem. Then, the spontaneous exciton formation occurs
and these bosonic quasiparticles condense into the same
ground state. This unusual condensate, called the EI,
results in flat band edges and an enlarged energy gap [2].
In a semimetal, the electron-hole interaction is relatively
weak and the phase transition follows the same way as
the condensation of Cooper pairs in Bardeen-Cooper-
Schrieffer (BCS) superconductors, while the attractive
interaction is strong in a semiconductor and the tran-
sition corresponds to the Bose-Einstein condensation of
excitons [5].
While the EI idea was conceived as early as 1967 and
demonstrated in artificial double layer systems with gate
voltages or strong magnetic fields at very low temper-
ature [6–9], only very few materials were elusively sug-
gested to fall naturally into the EI ground state so far.
The first experimental suggestion was TmSe1−xTex [10–
12] and later La-doped SmS [13], which showed anoma-
lous increases of electric resistivity under high pressure
and low temperature. Recently, more detailed discus-
sions were carried out on the temperature-driven transi-
tion of 1T -TiSe2 [14–27]. This case, however, has been
heavily debated since the insulating property itself is not
observed and the transition apparently involves a charge
ordering with a lattice modulation [14–21, 23, 27]. That
is, the EI mechanism has to compete with others such as
the Jahn-Teller effect or the charge-density-wave (CDW)
formation [17, 18]. At the center of this debate is the
complexity of the band structure, valence-band holes at
the center of the Brillouin zone (BZ) and excited elec-
trons in three conduction bands at the BZ boundary [20],
which inevitably involves a non-zero momentum phonon
in opening a band gap.
On the other hand, Ta2NiSe5 was very recently pro-
posed as an EI even at room temperature and ambi-
ent pressure [28–34]. In contrast to 1T -TiSe2, Ta2NiSe5
has a direct (zero or negative) band gap above the
transition temperature Tc ≈ 326 K [30, 31] without any
CDW involved. The insulating state at low temper-
ature is evident in a transport measurement [35] and
an angle-resolved photoemission spectroscopy (ARPES)
work [28, 29, 32]. Thus, Ta2NiSe5 has obvious merits to
clarify the exciton condensation. Ta2NiSe5 is a layered
material [35, 36] and each layer, as illustrated in Fig. 1,
has two Ta and one Ni chains sandwiched by Se atoms
within an orthorhombic unit cell [35, 36]. It undergoes a
second-order phase transition to a monoclinic structure
at ∼ 326 K with an anomaly in electric resistivity [35].
ARPES experiments revealed a part of band gap below
the Fermi level and its enlargement with the unusual
flattening of the valence band edge as the temperature
decreases [28, 29, 32]. A model calculation interpreted
these observations as the indication of the EI state [32].
A recent optical spectroscopy experiment measured the
temperature-dependent optical gap of Ta2NiSe5 [33, 34].
Nevertheless, the strong interband interaction, which is
the key feature of the EI phase, has not been unveiled
yet.
In this work, we investigate the real-space electronic
states of the EI phase in Ta2NiSe5. Atom-resolved lo-
cal density of states in a real space was obtained using
scanning tunneling microscopy (STM) and spectroscopy
(STS), which demonstrates the energy gap with sharp
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FIG. 1. (Color Online) STM topography and struc-
ture model. (a) Atom-resolved STM topography at 78 K
for Ta2NiSe5 (sample bias V = 250 mV and the set current
300 pA). The primitive vectors of the monoclinic unit cell are
illustrated (green arrows) with deviating slightly from those of
the undistorted orthorhombic unit cell (dashed one). (b),(c)
Structure model of orthorhombic Ta2NiSe5 with its unit cell
in dashed boxes. Red dashed lines connect the atomic posi-
tions of the structure model to those of the STM topography.
peaks at gap edges, corresponding to the flat renormal-
ized band dispersion. Moreover, the orbital characters of
band edges were inverted in the insulating phase, which
is the evidence of the strong electron-hole band interac-
tion. The excitonic model calculations revealed that the
orbital character inversion also implies the semimetal-
lic band structure in the high temperature phase. This
leads us to conclude that the EI formation is close to the
Bardeen-Cooper-Schrieffer (BCS) regime rather than the
Bose-Einstein condensation within the conventional the-
ory of the EI phase.
Single crystals of Ta2NiSe5 were grown using the chem-
ical vapor transport (CVT) method [37], which were
cleaved in situ for STM/S measurements. STM ex-
periments were conducted using commercial cryogenic
STMs (Omicron and Unisoku), for 300 and 78 K, re-
spectively. STM topographies were obtained by a con-
stant current mode and a lock-in amplifier was utilized to
measure the differential tunneling conductance (dI/dV ).
The density functional theory (DFT) calculations were
performed by using the full-potential linearized aug-
mented plane-wave (FLAPW) band method, as imple-
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FIG. 2. (Color Online) Structural phase transition and
band structures. (a) Calculated band structure of orthorhom-
bic Ta2NiSe5 (the high temperature phase) with experimental
lattice parameters. It is composed of Ta 5d conduction bands
(blue) and Ni 3d valence bands (red) with a negative band
gap. (b) Similar band structure for monoclinic Ta2NiSe5 (the
low temperature phase) without any excitonic interaction.
mented in the WIEN2K package [38] with the general-
ized gradient approximation (GGA) for the exchange-
correlation [39]. The Brillouin zone integration was done
with a 28× 28× 6 k-mesh and the plane-wave cutoff was
RMTKmax = 7. The Falicov-Kimball model was used for
the exciton model calculation [40].
The STM topography taken at 78 K is shown in
Fig. 1(a). The topography is largely bias-independent
within a relevant energy range of ± 1 eV, indicating the
lack of significant electronic effects such as charge or-
ders or CDW. This is important for the discussion of
the transition mechanism. The bias-independence im-
plies that the topography is mainly due to the corru-
gation of the surface Se layer. Indeed, the topographic
contrast matches well with the corrugation of the struc-
ture model (Figs. 1(b) and 1(c)) and the x-ray experi-
ment [36]. The lattice constants measured by STM are
a = 3.5 A˚ and c = 15.4 A˚ with a monoclinic unit cell in
good agreement with the x-ray result for the phase be-
low Tc. Note that this monoclinic structure is a result
of the structural transition from an orthorhombic struc-
ture at a similar temperature to the electronic transition.
Nevertheless, the effect of the structural phase transi-
tion on the electronic structure is expected to be negligi-
ble compared to the band gap formed through the elec-
tronic transition [28, 29, 32, 33]. Our own band structure
calculations for orthorhombic and monoclinic structures
(Fig. 2) confirm that the band gap opening due to the
structural transition is marginal (∼ 30 meV) [41]. More-
over, the entropy change associated with the transition
was found to originate mainly from the electronic struc-
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FIG. 3. (Color Online) Tunneling spectroscopic re-
sults at 78 K and 300 K. Scanning tunneling spectroscopy
[(dI/dV )/(I/V )] data above different Ni (red triangles) and
Ta (blue circles) sites (shown in Fig. 1) at 78 K, which are
compared with the corresponding data on Ni sites (black
squares) at 300 K. The 300 K data are uniform over differ-
ent Ni or Ta sites. The inset shows the tunneling current plot
(I-V ) at 78 (red) and 300 K (black). The horizontal dashed
lines indicate the null spectral intensity.
ture [33]. These results make us focus on the electronic
transition.
The electronic phase transition is investigated by STS
measurements, [(dI/dV )/(I/V )], which reveals the spa-
tial distribution of local density of states (LDOS) with
sub-atomic resolution [41, 42]. The room temperature
STS data observe finite density of states around the
Fermi level although Ta2NiSe5 is reported to have Tc of
325 K (Fig. 3). It obviously reflects the gradual nature
of the second-order phase transition with the incomplete
gap opening at room temperature together with the ther-
mal broadening of spectral features. In stark contrast,
the null density of states near the Fermi level is clear
at 78 K (Fig. 3), which evidences an insulating state at
low temperature. The metal-insulator phase transition is
well supported by the tunneling conductance itself shown
in the inset. The energy gap is as large as 300 meV with
distinct spectral peaks at gap edges.
The DFT calculations (Fig. 2) cannot explain this huge
energy gap even with the structural distortion, and there-
fore substantial many-body interactions should be intro-
duced for the electronic phase transition. Before we dis-
cuss the interband electron-hole interaction, we consider
other types of possible many-body interactions. The on-
site Coulomb repulsion (or intraband interaction) can
be reasonably excluded; it turns out that the energy
gap is still closed in a GGA+U calculation with a well-
referenced value of 5 eV [43] for the on-site Coulomb re-
pulsion (U) of Ni 3d [41]. This is because Ta2NiSe5 has
large the band width (w), leading to the small value
of U/w, the order parameter of a Mott transition. On
the other hand, the possibility of the electron-phonon in-
teraction has to be considered more carefully. Indeed,
the electron-phonon interaction is always present and
can compete or cooperate with the electron-hole interac-
tion. The previous theoretical study, however, revealed
that the electron-phonon interaction cannot open the
energy gap solely without the electron-hole interaction
but assist the gap opening with a finite electron-hole in-
teraction [31]. Within this theory, the contribution of
the electron-phonon interaction on the energy gap can
be quantitatively estimated. Using the DFT calcula-
tion [41], we first estimate the phonon momentum q and
mode (ν) dependent electron-phonon coupling constants
λqν at Γ point [44]. The largest value of λqν at Γ is 0.1256.
In the strong electron-hole interaction regime [31], the en-
ergy gap enhancement is only a few tens of meV for the
largest electron-phonon coupling constant of 0.1256 [45].
This gap enhancement is within the energy scale of the
relevant phonons [46] and the gap size induced by the
structural transition discussed above. Thus, one can con-
clude that the electronic phase transition is driven mainly
by the electron-hole interaction while it can be marginally
enhanced by the interaction with phonons. We can thus
focus on the EI scenario proposed in this material [28].
The spectral features in Fig. 3 are indeed in good agree-
ment with the EI scenario. Strong peaks at the gap
edges would correspond to the flat band edges, which
is one of the characteristics of the EI phase [2]. This is
also consistent with the flat valence band maximum ob-
served in ARPES measurements [28, 29, 32]. The asym-
metry of the peaks reflects the different band dispersion
of those flat band edges in the valence and conduction
bands (Fig. 5(b)). These spectral features are commonly
shown in both calculations for the density of states with
the excitonic model and our STS spectrum with Feen-
stra normalization method [41]. Detailed discussion on
the different spectral shapes is given below with Fig. 4.
Although the optical gap in the low temperature phase
of Ta2NiSe5 was measured in the previous research [33],
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FIG. 4. (Color Online) Spatial distribution of electronic
states at 78 K. (a) Normalized dI/dV plot of a line STS mea-
surement at 78 K crossing the Ta and Ni chains (upper) with
the topographic profile (lower). (b) Normalized dI/dV profiles
with the corresponding structure model at empty (300 mV)
and filled (- 175 mV) states. The profile at 300 mV is verti-
cally shifted for clarification.
the single-particle energy spectrum with the energy gap is
identified in the present study. The reported optical gap
(∼ 160 meV) [33], which was assigned with nearly zero
optical conductivity, seems to correspond to the energy
window with zero density of states in our STS measure-
ment. Moreover, a broad peak in optical conductivity
at 300 - 400 meV seems consistent with the present peak-
to-peak energy gap [33]. The valence band maximum
relative to the Fermi level was measured as - 175 meV in
the previous ARPES study [29], which agrees excellently
with the filled-state resonance peak in the STS measure-
ment. Thus, the energy gap of the low temperature phase
is consistently quantified.
Beyond the energy gap, the spatial distribution of elec-
tronic states is investigated in our STS measurements
crossing Ta and Ni chains. The differences in point spec-
(a) (b)
E
-E
F
 (
e
V
)
-0.6
-0.3
0.0
0.3
0.6
Ta 5d
Ni 3d
X G X
A
(k
,w
)
0.0
0.5
1.0
(c) (d)
X G X
X G X X G X
Ta 5d
Ni 3d
Ta 5d
Ni 3d Ta 5d
Ni 3d
FIG. 5. (Color Online) Two-band exciton model. Band-gap
opening and band character inversion at Γ, which are induced
by the exciton condensation. (a) Model band structure with-
out the exciton interaction as simplified from the DFT result
(Fig. 2). (b) Band structure after including excitonic interac-
tion with an order parameter of ∆ = 150 meV. (c),(d) Spectral
weights of the valence and conduction bands in the excitonic
phase of (b). These weights are also represented by sizes of
blue (Ta 5d) and red (Ni 3d) dots in (b).
tra (Fig. 3) are also demonstrated in a spatially resolved
LDOS map at 78 K (Fig. 4(a)). Distinct features are
observed around 125(J) and - 175 meV(J), which corre-
spond to aforementioned edges of valence and conduction
bands, and these states are important for the exciton for-
mation. Both of them carry satellite features at 300(J)
and - 250 meV(J), respectively, which have distinct spa-
tial distributions as shown in the figure. While the fea-
ture at 125 meV(J) has little spatial modulation, that at
300 meV(J) is well localized on Ni sites. On the other
hand, the spectral features at - 175(J) and -250 meV(J)
are localized at Ta and Ni sites, respectively. Note that
this localization of each state corresponds to the differ-
ence of the spectral intensity in Fig. 3. This spatial
LDOS distribution unveils an important aspect of the
gap formation. The DFT calculation for Ta2NiSe5 tells
us that the bands near the Fermi level are simply com-
posed of parabolic valence and conduction bands from
mainly Ni 3d and Ta 5d orbitals, respectively [30, 31].
Our own calculation also confirms this simple band struc-
ture (Fig. 2). This contradicts with the STS results
where the valence band maximum is localized strongly
on Ta and the conduction band minimum has a substan-
tial contribution from Ni atoms. Thus, the strong band
renormalization has to be involved in the gap-formation
transition between Ta and Ni orbitals or conduction and
valence band edges.
The energy gap formation is further investigated by
5model calculations [40, 41]. As discussed above, the DFT
calculation for the non-interacting band structure with
the lattice parameters measured by experiments yields a
semimetallic phase with a small negative band gap (∼ -
50 meV) as shown in Fig. 2(a). In the previous calcu-
lation, the conduction (valence) bands were shifted up-
ward (downward) by adding (subtracting) an arbitrary
orbital-dependent potential to yield a pre-assumed posi-
tive band gap for the high temperature phase [31]. How-
ever, we cannot find any justification for such an artificial
gap opening. As the minimal set of a model Hamiltonian,
we extract two bands, each from the valence and the con-
duction band (Fig. 5(a)). When the coupling of electrons
and holes is introduced as a perturbation, the eigenstates
near the Fermi level are renormalized with the energy
gap opened (Fig. 5(b)). The gap size depends on the
coupling strength (∆), which is related with the exciton
binding energy. The renormalized band dispersion at the
gap edges is flat together with the substantial hybridiza-
tion of Ni 3d and Ta 5d orbitals. The STS measurements
are largely reproduced by this two-band model calcula-
tion with an order parameter ∆ = 150 meV as shown
in Fig. 5(b). That is, the energy gap is opened with a
size of 300 meV (≈ 2∆) and dominant orbital characters
at band edges are inverted due to the exciton formation.
This inversion is well visualized by the spectral weights
of valence (Fig. 5(c)) and conduction bands (Fig. 5(d))
in the EI phase; Ta 5d is stronger than Ni 3d near the
Γ point in the valence band and vice versa in the con-
duction band. Moreover, we can qualitatively estimate
the spatial distribution of the electronic states at the va-
lence band maximum from the model calculation. The
stronger spectral weight of Ta 5d implies that we have
larger density of states on Ta chains than on Ni chains,
which is consistent with the normalized dI/dV profile at
the valence band edge (- 175 mV) in Fig. 4(b).
The major limitation of the simple model is that the
experiment observes a relatively well-delocalized state at
the conduction band minimum together with the Ni-
localized state. This might be because Ta2NiSe5 has
two degenerate conduction bands and the interaction be-
tween these two and the valence band can be more com-
plex than our model. Nevertheless, the present result
indicates unambiguously that the observed localization
of the valence band edge state at Ta chains cannot be
explained without the exciton formation. Moreover, this
observation is in contradiction with the semiconductor-
to-EI scenario proposed earlier [31]. We performed simi-
lar model calculations starting from the semiconducting
bare band structure and found no inversion of the dom-
inant band characters at edges [41]. In other words, the
state at the valence band maximum should have been lo-
calized at Ni chains if Ta2NiSe5 were a semiconductor in
non-interacting phase. That is, the band character inver-
sion is a strong evidence of both the exciton formation
and the semimetallic (or zero gap) bare band structure at
high temperature. It is largely consistent with an optical
spectroscopy data indicating a zero-gap semiconductor
at high temperature [33].
Another limitation is that our simple model Hamilto-
nian does not take into account the electron-phonon in-
teraction. As discussed above, while its contribution to
the energy gap is marginal, the electron-phonon interac-
tion assists the excitonic condensation [31, 47]. In addi-
tion, a recent study reported the exciton-phonon coupling
mode in the low temperature phase [48], which makes the
further investigation on phonons interesting.
Summarizing all results, Ta2NiSe5 has a metal-
insulator transition from a semimetallic non-interacting
phase through the strong interband interaction. No other
mechanism than EI can plausibly explain these findings
together with the experimental data accumulated up
to now, such as the band dispersion renormalization.
Moreover, the present result indicates that the EI phase
in this material is close to the BCS mechanism rather
than the Bose-Einstein condensation based on the
conventional theory [2, 3, 5]. Within this mechanism,
the phases of excitons are not coherent above Tc but, as
the temperature is lowered, excitons become gradually
coherent and spontaneously condense, opening the band
gap. It is notable that the condensation starts from a
higher temperature than room temperature in contrast
to BCS superconductors. This is because the binding
energy of excitons is two orders of magnitude greater
than that of Cooper pairs in BCS superconductors.
However, a very recent paper proposed the possibility of
a small-gap semiconducting phase above the transition
temperature due to preformed excitons in spite of the
non-interacting semimetallic bands in Ta2NiSe5 [49].
Nevertheless, one of our main observations, the or-
bital character inversion that is the hallmark of a
semimetallic non-interacting band, is consistent with
this recent paper. The existence of preformed excitons
above the transition temperature has to be addressed
in future works. The further control and manipula-
tion of the exciton condensates are highly promising in
Ta2NiSe5 with its extremely high transition temperature.
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Supplementary Note 1: Normalization method of the STS
Since the tunneling current between the Tip and sample is proportional to e−2κz, where κ is
related to the work function of the sample and z is the distance between the Tip and sample,
the differential conductance (dI/dV ) highly depends on Tip-sample distance [1]. Thus, in many
cases, dI/dV is not able to represent the density of states properly. On the other hand, dI/dV
divided by the total conductance (I/V ), does not have dependence on the Tip and sample distance
since we have a factor of e−2κz both in the denominator and numerator. Thus, (dI/dV )/(I/V ) is
proportional to the local density of states [1–4].
In the normalization procedure, (dI/dV )/(I/V ) diverges at I → 0. To avoid this singularity,
normalization with
√
(I/V )2 + a2, where a is the offset for the total conductance, is used [1, 5].
At |a|  |I/V |, the normalization factor is approximately constant √(I/V )2 + a2 ≈ |a|, which
means the normalization not working. When |a| is comparable to |I/V |, the peak-to-peak energy
gap can depend on the offset |a|. On the other hand, at |a|  |I/V |, the peak-to-peak energy gap
rarely depends on the offset a. Thus, we choose a value of a as small as possible but as a non-zero.
Note that |I/V | in our measurement is the order of 10−10− 10−9A/V and 2× 10−11A/V is used
for a in our normalization procedure.
Supplementary Note 2: Calculations on the electron-phonon coupling constant
We used the linear response method [6] implemented in Quantum Espresso [7] for electron-
coupling constant calculations. All pseudopotentials used in the calculations were adopted from
Standard Solid State Pseudopotentials [8, 9]. To obtain the stable phonon, the fully structural
relaxation was performed with the GGA functional until forces exerted on all atoms are smaller
than 0.01 eV/A˚.
Supplementary Note 3: Calculated band structures with lattice distortions
In our calculation of the band structures for orthorhombic and monoclinic structures in the
Fig. 2, the crystal structure for the monoclinic phase is adopted from the experimental struc-
ture [10]. For the orthorhombic crystal structure, the crystal volume was fixed to the experimental
value and the internal atomic parameters were relaxed by using the GGA functional.
2
Supplementary Note 4: Falicov and Kimball exciton model
In order to examine the excitonic instability properly, we considered the two-band model with
the excitonic interaction term, as follows:
H =H0 +H
′,
H0 =
∑
k
εv(k)d†kdk +
∑
k
εc(k)c†kck,
H ′ =
∑
q
∑
kk′
Vc(q)d†k+qdkc
†
k′ck′+q′ ,
(1)
where Vc(q) = 4pie2/(q)q2 is the direct Coulomb interaction between electrons in the valence
and the conduction bands. For simplicity, we divide the Hamiltonian H into the unperturbed
Hamiltonian H0, which is the band Hamiltonian extracted from the DFT, and the exciton-induced
perturbed Hamiltonian H ′ [11]. The first and second terms of H0 of Eq. (1) are band energies of
valence Ni d and conduction Ta d bands, respectively.
Upon cooling, the structural phase transition from orthorhombic to monoclinic structure in
Ta2NiSe5 excludes the charge-density wave (CDW) instability, so that the spanning vector ~w that
connects the valence and conduction bands should be zero. The smallest energy difference be-
tween the valence and conduction bands occurs at Γ, so that we only focus on the Falicov-Kimball
exciton model near Γ. To apply the above model Hamiltonian to Ta2NiSe5, we use the perturbation
theory with the above unperturbed Hamiltonian H0 and the exciton-induced perturbed Hamilto-
nian H ′. We approximate the shapes of the valence Ni 3d band and the conduction Ta 5d band
which belong to the eigenvalues of the unperturbed Hamiltonian H0 as two simple parabolic d
bands.
Using the Green function’s technique and introducing the excitonic order parameter 4(p) =
ΣqVc(q)〈c†p+q(t)dp+q(t)〉 similar to BCS-like approach, we can obtain one-electron Green’s func-
tions for the excitonic insulating phase. For the valence band, one obtains
Gv(p, z) =
(
z − εv(p)− |∆(p)|
2
z − εc(p)
)−1
, (2)
where z is a (imaginary) frequency and εv(p) and c(p) are the valence and conduction band
energies for the normal phase, in other words, eigenvalues of H0, respectively. For the conduction
3
band, the Green’s function Gc(p, z) is
Gc(p, z) =
(
z − εc(p)− |∆(p)|
2
z − εv(p)
)−1
, (3)
which has the similar mathematical form with Gv(p, z).
We can obtain the renormalized valence and conduction bands due to the exciton interaction
term in Eq. (1) by calculating poles of Gv(p, z) and Gc(p, z) in Eqs. (2) and (3). The resulting
renormalized valence and conduction bands are
εrec,v =
εc(p) + εv(p)±
√(
εc(p)− εv(p)
)2
+ 4|∆(p)|2
2
, (4)
where ± sign corresponds to the renormalized valence and conduction bands, that is, εrev and εrec ,
respectively.
The spectral function A(p, ω) is directly proportional to the imaginary part of the Green’s
function. For the exciton condensate model, we distinguish the spectral functions of the valence
and conduction bands :
Av(p, ω) = − 1
pi
Im
[
Gv(p, ω + iδ)
]
=
εrec (p)− εc(p)
εrec (p)− εrev (p)
δ
(
ω − εrec (p)
)
− ε
re
v (p)− εc(p)
εrec (p)− εrev (p)
δ
(
ω − εrev (p)
)
,
(5)
Ac(p, ω) = − 1
pi
Im
[
Gc(p, ω + iδ)
]
=
εrec (p)− εv(p)
εrec (p)− εrev (p)
δ
(
ω − εrec (p)
)
− ε
re
v (p)− εv(p)
εrec (p)− εrev (p)
δ
(
ω − εrev (p)
)
.
(6)
Note that integrals over the whole energy range ω of both Av(p, ω) and Ac(p, ω) are exactly 1.
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Supplementary Figure 1. (Color online) Density of states from GGA+U calculation. Note that the on-site
Coulomb repulsion does not open the energy gap. The U value of 5 eV was adopted from that of Ni 3d in
NiSe2 [12] since the valence band top is mainly from Ni.
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Supplementary Figure 2. (Color online) Two-band model calculation for the semiconductor to EI phase
transition. (a) Semiconducting band structure in a normal phase. (b) Band structure in the excitonic insulator
phase with ∆=150 meV. (c) Spectral weights of the valence band in the excitonic phase of (b). (d) Spectral
weights of the conduction band in the excitonic phase of (b). Though the excitonic interaction enlarges the
energy gap and the effective mass, the band orbital characters are not inverted.
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Supplementary Figure 3. (Color online) Asymmetry in the density of states at band edges obtained from
the two-band model. Band structures in the excitonic insulating phase (Fig. 5(b) in the main text) and the
density of states are plotted. We apply a Gaussian broadening in the density of states to consider a thermal
effect in the experiments. The hat-shape valence band gives a broader and weaker intensity peak in the
density of states at the band edge.
7
N
o
rm
a
liz
e
d
 d
I/
d
V
 (
A
rb
. 
u
n
it
)
E-EF (eV)
0.0 0.2 0.4-0.4 -0.2
0.0
0.6-0.6
Supplementary Figure 4. (Color online) Spatially averaged dI/dV with the Feenstra method normalization.
The parabolic background in the spectrum is removed by this method. Note that asymmetric peaks in this
experimental result are greatly similar to the calculations (Supplementary Figure 3).
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