Abstract-In this paper, we focus on the use of wireless sensor networks for the estimation of spatially-correlated random fields. We explicitly take communication aspects into account and propose a number of distributed pre-coding (beamforming) schemes allowing for an over-the-air compressed representation of the set of spatially correlated observations. Those observations are then encoded in a number of consecutive sensor-to-Fusion Center (FC) transmissions. The ultimate goal is to minimize the distortion in the reconstructed random field and, simultaneously, keep the number of transmissions low (i.e., the compression ratio high). Specifically, we first propose a family of distributed pre-coding schemes based on the Karhunen-Loève (KL) and partial KL transforms and we derive closed form expressions of the optimal power allocation strategies. Aspects such as residual phase synchronization errors or the fact that some sensors might be idle (inactive) are specifically taken into account in the analysis. Next, we propose an iterative and greedy scheme by which the pre-coder design and power allocation problems can be jointly solved for the general case. We assess the performance of the proposed pre-coding schemes by means of computer simulations. Other uncompressed transmission schemes are used as a benchmark.
I. INTRODUCTION
T YPICALLY, a Wireless Sensor Network (WSN) consists of one Fusion Center (FC) and a potentially large number of sensing devices capable of conveying their measurements over wireless links. A non-exhaustive list of applications of WSNs encompasses parameter estimation (e.g., for environmental monitoring applications), event detection (such as accidental release of pollutants), localization [1] , or asset positioning and tracking (see the survey in [2] and references therein).
In the last decade, the problem of decentralized estimation with WSNs has received considerable attention (see e.g., [3] - [5] ). For scenarios where sensor observations can be modeled as noisy versions of a single underlying Gaussian source, cooperative beamforming turns out to be the optimal strategy [6] in terms of estimation error at the FC (for this setup the source and channel coding separation principle does not hold [7] ). In other words, sensors must simultaneously transmit scaled (i.e., uncoded) versions of their observations. Cooperative beamforming approaches, however, require accurate phase synchronization over sensors (see e.g., the synchronization scheme presented in [8] ) which, in general, is difficult to achieve. To alleviate this, a number of authors [9] - [12] have proposed sensorto-FC transmissions to take place over orthogonal channels.
Although suboptimal, such schemes merely require pair-wise synchronization for each sensor and the FC.
In other works, a more realistic signal model with spatially correlated sensor observations is adopted [13] - [15] . This is often referred to as a spatially-correlated random field with correlation typically being a function of their spatial locations (see e.g., [16] ). In this scenario, the authors in [17] show that for spatially bandlimited processes, the bit budget per Nyquistperiod can be arbitrarily reallocated along the quantization precision and/or the space (by adding more sensor nodes) axes, while retaining the same decay profile of the reconstruction. In [18] , and again considering bandlimited spatial fields, the authors analyze the impact of random sampling patterns on the resulting estimation distortion.
Regarding source and channel coding aspects, the authors in [19] derived the scaling laws of distortion vs. transmit power, number of sensors or bandwidth. This is accomplished for a number of encoding schemes. Interestingly, it is shown that for some scenarios uncoded transmission is asymptotically optimal. A similar (i.e., asymptotic) analysis is conducted in [20] . Here, sensor observations are assumed to be compressible in some basis (e.g., Fourier, Wavelets, Haar, etc.). Sensor observations are simultaneously conveyed to the FC by means of a number of projections onto (i) a known compressible basis (known subspace method), this also requiring a priori knowledge on the specific coefficient ordering; or (ii) an incoherent and random basis (unknown subspace method). In both cases, transmit power is evenly allocated to those projections.
A. Contributions
In this paper, we address the problem of reconstructing a spatially-correlated random field from the observations collected by a WSN. The goal is to estimate the field itself rather than the underlying sources, as in [19] . Inspired by [19] , [20] , we allow sensors to simultaneously transmit their observations since, in general, this results into reduced transmission latency (when compared with orthogonal transmission schemes [9] ). Our focus is on pre-coder design and on the computation of the optimal power allocation strategies. This is in stark contrast with [19] , [20] where priority is given to the derivation of scaling laws for a given pre-coder and uniform power allocation.
The main contributions of this paper are as follows: 1) We propose a family of distributed pre-coding schemes based on the Karhunen-Loève (KL) and partial KL transforms [21] allowing us to obtain an over-the-air compressed representation of the set of observations. Clearly, this goes one step beyond other uncompressed transmission schemes such as [9] - [12] ). To that aim, we assume a priori knowledge on the spatial correlation of the field. 1 As a result, and similarly to the known subspace method in [20] , KL-based schemes avoid sending redundant information by allocating the power over a limited number of signal projections. 2) For the aforementioned pre-coding schemes, we derive closed-form expressions of the optimal 2 power allocation strategies (vs. uniform power allocation per transmission/ channel in [20] ). We address two problems of interest, namely, the minimization of the estimation error at the FC and the minimization of the transmit power at the sensor nodes. Interestingly, such closed-form expressions allow us to determine analytically the optimal number of sensorto-FC transmissions rather than its scaling law as in [20] . The analysis also encompasses scenarios with residual, yet not necessarily small, phase synchronization errors or idle (inactive) sensors. In such scenarios, numerical results have revealed a number of interesting findings. For instance, in the case of phase synchronization errors, it turns out to be more robust to allocate power to a reduced number of transmissions. In contrast, if sensors experience low duty-cycles and adopt a KL precoding scheme, the optimal power allocation tends to active more transmissions in an attempt to compensate the missing data.
3) Finally, we propose an iterative and greedy scheme by which the pre-coder design and power allocation problems can be jointly (and effectively) solved for the general case. By doing so, we avoid using the per-sensor channel equalizers that KL-based (and also the schemes proposed in [20] ) require. This, in turn, allows avoiding the inefficiencies that per-sensor channel equalizers entail in fading scenarios. For the particular case of Gaussian channels, the iterative algorithm turns out to find the optimal solution, for which we also derive a closed-form expression. For arbitrary channels, in which case the precoder design and power allocation problems are intertwined, the proposed scheme iteratively finds a solution which is virtually identical to the optimal one (which can only be computed numerically). The rest of the paper is organized as follows. In Section II, we introduce the signal and communication models. Next, in Section III we present a family of distributed pre-coding schemes based on the Karhunen-Loève (KL) transform, and conduct a distortion analysis for the so-called (i) baseline scenario, and scenarios with (ii) phase synchronization errors and (iii) idle sensors. Section IV is devoted to compute, in a unified manner, the optimal power allocation for the three aforementioned scenarios. In Section V, we go one step beyond and propose an iterative and greedy scheme for joint precoder design and power allocation. Next, we present selected computer simulation results in Section VI. Section VII closes the paper by summarizing the main results and drawing some conclusions.
II. SIGNAL AND COMMUNICATION MODEL
Let X(s) be a spatially-correlated random field defined over the two-dimensional space IR 2 . We assume that X(s) is stationary, zero-mean, and Gaussian-distributed with variance σ 2 x . The random field is sampled by a set of N sensors located at s 1 , . . . , s N (locations are assumed to be known), this yielding
Consequently, the vector of observations
T is zero-mean and jointly Gaussian, namely, x ∼ CN (0, C x ). For a specific set of locations, the elements of the covariance matrix
, where k(·, ·) denotes the spatial covariance function of the field.
To enhance network lifetime, a pre-defined duty cycle of p × 100% is set. Therefore, sensors are in active mode (i.e., transmitting information to the FC) or idle mode (i.e., saving power) with probability p and 1 − p, respectively. In the sequel, we denote by S A and S At a given time instant, the subset of active sensors simultaneously transmit (i.e., beamform) their observations to the single FC (see Fig. 1 ). For the i-th transmission (i = 1 . . . I), the received signal r i reads
where
denote the complex conjugates of the transmit weights to be designed. For notational convenience, we gather those weights into a number of pre-coding vectors denoted by
T which allow to obtain an over-the-air compressed representation of the observations. From this expression, it becomes apparent that a different pre-coder will be used in each transmission. The set of i.i.d. random variables ξ 1 , . . . , ξ N in (2) model the residual (yet not necessarily small) phase synchronization errors in the sensor oscillators due to e.g., practical limitations in the closed-loop synchronization schemes [8] , with ξ j ∼ U(− , + ) and > 0 (i.e., uniform distribution) [20] . Furthermore, h 1 , h T . In the sequel, we assume I ≤ N and, hence, r can be regarded as an over-the-air compressed representation of the observations vector x (this assumption is analyzed in detail in Section V-B ahead). Due to the various impairments, noise and compression, the resulting estimates are unavoidably subject to some distortion given by the normalized Mean Square Error (MSE) of those estimates, namely
III. COMPRESSED TRANSMISSION VIA THE KARHUNEN-LOÈVE (KL) TRANSFORM Our goal here is to design the set of precoding vectors
capable of exploiting the spatial correlation properties of the random field given by (1) and, by doing so, allow for a more energy-efficient (i.e., compressed) transmission. To that aim, we resort to the well-known KL and partial KL transforms. In addition, we find closed-form expressions of the distortion given by (3) in the reconstructed field for a number of scenarios of interest.
A. Review of the Karhunen-Loève (KL) Transform
T be a set of jointly Gaussiandistributed random variables. The eigendecomposition of its covariance matrix is given by
where 
The elements of the transform vector y = [y 1 , . . . , y N ] T turn out to be independent random variables, that is, y ∼ N (0, Λ). Since Φ is a unitary matrix, the inverse transform can be readily expressed as
Besides, the first I components in y are known to provide the best I-length representation of vector x, that is, the one that minimizes the mean square error (MSE) in the estimate given
B. Pre-Coder Design
Inspired by [20] , we impose the following structure for the design of the corresponding transmit weights
with
denoting a set of scalar factors to be determined later, in Section IV. 4 The rationale behind is that this factorization facilitates the design of the pre-coder by decoupling the channel equalization and data compression tasks. More in detail, (i) the term h * j allows sensors (each sensor) to coherently combine their transmissions at the FC; (ii) the term 1 |h j | 2 carries out a per-sensor channel equalization (inversion); and (iii) the w i,j coefficients are in charge of the compression task. Since (ii) makes the system oblivious to the channel gains, we simply let w i,j be the coefficients of the (centralized) KL transform, that is, w i,j = φ i,j . In other words, in the i-th transmission we attempt to convey the observations over the i-th eigenmode of the covariance matrix C x . This is strictly true in the absence of residual phase synchronization errors and when all sensors are active (i.e., ξ i = 0 and b i = 1 for i = 1 . . . N). Otherwise, phase errors and/or the fact that only a subset of the sensors effectively transmit data results into some degradation of the generated beampattern. Ultimately, this leads to an increased distortion in the reconstructed random field. This effect will be analyzed more in detail later on.
In such idealized scenarios, the total transmit power at the i-th transmission reads
where we have defined α i
x . Hence, the scalar factor ρ i is directly related with the power allocation to the the i-th transmission, while α i accounts for the impact of the pre-coding vector and the spatially-correlated random field on the actual transmit power. In the presence of deep fades (i.e., when some h j → 0 ) the term α i increases and, thus, ρ i decreases. This has a negative impact on the quality with which the information on the random field is conveyed over the i-th eigenmode (transmission).
C. Distortion Analysis: Baseline Scenario
Here, we consider a scenario with (i) no phase synchronization errors (i.e., ξ i = 0 for i = 1 . . . N); and where (ii) all sensors are always active (i.e., activity factor of 100% which leads to b i = 1 for i = 1 . . . N). From (2), the received signal in the i-th transmission thus reads:
After N consecutive transmissions, the received signal vector at the FC can be readily expressed as
It is worth noting that, for the case of correlated observations, the total number of non-zero ρ i coefficients I (i.e., the number of transmissions) will be smaller than N . Hence, only a subset of transmissions will actually take place, this resulting into a compressed representation of the set of N observations (see Section IV for details). The (optimal) Minimum Mean Squared Error (MMSE) estimator of x given r turns out to be the posterior mean [22] , namely,
with E[·] denoting the statistical expectation with respect to x, y and n; and where
Hence, the average distortion in the estimate of x at the FC reads (14) where Tr(·) denotes the trace operator, and C x|r = C x − C xr C −1 r C rx [22] . First of all, we need to compute matrix C r . Since y 1 , . . . , y N are zero-mean independent random variables, it follows from (11) that C r is a diagonal matrix with entries given by
n . Next, to compute matrix C xr , we recall from (6) that
From this and (10), the E[x j r i ] terms yield
for i, j = 1, . . . , N. Consequently, matrix C xr reads:
From all the above, it follows that
and, finally, the average distortion reads:
where, in the first and second equality, we have exploited that Φ is an orthogonal matrix and ΛΓC
−1
r ΓΛ is a diagonal matrix.
D. Distortion Analysis: Scenario With Phase Synchronization Errors
Here, we continue to assume that all sensors are always active (b i = 1 for all i) but, unlike in the previous section, we let phase synchronization errors in the sensor oscillators take non-zero values. This results into a more realistic scheme since, in practice, some phase synchronization error cannot be avoided. By defining z j Δ = cos(ξ j ) − 1, Equation (2) can be particularized and conveniently re-written as
where, clearly, the second term in (23) accounts for the impact of phase errors. It is worth noting that the newly-defined random variable z j is neither Gaussian-distributed, nor zeromean. As we will see next, this has a number of implications and makes the derivation of a closed-form expression of the distortion far more involved (see Appendix A). Again, to compute the average distortion resulting from the linear MMSE 5 estimator of x given r we start by computing matrix C r . Note that, since x j and y i are zero mean and x j is independent of z j , r i turns out to be a zero-mean random variable and, hence, we can write
In the Appendix A, we prove that the diagonal elements (i.e., for i = i ) can be expressed as
whereas, for the off-diagonal elements, we have E[r i r i ] = 0. In other words, the random variables {r 1 , r 2 , . . . , r N } are uncorrelated and, hence, matrix C r turns out to be diagonal. Next, to compute matrix C xr , we must realize first that the random variables x j and z j are statistically independent. After some derivations, matrix C xr yields
Finally, from (14), (24), and (25), the average distortion reads
where E[z] and σ 2 z denote, respectively, the mean and the variance of the random variable z = cos(ξ) − 1, namely
Note that in the case of perfect phase synchronization, we have E[z] = 0 and σ 2 z = 0 and, hence, (26) reverts to (21) .
E. Distortion Analysis: Scenario With Idle Sensors
For this scenario, we have ξ i = 0 for i = 1 . . . N (i.e., no phase synchronization errors) whereas the Bernoulli random variables b i take different values over time according to sensor activity. A naive communication scheme for this scenario would consist in simply letting w i,j be the coefficients of the KL transform associated to the covariance matrix of the entire set of sensors S (namely, w i,j = φ i,j ). Yet computationally efficient, this approach results into some mismatch between the designed and effective beampatterns since only a subset of sensors will actually transmit data. By defining z j Δ = b j − 1 and along the lines of (14)- (21), one can find that the distortion for this scenario is given by
which, as expected, is a monotonically decreasing function in p. Alternatively, we ask ourselves whether it pays off to specifically design the w i,j weights for each realization of the subset of active sensors. 6 To answer that, we resort to the partial KL transform (pKLT) of [21] that we particularize for the problem at hand. From [21] , the best N -length representation of the observation vector associated to the subset of active sensors x A is given by its pKLT, namely,
with I N A standing for the N A ×N A identity matrix,
Besides, Ψ is the N × N unitary matrix of the eigenvectors of the covariance matrix Cx, namely,
and
is a diagonal matrix with the corresponding eigenvalues. Interestingly, from the product of the last two terms on the left handside of (29) we can define a new vectorxx
which can be regarded as the best estimate of x given x A and the known spatial covariance matrix C x (or, equivalently, Cx).
To implement the partial KL transform in a distributed fashion, it suffices to define matrix
and then let the transmit weights be w i,j = υ i,j for i, j = 1, . . . , N, where υ i,j stands for the j-th element of vector υ i . Following a similar derivation to that in Section III-C, the distortion for the optimal MMSE estimator can be readily expressed as:
Interestingly, Equation (34) is formally identical to (21) except for the fact that the eigenvalues used now are those of matrix Cx rather than C x .
IV. COMPUTATION OF THE OPTIMAL POWER ALLOCATION
To compute the set of transmit weights w i,j given in (7), we still need to determine the optimal power allocation ρ i to the transmissions (eigenmodes). This will be done for two problems of interest, namely, (i) the minimization of the estimation distortion for a given sum-power constraint; and, (ii) the minimization of the transmit power for a given distortion target.
The distortion analysis conducted in Section III resulted into a number of analytical expressions of the reconstruction distortion for each scenario of interest. Interestingly, expressions (21) , (26), (28), and (34) can be cast into the following general framework: 
for each scenario are specified in Table I .
As we will see next, this framework allows us to pose and solve the power allocation problem in a unified manner.
A. Minimization of Distortion
Here, our interest lies in finding the power allocation which minimizes the overall distortion for a given sum-power constraint. From (35) and (9), this problem can be posed as:
Note that the problem is convex since the Hessian of the objective function is semidefinite positive and the constraints are linear functions. The associated Lagrangian reads:
stand for the Lagrange multipliers associated to the problem constraints (37) and (38), respectively. From all this, the KKT conditions [23] for this problem can be expressed as
From (42), for positive values of the optimal solution (ρ i > 0) we have necessarily that μ i = 0. Bearing this in mind, from (39) and (41) we conclude that the optimal power allocation to transmissions is given by a waterfilling-like solution, namely,
where we have defined [x] + Δ = max{x, 0}. The optimal Lagrange multiplier ν * has to be computed numerically in such a way that the total power constraint (37) is satisfied with equality (see [24, Algorithm 2] , for further details). Interestingly, from equation (46) not only the optimal power allocation follows but also the optimal number of consecutive sensor-to-FC transmissions (i.e., no need for an explicit optimization on the number of transmissions).
B. Minimization of Transmit Power
Next, we address the dual problem of minimizing the total transmit power for a prescribed distortion target, namely,
where D T stands for such distortion target. Again, this problem is convex since the cost function is linear and the constraints are convex functions. Analogously to Section IV-A, the solution to this problem reads
with ν now denoting the Lagrange multiplier associated to the distortion target constraint (49).
V. COMPRESSED TRANSMISSION VIA GREEDY ITERATIVE PRE-CODER DESIGN
To avoid the detrimental effects of per-sensor channel equalization in the presence of deep fades (see Section III-B), here we depart from the structure imposed to transmit weights in (7) . This allows us to find a more general solution. Unfortunately, the problem to be solved is far more complex. For this reason, in the sequel we restrict our analysis to the baseline scenario of Section III-C. Specifically, in this section we adopt an iterative approach to pre-coder design in which distortion is minimized transmission after transmission by allocating transmit power in a greedy manner.
For the baseline scenario, the received signal (10) can be expressed in matrix notation as T denote the vector with the first i − 1 elements (transmissions) in r. From r 1:i−1 , the FC provides an MMSE estimate of the observations vector which is given by the posterior mean, namely,
The normalized average distortion after the (i − 1)-th transmission thus reads:
By increasing the number of transmissions by one, the current estimate of the random field can be successively refined as follows:x 
Since x and r 1:i are jointly Gaussian, the following identity holds 7 [22]
From (56) again, the distortion after the i-th transmission,
N Tr(C x|r 1:i ), can be recursively expressed as:
As we will see next, this last expression allows us to find the i-th precoding vector such that it successively (and optimally) refines the previous estimate of the random field. In other words, the one which results into the lowest possible distortion
. 7 For i = 1, the term C x|r 1:i−1 in (56) must be replaced by Cx.
A. Optimal Pre-Coder Design
From (59), the i-th pre-coding vector is given by the solution to the following optimization problem:
with ρ i denoting the amplifying scaling factor for the i-th transmission. The transmit power at the i-th transmission then verifies:
Clearly, the optimal solution will satisfy the above power constraint with equality (see Appendix B) and, thus, the optimization problem can be re-written as
w i is the normalized pre-coder and I N stands for the identity matrix of size N . The problem above corresponds to the maximization of the so-called generalized Rayleigh quotient [25] and, thus, the optimal normalized precoder is given bỹ
where v max (A, B) stands for the generalized eigenvector associated to the largest generalized eigenvalue of matrices A and B. This last expression reveals that the pre-coder design and power allocation problems (to be addressed in the next subsection) are, in general, inter-twined:w i depends not only on the transmit power allocated to the i-th transmission (through ρ i ) but, also, on the power allocated to all previous transmissions (through C x|r 1:i−1 ).
B. Greedy Power Allocation
The optimal power allocation strategy ρ = {ρ 1 , . . . , ρ I } can be found by solving
with P t denoting the total transmit power. 8 It is worth noting that the minimization is over the set of transmit powers {ρ i }
I i=1
and the number of transmissions I. This, along with the coupling of the pre-coder design and power allocation problems, renders the problem not analytically solvable for the general case. However, a closed form solution exists for Gaussian channels, as the next section illustrates.
1) Gaussian Channels:
A closed-form solution will be found in two steps. First, we propose an iterative (and greedy) algorithm. Not only shall we realize that this approach is optimal for Gaussian channels 9 but, also, the insights gained will allow us to propose an extension (and some justification) for the case with arbitrary channels addressed in Section V-B2.
For Gaussian channels, we have H = I N and, thus, (65) can be re-written as
where the second equality follows from elementary properties of matrix algebra. Unlike in the case with arbitrary channels, the design of the normalized pre-coderw l here is no longer coupled with the power to be allocated to the l-th transmission itself. This considerably simplifies the problem at hand. To simultaneously solve the pre-coder design and power allocation problems, we propose to iteratively allocate transmit power in a greedy manner. To that aim, we define a power token as an indivisible and (sufficiently) small fraction of the total transmit power, namely
x /L, where L 1 stands for the total number of power tokens or iterations. For the first iteration (l = 1), it follows from (69) thatw 1 = φ 1 , that is, the eigenvector associated to λ 1 , the largest eigenvalue of C x (to recall, C x = ΦΛΦ T with Φ = [φ 1 , . . . , φ N ]). From equations (56), (57) and sincew 1 = φ 1 , it follows that
and, hence, the eigenvectors of matrices C x|r 1 and C x are identical. Clearly, this also applies to all matrices C x|r 1:l to be drawn in subsequent iterations (but not for the case with arbitrary channels, as will be discussed later). Since ρ 1 = , from (70) we have that the eigenvalues of C x|r 1 , denoted by λ
2 , . . . , λ
N verify
whereas λ
(1) k = λ k for all k = 1. The power token in the second iteration will be allocated to the eigenvector associated to the largest eigenvalue out of λ (1) 1 . . . λ (1) N . This iterative procedure is illustrated in Fig. 2 . Note that, from (71), λ
1 is not necessarily the largest eigenvalue of C x|r 1 . In this case, the power token for the second transmission would go to a so far inactive 9 The scenario of Gaussian channels refers to the case where sensors-to-FC channels do not experience fading. 10 For notational convenience, the transmission index i is replaced here by the iteration index l (see next paragraphs). continues to be the largest eigenvalue, we havew 2 = φ 1 again. Accordingly, it can be shown that the eigenvalue of the resulting covariance matrix C x|r 1 ,r 2 denoted by λ
Clearly, this is equivalent to allocate a power of ρ 1 + ρ 2 = 2 and transmit just once withw 1 = φ 1 . After L iterations, and since the optimal pre-codersw l to be used in any transmission necessarily belong to the set of N eigenvectors of the unconditional covariance matrix C x , this iterative scheme leads to the waterfilling solution of (46) (depicted in the rightmost plot in Fig. 2 ). This holds true as long as the power tokens are small enough since this allows all the eigenmodes to accurately reach the common waterlevel.
2) Arbitrary Channels: The iterative greedy algorithm to be presented here is largely inspired in that of Section V-B1. However, the fact that H is no longer an identity matrix has a substantial impact in the problem. Specifically,
• There is no straightforward relation between the solution to the generalized eigenvalue problem in (65) 
for different values of the transmission index i (or iteration index l).
Here, neither the eigenvectors in consecutive iterations are identical, nor only one of the eigenvalues changes over them. Essentially, they must be re-computed anew.
• The design of the normalized pre-coder for the l-th iteration does depend on its own power token (and preceding ones too).
• The problem requires an explicit optimization on I since it does not follow from the iterative power allocation or waterfilling scheme, as in the particular case for Gaussian channels. For simplicity, in the sequel we resort to an exhaustive search over I.
• The optimal number of transmissions I can (potentially) be larger than N since it is not upper bounded by the total number of different eigenvectors of C x . All this, in turn, calls for a number of adaptations in the iterative scheme. As in the Gaussian case, however, the transmit power is allocated to the set of pre-coders on a token by token basis. In addition, no changes of previously allocated tokens are allowed (not an exhaustive search over power allocations). For the sake of clarity, we introduce the shorthand notation φ l−1 1 (ρ) to denote the eigenvector associated to the largest eigenvalue of the generalized eigenvalue problem in (65). The superscript l − 1 accounts for the number of conditioning elements in the covariance matrix C x|r 1:l−1 in (65), while ρ is the cumulative power allocated to such eigenvector (including the current iteration). So, herinafter we fix the number of transmissions I and describe the iterative scheme for the I = 3 case:
First Iteration (l = 1): The first power token is necessarily allocated to φ o 1 ( ). It is retained as the best pre-coder/power allocation combination so far and, hence, will be part of all the combinations in subsequent iterations.
Second Iteration (l = 2): The allocation of the new power token results into two possible combinations of pre-coders and powers (i) {φ ( )}, with three transmissions. Assume that (iii) attains the lowest distortion this causing the maximum number of transmissions (I = 3) to be reached. From now on, no additional eigenvectors will be tried in subsequent iterations. Still, the eigenvectors selected so far might need to be re-computed if any of the subsequent power tokens is allocated to them. The assumption here is that the greedy allocation of previous power tokens continues to be optimal for the re-computed eigenvectors, which is reasonable as long as is small.
The algorithm goes on until the L power tokens have been allocated. The (at most) I eigenvectors retained in the last iteration will be used as the actual set of pre-coders {w i } I i=1 along with the allocation of power tokens to such eigenvector set. Yet no optimality can be claimed for this approach, it exhibits a remarkable performance, as the next section illustrates.
VI. NUMERICAL RESULTS
The simulation scenario consists of N sensors deployed at random locations within a d × d rectangular area with a uniform distribution. As in [15] , the spatially-correlated random field is modeled as a Gaussian Markov OrnsteinUhlenbeck process with correlation (covariance) function given by k(s i , s j ) = σ 2 x exp(−θ s i − s j 2 ). Clearly, the higher the parameter θ, the lower the correlation among observations. In all cases, the variance of the random field and the additive noise read σ 2 x = 1 and σ 2 n = 1, respectively. Results have been averaged over 1000 runs.
As a benchmark, we adopt an uncompressed transmission scheme whereby only one sensor sends data to the FC in each transmission period (i.e., Time Division Multiple Access, TDMA). For instance, if sensor i sends its observation to the FC at time instant j = i then, in agreement with (7), we have
instead of using the elements in the corresponding eigenvector
. . , N, that is, we do not favor any observation in particular (to be consistent with the fact that spatial correlation is not exploited in any way). As in all previous cases, to reconstruct the random field at the FC the corresponding MMSE estimator is used.
A. Compressed Transmission via the KL Transform
In Fig. 3 , we depict the average distortion in the estimated random field as a function of the available transmit power for the baseline scenario with Gaussian channels. In both compressed and uncompressed transmission cases, distortion is a monotonically decreasing function of the transmit power. However, the higher the correlation (i.e., smaller θ), the larger the gap between both curves (some 3-4 dB for θ = 10 −3 ). This, on the one hand, is due to the fact that KL-based scheme avoids sending redundant information by just activating a limited number of eigenmodes (I ≤ N ) rather than forcing the total number of transmissions to be equal to N (one per sensor, as in uncompressed transmission). On the other, with uncompressed transmission, we restrict ourselves to uniformly allocate power over sensors which is only optimal for uncorrelated observations (see curves labeled with θ → ∞).
Complementarily, in Fig. 4 , we present some additional results for the baseline scenario with Rayleigh-fading channels. With respect to the case with Gaussian channels, distortion is higher here. This results from the definition of the transmit weights in (7) by which part of the transmit power must be used for channel equalization. In Rayleigh-fading scenarios, some channel coefficients |h j | 2 eventually vanish (while |h j | 2 = 1 for all j for Gaussian channels), the parameter
x increases which, in turn, forces ρ i to take smaller values (see e.g. equation (37)). Being distortion a monotonically decreasing function in ρ i , this translates into a larger distortion. Fig. 5 provides further insights on the average number of active eigenmodes (or, equivalently, consecutive transmissions needed, or transmission latency) with the KLT-based transmission scheme. The compression level can be defined as the ratio between the number of active eigenmodes, and the number of observations N , which equals the maximum number of transmissions. Unsurprisingly, as the transmit power P t increases, so does the number of active eigenmodes. Conversely, when transmit power is scarce, one cannot but compress the observations in a few eigenmodes (see curves around P t = 0). For a given transmit power, the higher the correlation (i.e., smaller θ), the lower the number of active eigenmodes. In other words, it is better to allocate some power to the eigenmodes that actually convey non-redundant information (i.e., the ones with larger eigenvalues λ i ), which for θ = 10 −3 amount to a mere 55 200 = 27.5% (P t = 1000). Next, in Fig. 6 , we show some additional results for the dual problem of minimizing the transmit power for a given distortion target (baseline scenario). The upper plot reveals that a 3 dB reduction in distortion (from D T = −7 to D T = −10 dB) entails a substantial increase of the transmit power needed (5-fold for θ = 5 · 10 −3 , 3-fold for θ = 10 −2 ). This suggests that distortion decreases logarithmically in the transmit power (see also Fig. 3) . The lower plot, instead, illustrates the mechanisms used to meet the distortion target. For the range of high-tomoderate correlations (θ = 2 ∼ 6 · 10 −3 ), the number of active eigenmodes is substantially increased. Conversely, for low correlation values (10 −2 ) the gap between the curves diminishes. Since most of the eigenmodes were already active for D T = 7 dB, here distortion can only be further reduced by increasing the SNR in the sensor-to-FC channels.
Regarding scenarios with phase synchronization errors, in Fig. 7 , we depict the average distortion in the estimated random field as a function of the dynamic range of the residual phase error (i.e., ξ ∈ (− , )), for Gaussian channels. For benchmarking purposes, we also show results for (i) a system with uncompressed transmissions in which, as discussed above, only one sensor sends data to the FC in each transmission period 11 ); and (ii) a non-robust design for which, erroneously, we assume that sensors are perfectly synchronized and, thus, we let ξ = 0 at the time of computing the power allocation. Several comments are in line. First, there is a perfect match between theoretical results (i.e., the distortion in (26)) and computer simulation results. Unsurprisingly, distortion is a monotonically increasing function in since residual phase errors always have a negative impact in the beamforming gain. Still, the proposed (robust) design leverages on the statistical knowledge on such phase errors, allocates power to the various eigenmodes accordingly and, by doing so, it partly mitigates their effects. As a result, the robust scheme outperforms the non-robust one in all cases (up to 4 dB distortion gap for intermediate values of ε). Interestingly, such statistical knowledge allows us to preserve the beamforming/compression gains (i.e., crossing points with dotted lines) for large values of the dynamic margin of residual phase errors (e.g., ε = 7π/12 for θ = 10 −3 ). On the contrary, performance rapidly degrades for the non-robust design, as the gap between the curve with circles and the solid one illustrates (in particular, for small θ). Fig. 8 provides further insights on the average number of active eigenmodes (transmissions) in scenarios with phase synchronization errors. Interestingly, when phase errors increase, it is better to allocate power to a reduced number of eigenmodes (i.e., the ones with larger eigenvalues λ i ), rather than spreading power thinner to weaker eigenmodes the performance of which will be seriously impaired by phase uncertainties. Same thing applies to scenarios where transmit power is scarce (curves for P t = 50). Next, we focus on scenarios with active and idle sensors. In Fig. 9(a) , we depict the average distortion in the estimated random field as a function of the sensor duty-cycle p. We show results both for the KLT-and pKLT-based schemes. Unsurprisingly, distortion is a monotonically decreasing function in p. By increasing p the active number of sensors increases on average and, hence, the beamforming gain is larger. Besides, the pKLT-based scheme outperforms the KLT-based one for all p. This stems from the fact that pKLT exploits the information on the subset of active sensors in each realization not only for power allocation purposes but also for the computation of the compression term (w ij ) in the beamforming weights (and, consequently, the design of the corresponding estimator in the FC). Despite of the computational burden that pKLT entails, the gain can be regarded as moderate for highly correlated fields (2 dB for 30% duty cycle when θ = 10 −3 ) or negligible in fields with lower correlation values (θ = 10 −2 ). Complementarily, Fig. 9(b) shows some results on the average number of active eigenmodes. The impact of duty cycle in the KLT-and pKLT-based approaches is radically different. In the KLT case, the power allocation scheme activates more eigenmodes for small p. In this way, it attempts to partly compensate for the increasing distortion in the beampatterns by sending more (in principle redundant) information. On the contrary, the pKLT scheme tends to activate less eigenmodes. This is attributed to the fact that, when p diminishes, the attempt to infer the observations of idle sensors by conditioning on those of the active ones (thex c A term in equation (32)) is less accurate. Likewise, matrix Cx becomes substantially different from C x this having a direct impact on the designed eigenbeamformers. Their combined effects result into a reduction of the number of active modes (i.e., focusing on the more reliable ones). Interestingly, the gap is larger for scenarios with low correlation (large θ) since the difficulty to infer unknown data is higher.
B. Compressed Transmission via Greedy Pre-Coder Design
Next, we show some results for the greedy (iterative) precoder solution presented in Section V for Rayleigh-fading channel scenarios. In Fig. 10 , we depict the reconstruction distortion averaged over channel realizations. Clearly, the precoder obtained with the greedy approach outperforms the KLbased one with per-sensor channel equalization (curves labeled with "Channel Inversion KLT") for all values of correlation and total transmit power. As a second benchmark, we also depict the distortion attained by this scheme with Gaussian channels. Interestingly, Rayleigh fading has a marginal impact in the performance of the pre-coder obtained with the greedy approach (almost unnoticeable for θ = 10 −2 ). On the contrary, the performance gap with the KL-based scheme is substantial.
Finally, Fig. 11 provides further insights on the behavior of the compressed transmission scheme via greedy pre-coder design. First, we observe that the performance of the proposed solution is virtually identical to that of the optimal one which can only be computed numerically. As it follows from (59), distortion decreases with the number of transmissions although beyond some point (big round markers on the curves) all curves saturate. This corresponds to the solution with the highest compression level (or, equivalently, lowest latency) for a given transmit power. In a practical implementation, the exhaustive search over I would be stopped as soon as e.g. the decrease in distortion with respect to the previous value would be within a prescribed margin. Yet not constrained by the problem formulation itself, the optimal (i.e. smallest) number of pre-coders was always found to be smaller than N for all practical values of θ and P t . In other words, the distributed pre-coding scheme actually achieves compression. Of course, by increasing the total amount of transmit power available, a larger number of "useful" transmissions which effectively convey non-redundant information to the FC can be afforded.
VII. CONCLUSION
In this paper, we have first proposed a family of distributed pre-coding schemes based on the KL and partial KL transforms. We have derived, in a unified manner, closed form expressions of the optimal power allocation strategies for two problems of interest, namely, the minimization of the estimation error at the fusion center and the minimization of the transmit power at the sensor nodes; in three different scenarios encompassing residual phase synchronization errors or idle sensors. The optimal power allocation strategy designed in the presence of residual phase synchronization errors is robust since statistical knowledge on such errors is exploited.
The aforementioned KL-based techniques require per-sensor channel equalization. Hence, in Rayleigh fading channels a substantial part of the available transmit power must be used just to equalize channel fades. To avoid that, we have also proposed an iterative and greedy scheme by which the pre-coder design and power allocation problems can be simultaneously (and effectively) solved for the general case.
Computer simulation results revealed that, in the baseline scenario, the KL-based pre-coding scheme outperforms uncompressed transmission by some 3-4 dB (θ = 10 −3 , Gaussian channels). This is due to the fact the KL transform avoids sending redundant information by activating a limited number of eigenmodes to which power is optimally allocated. Specifically, the compression level of the proposed pre-coding scheme reaches 27.5% for θ = 10 −3 . In Rayleigh-fading channels, distortion is, as expected, higher. Interestingly, the performance of the robust version of the KL-based pre-coding scheme degrades gracefully with residual phase errors. The distortion gap with respect to non-robust designs is substantial, in particular for highly correlated observations (θ = 10 −3 ) and intermediate values of phase uncertainties. For large residual phase errors, the robust scheme tends to reduce the number of active eigenmodes. We have also observed that diminishing the duty cycle has a negative impact in the performance of KLbased pre-coding schemes. This loss can be partly compensated by resorting to the partial KL transform, at the expense of a substantial increase in computational burden and associated signalling. Finally, we have learned that the pre-coders obtained with the greedy approach clearly outperform KL-based ones in terms of reconstruction distortion. Moreover, the performance associated to the solution given by the iterative and greedy approach is virtually identical to that of the optimal one which can only be computed numerically. Last, we have also found that distortion decreases with the number of transmissions although beyond some point it saturates. This corresponds to the solution with the highest compression level (lowest latency) for a given transmit power.
APPENDIX A COMPUTATION OF MATRIX C r
In this appendix, we derive the covariance matrix C r that has been used for the computation of (28).
A. Diagonal Elements in C r
The diagonal elements of C rr can be computed as follows: E[r 
where we have exploited, on the one hand, that n i is statistically independent of y i and x i ; and, on the other, that x i and n i are zero-mean. As for β i , we have
Next, the θ i term in (75) can be re-written as 
Each expectation term in the last summation can be alternatively expressed as
where we have exploited that the random variables z l are identically distributed. By letting σ 
In the last expression, the term 
Finally, by replacing (90) and (77) 
