Spectra of various compounds and elements are taken for spectroscopic studies. In spectroscopic studies, the spectrum of the sample, taken using a speetromcter, is plotted as a graph and the various photo-peaks are identified. The spectrum of a sample contains the characteristic spectral lines of all the elements present. Thus, it is a linear superposition of the spectral lines of the elements present, but scaled.
various samples are taken for spectroscopic studies. They consists of various photo-peaks which arc characteristic spectral lines of the elements which constitute the sample. Also it is not necessary that all characteristic lines of each constituent element be found in the spectnllTI. But the probability of occun-enee of the persistent lines of the elements is very high. Thus the spectrum taken is a linear superposition of the spectra of the constituent elements in the sample. Indeed, the photo-peaks do not have the same relative intensity as specified in the data handbook. They are scaled. 
Fig.3.1 Spectral lines of elements with (a) al/ lines and (h) persistent lilies
So, if ei is the spectrum of element i in the sample, then the intensity of the characteristic line of the sample S can be given as: (3.1 ) where (Xi is the scaling factor of the relative intensity of the spectral lines of element i.
The output has a linear rcsponse with the input. Therefore, the classification system should havc a linear response with rcspect to the (Rosenblatt, 1958). However, it was unable to solve pattern recognition problems that were not linearly separable. Here, for spectral identification, the neural network can be trained using linear perceptron models or using optimal linear associative memory (OLAM) algorithms. A linear perceptron does not converge to accurate results and OLAM is most suited for such applications as shown by Kellcr and Kouzes (1995) .
The optimal linear associative memory (OLAM) approach IS based on a simple matrix associative memory model (Kohonen, 1972 (Kohonen, , 1989 
OLAM Weight Specification
Step 1. Fonn matrices of spectra. Arrange spectra as columns in an n x p dimensional matrix X, where n is the number of inputs and p is the number of elements and target as columns in an p x p dimensional matrix L
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Step 2. Generate inverse of the spectral matrix X. Since ~ is generally not a square matrix, a pseudo-inverse technique is used to generate At· (t indicates pseudo-inverse)
Step 3. Form the synaptic weight matrix.
The third phase of an ANN development project IS system realization. The spectral lines data from the handbook for each element is as shown in Fig.3 .1. In the system realization phase, the number of input neurons and the number of output neurons are to be dctermined. The problem specification detennincs both (Hagan ct. al., 2002) . Usually the number of output neurons is taken as the number of problem outputs.
Since there are seven elements to be identified the number of output neurons is taken as seven. Next phase is to determine the number of input neurons. In this particular problem the number of input neurons is determined by training and testing. Two scts of data arc given for tcsting:
One, a set of noisy data and other the persistent lines. The probability of occurrence of persistent lines (ultimate lines) is thc highest. Therefore, it should be identified in any worse condition, even though it is few in number.
The data is scanned with a resolution of 1 A 0. This is to ensure discretion with spectral lines which are very close to eaeh other. In the nanometre seale they are treated as the same line. There are about 3000 wavelength points with their intensities. As seen in Fig.3 
The Results
Now the system is to be tested. Spectra of mixtures were generated by combining spectra of different elements. Random noise is also added to the mixture. The data is scanned with a resolution 1 A 0 and is More results are shown in Table 3 
An Automated System
The success of the identification of spectral peaks with the neural network led the approach for the automation of a practical system VPN Nampoori, 2009, 2002) . It now turns out that a system is set up so that when a spectrum is fed to it, it will identify all the elements present in the sample by recognizing the elements learnt by it. Preliminary results are good enough to consider this method for automating spectral identification. Spectrum recorded with a CCD camera coupled to a spectrograph having a grating blazed at 750nm with 1200 grooves/mm and using the fundamental emission of Nd: Y AG laser having lOns pulse width was employed for the investigations. In the present investigation, the characteristic spectral lines of elements with their wavelength and intensity in the whole visible range are taken into consideration. 
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The Approach
Now wc will detennine the number of input nodes and the number of output nodes for the ANN. Since there are four elements to be identified, the number of output nodes is 4. The number of input nodes is determined by actual training and testing. For training, the data from the handbook is taken. For testing, the persistent line data from the data handbook and the data taken by the spectrometcr are used. Spectrum taken with a CCD camera coupled to a spectrograph having a grating blazed at 750nm with 1200 grooves/mm and using the fundamental The wavelength range 380-740nm is split into 9 spectra each of 40nm span, since a 40nm grating is used. The example of sueh a spectrum extending from 380-420nm is as shown in Fig.3 '" '-. that element is discarded in that particular range. This is because the relative intensity is zero for all the wavelengths in that range. From the OLAM weight specification given, it is required to calculate the pseudoinverse of the input matrix X. If one of the columns of the input matrix X becomes zero, then it is singular and no inverse exists. This is true with the persistent line data also as shown in Fig.3 .8.
a
The ANN now has 80 input nodes for each element, X is a 80x4 matrix, and 4 output nodes, T is a 4x4 matrix. The weight matrix W, a 4x80 matrix, is determined as per the OLAM weight specification. The testing data, the persistent line data and the actual data from the spectrometer arc also scanned at a resolution of lA 0 and is segmented into 80 equal palis. The area of each pm1 is taken by considering a polygon with the points and it is nonnalized. This data is given to the trained network. The network calculated the output and the mean squared error is determined. The same process is repeated with varying number of input nodes. As the number of input nodes is increased, the network learnt easily but the generalization became poor. As shown in Fig.3 .9, the performance of the network is better when the number of input nodes is 40. So for the ANN model it is decided to have 40 input neurons and 4 output neurons. The network is trained with OLAM weight specification and the weight matrix is determined
The Output
The artificial neural network with 40 input neurons and 4 output neurons is trained and is now ready to automate the spectra taken with the spectrometer. Here, it is to be noted that the ANN is trained with the actual data taken from the data handbook (Sansonetti and Martin, 2005) .
No spectrum from any practically obtained spectrometer is given during the training phase. It is used only for testing. The spectra of pure The neural network can recognize patterns even from a noisy background.
Once the network is trained efficiently. it is robust and reliable at any worse ,"onditions of the input, unless the input is highly distorted. The trained ANN is now tested wilh a practical data given in Fig.3 .I O.
The sample spectrum of titanium oxide with the occurrence of all the characteristic spectral lines of elements trained with the ANN is as shown in Fig. 3 . 11 . Some photo-peaks of the spectrograph spectrum is coinciding with the chamcteriSlic spectral lines of certain elements and there are photo-peaks which are spurious also. The spectrum of Titanium
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ox.ide in the nUlge 4200 -4600 A O is as shown in Fig.3 . 12 with the characteristic spectral lines of the elements and the persistent lines in particular in the same range is also given. In the speeified range AI has no characteristic spectral lines.
All bMS
PetslsI8'fIC !win W7ie18ngt/l 1fI AU w;r.'9Iengt/l ,n AU With the coincidence of certain photo-peaks obtained in a 40nm
span with the characteristic phOlo-pcaks of certain elements. one cannot conclude that a specific e lement is present in the sample. The confirmation is obtained from the spectrum taken from other wavelength spans and also from thc occurrence of the persistent lines in the obtained spectrum. So the spectra for a certain range is required for the • conclusions. Here, the whole visible range, with 9 spectra each of 40nm span, is considered. Each of the 9 spectra is scanned with a resolution of I A o. The scanned data is divided into 40 equal parts and the nonnalized area is taken. This data is fed to the trained neural network.
Within the range as shown in Fig.3 The spurious peaks obtained in the sample arc misclassified as the elements which are not present in the sample. But the result was not encouraging as shown in Table 3 .4. In order to overcome this problem another neural network is designed with the persistent lines only.
Persistent lines of all the elements in the desired range is taken and processed as discussed and the nonnalized area is given as the input to the ANN. The weight matrix is detennined using the OLAM weight specification.
Sample spectrum taken with the CCD camera and considering the persistent lines only is as shown in Fig.3 The probability of occurrence of an element is detennined from the obtained output. For this probability, a threshold is kept. If the probability is above this threshold, the second ANN, ANN2, is used to check the presence of the persistent lines of the element. If the persistent line is also present, then it could be inferred that the element is present in the sample. The block diagram is shown in Fig.3 .l4. This technique gave a good result for the entire sample spectrum fed to it. The 9 spectra ranging from 380-740 nm taken using the spectrometer are processed as each of 40 inputs and fed to ANN 1. The output is tabulated as in table 3.4.
From the table, the probability of occurrences of each element is taken. When tested with ANN2, it gave a result of 0 ruling out the possibi lity of occurrence of Ca and AI, showing that a spurious peak is misclassified. This is done for every element and the result is verified and is tabulated as in table 3.5.
Summary
The initial results of our research have demonstrated the capability of artificial neural networks to identify elements even from a noisy spectrum. With the help of two ANNs, it became possible to identify the elements present in the sample from the obtained spectrograph. The classification is attributed to the orthogonalization process used by the OLAM during training. Since this training is a non iterative process, the OLAM offers a substantially shorter training time.
One of the disadvantages of the OLAM, is that all the spectral lines of each element, weak, strong and persistent within the visible range, are used for training. Good results are obtained when all the lines arc considered. But in a practical case, it is not possible to obtain the whole spectral lines. Another disadvantage of this is that it is limited by the grating used. Since a 40nm grating is used, 9 spectra is required to cover the whole visible range. But the results are satisfactory to consider this tcchnique for automating the spectrum identification.
