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$ommaire
L’objectif de ce mémoire est de proposer des estimateurs de dérivées par rapport à
certains paramètres d’un réseau. L’intérêt de développer des estimateurs de dérivées
est l’intégration de ceux-ci dans les procédures de contrôle utilisées pour la gestion
d’un réseau de télécommunications. Pour qu’une procédure de contrôle soit adoptée
dans un réseau, elle doit être simple et procéder rapidement au contrôle sans ralentir
la transmission des paquets. Par conséquent, nous voulons concevoir des estimateurs
de dérivées simples qui peuvent être calculés rapidement en observant l’évolution du
réseau sans l’encombrer.
Nous considérons deux types de paquets, des paquets en mode sans connexion et
des paquets en mode connexion. Nous discutons brièvement des différents types de
contrôle qui suscitent notre intérêt et nous décrivons comment les estimateurs de
dérivées peuvent servir à créer de nouveaux mécanismes de contrôle. Nous dévelop
pons des estimateurs de dérivées pour trois types de contrôle t le contrôle de flux,
le contrôle d’admission d’appels et la gestion des files d’attente dans un routeur.
En établissant des relations entre les dérivées, nous montrons que les estimateurs
cherchés peuvent être obtenus à partir d’un seul estimateur de dérivée.
Mots clés : réseau, estimation de dérivées, contrôle, optimisation, modélisation
Abstract
The objective of this thesis is to present derivative estimators with respect to parameters
of a network. The reason to develop derivative estimators is to integrate them into the
control mechanisms used in managing a telecommunications network. A control mechanism
must be simple and proceed quickly without siowing down data transmission. We would
like therefore to devise simp’e derivative estimators that can be calculated rapidly while
following the evolution of the network without cluttering it.
Two types of models for the incoming data stream will be used, those that are connec
tionless and those that are connection-oriented. We will briefty discuss the different types
of control that are of interest to us and describe how derivative estimators can be used
in creating new control mechanisms. We will then develop derivative estimators for three
types of control : fiow control, cail admission control, and queue management in a router.
Finally, by exploiting the relationship between the different derivatives, we will show that
the estimators we seek can be obtained from a single derivative estimator.
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Introduction
Les réseaux de télécommunications résultent du besoin des humains d’échanger de l’in
formation. Un réseau est un ensemble d’équipements et de liaisons de communication qui
permettent le transport de l’information d’un point à un autre. Aujourd’hui, les réseaux
sont des outils indispensables en constante évolution, On y recourt de plus en plus et la
technologie qui les soutient se développe en conséquence. Depuis les dernières années, les
entreprises de télécommunication cherchent à developper des mécanismes qui permettent
d’exploiter pleinement les infrastructures des réseaux déjà en place. Une procédure de
contrôle est un mécanisme employé pour assurer le bon fonctionnement d’un réseau et
pour accroître son efficacité.
L’objectif de ce mémoire est de proposer des estimateurs de dérivées par rapport à
certains paramètres d’un réseau. L’intérêt de développer des estimateurs de dérivées est
l’intégration de ceux-ci dans les procédures de contrôle utilisées pour la gestion d’un réseau
de télécommunications, c’est-à-dire le contrôle de flux et la gestion de files d’attente dans
un port sortie.
Dans le premier chapitre, nous abordons les réseaux de télécommunications et nous
présentons notre modèle de réseau. Tout d’abord, nous examinons en profondeur les com
posantes du réseau qui seront mentionnées tout au long de ce projet en insistant sur le
fonctionnement d’un routeur et de ses ports de sortie. Nous caractérisons ensuite le mo
dèle de réseau que nous utiliserons dans le cadre de ce projet. Nous présentons les deux
processus d’arrivée qui seront utilisés pour générer les paquets, c’est-à-dire, le processes
d’arrivée sans connexion et le processus d’arrivée avec connexions. Nous décrirons la po
litique de gestion des files d’attente employée dans un port de sortie pour servir les files.
2Pour terminer, nous abordons en détails l’objectif du mémoire.
Le chapitre 2 explique les raisons pour lesquelles la recherche d’estimateurs de dérivées
est pertinente. Nous discuterons des différents types de contrôle qui nous intéressent 1)
le contrôle de flux sur les paquets en mode sans connexion; 2) le contrôle de flux sur
les paquets en mode connexion (contrôle d’admission des appels); 3) la gestion des files
d’attente dans un port de sortie. Nous proposerons de nouvelles procédures basées sur
l’utilisation d’estimateurs de dérivées. Ce faisant, nous voudrions trouver des estimateurs
de dérivées associés à chacun des contrôles considérés. Pour le contrôle de flux des paquets
en mode sans connexion, nous souhaitons obtenir la dérivée par rapport à leur taux d’entrée
dans le réseau. Pour le contrôle de flux des paquets en mode connexion, nous souhaitons
obtenir la dérivée par rapport au taux d’ouverture des connexions dans le réseau. Pour la
gestion des files d’attente dans un port de sortie, nous cherchons la dérivée par rapport au
paramètre déterminant l’ordre de service des files dans le port.
Étant donné la complexité des réseaux de télécommunications, le chapitre 3 sera consacré
à l’analyse d’un réseau ne comportant qu’un seul port de sortie. Nous proposerons des
estimateurs de dérivées, dits locaux, pour les trois dérivées abordées au chapitre précédent.
L’estimateur de dérivée pour le mode sans connexion sera developpé et des relations seront
établies entre cet estimateur et les deux autres estimateurs recherchés. À partir de ces
relations, nous obtiendrons un estimateur de dérivée pour la gestion des files d’attente et
un autre pour le mode connexion.
Au chapitre 4, nous reviendrons à notre modèle de réseau, pour lequel nous développerons
les trois estimateurs de dérivées considérés à partir des estimateurs obtenus au chapitre
précédent. Plus précisément, nous montrons qu’il est possible d’obtenir ces estimateurs
en utilisant uniquement des estimateurs locaux. Nous voyons que les estimateurs locaux
peuvent servir localement, c’est-à-dire dans le routeur, et que ceux-ci peuvent être utilisés
sur l’ensemble du réseau pour construire les estimateurs de dérivées par rapport au taux
d’entrée des paquets en mode sans connexion et en mode connexion. La méthode employée
pour obtenir les estimateurs est avantageuse puisqu’elle implique uniquement le calcul
d’estimateurs locaux, c’est-à-dire des estimateurs simples qui sont calculés rapidement dans
3les routeurs sans tenir compte de la structure du réseau. Enfin, nous montrons qu’un seul
estimateur est requis pour trouver les trois estimateurs de dérivées.
Chapitre 1
AModelisation d un reseau de
télécommunications
1.1 Les réseaux de télécommunications
Un réseau de télécommunications est un groupe d’équipements (ordinateur, routeur, etc.)
reliés par des canaux de communication (fibre optique, cable, sans fil) leur permettant
d’échanger des informations. Dans les réseaux de commutation de paquets, les informa
tions sont découpées en fragments que l’on appelle paquets et ceux-ci sont transportés à
travers le réseau, d’une origine à une destination [231.
Les composantes d’un réseau
Le réseau illustré à la figure 1.1 comporte six routeurs désignés par les lettres A à F et
six lignes de transmission, correspondant aux traits. On dit que le routeur A est relié aux
routeurs B et C, car il existe une ligne de transmission entre le routeur A et chacun d’eux.
Pour être transmis d’un routeur à un autre, un paquet voyage sur les lignes de transmission.
Précisons que ces lignes sont bidirectionnelles.
Un routeur est un ordinateur spécialisé ayant pour rôle d’acheminer à un autre routeur
les paquets qu’il reçoit [231. Si deux routeurs ne sont pas reliés par une ligne de transmission,
5ils peuvent communiquer à travers un ou plusieurs routeurs intermédiaires. La figure 1.2
illustre le fonctionnement d’un routeur en prenant comme exemple le routeur D de la figure 1.1.
Pour chacunes de ces lignes de transmission, le routeur possède un port d’entrée et un
port de sortie. Quand un paquet arrive par un port d’entrée, le routeur l’achemine vers le
port de sortie qui lui est destiné. Ainsi, un paquet provenant du routeur B et ayant comme
destination le routeur E arrive par le port d’entrée b et est acheminé au port de sortie e.
À chaque port de sortie se trouvent une ou plusieurs files d’attente et un contrôleur. Ainsi,
un paquet qui est acheminé au port de sortie e est placé dans une des files d’attente se
trouvant à cette sortie.
La figure 1.3 illustre un contrôleur et un ensemble de files d’attente associés à un port de
sortie spécifique (répétons qu’un port de sortie peut avoir qu’une seule file d’attente). Le
contrôleur doit gérer l’ordre de service des files d’attente afin que les paquets qui se trouvent
dans les files puissent quitter le routeur. Il est responsable d’acheminer les paquets stockés
dans les files d’attente vers le lien de sortie.
fIG. 1.1
—
Exemple d’un réseau comportant six routeurs et six lignes de transmission
associés au port de sortie C
— E
fIG. 1.2 — Détails du routeur D de la figure 1.1
6I I I I I
I I lien de sortie
I I I
fIG. 1.3 — Contrôleur et files d’attente associés à un port de sortie
Lorsqu’un paquet est acheminé vers un port de sortie, celui-ci est stocké dans une des
files d’attente se trouvant à la sortie et, au moment opportun, le contrôleur lui donne accès
au lien de sortie.
Nous considérons qu’à chaque port de sortie d’un routeur se trouve une ou plusieurs
files d’attente. Nous utilisons un exemple particulier d’un routeur, car celui-ci peut être
fabriqué de différentes façons.
1.2 Notre modèle
1.2.1 Caractéristiques du réseau
Nous généralisons ici le modèle étudié dans [29]. Avant de définir clairement le modèle
de réseau étudié dans ce document, il est essentiel de préciser que notre modèle est une
abstraction de la réalité. II est une approximation du fonctionnement réel des réseaux de
télécommunications.
Le modèle de réseau considéré dans ce document, et utilisé dans nos programmes de
simulation, possède les caractéristiques suivantes
1- La durée du parcours entre deux routeurs reliés est négligeable. Autrement dit,
nous négligeons le délai de propagation des paquets sur les lignes de transmission.
Lorsqu’un paquet quitte un routeur il est acheminé, sans délai, au prochain routeur;
72- Lorsqu’un paquet arrive dans un routeur, le temps requis pour qu’il joigne une
file d’attente d’un port de sortie spécifique est négligeable. Autrement dit, nous
négligeons le temps de traitement à l’intérieur d’un routeur;
3- Nos réseaux comportent plusieurs routes et chacune correspond à une liste ordonnée
de routeurs à visiter dans le réseau;
4- Les routes sont unidirectionnelles;
5- Dans nos programmes de simulation les paquets sont générés à l’origine des routes
(section 1.2.2). Lorsqu’un paquet arrive dans un routeur, celui-ci envoie le paquet au
port de sortie relié au prochain routeur sur la route;
6- Nous considérons deux types de paquets, soient les paquets en mode sans connexion,
correspondant au type A, et les paquets en mode connexion, correspondant au type
B (section 1.2.2);
7- Les ports de sorties possèdent tous deux files d’attente : les paquets de type A sont
stockés dans une file (file A) et les paquets de type B sont stockés dans l’autre file
(file B);
8- La taille des paquets est fixe;
9- Chaque port de sortie utilise l’approche time-stotted service [23] et la politique aléa
toire pour servir ces files d’attente (section 1.2.3). Pour une file, le premier paquet
arrivé est le premier paquet sorti; et
10- La capacité des files d’attente est infinie, ce qui revient à dire qu’aucun paquet
n’est perdu dans nos simulations.
1.2.2 Génération des paquets
Lors de nos simulations, les paquets sont générés à l’origine de chaque route et ils sont
envoyés, sans délai, au premier routeur de la liste. Ainsi, pour une route donnée, le taux
d’entrée des paquets dans le réseau est en fait le taux d’arrivée de ces paquets au premier
routeur de la route. Précisons que
1- Il existe deux types de processus d’arrivée des paquets dans le réseau, le type sans
connexion, nommé type A et le type avec connexion, nommé type B. Les paquets de
type A sont ceux provenant du processus d’arrivée de type A et les paquets de type
B ceux provenant du processus d’arrivée de type B; et
$2- Pour chaque route, le programme de simulation génère des paquets de type A et des
paquets de type B. Lorsqu’un paquet arrive dans un roilteur, il est placé dans la file
correspondant à son type.
3- Les files d’attente A et B des ports de sortie peuvent contenir des paquets de plu
sieurs routes différentes.
• Processus d’arrivée de type A (paquet en mode sans connexion)
Pour une certaine route r, le processus d’arrivée des paquets de type A au premier routeur
à visiter est modélisé par un processus de renouvellement {N,.(t), t O} [20]. Le temps
entre la je arrivée et la (i + 1) arrivée, i > 0, est noté C. Les variables {Crj, j > 0}
sont des variables aléatoires indépendantes et identiquement distribuées (iid) ayant une
fonction de répartition continue, notée F. Posons )ç’ = E[Cr,jl. Pour un processus de
renouvellement, O < )ç’ <oc. Le nombre de paquets de type A de la route r arrivés dans
le réseau jusqu’au temps t est
m-1
Nr(t) = sup{rn: Cri t}.
Le processus d’arrivée de type A de la route r satisfait les deux propriétés suivantes
(j) lim C
=
a.p. 1 (avec probabilité 1)
t-m t
(jj) )Ç’ est un paramètre d’échelle de la fonction de répartition F,..
La relation énoncée au point (j) correspond au théorème de renouvellement [201. La variable
À, est le taux ou l’intensité du processus de renouvellement, c’est-à-dire le taux d’arrivée
des paquets (taux limite), provenant de la route r, au premier routeur à visiter sur cette
route. L’exemple le plus connu d’un tel processus est le processus de Poisson homogène
d’intensité À,.. Lorsqu’un paquet de type A de la route r arrive dans un routeur, il est
envoyé (sans délai) à la file A du port de sortie associé au prochain routeur à visiter par le
paquet. Les files A des ports de sortie peuvent stocker des paquets de type A de plusieurs
routes différentes.
9• Processus d’arrivée de type B (paquet en mode connexion)
La durée d’une connexion — temps alloué par le réseau pour une connexion
— est fixée
lorsque la connexion est établie. Une connexion peut envoyer des paquets dans le réseau
à partir du moment où celle-ci est établie jusqu’au moment où elle se termine. Pour une
certaine route r, le processus d’arrivée agrégé des paquets de type B au premier routeur
à visiter est modélisé par un processus semi-Markovien modulé {N(t), t O} ([20], [9]).
Nous employons le terme processus agrégé puisque N(t) compte le nombre de paquets
de type B de la route r arrivés dans le réseau jusqu’au temps t, pour chaque connexion
établie jusqu’au temps t. Les connexions sont établies suivant un processus de renouvel
lement {]J(t), t > 0}. Le temps entre la e arrivée et la (i + 1) arrivée, i > 0, est noté
Les variables aléatoires i > 0} sont des variables iid avec une fonction de ré
partition continue, notée HT. Posons Pç1 = E[D,]. Pour un processus de renouvellement,
o < < oo. Le processus A’I(t) satisfait les deux propriétés suivantes
(i) M(t) = A, a.p. 1
(ii) A’ est un paramètre d’échelle de la fonction de répartition HT.
La variable A est le taux ou l’intensité du processus MT(t), c’est-à-dire le taux d’ou
verture des connexions pour la route r (taux limite).
Hypothèse 1.1. Les durées des connexions pour une certaine route r, notées {YT,j, i 0},
sont des variables aléatoires stationnaires iid, indépendantes du processus 1’’T (t) et
GT E[Yri] = T,. et Var[Y,.,] <oo.
Posons {Z,., j > 0} les temps d’ouverture des connexions. Lorsqu’une connexion i est
établie, les paquets sont envoyés dans le réseau suivant un processus de renouvellement
{C,.,(t), ZTj <t Z,., + Y,.,} de taux O < a,. <œ.





1.2.3 Politique de gestion des files d’attente dans un port de
sortie
Nous nous concentrons maintenant sur la gestion des files d’attente dans un port de
sortie. Nous supposons que cette gestion est effectuée de la même façon dans tous les ports
de sortie du réseau. Aussi, nous considérons qu’un port de sortie gère ces files d’attente in
dépenda.rnment des autres ports de sortie. Nous employons le terme politique pour désigner
la règle selon laquelle les files d’attente dans un port de sortie sont servies.
Comme cela a été mentionné précédemment, le port de sortie de la figure 1.3 possède
n files d’attente en parallèle et un contrôleur qui offre le service aux files selon une règle
donnée. Lorsque le contrôleur offre le service à une file, si elle n’est pas vide, il envoie le
paquet qui est à la tête de la file au routeur connecté à la file de sortie du port.
Nous supposons que la taille des paquets, notée S, est fixe. La taille d’un paquet représente
le temps requis pour qu’un paquet atteigne la ifie de sortie une fois qu’il a quitté la file
d’attente où il a été entreposé. Pour servir ces files, un port de sortie utilise l’approche time
stotted service [231 à chaque période, c’est-à-dire à chaque S unité de temps, le contrôleur
du port de sortie choisit une file
- Si elle est vide, le contrôleur reste inactif durant 6 unités de temps;
- Sinon, il transmet le paquet qui est à la tête de la file.
La règle selon laquelle le contrôleur gère les files se nomme « politique de gestion des files »
(potting poticj). Nous utilisons dans ce document la politique aléatoire décrite dans [4,11],
définie comme suit
Définition 1.1. Selon la politique aléatoire, la probabilité que le contrôleur d’un port de
sortie selectionne ta file k de ce port est 0k avec = 1, où n est le nombre de files
d’attente du port et O < 0k < 1. Les paramètres 0k peuvent varier d’un port de sortie à un
autre.
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Par conséquent, le contrôleur choisit une file aléatoirement au début de chaque période.
Une fois choisie par le contrôleur, la file k reçoit le service voulu. On dit qu’elle est en
période de service. Pendant cette période, les autres files sont en période d’attente. Pour
faire le lien entre un port de sortie avec une seule file d’attente et une file GI/G/1, nous
définissons la durée de service d’un paquet. La durée de service d’un paquet est définie
comme étant la somme des périodes d’attente lorsque le paquet est à la tête de la file
et de la période de service du paquet. En d’autres mots, la durée de service d’un paquet
correspond au temps qu’il a passé à la tête de la file additionné au temps de transmission
6. Il est important de noter que la durée de service d’un paquet arrivant à une file, lorsque
celle-ci est vide, ne tient pas compte de la période pendant laquelle ce paquet est arrivé.
Nous montrons à la figure 1.4 deux exemples d’arrivées de paquets différentes qui amènent
à deux durées de service différentes pour le e paquet. Chaque droite correspond à une file
d’attente spécifique et elle représente l’intervalle de temps dans lequel les (i — 1) et e
paquets sont arrivés à la ifie. Les droites horizontales, représentant les axes du temps, sont
divisées en segments de longueur 6, appelés périodes. La longueur des segments correspond
à la taille des paquets que nous considérons fixe. Les segments en gras représentent des
périodes de service de la file. La variable T_1 indique le temps correspondant au début
de la période de service du (i — 1) paquet (première période de service). La variable T
indique le temps correspondant au début de la période de service du e paquet (deuxième
période de service). Pour les deux droites, le (i — 1) paquet quitte le port de sortie à la fin
de la première période de service, c’est-à-dire au temps T_1 + 6. Pour l’exemple (a), le e
paquet se place à la tête de la file lorsque le (i — 1) paquet quitte le port de sortie à la fin
de la première période de service. À la fin de la deuxième période de service (c’est-à-dire au
temps T + S), le i paquet quitte le port de sortie. La durée de service du paquet est donc
égal à 26 unités. Pour l’exemple (b), le i paquet arrive à la file au milieu d’une période
d’attente lorsque la file est vide. La durée de service du e paquet ne tiendra pas compte de
cette période. Ainsi, la durée de service du paquet est égal à S unités. Posons S, la durée
de service du e paquet arrivé à la file k d’un port de sortie spécifique. Avec la politique
aléatoire, la variable aléatoire S peut s’exprimer ainsi
6M où I’I, Géométrique(9k). (1.1)
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Soulignons que si X est une variable aléatoire suivant la loi géométrique de paramètre
&,alorsP(X=j)=zg(1_O)i_1 pourje{1,2,...}etO<O<1.
Dans un port de sortie avec n files, lorsque la politique de gestion des files est la politique
aléatoire, chaque file d’attente est indépendante des autres files. Pour analyser un port de
sortie, nous allons souvent considérer une seule file. Ce faisant, si nous étudions la file k,
celle-ci aura le service avec probabilité 6k Autrement, avec probabilité 1
— 0k, le contrôleur
donnera le service à une autre file et la file k sera en période d’attente. Nous nous référerons
fréquemment à la remarque suivante dans ce document
Remarque 1.1. Soit le port de sortie à ta figure 1.3. Supposons que te processus d’arrivée
des paquets à la file k du port de sortie est un processus de renouvellement. Considérons
une file G/G/1 dans laquelle la durée de service d’un paquet est une variable aléatoire
géométrique de paramètre °k Le système composé exclusivement de tafite k et du contrôleur,
qui donne le service à cette file avec probabilité 0k, est approximativement ta file G/G/1
considérée. Ce n’est pas exactement une telle file puisqu ‘un paquet qui arrive à la file k,
lorsque celle-ci est vide, débutera son service au début de ta prochaine période de service
/27].
1.3 Objectif du mémoire
L’objectif de ce mémoire est de développer des estimateurs de dérivées par rapport aux
paramètres À,. et A,., et 0k• Pour les paquets de type A de la route r, nous cherchons un
estimateur pour la dérivée du temps d’attente total moyen d’un tel paquet par rapport à
À,.. Le temps d’attente total d’un paquet est la somme des temps qu’il passe à attendre
dans les files de tous les ports de sortie qu’il visite. Pour les paquets de type B de la route
r, nous cherchons un estimateur pour la dérivée du temps d’attente total moyen d’un tel
paquet par rapport à A,.. Nous voulons aussi développer des estimateurs pour la dérivée
du temps d’attente moyen d’un paquet de types A et B dans une file d’un port de sortie
par rapport à la probabilité de service de cette file.
Légende
A’_1: temps d’arrivée du (i_])e paquet
A : temps d’arrivée du i paquet
T_i: temps correspondant au début de la période de service du (i_l)e paquet




période de L_i T1_ T T+S
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durée de service du
e paquet(b)
FIG. 1.4 — Exemples pour la durée de service d’un paquet : la durée de service du e
paquet est égal à ta) 26 unités et (b) S unités.
Nous cherchons des estimateurs de dérivées qui pourront être calculés en temps réel,
c’est-à-dire uniquement en observant l’évolution du réseau. Nous expliquons au chapitre
2 les raisons pour lesquelles nous désirons obtenir de tels estimateurs. Initialement, nous
avions envisagé de développer des estimateurs de dérivées pour Àr, Ar et °k en utilisant la
méthode RPA (rare perturbation analysis). Toutefois, étant donné la complexité des réseaux
de télécommunications et de celle des processus d’arrivée des paquets de types A et B dans
les routeurs, cette méthode s’est avérée inutile pour obtenir des estimateurs calculables en
temps réel. Nous expliquons davantage aux chapitres 3 et 4 pourquoi ces estimateurs sont






afin de développer des estimateurs de dérivées simples pouvant être calculés en temps réel.
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Un estimateur de dérivée est appelé estimateur local lorsqu’il est calculé sans considérer
la structure du réseau, à l’intérieur d’un routeur. En d’autres termes, le routeur se sert
de l’information locale seulement, comme par exemple, les temps d’arrivée des paquets
aux files d’attente du routeur. Un estimateur local est plus facile à développer et s’obtient
plus rapidement par simulation, car il est indépendant des routes du réseau et des autres
routeurs.
Nous proposons dans ce mémoire des estimateurs de dérivées qui vont approximer les
dérivées cherchées. Ces estimateurs sont construits en utilisant uniquement des estimateurs
de dérivées locaux. Les estimateurs locaux pourront être utilisés localement, c’est-à-dire
dans le routeur, pour obtenir les dérivées par rapport aux probabilités de service des files
(8k). Aussi, ils pourront être envoyés à la source des routes pour construire les estimateurs
de dérivées par rappport aux paramètres Ar et )‘.
Pour vérifier la performance des approximations, c’est-à-dire la performance des estima
teurs proposés, nous utilisons pour comparer un estimateur de dérivée obtenu par différence
finie [29]. Puisque nous cherchons des estimateurs calculables en temps réel, la différence
finie ne peut pas servir d’estimateur de dérivée. Pour calculer une différence finie, il faut
tout d’abord observer deux fois le même système avant de pouvoir obtenir une estimation
de la dérivée. Cette exigence rend impossible le calcul de cet estimateur en temps réel. La
comparaison entre l’efficacité des estimateurs de dérivées proposés et celle des différences
finies ne sera pas considérée. Les différences finies sont employées dans le seul but d’évaluer
la qualité de l’approximation de nos estimateurs. Soulignons que les estimateurs locaux
seront en général des estimateurs biaisés. Ainsi, les différences finies permettrons d’évaluer
expérimentalement le biais des estimateurs proposés.
Chapitre 2
Procédures de contrôle dans un
F . . .
reseau et utilisation d estimateurs de
dérivées
Ce chapitre explique les raisons pour lesquelles la recherche d’estimateurs de dérivées
est pertinente. Rappelons que nous cherchons dans ce mémoire des estimateurs de dérivées
par rapport à certains paramètres d’un réseau que nous appelons paramètres de contrôle.
Nous nous intéressons aux paramètres de contrôle suivants AT, le taux d’ouverture des
connexions pour la route r, ),., le taux d’arrivée des paquets en mode sans connexion de la
route r et &, la probabilité de service de la file k dans un port de sortie. La connaissance
d’estimateurs de dérivées par rapport aux paramètres de contrôle A, ) et 0k permettrait
d’évaluer la réaction du réseau suite à une légère modification des valeurs des paramètres
de contrôle. Par exemple, supposons qu’un estimateur pour la dérivée du temps d’attente
moyen d’un paquet de type B de la route r dans un routeur spécifique par rapport à A
est connu. La valeur de cet estimateur permet d’évaluer si le temps d’attente moyen d’un
paquet de type B de la route r dans le routeur en question est grandement affecté lorsque
l’on modifie la valeur du paramètre A. L’intérêt de développer des estimateurs de dérivées
est l’intégration de ceux-ci dans les procédures de contrôle utilisées pour la gestion d’un
réseau de télécommunications. La création d’algorithmes d’optimisation (stochastiques),
utilisant des estimateurs de dérivées, permettrait d’ajuster les valeurs des paramètres de
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contrôle pour les rendre optimales selon un problème d’optimisation choisi. Nous expliquons
dans ce chapitre comment les estimateurs de dérivées peuvent être employés dans notre
modèle de réseau.
Nous présentons tout d’abord les différents types de contrôle qui nous intéressent, c’est-
à-dire ceux agissant sur les paramètres A,., À,. et 0k• Plus précisément, la première section
traite des contrôles de flux et d’admission exerçant des contrôles sur les paramètres A,. et
À,.. Ensuite, à la deuxième section nous nous penchons sur la gestion des files d’attente dans
un port de sortie, une gestion pour laquelle les paramètres &k sont sujets à un contrôle.
Pour ces deux sections, nous expliquons brièvement comment les dérivées peuvent servir
pour développer de nouvelles procédures de contrôle, c’est-à-dire des procédures de contrôle
qui utiliseraient des estimateurs de dérivées. Précisons que ces sections cherchent à donner
l’idée générale de ces nouvelles procédures de contrôle, celles-ci ne sont pas développées
dans ce document.
2.1 Contrôle de flux et contrôle d’admission
Les techniques de contrôle de flux permettent de gérer l’utilisation des ressources du
réseau, et notamment de réglementer leur accès. Ces techniques sont indispensables pour
le bon fonctionnement des réseaux de télécommunications. Si chaque utilisateur envoie des
paquets à travers le réseau selon le débit qui lui convient, le réseau souffrira en très peu de
temps d’un grave problème de congestion. Pour prévenir une telle congestion, le contrôle
de flux gère la quantité de paquets circulant simultanément dans le réseau [23].
De façon générale, les procédures de contrôle de flux existantes dans les réseaux sont
caractérisées par leur simplicité et par la rapidité avec laquelle elles procèdent au contrôle.
Ces deux propriétés occupent une place primordiale dans la recherche d’une procédure de
contrôle. Bien que les procédures développées soient efficaces (simples et rapides) elles ne
permettent pas d’utiliser pleinement les ressources du réseau car elle ne s’adaptent pas à
tous les changements d’état du réseau [16, 23, 24]. Par exemple, certaines procédures de
contrôle sont des procédures fixes qui fonctionnent de la même manière pour tous les états
du réseau.
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Le contrôle de flux est effectué sur les paquets e mode sans connexion (type A) ainsi
que sur les paquets en mode connexion (type B). Cependant, la procédure de contrôle est
différente pour chaque mode.
2.1.1 Contrôle sur les paquets de type A
Considérons le réseau présenté à la section 1.2 et les paquets de type A. Rappelons que
de tels paquets sont générés à l’origine de chaque route. Le taux d’entrée des paquets de
type A de la route T dans le réseau, c’est-à-dire dans le premier routeur visité, est .X7.. Nous
voudrions utiliser des estimateurs de dérivées par rapport au paramètre de contrôle À,. pour
contrôler le taux d’entrée des paquets de type A dans le réseau pour chaque route.
Pour optimiser un tel contrôle, il faut établir un problème d’optimisation ayant pour
contraintes de respecter les différents niveaux de qualité de service offerts par le réseau.
Posons ? = (À,., Àrm)’ le vecteur des taux d’arrivée des paquets de type A pour un
réseau comportant m routes. La variable À,. représente le taux d’arrivée des paquets de
type A de la route j dans le réseau. De façon générale, le problème d’optimisation peut
être formulé de la manière suivante
min CÀ..)
sujet à Bt2’,) < O, t = 1,... L,
où les fonctions C(À,.) et B1(À,
.), pour t = 1, .. . L, sont des mesures de performance
stationnaires du réseau qui dépendent des taux d’arrivée des paquets de type A pour
chaque route et de d’autres paramètres du réseau. Le temps d’attente total moyen d’un
paquet de type A de la route T pendant son parcours dans le réseau est un exemple pour
la fonction objective C(À,
.). Une fois le problème d’optimisation formulé, l’algorithme
d’optimisation peut être développé. Par exemple, la méthode primale-duale [1,2], utilisant
le langrangien augmenté et les multiplicateurs de lagrange, nous permet d’établir un tel
algorithme. Posons À,.(n) et t(n), pour n O, les valeurs du taux d’arrivée des paquets
de type A de la route i et du multiplicateur de lagrange associé à la te contrainte, après la
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ne itération de l’algorithme primal-dual:
À, (n + 1) = Àr, (n) + (Vr G(Àr, (n)) (Àri (n) + PBI(Àrj (n))) v Bt(Àrj (n)))
6i(n + 1) max [0, 6(n) + EBt(6t(n))1. t 1,... L.
Dans les récurrences précédentes, la variable p représente le facteur de pénalité. Pour
utiliser cet algorithme, il faut calculer les différentes dérivées impliquées dans les récur
rences. Puisqu’il existe rarement des formules analytiques pour ce type de dérivées, nous
devons employer un algorithme stochastique qui utilisera des estimateurs de dérivées. La
version stochastique de l’algorithme précédent s’exprime ainsi [12, 14]
À(n + 1) = Àr(n) +
€() - (Àri(n)
6t(n+1) =max [0,6(n) +EBt(n)], t =
Ainsi, nous pourrions mettre à jour la valeur de la variable À,., à tout moment pour la
rendre optimale selon l’état courant du réseau (et selon le problème d’optimisation choisi).
L’emploi d’un algorithme stochastique comme procédure de contrôle exige des estima
teurs de dérivées dont le calcul est rapide, sinon, il est inutile d’entreprendre le développe
ment d’une telle procédure, car le contrôle de flux doit être fait simplement et rapidement.
Pour appliquer l’algorithme stochastique en temps réel, les estimateurs de dérivées requis
par cet algoritiune devront être calculés en temps réel, c’est-à-dire uniquement en observant
le réseau. Il est important de souligner que si les paramètres À,., sont modifiés dynamique
ment, alors les processus d’arrivée des paquets de type A dans le réseau ne sont plus des
processus de renouvellement.
2.1.2 Contrôle sur les paquets de type B
La procédure de contrôle d’admission des appels est un contrôle de flux préventif qui
conserve la qualité de service des connexions existantes en refusant l’établissement de
connexions supplémentaires, si nécessaire. Avant d’accepter une connexion, le contrôle d’ad
mission des appels doit vérifier si le réseau pourra satisfaire la qualité de service demandée
par cette connexion et s’assurer que la qualité de service des connexions existantes sera
maintenue, si cette connexion est acceptée. Le contrôle d’admission des appels a comme
objectif d’accepter un nombre suffisant de connexions afin de maximiser l’utilisation des
ressources. Il doit contrôler la charge du réseau pour que les différents niveaux de qualité
de service des connexions soient tous respectés [23].
Considérons les paquets en mode connexion (type B) du réseau décrit à la section 1.2.
Les connexions sont établies à la source des routes et le taux d’ouverture des connexions
pour la route r est A,.. Nous voudrions utiliser des estimateurs de dérivées par rapport aux
paramètres de contrôle A,. pour contrôler les taux d’ouverture des connexions pour chaque
route du réseau. Suivant la procédure employée pour contrôler les paquets en mode sans
connexion, le développement d’un algorithme stochastique permettrait d’ajuster les valeurs
des paramètre A,..
2.2 Gestion des files d’attente dans un port de sortie
Dans notre réseau, la politique aléatoire est utilisée (section 1.2) pour gérer les files
d’attente dans un port de sortie. Pour un port de sortie spécifique, pendant une période
quelconque, cette politique affirme que la file k de ce port sera choisie avec probabilité 0k•
Nous cherchons de bonnes valeurs pour les 6k afin de réduire les temps d’attente des paquets
dans les files. Dans [41, on propose d’utiliser des estimateurs de dérivées pour ajuster les
valeurs des probabilités de service des ifies (Ok).
Soulignons que la politique aléatoire n’est pas utilisée dans les réseaux de télécommu
nications parce qu’elle ne permet pas de borner le temps entre deux périodes de service
consécutives d’une même file [4]. Les réseaux de télécommunication utilisent plutôt des
politiques déterministes comme golden ratio scheduting poticy, round robin poticy ou maxi
mal trafic scheduling poticy [4, 10, 19]. Avec une politique déterministe, le choix d’une file
d’attente au début d’une période n’est pas aléatoire.
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Pour la politique golden ratio [4], l’ordre de service des files est fixé d’avarice pour M
périodes consécutives. La variable M est la taille de la fenêtre. Lorsqu’une fenêtre est
complétée, c’est-à-dire lorsque les AI files d’attente ont été servies, le contrôleur du port
de sortie répète l’ordre de service indiqué par la fenêtre. L’ordre de service des files est
donc identique pour chaque fenêtre. Cette politique satisfait les deux propriétés suivantes
(a) la proportion des périodes dédiées à la file i (période de service pour la file i) est O
avec une erreur de l’ordre de 1/M; (b) lorsque la valeur de M est grande, le nombre de
périodes d’attente entre deux périodes de service consécutives pour une même file est une
constante.
Nous employons la politique aléatoire car elle nous permet d’obtenir un modèle simplifié,
facilitant le développement d’estimateurs de dérivées. Pour développer les estimateurs de
dérivées, nous approximons fréquemment le port de sortie comportant une seule file d’at
tente par une file GI/G1/. Cette approximation est justifiable lorsque la politique aléatoire
est utilisée (voir remarque 1.1). Aussi, répétons que notre modèle de réseau a été développé
en nous inspirant du modèle considéré dans [4]. Dans ce travail, la politique aléatoire est
employée et un estimateur pour la dérivée par rapport à 0k est développé. Des résultats
expérimentaux [4] encouragent l’utilisation de la politique aléatoire dans un contexte d’op
timisation puisque les estimateurs de dérivées trouvés avec cette politique fournissent de
bons estimateurs de dérivées pour la politique déterministe. En d’autres termes, une direc
tion d’amélioration pour la politique aléatoire est aussi une direction d’amélioration pour
la politique déterministe.
Chapitre 3
Estimation de dérivées dans un port
de sortie
Dans ce chapitre, nous étudions un port de sortie unique au lieu d’un réseau complet,
c’est-à-dire un modèle très simplifié, pour développer des estimateurs de dérivées. Ceux-ci
seront propres au port, dans le sens qu’ils ne considèrent que les informations locales et
qu’ils ne tiennent pas compte de la structure du réseau. Nous verrons au prochain chapitre
que nous pouvons nous servir de ces estimateurs dits « locaux » pour estimer les dérivées
par rapport aux paramètres de contrôle de notre modèle de réseau À,., A,. et 0k
Le port de sortie étudié dans le présent chapitre possède les caractéristiques suivantes
1- La politique de gestion des files du port est la même que celle décrite à la section
1.2.3 (politique aléatoire);
2- Comme les files d’attente fonctionnent de manière indépendante, nous nous concen
trons sur une seule file dans le port de sortie. La probabilité que le contrôleur lui
offre le service est notée O. Si cette file ne reçoit pas le service, pendant irne période
quelconque, nous dirons que le contrôleur est en vacance; et
3- Les paquets générés sont immédiatement envoyés dans la file d’attente du port de
sortie. Puisque nous considérons qu’un seul port, le concept de chemin n’est plus
nécessaire dans le modèle simplifié.
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Le processus d’arrivée des paquets au port de sortie est soit un processus d’arrivée de
type A (modèle A), soit un processus d’arrivée de type B (modèle B).
Pour le modèle A, nous souhaitons estimer la dérivée par rapport aux paramètres À,
le taux d’arrivée des paquets de type A, et O, la probabilité de service de la file. Pour le
modèle 3, nous voulons obtenir un estimateur pour la dérivée par rapport à A, le taux
d’ouverture des connexions, et un autre pour la dérivée par rapport à la probabilité de
service de la file, O.
La première section porte sur la conception d’un estimateur de dérivée pour le modèle A.
L’estimateur pour la dérivée du temps d’attente moyen d’un paquet de type A dans la file
d’un port par rapport à À est développé. Cet estimateur, appelé estimateur RPA, servira
à construire les estimateurs de dérivées cherchés. À la deuxième section, nous voyons que
l’estimateur RPA peut être employé pour estimer la dérivée du temps d’attente moyen
d’un paquet de type B dans la file d’un port de sortie par rapport à À (taux d’arrivée
agrégé des paquets de type B). Nous énonçons une relation entre la dérivée par rapport
à À et la dérivée par rapport à A, dans le modèle B. Cette relation et l’estimateur RPA
permettent d’établir un estimateur pour la dérivée du temps d’attente moyen d’un paquet
de type B dans la file d’un port de sortie par rapport à A. La troisième section présente
une relation entre la dérivée par rapport à À et celle par rapport à O dans le modèle A. En
utilisant cette relation et l’estimateur RPA, nous proposons un estimateur pour la dérivée
du temps d’attente moyen d’un paquet dans la file d’un port de sortie par rapport à O pour
les modèles A et B.
Tout au long de ce document, nous utilisons le terme « dérivée ersatz » pour qualifier
la majorité de nos estimateurs. Une dérivée ersatz est obtenue en effectuant une approxi
mation sur le modèle analysé, avant de concevoir l’estimateur de dérivée. Par exemple,
considérer que le port est une ifie G/G/1 pour développer un estimateur, engendre une
dérivée ersatz. Ou encore, approximer les processus d’arrivée des paquets dans les routeurs
par un processus stochastique plus connu, comme le processus de Poisson, engendre une
dérivée ersatz. Une dérivée ersatz est aussi obtenue lorsque les fonctions de répartition im
pliquées dans le modèle analysé sont négligées, uniquement les taux limites (À, A, c) et la
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durée moyenne des connexions, r, sont considérés. Peu importe la manière par laquelle la
dérivée ersatz a été conçue, celle-ci a pour rôle de fournir une approximation d’une dérivée.
Une dérivée ersatz est avantageuse par rapport à un estimateur exact, si cette dernière
fournit une estimation acceptable de la dérivée. Aussi, la dérivée ersatz est souhaitable, si
elle peut être obtenue plus rapidement que l’estimateur exact par simulation.
3.1 Modèle A Dérivée par rapport au taux d’arrivée
des paquets de type A Q)
Nous analysons le modèle A et considérons que le processus d’arrivée des paquets à la
file est un processus de Poisson de taux À. Rappelons que le port de sortie est composé
d’une seule file d’attente. Pour chaque période, le contrôleur offre le service à la file avec
probabilité O. Nous cherchons un estimateur pour la dérivée du temps d’attente moyen
d’un paquet dans la file du port de sortie par rapport à À. Nous employons la méthode
RPA (rare perturbation anatysis) basée sur les concepts d’événements rares et de paquets
fantômes [3. 14j. L’analyse présentée dans cette section est inspirée de [4,51.
3.1.1 Processus initial, processus perturbé et paquet fantôme
Rappelons d’abord quelques définitions énoncées au chapitre 1. Pour la file étudiée, une
période est appelée période de service lorsque le contrôleur offre le service à la file au cours
de cette période. Plus précisément, le paquet à la tête de la file, si la file n’est pas vide,
quitte le port de sortie. Pour cette même file, pendant une période dite d’attente, rien ne se
passe, le contrôleur offre le service à une autre ifie. À chaque période, la probabilité que la
file soit dans une période de service est O et la probabilité que la file soit dans une période
d’attente est 1
— O.
$oit F(À, N) la moyenne des temps d’attente des N premiers paquets observés à la file
du port de sortie, lorsque la variable N est fixée. La dérivée de E[F(À, N)j est exprimée
par la limite suivante
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F À N — . E[F(À, N)1 — E[F(À — À, N)18À ‘
Calculer cette dérivée revient à calculer la différence entre la moyenne des temps d’at
tente des N premiers paquets générés par un processus de Poisson de taux À et cette même
moyenne lorsque les paquets sont générés par un processus de Poisson de taux À —
lorsque zÀ —* O. Une différence finie est obtenue lorsque le paramètre LÀ est fixé au lieu
de tendre vers O. Le processus de taux À est appelé processus initial et le processus de taux
À — ZÀ se nomme processus perturbé [3]. Pour O < LU < À fixé, le processus perturbé est
déterminé à partir du processus initial en appliquant le règle suivante pour chaque paquet
du processus initial le e paquet apparaîtra dans le processus perturbé avec probabilité
1 — zÀ/À. Soulignons que cette règle est uniquement valide si le processus d’arrivée est
un processus de Poisson. Nous qualifions de paquet fantôme un paquet présent dans le
processus initial mais absent dans le processus perturbé [3]. Le k processus perturbé est
défini comme étant le processus initial dans lequel le k paquet est absent et tous les autres
paquets sont présents [3].
3.1.2 Estimateur RPA pour la dérivée par rapport à )
La prochaine proposition fournit un estimateur pour la dérivée du temps d’attente moyen
d’un paquet dans la file d’un port de sortie par rapport à À, le taux d’arrivée des paquets
à la file. Définissons tout d’abord les variables suivantes
• W, le temps d’attente du i paquet dans la file du port de sortie lorsque le processus
d’arrivée des paquets à cette ifie est un processus de Poisson de taux À (processus
initiai)
W, le temps d’attente du e paquet dans la file d’un port de sortie lorsque le processus
d’arrivée des paquets à cette file est un processus de Poisson de taux À—LU (processus
perturbé); et
• W(k), le temps d’attente du e paquet du processus initial lorsque le k paquet de
ce processus a été retiré (k processus perturbé).
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Proposition 3.1. Soit F(À, N) la moyenne des temps d’attente des N premieTs paquets
observés à ta file d’un port de sortie (modèle A). Si le processus d’arrivée des paquets à ta
file est un processus de Poisson de taux À, alors,
8E[F(À,N)]
= E (W - W(k))]. (3.1)
k=1 i=1,i#k
Démonstration. La dérivée de E[F(À, N)] est équivalente à la limite suivante
8E[F(À, N)1
— .
E[F(À, N)] — E[F(À — À, N)1
LÀ
La différence finie des temps d’attente moyen est W(/, N) E[F(À, N)—F(À—/À, N)]
et elle s’exprime comme suit
La variable N* représente le nombre de paquets observés dans l’intervalle (O, T] pour
le processus perturbé et T correspond au temps d’arrivée du N paquet dans le processus
initial. Soulignons que la variable N* dépend de N. Pour estimer la dérivée rapidement,
nous déterminons le processus perturbé à partir du processus initiai. Ce choix nous évite de
simuler les deux processus considérés pour calculer W(, N). Afin d’obtenir un processus
de Poisson de taux À — À, chaque paquet du processus de taux À est choisi avec probabilité
1
— À/À, où O < À < À. La variable N représente le nombre de paquets choisis. Nous
caractérisons de fantôme un paquet qui n’est pas choisi. Le nombre de paquets fantômes
est exprimé par la variable aléatoire N — N*. En conditionnant sur le nombre de paquets
fantômes dans le processus perturbé, la variable W(, N) peut s’écrire de la façon suivante
[3]
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Le nombre de paquets fantômes est une variable aléatoire binomiale de paramètres N
et Li/À. Le nombre de paquets fantômes détermine la valeur de la variable N*. Dans
la sommation ci-dessus, il est inutile de considérer le cas où j = O, car la différence des
temps d’attente des paquets est nulle pour cette valeur, puisque le processus perturbé est




+ o()E [ ( - N
Remarquoiis que si L
— O, la seconde expression du terme de droite de l’égalité
précédente converge vers O lorsqu’elle est divisée par À. La dérivée de E[F(À, N)j est
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E[f(ÀN)(-zN)]
= E [E ( — N— I k fantôme) paquet est fantôme)]
=E[(±ZW-’
k=1 i=1 i=1,i1
Dans cette démarche, P(k paquet est fantôme) = 1/N puisque chaque paquet du
processus initial est choisi indépendamment des autres paquets avec probabilité 1
—














= N—1 Qvk+ (17_W(k))) _N_lWi•
i=1,i#k i1
La sommation des termes Wk pour k 1, . ., N, c’est-à-dire pour chaque paquet utilisé
comme paquet fantôme, est
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N’l ( + (W - W(k))) - N(N- ) wik=I k=1 i=1,ik k=1 i=1
N_lWi+AT_l (Wi_1(k))_N’lWi




L’égalité suivante termine la preuve
8E[FÇ\,N)]
E [wk].
3.1.3 Estimateur efficace pour la dérivée par rapport à À
Dans la proposition 3.1, l’expression
(W - W(k))
i=1,iØk
représente la différence des temps d’attente des paquets entre le processus initial et le k
processus perturbé pour les N premiers paquets arrivés à la file, sans tenir compte du
k paquet (paquet fantôme). Nous cherchons à obtenir une expression simple pour cette
variable qui pourrait simplifier son calcul lors des simulations.
L’analyse suivante est une adaptation de [4]. Ce travail développe deux estimateurs pour
la dérivée par rapport à O en considérant le processus perturbé comme étant le processus
initial dans lequel une période de service est transformée en une période d’attente (ou
l’inverse, c’est-à-dire une période d’attente qui est transformée en une période de service).
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Introduisons quelques définitions qui seront utilisées par la suite. On dit que le port
de sortie (composé d’une seule file d’attente) est vide lorsque la file d’attente est vide et
qu’aucun paquet est en période de transmission. Un inteTvatte d’occupation (10) est un
intervalle de temps pendant lequel le port de sortie n’est pas vide. Un 10 débute lorsqu’un
paquet arrive pendant que le port est vide et se termine à la fin de la période de service du
dernier paquet restant dans le port. Le port de sortie est dans un intervalle libre (IL) s’il
n’est pas dans un intervalle d’occupation. Le (k, m)e processus perturbé est défini comme
étant le processus initial dans lequel le k paquet du me io est absent et tous les autres
paquets sont présents.
Le retrait d’un paquet libère une période de service qui peut ensuite être utilisée par
un autre paquet. On dit qu’un paquet du processus perturbé est affecté par un paquet
fantôme s’il est transmis durant la période de service qui précède sa période de service
initiale, c’est-à-dire la période de service où il a été transmis dans le processus initial. Les
paquets arrivant avant un paquet fantôme ne sont jamais affectés par celui-ci, de même
que les paquets arrivant après l’IO contenant le paquet fantôme. En d’autres mots, seuls
les paquets qui sont arrivés après le paquet fantôme et qui se trouvent dans la même 10
que ce dernier peuvent être affectés. De plus, si un paquet n’est pas affecté par un paquet
fantôme, les paquets après lui ne le seront pas non plus.
Introduisons quelques notations qui seront utilisées par la suite
• bm, le nombre de paquets dans le me intervalle d’occupation;
(i, m)e paquet, le j paquet du me iO;
Ti.m, le début de la transmission du (i, m)e paquet;
• -4i,m, le temps d’arrivée du (i, m)e paquet;
• Wj,m, le temps d’attente du (i, m)e paquet dans le processus initial;
Wi,m(k, m), le temps d’attente du (i, l) paquet dans le (k, m)e processus perturbé;
I47(k, m), la somme des différence des temps d’attente des paquets entre un proces
sus initial et le (k, m)e processus perturbé, sans tenir compte du paquet fantôme.
Regardons un exemple de processus mitai et de (k, m)e processus perturbé et calculons
./l’V(k,m). La figure 3.1 illustre le processus initial choisi et la figure 3.2 correspond au
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(2, m)e processus perturbé. Les périodes en gras représentent les périodes de service de la
file. L’arrivée du (j, m)e paquet à la file est indiquée par une flèche verticale accompagnée
du symbole Ai,m. Le début de la transmission du (i, m)e paquet est représenté par une
flèche verticale accompagnée du symbole Tim. Lorsque le (2,m)e paquet est retiré du
processus initial, sa période de service devient disponible. Pour calculer la différence des
temps d’attente des paquets, il suffit d’étudier l’intervalle d’occupation de la file contenant
le paquet fantôme. Plus précisément, il est inutile de tenir compte des paquets qui sont
arrivés avant le (2, m)e paquet, de même que les paquets arrivés après le me io, car ceux-ci
gardent la même période de service, même si la (2, m)e période de service s’est libérée.
La différence des temps d’attente d’un tel paquet entre les deux processus est donc nulle.
De plus, si le (3, m)e paquet ne peut pas utiliser la période de service du paquet fantôme,
c’est-à-dire si A3,m > T2.m, alors aucun paquet ne sera affecté par le retrait du (2, m)e
paquet.
Pour cet exemple, il s’avère que les (3, m)e, (4, m)e et (5, m)e paquets sont affectés par le
paquet fantôme, car A3,m T2,m , A4,m T,m et À5,m T4,m. En effet, leur transmission
est effectuée à la période de service précédente dans le processus perturbé. Par contre, le
(6, m)e paquet ne peut pas utiliser la (5, m)e période de service, car A6,m > T5,m. Elle est
devenue libre car le (5, m)e paquet est maintenant transmis à la (4, m)e période de service.
En résumé, le (3, m)e paquet est le premier paquet affecté dans le processus perturbé et
le (5, m)e paquet est le dernier paquet affecté. De façon générale, les paquets se trouvant
entre le premier et le dernier paquets affectés sont transmis dans le processus perturbé à
la période de service qui précède leur période de service initiale.
Étant donné ce qui précède, la différence des temps d’attente des paquets entre les deux
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FIG. 3.2
— (2, m)e processus perturbé
Nous remarquons que la différence des temps d’attente des paquets entre le processus
initiai et le (k, m)e processus perturbé fait intervenir seulement les temps correspondant au
début de la transmission du paquet fantôme et du dernier paquet affecté. Le cheminement
suivant montre qu’il existe une expression générale pour obtenir W(k, m). Définissons
d’abord les variables /3k,m et ‘)‘k,m
Premier paquet affecté par le (k, m)e paquet fantôme, [3k,m : deux situations
sont possibles
1. /3k.rn k + 1, le premier paquet suivant le paquet fantôme est affecté, c’est-à-dire
Ak+1,m T7; et
2. /3k,m = O, aucun paquet n’est affecté, Ak+1,m > Tk,m.
Dernier paquet affecté par le (k, m)e paquet fantôme, yk,m : Lorsque le (i, m)e
paquet est affecté, c’est-à-dire lorsque Aj,m Ti_i,m, il est transmis pendant la (i — 1, m)e
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période de service. Si 13k,m O, alors 7km = O. Sinon,
7k,m max{i : Ai,m Ti_i,m,j
Temps d’attente des paquets dans le processus initial: Wi,m Ti,m
— Ai,m.
Temps d’attente des paquets dans le (k, m)e processus perturbé
5 13k,m O, alors Wim(k,m) Wj,m Vi, Vm
[Ti_i — m S k,m,» ,7km
-Si 13k,m > O, alors Wi,m(k,m) =
t,m S</3k,mOÙSi7k,m<’ibm.
Pour les paquets se trouvant dans un 10 différent de celui du paquet fantôme : W,m(k, rn) =
Wi,m. La différence des temps d’attente entre les paquets du processus initial et du processus
perturbé, sans tenir compte du paquet fantôme, est
w(k, m) ((Tj,m
— Ai,m) — (T_1
—
(Ti,m
— Til)1{k >o} = (T7km — Tk)1{k,m>O} (3.2)
où:
Tk,m est le début de la transmission du paquet fantôme dans le processus initial; et
— T7km est le début de la transmission du dernier paquet affecté par le paquet fantôme.
Il existe donc une expression simple dont on peut se servir afin de calculer la différence
des temps d’attente des paquets entre un processus intial et un processus perturbé lorsque
le processus pertubé est en fait le processus initial avec un seul paquet en moins.
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Théorème 3.1. Soit F(À, N) ta moyenne des temps d’attente des N premiers paquets
observés à ta file d’un port de sortie (modèle A). Le processus d’arrivée des paquets à la file
est un processus de Poisson de taux À. Alors,
8E[F(À, N)1
= E (À(N 1) (Tk — Tk)1{k>o}) (3.3)
où
4k = (k +
7k=max{i:A T_i,i=t3& ,N}.
Démonstration. La proposition 3.1 affirme que
aE[F(À,N)j
= E [À(N’ 1)
li=k
- W(k))].
En considérant le résultat énoncé à l’équation (3.2), il s’ensuit que
(W(O)
— (k)) = (T7k
— Tk)1{8k>o},
i=1,ik
ce qui complète la preuve. E
Tout au long de ce travail, nous ferons référence à la formule (3.3) sous le nom de
formule RPA.
3.1.4 Algorithme efficace qui simule un port de sortie avec
une file d’attente et estime la dérivée par rapport à ?
Nous présentons ici un algorithme efficace pour simuler un port de sortie avec une file
d’attente. Nous ajoutons à cet algorithme les variables et les procédures nécessaires pour
que celui-ci calcule la dérivée par rapport à À, selon le théorème 3.1.
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L’algorithme représente une simulation à événements discrets [15, 21]. Pour le modèle
considéré, les événements correspondent à l’arrivée d’un paquet dans le port de sortie
et au début d’une période de service. Il n’est pas nécessaire de considérer l’événement
associé au début d’une période d’attente, car lorsque la file se trouve dans une telle période
rien ne se passe. À tout moment pendant la simulation, la liste d’événements garde les
temps d’occurrence des prochains événements pour chaque type d’événement, par ordre
chronologique. Le programme de simulation possède une liste d’attente pour les paquets
en attente de service (cette liste correspond à la file d’attente du port de sortie). Pour
une simulation à événements discrets, lorsqu’un paquet arrive dans le port de sortie, la
procédure associée à cet événement est effectuée et le temps d’arrivée du prochain paquet
est généré et inséré dans la liste d’événements. Lorsqu’un paquet arrive dans le port de
sortie, soit il reçoit le service immédiatement et il quitte le port, ou sinon il est inséré dans
la liste d’attente.
Nous avons développé un algorithme pour simuler un port de sortie qui n’utilise pas de
liste d’attente pour les paquets. Lorsqu’un paquet arrive dans le port de sortie, le temps
d’arrivée du prochain paquet est généré uniquement lorsque le paquet courant quitte le port
de sortie. Au début de la simulation le temps d’arrivée du premier paquet est généré et il
est conservé dans une variable nommée prochainPaquet. Lorsque ce paquet quitte le port
de sortie, le temps d’arrivée du deuxième paquet est généré et la variable prochainPaquet
prend la valeur du temps d’arrivée du deuxième paquet. Au moment de la transmission
du deuxième paquet, le temps d’arrivée du troisième paquet est généré et la valeur de
prochainPaquet est modifiée et ainsi de suite.
Pour simuler le port de sortie, le seul type d’événement considéré par l’algorithme est le
début d’une période de service. Ainsi, celui-ci n’utilise pas de liste d’événements. À la fin
d’une période de service, l’algorithme génère le temps de la prochaine période de service
qui devient le temps de la simulation. Au début d’une période de service, l’algorithme doit
vérifier si le prochainFaquet est arrivé dans le port de sortie
- Si la valeur de la variable prochainPaquet est inférieure au temps actuel de la simula
tion, c’est-à-dire au temps correspondant au début de la période de service courante,
alors le paquet est transmis et la variable prochainPaquet est mise à jour;
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- Sinon, rien ne se passe.
Rappelons que le processus d’arrivée des paquets à la file est un processus de Poisson
de taux À et que la probabilité de service de la ifie est O. Le temps entre deux arrivées
consécutives est une variable exponentielle de moyenne 1/À. Si L — 1 représente le nombre
de périodes d’attente successives avant que la file soit dans une période de service, alors
la variable L suit la loi géométrique de paramètre O (section 1.2.3). L’algorithme simule le
port de sortie et retourne une valeur pour la variable aléatoire
1) (Tk — Tk)1{k>o}. (3.4)
Tout au long de ce document, nous ferons référence à cette variable aléatoire sous le
nom de variable RPA. Pour estimer la dérivée, il suffit d’exécuter l’algorithme plusieurs
fois — chaque répétition est indépendante des autres
— et de prendre la moyenne des valeurs
obtenues à chaque répétition comme estimateur de la dérivée. Pour démarrer l’algorithme,
il faut faire appel à la méthode ExécutionQ. À chaque appel de la méthode Fin IOQ, la
simulation prend fin si le nombre de paquets arrivés à la file depuis le début de la simu
lation est supérieur à maxPaquet. La méthode FinIO() s’occupe de calculer les Tyk — Tk
pour les paquets observés dans l’IO (celui qui vient de terminer). Pour un paquet donné,
sa variable 7k peut être calculée uniquement à la fin de l’IO contenant le paquet. Pour
cette raison, nous préférons terminer la simulation à la fin d’un 10, même si le nombre
de paquets observés est plus élevé que maxPaquet. Toutes les variables impliquées dans
l’algorithme sont initialisées à zéro avant le début de son exécution. Les variables suivantes
sont employées
- nbPaquetlO : nombre de paquets dans l’IO courant;
- nbPaquetTot compteur pour le nombre de paquets arrivés à la file depuis le début
de la simulation;
- maxPaquet la simulation se termine à la fin d’une 10 lorsque nbPaquetTot est
supérieur à maxPaquet;
- prochainPaquet : temps d’arrivée du prochain paquet;
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- arr[] : tableau des temps d’arrivée des paquets dans l’IO courant;
- serv[] : tableau des temps de début de transmission des paquets de l’IO courant;
- beta[ : tableau contenant les /3k de l’IO courant;
- gamma: variable temporaire pour 7k;
- sumi : somme des temps de service des paquets fantômes ( Tj;
- sum2 : somme des temps de service des derniers paquets affectés (Z Tk);
- horloge : temps actuel;
- U : variable aléatoire uniforme sur l’intervalle (0, 1); et
- tmp : variable temporaire.
Exécution() : Cette méthode génère la prochaine période de service de la ifie à l’aide
d’une variable aléatoire géométrique et modifie le temps de la simulation en l’égalant au
temps correspondant au début de la prochaine période de service. De plus, si prochainPa
quet est arrivé à la file, le contrôleur offre le service à ce paquet. Sinon, la file est dans im
IL et la méthode Fin IO() est appelée. Ces étapes sont répétées tant que la méthode Fin()
n’est pas appelée dans la méthode Fin IOQ. La fonction int(x) retourne la partie entière







— horloge + int(ln(U)/ln(l — O))
si prochainPaquet horloge alors Service()
sinon Fin IO()
Service() t Cette méthode génère le prochain paquet qui arrivera dans un temps sui
vant une variable aléatoire exponentielle de moyenne l/). Pour le paquet présentement en
service, l’algorithme calcule son f3k.
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nbPaquetlO








si prochainPaquet horloge alors
beta(nbPaquetl0)
— nbPaquetl0 + 1
Fin IO() t La variable sum2 est la somme des temps de début de transmission des
derniers paquets affectés (paquet qui n’ont pas [3k = O). Remarquons que /3k est toujours
égal à O pour le dernier paquet d’un 10.










— suml + serv(T)
sum2
— sum2 + serv(gamma)
nbPaquetTot
— nbPaquetTot + nbPaquetl0






3.2 Modèle B : Dérivée ersatz pour le taux
d’ouverture des connexions (A)
Nous étudions à présent le modèle B, c’est-à-dire un port de sortie avec une seule file
d’attente contenant des paquets de type B. Répétons brièvement certaines caractéristiques
du processus d’arrivée de type B
- Le processus d’ouverture des connexions, noté {M(t), t > O}, est un processus de
renouvellement de taux A;
- Pour la connexion j, le processus {C(t), Z < t < Z + } représentant le proces
sus d’arrivée des paquets de la connexion i à la file d’attente, est un processus de
renouvellement de taux c;
- Les variables aléatoires iid {, ‘i O} indiquent les durées des connexions et E[Yjj =
r; et
- Le processus {N(t), t > O} de taux est appelé « processus d’arrivée agrégé des
paquets ».
3.2.1 Relation entre la dérivée par rapport à ). et
la dérivée par rapport à A
Nous voulons estimer la dérivée du temps d’attente moyen d’un paquet dans la file d’un
port de sortie par rapport à A. Nous commençons par énoncer les deux théorèmes qui
permettent d’établir une dérivée ersatz pour A (pour une démonstration voir [29]). Par
la suite, nous présentons les résultats obtenus avec nos programmes de simulation. Nous
comparons la valeur de la dérivée ersatz proposée avec celle de la différence finie pour
différentes valeurs des paramètres A, ) et T.
Le prochain théorème établit une relation entre les paramètres \ et A. Cette relation
permettra par la suite d’exprimer la dérivée par rapport à A en fonction de la dérivée par
rapport à ).
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Théorème 3.2. En considérant l’hypothèse 1.1, on a [29]
- N(t)À = lim
—
E[m(Y)]A a.p. 1. (3.5)
t—œ t
De ptus, si C(t) est un processus de Poisson Vi, alors ) cTA lorsque t —* cx.
Le résultat énoncé au théorème 3.2 indique que nous pouvons considérer le taux du
processus d’arrivée agrégé des paquets au port de sortie comme étant un taux d’arrivée
stationnaire.
Rappelons que nous cherchons à estimer la dérivée par rapport au taux d’ouverture des
connexions dans le but de concevoir une nouvelle procédure de contrôle d’admission des
appels. Cette procédure consisterait à résoudre un problème d’optimisation en temps réel,
pour ajuster la valeur de la variable A. Ainsi, la dérivée serait utilisée pour faire la mise à
jour du paramètre A afin d’améliorer la performance du réseau tout en respectant la qualité
de service offerte par les différentes classes. Pour rendre cette procédure utilisable, il faut
trouver un estimateur de la dérivée. On doit pouvoir le calculer rapidement en observant
l’évolution du réseau, sans l’encombrer. Le critère de rapidité est dominant par rapport à
la précision de l’estimateur.
La conception d’un estimateur de dérivée pour A avec la méthode PIPA (rare perturbation
analysis) est inutile dans notre cas, puisque cet estimateur devra conserver une trop grande
quantité d’information. Avec la méthode RPA, un fantôme représente une connexion et
le processus perturbé correspond au processus initial dans lequel une connexion a été
retirée (tous les paquets de la connexion ont été retirés). Il n’existe pas de formule simple
pour calculer la différence des temps d’attente des paquets entre le processus initial et le
processus perturbé, comme celle obtenue pour la dérivée par rapport À (équation (3.2)).
Le prochain théorème propose un estimateur pour A qui pourra étre obtenu rapidement
sans qu’il soit nécessaire de conserver une grande quantité d’information.
Théorème 3.3. Soit {X(t), t > O} un processus stochastique de ta file d’attente. Soit
«{X(t), t O}) une fonction de ce processus et E[(.)] une mesure de performance sta
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tionnaire sur ta file d’attente. Si \—‘ est un paramètre d’échette de ta fonction de répartition




Avec la formule RPA, la dérivée par rapport à .\ se calcule plus simplement et plus
rapidement que la dérivée par rapport à A. Le résultat énoncé au théorème 3.3 permet
d’estimer rapidement la dérivée par rapport à A en utilisant la dérivée par rapport à ).
3.2.2 Résultats et discussion
Résultats
Nous appliquons le théorème 3.3 pour estimer la dérivée du temps d’attente moyen d’un
paquet de type B dans la file d’un port de sortie par rapport à A. Appelons cette dérivée
8W5/A. Notre programme de simulation cherche à vérifier la relation suivante
8W3 (\ 8W3
8A k)
Le théorème 3.3 affirme que la dérivée par rapport à A peut être exprimée en fonction
de la dérivée par rapport à \. Cependant, pour obtenir la relation entre les deux dérivées, le
paramètre doit être un paramètre d’échelle. Si le processus d’arrivée agrégé des paquets
à l’état stationnaire est un processus de Poisson, alors le paramètre ) sera un paramètre
d’échelle.
Pour vérifier si le théorème 3.3 peut être utilisé pour l’exemple considéré, nous comparons
l’estimateur obtenu en appliquant ce théoreme avec une différence finie centrée. Soulignons
que notre intention n’est pas de comparer l’efficacité entre ces deux estimateurs. Nous
souhaitons obtenir un estimateur pouvant être calculé en temps réel, et par conséquent la
différence finie ne peut pas jouer le rôle d’estimateur de dérivée, car il faudrait observer
deux fois le même système avant d’obtenir une estimation de la dérivée. La différence
finie est calculée uniquement pour nous permettre d’évaluer si le théorème 3.3 peut être
employé pour les exemples particuliers que nous considérerons. Nous pourrons donc vérifier
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si le paramètre ) est un paramètre d’échelle avec les différentes lois de probabilité choisies
pour modéliser le processus d’arrivée de type B.
Les tableaux 3.1 et 3.2 présentent les résultats de nos simulations. Les intervalles de
confiance à 95% sont basés sur le Théorème de la Limite Centrale [17,21]. Pour ces simu
lations, la probabilité de service de la file est O = 0.6. Pour recueillir les résultats contenus
dans les tableaux, le processus d’ouverture des connexions et le processus d’arrivée des
paquets à la file d’attente pour chaque connexion sont des processus de Poisson de taux A
et c. Les variables aléatoires {, j > 0} employées pour les expériences du tableau 3.1 sont
des variables exponentielles. Elles suivent une distribution Weibull pour les expériences du
tableau 3.2. Les paramètres a et b du tableau 3.2 correspondent à la fonction de répartition
de la loi Weibull F(x) 1 — e_(x/ z > 0, où a est un paramètre de forme et b est un
paramètre d’échelle.
Les valeurs énumérées dans les deux dernières colonnes des tableaux ont été obtenues à
l’aide des procédures suivantes.
Dérivée ersatz : Nous exécutons 50 simulations indépendantes de longueur 106 et
calculons la dérivée par rapport à A en appliquant le théorème 3.3. La 8E[k(.)]/8 est
obtenue par la formule RPA (équation (3.3)) en remplaçant \ par \ aTA (théorème
3.2). À la fin d’une simulation, nous obtenons une valeur X pour la variable aléatoire (3.4)
(variable RPA). L’estimateur de la dérivée est (./A), où est la moyenne des X.
Différence finie centrée : Nous calculons cette dérivée en exécutant deux simulations
de longueur i0. Nous employons des valeurs aléatoires communes (VAC) pour ces deux
simulations. Une première simulation est effectuée pour estimer WB(A + ), le temps
d’attente moyen d’un paquet lorsque le taux d’ouverture des connexions est A+. Ensuite,
W5(A
—
z) est estimé pendant la deuxième simulation. L’estimateur de la dérivée est
(WB(A + ) — WB(A — z\))/(2), où = 0.0005.
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A a r Dérivée ersatz Différence finie centrée
avec des VAC
0,07 0,1 40 0,28 (182,3; 196,7) (195,98; 199,47)
0,112 0,05 50 0,28 (68,92; 70,46) (67,06; 69,27)
0,1 0,07 40 0,28 (93,98; 95,73) (94,89; 96,53)
0,06 0,1 50 0,3 (300,8; 321,7) (318,12; 325,12)
0,05 0,1 70 0,35 (872,76; 901,06) (897,64; 918,91)
0,07 0,1 50 0,35 (501,18; 515,84) (512,54; 519,57)
0,08 0,1 50 0,40 (877,82; 904,66) (902,72; 916,09)
0.05 0.1 90 0.45 (4376,33; 4577,53) (4390,83; 4419,11)
TAB. 3.1
— Estimation de la dérivée 6WB/A : comparaison entre la dérivée ersatz et
la différence finie lorsque le processus d’ouverture des connexions est un processus
de Poisson et {Y} Exponentielle(1/r)
Discussion
Pour chaque tableau, les trois premières expériences utilisent la même valeur pour le
paramètre , soit 0.28. Ces expériences cherchent à vérifier si le théorème peut être utilisé
lorsque nous modifions les valeurs des paramètres A, c, r, pour fixé. Les expériences
suivantes vérifient si le théorème peut être employé pour différentes valeurs du paramètre
. Le théorème 3.3 affirme que si est un paramètre d’échelle, alors la dérivée par
rapport à A peut s’exprimer en fonction de la dérivée par rapport à .., peu importe les
fonctions de répartition du modèle. Soulignons que la condition imposée sur le paramètre
est très forte ( doit être un paramètre d’échelle) et qu’il n’est pas facile de vérifier si
cette condition est respectée. Pour les deux exemples considérés, les résultats montrent
que la dérivée ersatz est un estimateur acceptable de la dérivée puisque les intervalles de
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A a T À a b Dérivée ersatz Différence finie centrée
avec des VAC
0,07 0,1 40 0,28 2 0,022 (141,03; 142,82) (137,14; 145,92)
0,112 0,05 50 0,28 2 0,0176 (54,88; 56,63) (52,34; 57,88)
0,1 0,07 40 0,28 2 0,022 (72,79; 73,65) (70,74; 79,14)
0,06 0,1 50 0,3 0,5 0,04 (686.71; 739,42) (725,44; 738,84)
0,06 0,1 50 0,3 2 0,0176 (232,17; 237,31) (227,74; 239,46)
0,05 0,1 70 0,35 0,5 0.0284 (2322,48; 2432,21) (2366,65; 2397,76)
0,05 0,1 70 0,35 2 0.0126 (627,21; 638,62) (623,97; 635,37)
0,085 0,1 50 0,425 0,5 0,04 (3834,62; 4272,21) (3851,85; 3878,06)
0,085 0,1 50 0,425 2 0,0176 (765,87; 779,63) (768,32; 784,37)
TAB. 3.2
— Estimation de la dérivée a117B/A : comparaison entre la dérivée ersatz et
la différence finie lorsque le processus d’ouverture des connexions est un processus
de Poisson et {}‘} \Veibull(a,b)
confiance pour la dérivée ersatz coincident avec ceux pour la différence finie centrée.
La fonctions de densité de la loi Weibull possède la propriété suivante : pour O < a 1, la
fonction de densité à la même forme que la fonction de densité d’une variable exponentielle
tandis que pour o.> 1, elle prend la forme d’une cloche. Quand o. 1, la variable aléatoire
est une variable exponentielle. À chaque expérience, la dérivée ersatz est calculée avec
deux valeurs du paramètre o., soient une valeur inférieure à 1 et une valeur supérieure
à 1. La dérivée ersatz est très différente pour les deux valeurs du paramètre o. bien que
les valeurs de A, c et T soient identiques. Ce résultat est intéressant étant donné que la
relation établie au théorème 3.2 implique uniquement les premiers moments des variables
aléatoires, soient A, c et T.
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3.3 Dérivée ersatz pour la probabilité de service
d’une file ()
Cette section se penche sur l’estimation de dérivées par rapport à O pour les modèles A
et B. Tout d’abord, nous travaillons avec le modèle A et nous présentons la dérivée ersatz
développée dans [27]. Nous proposons par la suite d’utiliser cette dérivée ersatz pour le
modèle B. Pour les deux modèles, nous montrons la performance de la dérivée ersatz à
l’aide de résultats de simulations.
3.3.1 Modèle A
Nous considérons un port de sortie avec une file d’attente unique. Le processus d’arrivée
des paquets à la file est un processus de Poisson de taux À et la probabilité de service de
la file lors d’une période donnée est O (Modèle A). Selon la remarque 1.1, ce modèle est
approximativement ime file M/G/1 pour laquelle les durées de service des paquets sont
des variables aléatoires suivant la loi géométrique de paramètre O.
Le théorème suivant a été présenté et démontré dans [271. Il permet de relier la dérivée
par rapport à O avec celle par rapport à À.
Théorème 3.4. Soit E(.)] une fonction de performance stationnaire de la file d’attente.
Si À—’ est un paramètTe d’échelle du processus d’arrivée des paquets à ta file, alors [27]
______
(À” 8E[(.)] À 0 3 689 DÀ (.)
où t(À, O) est un facteuT de correction introduit par te deuxième moment des durées de
service des paquets.
Posons comme étant le temps d’attente moyen d’un paquet dans la file. En s’appuyant
sur la remarque 1.1, la formule de Pollaczek-Kintchine [20] est utilisée pour obtenir une
approximation du facteur de correction (ersatz) [27]
- À O - (ÀN E[(.)]
‘
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En considérant cette approximation, la dérivée ersatz proposée dans [27] pour le paramètre
O est
8E[q5()j — f).:’\ f 8E[çb(.)} E[çb(.)] 3 7
+ 2-O (.)
Estimateur exact
En utilisant la méthode RPA, un estimateur pour la dérivée du temps d’attente moyen
d’un paquet par rapport à O est établi dans [4]. Nous qualifions cet estimateur d’exact pour
le différencier de la dérivée ersatz (3.7) qui fournit une approximation de la dérivée. Pour
définir l’estimateur exact, nous avons besoin des variables suivantes (pour plus de détails
voir [4])
• Yij, le dernier paquet affecté lorsque la e période d’attente dans le je 10 (intervalle
d’occupation) est remplacée par une période de service (voir section 3.1);
le temps correspondant au début de la e période d’attente dans le je 10;
• le temps correspondant au début de la période de service du
‘4’j paquet;
u, le nombre de période d’attente dans le f io; et
K, le nombre de 10.
Posons F(O) la moyenne des temps d’attente des N premiers paquets observés à la file
du port de sortie lorsque la probabilité de service de cette file est O, pour N fixé. Si le
processus d’arrivée des paquets est un processus de Poisson de taux ), il s’avère que [4]
K V8EbO
= E
t\N(1— O) — T7)). (3.8)j=1 i=1
Les résultats de simulations présentés dans [27] comparent la dérivée ersatz avec l’esti
mateur exact et montrent que la valeur de la dérivée ersatz (3.7) est similaire à la valeur
de la dérivée exacte pour différentes valeurs des paramètres À et O.
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Résultats
Nous avons répété les expériences effectuées dans [27] afin de montrer la performance de
la dérivée ersatz pour différentes valeurs des paramètres \ et 8. Rappelons que la dérivée
ersatz (3.7) sera utilisée par la suite pour le modèle B (section 3.3.2). Puisque cette dérivée
a été developpée pour le modèle A, l’utilisation de celle-ci pour le modèle B ne pourra pas
engendrer des meilleurs résultats que ceux obtenus pour le modèle A. La performance de
la dérivée ersatz pour le modèle B sera évaluée en considérant les résultats obtenus pour
le modèle A.
Nous avons simulé le modèle A et nous avons estimé la dérivée du temps d’attente moyen
d’un paquet par rapport à O, soit 8WA/aO. Lors de nos simulations, nous avons calculé la
dérivée ersatz, l’estimateur exact et la différence finie centrée. Le tableau 3.3 présente les
résultats de nos tests. Les valeurs obtenues pour la dérivée ersatz seront comparées avec





Soulignons que les dérivées ersatz proposées dans ce document, à l’exception du cas
présent, sont toujours comparées avec des différences finies centrées. Par conséquent, nous
affichons les résultats obtenus pour la différence finie centrée (avec des VAC) afin de montrer
que cette statistique peut être utilisée comme estimateur de dérivée. Répétons encore une
fois que les différences finies sont employées uniquement pour évaluer la performances des
approximations. Nous utilisons des intervalles de confiance à 95% basés sur le Théorème
de la Limite Centrale [15, 17]. Le processus d’arrivée des paquets de type A à la file est un
processus de Poisson de taux À. La probabilité de service de la file est O. Les valeurs des
trois dernières colonnes ont été obtenues de la façon suivante.
Dérivée ersatz L’estimateur de BWA/80 est calculé en utilisant la relation (3.9)
dans laquelle aÎ7À est estimé avec le résultat énoncé à l’équation (3.3) (formule RPA).
Nous exécutons 50 simulations indépendantes de longueur 106. À chaque répétition, nous
estimons la dérivée par rapport à À (variable RPA) et nous calculons la moyenne des
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temps d’attente des paquets observés. Par la suite, nous calculons la valeur de la dérivée
par rapport à O, 1, selon la relation (3.9). L’estimateur de la dérivée est , la moyenne
des Y.
Estimateur exact L’estimateur de 8WA/80 est celui développé dans [41, appelé
marked stot estimator (formule (3.8)). Nous effectuons 50 simulations indépendantes de
longueur 106. Chaque répétition retourne une valeur de la dérivée, calculée selon l’équation
(3.8). L’estimateur de la dérivée est la moyenne des valeurs calculées à chaque répétition.
Différence finie centrée : Nous effectuons deux simulations de longueur 106 et nous
utilisons des VAC pour ces deux simulations. La première simulation calcule W(O
—
la moyenne des temps d’attente des paquets observés lorsque la probabilité de service
de la file est O
— i. La deuxième simulation calcule W(8 + s.). L’estimateur obtenu est
(W(O + ) - W(9 -
O À Dérivée ersatz Estimateur exact Différence finie centrée
avec des VAC
0,3 0,1 (-25,70; -24,67) (-24,01; -23,79) (-23,97; -21,95)
0,3 0,25 (-357,58; -347,34) (-351,76; -343,92) (-348,34; -344,43)
0,4 0,1 (-12,67; -11,61) (-11,34; -10,14) (-10,34; -9,37)
0,4 0,3 (-86,07; -85,12) (-85,38; -84,18) (-85,69; -83,86)
0,6 0,1 (-4,98; -4,65) (-4,18; -3,78) (-3,97; -3,43)
0,6 0,4 (-20,82; -19,97) (-19,78; -19,15) (-19,53; -18,94)
0,6 0,55 (-298,93; -284,85) (-295,54; -281,82) (-290,28; -287,91)




Les résultats présentés au tableau 3.3 montrent clairement que la valeur de la dérivée
ersatz est similaire à la valeur de l’estimateur exact, ce qui correspond avec les résultats
apparaissant dans [271. De plus, si nous comparons la différence finie centrée avec l’estima
teur exact nous voyons que la différence finie peut servir pour estimer la dérivée. Rappelons
que la différence finie ne peut pas être utilisée dans notre contexte, car nous cherchons un
estimateur de dérivée qui peut être calculé en temps réel. La dérivée ersatz est avantageuse
puisque l’estimation de la dérivée par rapport à À permet d’obtenir deux estimateurs de
dérivées simultanément, celui pour À et celui pour O. Cette propriété est intéressante dans
notre contexte, car nous désirons obtenir un estimateur pour À et O. Ainsi, comparative
ment à l’estimateur exact qui fournit uniquement une estimation de la dérivée par rapport
à O, l’estimateur ersatz permet d’obtenir deux estimateurs de dérivées simultanément. De
plus, les coûts de calcul de la dérivée ersatz et de l’estimateur exact sont similaires, comme
le montre les équations (3.3) et (3.8), ainsi que la largeur de leur intervalle de confiance.
3.3.2 Modèle B
Nous désirons estimer la dérivée du temps d’attente moyen d’un paquet par rapport
à O pour le modèle B, soit DW’/8O. Nous considérons que le processus d’arrivée des
connexions et le processus d’arrivée des paquets pour une connexion spécifique sont des
processus de Poisson de taux A et c respectivement. Les durées des connexions sont des
variables exponentielles de moyerme T. Nous proposons d’utiliser la dérivée ersatz (3.7)
pour estimer 6W’3/80. Nous vérifions à l’aide de simulations si la dérivée ersatz (3.7) peut
être employée pour estimer WB/aO. Nous souhaitons donc évaluer si





Le tableau 3.4 contient les résultats de nos simulations. Nous utilisons des intervalles de
confiance à 95% basés sur le Théorème de la Limite Centrale [15,17]. Les valeurs employées
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pour les paramètres du modèle B sont indiquées dans le tableau. Les valeurs des deux
dernières colonnes ont été recueillies de la façon suivante.
Dérivée ersatz : L’estimateur de 8WB/OO est obtenu en appliquant la formule (3.10)
dans laquelle la 8W/8) est estimée avec le résultat énoncé à l’équation (3.3) (formule
RPA), en prenant ..\ = ). Pour estimer la dérivée par rapport à , nous exécutons 50
simulations indépendantes de longueur À chaque répétition, la valeur de la variable
aléatoire (3.4) est calculée (variable RPA) et nous obtenons une valeur de la dérivée par
rapport à O. L’estimateur de dérivée est , la moyenne des valeurs calculées.
Différence finie centrée : Nous faisons deux simulations de longueur et nous em
ployons des VAC pour ces deux simulations. Pour la première simulation, nous calculons
W(O
— ) et pour la seconde nous calculons W(O + ). La variable W(x) représente la
moyenne des temps d’attente des paquets lorsque la probabilité de service est x. L’estima
teur correspondant à la différence finie est (W(O + ) — W(O —
O A c r Dérivée ersatz Différence finie centrée
avec des VAC
0,3 0,1 0,01 0,2 50 (-271,28; -267,19) (-260,83; -252,92)
0,3 0,25 0,01 0,25 100 (-8883,14; -8649,49) (-8598,25; -8570,39)
0,4 0,1 0,01 0,2 50 (-85,30; -82,98) (-77,43; -72,52)
0,4 0,3 0,01 0,3 100 (-3239,23; -2987,22) (-2946,76; -2913,42)
0,6 0,1 0,01 0,2 50 (-16,37; -15,76) (-14,91; -13,49)
0,6 0,4 0,01 0,4 100 (-1134,87; -1068,83) (-981,67; -962,83)
0,6 0,55 0,01 0,275 200 (-10264,92; -9965,87) (-9945,33; -9913,49)
TAB. 3.4




Les résultats montrent que la dérivée ersatz (3.10) à tendance à sous estimer la valeur
de la dérivée, si nous considérons que la différence finie centrée n’est pas biaisée. Toutefois,
nous constatons que la dérivée ersatz et la différence fuie centrée sont dans le même
ordre de grandeur. L’utilisation de la formule de Pollazeck-Kintchine semble introduire un
biais lorsque la derivée ersatz est employée pour le modèle B. Bien que l’approximation
fournie par la dérivée ersatz ne soit pas à la hauteur de nos attentes, elle peut être estimée
rapidement par simulation ce qui la rend avantageuse. Rappelons que nous cherchons des
estimateurs de dérivées pour résoudre des problèmes d’optimisation en temps réel. Par
conséquent, nous préférons pouvoir calculer rapidement une direction de montée (ou de
descente, selon le cas) plutôt que d’obtenir une meilleure précision sur l’estimateur de la
dérivée. Aussi, cette dérivée ersatz est idéale pour une situation dans laquelle les dérivées
par rapport à et par rapport à 6 sont requises. Il suffit d’estimer la dérivée par rapport
à pour obtenir les deux dérivées voulues. Par conséquent, pour estimer les dérivées par
rapport à A et 6, un seul estimateur de dérivée est requis, soit celui pour . Toutefois,
avant d’utiliser la dérivée ersatz il serait préférable de formuler un problème d’optimisation
pour lequel la dérivée ersatz pourrait être employée dans l’algorithme stochastique pour
résoudre ce problème. Nous pourrions ainsi vérifier si l’approximation fournie par la dérivée
ersatz est suffissante pour permettre à l’algorithme stochastique de trouver une solution
optimale.
Chapitre 4
Estimation de dérivées dans un
réseau de télécommunications
Dans ce chapitre, nous proposons des estimateurs de dérivées pour les paramètres de
contrôle suivants : AT1, le taux d’ouverture des connexions pour la route i, Àr, le taux
d’arrivée des paquets en mode sans connexion de la route i et °k, la probabilité de service
de la file k dans un routeur.
Pour développer les estimateurs de dérivées, nous travaillons avec un exemple particulier
de notre modèle de réseau présenté au chapitre 1. Plus précisément, nous travaillons avec
l’exemple de réseau de la figure 4.1 qui comporte trois routeurs. Pour cet exemple, les
routes offertes par le réseau sont inscrites au tableau 4.1. Un paquet qui doit emprunter la
route 1, par exemple, devra visiter dans l’ordre les routeurs 1 et 3. Dans nos programmes
de simulation, les paquets de types A et B sont générés à l’origine de ces routes et ils sont
envoyés sans délai au premier routeur de la route.
Résumons les propriétés du réseau apparaissant à la figure 4.1
- Chaque routeur possède deux files d’attente servant à entreposer les paquets (il n’y
a pas de files d’attente à chaque port de sortie, ces deux files d’attente sont utilisées
pour l’ensemble des ports de sortie du routeur)
- Les paquets de type A sont envoyés à la file A tandis que les paquets de type B sont
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envoyés à la ifie B;
- Les différentes routes offertes par le réseau sont indiquées au tableau 4.1. Les paquets
qui doivent emprunter la route 3, par exemple, devront parcourir dans l’ordre les
routeurs 2, 1 et 3;
- Quand un paquet quitte un routeur, il est transmis sans délai au prochain routeur,
ce dernier est déterminé par la route qu’il prend;
- La politique de gestion des files est celle décrite à la section 1.2.3. Pour un routeur
k, la probabilité que le contrôleur offre le service à la file A de ce routeur est et la
probabilité qu’il offre le service à la file B est °e En d’autres mots, à chaque unité
de temps, le contrôleur choisit aléatoirement une des deux files. Les contrôleurs des
différents routeurs ne sont pas synchronisés, ils ne choisissent pas une ifie au même
moment;
- La durée de transmission d’un paquet (temps requis par le contrôleur pour prendre
un paquet dans une file et lui faire quitter le routeur) est identique pour chaque
paquet et requiert une unité de temps; et
- La capacité des files d’attente n’est pas bornée, ce qui revient à dire qu’aucun paquet
est perdu pendant nos simulations.
Afin de mieux illustrer le fonctionnement de notre réseau, regardons le parcours d’un
paquet de type A de la route 2 à travers le réseau de la figure 4.1. Le processus d’arrivée
des paquets de la route 2 au routeur 2 est un processus de renouvellement de taux )‘2.
Lorsqu’un paquet de cette route arrive au routeur 2, ce dernier est stocké dans la file A du
routeur. Au moment choisi par le contrôleur, ce paquet quitte la file et on commence sa
transmission vers le routeur 3. Cette opération requiert une unité de temps. Par la suite,
le paquet est acheminé sans délai au routeur 3 et il est stocké dans la ifie A. En d’autres
mots, au moment opportun le paquet quitte la file A du routeur 2 et il joint la file A du
routeur 3 après une unité de temps. Lorsque le contrôleur du routeur 3 lui offre le service,
le paquet quitte ce routeur (après une unité de temps) et son parcours à travers le réseau
est terminé.
Le temps d’attente total d’un paquet correspond au temps qu’il passe à attendre dans les
files de tous les routeurs qu’il visite. Dans ce chapitre, les variables suivantes sont utilisées
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— Liste des routes définies dans l’exemple de réseau étudié
? An Tnj
route 1 0,1 0,06 0,1 50
route 2 0,1 0,025 0,1 50
route 3 0,05 0,025 0,1 50
TAB. 4.2
— Liste des paramètres du réseau employés pour simuler
figure 4.1
Génération de type A Génération de type B
le modèle de la
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FIG. 4.1
— Réseau étudié dans ce chapitre : deux classes de service, trois routes et
trois routeurs
• R, le nombre de routes dans le réseau;
• A(i), l’ensemble des routeurs que doit visiter un paquet de la route i. Par exemple,
A(3) {1,2,3};
• W,, le temps d’attente total moyen d’un paquet de type A de la route i;
• W, le temps d’attente total moyen d’un paquet de type B de la route i;
• W, le temps d’attente moyen d’un paquet de type A dans la file A du routeur k; et
• W, le temps d’attente moyen d’un paquet de type B dans la file B du routeur k.
Pour notre modèle, nous considérons des contrôles qui sont exercés aux sources des routes
du réseau, c’est-à-dire des contrôles à l’extérieur du réseau. Pour les paquets de type A d’une
route spécifique, nous envisageons une procédure qui contrôlera le taux d’entrée des paquets
de type A dans le réseau. Autrement dit, lorsqu’un paquet arrivera à la source d’une route
cette procédure sera responsable de décider si le paquet peut entrer dans le réseau (contrôle
de flux sur les paquets de type A). Pour les paquets de type B d’une route spécifique,














parcourir les rouLeurs 2,1,3
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d’autres mots, cette procédure devra décider pour chaque route du réseau si une nouvelle
connexion peut être établie (contrôle d’admission des appels). Nous considérons ce contrôle
extérieur au réseau pour ne pas augmenter le nombre de calculs à l’intérieur des routeurs
qui allongent le temps de transmission d’un paquet d’une origine à une destination. En fait,
nous souhaitons améliorer l’efficacité d’un réseau de télécommunications tout en conservant
la simplicité du fonctionnement des routeurs. Pour le contrôle de flux sur les paquets de
type A, les paramètres de contrôle sont les taux d’entrée de ces paquets dans le réseau pour
chaque route (.)). Pour le contrôle d’admission des appels, ce sont les taux d’ouverture des
connexions pour chaque route (An). Nous qualifions les paramètres À et de paramètres
externes au réseau. En outre, nous considérons un contrôle interne au réseau, soit dans un
routeur, qui minimiserait le temps d’attente des paquets dans les files tout en respectant la
priorité de service des différentes classes. Les paramètres de contrôle utilisés pour la gestion
des files d’attente dans un routeur sont et O (paramètres internes au réseau). Nous
développons des dérivées ersatzs pour estimer les dérivées suivantes




À l’aide des résultats de simulations, nous montrons que pour chacune de ces dérivées, la
dérivée ersatz proposée fournit une approximation satisfaisante. Nous comparons la dérivée
ersatz avec l’estimateur obtenu par différence finie centrée. Pour ces deux estimateurs, les
résultats sont donnés avec un intervalle de confiance à 95% basé sur le Théorème de la
Limite Centrale. Le programme développé pour la simulation du réseau apparaissant à la
figure 4.1 utilise la librairie SSJ (Simulation Stochastique en Java, [28]). Les paramètres du
réseau employés le plus fréquemment dans nos programmes de simulation se retrouvent au
tableau 4.2. Ces paramètres ont été choisis afin de respecter la condition de stabilité d’un
routeur pour chaque file d’attente du routeur, le taux d’arrivée des paquets à la file doit
être inférieur au taux de service des paquets de cette file. Par exemple, pour le routeur k,
le taux d’arrivée des paquets à la file A doit être inférieur à 6. Nous reviendrons sur la
condition de stabilité lorsque les taux d’arrivée des paquets aux files A et B d’un routeur
seront définis.
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On dit qu’un estimateur de dérivée est local lorsqu’il est calculé sans considérer la struc
ture du réseau, à l’intérieur d’un routeur. En d’autres termes, le routeur se sert de l’in
formation locale seulement, comme par exemple, les temps d’arrivée des paquets aux files
d’attente du routeur. Un estimateur local est plus facile à développer et s’obtient plus rapi
dement par simulation, car il est indépendant des routes du réseau et des autres routeurs.
Un estimateur de dérivée est externe si la dérivée est par rapport aux paramètres externes
ou À. Nous verrons qu’il est possible d’estimer les dérivées (4.1) en utilisant une seule
statistique qui devra être calculée pour chaque file d’un routeur. Ces statistiques pourront
servir à construire les estimateurs de dérivées locaux du routeur. De plus, elles pourront
être envoyées à une certaine destination à l’extérieur du réseau, afin d’être utilisées pour
calculer les estimateurs de dérivées externes.
Dans la première section de ce chapitre, nous présentons une dérivée ersatz pour esti
mer aW,/8.)% Nous développons, à la seconde section, une dérivée ersatz pour estimer
aW/8A. Enfin, nous proposons une dérivée ersatz pour estimer 8W/8O et
à la troisième section.
4.1 File d’attente de type A
Cette section porte sur les files d’attente de type A. Nous cherchons à développer un
estimateur pour la dérivée externe 8W,/À. À la section 3.1, nous avons présenté un
estimateur pour la dérivée du temps d’attente moyen d’un paquet lorsque le processus
d’arrivée des paquets au routeur est un processus de Poisson. Cet estimateur peut être
obtenu rapidement par simulation en appliquant la formule (3.3), nommée formule RPA.
Nous montrons que cette formule peut être utilisée pour construire l’estimateur de dérivée
externe. Précisons que les paquets considérés dans cette section sont des paquets de type
A et que les files sont des files de type A. Par conséquent, nous omettrons à plusieurs
occasions de répéter cette information.






La condition de stabilité de la file A du routeur k est Àk <O, où O est la probabilité
de service de cette file. Comme le temps d’attente total d’un paquet correspond à la somme




2) Par conséquent, il faut trouver un estimateur pour k E A(i).
8WA 8WA
3) Pk Pk k E A(i), car si l’on modifie le taux d’arrivée des paquets
provenant de la route j, c’est-à-dire si À —* + , le taux d’arrivée des pa
quets dans le routeur k, Àk augmente aussi de , c’est-à-dire À Àpk + L.
Une démonstration plus rigoureuse sera présentée au cours de cette section, au
moment opportun.
8WA
4) Nous cherchons donc im estimateur de k E A(i).
Comme l’indiquent les points 1 à 4, pour obtenir un estimateur de 8W,/3), il faut
tout d’abord trouver un estimateur de t9T47 /9Àk.
4.1.1 Estimation de la dérivée
Nous cherchons un estimateur pour la dérivée du temps d’attente moyen d’un paquet
dans la file A d’un routeur par rapport au taux d’arrivée des paquets à ifie 3W /8Àk.
La propriété suivante est bien connue (voir [25], page 127)
Propriété 4.1. Soient {N1(t), t > O} et {N2(t), t > O} des processus de Poisson de taux
?q et À2. Alors, te processus {N(t), t > O}, où N(t) N1(t) -b N2(t), est un processus de
Poisson de taux À; + À2.
58
Supposons que le processus d’arrivée des paquets de type A pour chaque route est un
processus de Poisson. D’après la propriété 4.1, le processus d’arrivée des paquets au routeur
2 est un processus de Poisson de taux À + À. On peut donc utiliser la formule RPA pour
estimer la dérivée du temps d’attente moyen d’un paquet dans le routeur 2. Par contre, les
processus d’arrivée des paquets des routeurs 1 et 3 ne sont pas des processus de Poisson,
puisque les paquets arrivant à ces routeurs peuvent provenir des autres routeurs du réseau
et que les contrôleurs des différents routeurs ne sont pas synchronisés. Par conséquent,
la formule RPA ne peut être employée pour trouver les estimateurs de dérivées de ces
routeurs.
En utilisant la méthode RPA, nous pourrions développer un nouvel estimateur pour esti
mer les dérivées aux routeurs 1 et 3 (section 3.1). Par contre, la recherche d’un estimateur
efficace pour ces routeurs en employant cette méthode est infructueuse. Pour justifier cet
état de fait, regardons un exemple simple, soit une file en tandem. Pour ne pas confondre
avec notre modèle de réseau, nous emploierons le terme « noeud » dans l’exemple suivant
pour désigner un routeur ayant une seule file d’attente.
Exemple la file en tandem
La file en tandem est composée de 2 noeuds et chaque noeud possède une ifie d’attente
pour stocker les paquets. Le processus d’arrivée des paquets à la file d’attente associée au





noeud I noeud 2
FIG. 4.2 — File tandem
À chaque unité de temps, le noeud 1 prend une décision aléatoire.
- Avec probabilité O, le paquet en tête de la file est envoyé dans la file d’attente du
noeud 2. Cette opération requiert une unité de temps;
- Avec probabilité 1 — O, rien ne se passe.
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À chaque fois que le noeud 1 prend une décision, le noeud 2 prend aussi une décision,
indépendante de celle prise par le noeud 1. De la même façon, à chaque imité de temps,
le paquet à la tête de la file du noeud 2 est transmis vers une autre destination avec
probabilité 2. Soulignons que pour la file en tandem, nous considérons que les noeuds sont
synchronisés, c’est-à-dire que les noeuds 1 et 2 prennent une décision en même temps, ce
qui n’est pas le cas pour notre réseau.
La figure 4.3 illustre le fonctionnement de la file en tandem. Les flèches indiquent les
instants d’arrivée des paquets dans les files d’attente. La première droite montre le processus
d’arrivée des paquets à la file d’attente du noeud 1 et la deuxième représente le processus
d’arrivée des paquets à la file du noeud 2. Le processus de sortie des paquets provenant
du noeud 1 détermine le processus d’arrivée des paquets au noeud 2. Les deux droites sont
divisées en segments de longueur unitaire appelés périodes. Une période, représentée par
un segment en gras, signifie qu’un paquet est transmis. Par exemple, le paquet 1 au noeud
1 est transmis à la file d’attente du noeud 2 à la deuxième période. Il arrivera à la file
d’attente du noeud 2 au début de la troisième période. Ce même paquet quittera le noeud
2 à la fin de la quatrième période.
I I I
péode
I I I I
Processus d’arrivée des paquets
au noeud I
Processus de sortie des paquets
au noeud I ou processus d’arrivée
des paquets au noeud 2
FIG. 4.3 — Processus d’arrivée des paquets aux noeuds 1 et 2
Puisque le processus d’arrivée des paquets au noeud 1 est un processus de Poisson, la
formule RPA peut être utilisée afin d’obtenir un estimateur pour la dérivée. Par contre,
comme le processus d’arrivée des paquets au noeud 2 n’est pas un processus de Poisson, la
formule EPA ne s’applique pas. La file en tandem que nous venons d’examiner correspond




Nous montrons que l’estimateur de la dérivée au noeud 2 obtenu par la méthode HPA est
un estimateur coûteux. Pour le noeud 2, tW est la différence entre les temps d’attente des
N premiers paquets du processus d’arrivée initial au noeud 2 et les temps d’attente pour ces
mêmes paquets dans le processus d’arrivée perturbé au noeud 2. Suivant la méthode RPA,
il faut trouver E[l47 I 1 fantôme], c’est-à-dire l’espérance de I’V lorsque le processus
perturbé est équivalent au processus d’arrivée initial au noeud 2 dans lequel on a retiré un
paquet (section 3.1). Pour obtenir cette espérance, il faut conditionner sur le paquet qui
sera retiré (paquet fantôme) du processus d’arrivée initial
E47 1 fantôme] W(k)P(k paquet est fantôme), (4.3)
où W(k) est la différence des temps d’attente des paquets entre le processus d’arrivée
initial au noeud 2 et le k processus d’arrivée perturbé au noeud 2.
Le kC processus d’arrivée perturbé représente le processus de sortie du noeud 1 dans
lequel on a retiré le kC paquet du processus d’arrivée au noeud 1. Donc, au lieu d’être
retiré lors de son arrivée au noeud 2, le paquet est retiré à son arrivée au noeud 1. Nous
définissons ce processus de cette façon parce que le processus d’arrivée des paquets au
noeud 1 est un processus de Poisson.
À la figure 4.4, les troisième et quatrième droites représentent respectivement les 2 et
3e processus perturbés au noeud 2. Les deux premières droites sont tirées de la figure
4.3. La troisième droite illustre le processus perturbé lorsque le 2e paquet du processus
d’arrivée au noeud 1 est retiré. Le 3e paquet du processus d’arrivée initial au noeud 2
(deuxième droite) est qualifié de fantôme parce qu’il n’apparaît pas dans le processus
d’arrivée perturbé (troisième droite). La quatrième droite représente le processus perturbé
lorsque le 3 paquet du processus d’arrivée au noeud 1 est retiré. À la quatrième droite, le
3e paquet du processus d’arrivée initial au noeud 2 est aussi un paquet fantôme. Donc, le
3e paquet est fantôme pour ces deux processus perturbés.
L’équation (4.3) affirme qu’il faut trouver F(kC paquet est fantôme) pour obtenir
estimateur par le méthode RPA. Autrement dit, nous cherchons la probabilité que le k
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Processus d’arrivée initial
des paquets au noeud I
Processus d’arrivée initial
des paquets au noeud 2
Processus d’arrivée perturbé au noeud 2
lorsque le ‘paquet du noeud I est retiré
Processus d’arrivée perturbé au noeud 2
lorsque le 3paquet du noeud I est retiré
FIG. 4.4 — Exemple de processus d’arrivée perturbé au noeud 2 de la file en tandem
paquet du processus d’arrivée initial au noeud 2 disparaisse dans un processus perturbé.
Nous avons établi à la section 3.1 que si le processus d’arrivée des paquets est un processus
de Poisson, alors cette probabilité est 1/N, où N est le nombre de paquets observés. Pour
la file en tandem, cette probabilité n’est pas 1/N au noeud 2, comme le montre la figure
4.4 : le 3 paquet est un paquet fantôme à deux reprises et le 2C paquet n’est jamais un
paquet fantôme. Par conséquent, si la file en tandem est simulée, il faut considérer que
certains paquets seront des paquets fantômes à plusieurs occasions tandis que d’autres ne
le seront jamais. Ainsi, il faudrait faire un ajustement pour obtenir une probabilité égale
à 1/N. Cette ajustement augmenterait considérablement le temps de calcul requis pour
estimer la dérivée. Nous préférons donc chercher une dérivée ersatz.
Résultats et discussion
L’exemple de la ifie en tandem servait à mettre en évidence les raisons pour lesquelles
l’estimateur pour le paramètre À, obtenu avec la méthode RPA, serait un estimateur très
coûteux. Si nous pouvions justifier l’approximation des processus d’arrivée des paquets
JNOEUD I
NOEUD 2
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de type A aux files des routeurs par des processus de Poisson, nous pourrions utiliser la
formule RPA pour approximer les dérivées.
Lorsque les paquets arrivant à un routeur proviennent de plusieurs sources distinctes,
toutes indépendantes les unes des autres, alors le temps entre deux arrivées de paquets
consécutives peut être approximé par une variable aléatoire exponentielle. Autrement dit,
si un réseau possède un grand nombre de routeurs et de lignes de transmission, alors les
processus d’arrivée des paquets de type A dans les routeurs sont approximativement des
processus de Poisson [9]. Pour cette raison, nous supposons que les processus d’arrivée des
paquets aux routeurs 1 et 3 sont des processus de Poisson (même si ces processus ne sont
pas exactement des processus de Poisson) et nous utilisons la formule RPA (théorème 3.1)
afin d’obtenir un estimateur pour la dérivée du temps d’attente moyen d’un paquet pour
ces routeurs.
Résultats
Nous simulons le réseau présenté à la figure 4.1 avec les paramètres du tableau 4.2. Pour
chaque route, le processus d’arrivée des paquets dans le réseau — dans le premier routeur
à visiter sur la route — est un processus de Poisson. La probabilité de service de la ifie est
= 0, 4 et elle est identique pour les trois routeurs.
Les deux premières colonnes du tableau 4.3 affichent respectivement le numéro du routeur
et le taux d’arrivée des paquets à la file du routeur. Les résultats énumérés dans les deux
dernières colonnes sont la dérivée ersatz et la dérivée avec un processus de Poisson.
Dérivée ersatz : Dérivée du temps d’attente moyen d’un paquet dans la
file A du routeur k par rapport au taux d’arrivée des paquets de type A dans ce routeur.
Nous estimons cette dérivée en utilisant la formule RPA et en effectuant 50 simulations
indépendantes de longueur iO. À chaque répétition, une valeur de la variable aléatoire
(3.4) (variable RPA) est obtenue. L’estimateur est la moyenne des valeurs calculées.
Dérivée avec un processus de Poisson 6147A/ÀP Dérivée du temps d’attente moyen
d’un paquet de type A dans la file d’un routeur lorsque le processus d’arrivée des paquets à
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Dérivée avec un
k : routeur Dérivée ersatz a/Àk processus de Poisson 8WA/ÀP
(À_Àpk)
1 0,15 (12,4; 12,7) (12,62; 12,96)
2 0,15 (12,5; 12,8) (12,62; 12,96)
3 0,25 (33,7; 34,9) (35,03; 36,65)
TAB. 4.3
— Estimation de la dérivée du temps d’attente moyen d’un paquet de type
A dans la file A d’un routeur par rapport au taux d’arrivée des paquets à ce routeur,
cette file est un processus de Poisson de taux À’ (modèle A, section 3.1). Nous estimons la
dérivée avec la formule RPA en effectuant 50 simulations indépendantes de longueur
La valeur de est égale à celle de
Discussion
Nous qualifions l’estimateur de ersatz puisque nous supposons que les processus d’arrivée
des paquets aux routeurs 1, 2 et 3 sont des processus de Poisson. Nous supposons que
la formule RPA ne dépend pas du processus d’arrivée des paquets ni de la fonction de
répartition associée aux temps entre deux arrivées consécutives. Nous prétendons qu’elle
dépend uniquement du taux d’arrivée des paquets. Les résultats montrent que la dérivée
ersatz et la dérivée exacte sont similaires, ce qui signifie que notre hypothèse est raisonnable
pour cette exemple. La dérivée ersatz est donc un excellent estimateur pour aw/À.
Ainsi, nous pouvons chercher un estimateur pour 8TV /8À à partir des résultats auxquels
nous sommes parvenus.
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4.1.2 Estimation de la dérivée




( 1{kEA(j)} +) w(1{kEA(i)}))
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Ces égalités affirment que la dérivée externe D7/a) peut être estimée à partir de la
dérivée locale 8W4k /6À. La dérivée ersatz proposée pour estimer la dérivée locale est un
estimateur efficace de la dérivée externe, car cet estimateur peut être obtenu d’une manière
rapide en appliquant la formule RPA, sans tenir compte de la structure du réseau.
Résultats et discussion















La valeur de la estimée en utilisant la formule RPA sera comparée avec la
valeur de la 0i47/) estimée par différence finie centrée, pour k = 1,2 et 3.
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Résultats
Nous simulons le réseau présenté à la figure 4.1 avec les paramètres du tableau 4.2. Pour
chaque route ï, le processus d’arrivée des paquets de type A au premier routeur à visiter
sur cette route est un processus de Poisson de taux ). La probabilité de service de la
ifie A du routeur k est & 0, 4 et elle est identique pour les trois routeurs. Les deux
premières colonnes du tableau 4.4 indiquent respectivement le numéro du routeur et le
taux d’arrivée des paquets dans ce routeur, taux déterminé par l’équation (4.2). Les deux
dernières colonnes affichent la dérivée ersatz et la différence finie centrée.
Dérivée ersatz 8Wp4k /Àpk Nous effectuons 50 simulations indépendantes de longueur
iO et appliquons le théorème 3.1 pour calculer la dérivée. À chaque simulation, nous
calculons une valeur de la variable aléatoire (3.4) (variable RPA) et nous la conservons. La
moyenne des valeurs conservées est l’estimateur de la dérivée.
Différence finie centrée : Nous calculons tout d’abord W(.)4 + ), l’es
timateur du temps d’attente moyen d’un paquet au routeur k lorsque le taux d’arrivée
des paquets de la route 3 est ) + . Pour ce faire, nous effectuons une simulation de
longueur L et posons W la moyenne des temps d’attente des paquets observés. Puis, nous
calculons de la même façon W(À
—
z). Nous utilisons des VAC pour les deux simulations.






Les dérivées dans les routeurs 1, 2 et 3 sont obtenues de cette manière en choisissant
L 108 et 0.02. La différence finie centrée donne un estimateur moins biaisé avec une
variance plus petite comparativement à la différence finie ordinaire, qui estime la dérivée
avec la formule (W(.)4 + ) — W(À))/. En effet, pour une fonction J quelconque, il
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Dérivée ersatz Différence finie centrée
k : routeur À avec des VAC 8l’V/)
1 0,15 (12,4; 12,7) (12,51; 12,59)
2 0,15 (12,5; 12,8) (12,65; 12,77)
3 0,25 (33,7; 34,9) (34,13; 34,21)
TAB. 4.4 — Estimation de la dérivée du temps d’attente moyen d’un paquet de type
A dans le routeur k, k e 11(i), par rapport au taux d’arrivée des paquets de la route
i dans le réseau, par la formule RPA
s’avère que
- Différence finie ornre, dérivée à gauche: = f’(x) — f”(x) + o(2);
- Différence finie ordinre, dérivée à droite: + — f(x) = f’(x) + J”(x) + o(2); et
- Différence ie centrée: f(x + )—J(x = ft() + o().
Discussion
La dérivée ersatz utilisée donne une excellente approximation de la dérivée cherchée (dé
rivée externe) si l’on se fie aux résultats. L’estimateur proposé est valide pour l’exemple
considéré parce que les résultats obtenus pour la dérivée ersatz concordent avec ceux ob
tenus avec la différence finie centrée. Pour cet exemple, nous pouvons donc calculer une
approximation de la dérivée par rapport au paramètre externe À en utilisant uniquement
des estimateurs locaux pouvant être calculés en temps réel.
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4.1.3 Estimation de la dérivée 8W/8À





Pour l’exemple de réseau de la figure 4.1, les estimateurs de dérivées externes sont obtenus




















= 8? + 8ÀA + 8À
4.2 File d’attente de type B
Cette section étudie une file d’attente de type B. Une telle file entrepose des paquets
correspondant à une génération de type B d’une route quelconque (section 1.2). Pour
alléger le texte, nous employons le terme paquet pour désigner un paquet provenant d’une
génération de type B. Nous cherchons un estimateur pour 8l17,/8Ar,, la dérivée du temps
d’attente total moyen d’un paquet associé à la route j par rapport au taux d’ouverture des
connexions sur cette route.
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Dans ce qui suit, le processus d’ouverture des connexions et le processus d’arrivée des
paquets pour chaque connexion sont des processus de Poisson. Dans le but d’effectuer une
analyse locale, nous devons déterminer le taux d’ouverture des connexions relatif à un
routeur. Notons Apk, le taux d’ouverture des connexions au routeur k. En supposant que
le routeur k est l’unique routeur du réseau, la variable Apk s’exprime comme suit
Apk AT31{kEA(j)}. (4.5)
O<j<R
Le taux d’arrivée agrégé des paquets à la file B du routeur k, nommé , est équivalent à
la sommation suivante, une égalité qui découle du théorème 3.2
‘pk AT3cT3TTJl{kEA()}. (4.6)
O<j<R
La recherche d’un estimateur pour 8W/tJArj peut être simplifiée par le raisonnement
suivant qui comporte six points. Ces derniers seront élaborés par la suite.
rB awB
1) Décomposons le temps d’attente total : =
‘‘ kcA(i) T
8wB










4) il s’avère que l’estimateur de ?k , k E A(i), est suffisant.
0Apk
aTvB aw3
5) Il s’ensuit du théorème 3.3 que ()
3rB
6) La formule RPA est employée pour estimer
Le temps d’attente total d’un paquet est la somme des temps d’attente du paquet à
chaque routeur sur sa route. Ceci justifie les points 1 et 2. Si la valeur du paramètre Ar,
augmente de > O, c’est-à-dire si A,.,
—
Ar, + , la valeur du paramètre Apk, k E A(i),
augmente aussi de , c’est-à-dire Apk —* Apk +. Ainsi, l’égalité au point 3 peut être écrite.
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Le point 4 propose de chercher un estimateur de DW/8Apk au lieu d’un estimateur de
8W /8A,. puisque l’estimateur de la dérivée par rapport à Apk, un estimateur local qui
ne tient pas compte de la structure du réseau, est plus simple à obtenir. Afin d’obtenir
un estimateur de aT17/8APk, nous nous référons aux théorèmes 3.2 et 3.3. Cependant,
pour employer ces théorèmes les processus d’arrivée des paquets aux files B des routeurs
doivent être des processus d’arrivée de type B. Or, le processus d’arrivée agrégé des paquets
à la file B du routeur k n’est pas nécessairement un processus d’arrivée de type B dont
le taux d’ouverture des connexions serait Apk. Toutefois, nous prévoyons que ce processus
sera semblable à un processus d’arrivée de type B et nous nous servons du théorème 3.3 au
point 5. Nous proposons, au point 6, d’estimer la dérivée par rapport à avec la formule
RPA (théorème 3.1).
Résultats et discussion
Toujours par rapport à l’exemple de réseau de la figure 4.1, nous vérifions à l’aide de
résultats obtenus par simulation que
txB;
Pk j Pk j Pk 1. iii”
A ‘i1 ,\B ‘r \ Pk/ ?k
lorsque Ï’estimateur de droite est obtenu en appliquant le théorème 3.1. Nous travaillons
uniquement avec la route 3 puisque celle-ci parcourt les trois routeurs
. Nos programmes
de simulation cherchent à vérifier si l’équation (4.7) est valide pour k = 1, 2 et 3 avec i = 3.
Pour ce faire, nous comparons la valeur de l’estimateur obtenue en utilisant l’équation (4.7)
et la valeur de l’estimateur obtenue par différence finie centrée. Les paramètres du réseau




Les tableaux 4.5 et 4.6 contiennent les résultats tirés des simulations. Les paramètres du
réseau utilisés pour nos expériences sont listés au tableau 4.2 et la probabilité de service
de la file est 0, 6, Vk. Pour chaque route, le processus d’ouverture des connexions
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et le processus d’arrivée des paquets pour une connexion spécifique sont des processus
de Poisson et E[Y] = 50. Les variables aléatoires I’ (les durées des connexions) utili
sées pour remplir le tableau 4.5 sont des variables exponentielles. Au tableau 4.6, ces va
riables suivent la loi weiball. Les paramètres de la fonction de répartition de la loi weibull
F(x) = 1 — e(x/, pour x > 0, sont a 0,5 et b = 0,04. Les variables Apk et sont
déterminées en appliquant respectivement les définitions (4.5) et (4.6). Les valeurs données
dans les deux dernières colonnes des tableaux 4.5 et 4.6 sont obtenues comme suit
Dérivée ersatz : Nous faisons R simulations indépendantes de longueur Li et nous
utilisons l’équation (4.7) pour obtenir un estimateur. À chaque répétition, nous calculons
une valeur de la variables aléatoire (3.4) (variable RPA). L’estimateur pour
est la moyenne des valeurs obtenues. Une fois que cet estimateur est calculé, nous lui
appliquons la formule (4.7) pour obtenir l’estimateur voulu.
Différence finie centrée Nous effectuons une première simulation pour calculer
Wk(A,.3
— ), la moyenne des temps d’attente des paquets observés à la file d’attente
du routeur k lorsque le taux d’ouverture des connexions de la route 3 est A,.3 — z. Ensuite,
nous effectuons une deuxième simulation, en utilisant des VAC, pour calculer Wk(A,.3 +).
La longueur de chaque simulation est L2 et la valeur du paramètre utilisée est listée dans
le tableau. L’estimateur pour ai4/aA,.3 est (Wk(A,.3 + z) — TÏ7k(A,.3 —
Discussion
Rappelons que l’utilisation de la méthode RPA pour développer un estimateur de dérivée
pour A,. n’est pas une méthode à considérer pour notre contexte. L’estimateur obtenu avec
cette méthode (estimateur direct) serait très couteux car il faudrait conserver une grande
quantité d’information pour pouvoir le calculer (voir section 3.2). La dérivée ersatz est
un estimateur à considérer car il peut être calculé rapidement par simulation, sans tenir
compte de la structure du réseau, comparativement à un estimateur direct. La dérivée ersatz
découle uniquement de la formule RPA, une formule avantageuse parce qu’elle permet une
estimation efficace de la dérivée par rapport au taux d’arrivée des paquets à une ifie. Les
résultats montrent que la dérivée ersatz fournit une approximation acceptable de la dérivée,
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k : routeur Apk ) Dérivée ersatz Différence finie centrée avec des VAC
R=50etLi=106 L2=r107etL=0,002
1 0,085 0,425 (1216,1; 1259,8) (1189,1; 1207,3)
2 0,05 0,25 (187,2; 196,4) (176,1; 182,4)
3 0,11 0,55 (31471,9; 31514,2) (31219,6; 31253,8)
TAB. 4.5 — Estimation de aW/aAr3 pour k = 1, 2 et 3, lorsque ‘—i Exponentielle
(i/r)
k : routeur Apk Pk Dérivée ersatz Différence finie centrée avec des VAC
R= 70 et Li = 5 x 106 L2 = i0 et = 0,0001
1 0,085 0,425 (4262,7; 4339,1) (4295,5; 4334,9)
2 0,05 0,25 (381,3; 395,1) (367,8; 378,9)
3 0,11 0,55 (188753,9; 190016,8) (190172,9; 192681,2)
TAB. 4.6 — Estimation de 817/3A,, pour k = 1, 2 et 3, lorsque Yj Weibull (a, b)
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pour l’exemple de réseau considéré. Pour construire la dérivée ersatz, nous avons supposé
que les processus d’arrivée des paquets aux files B étaient des processus de Poisson. Plus
précisément, nous avons supposé que les résultats obtenus dans les théorèmes utilisés pour
développer la dérivée ersatz dépendaient uniquement des taux A, et et du premier
moment des durées des connexions, T. En d’autres mots, nous avons considéré que ces
résultats ne sont presque pas affectés par les fonctions de répartition des modèles associés
aux théorèmes. Les résultats indiquent que cette hypothèse est raisonnable pour notre
exemple; la dérivée ersatz est dans le même ordre de grandeur que la différence finie.
4.3 Estimation de la dérivée par rapport à O et 6
Cette section est consacrée à la recherche d’un estimateur pour la dérivée du temps
d’attente moyen d’un paquet dans une file d’un routeur par rapport à la probabilité de
service de cette file. Nous voulons estimer 47/86 et 8I47/8O.
Rappelons d’abord le résultat de la section 3.3.1. Le modèle étudié (modèle A) est un
routeur composé d’une seule file d’attente qui a le service à une période donnée avec
probabilité &. Le processus d’arrivée des paquets à cette file est modélisé par un processus
de Poisson de taux ). Notons W le temps d’attente moyen d’un paquet à la ifie. Une
approximation de 8W/90 est
tNtaw w
----) -+-—) (4.8)
L’utilisation de la dérivée ersatz obtenue par cette approximation est souhaitable pour
notre modèle de réseau, car elle peut être calculée rapidement par simulation. Aussi, l’esti
mation de 8W/\ peut servir pour obtenir d’autres estimateurs. Par contre, les processus
d’arrivée des paquets aux files A et B d’un routeur sont rarement des processus de Poisson,
ce qui peut affecter la qualité de l’approximation donnée par l’expression (4.8). Or, les
résultats obtenus précédemment dans ce chapitre sont acceptables (pour des approxima
tions), bien que les différents estimateurs de dérivées aient été trouvés en supposant que
ces processus étaient des processus de Poisson. Par conséquent, nous allons supposer une
fois de plus que les processus d’arrivée des paquets aux files A et B des différents routeurs
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sont semblables à des processus de Poisson et nous utiliserons l’approximation (4.8) pour
estimer les dérivées cherchées.
Hypothèse 4.1. Les processus d’arrivée des paquets aux fites A et B du routeur k sont
des processus de Poisson. Le taux d’arrivée des paquets aux files A et 3 du routeur k sont
respectivement
A A B
‘Pk = Àrl{kcA(j)} et ArjQTTrjl{kEA(j)}.
O<j<R O<j<R
Résultats et discussion
Nous vérifions par des simulations que la dérivée ersatz proposée donne un estimateur
acceptable pour 6W/DO et pour 9W/86. Nous nous penchons uniquement sur le
routeur 3 parce que celui-ci possède les processus d’entrée qui concordent le mieux avec la
réalité.
Résultats
Le tableau 4.7 présente les résultats de l’estimation de la dérivée pour modèle A. Certains
résultats obtenus à la section 3.3.1 sont répétés et de nouveaux résultats sont ajoutés dans
ce tableau. Les valeurs utilisées pour la probabilité de service de la file et pour le taux
d’arrivée des paquets à la file sont affichées aux colonnes 6 et ).
Les résultats des tableaux 4.8 et 4.9 ont été collectés en simulant l’exemple de réseau de
la figure 4.1. Le processus d’arrivée des paquets de type A dans le réseau est un processus
de Poisson. Le processus d’ouverture des connexions ainsi que le processus d’arrivée des
paquets de type B d’une connexion spécifique sont des processus de Poisson et les variables
{ Y,, i O} sont des variables exponentielles de moyenne 50. Les probabilités de service
pour les files A et B sont 6 et 9. Le tableau 4.8 contient les résultats associés à la file
d’attente A du routeur 3 tandis que le tableau 4.9 contient les résultats pour la file B. Ces
résultats s’appuient sur l’hypothèse 4.1.
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La dérivée ersatz et la différence finie centrée sont obtenues de la manière suivante
Dérivée ersatz : Nous effectuons R simulations indépendantes du modèle, chacune de
longueur Li (modèle A ou l’exemple de la figure 4.1). À chaque répétition, nous obtenons
une valeur de la dérivée, notée x, à l’aide de la formule (4.8). La dérivée par rapport à À
est remplacée par la valeur de la variable aléatoire (3.4) (variable RPA), calculée pendant
la répétition. Le calcul de cette variable aléatoire fait appel au paramètre À, Àk ou
selon l’estimateur cherché. La dérivée ersatz est la moyenne des X.
Différence finie centrée Deux simulations de longueur L2 utilisant des VAC sont
exécutées pour chaque différence finie. La première simulation calcule W(x+), la moyenne
des temps d’attente des paquets lorsque le taux d’arrivée des paquets à la file étudiée est
z + . La deuxième simulation calcule W(x — t). Le variable x prend la valeur de À, Àk
ou À. L’estimateur de la dérivée est (W(x + ) — W(x —
Discussion
Les tableaux présentent les résultats des estimations des deux dérivées considérées pour
différentes valeurs de la probabilité de service de la file. Pour chaque valeur de probabilité
étudiée, nous testons la dérivée ersatz avec des taux d’arrivée dont les valeurs sont de plus
en plus près de la probabilité de service de la file. Le taux d’arrivée des paquets à une file
doit toujours être inférieur à la probabilité de service de la file; autrement, la longueur de
la ifie est infinie à l’état stationnaire.
Comme nous l’avons mentionné au chapitre 3, la dérivée ersatz est un excellent estimateur
de la dérivée lorsque le processus d’arrivée des paquets à la file est un processus de Poisson.
Les résultats obtenus pour la file A du routeur 3 sont excellents, ils indiquent que la
dérivée ersatz fournit une approximation satisfaisante de la dérivée. Nous avions constaté
au chapitre 3 que la dérivée ersatz était moins performante lorsque le processus d’arrivée des
paquets à la file était de type B. Pour le cas présent, nous remarquons que les intervalles de
confiance pour la file B, obtenus avec la dérivée ersatz et avec la différence finie centrée, ne
coincident pas. Lorsque le processus d’arrivée des paquets à la file n’est pas un processus de
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Modèle A :
9 ) Dérivée ersatz Différence finie centrée avec des VAC
R=50 et Li = iO L2r= i0 et 0,001
Ôi (-16,36; -16,29) (-16,87; -15,18)
0,4 0,25 (-40,79; -40,36) (-41,28; -40,73)
0,4 0,35 (-337,12; -321,17) (-327,46; -321,73)
0,6 0,4 (-21,34; -21,11) (-21,96; -21,06)
0,6 0,5 (-76,94; -74,37) (-74,85; -72,93)
0,6 0,55 (-306,09; -284,89) (-301,37; -295,94)
0,7 0,5 (-19,91; -19,69) (-20,35; -19,64)
0,7 0,6 (-72,29; -70,10) (-71,38; -69,93)
0,7 0,65 (-301,55; -273,09) (-281,85; -275,83)
TAB. 4.7 — Estimation de la dérivée du temps moyen d’attente par rapport à O
lorsque le processus d’arrivée des paquets est un processus de Poisson de taux ,\ et
que la probabilité de service de la file est O
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Réseau, 8W/8O
O’ )7,3 Dérivée ersatz Différence finie centrée avec des VAC
R=5OetLl=2x105 L2=107etL=0,02
ÔT ï (-16,17; -15,58) (-17,87; -17,03)
0,4 0,25 (-38,69; -37,81) (-41,93; -39,82)
0,4 0,35 (-340,67; -313,17) (-340,38; -335,38)
0,6 0,4 (-20,32; -19,95) (-21,46; -20,92)
0,6 0,5 (-75,42; -72,31) (-78,38; -72,63)
0,6 0,55 (-294,65; -270,64) (-298,72; -290,82)
0,7 0,5 (-18,47; -18,07) (-21,56; -20,06)
0,7 0,6 (-66,91; -64,22) (-71,54; -68,83)
0,7 0,65 (-256,84; -238,49) (-253,32; -250,71)
TAB. 4.8
— Estimation de la dérivée du temps d’attente moyen d’un paquet à la file
d’attente A du routeur 3 par rapport à la probabilité de service de la file ()
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Réseau, aT43/oo3
O ? Dérivée ersatz Différence finie centrée avec des VAC
R=5OetLlr=2x106 L2=107etL=0,O2
Ïi,T (-124,85; -118,62) (-118,86; -103,72)
0,4 0,25 (-357,80; -337,38) (-275,32; -267,44)
0,4 0,35 (-4242,29; -3989,65) (-3728,47; -3623,39)
0,6 0,4 (-181,50; -170,34) (-140,21; -134,91)
0,6 0,5 (-1499,86; -1397,87) (-1216,85; -1147,87)
0,6 0,55 (-6023,64; -5641,65) (-5094,18; -4954,18)
0,7 0,5 (-315,05; -286,12) (-245,32; -238,54)
0,7 0,6 (-1527,76; -1448,92) (-1289,74; -1213,98)
0,7 0,65 (-7314,15; -6993,96) (-6234,76; -6071,39)
TAB. 4.9
— Estimation de la dérivée du temps d’attente moyen d’un paquet à la file
d’attente B du routeur 3 par rapport à la probabilité de service de la file (0f)
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Poisson, l’approximation de la dérivée donne des résultats moins satisfaisants. Le processus
d’arrivée des paquets à la file semble jouer une rôle capital dans la performance de la dérivée
ersatz. Toutefois, soulignons que la dérivée ersatz n’est jamais plus de 1.5 fois plus petite
ou plus grande que la différence finie.
La dérivée ersatz proposée est un estimateur qui peut être calculé rapidement sans te
nir compte de la structure du réseau. Pour la file A, la 8W/8X calculée pour obtenir
/89’ peut servir pour calculer W/8), k E A(i). Ainsi, à partir d’un seul esti
mateur, nous pouvons obtenir un estimateur pour les deux dérivées désirées pour
la file A. Pour la file B, la 8W/8) calculée pour trouver 8//D6 peut être utilisée pour
calculer 6’V/8A,,, k E A(i). Donc, à partir d’un seul estimateur, 8W/8).., nous pouvons
estimer les deux dérivées voulues pour la file B.
Corlclusioll
Dans ce travail, nous nous sommes concentrés sur la recherche d’estimateurs de déri
vées pour différents paramètres d’un réseau de télécommunications. Cette recherche a été
suscitée par un désir futur d’améliorer l’efficacité des réseaux de télécommunications. Un
réseau fait appel à des procédures de contrôle afin de maintenir son bon fonctionnement.
Le terme paramètre de contrôle désigne toute variable qui est soumise à un contrôle. Nous
avons proposé de remplacer les procédures de contrôle existantes par d’autres qui utilise
raient des estimateurs de dérivées. L’idée derrière de telles procédures est la suivante les
valeurs des paramètres de contrôle associés à une procédure de contrôle sont ajustées (mo
difiées) fréquemment à l’aide d’algorithmes d’optimisation développés avec des estimateurs
de dérivées. Nous avons cherché dans ce mémoire des estimateurs de dérivées pour trois
paramètres de contrôle, soient Arj, le taux d’ouverture des connexions pour la route i, )3.,,
le taux d’arrivée des paquets en mode sans connexion de la route j et °k, la probabilité de
service de la file k dans un port de sortie.
Pour développer les estimateurs de dérivées, nous avons travaillé avec un modèle de
réseau particulier. Chaque route du réseau générait des paquets de types A et B puis
envoyait ceux-ci au premier routeur de la route. Le type A correspondait à des paquets en
mode sans connexion et le type B correspondait à des paquets en mode connexion. Pour
une route T, le taux d’arrivée des paquets de type A dans le réseau, c’est-à-dire dans le
premier routeur à visiter, est À,., et le taux d’ouverture des connexion est A,.. Chaque port
de sortie du réseau comportait deux files d’attente; une file, appelée file A, pour entreposer
les paquets de type A et une autre file, appelée file B, pour entreposer les paquets de type
B. La politique de gestion employée pour servir les ifies d’attente dans un port de sortie
était la politique aléatoire. Pour cette politique, le contrôleur du port offrait le service à la
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file k avec probabilité 6,.
Nous avons fourni des estimateurs de dérivées efficaces pour les paramètres de contrôle
associés aux types de contrôle suivants le contrôle de flux pour les paquets en mode
sans connexion, le contrôle d’admission d’appels pour les paquets en mode connexion et la
gestion des files dans un port de sortie. Plus particulièrement, nous avons développé des
estimateurs pour les dérivées suivantes
aW/ax,.,, la dérivée du temps d’attente total moyen d’un paquet de type A de la
route j par rapport au taux d’entrée de ces paquets dans le réseau;
8W,/8Ari, la dérivée du temps d’attente total moyen d’un paquet de type B de la
route j par rapport au taux d’ouverture des connexions de la route i; et
et 8W/8Oe, les dérivées du temps d’attente moyen d’un paquet dans
les ifies A et B par rapport aux probabilités de service de ces files.
Puisque les réseaux sont des systèmes complexes, regroupant plusieurs routes et routeurs,
nous avons tout d’abord fait une anaiyse locale au chapitre 3. Ce chapitre étudiait un port
de sortie possédant une file d’attente dans le but de trouver des estimateurs de dérivées
pour les paramètres suivants À, le taux d’arrivée des paquets en mode sans connexion
à la file du port (lorsque la file était de type A), A le taux d’ouverture des connexions
pour la ifie (lorsque la file était de type B) et 6, la probabilité de service de la ifie (lorsque
cette ifie était de type A ou B). Pour accomplir cette tâche, nous avons développé un
estimateur pour la dérivée par rapport à À en utilisant la méthode RPA (rare perturbation
analysis). Cet estimateur, appelé estimateur RPA, est l’outil principale de ce travail. Tous
les estimateurs de dérivées cherchés dans ce chapitre ont été développés en créant des
relations entre cet estimateur et ceux cherchés. Avec ces relations, des dérivées ersatz ont
été proposées pour estimer les dérivées. Nous avons qualifié les estimateurs de locaux, car il
peuvent être calculés dans un routeur sans tenir compte de la structure du réseau, donnant
ainsi des estimateurs très efficaces.
Au chapitre 4, nous avons illustré par des résultats de simulation, pour un exemple
de réseau particulier, qu’il est possible d’estimer les dérivées voulues (citées ci-haut) en
employant uniquement des estimateurs locaux. Les estimateurs locaux peuvent servir loca
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lement, c’est-à-dire dans le routeur, pour estimer les dérivées par rapport aux paramètres
et 0e. Aussi, lorsque ces estimateurs sont envoyés à la source des routes ils permettent
de construire les estimateurs de dérivées par rapport aux paramètres Ar et À,. Pour esti
mer les dérivées désirées, il suffit d’estimer les dérivées par rapport au taux d’arrivée des
paquets de types A et B dans les ports de sortie, c’est-à-dire deux dérivées locales. Celles-
ci sont estimées rapidement en utilisant l’estimateur RPA. À partir de ces dérivées, les
quatres estimateurs de dérivées peuvent être obtenus. Cette méthode est très avantageuse,
puisqu’elle requiert des estimateurs locaux qui ne tiennent pas compte de la structure du
réseau.
Il serait intéressant de vérifier si l’estimation de dérivées par des estimateurs locaux est
possible lorsque l’on considère des files d’attente dont la capacité maximale est bornée.
Pour ce faire, il faudrait développer de nouveaux estimateurs locaux. Ceux-ci pourraient
être obtenus par la méthode RPA ([14], [3]) ou par l’utilisation d’un modèle fluide ([61, [7]).
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