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Resumen
Desde hace tiempo, los seres humanos estamos
desarrollando robots que puedan ayudarnos a me-
jorar nuestra calidad de vida. Esta ayuda puede
ofrecerse de distintas maneras, ya sea con la sus-
titución completa de la persona para eliminar com-
pletamente cualquier riesgo o con la idea de com-
partir distintas tareas. Desde el grupo de inves-
tigación RoboticsLab de robots humanoides en la
universidad Carlos III de Madrid, estamos empe-
zando a sentar las bases de desarrollo de un ro-
bot humanoide con la habilidad de realizar tareas
de camarero. Por ello, este investigación es una
primera fase, la cual se centra en la búsqueda de
un método de teleoperación que nos permita poste-
riormente enseñar al robot humanoide comporta-
mientos o trayectorias relacionadas con el ofreci-
miento de bebidas. Para ello, a través de la cámara
Kinect y sus herramientas, hemos desarrollado un
algoritmo de teleoperación basado en RPY (roll-
pitch-yaw) para la obtención de los valores de ac-
tuación que a posterior se aplicaran sobre el robot
humanoide TEO.
Palabras clave: Robot camarero, Visión, Te-
leoperación, Esqueletización, Roll Pitch Yaw,
Kinect.
1. INTRODUCCIÓN
Aprovechando las cualidades que nos ofrece la vi-
sión por computador, se pretende asentar las bases
para el desarrollo de una base de datos a futuro
donde se pueda almacenar diferentes movimien-
tos o trayectorias de manipulación que, a posterio-
ri, un robot humanoide pueda ejecutar de forma
autónoma y automática.
La generación de esta base de datos comienza con
la implementación de una aplicación que sea capaz
de capturar y almacenar los movimientos que rea-
lizar una persona. Además, este art́ıculo se quie-
re enfocar a próximas investigaciones relacionadas
con el robot TEO, el cual pretende realizar tareas
iguales o parecidas a las de un camarero sirviendo
bebidas sobre una bandeja.
Es en este punto donde la teleoperación entra en
esta investigación como parte fundamental, para
la generación de tareas, movimientos o trayecto-
rias. La posibilidad de teledirigir un brazo articu-
lado de un robot o de un robot humanoide, como
es el caso, da la oportunidad de generar nuevas tra-
yectorias aplicables al propio robot. Mediante el
uso del procesamiento de imágenes, se creará la re-
cogida de información del teleoperador para, más
adelante, aplicar sobre el propio robot [1][7][8].
El objetivo de este art́ıculo se enfoca en la im-
plementación de una aplicación que sea capaz de
capturar las caracteŕısticas de movimiento del te-
leoperador a través del uso de una cámara Kinect
y generar la información de cómo el robot tele-
operado debe moverse para poder imitar el mo-
vimiento o trayectoria del teleoperador. Se busca
que el movimiento se realice en tres dimensiones y
que el robot reproduzca fielmente los movimientos
realizados por la persona que se encuentra frente
al dispositivo Kinect [3][4]. Para llegar a alcanzar
dicho objetivo se dividió el proceso en una serie de
subtareas.
La primera subtarea está asociada con la detección
de detectar una persona mediante el dispositivo
Kinect y realizar la esqueletización de la misma.
Después, se pasará al cálculo de los ángulos ar-
ticulares necesarios para que el robot ejecute los
movimientos. Por último, se pasarán los ángulos
articulares calculados al simulador, mostrándolos
en este último caso por pantalla y verificando la
validez de estos.
A continuación el art́ıculo se redactará de la si-
guiente manera. En el siguiente caṕıtulo, se mos-
trará una breve idea del robot humanoide TEO
sobre el que se ha probado los experimentos y la
finalidad de ellos. En el tercer caṕıtulo, se podrá
ver como es necesario realizar una esqueletización
del teleoperador. Después, en el caṕıtulo 4 se expli-
cará todo algoritmo del cálculo cinemático inverso
a través del método RPY para el cálculo de los
ángulos. Por último, se expondrán los experimen-
tos y sus resultados, juntos con unas conclusiones
sobre estos.
2. EL ROBOT HUMANOIDE
CAMARERO TEO
En la Universidad Carlos III de Madrid, el grupo
de robótica humanoide RoboticsLab”, ha comen-
zado a desarrollar un robot humanoide móvil y
autónomo TEO (Figura 1), el cual deberá inser-
tarse como robot asistencial o robot personal en
una oficina o un entorno de trabajo como un robot
camarero. El componente principal de este robot
que manipula objetos es su mano la cual lleva una
bandeja incorporada.
TEO es la nueva versión que es capaz de caminar
en cualquier dirección, sentarse en una silla, subir
y bajar escaleras, o moverse por śı mismo en entor-
nos humanos. Con un enfoque diferente, la altura,
el peso y la rigidez de enlace se han incrementado.
De hecho, pesa aproximadamente 65 kg, tiene una
altura de 1,75 m, y tiene 28 grados de libertad.
Además, los sistemas hardware y de control son
mejores. Por lo tanto, se pueden manejar más in-
formación de los sensores y algoritmos de control
complejos con una capacidad de cálculo superior.
Los principales objetivos de esta investigación han
sido la estabilidad del robot humanoide [5] y la ge-
neración de caminata o pasos [2][9].
El objetivo de esta investigación es indagar en el
área de control con los robots humanoides con un
enfoque en el diseño y ejecución de las habilidades
de manipulación complejas. En particular, hay que
abordar el control de la manipulación basado en
el control de visión por ordenador.
Figura 1: The waiter robot TEO.
3. ESQUELETIZACIÓN
El proceso de esqueletización consta en procesar
las imágenes de profundidad obtenidas con Ki-
nect para detectar formas humanas e identificar
las partes del cuerpo del usuario, presente en la
imagen. Cada parte del cuerpo es abstráıda como
una coordenada 3D o articulación. Un conjunto
de articulaciones forman un esqueleto virtual pa-
ra cada imagen 24 de profundidad de Kinect, es
decir, se obtienen 30 esqueletos por segundo. Las
articulaciones generadas varian de acuerdo a la bi-
blioteca de Kinect que se utilice. Para este caso,
cada esqueleto como lo indica la figura 18 está
formado por 20 articulaciones ai = xi, yi, zi con
zi > 0 cuyas coordenadas se encuentran expresa-
das en miĺımetros con respecto a la posición de
Kinect en la escena [6][10][11][12].
La propia esqueletización se debe de encargar de
asegurarse que el esqueleto rastreado no tiene par-
tes fuera de la pantalla. Además, es capaz de ras-
trear de forma activa a dos esqueletos a la vez
diferenciándolos y de forma pasiva a otros cuatro.
Cada esqueleto será representado por un color di-
ferente.
Los datos que se han obtenido son los puntos que
representan partes representativas del cuerpo co-
mo centro de la cabeza, pecho o la cadera. Por
lo tanto es necesario dibujar segmentos entre los
puntos calculados y más tarde cada punto carac-
teŕıstico será resaltado en un color como se aprecia
en la Figura 2.
Figura 2: Esqueletización y marcación de las ar-
ticulaciones caracteŕısticas para la tarea de mani-
pulación.




Una vez terminado la subtarea de la esqueletiza-
ción, el siguiente paso consiste en extraer la in-
formación que nos interesa para nuestro proyecto.
En este caso se comenzará extrayendo la posición
y movimiento del brazo derecho. Para esto se de-
berá obtener la cinemática inversa de la cadena
cinemática compuesta por el codo y el hombro.
De forma más concreta, se calcularán varios ángu-
los, siendo los más importantes el del codo (an-
gulo codo) y el formado entre el b́ıceps y el torso
(angulo hombro) y todo ello en un espacio tridi-
mensional.
El primer paso será localizar los puntos carac-
teŕısticos que se necesitan, en este caso serán la
base del cuello, el hombro derecho, el codo dere-
cho y la muñeca derecha. Se utilizará los datos del
mapa del esqueleto ya preparados para salir por
pantalla, por lo tanto se cuenta con que el centro
de coordenadas está en la esquina superior izquier-
da y que no se cuenta con efecto espejo, por lo que
el brazo de interés aparecerá en la parte izquier-
da. Todos los puntos estarán definidos sobre un
espacio tridimensional.
Para simplificar la obtención de datos se supondrá
los segmentos de la articulación en un plano ima-
ginario. Para sacar el valor de cada ángulo se con-
tará con la posición de los 3 vértices (base del
cuello, hombro y codo para el angulo hombro y el
hombro, codo y muñeca para el angulo codo). Con
estos datos se puede sacar fácilmente los lados del
triángulo permitiéndonos obtener los ángulos me-
diante cinemática inversa como se indica a conti-
nuación.
A continuación, se detalla el proceso a seguir los
ángulos de rotación tanto de la articulación del
hombro como del codo. Ya sea para el hombro o
el codo, solo se describe en este art́ıculo que pro-
ceso para definir el ángulo únicamente en el plano
XY. Para la obtención de los grados en los planos
XZ y YZ, los pasos a seguir serán exactamente los
mismos pero utilizados los propios datos de cada
plano a calcular. Para el caso del hombro contare-
mos con tres vértices formados por base del cue-
llo, hombro y codo, los cuales forman un triángu-
lo (ABC) del cual podremos sacar sus lados per-
mitiéndonos aśı obtener los ángulos mediante el
método RPY. Utilizando el teorema del coseno se
obtiene el ángulo del hombro respecto al codo.








Donde AHxy es el ángulo entre las rectas AB y
BC. ABxy es la distancia entre los puntos A y B.
BCxy es la distancia entre los puntos B y C. ACxy
es la distancia entre los puntos C y A.
Por otro lado también es necesario calcular el
ángulo del hombro respecto al cuello, para pos-
teriormente restarselo. Hay que tener en cuenta
también el ángulo formado por la recta que une
la base del cuello y el hombro con la horizontal,
ya que este no es fijo sino que va disminuyendo a
medida que levantamos el brazo y si no lo tene-
mos en cuenta tendŕıamos un error en el ángulo







Donde ABx es la componente X de la recta AB.
ABy es la componente Y de la recta AB.
Figura 3: Esquema de la configuración y cálculo de
ángulo del hombro respecto del cuello y del codo
respecto al hombro.
Por último, para conseguir el valor final del ángulo
de lo hombro, es necesario tener en cuenta el pro-
blema asociado de codo arriba/elbow up (EU) o
codo abajo/elbow down (ED) para la articulación
del hombro. Esta situación implica que dependien-
do de si el codo se encuentra por encima o por
debajo de la prolongación de la recta AB, el com-
portamiento del sistema será totalmente diferente.
En la Figura 4, se muestra este inconveniente que
influirá en los cálculos. De esta forma, teniendo
en consideración las ecuaciones 1 y 2 y la posición
del codo, se obtienen las ecuaciones que definen el
ángulo del hombro:




ED ⇒ Hxy = AHxy − π −ACHxy (4)
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Figura 4: Esquema de la configuración codo arriba
o codo abajo.
Una vez calculado el ángulo del hombro, pasa-
mos a obtener el ángulo del codo. Para calcular
los ángulos del codo contaremos con tres vértices
formados por hombro, codo y muñeca (BCD), los
cuales forman un triángulo del cual podremos sa-
car sus lados permitiéndonos aśı obtener los ángu-
los mediante el método RPY. Además hay que te-
ner en cuenta que la muñeca no se ha considerado,
por lo tanto, se simplificaran todos los cálculos
asociados al codo. Utilizando el teorema del co-
seno se obtiene el ángulo del codo respecto a la
muñeca.





2 ∗BCxy ∗ CDxy
)
(5)
Donde ACxy es el ángulo entre las rectas BC y
CD. CDxy es la distancia del punto C al D en el
plano XY. BDxy es la distancia del punto Bb al
D en el plano XY.
5. EXPERIMENTOS Y
RESULTADOS
Una vez explicado los pasos que a seguir para com-
pletar la aplicación, llega el momento de definir
los experimentos y evaluar los resultados obteni-
dos para determinar la fiabilidad del programa.
Para ello, aplicaremos todas las trayectorias sobre
un simulador del robot humanoide TEO y de esa
forma, comprobar lo bien o mal que funcional el
algoritmo. Para demostrar la eficacia del progra-
ma implementado, se ha realizado dos tiempos de
pruebas. La primera está relacionada con la capa-
cidad de obtener unos valores correctos durante
el procesamiento de la imagen. Y el segundo está
asociado con la velocidad de reacción ante movi-
mientos rápidos por parte del teleoperador.
Por primer experimento se evaluarán los tres
ángulos del hombro al mismo tiempo para com-
probar que dichos ángulos se corresponden con la
realidad. Para ello se empezará con el brazo pega-
do al tronco y se elevará de forma oblicua hasta
que quede paralelo al suelo, es decir, que los ángu-
los de los planos XY e YZ están a unos 90o, mo-
mento en el que se moverá hacia adelante, hacia
atrás, y de nuevo hacia adelante hasta quedar en
la posición inicial paralelo al suelo, para posterior-
mente elevarlo pero sin llegar a forzar la articula-
ción. La trayectoria de este movimiento se puede
observar en la Figura 5.
Figura 5: Ángulo del hombro en los planos XY,
XZ y YZ para un movimiento compuesto.
Comparando las tres gráficas se puede apreciar
el movimiento descrito anteriormente aunque con
bastantes irregularidades ante la dificultad f́ısica
de, por ejemplo, realizar movimientos paralelos al
suelo manteniendo la misma altura. Fijándonos en
la primera gráfica que describe el movimiento del
hombro en el plano XY, se puede observar como
partimos de casi 0o, es decir, el brazo pegado al
tronco y como a medida que levantamos el brazo el
ángulo va aumentando hasta alcanzar la posición
deseada rondando los 90o.
Finalmente el ángulo vuelve a aumentar cuando
levantamos el brazo para terminar el movimiento.
Respecto a la segunda gráfica que representa el
movimiento del hombro en el plano XZ, se puede
observar que mientras elevamos el brazo de forma
oblicua, el ángulo se mantiene próximo a los 45o,
que seŕıa el ángulo deseado. Posteriormente reali-
zamos el movimiento hacia adelante con el brazo
paralelo al suelo llegando hasta los 20o, luego ha-
cia atrás llegando a los 110o y finalmente tratamos
de volver a una posición de 45o aunque, como se
aprecia en la gráfica, nos pasamos y llegamos has-
ta los 25o. Finalmente, al elevar el brazo tratamos
de corregir la desviación anterior pasándonos es-
ta vez y llegando hasta los 60o con el brazo ya
levantado.
Por último, fijándonos en la última gradica de la
Figura 5 que representa el movimiento del hom-
bro en el plano YZ, se ve como partimos de los 0o
que representan el brazo pegado al torso y éstos
van aumentando a medida que levantamos el bra-
zo hasta estabilizarse en los 100o mientras reali-
zamos los movimientos horizontales. Además, si
comparamos la segunda y la tercera grafica, se ve
cómo en el momento en el que el ángulo del hom-
bro en el plano XZ pasa de los 90o, es decir, el
brazo pasa de estar por delante del torso a estar
por detrás, el ángulo del hombro en el plano YZ
pasa rápidamente de los 100o a casi los 310o. Si
el movimiento horizontal fuese perfecto el ángulo
debeŕıa pasar de 90o a 270o, sin embargo llegamos
casi a los 310o debido a que los humanos al mover
el brazo hacia atrás paralelo al suelo no podemos
y tendemos a bajar el brazo para llegar lo más
atrás posible. Cuando el brazo vuelve a estar por
delante del torso el ángulo vuelve en este caso a
los 90o y a partir de ah́ı vemos como a medida
que levantamos el brazo en el último movimien-
to, el ángulo va subiendo hasta llegar a los 150o
aproximadamente.
Para el segundo experimento, se ha tenido en
cuenta los errores que han aparecido debido a la
alta frecuencia de muestreo (30fps). Aunque en los
experimentos anteriores se haya tomado una fre-
cuencia muy alta, con la cual se es capaz de seguir
movimientos muy bruscos, es necesario eliminar
los errores producidos para movimiento bruscos.
Para ello, se ha aplicado un filtro de paso bajo.
Se ha mantenido las mismas condiciones que en el
experimento anterior, y además se añade un filtro
de paso bajo.
Como se observa en la Figura 6 y en primer lu-
gar, el sistema es capaz de seguir el movimiento
del brazo fielmente. Mateniendo esa velocidad de
muestre de 30 fps, la respuesta del sistema es bas-
tenate robusta, pues es capaz de leer de manera
Figura 6: Ángulo del codo para movimientos de
alta frecuencia con y sin un filtro paso bajo.
correcta el ángulo (en este caso el del codo) de
manera precisa. Y en segundo lugar, además se
aprecia que las anomaĺıas o errores antes descritos
se mitigan gracias al filtro paso bajo aplicado, de-
jando el movimiento mucho más constante y sua-
ve, y por tanto, más favorable para la posterior
teleoperación del robot.
6. CONCLUSIONES
El desarrollo del proyecto ha servido para descu-
brir las enormes posibilidades que ofrece el sensor
Kinect para llevar a cabo todo tipo de funciones
relacionadas con la visión artificial. Sus capacida-
des no solo ofrecen buenos resultados a la hora de
capturar a un usuario, también es capaz de fun-
cionar como sensor de visión en cualquier robot
que necesite captar y analizar su entorno. Esto es
interesante, pues con la visión foveal que tienen
los seres humanos, podemos bioinspirarnos para
controlar los alrededores del robot y además in-
teractuar con sus funciones de camarero.
En cuanto al sistema de teleoperación, el sistema
se comporta de forma robusta en primer lugar ante
cualquier tipo de movimiento ya sea en el plano
XY, XZ o YZ. En cualquiera de los casos, se ha
conseguido un seguimiento correcto. Y en segundo
lugar ante movimientos con hasta velocidades de
20o/s, el sistema ha recodigo fielmente cada unos
de los ángulos del brazo. Lo que permite asegurar
que los datos sean fiables independientemente de
la velocidad de acción de teleoperador.
Como trabajos futuros, el siguiente paso consistirá
en desarrollar una cadena cinemática más comple-
ja donde se tenga en consideración tanto el movi-
miento de la muñeca, como la consideración de
la orientación del TCP (Tool Center Point). Esto
permitirá dar más versatilidad a los movimientos.
Otro paso a dar será la generación de nuevas mo-
vimientos más adecuados con las de un robot ca-
marero. Esta base de datos permitirá elaborar a
su vez comportamientos más complejos, los cuales
darán naturalidad al comportamiento del robot.
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