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a b s t r a c t
This work is devoted to an existence result of a transient lubrication problem with a time
dependent velocity and in the presence of cavitationwhich ismodeled by the Elrod–Adams
method. The existence of a solution is based on the time semi-discretizationmethodwhich
yields to a sequence of a second kind variational inequalities. We also give some numerical
results for a journal bearing system.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Significant progress has been made over the past decades in the field of numerical modeling of lubricated devices. The
mass-conserving Elrod–Adams model [1] is by now commonly accepted as a plausible concept and easy to implement tool
for simulation in hydrodynamic lubrication involving cavitation. This model contains two unknown fields, one of them is
the pressure p and the other the fluid fraction variable that will be denoted by θ , which takes values between zero and
one. In the pressurized region Ω+ of the bearing (p > 0) the film is complete (θ = 1), whereas in the cavitated region
(incomplete film, i.e., θ < 1), denoted byΩ0, the pressure is zero (p = 0). At the free boundaryΣ between these two regions
(cavitation boundary), which is an unknown of the problem, the mathematical conditions are the continuity of the pressure
(p tends to zero when approachingΣ from either side) and the flux conservation through the free boundary.
Mathematical study of the Elrod–Adams problemhas been considered by several authors [2–6]. In [2,3], the authors show
the existence of a solution in steady-state case and also the uniqueness under some assumptions. The unsteady case was
studied in [6] for the journal bearing with a constant rotational speed of the journal and in [4] in case of face seals with
a constant relative velocity. In the last thesis the existence of a solution was proved by two different methods, one based
on an elliptic regularization and the other based on a semi-discretization in time. As the second method was never been
published, we take the opportunity of this article to revisit it in the case of a journal bearing with time dependent velocity
of the journal.
In fact the relative position denoted by (X(t), Y (t)) of the bearing center, and thus also the film-thickness function
denoted by h(x1, x2, t) (the distance between the journal and the bearing), results from the dynamical interaction of the
bearing with an applied loadW aX ,W
a
Y . Therefore, the global problem is [7]
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Find

X(t), Y (t)

such that
M
d2X
dt2
= WX (t)+W aX (t) (1.1)
M
d2Y
dt2
= WY (t)+W aY (t) (1.2)
whereM is the normalized mass of the bearing and

WX (t),WY (t)

the hydrodynamic load given by
WX (t) =

Ω
p(x1, x2, t) cos(2πx1) dΩ (1.3)
WY (t) =

Ω
p(x1, x2, t) sin(2πx1) dΩ. (1.4)
It is clear that, with these definitions, the dynamical behavior of the bearing is coupled with the Elrod–Adams model
mentioned in the beginning which is used to compute the pressure p and the concentration of the fluid θ .
There exist two main approaches in modeling cavitation in lubricated devices: The first is the Elrod–Adams used in this
work and the second is due to Reynolds and is quite simple to implement numerically because it reduces to a variational
inequality. It is well known that the Elrod–Adams model is more realistic in that it enforces mass conservation that the
Reynolds’ model one yields. We can see in [8] a comparison between the two models. We have shown that they give quite
similar results for untextured journal bearings, as is well known, it has been shown that the former yields unphysical results
when the bearing surface is textured.
The stationary version of (1.1)–(1.2)with p solved by the Reynoldsmodel justmentioned abovewas studied in [9,10]. The
dynamical problem with only one degree of freedom and p solved by the Reynolds model was studied in [11]. The inverse
problem (1.1)–(1.2) with (p, θ) solution of the Elrod–Adams was never studied. Nevertheless results of this article can be
used to prove a local existence in time of a solution of the dynamical problem. In [12], the authors have studied the global
problem from a numerical point of view by using an implicit scheme.
The plan of the article is as follows. In Section 2we set the problemandwegive the corresponding variational formulation.
In Section 3 we give a semi-discretized problem which will be used in Section 5 to prove the existence of a solution of our
problem. We finish this article by giving some numerical results in Section 6.
2. Governing equations
The problem to be considered is that of a hydrodynamic bearing with a time-dependent gap thickness h(x1, x2, t). The
mean plan of contact developed domainΩ is assumed to be a rectangle (see Fig. 1) ]0, 1[×]0, B[ in the (x1, x2) coordinates.
Throughout this article all variables are non-dimensional. The well-knownmass-preserving mathematical model (in the
p− θ form proposed by Elrod and Adams [1]) reads
∇ · (h3∇p) = ∇ · (Vθ h)+ 2∂(θh)
∂t
in (Ω \Σ)×]0, T [ (2.1)
p > 0, θ = 1 inΩ+(t)×]0, T [ (2.2)
p = 0, θ < 1 inΩ0(t)×]0, T [ (2.3)
p = 0 onΣ(t) (2.4)
p = pa on Γa (feeding) (2.5)
p = 0 on Γ0 (oil outlet) (2.6)
supplemented with the periodicity of p in x1 and the mass-conservation condition at the cavitation boundary
(h0 θ0 − h+)V · nˆ+ h3+

∂p
∂n

+
= 2 (h0 θ0 − h+) qn onΣ(t) (2.7)
where V = V (x1, x2, t) is the non-dimensional sliding velocity, assumed depending in time and x = (x1, x2), nˆ is the
unit vector normal to Σ , oriented outwards from Ω+, qn represents the local normal velocity at which Σ is moving, and
the subscripts 0 and + refer to the limit values of the variables as Σ is approached from the cavitated and active regions,
respectively. The above set of equations and boundary conditions is solved in time starting from an initial condition
θ(x1, x2, t = 0) = θI(x1, x2), (x1, x2) ∈ Ω (2.8)
with θI ∈ L∞(Ω) and 0 ≤ θI ≤ 1 a.e. inΩ .
The gap thickness h(x1, x2, t) is given by
h(x1, x2, t) = 1+ X(t) cos(2πx1)+ Y (t) sin(2πx1)+ hf (x1, x2, t) (2.9)
where (X(t), Y (t)) is the journal position at time t and hf the roughness contribution of the bush surface.
262 M. El Alaoui Talibi, M. Jai / J. Math. Anal. Appl. 394 (2012) 260–275
Fig. 1. Schematic representation of the journal bearing and the computational domain considered.
Let T be a given positive number and QT = Ω × (0, T ), V andW the following spaces
V = ϕ ∈ H1(Ω) : ϕ = 0 on Γa ∪ Γ0, ϕ 1-periodic in x1 ,
W = u ∈ H1(QT ) : u = 0 on Γ0 ∪ Γa, t = 0, t = T and ϕ 1 -periodic in x1 ,
and H the Heaviside function defined by
H(p) =
1 if p > 0
[0, 1] if p = 0
0 if p < 0.
We call (p, θ) a weak solution of the boundary value problem (2.1)–(2.8) if the following properties are fulfilled:
p ∈ p¯a + L2(0, T , V ), θ ∈ H1(0, T , V ′) ∩ L∞(QT ) (2.10)
θ ∈ H(p), p ≥ 0 (2.11)
QT
h3∇p · ∇ϕdxdt =

QT
hθV · ∇ϕdxdt + 2

QT
hθ
∂ϕ
∂t
∀ϕ ∈ W (2.12)
θ(x1, x2, t = 0) = θI(x1, x2) a.e. x ∈ Ω. (2.13)
For the existence results we introduce the following hypotheses
X, Y ∈ C1(0, T ), hf ∈ C1(O, T , L∞(Ω)) (2.14)
V ∈ C0(0, T , L∞(Ω))2 (2.15)
0 < hm ≤ h(x, t) ≤ hM a.e. (x, t) ∈ QT . (2.16)
3. Existence and uniqueness of a semi-discretized problem
In order to obtain a solution to problem (2.10)–(2.13), we use a semi-implicit time discretization formula defined by the
backward Euler scheme applied to Eq. (2.1) which is written in the following weak formulation:
For n = 1, 2, . . . ,N , find (pn, θn) such that
pn ∈ p¯a + V , θn ∈ L∞(Ω) (3.1)
θn ∈ H(pn), (3.2)
Ω
(hn)3∇pn · ∇ϕdx+ 2

Ω
θnhn − θn−1hn−1
k
ϕdx =

Ω
hn−1θn−1V n−1 · ∇ϕdx ∀ϕ ∈ V (3.3)
θ0(x1, x2) = θI(x1, x2) a.e. x ∈ Ω (3.4)
where N is a positive integer, k = T/N, tn = kn, hn(x) = h(x, tn), etc., n = 0, 1, . . . ,N ,
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Proposition 3.1. Let (pn, θn) be a solution of problem (3.1)–(3.4). Then wn = pn − p¯a is a solution of the following variational
inequalityFindw
n ∈ V such that
k

Ω
(hn)3∇wn · ∇(ϕ − wn)dx+ J(ϕ)− J(wn) ≥ ⟨f , ϕ − wn⟩ ∀ϕ ∈ V (3.5)
where
⟨f , ϕ⟩ = ⟨θn−1hn−1 − kdiv(V n−1θn−1hn−1), ϕ⟩V ′×V + k

Ω
(hn)3∇p¯a · ∇ϕ
and J is the functional defined on L2(Ω) by
J(v) = 2

Ω
hn(x)ψ ((v + p¯a)(x)) dx ∀v ∈ L2(Ω)
with ψ defined by ψ(x) = x+ for all x in R.
Proof. Let (pn, θn) be a solution of (3.1)–(3.4). Taking ϕ − wn, for ϕ in V , as a test function in (3.3) yields
2

Ω
hnθn(ϕ − wn)+ k

Ω
(hn)3∇wn · ∇(ϕ − wn) = ⟨f , ϕ − wn⟩. (3.6)
From the definition of J we have:
J(ϕ)− J(wn) = 2

Ω
hn(x)(ψ(ϕ(x)+ p¯a(x))− ψ(pn(x))).
Using (3.2) we obtain
ψ(λ)− ψ(pn(x)) ≥ θn(λ− pn(x)) ∀λ ∈ R and a.e. x ∈ Ω.
Thus
ψ((ϕ + p¯a)(x))− ψ(pn(x)) ≥ θn((ϕ + p¯a)(x)− pn(x)) a.e. x ∈ Ω.
Multiplying the previous inequality by 2hn and using (3.6) we get
J(ϕ)− J(wn) ≥ ⟨f , ϕ − wn⟩ − k

Ω
(hn)3∇pn · ∇(ϕ − wn)
which is the desired variational inequality. 
Lemma 3.2. Let J and ψ defined as in Proposition 3.1. Then
• ∀ϕ ∈ L2(Ω), ∂ J(ϕ) ⊂ L2(Ω)
• γ ∈ ∂ J(w)⇐⇒ γ2hn ∈ H(w + p¯a).
Proof. Sinceψ is a convex continuousmapping fromR inR, J is also, by linearity, a convex continuous operator from L2(Ω)
in R. Thus ∂ J is well defined in L2(Ω) and ∂ J(ϕ) ⊂ L2(Ω) for all ϕ ∈ L2(Ω).
Let us now take ω ∈ L2(Ω) and γ ∈ L2(Ω) such that γ2hn ∈ H(w + p¯a). Then we have for all v in ∈ L2(Ω)
ψ(v(x)+ p¯a(x))− ψ(ω(x)+ p¯a(x)) ≥ γ2hn (v(x)− ω(x)) a.e. x ∈ Ω.
Multiplying the previous inequality by 2hn and integrating onΩ we gain
J(v)− J(ω) ≥

Ω
γ (x)(v(x)− ω(x)) ∀v ∈ L2(Ω).
Thus γ ∈ ∂ J(ω).
Conversely, if γ ∈ ∂ J(ω) then, for all v ∈ L2(Ω), J(v)− J(ω) ≥ 
Ω
γ (v − w).
We build a sequence of open sets (Ai)i≥0 such that Ai+1 ⊂ Ai ⊂ Ω, |Ai| −−−→
i→+∞ 0 and ∩i Ai = {x0} with x0 a given point
inΩ . Let us set now, for λ ∈ R and i ∈ N, fixed:
vi(x) =

ω(x) if x ∉ Ai
λ− p¯a(x) if x ∈ Ai.
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By definition, vi ∈ L2(Ω) and we have
J(vi)− J(ω) = 2

Ω
hn(x)(ψ(vi(x)+ p¯a(x))− ψ(ω(x)+ p¯a(x)))
= 2

Ai
hn(x)(ψ(λ)− ψ(ω(x)+ p¯a(x)))
≥

Ai
γ (vi(x)− ω(x)) (γ ∈ ∂ J(ω)).
Therefore
2
|Ai|

Ai
hn(x)(ψ(λ)− ψ(ω(x)+ p¯a(x))) ≥ 1|Ai|

Ai
γ (vi(x)− ω(x)).
Passing to the limit i →+∞ and using Lebesgue theorem one obtain
2hn(x0)(ψ(λ)− ψ(ω(x0)+ p¯a(x0))) ≥ γ (x0)(λ− (ω(x0)+ p¯a(x0))) ∀λ ∈ R.
Thus γ (x0)2hn(x0) ∈ ∂ψ(ω(x0)+ p¯a(x0)) a.e. x0 ∈ Ω , which gives the result. 
Proposition 3.3. Let wn be the unique solution of problem (3.5), then there exists a unique θn such that (wn+p¯a, θn) is a solution
of (3.1)–(3.4).
Proof. Let wn ∈ V be a solution of (3.5) and let us take ϕ = wn + λu, with u ∈ V and λ > 0, as a test function in (3.5).
Denoting a(u, v) = k 
Ω
(hn)3∇u · ∇v, (3.5) yields
λa(wn, u)+ J(ϕ)− J(wn) ≥ λ⟨f , u⟩
which can be rewritten as
λ(⟨f , u⟩ − a(wn, u)) ≤ J(ϕ)− J(wn). (3.7)
On the other hand
J(ϕ)− J(wn)
λ
= 2
λ

Ω
hn(x)(ψ(ϕ(x)+ p¯a(x))− ψ(wn(x)+ p¯a(x)))
≤ 2
λ

Ω
hn(x)(ψ(ϕ(x)+ p¯a(x)))
≤ 2hM

Ω
wn + p¯aλ + u

≤ 2hM
|Ω| wn + p¯aλ + u

L2(Ω)
.
Using the last inequality in (3.7) gives
⟨f , u⟩ − a(wn, u) ≤ 2hM
|Ω| wn + p¯aλ + u

L2(Ω)
. (3.8)
Using the same as above by replacing u by−u and taking the test function ϕ = wn − λu, we obtain
− (⟨f , u⟩ − a(wn, u)) ≤ 2hM
|Ω| wn + p¯aλ − u

L2(Ω)
. (3.9)
Relations (3.8) and (3.9) give
|⟨f , u⟩ − a(wn, u)| ≤ 2hM
|Ω| maxwn + p¯aλ + u

L2(Ω)
,
wn + p¯aλ − u

L2(Ω)

.
When λ goes to+∞, we obtain
|⟨f , u⟩ − a(wn, u)| ≤ 2hM
|Ω| ∥u∥L2(Ω) ∀u ∈ V .
This means that the linear form: u ∈ V −→ ⟨f , u⟩ − a(wn, u) is a continuous mapping from V in R. Therefore, from the
density of V in L2(Ω) and the Riesz theorem, there exists a unique γ ∈ L2(Ω) such that ⟨f , u⟩ − a(wn, u) = (γ , u)L2(Ω).
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We then have shown that there exists, for all solutionwn of (3.5), a unique γ ∈ L2(Ω) such that for all ϕ ∈ V
k

Ω
(hn)3∇wn · ∇(ϕ − wn)+

Ω
γ (ϕ − wn) = ⟨f , ϕ − wn⟩. (3.10)
A comparison of (3.5) and (3.10) yields
J(ϕ)− J(wn) ≥

Ω
γ (ϕ − wn) ∀ϕ ∈ V .
From the density of V in L2(Ω) and the continuity of J on L2(Ω), the previous inequality still valid on L2(Ω) and thus
γ ∈ ∂ J(wn). Let θn = γ /(2hn).Wehave θn ∈ L2(Ω) and fromLemma3.2, θn ∈ H(wn+p¯a) and in addition (pn = wn+p¯a, θn)
is a solution of (3.1)–(3.4) which ends the proof. 
Theorem 3.4. For n = 1, 2, . . . ,N, there exists a unique solution (pn, θn) of the semi-discretized problem (3.1)–(3.4)
Proof. Due to the equivalence resulting from Propositions 3.1 and 3.3, solving the sequence of problems (3.1)–(3.4) from
n = 1, . . . ,N is equivalent to solving a sequence of a variational inequalities of second kind (3.5) from n = 1 to N . It is
evident to show that the function J , the bilinear form a defined by a(u, v) = 
Ω
(hn)3∇u · ∇v and the function f defined in
Proposition 3.1 satisfy the classical hypotheses of variational inequalities of second kind. 
4. A priori estimates
Proposition 4.1. Assuming θI is such that there exists p0 ∈ V satisfying θ0 = θI ∈ H(p0), we have the following estimates
max
n=0,1,...,N
∥θn∥L∞(Ω) ≤ 1 (4.1)
k
N
n=1
∥pn∥2H1(Ω) ≤ C1 (4.2)
k
N
n=1
hnθn − hn−1θn−1k

V ′
≤ C2 (4.3)
where C1 = C1(hm, hM , ∥h′∥L∞(QT ), cπ , ∥p¯a∥V , ∥V∥∞, T ) with cπ a Poincaré constant and C2 = h3MC1
√
T + hM∥V∥∞√|Ω|T .
Proof. The first estimate (4.1) is a simple deduction from the definition of θn and since θ0 ∈ H(p0). To prove estimate (4.2)
we take first ϕ = k(pn − p¯a) in (3.3) to obtain
k

Ω
(hn)3∇pn · ∇(pn − p¯a)+ 2

Ω
(θnhn − θn−1hn−1)(pn − p¯a)
= k

Ω
hn−1θn−1V n−1 · ∇(pn − p¯a), (4.4)
then we estimate the three terms of the previous equality as follows.
• The evolution term
En = 2

Ω
(θnhn − θn−1hn−1)(pn − p¯a)
= 2

Ω
hn(θn − θn−1)pn + 2

Ω
θn−1(hn − hn−1)pn − 2

Ω
(θnhn − θn−1hn−1)p¯a.
Using (θn − θn−1)pn ≥ 0 and summing from n = 1 to N yield
N
n=1
En ≥ 2
N
n=1

Ω
θn−1(hn − hn−1)pn − 2

Ω
(θNhN − θ0h0)p¯a.
The second term of the above right hand inequality can be minored by −2hM∥p¯a∥L1(Ω) while the first term can be
estimated as follows
2
N
n=1

Ω
θn−1(hn − hn−1)pn ≥ −2
N
n=1

Ω
θn−1|hn − hn−1| |pn|
≥ −2
N
n=1

Ω
|hn − hn−1| |pn|.
266 M. El Alaoui Talibi, M. Jai / J. Math. Anal. Appl. 394 (2012) 260–275
From the Poincaré inequality and the regularity on h there exists a constant cπ depending only on Ω and a constant ch
depending on T and ∥h′∥L∞(QT ) such that
N
n=1

Ω
|hn − hn−1||pn| ≤
N
n=1
∥√kpn∥L2(Ω)
hn − hn−1√k

L2(Ω)
≤

N
n=1
k∥pn∥2L2(Ω)
1/2  N
n=1
hn − hn−1√k
2
L2(Ω)
1/2
≤ cπ ch

N
n=1
k∥∇pn∥2L2(Ω)
1/2
.
By denoting c1 = 2cπ ch and c2 = 2hM∥p¯a∥L1(Ω) the evolution term is minored by,
N
n=1
En ≥ −c1

N
n=1
k∥∇pn∥2L2(Ω)
1/2
− c2. (4.5)
• The elliptic term
Fn = k

Ω
(hn)3∇pn · ∇(pn − p¯a)dx
= k

Ω
(hn)3|∇pn|2 − k

Ω
(hn)3∇pn · ∇p¯a
≥ h3mk

Ω
|∇pn|2 − h3Mk∥∇pn∥L2(Ω)∥∇p¯a∥L2(Ω)
this induces
N
n=1
Fn ≥ h3mk
N
n=1

Ω
|∇pn|2
− h3M

k
N
n=1

Ω
|∇pn|2
1/2 
T∥∇p¯a∥L2(Ω)
1/2
. (4.6)
• The explicit term
Let Gn = k

Ω
hn−1θn−1V n−1 · ∇(pn − p¯a)dx.
We have
N
n=1
Gn ≤ hM∥V∥∞
|Ω|T
 N
n=1
k∥∇pn∥2L2(Ω)
1/2
+√T∥∇p¯a∥L2(Ω)
 . (4.7)
Now summing (4.4) on n from n = 1 to N we obtainNn=1 Fn +Nn=1 En =Nn=1 Gn and using respectively (4.5)–(4.7) we
obtain by denoting A =
N
n=1 k∥∇pn∥2L2(Ω)
1/2
h3mA
2 ≤

c1 + h3M

T∥∇p¯a∥L2(Ω) + hM∥V∥∞
|Ω|T A+ c2 + hM∥V∥∞|Ω|T∥∇p¯a∥L2(Ω)
which gives the desired estimate (4.2)
A =

N
n=1
k∥∇pn∥2L2(Ω)
1/2
≤ α
2h3m
+

α2
4h6m
+ β
h3m
with 
α = c1 + h3M

T∥∇p¯a∥L2(Ω) + hM∥V∥∞
|Ω|T
β = c2 + hM∥V∥∞
|Ω|T∥∇p¯a∥L2(Ω).
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Let us now show the last estimate (4.3). Summing (3.3) on n from n = 1 to N and using (4.2) we obtain for all ϕ in V
2
N
n=1

Ω
θnhn − θn−1hn−1
k
ϕdx ≤ (h3MC1
√
T + hM∥V∥∞
|Ω|T )∥ϕ∥V
which gives the estimate (4.3). 
5. Existence results
Let θk, pk, hk, χk and Vk defined on QT by θk(t, x) = θn(x), pk(t, x) = pn(x), hk(t, x) = hn(x), χk(t, x) = hnθn(x) and
Vk(t, x) = V n(x) for t ∈](n − 1)k, nk] and for all n = 1, 2, . . . ,N , and let θk(0, x) = θI(x). Also we define the linear
functionsχk andθk and the translation operator τ−k by:
θk(t, x) = θn(x)− θn−1(x)k (t − (n− 1)k)+ θn−1(x), t ∈ [(n− 1)k, nk]
χk(t, x) = χn(x)− χn−1(x)k (t − (n− 1)k)+ χn−1(x), t ∈ [(n− 1)k, nk]
τ−k(θ(t)) = θ(t − k) a.e. inΩ.
We obtain from (3.3)
QT
h3k∇pk · ∇ϕdx−

QT
τ−k(χk)τ−k(Vk) · ∇ϕdx+ 2

QT
∂χk
∂t
ϕ = 0, ∀ϕ ∈ W . (5.1)
Proposition 5.1. We have the following estimates
∥pk∥L2(0,T ,H1(Ω)) ≤ C (5.2)
∥χk∥H1(0,T ,V ′) ≤ C (5.3)
∥θk∥L∞(Q )∩H1(0,T ,V ′) ≤ C . (5.4)
Proof. By the definition of pk we have ∥pk∥2L2(0,T ,H1(Ω)) =
N
n=1 k∥pn∥2H1(Ω) and from (4.2) we obtain the first estimate (5.2).
From (3.3) we have for all ϕ ∈ V and t ∈](n− 1)k, nk[
2

∂χk
∂t
, ϕ

V ′×V
≤ h3M∥pn∥H1(Ω)∥ϕ∥V + hM∥V∥∞
|Ω|∥ϕ∥V .
Thus ∥ ∂χk
∂t (t)∥V ′ ≤ K1∥pn∥H1(Ω) + K2 for all t ∈](n − 1)k, nk[ with K1 = 12h3M and K2 = 12hM∥V∥∞
√|Ω|. By squaring the
previous inequality and summing on n from n = 1 to N we obtain T
0
∂χk∂t
2
V ′
dt ≤ K 21
 T
0
∥pk∥2H1(Ω) + 2K1K2
 T
0
∥pk∥H1(Ω) + K 22 T
≤ K 21 C212K1K2
√
TC1 + K 22 T (5.5)
with C1 the constant given in the proof of Proposition 4.1. Thus we have the estimate (5.3).
From the definition ofχk we have
∂θk
∂t
= 1
hk
∂χk
∂t
− 1
hk
∂hk
∂t
. (5.6)
Using the regularity of h and the estimate (5.3) we obtain (5.4). 
Lemma 5.2. There exists θ ∈ L∞(QT ) ∩ H1(0, T , V ′) such that, up to a subsequence, θ˜k and θk satisfy
θ˜k −−→
k→0 θ weakly in H
1(0, T , V ′) (5.7)
θk −−→
k→0 θ weakly in L
2(0, T , V ′) and L2(QT ). (5.8)
Proof. From Proposition 5.1 there exists θ ∈ L∞(QT ) ∩ H1(0, T , V ′) such that, up to a subsequence, θ˜k −−→
k→0 θ weakly in
H1(0, T , V ′). We have for all n = 1, 2, . . . ,N and for all t ∈](n − 1)k, nk[, θk(t, x) − θk(t, x) = t−nkk (θn(x) − θn−1(x)).
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From (4.3), the regularity of h and since 0 ≤ θk ≤ 1, we have
k
N
n=1
θn − θn−1k

V ′
< C,
and after simple calculations we obtain:
∥θk − θk∥L2(0,T ;V ′) ≤ c.k.
Thenθk and θk converge to the same limit in L2(0, T , V ′). From (5.7) and the compact injection of H1(0, T ; V ′) in L2(0, T , V ′)
we deduce thatθk converges weakly in L2(0, T ; V ′), when k goes to 0. The L2(QT )-weak convergence is a consequence of the
density of L2(0, T , V ) in L2(QT ). Thus we have (5.8). 
Lemma 5.3. we have
lim
k→0 τ−k(χk) = θh weakly in L
2(QT ) (5.9)
where θ is the L2(0, T ; V ′) weak limit of θk given in Lemma 5.2.
Proof. From the density of D(0, T , L2(Ω)) in L2(QT ) it is enough to prove (5.9) in D(0, T , L2(Ω)).
We have, for all ϕ ∈ D(0, T , L2(Ω))
Ω
 T
0
τ−k(χk)(t)ϕ(t)dt =

Ω
 T−k
0
hk(s)θk(s)ϕ(s+ k)ds
=

Ω
 T
0
hk(s)θk(s)ϕ(s+ k)ds (for k small enough)
=
 T
0

Ω
hk(s)θk(s)ϕ(s)ds+
 T
0

Ω
hk(s)θk(s)(ϕ(s+ k)− ϕ(s))ds. (5.10)
Passing to the limit in k → 0, using the fact that hkθk → hθ weakly in L2(QT ) (Lemma 5.2) and τ−k(ϕ) → ϕ strongly in
L2(QT ), we obtain
lim
k→0
 T
0

Ω
τ−k(χk)ϕ(t)dxdt =
 T
0

Ω
hθϕdxdt
which with the density of D(0, T , L2(Ω)) in L2(QT ) ends the proof. 
Proposition 5.4. There exist p ∈ p¯a + L2(0, T , V ) and θ ∈ L∞(QT ) ∩ H1(0, T , V ′) such that up to a subsequence we have
pk → p weakly in L2(0, T ,H1(Ω)) (5.11)
θk → θ weakly in L2(0, T , V ′) and L2(QT ). (5.12)
In addition (p, θ) satisfy in L2(0, T , V ′)
div

h3∇p = div (Vθ h)+ 2∂(θh)
∂t
(5.13)
and
θ(0, x) = θI(x) in V ′. (5.14)
Proof. The second limit (5.12) is a consequence of Lemma 5.2. From Proposition 5.1, the sequence (pk) is uniformly
bounded in L2(0, T ,H1(Ω)) then there exists p ∈ L2(0, T ,H1(Ω)) such that, up to a subsequence, pk tends to p weakly
in L2(0, T ,H1(Ω)). Since pn ∈ p¯a + L2(0, T , V ), p lies also in the same space.
Let us prove now (5.13). The weak formulation (5.1) can be rewritten in L2(0, T , V ′) as
div

h3k∇pk
 = div (τ−k(Vk)τ−k(χk))+ 2∂χk
∂t
. (5.15)
From the regularity of h, h3k −−→k→0 h
3 in L2(QT ) and from (5.11) we deduce that div

h3k∇pk
 −−→
k→0 div

h3∇p in L2(0, T , V ′).
From the regularity of V , τ−k(Vk) −−→
k→0 V in L
2(QT ) and from Lemma 5.3, τ−k(χk) −−→
k→0 θh weakly in L
2(QT ). Thus
div (τ−k(Vk)τ−k(χk)) −−→
k→0 div (Vθ h) in L
2(0, T , V ′).
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Lemma 5.2 yields ∂θ˜k
∂t −−→k→0
∂θ
∂t weakly in L
2(0, T , V ′) and τ−k(θk) −−→
k→0 θ weakly in L
2(0, T , V ′). Using Eq. (5.6) and the
regularity of hwe have ∂χ˜k
∂t −−→k→0
∂θh
∂t .
Finally passing to the limit when k → 0 in (5.15) and using the previous results we obtain (5.13).
It remains to show that θ satisfies the initial condition (5.14). Let ζ ∈ C1([0, T ]) such that ζ (T ) = 0 and ϕ ∈ V .
Multiplying (5.13) by ζϕ and integrating by parts in time we obtain
− 2⟨h(·, 0)θ(·, 0), ζ (0)ϕ(·)⟩V ′×V − 2
 T
0

θh,
dζ
dt
ϕ

−
 T
0
⟨div(h3∇p), ζϕ⟩V ′×V +
 T
0
⟨div(Vθh), ζϕ⟩V ′×V = 0. (5.16)
Doing the same to the discrete version (5.15) we have
− 2⟨χ˜k(0), ζ (0)ϕ(·)⟩V ′×V − 2
 T
0

χ˜k,
dζ
dt
ϕ

−
 T
0
⟨div(h3k∇pk), ζϕ⟩V ′×V +
 T
0
⟨div(τ−k(Vk)τ−k(χk)), ζϕ⟩V ′×V = 0. (5.17)
Passing to the limit k → 0 in (5.17) as previously and using (5.16) we gain
lim
k→0 χ˜k(x, 0) = h(x, 0)θ(x, 0) in V
′.
But by definition χ˜k(x, 0) = h(x, 0)θI(x), thus we obtain the desired result. 
Proposition 5.5. Let (p, θ) the limit functions defined in Proposition 5.4. Then θ ∈ H(p).
Proof. Let ψ the function defined in Proposition 3.1. Since ∂ψ = H , it is enough to prove the following
∀v ∈ L2(QT ) :

QT
(ψ(v)− ψ(p)) ≥

QT
θ(v − p). (5.18)
Since C0(0, T ; L2(Ω)) is dense in L2(QT ), it is enough to prove (5.18) for all v ∈ C0(0, T ; L2(Ω)). Let v ∈ C0(0, T ; L2(Ω))
and define the sequence vk by vk(t, x) = v((n+ 1)k, x), for t ∈]nk, (n+ 1)k]. We have: vk −−→
k→0 v and pk −−→k→0 p in L
2(QT ).
Using also the convexity and the s.c.i. of ψ we obtain:
QT
ψ(v)− ψ(p) ≥ limk→0

Q
ψ(vk)− ψ(pk)
= limk→0k
N
n=1

Ω
ψ(vn)− ψ(pn)
≥ limk→0 k
N
n=1

Ω
θn(vn − pn) (θn ∈ H(pn))
= limk→0

QT
θk(vk − pk).
It remains to prove
lim
k→0

QT
θk(vk − pk) =

QT
θ(v − p). (5.19)
We have

QT
θk(vk−pk) =

QT
θk(vk− p¯a)−

QT
θk(pk− p¯a). From the L2(QT )-weak convergence of θk and the L2(QT )-strong
convergence of vk, the first term converges to

QT
θ(v− p¯a). The proof of the convergence of the second term is given below.
QT
θk(pk − p¯a)− θ(p− p¯a) =

QT
(θk − θ)(pk − p¯a)+

QT
θ(pk − p)
≤ ∥θk − θ∥L2(0,T ;V ′) · ∥pk − p¯a∥L2(0,T ;V ) +

QT
θ(pk − p)
 .
Using Propositions 5.1 and 5.4 finishes the proof. 
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To end the proof of the existence of a solution (p, θ) of problem (2.1)–(2.8) we need to prove the nonnegativity of p.
Remember that the discrete solution pn is not negative and also, due to the lack of regularity with time of p, we cant take p−
as a test function in (2.12). To overcome these difficulties we consider, as in [13], the following differential equation:
Let pϵ solution in V of−ε
dpε
dt
+ pε = p− in [0, T ]
pε(T ) = 0.
(5.20)
The existence and uniqueness of a solution pϵ ∈ C1(0, T , V ) are ensured by the classical Cauchy–Lipschitz–Picard
theorem [14].
Lemma 5.6. We have the following estimates on pϵ :
∥pϵ∥L2(QT ) ≤ ∥p−∥L2(QT ) (5.21)
∥∇pϵ∥L2(QT ) ≤ ∥∇p−∥L2(QT ) (5.22)ϵ dpϵdt

L2(QT )
≤ ∥p−∥L2(QT ). (5.23)
Proof. Multiplying (5.20) by pϵ , integrating on QT and integrating by parts in time and since pε(T ) = 0 we obtain (5.21).
Derivating Eq. (5.20) with respect to x, multiplying by ∇pϵ and using the same as above we obtain (5.22). To obtain (5.23)
we multiply (5.20) by ϵ dpϵdt and we use the same technique. 
Lemma 5.7. The solution pϵ of (5.20) is nonnegative and converges when ϵ goes to 0, up to a subsequence, to p− in
L2(0, T ,H1(Ω)).
Proof. Multiplying (5.20) by p−ϵ weobtain
d
dt (p
−
ϵ )
2 ≥ 0. Thus (p−ϵ )2 is increasing in [0, T ] and since (p−ϵ )2(T ) = 0,we deduce
that (p−ϵ )2 = 0 on [0, T ] and then pϵ ≥ 0.
We deduce from Lemma 5.6 the existence of p˜ ∈ L2(0, T ,H1(Ω)) and χ ∈ L2(QT ) such that ε dpεdt ⇀ χ in L2(QT ) and
pε ⇀p in L2(0, T ;H1(Ω)). Thus εpε −→ 0 in L2(0, T ;H1(Ω)) and then χ = 0. Finally passing to the limit in ϵ in Eq. (5.20)
we obtain p˜ = p−. 
Proposition 5.8. Let (p, θ) the limit functions defined in Proposition 5.4. Then we have the following principle maximum
If p¯a ≥ 0 and θI ≥ 0 then p ≥ 0.
Proof. The proof is obtained by taking pϵ , the unique solution of (5.20), as a test function in (2.1) and passing to the limit
ϵ → 0. Multiplying (2.1) by pϵ which lies in L2(0, T , V ), gives T
0

∂(θh)
∂t
, pϵ

V ′×V
dt +

QT
h3∇p · ∇pϵdxdt =

QT
hθV · ∇pϵdxdt. (5.24)
Since the functions pε(·, t) and dpεdt (·, t) lie in V , we have by linearity
d
dt
⟨θh, pε⟩V ′×V =

∂
∂t
θh, pε

V ′×V
+

θh,
dpε
dt

V ′×V
. (5.25)
Using (5.25) in (5.24) we obtain
−

QT
θh
dpε
dt
−

Ω
θ(0)h(0)pϵ(0)+

QT
h3∇p · ∇pϵdxdt =

QT
hθV · ∇pϵdxdt. (5.26)
From (5.20) we have dpϵdt = 1ϵ (pϵ − p−). Using the previous relation in (5.26), the nonnegativity of pϵ (Lemma 5.7), the fact
that θ ∈ H(p) and θ(0) ≥ 0 we have
QT
h3∇p · ∇pϵdxdt −

QT
hθV · ∇pϵdxdt ≥ 0 ∀ϵ. (5.27)
Now passing in the limit ϵ → 0 in the previous inequality and using Lemma 5.7 and θ ∈ H(p)we obtain
QT
h3|∇p−|2 ≤ 0
which gives the desired result. 
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Theorem 5.9. Problem (2.1)–(2.8) admits at least one solution.
Proof. The proof is a simple consequence of Propositions 5.4, 5.5 and 5.8. 
Remark 5.10. The uniqueness of problem (2.1)–(2.8) has been studied in [5] in the case of a time periodic film thickness
function h. The proof is very technical and so long and we will discuss it in a forthcoming paper.
6. Numerical results
In this section we give numerical results of problem (1.1)–(1.2) coupled with problem (3.1)–(3.4) by considering two
kinds of the velocity V ,V = (1, 0) and V = (cos(4π t), 0).
The algorithmused for computations iswell described and analyzed in [15]. It can beused for a fully dynamical lubrication
problems based on the Elrod–Adams formulation of the Reynolds equation with mass-conserving boundary conditions
studied mathematically in this work. The first step in the numerical formulation is the spatial and time discretization of the
equation by means of finite difference method which will be combined with Newmark’s scheme for the motion equation
(1.1)–(1.2).
For numerical results we consider the Reynolds equation under its normalized version, thus all quantities are
nondimensional.
The computational domain is assumed to be the rectangleΩ = (0, 1)×(0, B = 0.1) for which a uniform Cartesianmesh
of N1 × N2 nodes, with spacing1x1 = 1/N1 and1x2 = B/N2 is defined. Subscripts i and j at a variable refer to its value at
the discrete location (x1)i = i1x1, (x2)j = j1x2. The time variable is discretized into uniform time steps of length1t , and
a superscript n on a variable refers to its value at time tn = n1t . Combining the spatial and temporal discretizations in an
implicit scheme, the following discrete equation for mass conservation at node (i, j) can be obtained:
21x21
cni,j − cn−1i,j
1t
+1x1 (V n1,i,jcni,j − V n1,i−1,jcni−1,j)+1x1q (V n2,i,jcni,j − V n2,i,j−1cni,j−1)
= sni,j pni+1,j −

sni,j + sni−1,j

pni,j + sni−1,jpni−1,j + q2

sni,j+1p
n
i,j+1 − (sni,j+1 + sni,j)pni,j + sni,j pni,j−1

(6.1)
where
si,j =
h3i,j + h3i+1,j
2
, ci,j = θi,j hi,j, q = 1x1
1x2
. (6.2)
The conditions for the discrete variables are, for all i, j and n:
0 ≤ pni,j, 0 ≤ θni,j ≤ 1, (6.3)
pni,j > 0⇒ θni,j = 1, (6.4)
or, equivalently,
θni,j < 1⇒ pni,j = 0. (6.5)
The nodal variables are obtained as limits of an iterative process, so that adding a second superscript to denote the iteration
number the algorithm reads:
Find pni,j, θ
n
i,j, for i = 1, 2, . . . ,N1, and j = 1, 2, . . . ,N2 as
(pni,j, θ
n
i,j) = limk→∞(p
n,k
i,j , θ
n,k
i,j ), (p
n,0
i,j , θ
n,0
i,j ) = (pn−1i,j , θn−1i,j ).
To describe the way in which the k-th iterate is built let us first define Pn,ki,j andΘ
n,k
i,j , which are intermediate values of the
pressure p and of the fluid fraction field θ that are obtained from Eq. (6.1) by elimination of the nodal values with all other
unknowns frozen at the previous iteration. They are thus given by
Pn,ki,j =
1
sn,k−1i,j + sn,k−1i−1,j + q2(sn,k−1i,j+1 + sn,k−1i,j )
×

−21x21
cn,k−1i,j − cn−1i,j
1t
− 1x1 (V n1,i,jcn,k−1i,j − V n1,i−1,jcn,k−1i−1,j )−1x1q(V n2,i,jcn,k−1i,j − V n2,i,j−1cn,k−1i,j−1 )
+ sn,k−1i,j pn,k−1i+1,j + sn,k−1i−1,j pn,k−1i−1,j + q2

sn,k−1i,j+1 p
n,k−1
i,j+1 + sn,k−1i,j pn,k−1i,j−1

(6.6)
Θ
n,k
i,j =
1
21x21
1t +1x1V n1,i,j +1x1qV n2,i,j

hnij
21x21cn−1ij
1t
+1x1 V n1,i−1,jcn,k−1i−1,j +1x1q V n2,i,j−1cn,k−1i,j−1
+ sni,jpni+1,j −

sni,j + sni−1,j

pni,j + sni−1,j pni−1,j
+ q2 sni,j+1 pni,j+1 − (sni,j+1 + sni,j) pni,j + sni,j pni,j−1. (6.7)
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Fig. 2. Evolution with time of the journal’s center corresponding to different initial positions. The right figure is a detail of the left one in [0, 0.5].
Fig. 3. Evolution with time of the hydrodynamic load corresponding to different initial positions. The right figure is a detail of the left one in [0, 0.1].
The proposed algorithm consists of a relaxation scheme (ωp and ωθ are the relaxation parameters)
pn,ki,j = ωpPn,ki,j + (1− ωp)pn,k−1i,j
θ
n,k
i,j = ωθΘn,ki,j + (1− ωθ )θn,k−1i,j
combined with corrections to enforce the complementarity conditions (6.3)–(6.4). The source code is made freely available
from the following site http://www.lcad.icmc.usp.br/~buscaglia/download.
We adapted the code to our situation especially the time dependent velocity.
6.1. First example: journal bearing with a constant velocity
We consider here a journal bearing submitted to an applied load Wa = (0.003, 0.001). The feeding pressure is set to
pa = 0.0075, the bearing width to B = 0.1, the journal mass toM = 10−6, and the velocity to V = (1, 0). We also assume
that the two surfaces of the journal bearing are smooth, therefore the function hf , defined in (2.9), is equal to zero.
Under these conditions, the obtained evolution of the journal’s center with time is shown in Fig. 2 for three initial
positions: (i) X(0) = Y (0) = 0.1, (ii) X(0) = Y (0) = −0.1 and (iii) X(0) = Y (0) = 0.4. It can be shown that the
stationary solution is reached after a short time in the three cases.
In Fig. 3, we plot the two components WX and WY of the hydrodynamic load. We can see that as expected the
hydrodynamic load equilibrates the applied load after a short time.
The journal center trajectory and a temporal change of the pressure and the concentration of the fluid, for different
time taking in the trajectory fitting to the initial position X(0) = Y (0) = 0.1, are shown in Fig. 4. The clear zone in the
concentration θ figures corresponds to the cavitation area. We can see a big variation in time of this area. Of course the
cavitation region becomes stable after time t = 0.5 from which the stationary solution is reached.
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Fig. 4. Journal center trajectory, pressure distribution p and concentration of the fluid θ .
Fig. 5. Evolution with time of the journal’s center. The right figure is a zoom of the left one in [0, 0.5].
6.2. Second example: journal bearing with a time dependent velocity
We consider here exactly the same data as in example 1 except for the velocity which is taken here depending in time
and equal to V = (cos(4π t), 0).
Fig. 5 shows the two components position of the journal center in the three cases of the initial position of the journal
considered in example 1. We observe that a same pseudostationary solution is obtained after a short time for all initial
positions. The only difference is observed in the beginning of the simulation as we can see in the right figure.
The two components of the hydrodynamic load are plotted in Fig. 6. Remember that the applied load is equal to
(0.003, 0.001)which is reached after a short time.
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Fig. 6. Evolution with time of the hydrodynamic load corresponding to different initial positions. The right figure is a detail of the left one in [0, 0.1].
Fig. 7. Journal center trajectory, pressure distribution p and concentration of the fluid θ .
Finally we plot in Fig. 7, the journal center trajectory for the three initial positions and a temporal change of the pressure
and the concentration of the fluid in four times taken in the trajectory of the initial position X(0) = Y (0) = 0.1.
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