Evolutionary variational–hemivariational inequalities: Existence and comparison results  by Carl, Siegfried et al.
J. Math. Anal. Appl. 345 (2008) 545–558Contents lists available at ScienceDirect
J. Math. Anal. Appl.
www.elsevier.com/locate/jmaa
Evolutionary variational–hemivariational inequalities: Existence and
comparison results
Siegfried Carl a,∗, Vy K. Le b, Dumitru Motreanu c
a Institut für Mathematik, Martin-Luther-Universität Halle-Wittenberg, 06099 Halle, Germany
b Department of Mathematics and Statistics, Missouri University of Science and Technology, Rolla, MO 65409, USA
c Département de Mathématiques, Université de Perpignan, 66860 Perpignan, France
a r t i c l e i n f o a b s t r a c t
Article history:
Received 13 December 2007
Available online 8 April 2008
Submitted by A. Cianchi
Keywords:
Evolutionary variational–hemivariational
inequality
Parabolic variational inequality
Subsolution–supersolution
Extremal solution
Comparison
Compactness
Obstacle problem
We consider an evolutionary quasilinear hemivariational inequality under constraints
represented by some closed and convex subset. Our main goal is to systematically
develop the method of sub-supersolution on the basis of which we then prove existence,
comparison, compactness and extremality results. The obtained results are applied to a
general obstacle problem. We improve the corresponding results in the recent monograph
[S. Carl, V.K. Le, D. Motreanu, Nonsmooth Variational Problems and Their Inequalities.
Comparison Principles and Applications, Springer Monogr. Math., Springer, New York,
2007].
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω ⊂RN be a bounded domain with Lipschitz boundary ∂Ω , Q = Ω × (0, τ ), and Γ = ∂Ω × (0, τ ), with τ > 0.
In this paper we are concerned with existence and comparison results of the following quasilinear evolutionary
variational–hemivariational inequality:
Find u ∈ W ∩ K , u(·,0) = 0 in Ω,〈
∂u
∂t
−pu − f , v − u
〉
+
∫
Γ
jo(γ u;γ v − γ u)dΓ  0, ∀v ∈ K , (1.1)
where K is a closed and convex subset of V = Lp(0, τ ;W 1,p(Ω)), 〈·,·〉 denotes the duality pairing between V and its dual
V ∗ , W = {w ∈ V : ∂w/∂t ∈ V ∗}, and 2  p < ∞. By jo(s; r) we denote the generalized directional derivative of a locally
Lipschitz function j :R→R at s in the direction r given by
jo(s; r) = limsup
y→s, t↓0
j(y + t r)− j(y)
t
,
cf., e.g., [9, Chapter 2]. The operator −p : V → V ∗ , where pu = div(|∇u|p−2∇u), is the p-Laplacian, f ∈ Lq(Ω) ⊂ V ∗ with
1
p + 1q = 1, and γ : V → Lp(Γ ) denotes the trace operator.
* Corresponding author.
E-mail addresses: siegfried.carl@mathematik.uni-halle.de (S. Carl), vy@mst.edu (V.K. Le), motreanu@univ-perp.fr (D. Motreanu).0022-247X/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2008.04.005
546 S. Carl et al. / J. Math. Anal. Appl. 345 (2008) 545–558For the sake of simplicity and in order to emphasize the main ideas we have taken into account the p-Laplacian only.
However, it should be noted that the existence and comparison principle to be developed in this paper can be extended
taking in place of −p a general second order quasilinear differential operators A of Leray–Lions type in the form
Au(x, t) = −
N∑
i=1
∂
∂xi
ai
(
x, t,u(x, t),∇u(x, t))+ a0(x, t,u(x, t),∇u(x, t)).
Various special cases of problem (1.1) have already been treated. For instance, if K = V and j : R → R is continuously
differentiable with its derivative j′ :R→R, then (1.1) becomes the following parabolic initial boundary value problem
u ∈ W : ∂u
∂t
+ Au = f in V ∗,
u(·,0) = 0 in Ω, and − ∂u
∂ν
= j′(u) on Γ,
where ∂/∂ν stands for the exterior conormal derivative on Γ associated with the operator A = −p , whose study from
the point of view of the method of sub-supersolution for quasilinear can be found, e.g., in [4]. More generally, if K = V
and j : R → R is only locally Lipschitz not necessarily continuously differentiable, then (1.1) reduces to an evolutionary
hemivariational inequality. Under homogeneous Dirichlet boundary conditions, the evolutionary hemivariational inequalities
have been studied in [6].
An interesting special case is when K = V and j : R → R is regular in the sense of Clarke (cf. [9, p. 39]). Then (1.1) is
equivalent to the weak formulation of the following parabolic initial boundary inclusion problem
u ∈ W : ∂u
∂t
−pu = f in V ∗,
u(·,0) = 0 in Ω, and − ∂u
∂ν
∈ ∂ j(u) on Γ,
where ∂ j :R→ 2R \ {∅} denotes Clarke’s generalized gradient of j deﬁned by
∂ j(s) := {ζ ∈R: jo(s; r) ζ r, ∀r ∈R}.
For existence and comparison results on parabolic inclusions with Clarke’s generalized gradient and appropriately deﬁned
sub- and supersolutions we refer to [3,7,8].
To illustrate the general situation of problem (1.1) when there is a given convex and closed set of constraints K ⊂ V ,
we note that for a continuously differentiable function j : R → R one has a parabolic variational inequality with nonlinear
Robin type boundary condition
Find u ∈ W ∩ K , u(·,0) = 0 in Ω, and − ∂u
∂ν
= j′(u) on Γ,〈
∂u
∂t
+ Au − f , v − u
〉
 0, ∀v ∈ K .
Existence and comparison results for parabolic variational inequalities under homogeneous Dirichlet boundary condition can
be found in [5,7].
The main goal of this paper is to develop a general framework for the sub-supersolution method for evolution-
ary variational–hemivariational inequalities of the form (1.1). The treatment via the method of sub-supersolution of the
constrained evolutionary boundary hemivariational inequality (1.1) raises additional technical challenges. The diﬃculty is
two-folded: ﬁrst, the presence of the constraint in the evolutionary problem, and second, the unilateral, multivalued char-
acter of the inequality problem. The ﬁrst diﬃculty is basically solved by making use of a penalty operator adequately
associated to the set K of evolutionary constraints. In this respect, our approach essentially also relies on some associated
pseudomonotone operators. We think that our abstract results in this direction presented here can be useful for studying
different other topics as well. The second diﬃculty is mainly overcome by means of introducing an auxiliary problem which
allows comparison relative to sub-supersolutions through two appropriately deﬁned cut-off functions. A one-sided growth
condition for the generalized gradient ∂ j, extending the convexity condition on j, is helpful for making the comparison and
ﬁnally obtaining the enclosure result. Among other things, we improve the corresponding results obtained in the recent
monograph [7] by dropping the restrictions on the constants related to the growth conditions of the nonsmooth potential
j in problem (1.1). As an application, we discuss a general obstacle problem in the context of parabolic problems involving
the p-Laplacian and nonsmooth nonconvex nonlinearities.
The plan of the paper is as follows: In Section 2 we introduce our basic notion of sub- and supersolutions for prob-
lem (1.1), and in Section 3 we provide some preliminary results used later concerning some pseudomonotone operators
used in the sequel. In Section 4 the main existence and comparison result is proved, while in Section 5 an application to an
obstacle problem under hemivariational boundary conditions is treated. Finally, in Section 6 we deal with the special case
that K = V showing that in this case the solution set has some compactness properties and possesses extremal elements.
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Let W 1,p(Ω) denote the usual Sobolev space and (W 1,p(Ω))∗ its dual space, and let 2  p < ∞. Then we have
an evolution triple W 1,p(Ω) ⊂ L2(Ω) ⊂ (W 1,p(Ω))∗ with all the embeddings being dense and compact. We set V =
Lp(0, τ ;W 1,p(Ω)), whose dual space is given by V ∗ = Lq(0, τ ; (W 1,p(Ω))∗). Deﬁne the function space W by
W = {u ∈ V : u′ ∈ V ∗},
where the derivative u′ := ∂u/∂t is understood in the sense of vector-valued distributions. The space W endowed with the
graph norm
‖u‖W = ‖u‖V + ‖u′‖V ∗
is a Banach space which is separable and reﬂexive. Furthermore, it is well known that the embedding W ⊂ C([0, τ ], L2(Ω))
is continuous, and, because W 1,p(Ω) is compactly embedded in Lp(Ω), we have by Aubin’s lemma a compact embedding
of W ⊂ Lp(Q ). Following the idea of [3, Lemma 3.1] one readily veriﬁes that the trace operator γ : W → Lp(Γ ) is compact.
Let ‖ · ‖V and ‖ · ‖V ∗ be the usual norms deﬁned on V and V ∗ ,
‖u‖V =
( τ∫
0
∥∥u(t)∥∥pW 1,p(Ω) dt
)1/p
, ‖u‖V ∗ =
( τ∫
0
∥∥u(t)∥∥q
(W 1,p(Ω))∗ dt
)1/q
.
In the sequel, we use the notation 〈·,·〉 for any of the dual pairings between V and V ∗ , W 1,p(Ω) and (W 1,p(Ω))∗ .
Let L := ∂/∂t and its domain of deﬁnition D(L) given by
D(L) = {u ∈ V : u′ ∈ V ∗ and u(0) = 0}.
The linear operator L : D(L) ⊂ V → V ∗ is closed, densely deﬁned and maximal monotone, e.g., cf. [12, Chapter 32]. Recall
that the operator −p : V → V ∗ deﬁned by
〈−pu, v〉 =
∫
Q
|∇u|p−2∇u · ∇v dxdt, ∀v ∈ V , (2.1)
is continuous, bounded, and monotone, which, in particular implies that it is pseudomonotone with respect to the graph
norm topology of D(L) (with respect to D(L) for short), see, e.g., [4, Theorem E.3.2]. Thus the evolutionary variational–
hemivariational inequality (1.1) may be rewritten as:
u ∈ D(L)∩ K : 〈Lu −pu − f , v − u〉 +
∫
Γ
jo(γ u;γ v − γ u)dΓ  0, ∀v ∈ K . (2.2)
A partial ordering in Lp(Q ) is deﬁned by u  w if and only if w − u belongs to the positive cone Lp+(Q ) of all nonnegative
elements of Lp(Q ). This induces corresponding partial orderings in the subspaces W and V of Lp(Q ). The partial ordering
on V implies a corresponding partial ordering for the traces, namely, if u,w ∈ V and u  w then γ u  γ w in Lp(Γ ). If
u,w ∈ W with u  w , the order interval formed by u and w is the set
[u,w] = {v ∈ W : u  v  w}.
Further, for u, v ∈ V , and U1,U2 ⊂ V , we use the notation u ∧ v = min{u, v}, u ∨ v = max{u, v}, U1 ∗ U2 = {u ∗ v: u ∈
U1, v ∈ U2}, u ∗ U1 = {u} ∗ U1 with ∗ ∈ {∧,∨}.
Our basic notion of sub- and supersolution of (1.1) is deﬁned as follows.
Deﬁnition 2.1. A function u ∈ W is called a subsolution of (1.1) if the following holds
(i) u(·,0) 0 in Ω ,
(ii) 〈u′ −pu − f , v − u〉 +
∫
Γ
jo(γ u;γ v − γ u)dΓ  0, ∀v ∈ u ∧ K .
Deﬁnition 2.2. A function u¯ ∈ W is a supersolution of (1.1) if
(i) u¯(·,0) 0 in Ω ,
(ii) 〈u¯′ −pu¯ − f , v − u¯〉 +
∫
Γ
jo(γ u¯;γ v − γ u¯)dΓ  0, ∀v ∈ u¯ ∨ K .
Remark 2.1. It can be shown that the notions of sub- and supersolutions introduced here extend those of the special
cases discussed in the Introduction. For example, if K = V and j : R → R be continuously differentiable with its derivative
j′ :R→R, let u be a subsolution of (1.1) according to Deﬁnition 2.1, which yields
〈u′ −pu − f , v − u〉 +
∫
j′(γ u)(γ v − γ u)dΓ  0, ∀v ∈ u ∧ V . (2.3)
Γ
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〈
u′ −pu − f ,−(u − ϕ)+
〉+ ∫
Γ
j′(γ u)
(−γ (u − ϕ)+)dΓ  0, ∀ϕ ∈ V . (2.4)
Deﬁning Y := {y ∈ V : y = (u − ϕ)+, ϕ ∈ V } ⊂ V ∩ Lp+(Q ), we note that Y is dense in V ∩ Lp+(Q ) (see [5]). Then (2.4)
implies
〈u′ −pu − f ,ψ〉 +
∫
Γ
j′(γ u)γψ dΓ  0, ∀ψ ∈ V ∩ Lp+(Q ), (2.5)
which shows that u is a subsolution of the parabolic initial boundary value problem in the usual sense.
The following notion will be essentially used in the forthcoming development.
Deﬁnition 2.3. Let C = ∅ be a closed and convex subset of a reﬂexive Banach space X . A bounded, hemicontinuous and
monotone operator P : X → X∗ is called a penalty operator associated with C if
P (u) = 0 ⇐⇒ u ∈ C . (2.6)
Now we state our hypotheses:
(H1) The function j : R → R is locally Lipschitz and its Clarke’s generalized gradient ∂ j satisﬁes the following growth
conditions:
(i) there exists a constant c1  0 such that
ξ1  ξ2 + c1(s2 − s1)p−1
for all ξi ∈ ∂ j(si), i = 1,2, and all s1, s2 with s1 < s2,
(ii) there is a constant c2  0 such that
|ξ | c2
(
1+ |s|p−1), ∀s ∈R, ∀ξ ∈ ∂ j(s).
(H2) Assume the existence of a penalty operator P : V → V ∗ associated with K satisfying the following condition:
For each u ∈ D(L), there exists w = w(u) ∈ V , w = 0 if P (u) = 0, such that
(i) 〈u′ −pu,w〉 0, and
(ii) 〈P (u),w〉 D‖P (u)‖V ∗(‖w‖Lp(Q ) + ‖γ w‖Lp(Γ )),
with some constant D > 0 independent of u and w .
3. Preliminaries on some pseudomonotone operators
We ﬁrst recall two basic notions.
Deﬁnition 3.1. Let L : D(L) ⊂ X → X∗ be a linear, closed, densely deﬁned and maximal monotone operator. An operator
A : X → 2X∗ is called pseudomonotone with respect to the graph norm topology of the domain D(L) (with respect to D(L) for short)
if the following conditions are satisﬁed:
(i) The set A(u) is nonempty, bounded, closed and convex for all u ∈ X .
(ii) A is upper semicontinuous from each ﬁnite dimensional subspace of X to the weak topology of X∗ .
(iii) If (un) ⊂ D(L) with un ⇀ u in X , Lun ⇀ Lu in X∗ , u∗n ∈ A(un) with u∗n ⇀ u∗ in X∗ and limsup〈u∗n,un − u〉  0, then
u∗ ∈ A(u) and 〈u∗n,un〉 → 〈u∗,u〉.
Deﬁnition 3.2. An operator A : D(A) ⊂ X → 2X∗ is called coercive if either the domain D(A) of A is bounded or D(A) is
unbounded and
inf{〈v∗, v〉: v∗ ∈ A(v)}
‖v‖X → +∞ as ‖v‖X → ∞, v ∈ D(A).
The following surjectivity result can be found, e.g., in [10, Theorem 1.3.73, p. 62].
Theorem 3.1. Let X be a real reﬂexive, strictly convex Banach space with dual space X∗ , and let L : D(L) ⊂ X → X∗ be a linear, closed,
densely deﬁned and maximal monotone operator. If the multivalued operator A : X → 2X∗ is pseudomonotone with respect to D(L),
bounded and coercive, then L + A is surjective.
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Theorem 3.2. Let X be a real reﬂexive Banach space with dual space X∗ , let L : D(L) ⊂ X → X∗ be a linear, closed, densely de-
ﬁned, maximal monotone operator, let A1 : X → 2X∗ be a multivalued operator which is bounded and pseudomonotone with respect
to D(L), and let A2 : X → X∗ be a bounded and pseudomonotone operator. Then the multivalued operator A1 + A2 : X → 2X∗ is
pseudomonotone with respect to D(L).
Proof. It suﬃces to check condition (iii) of Deﬁnition 3.1 for A = A1 + A2. To this end let sequences (un) ⊂ D(L) and
(u∗n) ⊂ X∗ with un ⇀ u in X , Lun ⇀ Lu in X∗ , u∗n ∈ A1(un) with u∗n + A2(un) ⇀ u∗ in X∗ , and
limsup
n
〈
u∗n + A2(un),un − u
〉
 0. (3.1)
We claim that
limsup
n
〈
u∗n,un − u
〉
 0. (3.2)
Arguing by contradiction, we ﬁnd subsequences (unk ) ⊂ D(L) and (u∗nk ) ⊂ X∗ such that
limsup
n
〈
u∗n,un − u
〉= lim
k
〈
u∗nk ,unk − u
〉
> 0.
We derive from (3.1) that
limsup
k
〈
A2(unk ),unk − u
〉
− lim
k
〈
u∗nk ,unk − u
〉
< 0. (3.3)
The pseudomonotonicity of A2 and (3.3) guarantee that for every w ∈ X we have〈
A2(u),u − w
〉
 lim inf
k
〈
A2(unk ),unk − w
〉
.
Setting w = u and using (3.3) we reach a contradiction, which establishes (3.2).
Now we claim that
limsup
n
〈
A2(un),un − u
〉
 0. (3.4)
On the contrary, we would ﬁnd a subsequence (unk ) such that
limsup
n
〈
A2(un),un − u
〉= lim
k
〈
A2(unk ),unk − u
〉
> 0.
Taking into account the boundedness of A1, there exists a subsequence (u∗nk ) ⊂ X∗ satisfying u∗nk ⇀ ξ in X∗ , for some ξ ∈ X∗ .
By (3.1) it follows that
limsup
n
〈
u∗nk ,unk − u
〉
− lim
k
〈
A2(unk ),unk − u
〉
< 0.
Since A1 is pseudomonotone with respect to D(L), it turns out that ξ ∈ A1(u) and 〈u∗nk ,unk 〉 → 〈ξ,u〉, which results in
limsup
n
〈
u∗nk + A2unk ,unk − u
〉= lim
k
〈
A2(unk ),unk − u
〉
> 0.
This contradicts (3.1), so (3.4) holds true.
The boundedness of A2 ensures that there is a subsequence (unk ) with A2(unk ) ⇀ η in X
∗ , for some η ∈ X∗ . The prop-
erty of A2 to be pseudomonotone and (3.4) imply that A2 is generalized pseudomonotone. Consequently, η = A2(u), thus
A2(un) ⇀ A2(u) in X∗ , which reads as u∗n ⇀ u∗ − A2(u) in X∗ , and〈
A2(un),un
〉→ 〈A2(u),u〉. (3.5)
In addition, by (3.2) and the pseudomonotonicity of A1 with respect to D(L), it is seen that u∗ − A2(u) ∈ A1(u) and
〈u∗n,un〉 → 〈u∗ − A2(u),u〉. Due to (3.5), the proof is complete. 
Consider now the functional J : Lp(Γ ) →R deﬁned by
J (v) =
∫
Γ
j
(
v(x, t)
)
dΓ, ∀v ∈ Lp(Γ ). (3.6)
Using the growth condition (H1)(ii) and Lebourg’s mean value theorem, we note that the functional J is Lipschitz continuous
on bounded sets in Lp(Γ ), so Clarke’s generalized gradient ∂ J : Lp(Γ ) → 2Lq(Γ ) is well deﬁned. Moreover, the Aubin–Clarke
theorem (see [9, p. 83]) ensures that, for each v ∈ Lp(Γ ) we have
ξ ∈ ∂ J (v) ⇒ ξ ∈ Lq(Γ ) with ξ(x, t) ∈ ∂ j(v(x, t)) for a.e. (x, t) ∈ Γ . (3.7)
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∂γ J (u) = {γ ∗η: η ∈ ∂ J (γ u)} for all u ∈ V . (3.8)
Lemma 3.1. The operator ∂γ J : V → 2V ∗ is bounded and pseudomonotone with respect to D(L), where L := ∂/∂t and D(L) =
{u ∈ V : u′ ∈ V ∗ and u(0) = 0}.
Proof. The fact that ∂ J is locally bounded enables us to conclude that ∂γ J is bounded. We are going to verify the conditions
of Deﬁnition 3.1. Since ∂ J (γ u) is nonempty for each u ∈ V , it turns out that ∂γ J (u) = ∅. The boundedness, convexity and
closedness of the set ∂γ J (u) follow from the corresponding properties of ∂ J (γ u). Therefore (i) of Deﬁnition 3.1 is fulﬁlled.
Condition (ii) of Deﬁnition 3.1 is satisﬁed because the generalized gradient ∂ J is weak∗ upper semicontinuous on ﬁnite
dimensional subspaces.
It remains to verify condition (iii) of Deﬁnition 3.1. To this end let (un) ⊂ D(L) with un ⇀ u in V , Lun ⇀ Lu in V ∗ ,
u∗n ∈ ∂γ J (un) with u∗n ⇀ u∗ in V ∗ and limsup〈u∗n,un − u〉 0. From the weak convergence of (un) and of (Lun) it follows
that un ⇀ u in W . By the compactness of the trace operator γ : W → Lp(Γ ), we get γ un → γ u in Lp(Γ ). Since u∗n = γ ∗v∗n
with v∗n ∈ ∂ J (γ un) and J : Lp(Γ ) → R is locally Lipschitz, we obtain the existence of a constant Cu > 0 depending only
on u such that∣∣〈u∗n,un − u〉∣∣= ∣∣〈v∗n, γ un − γ u〉∣∣ Cu‖γ un − γ u‖Lp(Γ ).
We readily see that 〈u∗n,un〉 → 〈u∗,u〉 as n → ∞. Moreover, along a relabelled subsequence, we may assume that v∗n ⇀ v∗
in Lp(Γ ) with some v∗ ∈ ∂ J (γ u), thereby u∗ = γ ∗v∗ ∈ ∂γ J (u), which completes the proof. 
Let u, u¯ be an ordered pair of sub- and supersolutions. We introduce the cut-off functions b : Q × R → R and b˜ :Γ ×
R→R related with this pair and given by
b(x, t, s) =
⎧⎪⎨
⎪⎩
(s − u¯(x, t))p−1 if s > u¯(x, t),
0 if u(x, t) s u¯(x, t),
−(u(x, t)− s)p−1 if s < u(x, t),
(3.9)
and
b˜(x, t, s) =
⎧⎪⎨
⎪⎩
(s − γ u¯(x, t))p−1 if s > γ u¯(x, t),
0 if γ u(x, t) s γ u¯(x, t),
−(γ u(x, t)− s)p−1 if s < γ u(x, t).
(3.10)
One readily veriﬁes that b and b˜ are Carathéodory functions satisfying the growth conditions∣∣b(x, t, s)∣∣ k(x, t)+ c3|s|p−1 for a.e. (x, t) ∈ Q and all s ∈R, (3.11)∣∣b˜(x, t, s)∣∣ k˜(x, t)+ c3|s|p−1 for a.e. (x, t) ∈ Γ and all s ∈R, (3.12)
with some function k ∈ Lq+(Q ), k˜ ∈ Lq+(Γ ), and a constant c3 > 0. Moreover, one has the following estimates∫
Q
b
(
x, t,u(x, t)
)
u(x, t)dxdt  c4‖u‖pLp(Q ) − c5, ∀u ∈ Lp(Q ), (3.13)
∫
Γ
b˜
(
x, t,u(x, t)
)
u(x, t)dxdt  c4‖u‖pLp(Γ ) − c5, ∀u ∈ Lp(Γ ), (3.14)
where c4 and c5 are positive constants.
Corresponding to the functions b and b˜, we introduce the associated (single-valued) operators B : Lp(Q ) → Lq(Q ) and
B˜ : V → V ∗ deﬁned, respectively, by
B(u)(x, t) = b(x, t,u(x, t)) for a.e. (x, t) ∈ Q , ∀u ∈ Lp(Q ),
and
B˜(u)(x, t) = γ ∗b˜(x, t, γ u(x, t)) for a.e. (x, t) ∈ Γ , ∀u ∈ V .
In view of (3.11), (3.12), the operators B and B˜ are continuous and bounded, and thus due to the compactness of the
embedding W ⊂ Lp(Q ) and of the trace operator γ on W , it follows that B, B˜ : W → V ∗ are completely continuous.
Remark 3.2. The operator B is used later in some auxiliary problem as a coercivity generating term. The role of the operator
B˜ is to provide comparison results.
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for any λ ∈R.
Proof. We only verify property (iii) of Deﬁnition 3.1 for A = −p + ∂γ J + B + λB˜ because the rest of the proof is a direct
consequence of Lemma 3.1. To this end assume (un) ⊂ D(L) with un ⇀ u in V , Lun ⇀ Lu in V ∗ , u∗n ∈ (−p + ∂γ J + B +
λB˜)(un) with u∗n ⇀ u∗ in V ∗ , and
limsup
n
〈
u∗n,un − u
〉
 0. (3.15)
Due to u∗n ∈ (−p + ∂γ J + B + λB˜)(un) we have u∗n = −pun + η∗n + B(un) + λB˜(un) with η∗n ∈ ∂γ J (un). Recalling that the
operators B, B˜ : W → Lq(Q ) ⊂ V ∗ are completely continuous, it follows that Bun → Bu and B˜un → B˜u in V ∗ . By arguments
used in the proof of Lemma 3.1 it is seen that limn→∞〈η∗n,un − u〉 = 0. From (3.15) we thus deduce
limsup
n
〈−pun,un − u〉 0.
The sequence (−pun) ⊂ V ∗ is bounded, so that there is a subsequence with −puk ⇀ v . Since −p is pseudomonotone
with respect to D(L), it follows that v = −pu and 〈−puk,uk〉 → 〈−pu,u〉. It is clear that we have shown that
−pun ⇀ −pu and 〈−pun,un〉 → 〈−pu,u〉. (3.16)
From (3.16) and u∗n ⇀ u∗ we obtain η∗n ⇀ u∗ + pu − B(u) − λB˜(u), which in view of the pseudomonotonicity of ∂γ J , as
shown in Lemma 3.1, implies u∗ ∈ (−p + ∂γ J + B + λB˜)(u) and 〈u∗n,un〉 → 〈u∗,u〉. 
Corollary 3.1. The multivalued operator −p + ∂γ J + B +λB˜ + P : V → 2V ∗ is pseudomonotone with respect to D(L) and bounded
for any λ ∈R.
Proof. Proposition 3.1 ensures that the multivalued operator −p + ∂γ J + B + λB˜ : V → 2V ∗ is pseudomonotone with re-
spect to D(L) and bounded. On the other hand, by deﬁnition, the penalty operator P : V → V ∗ is bounded, hemicontinuous
and monotone. This implies that P : V → V ∗ is pseudomonotone and bounded. The desired conclusion follows by applying
Theorem 3.2 with A1 = −p + ∂γ J + B + λB˜ and A2 = P . 
4. Existence and comparison result
Let u and u¯ be sub- and supersolutions of problem (1.1) satisfying u  u¯. Suppose furthermore that D(L) ∩ K = ∅.
Consider ﬁrst the following auxiliary variational–hemivariational inequality
u ∈ D(L)∩ K : 〈Lu −pu + B(u)+ λB˜(u)− f , v − u〉+
∫
Γ
jo(γ u;γ v − γ u)dΓ  0, ∀v ∈ K , (4.1)
where B and B˜ are the operators introduced in Section 3 and λ > 0 is a parameter that will be selected later.
Lemma 4.1. Under hypotheses (H1) and (H2), problem (4.1) has solutions.
Proof. We formulate the following penalty problem related with (4.1): ﬁnd u ∈ D(L) such that〈
Lu −pu + B(u)+ λB˜(u)+ 1
ε
P (u)− f , v − u
〉
+
∫
Γ
jo(γ u;γ v − γ u)dΓ  0, ∀v ∈ V , (4.2)
where ε > 0 and P is the associated penalty operator to K given by (H2).
(a) Existence of solutions of (4.2).
By Corollary 3.1 we know that the multivalued operator A = −p + B +λB˜ + 1ε P + ∂γ J : V → 2V
∗
is pseudomonotone with
respect to D(L) and bounded. Let us prove that A is coercive. By means of (3.8) and (H1)(ii) we get the estimate∣∣〈v∗, v〉∣∣ c˜2(1+ ‖γ v‖pLp(Γ )) for all v∗ ∈ ∂γ J (v) and v ∈ V , (4.3)
with a constant c˜2 > 0.
By deﬁnition of the penalty operator P we have the estimate〈
P (v), v
〉

〈
P (0), v
〉
−∥∥P (0)∥∥V ∗‖v‖V . (4.4)
Thus, (3.13), (3.14), (4.3) and (4.4) yield for all v ∈ V and v∗ ∈ ∂γ J (v) that
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−p v + B(v) + λB˜(v)+ 1
ε
P (v)+ v∗, v
〉
 C‖v‖pV + (c4λ− c˜2)‖γ v‖pLp(Γ ) −
1
ε
∥∥P (0)∥∥V ∗‖v‖V − C(λ),
with positive constants C and C(λ). This proves the coercivity of A by selecting λ > 0 suﬃciently large. Notice that we can
chose such a λ independently of ε. Applying Theorem 3.1 it follows that there are u ∈ V and η∗ ∈ ∂γ J (u) such that
Lu −pu + B(u)+ λB˜(u)+ 1
ε
P (u)+ η∗ = f in V ∗. (4.5)
Finally, by deﬁnition of ∂γ J (u) we infer that for any ε > 0 the penalty problem (4.2), with λ > 0 independent of ε, has a
solution.
(b) Boundedness of the penalty solutions in W .
According to part (a), there exists λ > 0 such that for any ε > 0 problem (4.2) admits a solution uε which satisﬁes Eq. (4.5).
We show that the family {uε: ε > 0 small} is bounded with respect to the graph norm of D(L). To this end let u0 be a
(ﬁxed) element of D(L)∩ K . Using (4.5) with u replaced by uε , we get〈
Luε −uε + B(uε)+ λB˜(uε)+ 1
ε
P (uε)+ η∗ε,uε − u0
〉
= 〈 f ,uε − u0〉,
where η∗ε ∈ ∂γ J (uε). On the basis of the monotonicity of L and because Pu0 = 0, we derive
〈 f − u′0,uε − u0〉 = 〈u′ε − u′0,uε − u0〉 +
〈
(−p + B + λB˜)(uε),uε − u0
〉+ 1
ε
〈Puε − Pu0,uε − u0〉 +
〈
η∗ε,uε − u0
〉

〈
(−p + B + λB˜)(uε)+ η∗ε,uε − u0
〉
.
Thus,
〈(−p + B + λB˜)(uε)+ η∗ε,uε − u0〉
‖uε − u0‖V  ‖ f − u
′
0‖V ∗
for all ε > 0. Since the operator −p + B + λB˜ + ∂γ J : V → V ∗ is coercive, we have that ‖uε‖V is bounded. As a conse-
quence, the sequences (−puε), (B(uε)), (B˜(uε)), and (η∗ε) are bounded in V ∗ . Moreover, from the growth conditions of b
and b˜, we readily see that (B(uε)) and (B˜(uε)) are bounded sequences in Lq(Q ) and Lq(Γ ), respectively. All these facts
make clear from (4.5) that (u′ε) is bounded if and only if ( 1ε P (uε)) is bounded.
Next, we check that the sequence ( 1ε P (uε)) is bounded in V
∗ . To see this, for each ε, we choose w = wε to be an
element satisfying (H2) with u = uε . From (4.5), we have
〈u′ε,wε〉 +
〈
(−p + B + λB˜)(uε)+ η∗ε,wε
〉+ 1
ε
〈
P (uε),wε
〉= 〈 f ,wε〉.
Also, from (H2)(i) we know that 〈u′ε,wε〉 + 〈−puε,wε〉 0, therefore
1
ε
〈
P (uε),wε
〉

〈
f − B(uε)− λB˜(uε)− η∗ε,wε
〉
. (4.6)
Let c > 0 be some generic constant. By the deﬁnition of ∂γ J and the boundedness properties of (uε), (B(uε)), and (B˜(uε)),
we see that there is c > 0 such that∣∣〈 f − B(uε)− λB˜(uε)− η∗ε,wε 〉∣∣ c(‖wε‖Lp(Q ) + ‖γ wε‖Lp(Γ )), ∀ε > 0 small.
This, (4.6), and (H2)(ii) imply that
1
ε
‖Puε‖V ∗  c
D
, ∀ε > 0 small.
Consequently, (uε) is bounded in W , and thus for a relabelled subsequence (un) with un := uεn and εn → 0 as n → ∞ there
hold
un ⇀ u in V , u
′
n ⇀ u
′ in V ∗.
Since D(L) is closed in W and convex, it is true that u ∈ D(L).
(c) The limit u solves (4.1).
First, note that Pun → 0 in V ∗ . It follows from the monotonicity of P that
〈P v, v − u〉 0, ∀v ∈ V .
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the inequality (4.2) satisﬁed by the penalty solutions un with v = u we obtain〈
u′n −p(un)+ B(un)+ λB˜(un)+
1
εn
P (un)− f ,u − un
〉
+
∫
Γ
jo(γ un;γ u − γ un)dΓ  0. (4.7)
Taking into account that
〈u′ − u′n,u − un〉 0, −
1
εn
〈
P (un),u − un
〉
 0,
we have from (4.7) the inequality
〈−pun,un − u〉
〈
u′ + B(un)+ λB˜(un)− f ,u − un
〉+ ∫
Γ
jo(γ un;γ u − γ un)dΓ.
Due to the compact embedding W ↪→ Lp(Q ), the compactness of the trace operator γ : W → Lp(Γ ), and the upper semi-
continuity of jo , we get that
limsup
n→∞
〈−p(un),un − u〉 0.
Because −p is an operator of class (S+) with respect to D(L) (cf. e.g. [1,2,4]), we infer the strong convergence un → u
in V .
On the other hand, (4.2) with v ∈ K yields the following inequality for the penalty solutions un:
〈
u′n −p(un)+ B(un)+ λB˜(un)− f , v − un
〉+ ∫
Γ
jo(γ un;γ v − γ un)dΓ 
〈
− 1
εn
P (un), v − un
〉
 0.
Passing to the limit as n → ∞ proves that u is a solution of (4.1). 
Our main existence and comparison result is formulated in the following theorem.
Theorem 4.1. Let the hypotheses of Lemma 4.1 be satisﬁed including that D(L) ∩ K = ∅. For a given pair (u, u¯) of sub-supersolutions
of problem (1.1) with u  u¯, suppose that
u ∨ K ⊂ K , u¯ ∧ K ⊂ K . (4.8)
Then the variational–hemivariational inequality (1.1) has at least one solution within the ordered interval [u, u¯].
Proof. In view of Lemma 4.1 the auxiliary problem (4.1) possesses solutions. To prove the assertion of Theorem 4.1 we
only need to show that there are solutions u of (4.1) lying within the interval [u, u¯]. This is because in such a case B(u) =
B˜(u) = 0, and so u must be a solution of (1.1). Let us show ﬁrst that u  u¯, where u is a solution of (4.1) and u¯ is the given
supersolution of (1.1)
Take v = u¯ ∧ u ∈ K in (4.1), which is possible thanks to hypothesis (4.8), and set v = u¯ ∨ u in Deﬁnition 2.2. We obtain
〈
u′ − u¯′, (u − u¯)+〉+ 〈−pu +pu¯ + B(u)+ λB˜(u), (u − u¯)+〉
∫
Γ
(
jo
(
γ u¯;γ (u − u¯)+)+ jo(γ u;−γ (u − u¯)+))dΓ.(4.9)
For the terms on the left-hand side we have the estimates〈
u′ − u¯′, (u − u¯)+〉 0, (4.10)〈−pu +pu¯ + B(u), (u − u¯)+〉 ∥∥(u − u¯)+∥∥pLp(Q ), (4.11)
and 〈
B˜(u), (u − u¯)+〉 ∥∥γ (u − u¯)+∥∥pLp(Γ ). (4.12)
By means of (H1)(i) and the calculus with generalized gradients we can estimate the right-hand side of (4.9) as follows:∫
Γ
(
jo
(
γ u¯;γ (u − u¯)+)+ jo(γ u;−γ (u − u¯)+))dΓ = ∫
{γ u>γ u¯}
(ξ¯ − ξ)(γ u − γ u¯)dΓ
 c1
∫
¯
(γ u − γ u¯)p dΓ = c1
∥∥γ (u − u¯)+∥∥pLp(Γ ),
{γ u>γ u}
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Without any loss of generality we may suppose that λ c1, which implies in view of the above estimate that (u − u¯)+ = 0,
i.e., u  u¯. The proof of u  u follows the same arguments. 
5. Application
We consider an obstacle problem, where the convex, closed set K is given by
K = {u ∈ V : u ψ a.e. on Q },
with any obstacle function ψ speciﬁed as follows:
(i) ψ ∈ W and ψ(·,0) 0 on Ω , and
(ii) ψ ′ −pψ  0 in V ∗ , i.e., 〈ψ ′ −pψ, v〉 0, ∀v ∈ V ∩ Lp+(Q ).
The penalty operator P : V → V ∗ can be chosen as〈
P (u), v
〉= ∫
Q
[
(u −ψ)+]p−1v dxdt + ∫
Γ
[
(γ u − γψ)+]p−1γ v dΓ (5.1)
for all u, v ∈ V . Indeed, P is bounded, continuous and monotone. Let us check that it satisﬁes (2.6) and thus is a penalty
operator for K . If P (u) = 0, then (u −ψ)+ = 0 a.e. in Q , i.e.,
u ψ a.e. in Q , (5.2)
that is u ∈ K . Conversely, assume that u satisﬁes (5.2). Then, for a.a. t ∈ (0, τ ), we have u(·, t)  ψ(·, t) a.e. in Ω , which
implies that
γ∂Ωu(·, t) γ∂Ωψ(·, t) a.e. on ∂Ω
(γ∂Ω is the trace operator on ∂Ω). This means that γ u  γψ a.e. on Γ showing that P (u) = 0.
To check (H2), for each u ∈ D(L) we choose w = (u − ψ)+ . Then, w ∈ V and w = 0 whenever P (u) = 0. We justify that
(H2)(i) is satisﬁed. Since, according to assumption (i) for ψ , (u −ψ)+(·,0) = 0, we have〈
u′ −ψ ′, (u −ψ)+〉= 1
2
∥∥(u −ψ)+(·, τ )∥∥2L2(Ω)  0.
Combining with the inequality 〈−pu +pψ, (u −ψ)+〉 0, we arrive at〈
u′ −pu, (u −ψ)+
〉

〈
ψt −pψ, (u −ψ)+
〉
 0
because (u −ψ)+ ∈ V ∩ Lp+(Q ). So we have checked (i) of (H2). To verify (H2)(ii), we note that〈
P (u),w
〉= ∥∥(u −ψ)+∥∥pLp(Q ) + ∥∥(γ u − γψ)+∥∥pLp(Γ ). (5.3)
From (5.1) and Hölder’s inequality, we derive, for a constant c > 0, that∣∣〈P (u), v〉∣∣ ∥∥(u −ψ)+∥∥p−1Lp(Q )‖v‖Lp(Q ) + ∥∥(γ u − γψ)+∥∥p−1Lp(Γ )‖v‖Lp(Γ )
 c
(∥∥(u −ψ)+∥∥p−1Lp(Q ) + ∥∥(γ u − γψ)+∥∥p−1Lp(Γ ))‖v‖V
for all v ∈ V . Hence,∥∥P (u)∥∥V ∗  c(∥∥(u −ψ)+∥∥p−1Lp(Q ) + ∥∥(γ u − γψ)+∥∥p−1Lp(Γ )), ∀u ∈ V .
This, together with (5.3), implies (H2)(ii).
For our example of K , u¯ ∧ K ⊂ K for every u¯ ∈ W and u ∨ K ⊂ K if u  ψ on Q . Moreover, the conditions K ∧ K ⊂ K
(respectively K ∨ K ⊂ K ) are also satisﬁed.
In order to demonstrate the applicability of our result with respect to all hypotheses and all data entering problem (1.1),
we provide an example of a nonsmooth and nonconvex function j which veriﬁes assumption (H1). Here we consider p = 2
and deﬁne the Lipschitz function j :R→R by
j(t) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
t + 8 if t < −4,
−t2 − 6t − 4 if −4 t −1,
t2 if −1 t  1,
−t2 + 6t − 4 if 1 t  4,
−t + 8 if 4< t.
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∂ j(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if t < −4,
[1,2] if t = −4,
−2t − 6 if −4< t < −1,
[−4,−2] if t = −1,
2t if −1< t < 1,
[2,4] if t = 1,
−2t + 6 if 1< t < 4,
[−2,−1] if t = 4,
−1 if 4< t.
Hypothesis (H1) (i) is clearly satisﬁed. A careful calculation based on the expression of generalized gradient ∂ j given above
shows that the following property holds (on the whole real line):
ζ1  ζ2 + 2(s2 − s1), ∀ζi ∈ ∂ j(si), i = 1,2, ∀s1, s2 ∈R, s1 < s2.
Consequently, hypothesis (H1) (ii) is also veriﬁed, and Theorem 4.1 can be applied to problem (1.1) for the function j :R→R
given above with different choices of sub-supersolutions.
6. Special case: K = V
In this section we deal with the special case of (1.1) when K is the whole space V , i.e., we consider the problem
u ∈ D(L): 〈Lu −pu − f , v − u〉 +
∫
Γ
jo(γ u;γ v − γ u)dΓ  0, ∀v ∈ V . (6.1)
Since now there are no constraints, hypothesis (H2) is empty. As an immediate consequence of Theorem 4.1 we have the
following existence and comparison result.
Theorem 6.1. Let u and u¯ be sub- and supersolutions of (6.1) satisfying u  u¯. Then, under hypothesis (H1), problem (6.1) admits at
least one solution within the ordered interval [u, u¯].
Let S denote the set of all solutions of (6.1) enclosed by the given sub- and supersolution u  u¯.
Theorem 6.2. Let u and u¯ be sub- and supersolutions of (6.1) satisfying u  u¯. Then under hypothesis (H1), the solution set S is
weakly sequentially compact in W and compact in V .
Proof. The solution set S ⊂ [u, u¯] is bounded in Lp(Q ). We prove that S is bounded in W . Let u ∈ S , and take as a special
test function in (6.1) v = 0. This leads to
〈u′ −pu,u〉 〈 f ,u〉 +
∫
Γ
jo(γ u;−γ u)dΓ. (6.2)
Since
〈u′,u〉 = 1
2
∥∥u(·, τ )∥∥2L2(Ω)  0,
and, by (H1)(ii),∫
Γ
jo(γ u;−γ u)dΓ  c2
∫
Γ
(
1+ |γ u|p−1)|γ u|dΓ,
we get from (6.2) by using the Lp(Q )-boundedness of S and the Lp(Γ )-boundedness of the traces of S , the following
uniform estimate
‖∇u‖pLp(Q )  ‖ f ‖V ∗‖u‖V + C, ∀u ∈ S,
with a constant C > 0. This yields the boundedness of S in V . Setting in (6.1) v = u −ϕ , where ϕ ∈ B = {v ∈ V : ‖v‖V  1},
we obtain∣∣〈u′,ϕ〉∣∣ ∣∣〈 f ,ϕ〉∣∣+ ∣∣〈−pu,ϕ〉∣∣+
∣∣∣∣
∫
jo(γ u;−γϕ)dΓ
∣∣∣∣,Γ
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‖u‖W  C, ∀u ∈ S. (6.3)
Now let (un) ⊂ S be any sequence. Then by (6.3) we can ﬁnd a subsequence (uk) with uk ⇀ u in W . Since uk are solutions
of (6.1), we have〈
∂uk
∂t
−puk − f , v − uk
〉
+
∫
Γ
jo(γ uk;γ v − γ uk)dΓ  0, ∀v ∈ V . (6.4)
Letting v = u we get
〈−puk,uk − u〉
〈
∂uk
∂t
− f ,u − uk
〉
+
∫
Γ
jo(γ uk;γ u − γ uk)dΓ 
〈
∂u
∂t
− f ,u − uk
〉
+
∫
Γ
jo(γ uk;γ u − γ uk)dΓ. (6.5)
The weak convergence of (uk) in W implies γ uk → γ u in Lp(Γ ) due to the compactness of the trace operator, and thus by
applying (H1)(ii), the right-hand side of (6.5) tends to zero as k → ∞, which gives
limsup
k
〈−puk,uk − u〉 0.
Since −p has the (S+)-property with respect to D(L), the strong convergence uk → u in V holds (see, e.g., [4, Theo-
rem E.3.2]). This and the upper semicontinuity of jo : R × R → R ﬁnally allow the passage to the limit in (6.4), which
completes the proof. 
Next we shall prove some order related properties of the solution set S . For this purpose we recall a set theoretical
notion.
Deﬁnition 6.1. Let (P,) be a partially ordered set. A subset C of P is said to be upward directed if for each pair x, y ∈ C
there is z ∈ C such that x z and y  z, and C is downward directed if for each pair x, y ∈ C there is w ∈ C such that w  x
and w  y. If C is both upward and downward directed it is called directed.
Lemma 6.1. The solution set S of (6.1) is directed.
Proof. We only show that S is upward directed, since the downward directedness can be established in a similar way. Let
u1,u2 ∈ S , and denote u0 = max{u1,u2}. We introduce the cut-off functions b0 : Q ×R → R and b˜0 : Γ ×R → R in a way
analogous to b and b˜ of Section 3 as follows:
b0(x, t, s) =
⎧⎪⎨
⎪⎩
(s − u¯(x, t))p−1 if s > u¯(x, t),
0 if u0(x, t) s u¯(x, t),
−(u0(x, t)− s)p−1 if s < u0(x, t),
(6.6)
and
b˜0(x, t, s) =
⎧⎪⎨
⎪⎩
(s − γ u¯(x, t))p−1 if s > γ u¯(x, t),
0 if γ u(x, t) s γ u¯(x, t),
−(γ u0(x, t)− s)p−1 if s < γ u0(x, t).
(6.7)
The function b0 and b˜0 have qualitatively the same properties as b and b˜, respectively, and so the associated operators
B0 : Lp(Q ) → Lq(Q ) and B˜0 : V → V ∗ deﬁned by
B0(u)(x, t) = b0
(
x, t,u(x, t)
)
for a.e. (x, t) ∈ Q , ∀u ∈ Lp(Q ),
and
B˜0(u)(x, t) = γ ∗b˜0
(
x, t, γ u(x, t)
)
for a.e. (x, t) ∈ Γ , ∀u ∈ V ,
have the same properties as B and B˜0 of Section 3.
Consider the following auxiliary problem:
u ∈ D(L): 〈Lu −pu + B0(u) + λB˜0(u)− f , v − u〉+
∫
Γ
jo(γ u;γ v − γ u)dΓ  0, ∀v ∈ V , (6.8)
where λ > 0 is a parameter that will be selected later on. The existence proof for solutions of (6.8) follows the same idea
as for the penalty solutions of problem (4.2) in Section 4, and is omitted. Let u be a solution of (6.8). We are going to
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of (6.1), i.e., they satisfy
uk ∈ D(L): 〈Luk −puk − f , v − uk〉 +
∫
Γ
jo(γ uk;γ v − γ uk)dΓ  0, ∀v ∈ V . (6.9)
If we take the special test function v = u + (uk − u)+ in (6.8) and v = uk − (uk − u)+ in (6.9) we obtain by adding the
resulting inequalities the following:
〈
u′k − u′, (uk − u)+
〉+ 〈−puk +pu − B0(u)− λB˜0(u), (uk − u)+〉

∫
Γ
(
jo
(
γ u;γ (uk − u)+
)+ jo(γ uk;−γ (uk − u)+))dΓ. (6.10)
Similarly to the proof of Theorem 4.1, the terms on the left-hand side of (6.10) can be estimated below by〈
u′k − u′, (uk − u)+
〉
 0,
〈−p(uk)+p(u)− B0u, (uk − u)+〉 ∥∥(uk − u)+∥∥pLp(Q )
and 〈
B˜(u), (u − u¯)+〉 ∥∥γ (u − u¯)+∥∥pLp(Γ ).
Using hypothesis (H1)(i), the right-hand side of (6.10) can be estimated above by∫
Γ
(
jo
(
γ u;γ (uk − u)+
)+ jo(γ uk;−γ (uk − u)+))dΓ  c1∥∥γ (uk − u)+∥∥pLp(Γ ).
Thus from (6.10) we get∥∥(uk − u)+∥∥pLp(Q ) + (λ− c1)∥∥γ (uk − u)+∥∥pLp(Γ )  0.
Selecting λ c1 ensures that (uk − u)+ = 0, i.e., uk  u. The proof of u  u¯ follows the same arguments. 
By means of Lemma 6.1 we can prove the following extremality result.
Theorem 6.3. The solution set S has extremal elements, i.e., there exists a greatest solution u∗ and a least solution u∗ in S .
Proof. We prove the existence of the greatest solution of (6.1) within [u, u¯]. The proof of the smallest element can be
done in a similar way. Since W is separable, S ⊂ W is separable as well, and there exists a countable, dense subset
Z = {zn: n ∈N} of S . By Lemma 6.1, S is a directed set. This allows the construction of an increasing sequence (un) ⊂ S as
follows. Let u1 = z1. Choose un+1 ∈ S such that
max{zn,un} un+1  u¯.
The existence of un+1 is due to Lemma 6.1. Since (un) is increasing and both bounded and order-bounded, we deduce
by applying Lebesgue’s dominated convergence theorem that un → u∗ := supn un in Lp(Q ). By Theorem 6.2 we ﬁnd a
subsequence (uk) of (un), and u ∈ S such that uk ⇀ u in W , as well as uk → u in Lp(Q ) and in V . Thus u = u∗ , which
implies that the entire sequence (un) satisﬁes
un,u
∗ ∈ S, un ⇀ u∗ in W , un → u∗ in V .
By construction, we see that
max{z1, z2, . . . , zn} un+1  u∗, ∀n,
thus Z ⊂ [u,u∗]. Since the order interval [u,u∗] is closed in W , we infer
S ⊂ Z ⊂ [u,u∗]= [u,u∗],
which together with u∗ ∈ S ensures that u∗ is the greatest element of S . 
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