Abstract. In this paper we show how to use McMillan's complete finite prefix approach for process algebra. We present the model of component event structures as a semantics for process algebra, and show how to construct a complete finite prefix for this model. We present a simple adequate order (using an order on process algebra expressions) as an optimization to McMillan's original algorithm.
Introduction
A major problem in the verification of distributed systems is the state explosion problem. This problem results when the modelling a system consisting of parallel subsystems causes the model to have a number of states that is of the same order of magnitude as the product of the states of the subsystems. In process algebra (e.g. [Hoa85, BB87, BW90] state explosion may occur when using the standard interleaving semantics. In order to deal with this problem one line of research has been to look for alternative semantic models based on partial orders, of which event structures [Win89, BC94, Lan92] are a prominent example. Event structures can be used as a semantics for process algebra and are easily extended with timing, probabilistic and stochastic information [BKLL98,KLL
+ 98]. A problem though with event structures is that recursion leads to infinite structures, whereas for techniques like model checking it is important to have finite representations of infinite behaviour. An interesting direction of research has been initiated by McMillan, originally for finite state Petri nets [McM92, McM95a, McM95b] . He has presented an algorithm for constructing an initial part of the occurrence net [NPW81, Eng91] of a Petri net which contains all information on reachable states and transitions. This so-called complete finite prefix can be used as the basis for model checking [Esp94, Gra97, Wal98] . In this paper we explore how this McMillan complete finite prefix approach can be used in giving an event structure semantics to process algebra. Using a translation of process algebra into Petri nets (as has been done in [Old91] ) would pose severe complications when calculating a prefix. The translation there makes use of a trick for dealing with the choice operator; this has as a side effect that not all reachable markings correspond in a clear way to reachable process algebra expressions. This would greatly complicate the computation of a finite prefix. Therefore we directly translate a process algebra expression into a model similar to an occurrence net in which choice can be modelled in a natural way.
The paper is organized as follows. In section 2 we present a process algebra and a model called component event structures which is to process algebra what occurrence nets are to Petri nets. In section 3 we use this model as a semantics for process algebra and in section 4 we show how to construct a complete finite prefix for this model. In section 5 we present an optimization to the McMillan algorithm which has the same advantages as a proposal in [ERV97] but profits from the process algebra setting. Section 6 is for conclusions. An extended version of this paper (containing all proofs) can be found in [LB99] .
Process algebra and component event structures
This paper uses a simple process algebra with a parallel operator similar to the one from CSP [Hoa85] or LOTOS [BB87] . The syntax is given by the following grammar:
The inaction process stop cannot do anything. Action prefix is denoted by a; B where a ∈ Act, with Act a set of actions (a distinction between observable and invisible actions plays no role in this paper). The choice between B 1 and B 2 is denoted by B 1 + B 2 . Parallel composition is denoted by B 1 | A B 2 where A is the set of synchronizing actions; B 1 | ∅ B 2 is abbreviated to B 1 |B 2 . Finally, P denotes process instantiation where a behaviour expression is assumed to be in the context of a set of process definitions of the form P := B with B possibly containing process instantiations of P .
A process algebra expression can be decomposed into so-called components, which are action prefix expressions together with information about the synchronization context. This approach has been inspired by the Petri net semantics for process algebra presented in [Old91] . Definition 1. A component s is defined by S ::= stop a; B S | A | A S with B a process algebra expression; the universe of all components is denoted by Comp.
Convention: let S = {S 1 , . . . , S n } be a set of components, then we use the notation S | A = {S 1 | A , . . . , S n | A }, and similarly for | A S.
Definition 3. The decomposition function dec, which maps a process algebra expression on a state, is recursively defined by dec(B) = (S(B), R(B)) with
In order to avoid that the decomposition of a process instantiation leads to an infinite chain of substitutions, we have to adopt the constraint that all process definitions are guarded (see e.g. [BW90] ).
We define an event structure model which is very similar to a type of Petri nets called occurrence nets [NPW81, Eng91] ; the main difference is that there are no tokens, and conditions can be in a binary choice relation. 
We adopt some Petri net terminology: a marking is a set of conditions. A node is either a condition or an event. The preset of a node x, denoted by • x, is defined by
Definition 5. The transitive and reflexive closure of ≺ is denoted by ≤.
The conflict relation on nodes, denoted by #, is defined by: let x 1 and x 2 be two different nodes, then x 1 # x 2 iff there are two nodes y 1 and y 2 , such that y 1 ≤ x 1 and y 2 ≤ x 2 , with -either y 1 and y 2 are two conditions in the choice relation, i.e. y 1 ♯ y 2 -or y 1 and y 2 are two events with
Definition 6. A condition event structure is well-formed if the following properties hold:
. finite precedence, i.e. for each node x the set {y ∈ E ∪ D | y ≤ x} is finite 3. no self-conflict, i.e. for each node x: ¬(x # x) 4. for each event e:
• e = ∅ and e
Let d be a condition, then we define ♯(d), the set of conditions in choice with d,
Definition 7. Suppose we have a condition event structure, with e an event, and M and M ′ markings, then we say there is an event transition M
• e)) (note there are no loops in well-formed condition event structures). An event sequence is a sequence of events e 1 . . . e n such that there are markings
We call C = {e 1 , . . . , e n } a configuration of the condition event structure.
Definition 8. Two nodes x and x ′ are said to be independent, notation
Definition 9. A cut is a marking M such that for each pair of different con-
and that is maximal (w.r.t. set inclusion).
Definition 10. A condition event structure E = (D, E, ♯, ≺) with mappings l D : D → Comp (mapping conditions to components) l E : E → Act (mapping events to actions) is called a component event structure.
We will often be sloppy and denote a condition by its component label (but note that different conditions may be labelled with the same component).
Component event structures as semantics for process algebra
In this section we define a component event structure as a semantics for a process algebra expression with the help of a derivation system for transitions (again inspired by [Old91] ). This derivation system will allow derivations of transitions of the form S a −→ (S ′ , R ′ ), where S and S ′ are sets of components, and R ′ is a choice relation over components S ′ . The rules are given in table 1.
Definition 11. Let E be a component event structure. The possible extensions of E, denoted by P E(E), is the set of all pairs (D, S
can be derived from the rules in table 1 -E does not already contain an event e with l E (e) = a and
• e = D For component event structures it is easy to check that if two conditions have the same component label they are in conflict; this means that a set of pairwise independent conditions is labelled by a set of components with the same cardinality. Algorithm 1. Let B be a process algebra expression, with dec(B) = (S 0 , R 0 ). The unfolding of B, denoted Unf (B), is generated by the following algorithm:
Let E be the component event structure with conditions M 0 , l D (M 0 ) = S 0 , choice relation R 0 , and no events; pe := P E(E);
The algorithm only terminates for expressions with finite behaviour. For expressions with infinite behaviour, the above algorithm produces arbitrarily large unfolding approximations (under the fairness assumption that each pair in pe is eventually added to E). In that case we define Unf (B) as the limit of these approximations. It is easy to prove that Unf (B) is a well-formed component event structure, i.e. the properties of definition 6 hold. Notation: let R ⊆ S × S, and S ′ ⊆ S, then R⌈S ′ = R ∩ (S ′ × S ′ ). Note that if ♯ is the choice relation of Unf (B), and dec(B) = (M, R), then by the definition of unfolding R = ♯⌈M . In [Lan92] it is shown how by slightly adapting the standard operational semantics it is possible to derive event sequences. In [LB99] this idea has been adapted to component event structures and the following result has been proven there.
Theorem 2. Let B be a process algebra expression, Unf (B) its unfolding and M 0 the initial marking of Unf (B). Let σ be an event trace. Then:
In the last section we saw that there is a one-to-one correspondence between cuts and configurations via the mappings Cut and Conf. 
If C is a configuration, we will also write St(C) for St(Cut(C)).
A complete finite prefix for component event structures
In the last section we have defined the component event structure Unf (B) for a process algebra expression B. This representation may be infinite for recursive processes; we would like to have a finite representation of such behaviour. Therefore in this section we will look at McMillan's so-called complete finite prefix of an unfolding, which is an initial part of the unfolding that is complete in the following sense: For each cut M of Unf (B) there is a cut M ′ of the finite prefix such that:
, so the prefix contains all reachable states
the prefix contains all transitions
The complete finite prefix and McMillan's algorithm for computing it have originally been defined in the context of Petri nets (see [McM95b, Esp94, ERV97] ). However, the approach (using the concepts of event, configuration and cut) can be transferred completely to the setting of component event structures, as we show here. For details and proofs we refer to [McM95b, Esp94, ERV97] .
The complete finite prefix approach only works for finite state processes, i.e. processes with a finite number of reachable states. It is in general undecidable whether a process algebra expression is finite state. However, there exist syntactical restrictions that are sufficient to guarantee that an expression is finite state (see [FGM92] for discussion and overview). In the following we simply assume that all process algebra expressions are finite state.
We first need some preliminary definitions where we closely follow [ERV97] . Let E be a set of events and let C be a configuration of a component event structure. If C ∪ E is a configuration, and C ∩ E = ∅, then we denote C ∪ E by C ⊕ E, the extension of C by E. Let M be a marking of a (well-formed) component event structure. Define the successor nodes of M by N = {x ∈ E ∪ D | ∃y ∈ M : y ≤ x}. We define
It is easy to check that ⇑ M is a wellformed component event structure.
It is easy to check that for a configuration C the unfolding Unf (St(C)) is isomorphic to ⇑ Cut(C). So if C 1 and C 2 are two configurations such that St(C 1 ) = St(C 2 ), then ⇑ Cut(C 1 ) and ⇑ Cut(C 2 ) are isomorphic. So there is an isomorphism I C2 C1 from ⇑ Cut(C 1 ) to ⇑ Cut(C 2 ); this induces a mapping from the extensions of C 1 onto the extensions of C 2 , so C 1 ⊕ E is mapped onto
The following definition presents an important technical aspect of the calculation of a complete finite prefix.
Definition 12. A (strict) partial order < on the finite configurations of an unfolding is an adequate order iff:
1. < is well-founded, i.e. there is no infinite sequence C 1 = C 2 = . . . 2. < refines ⊂, i.e. C 1 ⊂ C 2 implies C 1 < C 2 3. < is preserved by finite extensions, which means that if C 1 < C 2 and
The original algorithm by McMillan uses as adequate order the order < m defined by C 1 < m C 2 ⇔ |C 1 | < |C 2 |. This order is intuitively easy to understand but can be very inefficient. An improvement has been given in [ERV97] ; in the next section we present an adequate order that is very suitable for a process algebra prefix. Definition 14. Let X be the set of nodes of Unf (B) such that x ∈ X iff no event causally preceding x is a cut-off event. Then the finite prefix Fp(B) of
So F p(B) contains all local configurations, and stops at cut-off events since their local configuration has been encountered already. The nice result (originally proven by McMillan for Petri nets [McM95b] ) is that this is enough to guarantee completeness, so the prefix contains also all non-local configurations; Fp(B) is finite and complete.
Conceptually a finite prefix is obtained by taking an unfolding and cutting away all successor nodes of cut-off events. This is not a practical recipe; the next algorithm shows how to obtain directly the complete finite prefix, without first creating the (possibly infinite) unfolding. First we redefine the set of possible extensions, to make sure that no successors of cut-off events are created.
Definition 15. Let E be a labelled component event structure with a set of cutoff events cut. The possible non-cut-off extensions of E, denoted by P E
As already noted in [ERV97] , the original McMillan ordering < m defined by C 1 < m C 2 iff |C 1 | < |C 2 | can be quite inefficient. Consider e.g. the expression a; P + b; P . Now although both a and b lead to the same state, it is not possible to make one of them a cut-off event as [a] and [b] have the same number of events. This makes it possible to find examples in which the finite prefix has a size that is exponential in the number of reachable states of the process algebra expression.
In [ERV97] an adequate order has been defined that does not suffer from this problem. This order is total on all configurations, so whenever two local configurations have the same state this leads to a cut-off. This is an important improvement on the original McMillan order, but an adequate order does not need to be total on all configurations, in order to have this property. The order in [ERV97] is rather complicated as it requires operations on configurations like subtracting the set of minimal events of a configuration (in fact this order is defined on suffixes of configurations).
In this section we define an adequate order which differs from < m only for configurations having the same state and the same number of events. This order is easy to implement as it is defined syntactically as a kind of lexicographical order on process algebra expressions. The order orders each pair of configurations with the same state, so local configurations having the same state always lead to a cut-off.
We assume that initially process instantiations in an expressions are indexed with simple process indices (denoted by Greek letters) and actions are indexed by action indices. We furthermore assume an operation Φ(B) that takes an indexed expression B and prefixes all indices with Φ. We change the operational rule for process instantiation into (Φ(B)
. This means that the process index of an instantiation P Φ has the effect of prefixing all indices in the defining expression of P with Φ, leading to process indices that are strings of simple process indices; for details we refer to [LB99] .
We assume there is an order on simple process indices; this order is arbitrary but we have (for technical reasons) the constraint that the order should respect the left to right order of the indices in the indexed process algebra expression that we are interested in (so if α is ordered before β, it will occur as a process index to the left of the occurrence of β). Remember that a proces index is a string of simple process indices; so the order on simple process indices induces a lexicographical order on process indices. This lexicographical order is not well-founded but can be used to define a well-founded order on process indices:
Definition 16. Let Φ 1 and Φ 2 be two process indices. We define Φ 1 ≪ Φ 2 iff either |Φ 1 | < |Φ 2 |, or |Φ 1 | = |Φ 2 | and Φ 1 is lexicographically smaller than Φ 2 .
With this order we can define an order on process algebra expressions that are equal modulo process identifiers; B 1 and B 2 are equal modulo process indentifier, notation B 1 = p B 2 , iff after removing all process indices they are equal.
A component is of the form stop Φ or a Φi ; B, with Φ a process index and i a simple action index, possibly decorated with strings of parallel operators to the left and right. In these cases we call Φ the process index of the component.
Definition 17. Let B 1 and B 2 be two different process algebra expressions with B 1 = p B 2 . Then to each component of B 1 corresponds a component of B 2 that is equal modulo process identifiers. We define B 1 ≪ B 2 iff for the leftmost first two corresponding components of B 1 respectively B 2 that have different process indices Φ 1 respectively Φ 2 holds:
Example 2. Suppose α comes before β in the order on simple process indices, then
With the help of ≪ we define the state order < s on the configurations of Unf (B): Definition 18. Let C 1 and C 2 be two configurations of Unf (B). Then We think that in comparison with the adequate order of [ERV97] our order is easier to understand as it is based on a syntactical lexicographical order on process algebra expressions. For the same reason we expect it to be easy to implement. This will be checked in an implementation of our algorithm that is currently under construction.
Conclusions
We have presented component event structures which are similar to both prime event structures and occurrence nets. The advantage of component event structures over Petri nets is that the choice operator can be modelled naturally with the choice relation. When using Petri nets to model process algebra (as has been done in [Old91] ) extra places have to be introduced, using a technical trick, to model the effect of choice. This trick leads to markings that do not directly correspond to process algebra expressions (only after a kind of garbage collection) which would greatly complicate the construction of a complete finite prefix. Our component event structures do not suffer from these complications. In addition, they are very similar to prime event structures which can be obtained by just deleting the components.
We have shown how McMillans approach can be used for obtaining a finite complete prefix. We have presented an optimization that has the same effect as the one in [ERV97] but profits from the process algebra context in such a way that it is less complex.
Our current research is concentrating on how the complete prefix can be transformed into a kind of graph grammar that produces the infinite behavior. This graph grammar representation can then be used for simulation and model checking. Furthermore, using timed, probabilistic and stochastic extensions similar to [KLL + 98,BKLL98] we will investigate how the graph grammar can be used for performance modelling. We are also working on an implementation which we hope to finish soon.
