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Abstract
This thesis describes the design and construction of a three-dimensional
optical tweezer system. The three-dimensional aspects were constructed as a
modular upgrade to a previously existing one-dimensional system and were
characterised using 87Rb with avenues for future research using 40K in mind.
The three-dimensional optical tweezer system was used to demonstrate multiple
Bose-Einstein condensation in horizontal and vertical planes and gravitationally
driven atomic collisions.
In order to take advantage of the three-dimensional nature of the optical
tweezer system and to build capabilities with Rydberg quantum optics, vortex
lattice studies and atom interferometry, a vertical imaging path was added to
the existing experiment. Compared with the existing horizontal imaging path,
the vertical imaging path has higher spatial resolution. A magnetic levitation
scheme was implemented to prevent depth of focus issues due to atoms falling
under the influence of gravity during ballistic expansion in time-of-flight. The
levitation scheme was also used to increase the maximum time-of-flight using the
horizontal imaging path by more than a factor of two. The improved resolution
enabled observation of matter wave interference fringes for the first time in the
Kjærgaard lab, which is a first step towards the study of quantum vortices.
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1.1 History of Optical Trapping and Manipu-
lation
Radiation pressure was discussed theoretically by James Clerk-Maxwell as
early as 1876 and was used to explain the solar repulsion which causes comet
tails to always point away from the sun by Pyotr Lebedew in 1892 [1]. How-
ever, radiation on macroscopic objects and absorbing gases was not detected
in a laboratory setting until the year 1901 when Nichols and Hull were able to
measure the effect of a lamp on a torsion balance holding mirrors at various
gas pressures [1]. The forces involved were so minute that they were consid-
ered to be completely irrelevant in terms of any practical application and only
after the invention of the laser in 1960 was it possible to create a light field
with high enough intensity to produce a force which was usable in a laboratory
context [2]. In 1970 Ashkin demonstrated the use of focussed laser beams to
manipulate micrometer sized objects [3] and identified a scattering force in the
propagation direction and a gradient force in any direction corresponding to an
intensity gradient [2].
In the years that followed there has been an explosion of research into the
field of optical trapping and manipulation [4]. Some specific accomplishments
from the field include trapping of single living cells [5], production of an atomic
Bose-Einstein condensate (BEC) in an all optical potential [6, 7], particle sorting
in microfluidic flow [8], quantum simulation of complex systems using ultracold
quantum gases [9], and measurement of the force extension curve of protein-
bound DNA [10].
An important advancement for optical trapping in the field of ultracold atoms
from the past decade was the experimental demonstration of ‘painting’ arbitrary
potentials through time averaged trapping [11] which was inspired by the use
of a magnetic trap deformed by four infrared beams to create multiple static
traps [12]. A plethora of techniques have been developed for creating arbitrary
and often dynamic potentials including the use of spatial light modulators [13–
15], digital-micromirror devices [16], rapidly frequency toggled acousto-optic
1
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deflectors (AODs) [11, 17–20] and holographic optical elements [21].
1.2 This Thesis
This thesis describes the design and construction of a three-dimensional and
dynamically reconfigurable optical tweezer system based on time averaged opti-
cal potentials generated by two pairs of dual-axis AODs. The system is designed
as an upgrade to the one-dimensional optical tweezer based atom collider which
has been operating in the Kjærgaard lab at the University of Otago for a number
of years [18, 22–26].
In future experiments, the optical tweezer system described in this thesis
will unlock new capabilities in the Kjærgaard lab. In particular, we will be able
to produce time averaged optical ring potentials [19, 20], study quantum vortex
phenomena [27, 28] and work with arrays of Rydberg ensembles [29–32].
A recent experiment by Pu et al. has demonstrated entanglement between
micro-ensembles of ultracold atoms using two-axis AODs driven by multiple
radio frequencies simultaneously [33]. However, the micro-ensembles were con-
tained within the same magneto-optical trap (MOT) and collision mediated
interactions between atoms were limited by large separations (180 µm) between
micro-ensembles and short experimental time scales (5.8 µs).
Applying this optical tweezer system with the methods of Pu et al. could
provide longer coherence times due to the use of colder and fully isolated atomic
ensembles. In addition, the use of a fully optical trap would add the ability to
actively cancel background magnetic fields in order to prevent Larmor precession
of spin-waves.
1.2.1 Layout
Chapter 2 gives a broad overview of the theory underpinning this thesis
including Gaussian beam optics, dipole trapping of neutral atoms and acousto-
optic deflection. All of this is put in the context of optical manipulation of
bosonic 87Rb and fermionic 40K. Some theory of ultracold gases is presented
including quantum regimes of Bose-Einstein condensation and degenerate Fermi
gases. The emphasis is placed on Bose-Einstein condensation of 87Rb since this
is the primary field of study in this thesis.
Chapter 3 gives a brief overview of the ultracold atom machine based at the
University of Otago. Details of magneto-optical trap loading, optical pump-
ing and mechanical transfer to the science chamber are discussed. Some of
the capabilities of the one-dimensional optical tweezer system which had been
constructed previously [17] are presented.
Chapter 4 goes into detail about the upgrade from one-dimensional optical
tweezers to three-dimensional optical tweezers. Three-dimensional computer
drawings which were used to help with conforming to spatial constraints are
2
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shown along with calculations relating to the optical elements involved. Various
sets of calibration data collected for the constructed system are presented.
Chapter 5 presents some early testing of the new capabilities of the opti-
cal tweezer system, starting with multiple Bose-Einstein condensation in one
dimension and then up scaling to multiple Bose-Einstein condensation in ver-
tical and horizontal planes. The use of the optical tweezer system to form a
gravitationally driven collider was also explored.
Chapter 6 describes the construction of a secondary absorption imaging
path orthogonal to the existing path in order to take advantage of the three-
dimensional nature of the optical tweezer system. It is shown that depth of focus
issues can arise when imaging vertically due to atoms falling under the influence
of gravity and this issue is resolved through the use of magnetic levitation during
ballistic expansion.
Chapter 7 shows some data corresponding to the first observations of matter
wave interference in the Kjærgaard lab.
Chapter 8 presents some theoretical considerations towards observing vor-
tices and vortex lattices. Atom interferometry with ring traps and Rydberg
quantum optics are also discussed.
1.3 Division of Labour
The ultracold atom machine and one-dimensional optical tweezer system
were constructed by a mixture of current and former members of the Kjærgaard
lab prior to the commencement of the work presented in this thesis. Amita
Deb had a role in almost all aspects of this project, usually in the capacity of a
mentor but also at times assisting with alignment of optics, debugging of code,
and data acquisition. Ryan Thomas helped immensely with the state prepara-
tion described in Chapter 6 and collected the data presented in Section 4.6.1.
Matthew Chilcott assisted with the design of the temperature sensing circuit for
the levitation coil. Niels Kjærgaard provided overall guidance for the project
including the idea to build a three-dimensional optical tweezer system and, at






In this chapter, the theoretical concepts which underpin this thesis are pre-
sented. In particular, we consider Gaussian beam optics, dipole trapping of
neutral atoms, acousto-optic deflection, and quantum gases.
2.1 Gaussian Beam Optics
2.1.1 Wave Equation Solution
In order to efficiently design an optical tweezer system, one must understand
the propagation of Gaussian laser beams and how this is modified by common
optical elements. This is because a Gaussian beam provides an accurate mathe-
matical description of real laser beams. Here, the results of [34] are summarised.
The basic problem is to find a solution to the scalar wave equation for an





E(r, t) = 0, (2.1)
where c is the speed of light. We look for a solution of the form E(r, t) =
ε(r) exp (−iωt), where ω is the angular frequency of electric field oscillation.
Note that the well known plane and spherical wave solutions are not appropriate
because the plane wave solution is not localised in area and the spherical wave
solution is not unidirectional; a laser beam has both of these properties.
Thus we impose two further constraints on the form of our solution: first,
exp (ikz), where k = ω/c, should factor out of the solution such that ε(r) =
ε0(r) exp (ikz) and, second, the factored solution ε0(r) should have negligible












To ensure that our solution is localised in area, ε(r) should force the field to
tend towards zero for points far from the propagation axis.
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Imposing all of our constraints on Equation 2.1 and defining the transverse












ε0(r) = 0. (2.3)
Equation 2.3 is analytically solvable and we can use the (assumed to be)
known power, P , of the laser beam as well as the choice to set r = 0 at the
transverse centre and longitudinal focus of the beam to obtain an expression for
the electric field of a Gaussian beam
E(r, t) =
√













Here, ε0 is the permittivity of free space, zR = πw
2
0/λ is the Rayleigh range,
ϕ(z) = arctan (z/zR) is the Gouy phase, R(z) = z
2
R/z + z is the radius of
curvature of the wavefront, and w(z) = w0
√
1 + (z/zR)2 is the radius of the
beam1. The quantities w0 and λ = 2π/k are the spot size at beam waist and
wavelength of the beam, respectively. By considering the expression for w(z)
we can see that the Rayleigh range represents the distance the beam propagates
from the focus to the point where the radius of the beam has increased by a
factor of
√
2. We can see that on any constant-z-plane, the electric field is
Gaussian which is the origin of the name Gaussian beam.
2.1.2 Propagation
In principle, Equation 2.4 tells us about the electric field of a laser beam
(apart from the polarisation) everywhere in free space, as illustrated in Figure 2.1
where a plot of w(z) is shown for w0 = 40 µm and λ = 1064 nm. This is altered,
however, if the beam passes through some optical element which changes the
effective propagation (a lens, for example). In order to account for this we










The complex-q parameter is remarkably useful in the sense that it transforms
analogously to the vector (x, θ) in ray transfer matrix analysis (also known as
the ABCD law) [35].
In ray transfer matrix analysis, a ray which propagates with an angle, θ1,
with respect to the optical axis and encounters an optical element at a distance,
x1, from the optical axis will be transferred to a new ray. The new ray will have













1Defined as the distance from the propagation axis where the light intensity has dropped
to exp (−2) ≈ 13% of its peak value.
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Figure 2.1: A plot of the radius of a Gaussian beam for w0 = 40 µm and λ =
1064 nm.
where the definitions of A, B, C, and D depend on the specific optical element.
Similarly, if a Gaussian laser beam with complex-q parameter, qi, encounters





where the parameters A, B, C, and D are the same as those in Equation 2.6.
In this thesis, we use two particular ABCD matrices. First is the matrix







And second, the matrix corresponding to propagation through a thin lens of










While Equation 2.4 does indeed describe real laser beams very well, it is
not an exact or unique solution describing all possible laser beams. For one,
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we have neglected the term exp (ikz) ∂
2
∂z2
ε0(r) in Equation 2.2. On top of that,
Equation 2.4 is formed from only one of an infinite number of solutions to
Equation 2.3.
The particular solutions to Equation 2.3 are [34]

























exp (ikz − iωt) exp [−iϕ(z)], (2.10)
where
Hn(x) = (−1)n exp (x2)
dn
dxn
exp (−x2), n ∈ N, (2.11)
are the Hermite polynomials and we have assumed that the beam is symmetric
on any transverse plane. One can see that with l = m = 0 and a judicious choice
of E0, Equation 2.10 reproduces Equation 2.4. In general, this means that the
complex-q parameter is not a sufficient description for all possible laser beams.









−∞ I(x, y, z)dxdy
, (2.12)
and similar for y. Here, x0 and y0 are the first moments of I(x, y, z) with respect
to x and y. The quantity Wi(z) = 2σi(z) propagates according to [36]









(z − z0i)2, (2.13)
where i = x, y.
Capturing the intensity profile with a CCD at several values of z allows us
to fit equations of the form W 2i (z) = ai × z2 + bi × z + ci. Equating coefficients

















An ideal Gaussian beam has M2x = M
2






2.2 Dipole Trapping of Neutral Atoms
2.2.1 Two Level Atoms
Optical tweezers for neutral atoms operate on the principle of dipole trap-
ping. One way to formulate optical dipole traps mathematically is to consider
8
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a two level quantum system with energy levels separated by ~ω0, where ~ is the
reduced Planck’s constant, and a coupling field oscillating at angular frequency
ω. Under the rotating-wave approximation and considering the Hamiltonian in







where Ω is the Rabi frequency and ∆ = ω − ω0 is the detuning of the optical
field from resonance. This Hamiltonian can be diagonalised to obtain eigenvalues
corresponding to the energies of the ground and excited states: Eg = |~Ω|2/∆
and Ee = −~∆− |~Ω|2/∆. So we can see that for a given ∆ < 0 (red-detuning)
the ground state energy is lower in regions where |Ω|2 is greater. Since |Ω|2 is
proportional to light intensity, I(r), [39] a two level atom will be attracted to
high intensity regions of a red-detuned light field.
In principle this two-level quantum mechanical description can be extended
by considering precisely the relationship between Ω and I(r) and including
counter-rotating terms (terms which are resonant at −ω0 [40]) to derive a quan-
titative expression for the potential energy of neutral atoms in an optical dipole
trap. However, a more intuitive approach involves a semi-classical treatment
where the neutral atom is treated as an electric dipole driven by an oscillating
electric field. The derivation of this semi-classical potential has been detailed
excellently several times already [17, 40, 41]. A brief summary of the derivation
is presented here since this is the model which has been used throughout this
thesis.
Consider a polarisable particle exposed to an electric field
E(r, t) = êẼ(r) exp (−iωt) + êẼ∗(r) exp (iωt), (2.16)
this field induces a polarisation vector with amplitude
p̃ = α(ω)Ẽ. (2.17)




〈p · E〉 = − 1
2ε0c
Re(α)I(r), (2.18)
where 〈·〉 represents a time average and I = 2ε0c|Ẽ|2. The oscillator also absorbs





Equation 2.18 tells us about the conservative potential experienced by the par-
ticle and Equation 2.19 tells us about the non-conservative effects of the electric




Consider an atom comprised of a single electron of mass, me, and charge, e,
bound to the core (singly charged ion) with a spring-like force and an oscillation
eigenfrequency, ω0. This is known as the Lorentz model. Using the Larmor
formula for the damping due to dipole radiation of the oscillator, one can solve





ω20 − ω2 − iωΓω
, (2.20)
where Γω = e
2ω2/(6πε0mec
3) is the classical damping rate. Introducing the on
resonance damping rate Γ = (ω0/ω)




























These turn out to be the same expressions obtained from the two-level quantum
system treatment if we regard Γ as the natural linewidth (full width at half
maximum) of the transition, rather than the classical damping rate on reso-

















where, as before, ∆ = ω− ω0 is the detuning from resonance. Since Udip ∝ ∆−1
and Γsc ∝ ∆−2, it is possible to choose a value of ∆ sufficiently large (and
negative) but not too large such that we obtain significant trapping from the
conservative Udip while keeping Γsc negligible.
Combining Equation 2.23 with our previous expression, Equation 2.4, for a
Gaussian beam, we obtain the expression for a two level atom with resonant fre-
quency ω0 in a laser beam of optical frequency ω and beam waist w0 propagating














For reference, Appendix A lists some important physical values for 87Rb and
40K (since these are the two isotopes most relevant to this thesis) taken from [42]
and [43], respectively. It should be acknowledged that the dipole trapping model
in this section cannot be the whole story because of the fact that there are no
two level atoms. Fortunately, for alkali metals, the difference can be treated as
a second order perturbation [40] and the model of Equation 2.25 is adequate for
this thesis.
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2.2.2 Cross Beam Dipole Traps
The potential described by Equation 2.25 provides excellent confinement in
the transverse directions but offers very little in the way of axial confinement.
In 1995 Adams et al. solved this problem by implementing a dipole potential
consisting of two laser beams with orthogonal propagation axes [44]. Allowing
these two beams to have different spot sizes and powers and including the po-
tential due to Earth’s gravitational field (the y-axis is chosen to be the axis of

























where g is the acceleration due to gravity at sea level and the beams are taken
to be propagating along the z- and y-axes.
Figure 2.2 shows the x = 0 slice of Equation 2.26 for 87Rb with w0z = 60 µm,
w0y = 40 µm, Pz = 1.2 W, and Py = 100 mW.
2.2.3 Harmonic Oscillator Approximation
A useful and commonly made approximation for optical dipole traps is the
harmonic oscillator approximation. We perform a Taylor expansion on Equa-
tion 2.26 and keep only terms up to order 2 to get a new potential [37]































































In fact, we can make a further approximation by neglecting the effect a laser
beam has on the trapping frequency corresponding to the propagation axis of
that beam. This further approximation comes with very little cost to accuracy
since typically zR  w0z. At the same time, we can improve our approxima-
tion and clarify the effect of gravity on the potential by evaluating our second
11
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Figure 2.2: Cross beam dipole trap potential as described by Equation 2.26 on the
x = 0 plane for 87Rb with w0z = 60 µm, w0y = 40 µm, Pz = 1.2 W, and Py = 100 mW.
Note that the potential has been presented in units of µK but this is just a convenient
scaling obtained by dividing by Boltzmann’s constant, kB, and does not represent a
temperature2.
order Taylor expansion at the local minimum of the cross beam potential in the
presence of gravity (see Appendix C.1). Thus we obtain a harmonic oscillator
approximation which does not contain a perturbing term but does account for
gravity















where ω′z is the same as in Equation 2.28 except the Pz term has been dropped
and the expression for ω′y is given in Appendix C.2.
2.2.4 Time Averaged Potentials
For many applications of current interest such as atom interferometry [45]
and atomtronics [46], it is desirable to be able to create custom tailored po-
tentials beyond a single cross beam dipole trap. In particular, topologically
2In fact the maximum temperature of atoms which can be trapped is related to the trap
depth in units of temperature by a factor of 8, see Appendix B.
12
2.3. ACOUSTO-OPTIC DEFLECTION
non-trivial geometries are of interest [47–49]. Dynamic potentials are also de-
sirable in many experiments [27, 38].
Various methods have been employed for creating dynamic potentials. Some
popular examples include spatial light modulators [13, 14] and digital-micromirror
devices [16]. Spatial light modulators suffer from two major disadvantages which
are low total diffraction efficiency and low optical damage threshold [21]. Digital-
micromirror devices can solve the problem of low optical damage threshold as
well as reducing computation time compared to a spatial light modulator but
suffer from relatively low total reflection [16]. Tempone et al. [21] have demon-
strated a solution to the problems with spatial light modulators by writing the
diffractive pattern from a spatial light modulator onto a holographic optical
element, the drawback being that the dynamic capability of the spatial light
modulator is lost.
In 2009 Henderson et al. demonstrated a method for ‘painting’ arbitrary3
and dynamic potentials by rapidly scanning a laser beam using two orthogo-
nal AODs, some examples given were ring- and square-shaped potentials, and
arrays of BECs with engineered defects. [11]. The main benefits of the tech-
nique are that acousto-optic devices can have very high diffraction efficiencies,
are typically much faster than mechanical devices and have much greater power
handling capabilities than spatial light modulators and digital-micromirror de-
vices (acousto-optic devices can handle optical powers on the order of 15 W due
to the fact that there are no cemented optical joints [50]). The technique has
since been extended to create an optical collider [18] and large time averaged
ring traps [19, 20], among other experiments.
2.3 Acousto-optic Deflection
The apparatus developed in this thesis and its predecessor [17] are based on
acousto-optic deflection as described in [11]. Therefore, the theory of operation
for AODs is detailed in this section.
The basic principle of acousto-optic interaction involves an acoustic wave
creating a periodic modulation of the refractive index of a crystal which behaves
as a diffraction grating for optical waves [17]. We first define the so-called quality





where λ is the optical wavelength, n is the refractive index of the crystal in the
absence of acoustic waves, L is the distance the laser beam travels through the
crystal and Λ is the acoustic wavelength.
3Arbitrary in a horizontal plane.
4It should be noted that this quality factor does not describe the crystal in the sense that














Figure 2.3: (a) Schematic representation of the Raman-Nath regime, Q 1, where
several diffraction orders exist. (b) Schematic representation of the Bragg regime,
Q 1, where only one diffraction order exists. These schematics are based on figures
from [51] and do not account for refraction at the air-crystal interface.
There are two regimes where the system can be treated analytically. First the
Raman-Nath regime, characterised by Q  1. In the Raman-Nath regime the
laser beam is incident approximately normal to the crystal surface and a large
number of diffraction orders are present. The intensity of each order is given
by a Bessel function. The second regime is the Bragg regime where the laser
beam is incident at an angle, θB, known as the Bragg angle and is characterised
by Q  1. In the Bragg regime, all diffraction orders but one are eliminated
by destructive interference. The two regimes are represented schematically in
Figure 2.3.
When using acousto-optic deflection for optical tweezers, the Bragg regime
is desirable since we want most of the available laser power in a single steerable
beam [52]. In the Bragg regime, the separation angle between the first order





where F is the frequency of the acoustic wave and v is the acoustic velocity
in the crystal. However, if a truly plane wave was incident upon the crystal
at the Bragg angle, a slight change in acoustic frequency would result in zero
diffraction [50]. This does not happen for any real beam which must be finite in
size and divergence and therefore can be written as a series of plane waves with
slightly different propagation directions allowing Bragg diffraction to survive a
change in acoustic-frequency [50]. The trade-off is that for a beam with finite
divergence, the fraction of incident light which is diffracted, the diffraction effi-
ciency, cannot be equal to one [50]. Usually, one would also want to limit the
divergence of the acoustic wave since the only useful momentum components
in the acoustic wave are the ones which can phase-match with the momentum
components of the light wave but failure to do so corresponds to wasted acoustic
power and not necessarily reduced diffraction [53].
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Acousto-optic deflection as described here applies equally to devices known as
acousto-optic modulators (AOMs) and AODs. The primary difference between
the two kinds of devices is that AOMs typically use longitudinal sound waves
while AODs use shear waves [54]. Diffraction from the shear mode is caused
by an anisotropic interaction between the light field and the crystal which also
results in a rotation of the polarisation of the light by 90◦ [51].
The 90◦ polarisation rotation caused by anisotropic interaction makes AODs
ideal for optical tweezers because, in the particular case of tellurium dioxide
(TeO2), the diffraction efficiency from the acoustic shear waves is strongly po-
larisation dependent, meaning the polarisation rotation is in fact beneficial for
using a pair of orthogonal deflectors for two dimensional scanning. Furthermore,
as we can see from Equation 2.31, the decreased acoustic velocity associated to
the shear mode wave5 increases the deflection angle of the diffracted beam which
is desirable for our experiments.
2.4 Quantum Gases
The work in this thesis builds the ground work for several phenomena which
require quantum degenerate Bose gases. For example, in Chapter 7, the first
observations of matter wave interference in the Kjærgaard lab are presented.
Furthermore, planned future experiments involve the study of vortices [27], vor-
tex lattice structures [28], and atom interferometry [20] all of which require
BECs. Therefore, the phenomenon of Bose-Einstein condensation is presented
here. A further suggested field of study is Rydberg quantum optics which does
not necessarily require quantum degenerate gases but can benefit from the use
of degenerate Fermi gases due to decreased atom density fluctuations [55].
2.4.1 Bose-Einstein Condensation
For our description of Bose-Einstein condensation we follow the treatment
given in [56].
Ideal Gas Model
For identical bosons, the occupation number of a state with energy, u, is
given by the Bose-Einstein distribution [57]
n(u) =
f(u)
exp [(u− µ)/kBT ]− 1
, (2.32)
where f(u) is the density of states (the number of states with energy between u
and u+ du, where du→ 0), kB is Boltzmann’s constant, and µ is the chemical
potential, which satisfies µ ≤ 0 for bosons.








would appear not to be conserved, since the particles with u = 0 are given zero
weight by the density of states [57, 58]. However, the total number of massive
particles must be conserved, so for atoms we consider the limit u→ 0 separately.
In a uniform potential f(0) = 1, so
N0 = n(0) =
exp (µ/kBT )
1− exp (µ/kBT )
. (2.33)
Adding N0 to the number of particles in all other states gives the total number
of particles in a uniform potential of volume V [56]






2π~2/(mkBT ) is the de Broglie wavelength [59], Z = exp [µ/(kBT )]
is the fugacity [56], and Lin(q) =
∑∞
l=1 q
l/ln is a polylogarithm [57]. The pop-
ulation in the ground state (u = 0) is negligible until the chemical potential
approaches zero and the ground state population becomes macroscopic. This
is the phenomenon known as Bose-Einstein condensation [56]. We can define a
critical temperature Tc which is the lowest temperature where the ground state









where n = N/V is the number density of particles.





















If we consider a harmonic potential with trapping frequencies ωx, ωy and ωz


















6We have set Z = 1 because we are considering the limit where µ → 0 and we are just












where ω̄ = (ωxωyωz)
1
3 is the geometric average trapping frequency and Li3/2(1)→
Li3(1) due to increasing the number of degrees of freedom from three to six.
Weakly Interacting Gas
While the above results capture the essential physics of Bose-Einstein con-
densation, the model ignores interactions between particles. For a sufficiently
dilute gas, we need only consider two body collisions characterised by the s-wave
scattering length, as. The interaction energy between any two atoms can then






Adding this interaction to the trapping potential in the time-dependent Schrödinger









∇2 + U(r) + gs|Φ(r, t)|2
]
Φ(r, t). (2.42)
The Gross-Pitaesvkii equation allows a ground state solution with separation
of spatial and temporal variables by factoring the wave function as Φ(r, t) =




∇2 + U(r) + gs|φ(r)|2
]
φ(r) = µφ(r). (2.43)
In general, Equation 2.43 cannot be solved analytically. However, if we
consider the limit of zero temperature where the kinetic energy term is much
smaller than the potential terms we find
|φ(r)|2 ≈ µ− U(r)
gs
. (2.44)
This is known as the Thomas-Fermi approximation [59]. Physically, we can
interpret |φ(r)|2 as the number density, n(r), of particles and, for a harmonic
potential, we can see that the condensate has a parabolic density profile. Since
a negative number density is unphysical, we set n(r) to zero at any point where
[µ− U(r)]/gs < 0. Thus, for normalisation, we require [59].∫ ∞
−∞
max {[µ− U(r)] /gs, 0} d3r = N0. (2.45)
This correction introduces a discontinuity in the first derivative of the density
profile but the Thomas-Fermi approximation is still useful for informing the
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experimental observation that an atomic cloud with temperature 0 < T < Tc
has a density profile which is well approximated by a Gaussian distribution
representing the thermal fraction and a parabolic distribution representing the
condensate fraction. Of course, the above derivation applies to a condensate
which remains trapped but it has been shown that a condensate maintains its
parabolic density profile after the trap is switched off and the gas is allowed to
expand [59].
2.4.2 Degenerate Fermi Gases
From a quantum mechanical viewpoint, the principal difference between
bosons and fermions is that bosons have integer spin (S = 0, 1, 2, ...) while
fermions have half-integer spin (S = 1/2, 3/2, 5/2, ...) [60]. Fermions are also
required to have a net anti-symmetric wave function while bosons are required
to have a symmetric wave function [60]. The anti-symmeterisation of fermionic
wave functions is the source of the well known Pauli exclusion principle which
prevents any two identical fermions from sharing the same single particle state [61].
The statistical mechanics interpretation of the difference between bosons
and fermions is that rather than the Bose-Einstein distribution, fermions are
described by the Fermi-Dirac distribution which is a direct result of the maxi-
mum occupancy of any state being 1 [57]:
n(u) =
1
exp [(u− µ)/kBT ] + 1
. (2.46)
In contrast to bosons, when the temperature approaches 0 K fermions smoothly
begin to occupy all states up to an energy, EF , known as the Fermi energy with
exactly one particle per state. For a harmonic oscillator potential, the Fermi




and the density profile has a flat top with respect to spatial variables.
The Fermi temperature, which roughly corresponds to the temperature of a
gas of fermions where the particles begin to fill states with unity occupation, is
defined as TF = Ef/kB and the fraction of particles in thermal states (states








Li3[− exp (µ/kBT )] (2.48)
and µ→ EF as T → 0 K.
For a cloud with temperature 0 < T < TF the density profile only differs
from that of a thermal cloud at the edges of the spatial distribution (often




The Otago Ultracold Atom
Machine
While the construction of the ultracold atom apparatus used in this thesis
was completed before work on the three-dimensional optical tweezer system
began. A description of the apparatus will be useful both as a frame for the
starting point for this project and for general completeness in this thesis. The
bulk of the construction the ultracold atom machine was completed as part of
the PhD thesis work of Ana Rakonjac [62]. Further and updated details can be
found throughout several theses completed in the Kjærgaard lab [17, 38, 63–65]
and a brief summary is given here.
3.1 Magneto-Optical Trap
Like all ultracold atom machines, we begin with a magneto-optical trap
(MOT). The ultracold atom machine in the Kjærgaard lab employs a dual
species 3D-MOT: preparing laser cooled samples of both 87Rb and 40K. All
of the lasers used in the MOT are derived from Toptica DL-Pro external cav-
ity diode lasers except for the potassium repump laser which is a New Focus
StableWave.
The MOT follows the general recipe of 3D optical molasses accompanied by
a magnetic quadrupole field [38]. The two MOTs can be run simultaneously and
the atom number saturates after about 20 s of loading. A typical experimental
run involves ∼ 50 s of loading in order to allow the cooling down of electronics
controlling the Ioffe-Pritchard (IP) trap, used further into the experimental se-
quence. There are significant differences in the optics used for the 87Rb and 40K
MOTs so one section is dedicated to each.
3.1.1 Rubidium-87 MOT
The cooling beams for 87Rb are derived from a diode laser locked to the
F = 2→ F ′ = 2, 3 cross-over transition of the D2 line using a standard saturated
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absorption spectroscopy set up [38, 63]. The frequency locked laser light is
double-passed through an AOM to allow tuning over a ∼ 60 MHz range before
passing through a tapered amplifier and being sent to the MOT optics through
an optical fibre.
The cooling light is split into six σ+ polarised beams arranged into three-
dimensional optical molasses. Due to the nature of laser cooling, the MOT
beams are necessarily red-detuned from the F = 2 → F ′ = 3 transition, which
means off-resonant excitations to the F ′ = 2 manifold could cause atoms to decay
into the F = 1 manifold. To replenish the F = 2 manifold with atoms which have
decayed to the F = 1 manifold, a repump laser locked to the F = 1→ F ′ = 1, 2
cross-over transition is switched on and off by a fixed frequency AOM. The
repump beam is split into two paths and enters the MOT chamber through the
top and bottom windows [38].
After loading the MOT, the repump light intensity is reduced in order to
allow atoms to be pumped to the F = 1 manifold to compress the atomic
cloud before switching of the quadrupole field for 30 ms of optical molasses
and polarisation-gradient cooling. The last stage of the MOT is to apply a
small bias magnetic field and circularly polarised light to pump atoms into the
52S1/2|F = 2,mF = 2〉 state [38].
3.1.2 Potassium-40 MOT
One difference between the 87Rb and 40K MOTs is the way the lasers are
locked. The natural abundance of 40K is only 0.012 % [38], therefore the dis-
pensers inside the vacuum system use isotopically enriched potassium. However,
using enriched samples in vapour cells for saturated absorption spectroscopy is
impractical. The cooling laser is locked to the F = 1, 2 crossover line between
ground state levels of 39K before being frequency shifted through two double pass
AOMs which allows the frequency of the beam to be tuned about a 600 MHz off-
set. The cooling beam ends up red-detuned from the 40K F = 9/2→ F ′ = 11/2
transition and is passed through a tapered amplifier before being transported
to the MOT chamber by optical fibre and being joined to the rubidium beams
using custom waveplates, which act as λ/2-plates at 780 nm and λ-plates at
767 nm, and polarising beam splitters [38, 66].
Decay into the F = 7/2 dark state is much faster than decay into the F =
1 manifold in rubidium. The repump laser for potassium requires a tapered
amplifier and enters the MOT chamber in six beams. In addition, the 40K
repump beam is locked by combining with the cooling beam on a non-polarising
beam-splitting cube and measuring the interference signal on a photodiode. The
measured signal is phase locked to a generated signal using a phase-comparator
which allows the repump frequency to be locked and tuned.
To maximise the atom number, we employ a dark spontaneous force optical
trap where opaque disks are placed in the repump beam path. The opaque
disks reduce the repump light intensity at the centre of the MOT. In addition,
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depumper beams which actively pump atoms from the F = 9/2 manifold to
the F = 7/2 manifold are used [38, 67]. The benefit of allowing more atoms
to be pumped to the dark state is that those atoms scatter less light than they
would in the F = 9/2 manifold which allows higher densities in the MOT due
to reduced re-radiation pressure.
We usually load the MOT with rubidium only or rubidium and potassium
simultaneously. After the optical molasses phase the 40K atoms are pumped
into the 42S1/2|F = 9/2,mF = 9/2〉 state.
3.2 Ioffe-Pritchard Trap
After the MOT phase, atoms are transferred down a 53 cm long tube into
the science cell which is at a much higher vacuum (∼ 10−11 torr) than the MOT
chamber. This is accomplished by ramping up the current in the coils used for
the MOT quadrupole field to 390 A, which produces a vertical field gradient of
105 G · cm−1. Moving these coils on a mechanical track with a reproducibility
of ±1.3 µm transports atoms to the science cell [62].
At the time when the atoms reach the science cell their temperature is on the
order of 100 µK which is far too high for any of the experiments we wish to do.
The next step to achieving lower temperatures is evaporative cooling. However,
quadrupole traps are known to experience atom loss at low temperature due to
Majorana spins flips to untrapped states which occur near the field zero [38].
Therefore, the atoms are transferred into an IP trap.
An IP trap consists of a 2D magnetic quadrupole field in the xy-plane (as
before, the y-axis is in the vertical direction) formed by (effectively) four current
carrying bars combined with the fields of a pair of Helmholtz coils and a pair
of pinch coils. The pinch coils are positioned such that the separation distance
between the coils is greater than the radii of the coils which creates a large
offset field as well as curvature in the ẑ direction. The Helmholtz coils on the
other hand produced a uniform field in the opposite direction to the pinch coils
which partially cancels the large offset field. The particular IP coils used in the
Kjærgaard lab ultracold atom machine differ from a standard set of IP coils in
the sense that the pinch and Helmholtz coils are offset from each other along the
z-axis in order to allow optical access at 45◦ to the z-axis in the xz-plane [62].
The magnetic field near the centre of the trap can be expressed as [38]
|B(r)| =
√




x2 + y2, B0 is the minimum magnetic field magnitude, η represents
the strength of the quadrupole field and β represents the strength of the pinch
field. Near the centre of the trap we can approximate the field magnitude as
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For magnetic fields low enough for F and mF to remain good quantum
numbers, the potential energy of an atom inside a magnetic field, B(r), is [62]
UB(r) = µBgFmF |B(r)|, (3.3)
where µB is the Bohr magneton and gF is the Landé g-factor, which is state
dependent. If mFgF < 0, atoms are expelled from the magnetic field while
for mFgF > 0, atoms are trapped in a harmonic potential with trapping fre-
quencies ωs =
√
mFgFµB/(mB0)η and ωz =
√
mFgFµBβ/m [38]. For the
|F = 2,mF = 2〉 ground state of 87Rb and the |F = 9/2,mF = 9/2〉 ground
state of 40K, mFgF ≈ 1. So for the configuration described above, rubidium and
potassium are both trapped in a harmonic potential and the trapping frequen-




2 times greater than those for rubidium.
In a typical experimental run ωs = 2π ·160 Hz and ωz = 2π ·16.9 Hz for 87Rb [38].
3.3 Evaporative Cooling
Since the magnetic field magnitude experienced by an atom is proportional
to the atoms distance from the trap centre and the potential energy of an atom
is proportional to magnetic field magnitude, only high energy atoms experience
high magnetic fields. This is advantageous because transition frequencies be-
tween Zeeman sub-levels are also proportional to magnetic field magnitude due






Thus, atoms with energy greater than E = mF~ωRF can be transferred from
trapped to untrapped states. So, by reducing ωRF in a controlled way, high
energy atoms can be selectively removed from the trap leaving the remaining
atoms to collide and rethermalise to a lower temperature. This technique is
known as evaporative cooling and can reduce the temperature of an atomic
cloud from hundreds of µK to below the transition temperature (Tc for bosons
or TF for fermions).
3.3.1 Sympathetic Cooling
Evaporative cooling, as described above, does not apply directly to fermions
such as 40K due to s-wave collisions being forbidden for identical fermions and
vanishing collision cross-sections of p-wave collisions [25, 38, 68]. This means
40K atoms do not rethermalise with each other below a certain temperature
corresponding to the p-wave scattering threshold [38]. To get around this re-
striction, potassium is cooled by evaporating rubidium and allowing potassium




Our primary method of collecting information is to use absorption imaging.
Absorption imaging is a destructive technique so only one image can be taken
per atomic species per experimental run [38, 65].
To take an absorption image, we expose the atomic ensemble to a laser beam,
called the probe beam, resonant to the D2 line
1. If the probe beam intensity is
less than the saturation intensity, Isat, of the atomic transition, the atoms absorb
a fraction of the probe beam light proportional to the atomic density [65]. The
intensity of the light after passing through the cloud is given by the Lambert-
Beer law [65]










where I0(y, z) is the intensity before atomic absorption and σ0 is the on resonance
absorption cross section.
The ‘shadow’ of the atoms can then be found by taking three images on a
charge coupled device (CCD) (Andor, IXON Ultra 800) [62]: one image with
atoms (Iwith atoms), one image with light but no atoms (Ino atoms) and one image
with no light and no atoms (Idark). The dark image is subtracted from the first
two in order to remove CCD dark counts from the images. We can use these




















⇒ OD(y, z) = ln
(
Ino atoms − Idark




As an example, Figure 3.1 shows an absorption image corresponding to a thermal
cloud of 87Rb atoms which was released from the IP trap and allowed to fall for
15 ms.
3.4.1 Atom Counting


















where l and h are the dimensions of the CCD, Apix is the area of one pixel on
the CCD, MI is the magnification of the imaging system, and
σ =
σ0
1 + 4 (∆/Γ)2 + I/Isat
. (3.8)
1Along the x-axis, using the same coordinate system used in Figure 2.2.
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Figure 3.1: An absorption image of a cloud of 87Rb atoms released from the IP trap
and allowed to fall for 15 ms. This cloud contains approximately 4× 106 atoms at a
temperature of ∼ 970 nK. The colour map represents optical depth and direction of
acceleration due to gravity is indicated in the top right.
In practice, the actual area of the integral in Equation 3.7 is usually smaller
than the full size of the CCD such that the integral is over an area only slightly
larger than the non-zero region of OD(y, z). Additionally, normal experimental
parameters have ∆ = 0 and I/Isat  1.
3.4.2 Temperature Measurement
Imaging is almost always done in time-of-flight where the cloud is released
from the trap and allowed to expand and fall for some time, t. The reason
for this is that the in-trap optical density is too great so that the intensity
near the centre of the probe beam after passing through the atoms is nearly
uniformly zero and there is no way to observe the cloud shape or count the
atom number correctly. To understand what this means we can make some
‘back of the envelope’ calculations.
Typically absorption images are taken with a probe beam with optical power
less than ∼ 1 mW which is pulsed on for ∼ 10 µs. Using the energy of a single
photon, E = hc/λ, where h is Planck’s constant, we can estimate that the probe
beam contains ∼ 1013 photons. Typically, the diameter of a probe beam would
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be on the order of 1 cm and an in-trap atomic cloud would be on the order of
6 µm [59]. For simplicity, we assume a uniform probe beam intensity and find
that approximately 3×106 photons interact with the atomic cloud. This number
of photons is comparable to the number of atoms in a cloud of temperature
∼ 1 µK. So each atom would only need to scatter a single photon in order to
completely deplete the laser beam intensity. While evaporative cooling decreases
atom number, the atom density increases as the cloud gets colder (and thus the
cloud is smaller) so fewer photons pass through the atomic cloud. Expanding in
time-of-flight increases the size of the atomic cloud and therefore increases the
number of photons interacting with the cloud.
Allowing the cloud to expand in time-of-flight also allows the temperature of
the cloud to be determined. A thermal cloud has Gaussian spatial and momen-
tum distributions in a harmonic trap and we take the width of the cloud to be
the exp (−1) point of the position distribution. Therefore, we can express the
width of the cloud, si, with respect to axis i as a function of time-of-flight [59]








kBT/(mω2i ) is the in-trap size of the thermal cloud. If we
consider two times of flight, t1 and t2, we find
s2i (t2)− s2i (t1) =
kBT
m
(t22 − t21), (3.10)




s2i (t2)− s2i (t1)
t22 − t21
. (3.11)
For a BEC, as described already, the optical depth becomes bimodal (Gaus-
sian on the wings representing the thermal fraction and parabolic near the centre
representing the condensate fraction). By integrating the two parts of the bi-
modal distribution individually, we can estimate the number of thermal atoms
and the number of condensate atoms. So, assuming we know the trapping fre-
quencies, we can use Equations 2.39 and 2.40 to determine the temperature of
a partially condensed cloud.
As mentioned earlier, analysis of a degenerate Fermi gas is significantly more
difficult than a BEC. For details, the reader is directed to [55] since the physics
of degenerate Fermi gasses is not critical to this thesis and the description of
fermionic systems has been included for completeness and as a point of interest.
3.5 Cooling to Degeneracy
The difference between evaporatively cooling to temperatures on the order of
1 µK and cooling past the transition temperature is, in principle, just a matter
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Figure 3.2: A BEC of 87Rb produced by evaporative cooling in the IP trap at 20 ms
time-of-flight. The aspect ratio of the condensate component is inverted with respect
to the aspect ratio of the trap. This image was taken at 20 ms time-of-flight.
of how far we go with evaporative cooling. Of course, those involved in the first
demonstrations of Bose-Einstein condensation [70–72] would disagree with the
casual tone of that statement. However, as is demonstrated in Figure 3.2, BECs
are readily produced in our IP trap. In Figure 3.2 we see a BEC dropped from
the IP trap for 20 ms. Note how the aspect ratio of the condensate component
is inverted with respect to the aspect ratio of the trap, as is typical of BECs
at long time-of-flight due to mean field repulsion [59]. Conversely the thermal
fraction is approximately isotropic.
3.5.1 Measurements of Condensate Fractions
To estimate the condensate fraction, we make a two-dimensional bimodal fit
with a Gaussian component representing the thermal fraction and a Thomas-
Fermi profile representing the BEC fraction. Using a single Gaussian function
corresponds to a simplification of the fitting function used in [59] where a poly-
logarithm of a Gaussian was used. Following from Section 3.4.2, the Gaussian
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where Nth is the number of thermal atoms. Similarly, assuming a harmonic




















we assume the chemical potential is determined such that an integral over all
space gives NBEC atoms in the condensate. Now we express the number density
of an atomic cloud with temperature 0 < T < Tc as
n(r) = nthermal(r) + nBEC(r). (3.14)
Consider the optical depth corresponding to an absorption image along the x-












































which we can generalise to form a fit function given by






D − Ey2 − Fz2, 0
) 3
2 . (3.16)
We can see that if we fit Equation 3.16 to a raw absorption image and nu-
merically integrate the two terms separately we obtain two numbers which are
proportional to the thermal and condensed atom numbers, respectively. We can
therefore easily extract the condensate fraction.
To reduce the difficulty of fitting a two-dimensional function, we can obtain
estimates for the starting parameters by taking slices through the centre of
the condensate and fitting the Gaussian and integrated parabolic components
sequentially. We weight the Gaussian component to the outside of the slice and
fit the integrated parabolic component to the data which lies above the Gaussian
fit. While this fit type does not clearly translate to the condensate fraction, the
fitting parameters make an excellent starting point for the full two-dimensional
fit with little extra computation time. For illustrative purposes, Figure 3.3
shows the summed projection of Figure 3.2 onto the z-axis with a projected fit
to Equation 3.16. The fit gives a condensate fraction of N0/N = 0.24.
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Figure 3.3: A summed projection of Figure 3.2 onto the z-axis with a projected fit to
Equation 3.16. The two-dimensional fit gives a condensate fraction of N0/N = 0.24.
3.6 Optical Collider
Aside from producing BECs in magnetic traps, it is possible to produce
BECs in optical traps, as was first demonstrated by Barrett et al. in 2001 [6].
Some advantages of optical potentials are minute reconfigurability [11], multiple
BEC production [23] and the ability to tune scattering lengths using external
magnetic fields [25, 73, 74]. The standard method for cooling to degeneracy
in an optical trap involves decreasing the power in the horizontal beam in a
controlled manner such that the trap depth is decreased and the highest energy
atoms are able to escape (see Appendix B). A number of other methods have
been demonstrated for evaporative cooling in optical traps [23, 75–77].
The Otago ultracold atom machine has featured an optical collider for several
years now. The original design was constructed during the PhD work of Ana
Rakonjac [22, 62] and was extended during Kris Roberts’ Honour’s project [17].
While the Large Hadron Collider at CERN is capable of collision energies on the
order of 13 TeV [78], the optical collider in the Otago ultracold atom machine
produces collision energies on the order of 100 neV, more conveniently measured
in µK and corresponding to collision velocities of up to a few m·s−1. These




Figure 3.4: Two BECs of 87Rb produced in the optical tweezers simultaneously.
Note how the aspect ratio is inverted with respect to Figure 3.2 indicating that the
trapping frequency was much stronger in the horizontal direction compared to the
vertical direction, as is expected since the horizontal beam power has been reduced in
order to drive evaporative cooling. This image was taken at 17.5 ms time-of-flight.
Bolt’s world record 100 m sprint averaging 10.44 m · s−1.
Since its construction, the optical collider has become an invaluable research
tool [25, 26, 38, 73] and has, for example, been used to directly observe the
Pauli exclusion principle [25] and probe Feshbach resonances [73]. In addition,
production of 32 daughter clouds from a single atomic cloud via a process sim-
ilar to binary fission [18] and the simultaneous production of four BECs [23]
have been demonstrated. The optical tweezer system can regularly be used for
simultaneous production of two BECs. Figure 3.4 shows an example image of
two BECs produced in the optical tweezer system.
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Chapter 4
Design and Construction of the
Three-Dimensional Optical
Tweezer System
In this chapter, the first of two major upgrades to the Otago ultracold atom
machine which were carried out during this work is documented. A modular
optics system used to upgrade the previously mentioned one-dimensional op-
tical collider to a dynamically reconfigurable three-dimensional optical tweezer
system was designed, constructed and installed into the existing apparatus. The
system was constructed using a mixture of off-the-shelf components, modified
components and custom fabricated components.
4.1 Constraints and Computer Drawing
Early in the planning stages of this upgrade, we decided to develop the
desired three-dimensional optical tweezer system without removing or modifying
any of the previously established parts of the ultracold atom machine. This self-
imposed limitation resulted in a number of design constraints based on fitting
new optics in and around existing apparatus. To this end, the new optics were
planned as a stand alone bread board which would sit vertically above the static
horizontal beam path used for the one-dimensional optical tweezer system [17,
18] and dispersive probing optics1.
The basic design of the optical tweezer system closely followed [17, 18] in
the sense that the central component was a two-dimensional AOD (AAopto-
electronic, DTSXY-400) but rather than having direct access to the science
cell, the output beams of the AODs were periscoped downward and joined to
the path of the existing static horizontal beam using a polarising beam splitter
cube. While the necessarily orthogonal polarisations of the static and tweezer
beams would therefore remove any chance of interference for plane waves, one
1A minimally destructive method of collecting temporal data used in the Kjærgaard lab [24,
63, 79].
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must consider that the polarisation of a Gaussian beam is only orthogonal to
the propagation axis at the focus [34]. It is in fact the 150 MHz frequency
shift induced by using the +1 diffraction order on both AODs which causes any
interference pattern between the two beams to move rapidly and be averaged out
on time scales comparable to the trapping frequency of the dipole trap [41, 62].
Joining of old and new optical paths meant that the new tweezer beam
would be focussed onto the atoms using the same lens as the old static beam.
During the construction of the one-dimensional optical collider, great care was
taken to ensure that the multiplexed tweezer beams from the AOD were made
to propagate parallel to each other with a custom made f -theta lens from
Eksma optics with focal length, f = 160 mm, at a distance, f , in front of
the AODs2 [17, 18, 22, 62]. In hindsight, keeping the beams parallel was prob-
ably not particularly important for one-dimensional operation of the optical
tweezer system since the movement axis was defined by the static horizontal
dipole trapping beam. However, it was desirable to keep the beams parallel
in the three-dimensional case in order to avoid the possibility of a beam from
one trap disturbing the atoms in another. Thus, a telescope system consisting
of three lenses of equal focal length was required in order to achieve both the
desired propagation directions and the desired focus. The precise arrangement
will be detailed in Section 4.3.
4.2 Construction
Considerable amounts of time in planning and test fitting arrangements were
saved by using the 3D computer drawing program SolidWorks to create a de-
tailed model of the optics surrounding the science cell. The final configuration of
this model is shown in Figure 4.1. The previously mentioned spatial constraints
made the optical path length for the horizontal tweezer beams rather long. The
distance from the fibre output port (Thorlabs, PAF-X-11-C)3 to the AODs is
approximately 50 cm and includes a telescope with 2× magnification. Between
the AODs and the science cell, the path length is approximately 120 cm and
includes three 200 mm focal length lenses.
To avoid mechanical instabilities in the optical system, care was taken in
choosing components. A frame of modular T-slot aluminium bars had been
built in the experiment previously. The original frame used aluminium bars from
ModularComponents but identical bars could not be obtained for this project so
2While the two AODs used for the configuration described here are necessarily displaced
from each other along the optical axis and we can therefore not have both AODs one focal
length from the lens, this is not a problem so long as f is sufficiently large compared to the
displacement. In our configuration the focal lengths are 160 mm for the vertical beams and
200 mm for the horizontal beams. The separation between the AODs in each pair is ∼ 1 cm
corresponding to less than 10 % of the focal length in both cases.
3The vertical tweezer beam and static horizontal beam paths used zoom collimators (Thor-
labs, ZC-618APC-B) but the benefits of these would be lost for the horizontal tweezer beams
due to the large number (5) of lenses between the fibre port and the science cell.
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we obtained new aluminium bars (Slotpro, 1.0404.4.SPSS) and fastened them
to the existing frame and the optical table using 38 mm× 76 mm die cast zinc
angle brackets (Slotpro, 6.04.SPB48). Some parts of the angle brackets were
trimmed to fit. Optics were fastened to the T-slot frame on a home made
475 mm×300 mm×16 mm aluminium bread board with an array of M6 tapped
screw holes spaced by 25 mm. A 75 mm × 50 mm cut out was made one row
of screw holes in from the long edge and aligned to the last row of screw holes
on the short edge for the periscope. The bread board was fastened to the T-
slot frame using home made angle braces and M6 threaded T-nuts (Slotpro,
3.04.T.SP6).
We secured mirrors, waveplates and the fibre output port to the bread board
using short, 1′′ diameter stainless steel posts from Thorlabs which were held
down with 1.25′′ clamping forks (Thorlabs, CF125). Mirrors were the most
likely source of instability and were therefore mounted using low drift mirror
mounts (Thorlabs, POLARIS-K1). Waveplates were mounted using generic
locking rotation mounts, and the fibre port was mounted on a non-adjustable
mount (Thorlabs, CP08FP/M). We allowed a high tolerance for spherical aber-
rations in the tweezer beams due to the nature of displacing atoms within laser
beams in this work so standard, anti-reflection coated plano-convex lenses from
both Thorlabs and Casix were used. All lenses were mounted on ring retention
mounts (Thorlabs, LMR1/M) which were either mounted to 1′′ stainless steel
posts or miniature linear translation stages (Optics Focus, MAX-B34C-13) for
lenses which required fine adjustment. The translation stages were fastened to
the breadboard using home made aluminium blocks which were screwed on to
the translation stages at four points and made contact with the entire underside
of the stages; the aluminium blocks are held down with table clamps (Thorlabs,
CL4). Extra degrees of freedom for aligning the AODs were obtained by mount-
ing the AODs onto a modified four-axis aligner (Newport, 9071 Four-Axis Tilt
Aligner).
The new tweezer horizontal beams were joined to the existing static horizon-
tal beam using a polarising beam splitter cube. There were two reasons for using
a polarising beam splitter cube rather than a motorised mirror mount. First,
specifications for common motorised mounts from vendors such as Thorlabs typ-
ically quoted a reproducibility better than 100 µrad which we deemed to be too
low considering the long path lengths involved and the precision required for
aligning the dipole trap beams to the IP trap. Second, using a polarising beam
splitter cube would enable both the new tweezer beams and the existing static
beam to be used at the same time. For the mirror at the top of the periscope, an
extra home made aluminium block was screwed to the bottom of the stainless
steel post in order to ensure a 45◦ angle with the mirror at the correct height.
All home made components were black anodised to prevent accidental reflection
of laser beams.
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Figure 4.1: A 3D computer drawn model made in SolidWorks showing the science
cell, IP trap, static horizontal beam path, vertical tweezer system used for the one-
dimensional optical collider, and the modular horizontal tweezer addition. Not shown:
dispersive probing optics, imaging optics, quadrupole transfer coils and additional bias
field coils. The inset shows an early image of four thermal clouds of 87Rb with few
(∼ 5 × 105) atoms arranged in a 500 µm × 500 µm square in the yz-plane at 5 ms
time-of-flight.
4.3 ABCD Analysis
In this section we consider in detail the optics of the horizontal tweezer








Figure 4.2: Linearised representation of a three lens telescope consisting of three
identical lenses showing (a) the focus of a single beam, calculated from the ABCD-
law under the thin lens approximation and (b) the propagation directions of two
beams emerging from an AOD prior to the three lens system.
directions and in regimes where the spot size at beam waist is sufficiently large
that the beam can be considered to be a collimated plane wave) and Gaussian
ABCD analysis. Regimes where neither of these two methods are appropriate,
such as the spot size at beam waist being comparable to the wavelength, were
not relevant to this work.
4.3.1 Three Lens Telescope
We begin our analysis with the three lens telescope which may be thought
of as the second half of the optical system. The beam is considered to be
collimated when it leaves the first half of the optical system (and enters the three
lens telescope) with a radius of wi. Figure 4.2 shows linearised representations
of (a) the beam focus calculated from the ABCD-law using the thins lens
approximation and (b) the propagation directions in the three lens system where
all three lenses have been chosen to have the same focal length, f .
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Figure 4.2 shows the beams as they would appear if the spacing between the
AODs and the first lens, d0, and the distance between the final lens and the
IP trap centre position, d3, were both equal to f and the spacings between the
pairs of neighbouring lenses, d1 and d2, were both equal to 2f ; we consider here
the effects of altering these distances in various ways.
Continuing with the assumption that the three lenses in Figure 4.2 are iden-
tical, we wish to create an expression for the complex-q parameter, under the
thin lens approximation, at a distance, d3, from the final lens [34]. We begin by
assuming that the input beam is ‘collimated’ which we take to mean the beam
is sufficiently large so that the Rayleigh range is greater than all distances from
the focus which can be reached within the optical system. The first lens there-
fore represents the cross-over from geometric ray tracing of a collimated beam
to Gaussian beam optics in this system. The beam will focus at a distance4, f ,
after the first lens with spot size wt = λf/(πwi).










Propagating the beam through the remaining two lenses gives a new complex-q
parameter
qf =
f 2(qt + d1 + 2d2 − f)− fd2(d1 + qt)
3f 2 − 2f(qt + d1 + d2) + d2(qt + d1)
+ d3. (4.2)




= 0 for d3 and then find the




= λ/(πw2f ) and
solving for wf , it is more useful to consider some special cases.
Case 1: d1 = d2 = 2f
Plugging into Equation 4.2 gives
qf = qt − f + d3. (4.3)





qt − f + d3
=
d3 − f − qt
(d3 − f)2 + |qt|2
, (4.4)
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which is equivalent to wf = wt. This result is exactly what one would expect
under the thin lens approximation due to the symmetry of the optical system.
Case 2: d2 = 2f , d1 − f + d3 = 2f
Plugging this new set of assumptions into Equation 4.2 gives us
qf = qt, (4.7)
which also means wf = wt and that the beam is focussed at a distance d3 =
3f − d1 from the final lens, which reduces to case 1 when d1 = 2f .
While these two cases present nice and very useful results, both require that
d2 = 2f which is very difficult to ensure in practice when we are using the
configuration shown in Figure 4.1. They do, however, give us a nice starting
point.
4.3.2 Geometric Ray Tracing from Fibre to AOD
Light is delivered to the experiment via optical fibre which means the input





where MFD is the mode field diameter of the fibre and fp is the focal length of
the lens used to collimate light out of the fibre. Since the beam is taken to be












where f1 and f2 are the focal lengths of the lenses between the fibre port and
the AODs (f1 is taken to be closer to the fibre port and the distance between
the two lenses is taken to be f1 + f2).
The fibre which was used in this project was a photonic crystal fibre (NKT
Photonics, LMA-PM-15) with a mode field diameter of MFD = 12.6± 1.5 µm.
So, using some reasonable parameters: fp = 11 mm, f1 = 50 mm, f2 = 150 mm,
and f = 200 mm, we could estimate the expected spot size at the focus to be
33.6 µm . wf . 42.7 µm.
5This is a commonly used result but can also be thought of in terms of the reverse of our
previous argument for the first lens in Section 4.3.1 with MFD/2 as the focussed Gaussian
beam radius.
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4.4 Experimental Control and Power Delivery
Control of the positions of the optical tweezers was achieved by adjusting the
frequencies in all four AODs in a precise way. This was achieved using a com-
mercially available direct digital synthesis (DDS) unit (Wieserlabs, FlexDDS-
NG Rack). A schematic representation of the experimental system including
the FlexDDS and power delivery through optical fibre is shown in Figure 4.3.
The FlexDDS presented several advantages over other options for radio fre-
quency control. Most notably instructions are sent to the device over Eth-
ernet through TCP/IP protocol meaning the FlexDDS could interface driver-
lessly with existing hardware and is platform independent so that upgrading
a computer in the future does not break experimental control. More than 108
instructions could be stored in RAM as 64-bit words (amplitude, phase and
frequency). Instructions were transferred from RAM to DDS chips via serial
peripheral interface (SPI) and synchronisation to the rest of the experiment was
achieved through the use of TTL pulses from the existing experimental control
system [38, 62, 63]. The FlexDDS features up to twelve channels which can
be controlled either synchronously or asynchronously. Triggering the FlexDDS
channels asynchronously is beneficial both in terms of being able to define differ-
ent AOD toggling rates for different channels and in order to account for sound
propagation delays which will be discussed in Section 4.6.
Light for all four AODs was sourced from a 50 W, 1064 nm single-frequency
fibre laser (IPG Photonics, YLR-50-1064-LP-SF) and, as mentioned in Sec-
tion 4.3, was delivered to the AODs using photonic crystal fibres (NKT Pho-
tonics, LMA-PM-15) (one for each pair of AODs). Photonic crystal fibres were
selected due to their superior power handling compared to conventional fibres
which is largely due to having much greater mode field diameters [80, 81]. This
superior power handling was considered to be important due to the fact that
more power is required for multiplexing beams than for a single beam [18]. In
fact, for a number of reasons which are outlined in Section 4.5, the total power
needed for N beams is greater than N times the power needed for a single beam.
Delivering light via optical fibre allowed the total optical power at the science
cell to be controlled via AOMs (Crystal Technology, 3110-197 for the vertical
path and AAopto-electronic, MT110-A1-IR for the horizontal path) on the input
side of the fibres and optionally servo’d [38].
As shown in Figure 4.3 the AOM for the vertical path was set up for Bragg
diffraction on the +1 order while the AOM for the horizontal path was set up
for Bragg diffraction on the −1 order. Both of these AOMs were operated at
110 MHz so these two beams were given a 220 MHz offset from each other.
Recalling that the AODs used to steer the optical tweezers were operated at
a centre frequency of 75 MHz we see that there was no combination of ±1
diffraction orders from the two pairs of AODs which could bring these two
beams closer together in frequency than ∼ 70 MHz, ensuring that there was no
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Figure 4.3: A schematic representation of the three-dimensional optical tweezer
system including FlexDDS for radio frequency generation, optical fibres for power
delivery controlled via AOMs including optional servo units, and the AODs which
constitute the optical tweezer aparatus. The grey shading behind the waveforms
represents periods of constant frequency and black bars represent triggers from a field
programmable gate array (FPGA). The ultracold atom machine is left as a ‘black box’
here and has already been discussed in Chapter 3.
interference between them which was not time averaged away6.
4.4.1 Laser Heating in an Acousto-Optic Modulator
As mentioned earlier, an AAopto-electronic MM110-A1-IR AOM was used
to regulate the power in the horizontal tweezer beam path while a Crystal Tech-
nology 3110-197 AOM was used for the other two paths. This was not always
the case but was motivated by the observation that the optical power in the
horizontal tweezer beams was dropping between sequential experimental runs,
eventually to the point where no atoms could be trapped.
Since the main difference between the horizontal tweezer path and the other
optical paths was the amount of optical power being used, we postulated that the
problem was caused by the laser heating the crystal inside of the AOM resulting
in a change in deflection angle, either due to change in refractive index of the
crystal or due to a change in acoustic velocity. A possibility aside from heating
of the crystal could be the photorefractive effect, but a study by Ashkin et
6Note that the static horizontal beam also had its power controlled via an AOM with −1
order Bragg diffraction so it could not be less than 70MHz detuned from the vertical beams.
Also note that 70 MHz refers to operation at the nominal centre frequencies of the AODs.
Even when the frequencies change, the beams cannot reach the same frequency as one another.
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Figure 4.4: A simplified schematic of the configuration used to measure laser induced
heating in an AOM. The measurements of total laser power came from the PM100D
power meter and the measurements of optical power incident upon the AODs came
from the PDA-100A-EC photodetector.
al. specifically did not observe the photorefractive effect with 1064 nm light
in lithium niobate (LiNbO3) or lithium tantalate (LiTaO3) [82]. A literature
search did not return any results for the observation of the photorefractive effect
in tellurium dioxide (TeO2), which is the material the crystal inside the AOM in
question was made of. The amount of power required to see this effect was too
large to try to observe the deflection of the laser beam with a CCD so, in order
to begin investigating this issue, a proxy for the total laser power was measured
as a function of time from laser turn on, see Figure 4.4.
The total laser power could not easily be measured since the minimum output
power of the fibre laser was ∼ 2 W which is far too much for a conventional
power meter and for safety reasons it would not be desirable to measure high
powers with a thermal power meter for extended periods of time. Instead, a
λ/2-plate and a polarising beam splitter cube were placed in front of the laser
output. A small amount of power was redirected to a power meter (Thorlabs,
PM100D) while the remaining power was sent onwards to the experiment. A
thermal power meter (Ophir, Nova Power Meter) was used to confirm linear
scaling between the power directed to the regular optical paths and the power
measured on the auxiliary beam path.
Once the laser power proxy was established we were able to investigate the
problem by using the voltage on the photodiodes which were normally used for
the servos (Thorlabs, PDA-100A-EC) indicated in Figure 4.3 as a proxy for the
experiment-side laser power7. Following from the hypothesis of the AOM crystal
7Light was picked off for the servo photodiodes using custom pelical beam splitters from
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being heated by the laser beam, a mirror on a motorised mount (Thorlabs,
MFM101/M) was introduced in front of the fibre laser isolator such that all light
could be redirected to a beam dump during the longest part of the experiment
duty cycle when the dipole trap was not used anyway. A similar configuration
was employed in [41]. An added benefit of using a motorised flipper mirror to
dump light was that the AOMs responsible for regulating power could be kept
on during most of the experimental cycle, which is known to provide better
pointing stability compared with switching on a cold AOM [41, 63] and should
therefore be useful in terms of fibre coupling efficiency.
Figure 4.5 shows a series of measurements of power recorded using a digitizer
(Agilent, L4534A); (a) shows the total laser power proxy as a function of time,
(b) shows the proxy for the laser power incident on the AODs without using
the flipper mirror up until the point where atoms were no longer trapped and
then shows the effect of instating the motorised flipper mirror and keeping the
AOM on, and (c) shows the proxy for the laser power incident on the AODs as
a function of time while utilising the motorised flipper mirror and keeping the
AOM on throughout the time when the mirror was in the dumping position. In
all cases the time axis is minutes since emission was enabled on the fibre laser
and data has been scaled so that the maximum value in each set is 1. The data
for (a) and (c) were recorded concurrently.
We can see that the total laser power settled down to a lower value than
when emission was first enabled over a period of about 30 minutes, which is
not unexpected according to the user manual provided by the manufacturer.
We can also see that while the decrease in power is slightly faster for case (c),
approximately the same trend is seen. The most interesting case is (b); the
power falls off much more rapidly than either of the other cases when the mirror
is not being used. It is not obvious whether there would have been a flattening
off because data was only recorded in this manner until atoms were no longer
trapped because the power was too low8. We can note, however, that the power
levels quickly recovered when the motorised flipper mirror was instated and the
AOM was kept on for most of the experimental cycle. This can be interpreted
as more evidence of a thermal effect in the AOM crystal because the recovery
time was orders of magnitude faster than those observed for the photorefractive
effect [82].
While evidence points to a thermal effect in the AOM, the mechanism by
which the power on the other side of the fibre decreases remains unclear. Some
possibilities are the deflection angle changing due to a change in refractive index
of the crystal or a decrease in diffraction efficiency by some other effect. A third
but perhaps less likely possibility is that heating of the crystal could cause
lensing and therefore change the laser beam mode [83]. The first and last of
these possibilities would result in a drop of coupling efficiency into the single
Spectral Optics.
8Data acquisition was not continued further in order to avoid damaging the fibre through
facet heating due to poor coupling efficiency.
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Figure 4.5: (a) Total laser power, (b) laser power incident on AODs with no flipper
mirror and AOM on only for the dipole trap phase in the shaded region and the same
configuration as (c) in the unshaded region, and (c) laser power incident on AODs
with the motorised flipper mirror dumping light and the AOM on for most of the
experimental cycle. All plots are functions of time since the fibre laser was switched
on and the powers have been scaled such that the maximum of each data set is equal
to 1. The red curve shown in all three plots is a fit of the form a exp (−bt) + c to the
data in (a).
mode fibre which would ultimately pose a threat of damage to the fibre since
the missing light would have to be absorbed by the facet which would cause
heating and ultimately destruction of the fibre tip [41]. We can rule out heating
of the facet tip as the direct cause for the observed loss in transmitted power
since the duty cycle for the fibre was not changed by changing optical power
control protocol.
An additional step taken to protect the fibre was to replace the AOM with
a different model (AAopto-electronic, MT110-A1-IR), as has already been men-
tioned. This was done purely because the AAopto-electronic model has a larger
aperture compared to the Crystal Technologies model and we hypothesised that
having a larger beam travelling through the crystal would lessen thermal effects
by virtue of having a lower peak intensity. In order to rule out a change in
diffraction efficiency with increasing optical power, a measurement of diffraction
efficiency was made using the thermal power meter with the AOM aligned close
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Figure 4.6: Power in the −1 diffraction order versus input power for the AAopto-
electronic MT110-A1-IR AOM aligned close to the Bragg angle. The red line is a
linear fit to the first four data points.
to the Bragg angle. Figure 4.6 shows a plot of power in the −1 order of the
AOM versus input power with a linear fit to the first four data points to guide
the eye.
We can see that the diffraction efficiency did not change appreciably as input
power was increased but we can not say whether this was due to the larger AOM
aperture accommodating a larger beam and therefore lower peak intensity or the
observed effects were related to beam deflection angle. Finally, one should note
that after the recovery in Figure 4.5 (b), there remained fluctuations in optical
power but these were sufficiently small that they could be taken care of by the
previously mentioned servo units.
4.5 Calibration
Calibration data for the horizontal tweezer beams is presented here. Cal-
ibration data for the previously existing vertical tweezer beams can be found
elsewhere [17, 18, 37, 38].
We begin with the photonic crystal fibre; the output mode of these fibres is
known to be hexagonal [37] due to hexagonal close packing of capillaries in the
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Figure 4.7: Output power versus input power of the photonic crystal fibre. Clear
saturation is seen for input powers & 10 W.
core [81] but this is negligible for sufficiently focussed beams [38]. Additionally,
the beam propagation factors for the vertical path fibre have previously been
measured as M2x = 1.14 ± 0.02 and M2y = 1.06 ± 0.02 [37]. Another impor-
tant factor is the power handling capability. The maximum transmitted power
is not quoted on the specification sheet provided by the manufacturer because
transverse loss effects such as stimulated Raman scattering and back-reflection
effects such as stimulated Brillouin scattering become important at high power
but these effects scale exponentially with fibre length above a certain thresh-
old intensity so that the maximum transmitted power of a given fibre depends
strongly upon its mode field diameter and length [41, 84].
To characterise the power handling of our fibre the coupling efficiency was
optimised at low power to a value of ∼ 76 % and then light was pulsed through
the fibre using the AOM for a period of time just long enough to get an accurate
reading with the thermal power meter. The input power was gradually increased
until signs of saturation were observed. The data is shown in Figure 4.7 and
the maximum observed transmitted power was 7.6± 0.5 W corresponding to a
coupling efficiency of ∼ 67 %.
The observed decrease in coupling efficiency is likely to be related to heating
of the input of the fibre [41] and although the input of our fibre was connec-
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Figure 4.8: A photo of the SMA connectorised photonic crystal fibre with mode
stripper. The red arrow points to the SMA connector. The inset in the lower left
hand corner is a photo of the fibre with 1064 nm laser light coupled in taken through
an IR viewer (Optical Systems Inc., FIND-R-SCOPE), the fibre appears to glow due
to higher order modes being removed by the mode stripper.
torised with an SMA connector and a mode stripper to allow non-guided modes
to escape the cladding [83] (see photo in Figure 4.8) due to the superior power
handling specifications of SMA compared to FC/APC, care was taken not to
expose the fibre to high powers for extended periods of time in order to avoid
damage. The saturation effects could also indicate the onset of scattering pro-
cesses given that our fibre has a considerable length of 7.5± 0.5 m.
Aside from knowing exactly how much power could be delivered to the AODs,
it was important to know how much power was being delivered to the dipole trap
via the doubly diffracted beam from the two-axis AODs. It was also important to
optimise this power both in terms of absolute value and in terms of the acoustic
frequency range that could be used to drive the AODs without appreciable loss
in diffraction efficiency. To achieve this, a short focal length lens was placed
after the AODs with a photodetector (Thorlabs, PDA-100A-EC) at the focus in
order to collect all of the diffracted light on a point (the zero order beam was
dumped with a pick-off mirror prior to the lens). The frequencies in the AODs
were varied at full RF amplitude and the diffraction efficiency was calculated
using the value measured at fx = fy = 75 MHz using a power meter (Thorlabs,
PM100D) and assuming linear response from the photodiode. Figure 4.9 shows
a plot of diffraction efficiency versus driving frequency in both AODs.
The curvature of the diffraction efficiency was insignificant compared to digi-
tisation noise for |∆fx|, |∆fy| < 5 MHz and the diffraction efficiency remained
greater than 70 % for acoustic frequencies satisfying −9 MHz . ∆fx . 7.5 MHz
and −7.6 MHz . ∆fy . 7.4 MHz. The peak measured diffraction efficiency was
∼ 77 %. These values indicate that diffraction through the AODs was not a
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Figure 4.9: Diffraction efficiency into the doubly diffracted beam from two-axis
AODs plotted for frequencies across the entire bandwidth of both AODs at full RF
amplitude.
bottle neck for optical tweezer experiments.
Another important aspect of the AODs is the way the diffraction efficiency
changes as RF amplitude changes [50]. Figure 4.10 shows the diffraction effi-
ciency relative to full RF power from the FlexDDS as a function of amplitude
scale factor (ASF) from the FlexDDS in one of the two AODs while the other
was kept at full RF power (the frequencies were fx = fy = 75 MHz). Note
that as shown in Figure 4.3, there were amplifiers before the AODs and we
also inserted attenuators to limit the RF power to the saturation power of the
AODs [51].
To calibrate the movement of the tweezer beams as a function of frequency,
we used absorption images of atoms in time-of-flight with a previously cali-
brated position scale [62]. Fitting a Gaussian to the summed projection of an
absorption image of a thermal cloud enables precise measurement of the centre
of mass position of a cloud of atoms. Thus by taking a series of images with
the atoms moved to various positions using a minimum-jerk cost trajectory [64]
we calibrated the displacement of the tweezer beams as a function of applied
RF frequency. Figure 4.11 shows a plot of this data including a linear fit which
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Figure 4.10: Diffraction efficiency of an AOD relative to maximum value as a func-
tion of ASF in the FlexDDS. Amplifiers and attenuators have been used to ensure
that the maximum possible value of ASF corresponds to the onset of saturation in




= −397± 3 µm ·MHz−1. (4.10)
Comparing Equation 4.10 with Figure 4.9 indicates a potential scanning range
of approximately 8 mm which is comparable to twice the Rayleigh range corre-
sponding to a 40 µm beam (approximately 9.5 mm).
As mentioned in Section 4.3.1, keeping the tweezer beams parallel is desir-
able; indeed, this was the motivation for using a three lens telescope. To test
whether or not the beams had been made parallel, we again used absorption
images. Figure 4.12 shows absorption images of two clouds loaded into the
horizontal tweezer beam dipole trap with no vertical beams. The clouds were
allowed to expand along the beam for 200 ms before imaging at 20 ms time-
of-flight. The angle of both beams with respect to the z-axis was estimated by
fitting a Gaussian to slices in the y-direction at two points along the z-axis and
calculating the angle based on the centre position of the fitted Gaussians. In
both cases, the estimated angle with respect to the z-axis was less than 0.1◦ and
the ratio of estimated angles was ∼ 0.8 which shows that the angle between the
47
CHAPTER 4. DESIGN AND CONSTRUCTION OF THE
THREE-DIMENSIONAL OPTICAL TWEEZER SYSTEM
Figure 4.11: Plot of atomic cloud centre of mass position as a function of acous-
tic frequency applied to AODs. The colour map represents scaled Gaussian fits to
summed projections of absorption images, the data points show the centre positions
of those Gaussians, and the red line is a linear fit to the data points.
two beams and the angles between the beams and the z-axis were all negligible.
The final characterisation of the dipole trap optical system was the beam
waist. It was not practical to insert a CCD to directly measure the intensity
profile of the beam but the spot size could still be extracted by measuring the
trapping frequency. Oscillations can be excited by briefly switching the dipole
beam off so that the atoms fall under the influence of gravity and are then kicked
upwards when the beam is turned back on. The cloud position as a function of
hold time, t, after time-of-flight τ is (see Appendix D)




Figure 4.13 shows data corresponding to oscillations excited by switching
the horizontal beam off for 0.5 ms with P = 1.60 ± 0.05 W and 20 ms time-
of-flight. The vertical beam was kept on during this measurement in order to
make finding the centre of mass position easier but as we have already seen,




Figure 4.12: Absorption images of two clouds allowed to expand in single beam
dipole traps at different heights demonstrating that the tweezer beams are approx-
imately parallel (within 0.1◦). Circular fringes in the images are imaging artefacts
which could be a result of pieces of dust on the glass of the science cell.
ωy = 2π · (179± 7) Hz corresponding to a spot size of9 w = 80± 4 µm. This is
much larger than the value of w = 38± 5 µm we found in Section 4.3.
One possible reason for the discrepancy between the measured and expected
beam waists could be the dichroic mirror used to overlap the dipole trapping
beams with a dispersive probing beam [24, 63, 79]. The dichroic mirror used
was custom made by Spectral Optics, allowing unpolarised reflection of 1064 nm
light and unpolarised transmission of 780 nm light. The mirror itself had a glass
thickness of ∼ 2 µm. The reason for using such a thin mirror was that the
dispersive probing beam was focussed onto the nominal atomic cloud position
with a lens placed before transmission through the dichroic mirror in order to
avoid adding complication to the dipole trapping beam path. However, it is
known that focussing a beam through a piece of glass which is not normal to
the optical axis causes astigmatism in the beam proportional to the thickness of
the glass [85]. Therefore, a thin mirror was used in order to prevent distortion
of the dispersive probe beam.
In order to make handling of the incredibly thin mirror more practical and
reduce its fragility, the mirror was glued onto an annular glass ring of ∼ 1 cm
thickness before being mounted with a retention ring on a standard lens mount
(Thorlabs, LMR1/M). It is likely that gluing the mirror onto the substrate
caused strain on the glass resulting in a very small curvature10 which would not
be noticed for a transmitted beam according to the lens makers equation [35]
but would result in astigmatism for a beam reflected from the mirror at 45◦ [86].
To illustrate the astigmatism, Figure 4.14 shows three images taken with a
beam profiling camera (WinCamD, UCD12) using a second mirror manufactured
at the same time and to the same specifications as the mirror described above.
The laser light was sourced from a different laser to the light for dipole trapping
9This value neglects the effects of gravity calculated in Appendix C.
10Here meaning a very large radius of curvature but not infinite, as a planar surface would
have.
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Figure 4.13: Measurement of vertical trapping frequency by excitation of oscillations
and measurement of the centre of mass position after 20 ms time-of-flight. The red
line is a fitted curve with the form of Equation 4.11. The error bars are smaller than
the data markers.
(Coherent, COMPASS 1065-1500N).
Figure 4.14 (a) shows the intensity profile corresponding to the beam fo-
cussed through a 100 mm focal length lens onto the CCD with no dichroic
mirror. Figure 4.14 (b) shows the small amount of light leaking through the
dichroic mirror which was inserted before the CCD in the optical path. Note
the halo surrounding the beam; this is an artefact from the CCD which is also
present in (a) but is not visible due to the much higher relative intensity of the
incident laser beam. Figure 4.14 (c) shows the light reflected from the dichroic
mirror revealing significant astigmatism which was not present in (a) and (b),
which indicates that the mirror was indeed curved.
4.6 The Effect of Toggling AOD Driving Fre-
quencies
As a further characterisation, we examine the effects of multiplexing tweezer
beams by rapidly toggling between two different acoustic frequencies in an AOD.
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Figure 4.14: Intensity profiles corresponding to (a) light focussed directly onto a
CCD with no dichroic mirror present, (b) ‘leakage’ light transmitted through the
dichroic mirror onto the CCD, and (c) light reflected from the dichroic mirror. We
can see significant astigmatism in the reflected light which was not present in either
the incident or transmitted intensity profile which indicates curvature of the mirror.
Note that the halo in (b) is an artefact from the CCD and is present in all three
images but is only visible in (b) due to the much higher relative intensities of the
laser beams in (a) and (c).
To first approximation, one would like to believe that the result would be two
tweezer beams appearing at the positions specified by the chosen acoustic fre-
quencies and with 50 % duty cycle [11]. However, this first approximation is
known not to be valid, in particular when the toggle period is comparable to the
access time of the AOD [18, 20, 38]. A detailed Fourier analysis has been carried
out in [38] for phase continuous toggling [87]. The analysis of [38] showed that
when toggling between two acoustic frequencies most of the diffracted optical
power is directed into two beams corresponding to the two toggled frequencies
but that a number of sidebands would also be present. The power and positions
of the sidebands was found to be strongly dependent on toggling frequency.
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Here, we present experimental data for phase continuous11 frequency hopping
generated using an arbitrary function generator (Siglent, SDG 5162). A beam
profiling camera (WinCamD, UCD12) was set up at the focal plane of the f -
theta lens corresponding to the vertical tweezer beams and the frequency of the
AOD corresponding to the z-axis was toggled between 70 MHz and 80 MHz.
Figure 4.15 shows the summed projection of the resulting intensity profile onto
the z-axis as a function of toggling frequency, ftogg.
The refresh rate of the beam profiling camera was sufficiently slow that for
all of the recorded toggling frequencies the captured intensity profile was roughly
equivalent to the time averaged optical trap experienced by atoms in the dipole
trap. We can see that the effective spot size of both beams increased as the
toggling frequency was increased and the beams eventually broke into multiple
peaks.
In order to quantify the broadening of the tweezer beams, Figure 4.16 shows
the spot size, weff , obtained by fitting a perfect Gaussian to one of the two beams
as a function of toggling frequency.
While the data is very well described by a parabola for ftogg . 180 kHz,
the trend is quickly broken as ftogg continues to increase; this is likely due to
the fact that the toggling period became comparable to the access time of the
AOD [19, 20]. Correspondingly, the calculated uncertainties in the fitted spot
sizes tend to grow as ftogg increases which is a direct reflection of the beams
becoming less Gaussian-like. Overall, we can conclude that the effective size of
a toggled beam increases as the toggling frequency increases.
4.6.1 Two-Dimensional Toggling Delay12
When the driving frequency of an AOD (or AOM) is toggled, we can think
of the travelling diffraction gratings corresponding to each acoustic frequency as
being in little ‘packets’, so there are short wavelength wavefronts corresponding
to the acoustic frequencies in between wave fronts corresponding to the toggling
frequency with wavelength v/ftogg, where v is the acoustic velocity. When an
incident laser beam diffracts from the crystal somewhere between the toggling
wavefronts, the beam is diffracted as though only one frequency is present in the
crystal. However, when the toggling wavefront crosses the beam, the diffracted
order is split between the diffraction angle corresponding to the two frequencies
on either side of the wave front [38].
When using two AODs (or AOMs) in series, the second AOD usually has to
be shifted slightly with respect to the first so that the diffracted beam from the
first AOD meets the input aperture of the second AOD. If both AODs are being
frequency toggled simultaneously then the slight displacement of the second
11The difference between phase continuous and phase coherent frequency hopping is not
expected to be of great significance.
12As mentioned in Section 1.3, the data in this section was collected by Ryan Thomas and
is presented here with permission.
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Figure 4.15: Projected intensity profiles corresponding to toggling the AOD driving
frequency between 70 MHz and 80 MHz as a function of toggling rate. The lower red
rectangle shows a zoomed in view of the data bounded by a red rectangle in the main
plot. The pixelation in the zoomed in plot is an artefact of discretised frequency steps
and the black box shows the projection corresponding to ftogg = 260 kHz.
AOD can force the diffracted order of the first AOD onto the toggling wavefront
in the second AOD as shown in Figure 4.17.
While the scenario illustrated in Figure 4.17 shows two AODs with acoustic
wave fronts travelling parallel to each other, similar logic holds for the orthog-
onal case. When the diffracted order from the first AOD is incident upon the
toggling wavefront in the second AOD, unwanted side bands can appear in the
two dimensional toggling pattern. Furthermore, there is no reason to believe
that the optical power in the side bands should be small in comparison to the
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Figure 4.16: Effective spot size obtained by fitting a perfect Gaussian to one of the
two toggled beams from Figure 4.15 as a function of toggling frequency. The red line
is a quadratic fit to data points corresponding to ftogg ≤ 180 kHz.
intended diffraction orders since the first diffraction order need not hit the tog-
gling wave front in the second AOD exactly and could land more to either side
than the other.
This effect is demonstrated in Figure 4.18 where two orthogonal AODs were
toggled simultaneously at ±1 MHz about the nominal centre frequencies of
75 MHz. The toggling rate was 200 kHz and the two AODs were toggled syn-
chronously. The intensity profile of the doubly diffracted laser light was imaged
on a CCD (Princeton Instruments, Versarray 512F CCD). One might apply such
a toggling sequence in an attempt to produce two time averaged vertical beams
at a 45◦ angle with respect to a horizontal dipole trapping beam.
We can see one clearly visible unwanted diffraction order at the bottom
left of the image which contains more optical power than both of the intended
diffraction orders (circled in red at the top left and bottom right of the image).
We can use the ability of the FlexDDS to toggle frequencies on separate channels
asynchronously to introduce an artificial delay between the toggling wavefronts
in the two AODs in order to offset the delay induced by the deliberate spatial
misalignment of the apertures of the AODs.
The FlexDDS has channels grouped in pairs, referred to as slots due to the
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Figure 4.17: Two frequency toggled AODs in series. The toggling wave fronts are
shown but the much shorter wavelength travelling diffraction gratings corresponding
to the acoustic frequencies are not. The second AOD is slightly offset with respect
to the first in order to allow the diffracted laser beam from the first AOD to enter
the aperture of the second AOD. When the AODs are both frequency toggled, the
offset of the second AOD can force the diffracted order from the first AOD to become
incident upon the toggling wavefront in the second AOD, resulting in an unwanted
side band. Zero order diffraction is omitted for clarity and the laser beam travels from
left to right.
design of the FlexDDS. In our configuration, the two horizontal beam AODs are
connected to one slot and the two vertical beam AODs are connected to another.
Each slot is triggered by a single square waveform from a control FPGA in order
to set the toggling rate. A time delay between two channels on a single slot can
be specified natively on the FlexDDS but all time delays must be specified in
integer multiples of 8 ns due to the way timing is handled by the FlexDDS.
Figure 4.19 shows the ratio of power in the unwanted side bands and the total
power as seen by the CCD as a function of delay between toggling the first and
second AOD. The ratios were calculated by defining four equally sized regions
(one centred on each beam location) over which the CCD counts were summed.
The unwanted power was taken to be proportional to the sum of the top right
and bottom left boxes and the total power was taken to be proportional to the
sum of all four boxes. The background offset was removed by summing over
an equally sized box on a part of the CCD far away from the laser beams and
subtracting the result from the sums of the other boxes. The two data points
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Figure 4.18: Intensity profile corresponding to toggling two AODs simultaneously
with a toggle rate of 200 kHz. The intended diffraction orders (top left and bottom
right) are circled in red. An unwanted side band is present due to an effective delay
in toggling of the two AODs.
at 0 µs delay correspond to ±8 ns since a true zero delay can only be achieved
by specifying no delay at all in order to avoid confusing the built-in FPGA on
the FlexDDS which controls timing.
We can see a local minimum in the unwanted side band power for a delay of
∼ 3 µs. For delays approaching ±5 µs the time between updating the second
channel at the end of the delay cycle and the arrival of the next trigger becomes
comparable to the SPI write cycle of the FlexDDS which causes triggers to be
missed. The onset of this effect is indicated by red circles. Figure 4.20 shows
the intensity profile corresponding to a 3 µs delay.
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Figure 4.19: Ratio of power in unwanted diffraction orders and total diffracted power
as a function of toggle delay for two orthogonal AODs in series toggled at 200 kHz.
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Figure 4.20: Intensity profile corresponding to toggling two AODs in series with a
toggling rate of 200 kHz. The delay between updating the frequency in each AOD
is 3 µs. This intensity profile corresponds to the local minimum seen in Figure 4.19
which occurs before the onset of triggers being missed due to finite SPI write time in
the FlexDDS. The imbalance in intensity can be removed by adjusting the acoustic






In this chapter, some simple demonstrations of new capabilities using the
three-dimensional optical tweezer system are showcased. In particular, two-
dimensional arrays of thermal and quantum degenerate atomic clouds were cre-
ated in the horizontal and one vertical plane. Two-dimensional arrays of atoms
in two orthogonal planes indicate the three-dimensional capabilities of this op-
tical tweezer system. Furthermore, the ability to arrange atomic clouds in a
vertical plane was used to test capabilities to use gravity as an accelerator for
collision experiments.
In all cases, atoms were moved using trajectories which were assembled piece-
wise from minimum-jerk cost trajectories. A minimum-jerk cost trajectory is
defined by [64]
s(t) = x0 + (xf − x0)
[
10 (t/τ)3 − 15 (t/τ)4 + 6 (t/τ)5
]
, (5.1)
where x0 is the initial position of the atoms, xf is the final position of the atoms
and τ is the movement time.
5.1 Multiple Bose-Einstein Condensation in One
Dimension
Previous work carried out with the Otago ultracold atom machine has demon-
strated splitting of ultracold atomic clouds into up to 32 ‘daughter’ clouds [18]
and simultaneous production of four BECs in a one-dimensional array [23]. Aside
from being confined to one dimension, both of these feats were done using a
tweezer manipulation protocol which was limited to producing atomic cloud ar-
rays of integer powers of two clouds. The primary goal of this work was to extend
capabilities into two- and three-dimensional arrays. It is useful, however, to also
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Figure 5.1: Three BECs in a line with nearest neighbour separation of 250 µm.
The condensates were formed simultaneously from three thermal clouds with initial
nearest neighbour separation of 60 µm. This image was taken at 20 ms time-of-flight.
be able to produce arbitrary integer numbers of clouds. For example, producing
three BECs simultaneously has already led to observation of spontaneous vor-
tex formation via merging of the three condensates [27] and the observation of
vortex lattices by collision of three BECs has been proposed [28].
As part of this work, a new protocol for tweezer control was developed which
has enabled the production of any integer number of ultracold atomic clouds in
a one-dimensional array (provided the number is not so large that the initial
number of atoms loaded into the dipole trap is not enough to appreciably popu-
late all of the traps). As a simple demonstration, Figure 5.1 shows three BECs
formed by loading a cross beam dipole trap formed by toggling three vertical
beams1 along the propagation axis of a single horizontal beam with a nearest
neighbour separation of 60 µm. After loading the trap, the vertical beams were
separated further to a nearest neighbour distance of 250 µm before reducing the
horizontal beam power to force evaporative cooling.
These three BECs were of high purity, even the least pure of the three (on
the right) had a condensate fraction approaching 40 % and the bimodal fitting
1The vertical tweezer beam optics have previously been calibrated with a ∼ 40 µm spot
size.
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Figure 5.2: An illustration of an experimental sequence which produces four atomic
clouds in a square arrangement with nearest neighbour separation of 500 µm. The
laser beams are moved on minimum-jerk cost trajectories with transit time τ and are
false coloured for clarity.
program used in Figure 3.3 could not make an accurate estimate for the cloud
on the left due to having too small a thermal fraction to fit to. The purest of
the three (on the left) contained approximately 105 atoms.
5.2 Multiple Bose-Einstein Condensation Be-
yond One Dimension
Having constructed a functioning three-dimensional optical tweezer system,
the logical next step was to perform multiple Bose-Einstein condensation beyond
one dimension. The typically used method for multiplexing the AODs, including
in Figure 5.1, is to rapidly toggle between two or more driving frequencies. As
an example of how one might split a single cloud of atoms to four clouds in
an array, Figure 5.2 shows a comic strip of forming a cross beam dipole trap
consisting of four beams (two horizontal and two vertical) and then separating
them on minimum jerk cost trajectories [64].
The fact that the imaging path for the original one-dimensional optical col-
lider was set up with the yz-plane as the imaging plane meant that splitting
clouds in the y direction would be desirable. However, between the effectively
larger spot size as found in Section 4.5 and the fact that the upper beam would
have to have more power than the lower beam during the split phase in order to
counteract the bias imposed by gravity, the power limits of the photonic crystal
fibre were already stretched thin. Noting that the widening of the beams in-
creases with increasing toggling frequency, a value of ftogg = 25 kHz was chosen
2.
Furthermore, splitting was performed along the x-axis before moving one of the
two horizontal tweezer beams in the y-direction. Figure 5.3 shows an absorption
2This is much lower than the typical value of ftogg = 250 kHz [18].
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Figure 5.3: Four thermal clouds in a quadrangle with lengths corresponding to
∆z = 500 µm, ∆y = 300 µm, and ∆fx = 500 kHz. The toggling frequency for the
horizontal beam AODs was 25 kHz and the toggling frequency for the vertical beam
AODs was 250 kHz. This image was taken at 12 ms time-of-flight.
image corresponding to such a sequence with four clouds separated along the
z-axis by 500 µm, along the y-axis by 300 µm, and with the two horizontal beam
x-AOD frequencies different by 500 kHz.
Attempts to condense atomic clouds formed by this procedure were unsuc-
cessful due to the fact that the trap lifetime is limited when the toggling fre-
quencies are low, as has been observed in [17, 18] and as is consistent with
predictions made in [20]. Not to be deterred from producing multiple BECs in
two-dimensions, a new method, which is illustrated in Figure 5.4, was devised.
First three BECs were formed in a line as in Figure 5.1 except, instead of the
horizontal AODs being run in single tone mode, two horizontal beams were tog-
gled between at ftogg = 125 kHz with ∆fx = 300 kHz in order to produce a
slight overlap facilitated by the effective widening of the beams. Then, one of
the three toggled vertical beams was displaced along the x-axis by a frequency
shift of 600 kHz to account for the scaling between the vertical and horizontal
beam calibration which results from having lenses with different working dis-
tances. Finally the single condensate which had been plucked from the line was
displaced further along the x-axis by increasing the frequency difference between
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Figure 5.4: A cartoon illustration of producing three BECs in a line within a wide
sheet-like potential formed by overlapping two toggled horizontal beams. The BECs
are formed on the axis of one of the two horizontal beams. Then, one BEC is shifted
to the axis of the second horizontal beam using the vertical tweezers. Finally, one
of the toggled horizontal beams is shifted away to remove overlap. The previously
shifted vertical tweezer beam is moved with the horizontal beam and BEC is carried
with the beams.
the two horizontal beams to ∆fx = 1.75 MHz.
An absorption image corresponding to this sequence taken at 20 ms time-
of-flight is shown in Figure 5.5. The inset shows the approximate geometry in
the xz-plane where the distance calibration for changing the x-AOD frequency
has been assumed to be the same as for y. We can also see that the BEC
displaced along the x-axis also appears to be shifted slightly along the y-axis;
this is most likely due to small misalignment between the optical tweezer axes
and the imaging plane. Displacement from the focal plane of the imaging system
could also be a contributing factor.
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Figure 5.5: Three BECs arranged in a triangular geometry in the xz-plane imaged
on the yz-plane at 20 ms time-of-flight.
In order to demonstrate multiple Bose-Einstein condensation in the imag-
ing plane, atoms were loaded into a four beam dipole trap consisting of the
static horizontal beam from the original optical tweezer system, one horizon-
tal tweezer beam produced by running the AODs in single tone mode and two
vertical beams separated by 80 µm formed by toggling the vertical z-AOD at
250 kHz. The tweezer beams were subsequently rearranged on minimum jerk-
cost trajectories [64] to form a square array of thermal clouds with 500 µm
nearest neighbour separations. Evaporative cooling was performed by decreas-
ing the power in both beams over a period of 2000 ms and the resulting BECs
can be seen in the absorption image taken at 12 ms time-of-flight shown in
Figure 5.6.
Following the labelling given in Figure 5.6, it is clear that 1 is the most
pure while 3 is the least pure condensate. The atom numbers and condensate
fractions of each cloud are given in Figure 5.6.
In an effort to continue scaling the system upwards, the methods used to
produce the arrangements shown in Figure 5.1 and Figure 5.6 were combined to
produce a 2×3 array of atomic clouds in the yz-plane starting with a triple well
along the z-axis with nearest neighbour separation of 40 µm and ending in a
rectangular array with nearest neighbour separation of 500 µm. An absorption
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Figure 5.6: Four BECs arranged in a square in the yz-plane with nearest neighbour
separation of 500 µm with atom numbers and condensate fractions given in the figure.
This image was taken at 12 ms time-of-flight.
image of thermal clouds in this arrangement captured at 12 ms time-of-flight is
shown in Figure 5.7, while Figure 5.8 shows the results of an attempt to form
BECs with the nearest neighbour separation with respect to the z-axis reduced
to 250 µm.
Clouds 2 to 5 in Figure 5.8 show some sign of bimodality but clouds 1 and
6 demonstrate so-called run out evaporation [23] where the initial atom number
and subsequent collision rate is simply not high enough to achieve Bose-Einstein
condensation due to Tc decreasing at a rate equal to or greater than the rate
at which T decreases. These unfavourable initial starting conditions are also
somewhat reflected in Figure 5.7. It would be perhaps possible to achieve six
BECs if one were to employ a more efficient evaporation method such as those
demonstrated in [23] and [76].
5.3 A Gravitationally Driven Collider
The value of an optical tweezer system for ultracold atoms does not live solely
in its ability to produce degenerate quantum gases. For example the optical
tweezer system upon which the system described in this thesis was based existed
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Figure 5.7: Six thermal clouds at 12 ms time-of-flight in a rectangular array on the
yz-plane with nearest neighbour separation of 500 µm.
primarily as an optical collider [25, 38]. Therefore one might consider what could
be done with regards to collision experiments using a three-dimensional optical
tweezer system.
First of all, collision experiments between two clouds conducted in the tradi-
tional way probably do not benefit from having additional axes available. Some
interesting experiments could be conducted involving collisions between more
than two clouds, for example Mawson et al. have predicted vortex lattice for-
mation by colliding three condensates symmetrically [28].
One interesting experiment involving the collision of two clouds which has
been proposed involves colliding a small BEC with a larger, stationary conden-
sate at the lossless point of a Feshbach resonance [38, 65, 88] where the idea
is that the smaller condensate picks up a position delay dependent on the den-
sity of the larger condensate. However, observing this effect requires that the
width of the Feshbach resonance be small [65] and subsequently keeping the
whole cloud at the lossless point requires a narrow energy distribution. In prin-
ciple the energy distribution being narrow is a self-fulfilling prophecy due to the
use of condensates. However, the optical collider necessarily shifts the cloud
in momentum space and therefore causes an effective widening of the energy
distribution [65, 73]. If one were to use a conservative potential to accelerate
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Figure 5.8: An unsuccessful attempt to condense the atomic clouds in the same
arrangement as Figure 5.7 with nearest neighbour separation with respect to the z-
axis reduced to 250 µm.
the cloud then there would be no issue of energy spread broadening, since the
cloud would be shifted in energy space rather than momentum space. There-
fore, in the remainder of this chapter, we investigate using gravity as a means
of conducting collision experiments.
We consider producing two horizontal beams separated along the y-axis by
a distance ∆h and each populated by atomic clouds. If the beam positioned
above were suddenly switched off, the atoms would begin to free fall and would
have a kinetic energy per atom of mg∆h when they reached the lower beam.
Considering the diffraction efficiency shown in Figure 4.9 and the calibration
determined from Figure 4.11, we could estimate a maximum collision energy of
∼ 410 µK for 87Rb assuming the lower beam to be the static horizontal beam
or ∼ 820 µK if two tweezer beams could be used. Figure 5.9 shows an initial
test of such a configuration.
A dipole trap consisting of both the tweezer and static horizontal beams and
two toggled vertical beams separated along the z-axis by 80 µm was prepared.
The atomic cloud was then split into four pieces with separations of 200 µm and
500 µm in the y- and z-directions, respectively. The horizontal tweezer beam
was switched off while the other three beams were kept on and an image was
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Figure 5.9: Two s-wave collisions performed simultaneously using gravitationally
accelerated thermal clouds.
taken 12 ms later. Clear s-wave scattering halos can be seen for both collision
pairs [17, 38, 62]. Figure 5.10 shows the same experiment performed with BECs.
While still visible, the scattering halos are much less clear in Figure 5.10 as
compared with Figure 5.9. This could be due to lesser total atom number or the
smaller size of condensates compared to thermal clouds requiring much more
accurate positioning of the clouds in the x-direction. Further investigations into
the use of this set up for observing the slow BEC effect predicted by Mathew et
al. [88] are required but are beyond the scope of this thesis.
5.4 Chapter Summary
Some preliminary experiments with the three-dimensional tweezer system
were performed. In particular two-dimensional arrays of BECs and thermal
atoms were presented and some preliminary tests using the optical tweezer sys-




Figure 5.10: Two s-wave collisions performed simultaneously using gravitationally
accelerated BECs.
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In Chapter 4 the design and construction of a three dimensional optical
tweezer system has been presented and some of the capabilities of this system
have been showcased in Chapter 5. However, none of the experimental data
presented thus far has been representative of the three-dimensional nature of
the tweezer system. This is because the information presented in an absorption
image is inherently two-dimensional due to the fact that the optical depth is
equivalent to integrating the atomic density over one spatial dimension, as can
be seen in Equation 3.6. Therefore, the logical next step was the construction of
a new imaging system with an imaging axis orthogonal to the original imaging
system.
Imaging in the y-direction presented a number of advantages compared to a
second horizontal imaging path. For example, one long term avenue of research
which could be undertaken using this tweezer system would be atom interferom-
etry in ring shaped geometries where the gravitational potential would prevent
uniform filling in anything other than a horizontal plane [19, 20, 45, 48].
6.1 Optics Selection
The aim in designing the vertical imaging system was not only to increase
the number of spatial dimensions which could be imaged but also to achieve
higher resolution than the existing imaging system could provide. The original
imaging system was constructed with a pixel size limited resolution of 11.1 µm
due to the fact that the desire was to have a large field of view for collision
experiments [17, 25, 38, 64, 65].
With dreams of observing matter wave interference effects, including vortices,
the vertical imaging system would need much higher resolution [27, 28, 89]. In
addition, parallel work being conducted in the Kjærgaard lab has proposed to
image 87Rb on the 52S1/2 → 62P3/2 transition at 420 nm in order to enhance the






CHAPTER 6. VERTICAL IMAGING SYSTEM
where λ is the wavelength of the imaging light, NA is the so-called numeric
aperture of the imaging system and d is the smallest separation between two
points which can be resolved. The numerical aperture, roughly speaking, tells
us at which angles with respect to the optical axis light can be collected by an
imaging system and can be approximated for a lens by NA ≈ nD/(2f) where
D is the diameter of the entrance pupil, f is the focal length of the lens, and n
is the refractive index of the medium in which the lens resides [91]. Therefore,
we aimed to construct a diffraction limited imaging system which could be used
for high resolution imaging at both 780 nm and 420 nm.
Aside from ruling out the standard anti-reflection coatings offered by ven-
dors such as Thorlabs, using two wavelengths imposes difficulty with respect
to using complex multi-lens systems to achieve high numeric apertures [92–94]
since more glass corresponds to greater differences in effective focal length due
to the wavelength dependence of the glass. Therefore an aspheric diffraction
limited singlet (Thorlabs, AL2550H) made from BK7 schott glass was selected.
The relatively low dispersion of BK7 (the refractive index is 1.5284 at 420 nm
and 1.5112 at 780 nm, ∼ 1 % difference) [95] means that although the selected
lens was specified to be diffraction limited at 780 nm, performance at 420 nm
should be satisfactory.
According to Equation 6.1 the selected lens, with NA = 0.2, should pro-
vide a diffraction limited resolution of 4.8 µm (2.6 µm) for imaging at 780 nm
(420 nm). The camera available for use with the vertical imaging path (Prince-
ton Instruments, Versarray 512F CCD with Versarray ST-133A controller)1 had
a pixel size of 24 µm× 24 µm which would require a magnification of 5 (9.2) for
diffraction limited imaging at 780 nm (420 nm).
One can think of atoms as a point source of light with the objective lens col-
limating that light and a secondary lens focussing that collimated image down
onto a CCD. In reality an absorption image is more like the shadow of the
atoms. Since the wavelength of primary interest for this thesis was the tradi-
tional 780 nm and the numeric aperture of lenses used to focus the collimated
image are less important than the objective lens [92], a plano-convex focussing
lens of focal length 300 mm (Thorlabs, LA-1256) was chosen. Considering the
50 mm effective focal length of the previously selected objective lens, we can
calculate an expected magnification of 6, leading to a pixel limited resolution of
4 µm and a CCD limited field of view of2 2 mm× 2 mm.
The imaging probe beam was overlapped to the nominal centre position of the
vertical tweezer beam using dichroic mirrors as shown in Figure 6.1. Figure 6.1
also shows the light delivery path used which is the very similar to the path
used for the x-axis imaging path and light is derived from the same laser for
both paths [38].
1This camera was previously used on the x-axis absorption imaging path before being
replaced by the Andor camera mentioned in Chapter 3.

















Figure 6.1: A simplified schematic representation of the optics for the vertical imag-
ing system showing the AODs and f -theta lens for the vertical tweezers and dichroic
mirrors for joining the probe beam to the optical path. The AOM at 80 MHz is for
pulsing the probe beam.
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6.2 Lens Position Tolerancing
An important aspect to consider in the construction of this imaging system
was tolerance for optics to be mispositioned. The phenolic mount which holds
the coils for the IP trap prevented placing any object wider than 20 mm with
respect to the z-axis within 55 mm of the nominal atom position at the centre
of the science cell. In addition, the 1.2 mm thick silica glass forming the top
of the science cell impacted the effective lens position and had the potential
to introduce aberrations. Finally, physical constraints of the vacuum system
prevented placing the second lens less than ∼ 300 mm from the top of the
previously mentioned phenolic mount (which also partially motivated the choice
of a 300 mm focal length lens).
In order to estimate the tolerance of the lens positioning, geometric ray
tracing was performed [96, 97]. Figure 6.2 shows four cases: (a) the lens is
positioned at the manufacturer specified working distance of L1 = 46 mm with
respect to the atoms, (b) the lens is positioned L1 = 43 mm from the atoms, (c)
the lens is positioned L1 = 49 mm from the atoms and (d) the lens is positioned
L1 = 55 mm from the atoms. In all cases the distance between the two lenses
was L2 = 300 mm and the ray tracing code allowed for the exact specification
of the aspheric surface on the first lens; the science cell was also included.
For cases (a) - (c), the radii of the circles of least confusion [98] are 0.13 mm,
0.099 mm, and 0.15 mm, respectively. The superior performance of the 43 mm
working distance, compared to the manufacturer specified 46 mm, is due to
the effective increase in path length introduced by the science cell glass. The
separations between the paraxial regions [98] and the circles of least confusion
for cases (a)-(c) are 20.6 mm, 13.6 mm, and 24.1 mm, respectively. The Strehl
ratio, which is a measure of how close a system is to being diffraction limited
(with 1 being totally diffraction limited and anything greater than 0.8 taken to
be diffraction limited for most practical purposes) [93] was not calculated by
the ray tracing program. Unfortunately, case (d) explicitly shows that, for all
intents and purposes, no image would be formed if the lens were to be placed
at the top of the phenolic mount. To avoid this issue, two parallel cuts were
made with a diamond saw on opposite sides of the lens such that the width of the
remaining glass was 19 mm and the lens maintained its shape with respect to the
axis orthogonal to the cuts. Additionally, a custom mount was manufactured in
order to position the lens as close as possible to 43 mm from the nominal atom
plane.
In practice, the lens spacing ended up closer to 450 mm than the ideal
f1 + f2 = 346 mm. This should not make too much difference to the imaging
resolution provided that the first lens is positioned accurately such that the ‘im-
age’ is collimated between the two lenses, since an increase in path length makes
no difference to a collimated beam. However, the probe beam was necessarily
not collimated after the second lens which had some impact on the signal to
noise ratio for imaging since the uniformity of the probe beam was lost.
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Figure 6.2: Numerical ray tracing of the vertical imaging system. The aspheric
surface of the first lens and the surface of the science cell are included explicitly and
the spacing between the two lenses is L2 = 300 mm. The positions of the first lens
with respect to the nominal atom plane, L1, are (a) 46 mm, (b) 43 mm, (c) 49 mm
and (d) 55 mm. This image was produced using downloaded ray tracing code [96].
6.3 Levitating Atoms During Ballistic Expan-
sion
From Figure 6.2, it is clear that shifting the atoms with respect to the ob-
jective lens by ±3 mm can move the image focus on the order of 100 mm. The
atoms will fall away from the lens by a distance gτ 2/2 during a time-of-flight, τ ,
which corresponds to a displacement of approximately 2 mm for a fairly typical
time-of-flight of 20 ms. Since the lens positions are assumed to be fixed and
collecting a reasonable image requires the CCD to be placed at the image focus,
either the atoms would need to be prevented from falling or the camera would
need to be repositioned each time the value of τ was changed - a solution which
would be both time consuming and entirely impractical.
Thus, it was necessary to devise a scheme for preventing the atoms from
falling while still allowing ballistic expansion. While this is not strictly possible
with anything except a force equal to gŷ to cancel out the acceleration due to
gravity and do nothing else, a reasonable approximation may be obtained using
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magnetic levitation [99–101].
Following from Equation 3.3, the potential of an atom in the presence of a
magnetic field and under the influence of gravity can be expressed as
U(r) = µBgFmF |B(r)|+mgy, (6.2)
from which we can calculate the force








where B̂(r) is a unit vector pointing in the direction of B(r) and ei = x, y, z.
Considering just the y-component, we have




Consider the field on axis of a single circular coil with effective radius Reff











where µ0 is the permeability of free space and y is measured from the coil. Now
Equation 6.4 becomes





















⇒ sgn(y0) = sgn(gFmF ). (6.8)
Disregarding the solution at y0 ≈ 0 on the basis that placing a coil on the
atom plane would be practically impossible, we are left with one solution. If
the atoms are above (below) the coil, the point y0 exists only for weak (strong)
field seeking states with gFmF > 0 (gFmF < 0) and corresponds to a stable
(unstable) equilibrium3. Unsurprisingly, there is no valid y0 for magnetically
insensitive states.
3Note that these can be reversed by adding a bias field to Equation 6.5.
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We can understand these conclusions intuitively; the magnitude of the mag-
netic field produced by any current carrying wire must decrease as the distance
from the wire increases. Atoms in weak (strong) field seeking states will be
pushed away from (drawn towards) the current. If the direction of force due
to the coil is opposite to the direction of the force due to gravity, an equilib-
rium can exist. For both strong and weak field seeking states the magnitude of
the force decreases with increasing distance from the current. So, for a weak
(strong) field seeking state above (below) the coil, as gravity pushes the atoms
downward the repulsive (attractive) force from the coil gets stronger (weaker)
and the magnetic force acts as a restoring force (can not keep the atoms from
falling). Conversely if the atoms are too far from (too close to) the coil the
magnetic force is weaker (stronger) than necessary to cancel the force due to
gravity so gravity acts as a restoring force (can not keep the atoms from being
drawn towards the coil). Hence, we find a stable (unstable) equilibrium for weak
(strong) field seeking states.
The finite size of any atomic cloud means that any atoms in a weak (strong)
field seeking state will be slightly compressed (stretched) due to the curvature of
the potential. While there are no analytic solutions for the magnetic field off axis
of a current carrying loop, we know that the absolute value of the field increases
towards the axis of the coil [102], resulting in radial stretching (compression) for
weak (strong) field seeking states.
Again, due to spatial constraints, the only option for a levitation coil was a
single coil placed above the science cell. Thus we aimed to produce an unstable
equilibrium for strong field seeking states. For the 52S1/2 state of
87Rb the strong
field seeking hyperfine states are |F = 1,mF = 1〉, |F = 2,mF = −1〉 and |F =
2,mF = −2〉 with corresponding g-factors of g1 ≈ −1/2 and g2 ≈ 1/2 [42].
As we can see from Equation 6.7, the states with mF = ±1 require a field
gradient twice as strong as what is required for |f = 2,mF = −2〉 making
mF = −2 the best choice for strong field seeking state levitation. Recalling that
atoms are prepared in the |F = 2,mF = 2〉 hyperfine state during the optical
pumping phase, the mF = −2 state also turns out to be simpler to prepare
through adiabatic rapid transfer compared to the other two strong field seeking
states [38, 63, 103, 104].
6.3.1 The Levitation Coil
For constructing the coil, the choices were to use many turns of thin wire to
generate the required magnetic field with a small amount of current or to use a
few turns of thick wire to generate the field with a large amount of current but
decreased inductance. The two options would produce the same amount of heat
(assuming the total volume of wire can not be changed) due to ohmic resistance
in the coil. This is because the current density does not change if the wire gauge
is changed while the total volume of wire and the magnetic field value are kept
constant [102].
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Figure 6.3: Measured magnetic field versus distance from the coil corresponding to
I = 5.10± 0.05 A. The red line is a fit to Equation 6.5 giving Neff = 6.70± 0.07, and
Reff = 3.15± 0.05 cm.
We chose to use thick copper wire (∼ 3 mm in diameter) in order to minimise
inductance in the coil and limit the effect of transient fields. The rise time (10%−
90% current) of the coil was measured to be 1.3± 0.1 ms using a Hall sensor (F.
W. Bell, CLN-50) which was sufficiently fast for time-of-flight experiments but
slow enough for the atoms to adiabatically follow the field direction [62]. The
magnetic field due to the coil was calibrated at I = 5.10± 0.05 A using a Gauss
meter (F. W. Bell, Model 7010 Gauss/Tesla meter with F. W. Bell, HTF71-
0608-15-T probe) mounted to a translation stage (Standa, 107348). Data was
used to fit a curve of the from of Equation 6.5 and fitting parameters were
used to extract values for the effective number of turns, Neff = 6.70± 0.07, and
effective coil radius, Reff = 3.15± 0.05 cm. The data and fitted curve are shown
in Figure 6.3.
Using the empirical values of Neff and Reff we can solve Equation 6.7 at
y0 = 50 mm for the 5
2S1/2|F = 2,mF = −2〉 state of 87Rb to give a required
current of I = 176 ± 7 A. We can perform a second order Taylor expansion of
the potential given in Equation 6.2 at this same point to estimate a ‘trapping
frequency’ of ωy ≈ 2πi · 4 Hz, where the imaginary number indicates the anti-
trapping potential [100]. This very low trapping frequency indicates that the
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stretching due to the curvature of the potential should be negligible and that
the marginal stability of the equilibrium point should be enough to keep the
atoms close to the nominal focus position of the objective lens.
In practice the position of the atoms relative to the coil centre is not precisely
known and the required current is therefore not known. In addition, the current
in the coil has finite rise and fall times due to inductive reactance. A normal
experimental sequence requires that the coil would not be switched on until the
dipole trap is switched off, which results in a short period of time where the
current is less than the steady state value and acceleration due to gravity is
not cancelled. Additionally, the magnetic field has to be switched off before
the absorption imaging probe pulse arrives in order to avoid Zeeman induced
detuning [63] which can lead to off-resonant lensing [89, 105]. Thus the actual
set-point for the current should be higher than expected even if the distance from
the coil to the atoms was precisely known so that acceleration due to gravity
is cancelled on average over the time-of-flight period. Thus, the actual value of
current was determined experimentally.
A schematic representation of the levitation coil set up is shown in Figure 6.4.
The coil was connected to a high current power supply (Agilent, 6690A 0-15
V/0-440 A SYSTEM DC POWER SUPPLY) running in voltage limited mode
and the current was controlled by a pair of MOSFETs (IXYS, IXFN200N07)
with transient voltage suppression diodes in parallel to the source-drain leads.
This configuration prevented current spikes during coil switch on and switch
off. During an experimental sequence, voltage was applied to the gates of the
MOSFETs4, starting from the time atoms were released from trap, for a duration
2 ms less than the time-of-flight in order to ensure the field would be completely
off when an absorption image was captured. The voltage on the power supply
was set high enough so that the average acceleration due to the coil would
cancel the acceleration due to gravity. The exact voltage required would change
on time scales of a few days due the the coil not being stabilised; current servo’s
developed in the Kjærgaard lab could help with this [38].
In addition, a thermistor was thermally contacted to the coil in order to
create a temperature sensing circuit connected to the kill switch on the back of
the power supply in order to prevent damage caused by accidentally leaving the
MOSFETs open for long periods of time5. The cut off temperature could be
adjusted using a potentiometer but was typically set to ∼ 50 ◦C.
6.3.2 Testing Magnetic Levitation
Before levitating the atoms, state transfer from |F = 2,mF = 2〉 to |F =
2,mF = −2〉 was performed using adiabatic rapid passage. The exact arrange-
45 V, corresponding to the MOSFETs essentially fully open.
5The heating rate for the coil based on a measured resistance of 13±1 mΩ, a mass of 200 g
and ignoring dissipation was estimated to be ∼ 7 K · s−1 at 200 A so heating was negligible
over a typical experimental cycle with time-of-flight ∼ 20 ms.
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Figure 6.4: (a) Schematic representation showing the current supply connected to
the levitation coil with MOSFETs being used as switches and a temperature sensing
circuit which could cut off current using a built in control on the power supply. (b) A
schematic representation of the temperature sensing circuit. The thermistor used was
NTC so the relay would close if the thermistor was heated sufficiently that the voltage
drop across the resistor in series with the thermistor was greater than the voltage drop
across the second part of the potentiometer which would cause the power supply to
shut down. The Rmax line ensured that the power supply would switch off if the
thermistor was disconnected for any reason.
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Figure 6.5: Stern-Gerlach spectroscopy of 87Rb atoms in the F = 2 manifold corre-
sponding to poor transfer efficiency from |F = 2,mF = 2〉 to |F = 2,mF = −2〉.
ment varied from day to day due to slowly varying background magnetic fields in
the lab but a typical arrangement was to apply a bias field in the z-direction of
∼ 9.2 G and apply a radio-frequency sweep from 6 MHz to 7 MHz in 3 ms
using the same coil which was used for evaporative cooling in the IP trap.
The efficiency of the state transfer was estimated using Stern-Gerlach spec-
troscopy performed with the levitation coil [106]. Assuming the current was
high enough to cancel the acceleration due to gravity for |F = 2,mF = −2〉,
the states in the F = 2 manifold would accelerate downwards with accelera-
tion a(mF ) = g(1 + mF/2) during time-of-flight leading to vertical separation
of states as shown in Figure 6.5 and allowing identification of spin states based
on vertical position.
After achieving state transfer efficiency as close to 100 % as practically mea-
surable, the potential difference across the coil due to the voltage limited power
supply was adjusted in order to minimise differences in position at different
time-of-flight durations (using the previously mentioned technique of turning
the coil on at the same time that the dipole trap was switched off and switching
the coil off 2 ms before imaging). The results of such a test where the actual
current used was ∼ 180 A are shown in Figure 6.6 where it can be seen that
fluctuations in position of less than 30 µm were achieved despite differences in
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Figure 6.6: Atom cloud positions with respect to the y-axis as a function of time-
of-flight for 87Rb atoms in the 52S1/2|F = 2,mF = −2〉 hyperfine state under the
influence of a single coil carrying ∼ 180 A located vertically above the atom plane.
time-of-flight of up to 24 ms.
As a final test of magnetic levitation, two BECs were prepared with a sepa-
ration of 200 µm along the z-axis and in the |F = 2,mF = −2〉 hyperfine state.
The atoms were released from the dipole trap and levitated by the coil using the
same procedure described above. Figure 6.7 shows absorption images taken at
(a) 60 ms time-of-flight and (b) 70 ms time-of-flight. For times of flight greater
than ∼ 80 ms, the unstable nature of the levitation field resulted in the atoms
being driven away from the equilibrium position and significant stretching in
the vertical direction was observed. The onset of the clouds being driven away
from the equilibrium position can be inferred from the difference in position
with respect to the y-axis between (a) and (b).
From Figure 6.7, we can see that some stretching of the clouds with respect
to the y-axis occurs. This is due to the small curvature of the potential in Equa-
tion 6.2 and only becomes prevalent at very long time-of-flight such as in these
examples. Despite some distortion of the atomic cloud, this test demonstrated
that the coil could be used to increase the maximum time-of-flight for imaging
along the x-axis (which was previously limited to ∼ 28 ms by the field of view)
by a factor of ∼ 2.5 and also that the coil could be effectively used to mitigate
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Figure 6.7: Two BECs prepared in the |F = 2,mF = −2〉 hyperfine state and
separated by 200 µm levitated for (a) 60 ms and (b) 70 ms. The difference in
positions with respect to the y-axis reflects the unstable equilibrium of the levitation
field
the depth of focus issues noted in Section 6.2 for vertical imaging. One should
also note that in spite of merging two Bose-Einstein condensates with indepen-
dent, random phases, no interference fringes can be observed in Figure 6.7. This
is because the expected fringe spacings for the two images were ∼ 1.4 µm and
∼ 1.7µm respectively [89], both of which are much smaller than the pixel limited
resolution of 11.1 µm.
6.4 Calibration of the Imaging System
In many experiments, imaging systems are constructed with one of the axes
of the CCD corresponding to the vertical axis (the axis of acceleration due to
gravity). This means the magnification of the imaging system can be accurately
determined by allowing a cloud of atoms to fall for a time-of-flight τ and com-
paring the centre of mass displacement as measured using the known pixel size of
the imaging CCD (assuming unit magnification) to the expected displacement,
gτ 2/2. A plot of the displacement measured on the CCD versus the expected
displacement yields a straight line with gradient equal to the magnification of
the imaging system [62].
Since the displacement due to gravity was orthogonal to our imaging plane
and cancelled by the levitation coil regardless, the magnification of the vertical
imaging system was calibrated using the previously calibrated displacement due
to the vertical tweezer beams but otherwise in the same manner as described
above. Figure 6.8 shows the measured displacement, ∆z̄, between two clouds of
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Figure 6.8: Calibration of the magnification of the vertical imaging system using the
previously calibrated optical tweezer system as a displacement reference. The fitted
curve gives a magnification of 5.85 ± 0.01. The error bars are smaller than the data
markers.
atoms separated by ∆z using the optical tweezer system. The fitted line gives a
measured magnification of 5.85± 0.01 corresponding to a pixel limited spot size
of 4.103± 0.007 µm.
As was alluded to in Chapter 5, the horizontal tweezer beams could not
support multiple clouds along the y-axis due to the widening of the beams
induced by toggling on top of the already increased spot size due to the curved
dichroic mirror. Figure 5.5 suggests that the limitation was less restrictive for
splitting with respect to the x-axis due to the widening due to toggling being
orthogonal to the force due to gravity and a vertical imaging path allowed this
to be easily confirmed. Figure 6.9 shows an array of four thermal clouds of
atoms with separations ∆x = 400 µm and ∆z = 500 µm at 2 ms time-of-flight.
Note that the optical depth is largely saturated due to the high atomic density




Figure 6.9: An array of thermal clouds in the xz-plane with all six beams used to
form the four cross beam dipole traps generated by rapidly toggling AODs. The cloud
spacings were ∆x = 400 µm and ∆z = 500 µm and the time-of-flight was 2 ms.
6.5 Chapter Summary
In this chapter, a vertical imaging system was constructed in order to take
advantage of the three-dimensional nature of the optical tweezer system con-
structed for this thesis. A potential issue with keeping the images in focus
related to atoms falling during time-of-flight was identified and a magnetic lev-
itation scheme was implemented to mitigate this effect.
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As a first step towards the observation of vortex phenomena, we investigated
matter wave interference between two condensates. Interference between two
BECs was first observed by Andrews et al. [107] using two condensates separated
by 40 µm in a double well potential formed by a blue detuned laser beam imposed
on a magnetic trap. In 2010, Zawadzki et al. demonstrated spatial interference
between condensates with large initial separations of up to 250 µm using blue-
detuned optical tweezer beams produced by an AOM driven at two different
frequencies simultaneously on top of a magnetic trap [99]. BECs separated by
250 µm were brought to 60 µm separation before being allowed to merge and
interfere [99]. Müntinga et al. have demonstrated an asymmetric Mach-Zender
interferometer using interference of BECs in microgravity environments using
extended free fall in a drop tower [108].
Despite the fact that the first BEC at the University of Otago was produced
two decades ago [109], the hallmark of matter wave interference had not previ-
ously been observed in the Kjærgaard lab. This was largely attributed to the
relatively low resolution of the imaging system. Two key features introduced
in Chapter 6 were available to circumvent this problem. First and foremost an
alternative imaging path with much higher resolution and, secondly, the ability
to allow atoms to expand in time-of-flight for longer than previously achiev-
able through magnetic levitation which is predicted to enable increased fringe
spacing [89].
7.1 Observation of Matter Wave Interference
A method which was previously attempted for observing BEC interference
was to form two BECs separated along the z-axis by a distance, d, and switch off
the vertical trapping beams in order to allow the condensates to expand along
the horizontal trapping beam. However, this technique led to the observation of
the so-called ultracold hipster, so named because of its resemblance to the facial
hair commonly worn by individuals who are referred to by themselves or others
as ‘hipsters’ [65]. The ultracold hipster appears to be an induced oscillation
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Figure 7.1: Two BECs separated by 200 µm along the z-axis. The vertical beams
were switched off and the clouds were held in the horizontal beam for 100 ms before
20 ms time-of-flight. (a) The vertical beams were suddenly turned off, resulting in an
ultracold hipster. (b) The vertical beam optical power was linearly reduced to zero
over a period of 100 ms.
of the clouds but has so far not been carefully explained. We have found that
ramping the vertical beams off over a period of time can reduce the appearance
of the ultracold hipster.
Figure 7.1 (a) shows an example of an ultracold hipster, characterised by a
curved density profile. The ultracold hipster was formed by creating two BECs
separated by 200 µm along the z-axis and suddenly turning off the vertical beams
before holding the atoms in the single horizontal beam dipole trap for 100 ms
and imaging at 20 ms time-of-flight. Figure 7.1 (b) shows an absorption image
corresponding to a similar experiment except the optical power of the vertical
beams was ramped linearly to zero over a period of 100 ms rather than switching
the beams off suddenly. The absence of an ultracold hipster is indicated by a
straight density profile as defined by the horizontal trapping beam.
We conducted an experiment where two BECs were formed with an inter-
cloud separation of 80 µm and the optical power in the vertical beams was
ramped linearly to zero over a period of 100 ms. The BECs were allowed to
expand in the horizontal dipole trapping beam for 50 ms before being released
to expand for a time-of-flight, τ , under the influence of the levitation coil. Fig-
ure 7.2 shows absorption images captured at (a) τ = 20 ms and (b) τ = 50 ms
using the horizontal imaging path.
In Figure 7.2 (b), matter wave interference fringes are clearly visible but this
image was preferentially chosen since the visibility of the interference fringes
was strongly subjected to aliasing due to the fact that the pixel size limited
imaging resolution was comparable to the fringe spacing and changes in the
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Figure 7.2: Absorption images corresponding to formation of two BECs separated
by 80 µm along the z-axis before ramping the optical power in the vertical tweezer
beams to zero over a period of 100 ms and allowing the condensates to expand in
the horizontal beam for 50 ms. The images were taken after time-of-flight expansion
under the influence of the levitation coil introduced in Chapter 6 and the times of
flight were (a) 20 ms and (b) 50 ms. Matter wave interference fringes are clearly
visible in (b).
random phase difference between the two independently formed condensates
shifted the fringe positions with respect to the pixel grid. However, the fringes
in Figure 7.2 (b) are much clearer than those in (a) which are only visible if
one knows to look for it, strongly indicating an increase in fringe spacing with
increasing time-of-flight. With the increase in fringe separation occurring in
spite of the levitation field pulling the atoms towards the coil axis due to the
strong field seeking arrangement. Note that the strong field seeking arrangement
was the opposite of the weak field seeking arrangement used by Zhai et al. to
enhance the appearance of interference fringes in conjunction with the Talbot
effect [89].
For direct comparison, Figure 7.3 shows interference fringes corresponding to
the same experimental arrangement as Figure 7.2 except the image was captured
with the vertical imaging system at 30 ms time-of-flight. The interference fringes
are much more easily visible due to the increased resolution from this imaging
path and the visibility is not strongly influenced by aliasing.
In the next section, a simple model of matter wave interference fringes from
Pethick and Smith [110] is presented. The model was used to analyse various
data sets containing matter wave interference which are presented in Section 7.3.
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Figure 7.3: Interference fringes observed using the vertical imaging path, described
in Chapter 6, corresponding to the same experimental sequence as used in Figure 7.2,
at 30 ms time-of-flight.
7.2 A Simple Model of Matter Wave Interfer-
ence
In this section we follow [110] to form an expression of the expected density
profile of two interfering BECs. We start with a simple wave function for the
two condensates separated by a distance, d, along the z-axis which allows for
















































7.2. A SIMPLE MODEL OF MATTER WAVE INTERFERENCE
φ1 and φ2 are random phases, and R0 is the in-trap size of the condensate, which
is given by R0 =
√
2µ/mω−1trap in the Thomas-Fermi approximation [59].
There are some obvious limitations to this model. Namely, the trapping
frequencies have been assumed to be isotropic for simplicity, the total wave
function is not normalised to N1 +N2 and the particles forming the condensates
are assumed to be non-interacting. Nevertheless, this wave function can provide
a useful model.
The number density of atoms given by the wave function in Equation 7.1 is
n(r, t) = |Ψ(r, t)|2
⇒ n(r, t) = N1|ψ1(r, t)|2 +N2|ψ2(r, t)|2 + 2
√
N1N2<[ψ1(r, t)ψ∗2(r, t)]. (7.5)
Plugging in previous definitions and recalling Equation 3.6, we find the optical
depth corresponding to absorption imaging along the y-axis to be


































where δ = φ1−φ2. For data analysis, it is much easier to work in one dimension
so we can proceed to integrate out the x dependence to form an expression for














































and in the long time limit we obtain the commonly used approximation [89]
∆s ≈ ht/(md). One should also consider short expansion times; we can see
that there is a local minimum in ∆s at t = mR20/~ and that ∆s→∞ as t→ 0.
The divergence of the fringe spacing at t = 0 is allowed because the condensates
will not have expanded enough to start interfering at short time scales. However,
for 87Rb and a reasonable in-trap size of a few microns, we see that the local
minimum is predicted to occur in the vicinity of 30 ms.
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7.3 Analysis of Interference Data
7.3.1 Randomness of Relative Phase
The relative phase between two independently formed condensates in static
traps is random [111]. However, it has been pointed out that short exposures
to external potentials cause phase imprinting on BECs [20, 110, 112]. In this
section, we analyse matter wave interference data to determine whether the rapid
toggling of the tweezers impacts the randomness of the relative phase between
two condensates.
Finding a reliable value for δ from a fit to Equation 7.7 is impractical due to
numerical error [113]. In order to show that the relative phases of two interfering
condensates is indeed random, we first define the visibility of the interference
fringes. We take a slice along the line joining the centres of the two BECs
and apply a peak finding algorithm to find the local maxima and minima. The
visibility is defined as the average of the differences between adjacent extrema
divided by the average of the midpoints of adjacent extrema. To find a proxy
for the relative phase between two condensates, an ensemble of nine images was
collected. Each of the nine images was prepared using the same method as the
image shown in Figure 7.3. One image was taken to correspond to δ = 0 and each
of the other images was sequentially shifted pixel-by-pixel1 over the reference
image with an average taken at each shift. The shift corresponding to maximum
visibility in the averaged image was taken to be proportional to the relative
phase between the BECs in the shifted image. The procedure was repeated
with each image in the ensemble taking a turn as the reference image and the
autocorrelation function of the relative phases extracted for each reference image
was calculated. The individual autocorrelation functions are shown in Figure 7.4
as dashed lines and the average over 100 autocorrelation functions corresponding
to different permutations of image ordering is shown as a solid line. We can
infer randomness in the relative phases from the fact that the average of the
autocorrelation functions tends towards zero.
7.3.2 Scaling of Fringe Spacing
Due to the simplifying assumptions which were made in order to arrive at
Equation 7.1, a fit to the summed projection of an absorption image correspond-
ing to matter wave interference would actually require more parameters than
indicated by Equation 7.7. Fitting inherently noisy data with such a large num-
ber of parameters is numerically impractical and unreliable [113]. Therefore, we
investigated alternative methods for extracting fringe spacing from absorption
images, the scaling of which was then compared to Equation 7.8.
The first method used for extracting the fringe spacings from a given ab-
sorption image was to apply a simple peak finding algorithm to a slice of the
1The maximum shift was limited to be approximately one fringe spacing.
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Figure 7.4: Auto correlation functions of the relative phases of two spatially sepa-
rated condensates. One image out of an ensemble of nine images, all prepared iden-
tically to Figure 7.3, was chosen to correspond to zero spatial phase. Each of the
remaining eight images was shifted pixel-by-pixel and averaged with the reference
image. The visibility of the averaged image was calculated (as defined in the main
text) at each slide position. The slide position corresponding to maximum visibility
was taken to be proportional to the phase for that image. The lag is the index lag
in an array of eight relative phases corresponding to one member of the ensemble
being assigned zero relative phase. One dashed line represents the autocorrelation
function of relative phases for each image used as the reference image. The solid line
is the average of 100 individual autocorrelation functions corresponding to different
permutations of the image ordering.
absorption image and obtain an estimate for the fringe spacing based on a linear
fit to the peak locations versus a sequence of peak indices. Figure 7.5 shows an
absorption image of interference fringes prepared via the same method as in
Figure 7.3 at 20 ms time-of-flight with vertical lines overlaid to demonstrate the
peak locations found by the applied algorithm; the inset shows the linear fit to
the peak locations plotted against the peak indices.
The second method used for extracting fringe spacing was a continuation of
the method already described. The spatial Fourier transform of equation 7.7
is dominated by the fringe spacing at high spatial frequency (see Appendix E).
Therefore, a discrete fast Fourier transform was performed on the same slice
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Figure 7.5: Demonstration of the peak finding with a linear regression method for
extracting fringe spacing from an absorption image. The image shown was prepared
by the same method as used in Figure 7.3 and was taken at 20 ms time-of-flight. This
particular image was chosen for demonstration because of the low visibility of fringes
which made the job of the peak finding algorithm difficult.
used for peak finding in the previous method and the corresponding spectrum
was high-pass filtered at a somewhat arbitrary cut off frequency of half of the
spatial frequency corresponding to the fringe spacing found via the first method.
Then, the largest peak in the remaining one-sided power spectral density was
taken to correspond to the spatial frequency of the fringe spacing. Figure 7.6
shows the filtered one-sided power spectral density corresponding to the data
presented in Figure 7.5.
Observing interference fringes for expansion times less than ∼ 20 ms was not
possible. Furthermore, the maximum time-of-flight was limited to ∼ 50 ms due
to an apparent asymmetry of the coil field (possibly due to a slight displacement
of the coil axis with respect to the atom position) which caused atoms to be
dragged out of the usable field of view of the vertical imaging CCD at long
time-of-flight. Figure 7.7 shows plots of fringe spacing, ∆s, obtained by (a)
the peak search method and (b) the Fourier filtering method as functions of
time-of-flight and with fitted curves of the form of Equation 7.8.
Neither method of extracting fringe spacing has produced data with good
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Figure 7.6: Example of choosing a fringe spacing value from Fourier filtered inter-
ference data. The data shows the one-sided power spectral density corresponding to
the discrete Fourier transform of a slice of the image shown in Figure 7.5. The power
spectral density has been high-pass filtered with a cut off frequency corresponding
to half the fringe spacing found using the peak-finding method. The red line shows
the largest component of the power spectral density, the frequency of which is take
to correspond to the interference fringe spacing. The data used here represents the
worst case scenario for both methods of determining fringe spacings. Here, k = 2πν̃.
agreement to the model in Equation 7.8 and this is exacerbated by the lack
of range in time-of-flight values. However, the fitting parameters from the two
methods were consistent with each other. The peak finding (Fourier filtering)
method returned parameters of R0 = 4.2 ± 0.5 (4.9 ± 0.5) µm and d = 11 ±
3 (13± 3) µm.
While the calculated values of R0 are reasonable [59], the calculated values of
d are in disagreement with the experimentally controlled value of 80 µm. This
discrepancy could be attributed to the method of ramping down the vertical
beam power over 100 ms and letting the two independent BECs begin merging
in the single beam dipole trap over a period of 50 ms. This might mean that
the time value needs to be shifted to account for the behaviour of the BECs
before the horizontal beam is switched off. However, adding an extra fit param-
eter is not feasible with the number of data points available since the calculated
errors in the fitting parameters blow up when the number of fit parameters is
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(a) (b)
Figure 7.7: Interference fringe spacing, ∆s, as a function of time-of-flight, τ , obtained
using (a) the peak search method and (b) the Fourier filtered method. The red lines
respresent fits to Equation 7.8.
too close to the number of data points [113]. We could also attribute both
the discrepancy in the calculated value of d and the overall poor fit to Equa-
tion 7.8 to effects caused by the (supposedly) small curvature of the magnetic
field used for levitation [99] or interactions between particles, which are known
to produce quantitatively and qualitatively different results to non-interacting
systems [114].
In order to investigate the discrepancy between the calculated values of d
and the expected value, interference fringes were prepared via the same method
as already described except with the time-of-flight fixed at 30 ms and the ini-
tial separation of the BECs varied between 80 µm and 120 µm. According to
Equation 7.8, ∆s ∝ d−1. Figure 7.8 shows the interference fringe spacing as a
function of d−1 with the fringe spacing calculated using (a) the peak finding
method and (b) the Fourier filtering method. We can see that, once again, the
two methods for extracting the fringe spacing give qualitatively similar results
but there is not good agreement with the prediction of Pethick and Smith [110]
given in Equation 7.8. The discrepancy was most likely caused by the same
mechanism which led to the discrepancy with the value of d obtained from fit-
ting in Figure 7.7 and the expected value of 80 µm. It is likely that the model is
not valid for our experiment since the model assumes free space expansion and
neglects interactions between particles2.
Another factor which could be involved in the discrepancy between the ob-
served scaling of fringe spacing and the expected scaling from Equation 7.8 is
that the ultracold hipster [65] is more pronounced for larger initial separation,
as shown in Figure 7.9, which shows an absorption image taken at 30 ms time-
2Ideally, more data points would be needed to draw solid conclusions but a failure in
the optical module of the fibre laser used for the dipole trap prevented acquisition of more
data. Steps have been taken towards acquiring a new fibre laser; in the meantime numerical
simulations to be conducted by Dr. John Helm and Dr. Danny Baillie may help to shed more




Figure 7.8: Interference fringe spacing at 30 ms time-of-flight as a function of initial
BEC separation. The fringe spacing was calculated using (a) the peak finding method
and (b) the Fourier filtering method.
of-flight corresponding to d = 120 µm.
7.3.3 Ramp Rates and Hold Times
In a qualitative sense, the visibility of interference fringes was observed to
improve as the time between the end of the vertical beam power ramp and
the horizontal beam switch off was increased from 10 ms to 50 ms but the
prevalence of the ultracold hipster effect was dramatically increased with a hold
time of 100 ms. Furthermore, the hipster effect was increased for faster vertical
beam ramp rates but no significant improvements were observed once the ramp
time was increased beyond 100 ms.
7.4 Chapter Summary
In this chapter, we have used the magnetic levitation technique introduced
in Chapter 6 to demonstrate matter wave interference for the first time in the
Kjærgaard lab. Two methods for extracting fringe spacing from interference
patterns were used but convincing agreement with a model function was not
found.
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Figure 7.9: Image of interference fringes corresponding to τ = 30 ms and d =
120 µm. Evidence of the ultracold hipster [65], which appears as a distortion of the





In this chapter, some directions for future experiments are discussed. Aside
from the obvious need to rework the optics joining the dipole trap beams and
dispersive probing beam, as mentioned in Section 4.5, in order to remove astig-
matism, we consider studying vortices and formation of time averaged ring traps.
We also explore the use of arrays of ultracold atoms in the field of Rydberg quan-
tum optics.
8.1 Towards the Study of Vortices
Having achieved our goal of observing matter wave interference between
two BECs, we now turn our attention to vortices. One method of creating
vortex excitations is to merge three independent condensates as was done by
Scherer et al. (see Figure 8.1) using a specially shaped blue-detuned beam
superimposed on a magnetic trap in order to separate an atomic cloud into
three sections before cooling to degeneracy [27]. Another experiment, which has
been proposed by Mawson et al. [28] involves positioning three BECs at the
vertices of an equilateral triangle and then colliding them at the centroid with a
controlled amount of momentum, resulting in a vortex lattice. The resolvability
of interference fringes indicates that the vertical imaging system has sufficiently
high real world resolution to observe such effects since the size of a vortex core
is expected to increase at least as quickly as the size of the condensate where
the vortex has been excited [115].
A brief theoretical analysis is undertaken here which follows largely from [27,
116–118]. We start with the quantisation of superfluid circulation. To begin
with, we express the ground state wave function of the Gross-Pitaesvkii equation
(Equation 2.43) in the Madelung form [117, 118]
φ(r) =
√
n(r) exp [iS(r)], (8.1)
for the wave function to be physically meaningful, it must be everywhere single
valued but this does not necessarily mean that the phase must be single valued
since the wave function is in fact periodic in phase with periodicity of 2π. In
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Figure 8.1: “(a)−(d) 170-µm wide images showing vortices in condensates as a
strong (kB × 26 nK) barrier was ramped off over the time τ indicated. (e) Vortex
observation fraction Fv vs τ . The data for τ values of 50 ms, 200 ms, 500 ms, 1 sec,
3 sec, and 5 sec consisted of 5, 11, 10, 10, 5, and 5 images, respectively. For clarity,
statistical uncertainties due to finite sample sizes are not shown, but they generally
exceed our counting uncertainties. The expected lower limit of Fv ∼ Pv = 0.25 is
represented by a dashed line.” Reprinted figure (FIG. 2, page 3) with permission
from D. R. Scherer, C. N. Weiler, T. W. Neely, and B. P. Anderson, Physical Review
Letters 98, 110402 (2007). Copyright (2007) by the American Physical Society. http:
//dx.doi.org/10.1103/PhysRevLett.98.110402
order to ensure that the wave function remains single valued but the phase is
allowed to maintain 2π periodicity we place a restriction on the line integral of
the gradient of the phase around any closed path [118]∮
∇S(r) · dl = 2πp, p ∈ Z, (8.2)
where p is called the winding number or circulation and represents the net
number of vortices (number of vortices minus number of anti-vortices) in a
condensate or the number of quantised units of angular momentum associated
to superfluid flow in an annular condensate.
With this condition and the assumption that phase jumps between inde-
pendent domains must be minimised [116], we can understand the experiments
performed by Scherer et al. [27, 117]. But first, we must consider what it means
to say that the phase jumps between independent domains are minimised. If two
condensates are formed independently, they develop a random phase difference,
δ, [111] which is manifest as a spatial phase in interference patterns between the
two condensates, as seen in Equation 7.7. However, we have also seen that the
phase difference is only physical up to modulo 2π. If we substitute Equation 8.1





Under the assumption that the total system energy will be minimised, the
phase difference, δ, will be forced into the interval (−π, π) since adding integer
100




Figure 8.2: An arrangement of BECs as in the experiment by Scherer et al. [27]
before merging. The red line represents one possible closed path which could be used
to evaluate the integral in Equation 8.2. The phase of domain i is θi.
multiples of 2π would increase the kinetic energy of the system according to
our expression for the superfluid velocity1. In a more general treatment, this
restriction is known as the geodesic rule [116].
Now, we can treat the experiment of Scherer et al. by considering the
three independently formed condensates as three independent phase domains,
as shown in Figure 8.2 [27, 116, 117].
We can start by setting θ1 = 0 since the global phase of a quantum system
does not matter [61, 106]. Our previous restriction on the phase jumps means
−2π < θ3 < 2π, which restricts our winding number to be in the set {−1, 0, 1}
since the phase jump from domain 3 back to domain 1 must give us a net phase
accumulation of an integer multiple of 2π as per Equation 8.2 and must be be-
tween −π and π [116]. To determine the probability of each possible winding
number we need only determine the probability that p = 1 since symmetry re-
quires that the probability of p = −1 be the same and the laws of probability
then give us the probability of p = 0. Suppose p = 1, then π < θ3 < 2π since we
have already established the upper limit and if θ3 < π then the minimum phase
1We use an open set here since there is no distinction between δ = −π and δ = π but we
should in general fix the value; so instead of declaring a value we ignore the edge case but let
the phase difference become arbitrarily close to either value.
101
CHAPTER 8. FUTURE DIRECTIONS
jump would not lead to p = 1 [116]. Based on our already established rules for
the phase jumps, we can also conclude that 0 < θ2 < π. So for p = 1, we simul-
taneously require π < θ3 < 2π, 0 < θ2 < π and θ3 < θ2 + π [116]. A geometrical
construction can be used to demonstrate that the probability of meeting all
three of these conditions simultaneously is P (p = 1) = 1/8 [117]. Therefore, the
probability of finding one vortex (p = ±1) is 1/4, as was concluded by Scherer et
al. [27, 117].
A similar argument to above can be made to show that for four BECs in
a square arrangement, as in a scaled down version of Figure 5.6, the winding
number is still restricted to be in the set {−1, 0, 1} but the probability of finding
one vortex (p = ±1) is increased to 1/3 (see Appendix F). In general, the allowed














where floor(x) rounds x to the integer which is closest to x without being larger
than x. The root-mean-square winding number is given by [119]
prms(N) =
{






N, if N ≥ 3. (8.5)
It should be noted that, as has been observed by Scherer et al., these probabil-
ities correspond to a winding number and not necessarily a number of vortices
since it is possible for a vortex (p = 1) and an anti-vortex (p = −1) to form
simultaneously leaving a net winding number of zero.
For merging of BECs to form vortices, the scaling cannot continue indefi-
nitely since for a large enough N we could imagine the condensates as equally
spaced points on a circle; the finite size of the condensates means that the min-
imum radius must grow to keep the condensates from overlapping and therefore
keep the phase domains isolated. Eventually the diameter of the circle becomes
much larger than the arc length between to adjacent condensates so the exper-
iment enters the regime of merging condensates around a ring to form annular
super currents as has been demonstrated by Aidelsburger et al. [119].
We now briefly turn our attention to the formation of vortex lattices by
collision of three BECs in a triangular arrangement with equal momentum mag-
nitude, |k|, as has been proposed by Mawson et al. [28]. The proposed vortex
lattice is in fact an interference pattern between three plane waves with the








where Ecol is the single particle collision energy. The vortex lattice is further
predicted to decay into quantum turbulence which may limit the usefulness of
allowing the interference structures to expand in time-of-flight. For a length
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scale comparable to the fringe spacing in Figure 7.3, the collision energy would
need to be on the order of 0.3 nK which is much colder than an atomic cloud
can be practically made. If the required collision energy is comparable to the
energy spread of the atomic cloud then the vortex lattice lines are likely to be
blurred and become invisible. If the coldest condensate which can practically be
made is on the order of 10 nK then collision energies slightly higher than this
give characteristic length scales on the order of a few microns, indicating that
diffraction limited imaging on the 87Rb on the 52S1/2 → 62P3/2 transition may
be required to observe vortex lattices [90].
8.2 Optical Ring Traps
Another potential avenue for future research is optical ring traps. There is
significant current theoretical and experimental interest in quantum gases con-
fined in traps with multiply connected geometries [11]. Since the first demon-
stration of persistent currents in a Bose-Einstein condensate confined in a hybrid
magnetic and optical potential in 2007 [120] much work has been done to create
ring traps in both magnetic and purely optical traps [11, 19, 47–49, 121]. The
focus on ring traps stems largely from the fact that a toroid is the simplest
geometry which allows persistent currents [46] although investigations into the
movement of atoms by adiabatic passage between concentric toroidal traps have
been undertaken recently [122].
There are two central regimes of investigation in toroidal traps known as
atomtronics [46] and atom interferometry [45]. Atomtronics requires the use
of quantum degenerate gases and so is limited to a toroidal ring radius of ap-
proximately 100 µm [49]. In particular, to set up a persistent current, the
quantum coherence of the system should extend over the entire circumference
of the ring [48]. Atom interferometers, on the other hand, are usually geared
towards precision rotation sensing using the Sagnac effect [49, 123]. The sen-
sitivity of a Sagnac interferometer is directly proportional to its enclosed area,
making larger ring traps desirable for atom interferometry [45, 49].
A more robust distinction between the regimes of atomtronics and atom
interferometry can be made by considering the chemical potential. The chemical








ωρωa is the geometric mean of the radial, ωρ, and axial, ωa, trapping
frequencies, N is the number of atoms in the condensate, and ρ is the radius
of the toroid. If µ3D is much greater than the inhomogeneities in the potential
around the ring then the system is in the atomtronics regime, otherwise the
condensate is localised by the inhomogeneities and the system is in the atom
interferometry regime [48].
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Some previous designs for toroidal traps based on magnetic fields include
a trap produced by an inductively coupled ring [49] and a time averaged trap
formed by dressing a quadrupole trap with radio frequency fields [48]. The
inductively coupled trap described in [49] had the advantage of having an AC
field to smooth the trap by averaging roughness and a large trap radius (∼
5 mm) but suffered from poor scalability and inefficient loading due to poor
mode matching with the quadrupole trap in which the atoms were cooled. The
RF-dressed quadrupole trap described in [48] was scalable with a radius ranging
from 50 µm to 262 µm but the small radius traps required rather large field
gradients of ∼ 280 G · cm−1.
Several implementations of all-optical based ring traps have been demon-
strated (see, for example, [19, 20, 47]). The advantage of optical dipole traps
compared to magnetic traps is that optical traps are largely state insensitive [19,
40]. In [19, 20, 47] sheet potentials were created in the horizontal plane using a
strongly astigmatically focussed laser beam. In [47] a ring potential was super-
imposed upon the sheet potential using a Laguerre-Gaussian beam (LG10) with
a ring radius of 20 µm. In [19, 20] a time averaged ring of varying radius was
produced using a two-axis acousto optic deflector.
The three-dimensional optical tweezer system described in this thesis is well
positioned to be used as a research tool along similar lines to [19, 20]. Figure 8.3
shows a calculated dipole potential on the xz-plane for 87Rb with 1064 nm light
where we have set w0z = w0y = 40 µm, Py = 1 W and Pz = 2 W. The horizontal
beams are rapidly toggled with a separation of 28 µm to form a sheet with an
extent with respect to the x-axis of slightly less than 400 µm with a total of 15
toggled beams. Similarly, the vertical beams are rapidly toggled at points on a
circle with radius 100 µm with adjacent beams separated by an arc length of
28 µm for a total of 23 toggled beams.
8.3 Rydberg Quantum Optics
An area of research which has recently been entered into within the Kjær-
gaard lab is the study of Rydberg states of atoms, which are highly excited
electronic states of neutral atoms [124]. The study of Rydberg states of atoms
atoms is an active field of quantum information processing [31], two principle
fields of study are long range atom-atom interactions [125] and large optical
nonlinearities at the single photon level [31]. Both fields of study stem from the
Rydberg blockade effect [29, 30]. Similarities to the structure of hydrogen pro-
vide relative numerical simplicity in the calculation of electron wave functions
for Rydberg states [126] and we have developed our own Rydberg calculations
code package in work done prior to the commencement of this thesis2.
The Rydberg blockade effect prevents the simultaneous excitation of two
2The code is a work in progress but is freely available at https://github.com/
CSChisholm/Rydberg.
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Figure 8.3: A calculated ring shaped potential using rapidly toggled dipole traps on
the xz-plane. The potential is calculated for 87Rb with 1064 nm light and we have
set w0z = w0y = 40 µm, Py = 1 W and Pz = 2 W. The horizontal beams are rapidly
toggled with a separation of 28 µm to form a sheet with an extent with respect to
the x-axis of slightly less than 400 µm with a total of 15 toggled beams. Similarly,
the vertical beams are rapidly toggled at points on a circle with radius 100 µm with
adjacent beams separated by an arc length of 28 µm for a total of 23 toggled beams.
atoms into a Rydberg state within a distance, rb, of each other because of
polarisation induced shifts of electronic energy levels [30]. Figure 8.4 shows
a cartoon picture of using the blockade effect to store a single photon as a
collective excitation, referred to as a Rydberg super atom, in a cloud of ultracold
atoms [125]. The value of rb depends on the Rydberg state used but is typically
given by rb . 10 µm [31].
The blockade effect has been used for quantum simulation of Ising mod-
els in two-dimensional arrays of Rydberg atoms [127]. Recently, Busche et al.
have used the blockade effect to demonstrate Rydberg mediated nonlinear optics
with interactions between Rydberg atoms within two spatially distinct clouds
of atoms [32]. A system operating on the same principles of optical tweezers us-
ing AODs has been used by Bernien et al. to demonstrate a 51-atom quantum
simulator in one-dimension using Rydberg blockade [128].
The three-dimensional optical tweezer system presented in this thesis has the
potential for exciting opportunities in the field of Rydberg quantum optics due
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Figure 8.4: (a) Two photon coupling between a ground state, |g〉, excited state, |e〉,
and Rydberg state, |r〉. (b) Once a single photon has been absorbed, the blockade
shift adds an effective detuning, ∆b, to the |e〉 → |r〉 transition. Further Rydberg
excitations are thus prevented and the single photon is stored as a collective excitation
among the ensemble of atoms.
to the scalable nature of arrays of ultracold atoms and similar operating prin-
ciples to the experiments described in the previous paragraph. In addition, the
ultracold atom machine in the Kjærgaard lab is capable of producing degener-
ate Fermi gases. A key parameter for Rydberg quantum optics is the blockaded
optical depth, ODb, which is a measure of the number of atoms within a sphere
of radius, rb, of an atom which has been excited to a Rydberg state [31].
For most applications, it is desirable to make ODb as high as possible. How-
ever, there are fundamental limitations, imposed by the onset of collisions be-
tween ground state atoms and the Rydberg excited electron, which make values
greater than ∼ 20 impractical [31]. While the use of a degenerate Fermi gas
will not increase ODb, especially in comparison to a BEC, atom number density
fluctuations are significantly reduced for degenerate Fermi gases compared to
other systems [55]. In addition, collisions between atoms in a degenerate Fermi
gas are suppressed [38]. Such reductions in density fluctuations and collisions
between atoms would lead to reductions in inhomogeneous broadening of the
optical transitions and therefore decreased dephasing of the stored photon.
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We set out to build experimental capabilities to manipulate ultracold atoms
in macroscopic three-dimensional space with microscopic precision. To this end,
this thesis has described the design and construction of a three-dimensional op-
tical tweezer system using acousto-optic deflectors. Despite challenges arising
from a thin dichroic mirror becoming curved due to mounting pressure which was
found to introduce astigmatism in reflected laser beams, the three-dimensional
optical tweezer system was successfully used to demonstrate multiple Bose-
Einstein condensation in both vertical and horizontal planes. Gravitationally
driven collisions between pairs of atomic clouds, using both thermal clouds and
Bose-Einstein condensates, were also demonstrated. Calibration data corre-
sponding to the diffraction efficiency of the acousto-optic deflectors and the
tweezer displacement presented in Chapter 4 indicate that, in principle, the op-
tical tweezer system could be used to manipulate clouds within a macroscopic
volume exceeding 6 mm× 6 mm× 6 mm. This potentially accessible volume is
comparable the volume defined by the Rayleigh range corresponding to a laser
beam with 40 µm spot size radius at beam waist.
This thesis work also introduced an additional, vertical, imaging path to
the ultracold atom machine. In order to avoid depth of focus issues caused
by acceleration due to gravity effectively changing the working distance of the
objective lens during time-of-flight expansion, a method of levitating the atoms
using a current carrying coil located above the science cell and adiabatic rapid
transfer to a strong field seeking state was implemented. The levitation method
increased the maximum usable time-of-flight for the existing horizontal imaging
path from ∼ 28 ms to ∼ 70 ms and successfully prevented depth of focus issues
on the vertical imaging path.
The increased possible time-of-flight made observation of matter wave inter-
ference fringes between two Bose-Einstein condensates, separated by distances
an order of magnitude greater than their in-trap size, using the relatively low
resolution (∼ 11 µm) horizontal imaging path possible for the first time in the
Kjærgaard lab. The vertical imaging path, which was built with higher resolu-
tion than the horizontal path (pixel limited to ∼ 4.1 µm), was used to capture
clear and compelling images of matter wave interference. The numeric aperture,
and hence the resolution, of the vertical imaging system could be further im-
proved by using the macroscopic displacement capabilities of the optical tweezer
system to move atoms closer to the objective lens which would circumvent the
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obstacles which prevent moving the lens closer to the atoms.
Future work with this three-dimensional optical tweezer system could in-
volve vortex formation and superfluid flow generated by merging Bose-Einstein
condensates [27, 119], time averaged optical ring trapping for atom interferom-
etry [19], Rydberg quantum optics [31], and quantum entanglement between
isolated atomic micro-ensembles [33].
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A Physical Constants of 87Rb and 40K
For reference, physical properties of both 87Rb and 40K are given here.
A.1 Rubidium-87
While we have concluded that the difference in optical dipole trapping due
to hyperfine-structure of alkali metals is negligible, we must note that 87Rb
has two optical transitions from the ground state with significant transition
dipole matrix elements [42]. These transitions are D1: 5
2S1/2 → 52P1/2 and
D2: 5
2S1/2 → 52P3/2. Therefore, properties for both transitions are listed in
Table A.1. All data for 87Rb is taken from [42].
As we can see, the transition frequencies and decay rates for the D1 and
D2 transitions are very similar but the D2 transition has a stronger coupling
(because the transition dipole matrix element is larger). Therefore, using the
D2 transition values for dipole trapping calculations is sufficient for our purposes.
To complete our summary of 87Rb, the hyperfine structure of the D2 line is
reproduced from [38] in Figure A.1.
A.2 Potassium-40
There are also two relevant optical transitions for 40K; D1: 4
2S1/2 → 42P1/2
and D2: 4
2S1/2 → 42P3/2, so we must make similar considerations as we did for
87Rb [43]. Relevant data for 40K is listed in Table A.2 where all data has been
taken from [43]. Since the values for 40K are very similar to 87Rb (atomic mass
notwithstanding), there is no need to calculate potentials explicitly for both
species. The potential for 87Rb is a sufficient approximation for the potential
for 40K. We should note, however, that the trapping frequencies for 40K are
greater than those for 87Rb by a factor of ∼
√
2, due to the difference in mass.
The difference in mass does also mean that potentials which include gravity are
significantly different. All potentials which include the influence of gravity in
this thesis were calculated for 87Rb.
Finally, the hyperfine structure of the D2 line of




Table A.1: Relevant physical properties of 87Rb
Quantity Symbol Value
Atomic Number Z 37
Total Nucleons Z +N 87
Atomic Mass m 1.44316060(11)× 10−25 kg
Transition Frequency
(D1)
ω0 2π · 377.1074635(4) THz
Decay Rate (D1) Γ 2π · 5.746(8) MHz
Transition Dipole
Matrix Element (D1)
〈J = 1/2||er||J ′ = 1/2〉 2.537(3)× 10−29 C·m
Transition Frequency
(D2)
ω0 2π · 384.230484468(62) THz
Decay Rate (D2) Γ 2π · 6.065(9) MHz
Transition Dipole
Matrix Element (D2)
〈J = 1/2||er||J ′ = 3/2〉 3.584(4)× 10−29 C·m
Table A.2: Relevant physical properties of 40K
Quantity Symbol Value
Atomic Number Z 19
Total Nucleons Z +N 40
Atomic Mass m 6.6361767(6)× 10−26 kg
Transition Frequency
(D1)
ω0 2π · 389.286184353(73) THz
Decay Rate (D1) Γ 2π · 5.956(11) MHz
Transition Frequency
(D2)
ω0 2π · 391.016296050(88) THz
































Figure A.2: The hyperfine structure of the 40K D2 line reproduced from [38].
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Figure B.1: The x = z = 0 slice of the cross beam dipole trap potential shown in
Figure 2.2 with w0z = 60 µm, w0y = 40 µm, Pz = 1.2 W, and Py = 100 mW. The
trap depth is marked between the local minimum where the atoms are to be trapped
and the adjacent local maximum which is next highest in energy.
B Temperature of Atoms Trapped by a Given
Potential
Here, we consider the fraction of atoms at temperature T which are trapped
by a potential U(r) with trap depth, Ut. The trap depth is defined to be the
difference between the local minimum in the potential where the atoms are
assumed to be held and the spatially adjacent local maximum or saddle point
which is next highest in energy.
Figure B.1 demonstrates what is meant by trap depth using the x = z = 0
slice of the potential shown in Figure 2.2 as an example.
The x = z = 0 slice has been chosen for this example because the influence of
gravity forces the y-axis to be the axis with the weakest trapping. For a purely
Gaussian potential (i.e. without the influence of gravity) the trap depth would
essentially be the negative of the value of the potential at the local minimum.
We take a classical approach to determining the fraction of atoms trapped by
a given potential, valid for atomic clouds with temperature significantly above
the degeneracy temperature (Tc for bosons or TF for fermions). At temperatures
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significantly above the degeneracy temperature we can use the Maxwell speed














From the Maxwell speed distribution we can determine the probability of an
atom having a speed between 0 and v′





















In our classical model, we can say that an atom is trapped if it has kinetic
energy less than the trap depth, so the probability of an atom being trapped in







































ε̃k exp (−ε̃k)dε̃k. (B.6)












where erf(x) is the error function [129]. Equation B.7 is plotted in Figure B.2
and can be solved numerically to show that f = 0.999 corresponds to Ut ≈ 8kBT .
So, when a potential is displayed in units of temperature, we can say that atoms
are trapped if the trap depth is ∼ 8 times the temperature of the cloud.
C The effect of Gravity on a Dipole Trap
In this appendix we investigate the effect of the gravitational terms in the
potential given by Equation 2.26, in particular an expression for the effective
trap depth is derived. Furthermore, a correction to the harmonic oscillator
approximation given in Equation 2.29 is presented.
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Figure B.2: Plot of Equation B.7 showing the fraction of atoms trapped in a potential
with trap depth Ut in units of kBT where kB is Boltzmann’s constant and T is the
temperature of the cloud. The red line marks the trap depth corresponding to f =
0.999, which is Ut ≈ 8kBT .
C.1 An Analytic Expression for the Trap Depth of a
Dipole Trap in the Presence of Gravity
We need only consider the effect of gravity when speaking of the vertical axis
(the y-axis in our previously established coordinate system). In the following
derivation of the trap depth we need only consider a single laser beam propa-
gating in the z-direction as in Equation 2.25, since trapping due to a laser beam
is negligible in the longitudinal direction compared to the transverse plane.














in the absence of gravity the trap depth corresponding to this potential is iden-
tical in the xy-plane and is given by








In the presence of gravity, the trap depth is given by the difference between
the local minimum and the saddle point which exists along the y-axis as indi-
cated in Figure B.1:
Ut = U(0, ys, 0)− U(0, ym, 0). (C.3)














































where Ωk(x) is the k
th branch of the Lambert-W function [130].
Figure C.1 shows a comparison of the trap depth as a function of optical
power, P , with and without gravity for w0 = 60 µm.
C.2 Correction to the Harmonic Oscillator Approxima-
tion
The expressions in Equation 2.28 were obtained by evaluating a second order
Taylor expansion of Equation 2.26 at the origin, i.e. [37]
U(r) ≈ U(0, 0, 0) +∇U(0, 0, 0) · r + 1
2
rT ·H(U(0, 0, 0)) · r (C.8)
where H(U(r)) is the Hessian of the function U(r) evaluated at r.
Since we already know that the local minimum is located at r = (0, ym, 0),
we can instead evaluated our second order Taylor expansion at that point to





















For comparison Figure C.2 shows ωy (without the Py term) and ω
′
y as func-
tions of optical power, P , with w0z = 60 µm.
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Figure C.1: The trap depth of a single beam optical dipole trap for 87Rb with (red
dashed line) and without (blue solid line) gravity as a function of optical power, P ,
with w0 = 60 µm.
D Measurement of Vertical Trapping Frequency
In this appendix, Equation 4.11 is derived. We begin by assuming that
induced centre of mass oscillations in a dipole trap take the form of a damped
harmonic oscillator
χ(t) = A exp (−βt) cos (ω1t− δ), (D.1)
where ω1 =
√
ω20 − β2, ω0 is the natural trapping frequency and δ is an unknown
phase. Now we assume that the trap is turned off at some time, t, and the atoms
are allowed to fall for a time-of-flight, τ ; the position of the cloud will be
y(t, τ) = χ̇(t)τ + χ(t) + C(τ), (D.2)
where C(τ) = gτ 2/2.
We can rewrite Equation D.2 as










Figure C.2: Vertical trapping frequency with (red dashed line) and without (blue
solid line) gravity as a function of optical power, P , with w0z = 60 µm. We can see
that ωy − ω′y → 0 as P →∞ and ω′y < ωy for all optical powers.
which in turn can be rewritten as
y(t, τ) = B(τ) exp (−βt) sin [ω1t− κ(τ)] + C(τ), (D.4)
where















To get from Equation D.3 to Equation D.4, we used the harmonic addition
theorem:












E Power Spectral Density of Equation 7.7
The spatial Fourier transform of Equation 7.7 gives the power spectral den-
sity




({N21 +N22 + 2N1N2[cos (2πdν̃) + cos (2δ)
× exp (−2π2R2t ν̃02)]} exp (−2π2R2t ν̃2) + {N1N2 exp [−π2R2t (ν̃ − ν̃0)2]
+ 2
√
N1N2 exp (−π2R2t ν̃2)[N1 cos (πdν̃ − δ) +N2 cos (πdν̃ + δ)]}
× exp [−π2R2t (ν̃ − ν̃0)2] + {N1N2 exp [−π2R2t (ν̃ − ν̃0)2]
+ 2
√
N1N2 exp [−π2R2t ν̃2][N1 cos (πdν̃ + δ)
+N2 cos (πdν̃ − δ)]} exp [−π2R2t (ν̃ + ν̃0)2]), (E.1)
where ν̃0 = (~td)/(2πmR02R2t ). For simplicity, consider the case N1 = N2 and
ignore the overall factor to get
|F (ν̃)|2 ∼ 2[1 + cos (2πdν̃) + cos (2δ) exp (−2π2R2t ν̃02)] exp (−2π2R2t ν̃2)
+ {exp [−π2R2t (ν̃ − ν̃0)2] + 2 exp (−π2R2t ν̃2) cos(δ) cos (πdν̃)}
× exp [−π2R2t (ν̃ − ν̃0)2] + {exp [−π2R2t (ν̃ + ν̃0)2]
+ 2 exp (−π2R2t ν̃2) cos(δ) cos (πdν̃)} exp [−π2R2t (ν̃ + ν̃0)2]. (E.2)
We know that 2 cos (δ) cos (πdν̃) ≤ 2 so provided that ~td/(2mR20Rt) >
√
ln (2),
the Gaussian parts of the second and third terms dominate in the vicinity of
±ν̃0. Plugging in some reasonable numbers, we find ~td/(2mR20Rt) ≈ 1 >√
ln (2) ≈ 0.83. We therefore conclude that the fringe spacing dominates the
spatial Fourier transform of Equation 7.7 at high spatial frequency.
F The Probability of Observing One Vortex
from the Merging of Four Independent Bose-
Einstein Condensates
To determine the probability of observing a single vortex, we must first
determine which winding numbers are allowed. Consider a similar system to the
one shown in Figure 8.2 but with N phase domains. According to the geodesic
rule, the phase jump between two adjacent phase domains must be in the interval
(−π, π) [116]. Assuming we set the phase at the first domain to be θ1 = 0, as
we did when considering three BECs, the phase accumulation at the N th phase
domain must be less than (N − 1)π (for the moment, we only consider positive
phase accumulation since there is symmetry if the signs are reversed). For a
phase accumulation, θN , the winding number will be determined by whichever
integer, p, gives |2πp − θN | < π. For phase accumulation in the upper range,
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(N − 2)π < θN < (N − 1)π, the winding number will be (N − 1)/2 if N is
odd or N/2 − 1 if N is even. So, by symmetry, for N = 4 the allowed winding
numbers are p ∈ {−1, 0, 1}. These expressions for allowed winding numbers are
equivalent to Equation 8.4.
Now that we know the allowed winding numbers, we can determine the
probability of observing one vortex after merging four BECs. Recall from the
three BEC case that observing one vortex corresponds to p = ±1 and that
symmetry requires the probabilities of p = 1 and p = −1 to be the same. Once
again, we label the phase domains θ1, . . . , θ4 and set θ1 = 0. According to the
geodesic rule, the allowed phases are given by −π < θ2 < π, θ2−π < θ3 < θ2 +π,










If p = 1, then π < θ4 < 3π and we know that the geodesic rule requires
θ4 − π < θ3 < 2π and θ3 − π < θ2 < π. So the ‘volume’ of phases corresponding





















as stated in Section 8.1.
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