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Abstract: This paper discusses algorithms for solving Markov decision processes (MDPs) that
have monotone optimal policies. We propose a two-stage alternating convex optimization scheme
that can accelerate the search for an optimal policy by exploiting the monotone property. The
first stage is a linear program formulated in terms of the joint state-action probabilities. The
second stage is a regularized problem formulated in terms of the conditional probabilities of
actions given states. The regularization uses techniques from nearly-isotonic regression. While
a variety of iterative method can be used in the first formulation of the problem, we show in
numerical simulations that, in particular, the alternating method of multipliers (ADMM) can
be significantly accelerated using the regularization step.
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1. INTRODUCTION
Supermodularity conditions that ensure that aMarkov de-
cision process (MDP) has a monotone optimal policy have
been studied widely (see, e.g., Puterman (1994) or Krish-
namurthy (2016), and references therein). In particular,
such monotone policies provide a sparse characterization of
the optimal policy when the action space is small and the
state-space is large. Computing the optimal policy for such
an MDP is computationally demanding; for example, the
value iteration algorithm involves O(X2U) computations
per iteration, where X and U are the number of states and
actions, respectively. We aim to exploit structural prop-
erties of this type of MDP to reduce the computational
burden and hence accelerate the search for an optimal
policy.
It was noted in Krishnamurthy et al. (2013) that a mono-
tone policy has a piecewise constant structure. In the case
of infinite-horizon MDPs, it was shown how the search
for a stationary optimal policy could be significantly ac-
celerated by means of techniques from sparse estimation
(in particular, LASSO techniques – see, e.g., Hastie et al.
(2013)). In this paper, we build upon this work but with
two important differences: firstly, we generalize to finite-
horizon MDPs, for which it is even more important to ex-
ploit sparsity to reduce the computational cost since they
have non-stationary policies, and secondly, we exploit the
monotonicity explicitly, instead of only implicitly through
the piecewise constant property of monotone policies.
⋆ This work has been accepted for presentation at the 20th World
Congress of the International Federation of Automatic Control, 9-14
July 2017. This work was partially supported by the Swedish Re-
search Council under contract 2016-06079 and the Linnaeus Center
ACCESS at KTH.
The search for an optimal policy can be formulated as a
linear program (LP). This LP can be solved in various
iterative ways. The key idea in this paper is to accelerate
the iterative search by using the recently proposed nearly-
isotonic regression technique by Tibshirani et al. (2011).
Roughly, a penalty is attached to non-monotone iterates
by means of adding an l1 rectifier-like regularizer to the
cost function:
max{0, f(x)− f(x+ 1)}, (1)
where x is the iterate and f is a monotone function of x.
This promotes monotonicity in the iterates because, intu-
itively, the regularization term modifies the cost surface
to be more steep in the direction of monotone policies –
where the optimum is located. Unfortunately, including
this regularizer in the LP is, first of all, not straight-
forward and secondly, it yields a non-linear, possibly non-
convex, problem. We perform a relaxation of the regular-
ized problem to obtain a convex problem. Our method
allows us to swap between the original LP formulation
and the regularized formulation, and thus take advantage
of both by alternating between which one is used to up-
date the iterate: the original LP formulation guarantees
convergence to the global optimum and the regularized
convex formulation accelerates the search by exploiting
monotonicity.
The main contributions of this paper are three-fold:
• We show in numerical simulations that the number of
iterations needed to converge can be vastly reduced
using the regularization. This can yield a significant
speed-up for large-scale systems where each iteration
is time-consuming to calculate.
• The benefits are shown to be larger when a tuning
parameter in the algorithm used to iteratively solve
the LP is not chosen optimally. Since the optimal
choice of this parameter is not known a priori, it
provides robustness to the search algorithm.
• Even though we generalize to finite-horizon MDPs,
the method is directly applicable to infinite-horizon
MDPs, and the regularizer is stronger (monotone)
than the one in Krishnamurthy et al. (2013) (piece-
wise constant). It can as such be seen as a direct
improvement.
The outline of the paper is as follows. We present pre-
liminaries related to MDPs in Section 2, and then proceed
with a discussion of the objective as well as related work in
Section 3. Section 4 presents the algorithm. Conditions for
an MDP to have monotone structure, as well as real-world
examples, are presented along with numerical simulations
in Section 5. The paper is then concluded with a brief
summary and indications for future work in Section 6.
2. PRELIMINARIES
We let I{·} denote the indicator function. For a matrix
A, define A(i, :) to be the ith row and A(:, j) to be the
jth column. We use the corresponding slicing notation for
higher order arrays. Let {x}+ = max{0, x} denote the
positive part of a number x. In this paper, we use the
words monotone, decreasing and increasing in the weak
sense, e.g., increasing means non-decreasing. The l∞-norm
of a vector v is ‖v‖∞ = maxk |vk|, and ‖v‖2 denotes the
standard Euclidean norm.
2.1 Markov decision processes
Let k = 0, 1, . . . , N denote discrete time. A Markov
decision process (MDP) is a controlled Markov chain with
state-space X = {1, 2, . . . , X} and state xk ∈ X at time k.
It is controlled in the sense that the transition matrices
Pij(u, k) = Pr[xk+1 = j|xk = i, uk = u], (2)
are functions of time k and action u ∈ U = {1, 2, . . . , U}.
Associated with every state i, action u, and time k is an
immediate cost c(i, u, k). We consider a time horizon of
length N and assume that the terminal cost c(i, u,N) =
cN (i) is independent of action. The aim of the MDP is to
find a policy µ = {µ0, µ1, . . . , µN−1}, where each µk is a
mapping from the state-space to a (possibly degenerate)
probability distribution over the action set. In particular,
the sought policy is an optimal policy, i.e., one such that
µ
∗ = argmin
µ
Jµ(x), (3)
for all initial states x, where
Jµ(x) = E
{
N−1∑
k=0
c(xk, uk, k) + cN (xN )
∣∣x0 = x
}
(4)
is the finite-horizon objective (expected cumulative cost
incurred by µ), and uk is distributed according to µk(xk).
A policy is said to be deterministic at time k if the
probability distribution induced by µk on the action space
for each state x is degenerate, i.e., the probability mass
in concentrated on one action. A policy is said to be
monotone at time k if the function
µ˜k(x) = E
{
uk|xk = x
}
(5)
is monotone in x. 1 Note that this reduces to the stan-
dard definition when considering deterministic policies. An
MDP is said to have a monotone optimal policy if there is
an optimal policy that is monotone for each time k.
1 In this paper, we consider only monotonically increasing policies,
and will use the words monotone and increasing interchangeably.
Motivated by problems in telecommunications and safety
critical planning, see, e.g., Altman (1999), Krishnamurthy
(2016) and El Chamie et al. (2016), we allow for average-
type constraints in the problem:
E
{ N∑
k=0
βl(xk, uk, k)
}
≤ γl for l = 1, . . . , L, (6)
where the L functions βl(x, u, k) and thresholds γl are
given. We refer to solving (3), subject to the constraints
(6), as the constrained case when L > 0.
The search for an optimal policy, i.e., problem (3) (with or
without the constraints (6)), can be approached in differ-
ent ways – see, e.g., Puterman (1994) or Krishnamurthy
(2016). One possibility is to formulate the optimality con-
ditions as a linear program (LP). This has the benefit of
facilitating sensitivity analysis of the obtained solution,
and also facilitating the inclusion of constraints, such as
(6), in the problem.
Assume x0 to be the initial state of the MDP. Then an
optimal policy can be found using the following LP 2 (see,
e.g., (Feinberg et al., 2002, Chapter 12) for details):
min
pi∈
R
XU(N+1)
∑
x∈X
∑
u∈U
{N−1∑
k=0
c(x, u, k)pi(x, u, k)
+ cN (x)pi(x, u,N)
}
s.t.
∑
u∈U
pi(x, u, 0) = I{x = x0} for x ∈ X ,
∑
u∈U
pi(j, u, k) =
∑
i∈X
∑
u∈U
Pij(u, k)pi(i, u, k − 1)
for j ∈ X , k = 1, 2, . . . , N,
pi(x, u, k) ≥ 0 for x ∈ X , u ∈ U , k = 0, 1, . . . , N,∑
x∈X
∑
u∈U
N∑
k=0
pi(x, u, k)βl(x, u, k) ≤ γl
for l = 1, 2, . . . , L. (7)
In this formulation, pi is an occupation measure, namely:
pi(x, u, k) = Pr[xk = x, uk = u]. (8)
The associated policy µ∗ is
u∗k(x) = u with probability θ(x, u, k), (9)
where the conditional probabilities θ(x, u, k) = Pr[uk =
u|xk = x] can be calculated as
θ(x, u, k) =
pi(x, u, k)∑
u¯∈U pi(x, u¯, k)
. (10)
Remark 1. It should be noted that in terms of these vari-
ables, we can re-write the function defining monotonicity,
i.e., equation (5), as
µ˜k(x) = E
{
uk|xk = x
}
=
U∑
u=1
u θ(x, u, k)
= [1 2 · · · U ] θ(x, :, k). (11)
3. PROBLEM FORMULATION
AND RELATED WORK
If it is a priori known that an MDP has an optimal policy
µ
∗ that is monotone – see Section 5 for examples where
2 Although in classical textbooks, infinite-horizon MDPs are solved
via linear programming, it is straightforward to formulate the solu-
tion of a finite-horizon MDP as an LP.
this holds – then the question we aim to answer in this
paper is: how can we efficiently exploit the structure to
find µ∗?
The problem is of most interest when considering large-
scale MDPs. We first note that a direct search for an
optimal policy over the space of monotone policies (which
is vastly smaller than the complete policy space) is, in the
case of infinite-horizon MDPs, a combinatorial search over(
X+U−1
U−1
)
stationary policies. In the finite-horizon case,
this increases to
(
X+U−1
U−1
)N
non-stationary policies. This
quickly becomes prohibitively large.
Work on large-scale MDPs that does not explicitly take
monotonicity into account include approximate dynamic
programming (ADP), where, e.g., the optimal value func-
tion Jµ∗ is approximated by a linear expansion in
some terms of some basis functions, and the related
neuro-dynamic programming. See, e.g., Bertsekas (2007),
de Farias and Van Roy (2003), and Bertsekas and Tsitsiklis
(1995).
In the recent work by Fu et al. (2015), block-splitting
methods (that are based on the alternating direction
method of multipliers, ADMM, which we also use in this
paper) are employed to solve large-scale MDPs by means
of decomposing the problem into sub-problems that can
be solved in a distributed fashion. We believe that their
work could propitiously be used in conjunction with the
work presented in this paper (for monotone MDPs).
Jiang and Powell (2015) provide an extensive review of
real-world applications of MDPs with monotone value
functions, along with a method based on ADP that ex-
ploits the monotonocity of the value function. Our method
in comparison promotes the monotonicity directly in the
policy space.
In Ngo and Krishnamurthy (2010), and see also Krish-
namurthy (2016), it was proposed that the problem of
finding an optimal monotone policy can be relaxed by
approximating the optimal policy by a continuous repre-
sentation based on sigmoidal functions. The search for an
optimal policy can then be approached using simulation
based stochastic optimization.
The most closely related work is Krishnamurthy et al.
(2013). There, it was proposed how the monotonicity of
an optimal policy, in the infinite-horizon case, can be
exploited. Since the action set is finite, the number of
jumps that the policy can make (as a function of state)
is limited to at most U − 1. This implies that the policy
is sparse in the number of jumps. It is natural to exploit
this structure by using methods from sparse estimation.
In particular, the (fused) group LASSO by Yuan and
Lin (2006) was employed. This, however, promotes only a
piecewise constant structure in the policy – not necessarily
monotonicity, which is explicitly promoted in this work.
Also, the finite-horizon setup that is considered here
results in a much larger problem since the policy is non-
stationary and hence it has more decision variables (a
factor N) in the corresponding LP.
4. ISOTONIC REGULARIZATION
FOR MONOTONE MDPS
As mentioned above, the key point is that for MDPs with
large state space and small action space, a monotone policy
is sparse. We use an iterative optimization algorithm to
solve problem (7) by exploiting sparsity. Assuming that we
know that there exists an optimal policy that is monotone
(see Section 5 for conditions and examples), we employ the
idea from Tibshirani et al. (2011), but in a regularization
setting.
The key idea is to add a rectified l1-penalty of the form
X−1∑
x=1
{
µ˜k(x) − µ˜k(x+ 1)
}
+
(12)
to the cost in the optimization problem – since the function
µ˜k(x) is assumed to be (monotonically) increasing in x at
the optimum. Intuitively, this will modify the cost-surface
to be more steep in the direction of monotone policies –
resulting in faster convergence of the iterative optimization
algorithm.
However, there are difficulties performing this regulariza-
tion. The main difficulty is that it is not possible to directly
add the term (12) in the original LP (7). Adding it involves
a change of variables ((10)-(11)) that turns the problem
into a non-linear, and possibly non-convex, problem. Our
approach is an alternating optimization scheme, where
we switch between updating the iterate on the globally
convergent LP formulation and the regularized problem,
and hence, exploit the benefits of both formulations. We
will show below the details of these two steps and how it
is possible to alternate between the two formulations.
4.1 Linear program update
There are several ways to iteratively solve an LP such as
(7), see, e.g., Luenberger and Ye (2008). The accelerating
regularization technique that we demonstrate in this paper
is applicable to any iterative method where the iterates
are not restricted to the vertices of the feasible domain.
The goal of the regularization is to decrease the number of
iterations needed until the iterates converge to an optimal
monotone solution.
This motivates our choice to use the alternating direction
method of multipliers (ADMM), see Boyd et al. (2011),
which is a popular method to solve large-scale optimization
problems. Second-order methods (such as interior-point
methods) often converge in few iterations to very high
accuracy. However, for very large problems, even a single
iteration of an interior point method might be compu-
tationally infeasible. In comparison, first-order methods
and ADMM converge using a higher number of cheap
iterations.
The ADMM update equations for LPs have been derived
in Boyd et al. (2011). To utilize these, we first put the
problem on standard LP form. It is straight-forward to
re-write problem (7) using matrix-vector notation as
min
α
qTα
s. t. Aα = b,
α ≥ 0, (13)
where α is a vectorized version of the decision variable pi,
and q, A and b follow from the cost and the constraints. In
terms of these variables, an ADMM update (from iteration
n to n + 1) is obtained by first solving the set of linear
equations[
ρI AT
A 0
] [
α(n+1)
ν
]
+
[
q − ρ(z(n) − η(n))
−b
]
= 0, (14)
where ρ > 0 is the tuning parameter of ADMM, and then
updating the dual variables as
z(n+1) = {α(n+1) + η(n)}+ , (15)
η(n+1) = η(n) + α(n+1) − z(n+1). (16)
Remark 2. Another reason for using ADMM is apparent
here: it has only one tuning parameter, namely ρ. ADMM
is moreover very generous in terms of convergence with
respect to this parameter, in fact, under mild conditions,
it is convergent for any choice of ρ, albeit the performance
may vary – this is explored in the numerical examples in
Section 5.
In terms of the ADMM variables, the primal residual of
the LP is
r(n) = α(n) − z(n). (17)
This is a measure of how feasible the current iterate is.
4.2 Isotonic regularization
Recall from Section 2.1 that when an MDP has an optimal
monotone policy, the scalar function from equation (5),
µ˜k(x) = E
{
uk|xk = x
}
=
U∑
u=1
u θ(x, u, k)
= [1 2 · · · U ] θ(x, :, k), (18)
is monotonically (increasing) in state x for each time k (if
θ corresponds to an optimal policy).
A natural choice of regularization to include in the problem
is thus the following penalty introduced in a general
regression setting in Tibshirani et al. (2011):
λ
N∑
k=0
X−1∑
x=1
{
µ˜k(x) − µ˜k(x+ 1)
}
+
=
λ
N∑
k=0
X−1∑
x=1
{
[1 2 · · · U ](θ(x, :, k)− θ(x + 1, :, k))}
+
, (19)
where λ is the regularization weight. This adds a penalty
whenever the iterate, i.e., the policy, is not monotone.
The main problem is that this regularization term is nat-
urally formulated in terms of the conditional probabilities
θ(x, u, k), rather than the joint occupation probabilities
pi(x, u, k), in which the LP (7) is formulated. To deal
with this, we reformulate problem (7) as an equivalent
problem using the marginalized state probabilities and the
conditionals θ(x, u, k). The key is to derive a way to swap
between these two formulations.
To do this, introduce
p(x, k) = Pr[xk = x] (20)
as the state distribution at time k. The relations we need
to be able to change formulation are equation (10), and
the following two relations;
p(x, k) = Pr[xk = x]
=
∑
u¯∈U
Pr[xk = x, uk = u¯]
=
∑
u¯∈U
pi(x, u¯, k), (21)
and
pi(x, u, k) = Pr[xk = x, uk = u]
= Pr[uk = u|xk = x] Pr[xk = x]
= θ(x, u, k)p(x, k). (22)
In terms of p and θ, problem (7) with an included regular-
ization term (19) reads
min
p∈RX(N+1)
θ∈RXU(N+1)
∑
x∈X
∑
u∈U
{N−1∑
k=0
c(x, u, k)θ(x, u, k)p(x, k)
+ cN (x)θ(x, u,N)p(x,N)
}
+ λ
N∑
k=0
X−1∑
x=1
{
[1 2 · · · U ](θ(x, :, k)− θ(x + 1, :, k))}
+
s.t.
∑
u∈U
θ(x, u, 0)p(x, 0) = I{x = x0} for x ∈ X ,
∑
u∈U
θ(j, u, k)p(j, k) =
∑
i∈X
∑
u∈U
Pij(u, k)θ(i, u, k − 1)p(i, k − 1)
for j ∈ X , k = 1, . . . , N,∑
x∈X
∑
u∈U
N∑
k=0
θ(x, u, k)p(x, k)βl(x, u, k) ≤ γl
for l = 1, 2, . . . , L,
θ(x, u, k) ≥ 0 for x ∈ X , u ∈ U , k = 0, 1, . . . , N,∑
u∈U
θ(x, u, k) = 1 for x ∈ X , k = 0, 1, . . . , N,
p(x, k) ≥ 0 for x ∈ X , k = 0, 1, . . . , N,∑
x∈X
p(x, k) = 1 for k = 0, 1, . . . , N. (23)
In order to simplify the regularization update step, we i)
assume p to be fixed, ii) drop the redundant constraints,
and iii) relax the constraints related to the initial distribu-
tion, the state transitions and the average-type constraints
(6). This allows for more flexibility in the regularized
update – note that these will anyway be enforced later
in the original LP formulation. This yields the relaxed
problem
min
θ∈
R
XU(N+1)
∑
x∈X
∑
u∈U
{N−1∑
k=0
c(x, u, k)θ(x, u, k)p(x, k)
+ cN (x)θ(x, u,N)p(x,N)
}
+ λ
N∑
k=0
X−1∑
x=1
{
[1 2 · · · U ](θ(x, :, k) − θ(x+ 1, :, k))}
+
s.t. θ(x, u, k) ≥ 0 for x ∈ X , u ∈ U , k = 0, 1, . . . , N,∑
u∈U
θ(x, u, k) = 1 for x ∈ X , k = 0, 1, . . . , N.
(24)
4.3 Regularized subgradient step
Again, the idea is that the regularization will promote
monotonicity by increasing the slope in the direction
of monotone policies (where the optimum is located).
However, the simplifications done to arrive at problem
(24) probably shift the minimum of the optimization
problem away from the original minimum in problem
(7). For this reason, we need to return to the original
(globally convergent) formulation and have the effect of
the regularization step diminish over time.
Therefore, and due to the non-smooth objective function,
we employ the subgradient method, see Nesterov (2004).
The nominal problem for the subgradient method is
min
β
f(β)
s. t. β ∈ Q,
f¯(β) ≤ 0, (25)
where f is a cost function, Q is a convex set and f¯ is an
inequality constraint function. In our case, compare with
problem (24), we have that the decision variables β are
the conditionals θ, f is the regularized cost function, Q
are simplices for slices of β, and f¯ is a negative equality
mapping.
Denote a subgradient of the cost function f as g and
a subgradient of the inequality constraint function f¯ as
g¯. The subgradient method consists of the following two
steps. At iteration n,
(1) Compute f(β(n)), g(β(n)), f¯(β(n)) and g¯(β(n)) and
set
p(n) =


g(β(n)) if f¯(β(n)) < ‖g¯(β(n))‖2 R√
n+ 0.5
,
g¯(β(n)) if f¯(β(n)) ≥ ‖g¯(β(n))‖2 R√
n+ 0.5
,
(26)
(2) Set
β(n+1) = piQ
{
β(n) − R√
n+ 0.5
p(n)
‖p(n)‖2
}
, (27)
where piQ is the Euclidean projection on Q, and R is an
upper bound on the diameter of the set Q: ‖β1 − β2‖2 ≤
R, ∀β1, β2 ∈ Q. Note that the step-size is decreasing in
time, and hence the effect of the regularization, exactly as
we wanted.
Remark 3. In terms of the variables of our problem, an
upper bound R can be found explicitly, since
‖θ1 − θ2‖22 =
X∑
x=1
U∑
u=1
N∑
k=0
(
θ1(x, u, k)− θ2(x, u, k)
)2
=
X∑
x=1
N∑
k=0
( U∑
u=1
(
θ1(x, u, k)− θ2(x, u, k)
)2)
≤
X∑
x=1
N∑
k=0
2
= 2X(N + 1), (28)
for all θ1 and θ2 fulfilling the simplex constraint (for each
fixed pair of x and k). We thus take R =
√
2X(N + 1).
For explicit expressions of the subgradients, see the calcu-
lations in Appendix A.
4.4 Summary of algorithm
The following scheme illustrates the algorithm:

min
pi
LP→ min
p,θ
NLP = min
p
{min
θ
NLP}❀

min
θ
RP, (29)
where LP is problem (7), the regularized non-linear prob-
lem (NLP) is problem (23) and the relaxed problem (RP) is
problem (24). The algorithm first performs iADMM ADMM
updates on the LP using equations (14), (15) and (16).
It then translates the problem to the regularized NLP,
using relations (10) and (21), and relaxes it to obtain the
RP. In this formulation, iSG subgradient steps are taken
in the θ variable using equations (26) and (27). This could
be interpreted as a sequential minimization 3 , however,
instead of performing the subsequent minimization over
p, we translate back to the original LP and repeat.
The convergence of the algorithm is guaranteed by the
following theorem.
Theorem 1. The iterates obtained using the algorithm
(29) will converge to an optimal policy.
Proof (outline): Instead of providing a formal proof of the
theorem, we give the following heuristic argument. The
LP is globally convergent and the effect of the subgradient
steps in the RP is diminishing over time (due to the iter-
ation dependent step-size). Hence, after a certain number
of iterations, the effect of the subgradient steps will be
negligible and the ADMM steps on the LP will converge
due to guarantees on convergence for ADMM (see Boyd
et al. (2011)). 
It should be noted that after a certain point in time, the
subgradient updates will be pure delays in the algorithm
(since the step-size is essentially zero). Hence, it could be
motivated to switch to using plain ADMM after a pre-
defined number of iterations and only use the proposed
method as an initial boost. This would reduce the proof
to simply convergence of plain ADMM on an LP.
5. EXAMPLES
In this section, we present conditions and several examples
of MDPs that have monotone optimal policies. We also
provide numerical simulations illustrating the performance
of the proposed algorithm.
5.1 Markov decision processes with monotone policies
We start by stating formal conditions which guarantee
the existence of a monotone optimal policy. The following
result and four assumptions are well-known, see, e.g.,
Krishnamurthy (2016) or Puterman (1994):
(A1) Costs c(x, u, k) are decreasing in x. The terminal
cost cN (x) is decreasing in x.
(A2) Pi(u, k) ≤s Pi+1(u, k) for each i and u. Here
Pi(u, k) is the ith row of the transition matrix
for action u at time k and ≤s denotes first order
stochastic dominance, that is,
∑X
i=j Pi(u, k) ≤∑X
i=j Pi+1(u, k) for all j ∈ X .
(A3) c(x, u, k) is submodular in (x, u) at each that k.
That is, c(x, u + 1, k) − c(x, u, k) is decreasing in
x.
(A4) Pij(u, k) is tail-sum supermodular in (i, u), i.e.,∑
j≥l(Pij(u+ 1, k)− Pij(u, k)) is increasing in i.
Note that these four conditions are easily checked. If they
are satisfied, then the following structural result holds:
Theorem 2. Assume that an unconstrained finite-horizon
MDP satisfies conditions (A1-4). Then there exists a
monotone optimal policy.
Even though the assumptions (A1-4) might sound re-
strictive at first sight, a large class of real-world problems
satisfies them. This is because they are often fulfilled in
problems where a degradation takes place over time. To
get some intuition of when the assumptions might hold, we
provide the following simple, but representative, machine
replacement example.
3 See (Boyd and Vandenberghe, 2004, p. 133).
Let X = {1, 2} represent the two states of a machine:
1 - broken, 2 - working. Let U = {1, 2} be the two
actions: 1 - replace, 2 - continue operation. Let θ be
the probability of a working machine breaking down. The
transition probability matrices are hence:
P (1) =
[
0 1
0 1
]
, P (2) =
[
1 0
θ 1− θ
]
. (30)
Let R ≥ 0 be the cost of performing a replacement
(regardless of the state of the machine) and γ ≥ 0 be
the cost of not being able to utilize the machine because
it is broken. Define the costs as
c(1) =
[
R
R
]
, c(2) =
[
γ
0
]
. (31)
It is easily checked that this system fulfills conditions (A1-
4). An optimal policy corresponds to the optimal choices
of when to replace the machine, depending on the current
time and its current state, as to maximize the profits of
the operator.
This model can be generalized to larger and more complex
systems (e.g., with time-varying parameters). A recent
example of this is medical treatment planning of abdom-
inal aortic aneurysms, see Mattila et al. (2016), where
the parameters are time-varying and the optimal policy
is monotone.
A number of real-world examples of monotone MDPs
(e.g., inventory models, queueing control, price determina-
tion and equipment replacement) can be found in Puter-
man (1994). Krishnamurthy (2016) provides several exam-
ples, including the constrained case, of, e.g., transmission
scheduling over wireless channels. Jiang and Powell (2015)
contains an extensive overview of applications in opera-
tions research, energy, healthcare, finance and economics,
that have a monotone structure.
5.2 Numerical performance
To illustrate the performance of the proposed method,
we generated a synthetic MDP of dimensions X = 10
and U = 3 by randomly sampling a system from the
systems that fulfill assumptions (A1-4). The time-horizon
in the MDP was set to N = 365. We will first discuss
our rationale for our numerical choices of the four tuning
parameters: λ, ρ, iADMM and iSG.
First, the regularization parameter λ was chosen as to
approximately balance the regularization term with the
current cost. In particular, it was chosen as the time-
horizon times the mean (in time, state and action) of the
cost function, i.e.,
λ =
1
XU
∑
x∈X
∑
u∈U
(
N−1∑
k=0
c(x, u, k) + cN (x)
)
. (32)
We run iADMM = 10 ADMM iterations and iSG = 5
subgradient steps. Note that we cannot choose a too large
value of iSG since p is assumed to be constant in the relaxed
problem (24).
It is a priori difficult to know what the optimal value of ρ
is. To explore the influence of ρ on the problem, we solved
the problem for a range of values between 0.1 and 100 –
see Table 1 and the discussion below. Note that this is not
a feasible approach in a real problem since one does not
want to re-solve the problem. The optimal ρ appears to be
in the lower region of the scale, however, in practice one
would perhaps end up with picking a bigger value.
20 40 60 80 100 120 140 160
0
20
40
60
80
iteration
|c(
n
)
−
c∗
|
Cost
Plain ADMM
Proposed method
(a) Difference between the expected cost of using the policy at the
current iteration compared to the optimal cost.
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(b) The primal residual (a measure of the feasibility of the policy).
Fig. 1. Gray regions indicate when ADMM updates are
performed, and white regions when subgradient steps
are taken on the regularized problem (in the proposed
method).
The typical performance of the proposed algorithm (dashed
red), as well as plain ADMM (solid blue), can be seen
in Fig. 1. A slightly higher value (ρ = 30) than the
optimal was chosen for ρ. The cost-plot (Fig. 1a) shows
the difference in expected cost inquired using the policy at
each iteration compared to using the optimal policy. The
residual-plot (Fig. 1b) shows the l∞-norm of the primal
residual which is an indication of how feasible the policy
is in terms of the constraints (e.g., transitions and sum-
to-one). Note that the primal-residual is formulated in
terms of the ADMM variables and is not calculated when
the subgradient steps are performed. The areas with gray
background indicate where ADMM updates are made, and
the white areas indicate where subgradient steps are taken
on the regularized problem.
From Fig. 1, it is clear that the proposed algorithm steers
the iterates towards the optimum, as seen by the decreases
in the cost function when the regularized problem is used.
In early iterations, the iterates become more infeasible
when changing back to ADMM due to the simplifications
done to arrive arrive at problem (24) – for example, as-
suming p to be constant. At some point in time, switching
between the two formulations can become problematic due
to conditioning on highly unlikely events – c.f. equation
(10). A work-around is to switch back to pure ADMM after
some fixed number of iterations and use the regularized
problem only as an initial boost – this is explored in
Appendix B.
It is seen from Fig. 1 that roughly half the number of
iterations are needed using the proposed algorithm, com-
pared to plain ADMM. A quantitative comparison is made
in Table 1. There, both plain ADMM and the proposed
Plain ADMM Proposed method
ρ ‖r(n)‖∞<εr
|c(n)−c∗|
c
∗
<εc ‖r(n)‖∞<εr
|c(n)−c∗|
c
∗
<εc
0.1 >250 191 >250 >250
1.0 94 50 137 76
5.0 68 22 71 31
10.0 82 31 94 21
20.0 118 64 70 27
30.0 169 96 77 28
40.0 212 128 78 31
50.0 246 160 79 31
60.0 >250 192 93 31
70.0 >250 224 101 31
80.0 >250 >250 116 31
90.0 >250 >250 129 31
100.0 >250 >250 143 31
Table 1. Influence of the parameter ρ on the number of
iterations needed to definitively reach the tolerance in cost
and feasibility. The tolerance on the relative error in cost
was 1% and the tolerance on the residual was 10−4.
algorithm were run for a fixed number of iterations. The
iteration number after which predefined thresholds held
in both terms of cost and feasibility were recorded. In
cost, we required the relative error to be less than 1%,
i.e., |c
(n)−c∗|
c∗ < εc, where c
(n) is the expected cost from an
initial state using the policy at iteration n, c∗ is the ex-
pected cost using the optimal policy and εc is the tolerance
of 1%. In terms of feasibility, we put a threshold on the
l∞-norm of the residual as ‖r(n)‖∞ < εr, for a threshold
value of εr = 10
−4.
It is apparent from Table 1 that the optimal value of ρ
is in the lower region of the scale — roughly, between 5.0
and 10.0. When ρ is chosen optimally, the regularization
step does not appear to make much of a difference in terms
of convergence speed (for a value of ρ = 5.0, three more
iterations are needed to fulfill the criterion). However, if
ρ is chosen suboptimally, the number of iterations needed
to fulfill the convergence criterion is ranging from 59% to
32% (and less).
The proposed algorithm converges in roughly the same
number of iterations for relatively high values of ρ, as
plain ADMM does for the optimal value of ρ: 82 iterations
for ρ = 10.0 (ADMM) versus 93 iterations for ρ = 60.0
(proposed method). This indicates that the regularization
gives a robustness in the choice of the tuning parameter
ρ. Since the optimal value of ρ is unknown to start with,
using the regularization allows for a (larger) suboptimal
value to be chosen without much loss in performance.
6. CONCLUSIONS
This paper has presented a method to accelerate the
search for an optimal monotone policy in MDPs where
such a policy is present, exploiting its inherent sparsity.
A technique from the field of sparse estimation, namely,
nearly-isotonic regression, was used as a regularizer to
promote monotonicity in the optimization iterates. To
ensure both convergence and acceleration, two problem
formulations were employed: one globally convergent LP
formulated in terms of occupation measures, and a relaxed
regularized problem formulated in terms of conditional
probabilities. Numerical simulations showed the possibility
of improvement in terms of number of iterations needed
for convergence when combined with a popular large-
scale optimization algorithm – especially when a tuning
parameter, of a priori unknown optimal value, was chosen
suboptimally.
In the future, it would be of interest to consider memory
efficient representations and how splitting methods could
be employed for distributed computing. It would also be
of interest to extend the work to partially observed MDPs.
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Appendix A. COMPUTATION OF SUBGRADIENTS
Here, we compute the subgradients needed in equation
(26), i.e., when updating the iterate on the regularized
problem. Compared to the nominal problem (25), we have
that:
• β = θ ∈ RX×U×(N+1),
• Q = {θ|∑u θ(x, u, k) = 1}, i.e., a simplex for every
pair of x and k,
• f(β) = f(θ) = f1(θ) + f2(θ), where
f1(θ) =
∑
x∈X
∑
u∈U
{N−1∑
k=0
c(x, u, k)θ(x, u, k)p(x, k)
+ cN (x)θ(x, u,N)p(x,N)
}
,
and
f2(θ) = λ
N∑
k=0
X−1∑
x=1
{
[1 2 · · · U ](θ(x, :, k)
− θ(x+ 1, :, k))}
+
= λ
N∑
k=0
X−1∑
x=1
{ U∑
u=1
(
θ(x, u, k)− θ(x+ 1, u, k))}
+
.
• f¯(β) = f¯(θ) = maxx,u,k{−θ(x, u, k)}.
We now need to evaluate a subgradient for each one
of these functions. We have that g = g1 + g2 is one
subgradient, where
• g1 = ∂f1(θ)∂θx′,u′,k′ = c(x
′, u′, k′)p(x′, k′) if k < N , and
cN (x
′)p(x′, k′) otherwise.
•
g2 =
∂f2(θ)
∂θx′,u′,k′
=
∂
∂θx′,u′,k′
λ
N∑
k=0
X−1∑
x=1
{ U∑
u=1
(
θ(x, u, k)
− θ(x+ 1, u, k))}
+
= λ
N∑
k=0
X−1∑
x=1
I{
U∑
u=1
(
θ(x, u, k)− θ(x + 1, u, k)) > 0}
× ∂
∂θx′,u′,k′
U∑
u=1
(
θ(x, u, k)− θ(x+ 1, u, k))
= λ
N∑
k=0
X−1∑
x=1
I{
U∑
u=1
(
θ(x, u, k)− θ(x + 1, u, k)) > 0}
×
U∑
u=1
(
I{x = x′, u = u′, k = k′}
− I{x+ 1 = x′, u = u′, k = k′})
= λI{
U∑
u=1
(
θ(x′, u, k′)− θ(x′ + 1, u, k′)) > 0}
− λI{
U∑
u=1
(
θ(x′ − 1, u, k′)− θ(x′, u, k′)) > 0},
where the first term is only active when x′ < X and
the last term is only included when x′ > 1.
• Let x¯, u¯, k¯ be such that
θ(x¯, u¯, k¯) = argmax
x,u,k
{−θ(x, u, k)}.
Then one subgradient is given by
g¯ =
∂f¯(θ)
∂θx′,u′,k′
= −I{x′ = x¯, u′ = u¯, k′ = k¯}.
Appendix B. INITIAL BOOST
In Fig. B.1, we consider an example where we use the
proposed method only as an initial boost. In particular,
we considered a random (monotone) MDP of size X = 10
and U = 3 over a time-horizon N = 60. The parameters of
the method were set to ρ = 30, iADMM = 5 and iSG = 3.
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(a) Difference between the expected cost of using the policy at the
current iteration compared to the optimal cost.
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(b) The primal residual (a measure of the feasibility of the policy).
Fig. B.1. Performance of the proposed method when,
after 75 iterations, only plain ADMM updates are
employed.
