Time-variant reliability problems appear in the engineering practice when (a) the material properties of the structure deteriorate in time or (b) random loading modelled as random processes is involved. This paper presents a method called PHI2 which is based on the outcrossing approach and allows to solve such problems using classical time-invariant reliability tools such as FORM/SORM methods. The PHI2 method is first presented. Then it is benchmarked with the well-established 'asymptotic methods' [Stochast. Process. Appl. 13 (1988) The PHI2 method appears more accurate in all cases. As an application example, the method is finally applied on a case representing a mechanical system (a beam) placed in an environment that can have exceptional configuration. q
Introduction
Structural reliability analysis aims at computing the probability of failure of a mechanical system with respect to a prescribed failure criterion by accounting for uncertainties arising in the model description (geometry, material properties) or the environment (loading). In the context of durability analysis, i.e. the assessment of the structure all along its lifetime, it allows to compute the evolution of the reliability in time.
The time dependency appearing in these so-called timevariant reliability problems may be of two kinds: † Material properties may be decaying in time. The degradation mechanisms usually present an initiation phase and a propagation phase. Both the initiation time and the propagation kinetics may be considered as random in the analyses. Examples of these mechanisms are fatigue crack growth in fracture mechanics, corrosion in steel structures or in reinforced concrete rebars, concrete shrinkage and creep phenomena, etc. † Loading may be randomly varying in time: in this case, stochastic processes are introduced in the analysis. This allows to account for environmental loading such as wind velocity, temperature, wave height, occupancy loads, traffic loads, etc.
When only degradation mechanisms are considered, the randomness is often represented by random variables multiplied by deterministic functions of time (the 'shape' of the degradation kinetics), leading to non-ergodic processes (i.e. their probabilistic description cannot be derived from a single trajectory). As these deterioration processes are usually monotonous in time (the crack length increases in time, the size of uncorroded zones decreases in time, etc.), it is possible to focus onto the end of the lifetime of the structure ('right-boundary problem'). In this case the problem may be solved using timeinvariant reliability tools.
The second kind of problems has been addressed by many authors in the past two decades, especially Breitung [1] , Schall et al. [2] , Engelung et al. [3] , Rackwitz [4] using the so-called outcrossing approach. The probability of failure is related to the mean number of outcrossings of the random process through the limit state surface, either through estimation when the outcrossings may be considered as independent and Poisson distributed or through an upper bound in the general case. The approach, referred to as asymptotic method (AsM) in the sequel, couples analytical results for outcrossings of random processes with asymptotic integration.
Hagen and Tvedt [5] suggested another approach based on a parallel system reliability formulation for computing the outcrossing rate (as defined in Section 2). Li and Der Kiureghian [6, 7] , Der Kiureghian and Li [8] and Der Kiureghian [9] applied it to the study of a variety of reliability problems such as non-linear dynamics and inelastic space-variant finite element analysis. Vijalapura et al. [10] applied it to the study of the Bouc-Wen single degree-of-freedom hysteretic oscillator.
The PHI2 method presented in this paper [11 -14] is inspired by this approach. It allows to address in a similar way all kinds of time-dependent problems, whatever the time dependency mentioned above.
After recalling the basics of time-variant reliability, the PHI2 method is presented. It is then compared to the classical asymptotic approach as implemented in the software COMREL-TV V7.1 [15] . The quality of the upper bound obtained by the PHI2 method is assessed by Monte-Carlo simulation. Finally, one illustrative example, dealing with concrete creep and random loading, is presented.
Time-variant reliability concepts

Problem statement and notation
Let us denote by Xðt; vÞ the set of the random variables X j ðvÞ; j ¼ 1; …; p and the one-dimensional random processes X k ðt; vÞ; k ¼ p þ 1; …; p þ q describing the randomness in the mechanical problem under consideration. In this notation, v stands for the outcome in the space of outcomes V: The time-dependent limit state function associated with the reliability analysis is denoted by Gðt; Xðt; vÞÞ: Positive values of Gðt; Xðt; vÞÞ correspond to the safe domain and negative or zero values to the failure domain. Zero values of Gðt; Xðt; vÞÞ define the limit state surface.
The failure of the structure within the time interval ½0; t is represented by the event:
The (cumulative) probability of failure P f ;c ð0; tÞ of the structure within the interval ½0; t is defined by: P f ;c ð0; tÞ ¼ ProbðEÞ ¼ Probð't [ ½0; tlGðt; Xðt; vÞÞ # 0Þ ð2Þ
Let us define the so-called point-in-time (or instantaneous) probability of failure P f ;i ðtÞ at time t by: P f ;i ðtÞ ¼ ProbðGðt; Xðt; vÞÞ # 0Þ ð 3Þ
This quantity is computed by considering time as a fixed parameter in Eq. (3) and by replacing the random processes by the corresponding random variables. Note that this probability does not take into account what happened before t: It is independent of the previous states, i.e. it is not a conditional probability. It will be used in the following as a computational intermediate.
Case of decreasing limit state functions
When only degradation phenomena are considered and no random processes are present in the problem statement, the limit state function G usually depends on random variables and functions of time. Thus it may be written as Gðt; XðvÞÞ: Moreover, it is usually monotonously decreasing in time, meaning that all trajectories Gðt; Xðv 0 ÞÞ (i.e. deterministic functions of time obtained from realizations of the random variables) are decreasing. If this property holds, the computation of P f ;c ð0; tÞ as defined in Eq. (2) reduces to that of P f ;i ðtÞ as defined in Eq. (3). Indeed:
It is emphasized that this result only holds when the decrease of G can be proven whatever the realizations of the random variables entering its definition. Assuming G is continuously differentiable, this can be done by checking if dG=dt # 0; either analytically or numerically.
The outcrossing approach
When random loading and corresponding random processes are considered, no such simplified result can be derived. The usual approach to address the issue is the socalled outcrossing approach. Denoting by N þ ð0; tÞ the number of crossings from the safe state to the unsafe state in 0; t; one can write: P f ;c ð0;tÞ¼ Probð{Gð0;Xð0;vÞÞ # 0}<{N þ ð0;tÞ . 0}Þ ð5Þ
The latter equation may be interpreted as follows: failure within time interval ½0; t corresponds either to failure at the initial instant t ¼ 0 or to a later outcrossing of the limit state surface if the system is in the safe domain at t ¼ 0: Classical arguments [16, 17] lead to the following bounds on P f ;c ð0; tÞ :
ðP f ;i ðtÞÞ # P f ;c ð0; tÞ # P f ;i ð0Þ þ E½N þ ð0; tÞ ð6Þ
The outcrossing rate n þ ðtÞ is defined as the following limit:
This definition is useful only for regular processes, that is for those satisfying lim Dt!0;Dt.0 PbN þ ðt; t þ DtÞ . 1c ¼ 0 (i.e. the probability of having more than one crossing in ½t; t þ Dt tends to zero when Dt ! 0). The numerator in Eq. (7) is nothing but the probability of having one outcrossing in ½t; t þ Dt: Thus the outcrossing rate may be computed as follows:
The mean number of outcrossing E½N þ ð0; tÞ then reads:
In case of stationary problems, the outcrossing rate n þ is constant. Thus the latter integral simplifies into:
3. Computing the outcrossing rate
Analytical formulations and asymptotic integration
Several analytical results regarding the outcrossing rate of a random process through a threshold are available in the literature: † Rice's formula [18, 19] for scalar differentiable processes, which has been generalized by Belayev [20] for vector differentiable processes. † Specialization to differentiable Gaussian processes [21] † Case of scalar and vector rectangular wave renewal processes [22] .
The results mentioned above apply when a single scalar or vector process enters the problem statement. However, modelling real-life problems also requires the introduction of random variables and/or random parameters. According to the classification by Schall et al. [2] , the former will be referred to as R variables, which are non-ergodic in nature. The authors also introduce random ergodic sequences denoted by Q and random processes S: The set Xðt; vÞ is the collection of all R; Q; S variables.
The analytical results mentioned above may be used conditioned to the values of ðR ¼ r; Q ¼ qÞ: To get the end result, expectation with respect to these variables has to be taken [4] :
The time integration in Eq. (11) is performed using Laplace integration. The expectation operation is carried out using a FORM/SORM approach [1] . The whole procedure requires: † An algorithm able to find the critical design point in the ðR; Q; S; tÞ space, i.e. the instant t p where the (timeindependent) reliability index bðtÞ is maximal as well as the corresponding design point P p ðt p Þ: The AbdoRackwitz algorithm [23] may be used. † Analytical derivations for the Laplace integration [24, 25] .
This asymptotic approach is a second order method together with an approximate time integration (also to the second order).
The whole package is implemented in the software COMREL-TV w [15] , which will be used in the sequel for benchmarking purposes.
System reliability approach: the PHI2 method
The outcrossing rate is computed by considering the twocomponent parallel system reliability analysis in Eq. (8) . It consists in making two successive analyses using Simulation or First Order Approximation Method (FORM), and evaluating the binormal cumulative distribution function as firstly presented by Hagen and Tvedt [5] and then used by Li and Der Kiureghian [6] . The differences with the previous applications of this approach are: 1. We consider the limit state function itself (i.e. Gðt;
Xðt; vÞÞÞ as the random process whose outcrossing of the zero level (limit state surface) is to characterize. 2. The S random processes involved in Gðt; Xðt; vÞÞ do not need to be discretized, in contrast to Der Kiureghian [9] . 3. We do not make a first order Taylor expansion of the limit state at t þ Dt; in contrast to what was done by Hagen and Tvedt [5] .
Replacing the limit passage in Eq. (8) by a finitedifference-like operation leads to the following definition: In this expression, the time increment Dt has to be selected properly. This will be discussed in the sequel.
Using the FORM [26] , the approach summarizes as follows: † The (time-invariant) reliability index bðtÞ associated with the event {Gðt; Xðt; vÞÞ # 0} is computed after 
ð14Þ † Denoting the correlation between the two events {Gðt; Xðt; vÞÞ . 0} and {Gðt þ Dt; Xðt þ Dt; vÞÞ # 0} by
the usual expression for the probability of failure of a parallel system [27] leads to:
In the latter equation, F 2 stands for the binormal cumulative distribution function. Fig. 1 shows the probability n þ PHI2 Dt in FORM approximation in the space of the standard variables U ¼ TðXÞ where T is an isoprobabilistic transformation. In this figure, bðtÞ and bðt þ DtÞ are the reliability indices related to the events {Gðt; Xðt; vÞÞ # 0} and {Gðt þ Dt; Xðt þ Dt; vÞÞ # 0}; respectively. Function f 2 denotes the probability density function of the binormal law. The probability n þ PHI2 Dt is represented by the integral of f 2 over the hatched volume.
In contrast with the asymptotic approach, the PHI2 method is a first order method for the computation of the outcrossing rate whereas the integration over time can be made numerically exact.
Discussion on time increment. For an accurate evaluation of n þ PHI2 ðtÞ; it is necessary to select the time increment Dt properly. It has to be sufficiently small since it enters a finitedifference-like definition (Eq. (12)). Moreover, at most one crossing should occur during Dt: However, too small values would lead to numerical instabilities (among other reasons, the correlation coefficient in Eq. (15) tends to 2 1). Numerical investigations have shown that the values {Dtl r X k ðt; t þ DtÞ ¼ 0:99 2 0:995} provide accurate results.
Monte-Carlo simulation
Monte-Carlo simulation is a general method to solve reliability problems that gives accurate results if the number of samples is large enough. Typically 10 nþ2 -10 nþ3 samples are needed to compute accurately a probability of failure of 10 2n : In case when a random process appears in the limit state function, a strategy to generate trajectories of the process has to be selected.
The usual approach is based on the random process discretization, i.e. its representation by a finite set of random variables. Several schemes are presented in Schuëller [27] and Sudret and Der Kiureghian [28] .
Discretization of random processes
The method retained in the present paper is the so-called Expansion Optimal Linear Estimation method (EOLE) [29] . Let us consider a scalar Gaussian process Xðt; vÞ characterized by its mean value mðtÞ; standard deviation sðtÞ and autocorrelation coefficient function r X ðt 1 ; t 2 Þ: To discretize the process, P points t i ; i ¼ 1; …; P are selected within the time interval ½0; T under consideration ðt 1 ¼ 0; t P ¼ TÞ: The EOLE expansion reads:
In this expression, the following notation is used: † j i ðvÞ are independent standard normal random variables, ðtÞ using system reliability analysis in FORM approximation. † ðl i ; f i Þ are the eigenvalues and eigenvectors of the correlation matrix C; whose generic term is C ij ¼ {r X ðt i ; t j Þ; i; j ¼ 1; …; P} (note that the eigenvalues are sorted in decreasing order), † C t;t i ðtÞ is a time-dependent vector, whose components are C t;t i ðtÞ ¼ r X ðt; t i Þ; i ¼ 1; …; P; † r # P is the number of terms in the summation, corresponding to the r largest eigenvalues of C:
It is observed that this expansion is a kind of 'variables splitting' since the process is replaced by a sum of products of random variables by functions of time. The EOLE expansion is computed by a Matlab routine as presented in Sudret and Der Kiureghian [28] , which can be downloaded at http://www.ce.berkeley.edu/~haukaas under the item FERUM. An error estimator, which allows to evaluate the accuracy of the discretization is given by:
3.3.2. Computation of the outcrossing rate and failure probability Suppose a trajectory of the limit state function Gðt; Xðt; v 0 ÞÞ # 0 is simulated in the time interval ½0; t: Its values are stored in an array {Gðt i Þ; t i ¼ ði 2 1Þ·Dt; Â i ¼ 1; …; N} where N is the number of points used in the discretization and Dt ¼ t=ðN 2 1Þ is the sampling step. N can be different from P: Using Monte-Carlo simulation, N MC such trajectories are considered. Let k i ; i ¼ 1; …; N 2 1 be a set of counters that are incremented by one each time the current trajectory presents an outcrossing of the limit state surface within the interval ½t i ; t iþ1 : The Monte-Carlo estimate of the outcrossing rateñ þ MC ðtÞ then is:
The variance of this estimator is:
The estimated upper bound on the probability of failurẽ P f ;c MC ð0; t i Þ on any time interval ½0; t i (Eq. (6)) is given by integrating Eq. (19) over ½0; t i ; which yields:
Eqs. (19) - (22) allow to evaluate the coefficient of variation of the various simulations namely
If one is interested in the probability of failure associated with the first outcrossing (i.e. the cumulative failure probability itself and not the upper bound of it), the counting method is slightly modified: once an outcrossing has been detected in the current trajectory, the remaining part of it is not checked and the program gets to the next trajectory.
Benchmark of the approaches
In this section, three examples are dealt with using various approaches: † The AsM, as implemented in COMREL-TV V.7.1 [15] .
It allows to compute the upper bound of the failure probability using an asymptotic integration. † The PHI2 method. COMREL-TI V.7.1 is used to carry out the required time-invariant FORM analyses. Note that the default parameters for FORM analysis are used, except the tolerance on the convergence, which is set equal to 10
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. It allows to compute the upper bound of the failure probability using an 'exact' (i.e. only numerical) integration. † Monte-Carlo simulation. Matlab routines are used to discretize the random process and perform the simulation.
Simple examples with linear limit state involving Gaussian random variables and a scalar Gaussian process have been studied in Andrieu-Renaud [13] , Sudret et al. [14] and Andrieu et al. [30] . They show that PHI2 and AsM give results with a similar trend and that PHI2 is more accurate than AsM (with respect to available analytical solutions) in such cases. The three examples presented in this paper involve non-linear limit states, a scalar process in the first example and a vector process in the two others (Gaussian in the first case and lognormal in the second case).
First example: corroded beam under random loading
The first example deals with a steel bending beam. Its length is L ¼ 5 m, its cross-section is rectangular (b 0 ¼ 0:2 m, h 0 ¼ 0:04 m). This beam is submitted to dead load (denoting by r st ¼ 78:5 kN=m 3 the steel force density, this load is equal to p ¼ r st b 0 h 0 (N/m)) as well as a pinpoint load F applied at mid span (Fig. 2) .
Let us denote by f y the steel yield stress. It is now supposed that the steel beam corrodes in time: the corrosion phenomenon is supposed to start at t ¼ 0; is isotropic all around the beam cross-section and evolves linearly in time.
Assuming that the corroded areas have lost all mechanical stiffness, the sound cross-section at time t writes (Fig. 2) sðtÞ ¼ bðtÞ·hðtÞ where
where parameter k ¼ 0:03 mm=year controls the corrosion kinetics. The bending moment at midspan associated with dead-and pinpoint loads reads:
The ultimate bending moment corresponding to the appearing of a plastic hinge in the section reads: 
It is emphasized that the time scale corresponding to the loading and that corresponding to the corrosion are completely different, without introducing any difficulty in the PHI2 solving strategy.
The initial probability of failure is computed by a timeinvariant FORM analysis. It yields b 0 ¼ 4:536; i.e. P f ;i ð0Þ ¼ 2:87 £ 10 26 : The evolution in time of the upper bound to the probability of failure is represented in Fig. 3 .
As far as Monte-Carlo simulation is concerned, the EOLE decomposition was based on 66 points on 20 oneyear-long intervals (i. (17)). This corresponds to a discretization error (Eq. (18)) of 1%. To compute the outcrossing rate at t ¼ 1 year with Dt ¼ 0:2 month, 1,000,000 trajectories were simulated, then t ¼ 2 years with the same value for Dt until t ¼ 20 years. Then the outcrossing rate is numerically integrated to obtain the failure probability. The final coefficient of variation V of the simulation is given in Table 2 .
The upper bound to the probability of failure, given by simulation, AsM and PHI2 methods is depicted in Fig. 3 . The value corresponding to the lower bound of P f ;c is given as well. All approaches give a similar trend. PHI2 provides results that are closer to those obtained by Monte-Carlo simulation than AsM. However, the discrepancies between PHI2 and AsM may be a1cceptable from an engineering point of view.
It is now interesting to compare the number of calls to the limit state function required by PHI2 and AsM. A parametric study giving the point-in-time reliability index bðtÞ; using FORM within COMREL-TI V.7.1, for t ¼ 1; …; 20 years requires 787 calls. To compute the outcrossing rate, PHI2 requires two successive FORM analyses, i.e. 1774 calls. If a complete parametric study giving P f ;c ð0; tÞ for t ¼ 1; …; 20 years is carried out using COMREL-TV V.7.1, 5179 calls are needed. In this case, PHI2 is computationally less expensive.
Second example: use of vector processes
The limit state function under consideration is chosen to take into account two random variables and a vector random process: It includes two random variables R 1 and R 2 ; and a vector random process S with two components S 1 and S 2 whose correlation coefficient functions are defined by
and l 3 ¼ 1: Two cases are considered: in the first case the process is supposed to be Gaussian, and it is lognormal in the second case. Note that the correlation coefficient functions are given by Eq. (28) in both cases.
The random input parameters are gathered in Table 3 . The time interval under consideration is [0, 16] .
All components of the random vector process should be replaced by corresponding (correlated) random variables in the time-independent FORM analyses carried out at t and t þ Dt: The rest of the approach remains unchanged. Nataf transformation can be dealt with without additional implementation. All the results are presented for both cases in Table 4 , Figs. 4 and 5.
In this case, both approaches give a similar trend in the evolution in time of the reliability index. AsM provides higher probabilities of failure than PHI2. However, no reference results are available in this case.
As in the previous example, it is now interesting to compare the number of calls to the limit state function required by PHI2 and AsM. To compute the outcrossing rate, PHI2 requires 547 calls for the Gaussian case (resp. 590 in the lognormal case). If a complete parametric study giving P f ;c ð0; tÞ for t ¼ 1; …; 16 years is carried out using COMREL-TV V.7.1, 2195 calls would be needed for the Gaussian case (resp. 3540 in the lognormal case). In this case, PHI2 would be again computationally less expensive.
Durability of a beam submitted to creep and pinpoint load
Problem statement
The structure under consideration is a concrete beam subjected to creep and to a pinpoint load. The beam length is L ¼ 10 m, its cross-section is rectangular (b ¼ 0:2 m, h ¼ 0:2 m). The concrete compression strength is f c;28 ¼ 30 MPa. The concrete instantaneous Young's modulus is E 28 ¼ 11; 000ðf c;28 Þ 1=3 ¼ 34; 180 MPa. This beam is subjected to dead load (denoting by r ¼ 2500 kg/m 3 the concrete mass density, this load is equal to p ¼ rbh ¼ 1000 N/m) as well as a pinpoint load S applied at midspan. Gaussian/lognormal 7 1 Table 4 Second example (vector case): probability of failure over [0, 16] Method P f ;c S Gaussian P f ;c S lognormal The instantaneous maximum deflection at this point due to the dead load is
where I ¼ bh 3 =12 is the beam inertia. Let us note Jðt; t c Þ; the uniaxial compliance of concrete which depends both on time t and time t c corresponding to the loading of the structure. The uniaxial strain corresponding to axial stress s reads:
The French codified model for creep is cast as [31] Jðt; t c Þ ¼
where wðt; t c Þ is:
In this study, the model parameters are computed or selected as follows: † w 1 can be calculated as a function of the concrete formulation, the relative humidity of the environment and the dimensions of the beam cross-section. It is set equal to 2 in the sequel. † t c ¼ 28 days, † K ¼ 15:8 (computed also from the dimensions of the beam cross-section).
When creep is taken into account, the deflection under dead load is:
The live load is a pinpoint load S applied at midspan during ½t d ; t f where t f ¼ t d þ 1 year. This duration is introduced by means of the Heaviside function H: The resulting deflection at this point, if the duration is sufficiently short so that the instantaneous Young's modulus may be used, is:
Modelling the live load this way allows us representing a mechanical system placed in an environment that can present exceptional configurations.
Reliability problem statement
The failure criterion is defined by the exceeding of a limit deflection d lim ¼ 10 cm. The limit state function associated with the failure of the beam reads:
The random input parameters are presented in Table 5 . The study is carried out over [0, 50 years].
Three cases are studied:
1. S is a random variable applied onto the beam middle point at t 1 ¼ 10; 20; …; 50 years during one year, t f ¼ t d þ 1 year. 2. S is a stochastic process applied onto the beam middle point at t 1 ¼ 10; 20; …; 50 years. Its coefficient correlation function is of exponential square type (Eq. (36)), with a correlation length l ¼ 18 days
3. S is a stochastic process applied at t d during one year and t d is a random variable uniformly distributed over [0, 49 years].
Numerical results
First case: S random variable
In this study, time is dealt with as a parameter. Note that four calculations (i.e. four different curves corresponding to t d ¼ 10; 20; 30; 40 years, respectively) are represented in Fig. 6 . COMREL-TI is used to perform the FORM analysis. We can notice that the obtained point-in-time failure probability crucially increases when the pinpoint load is applied (kind of step function around this date) and decreases thereafter. This study shows that for a prescribed reliability level, e.g. 1%, the structure has to be repaired before 20 years when foreseeing an exceptional event such as the pinpoint load. Nevertheless, the drawback of this first approach is that the system is considered without memory, since the computed probability of failure becomes very small after the exceptional event.
Second case: S stochastic process applied at t d ; where t d is deterministic
The procedure in this case reads as follows:
1. Compute the reliability indices bðtÞ and bðt þ DtÞ at the different dates t and t þ Dt:
2. Evaluate the correlation coefficient function r G ðt; t þ DtÞ of the limit state at different dates. 3. Compute the outcrossing rate and then the cumulative failure probability.
The computation of these various quantities is carried out by COMREL-TI according to the procedure explained in Section 3.2. Routines in Cþþ and MathCad w have been implemented to facilitate the work.
Results are presented in Fig. 7 . They show that a timevariant reliability study allows to take into account the effect of the point-in-time load. Indeed, we can see a major increase of the failure probability value when the pinpoint load is applied. Then, the probability increases slowly.
The results show that carrying out a time-variant analysis allows to consider the system as having memory, which seems more realistic than in the first case (i.e. load modelled as a random variable). On the other hand, the assumption of a prescribed t d means that the date at which the exceptional event happens is known, which is conflicting with the very definition of such an event. ð37Þ The FORM method could not be applied for computing the point-in-time reliability index bðtÞ with such a formulation. Indeed, during the search of the design point, one or the other expression of Eq. (37) is used depending on the current realization of t d ; meaning a switch between two different states. Moreover, the gradient ›G=›t d is required and is always equal to zero (precisely it would be a Dirac function which cannot be handled properly). A Monte-Carlo simulation strategy has eventually been adopted to get the quantities necessary for applying the PHI2 method. The reliability index (resp. the coefficient of variation of the simulation) is plotted as a function of time in Fig. 8  (resp. Fig. 9 ).
5.3.3.2.
Introduction of the process correlation r S (t,t þ Dt) in the expression of the limit state at tDt. By freezing time, the limit state at t is only a function of random variables. When doing so at time t þ Dt; the limit state is only function of random variables as well. However, the random variable representing the process at t þ Dt is correlated with the random variable representing the process at t:
Let us introduce the following notation: † S ð1Þ the random variable representing the process at t; † S ð2Þ the random variable representing the process at t þ Dt; correlated with S 
VãrðBÞ
CõvðA;
Let A be the set of the realizations of Gðt; Xðt; v i ÞÞ and B the vector of the realizations of Gðt þ Dt; Xðt þ Dt; v i ÞÞ; the correlation r G ðt; t þ DtÞ is computed by:
This method is valid if the points associated with sample sets A and B fit on a straight line. This is checked and confirmed by plotting the sets (Figs. 10 (t ¼ 10 years) and 11 (t ¼ 50 years)). 
5.3.3.4.
Computation of the outcrossing rate by the PHI2 method and the cumulative failure probability. Once the point-in-time reliability indices bðtÞ and bðt þ DtÞ and the correlation r G ðt; t þ DtÞ have been computed as explained above, it is possible to apply Eq. (16) to get the outcrossing rate. It is then integrated in time by means of Simpson's rule. All the results are presented in Fig. 12 .
We can notice that the evolution of the failure probability is regular and that it is always higher than in the previous case (i.e. when the date t d is not random).
The obtained results show that the modelling of the load and precisely the way it is applied highly influence the computed reliability index.
Conclusion
This paper has presented the PHI2 method for solving time-variant reliability problems. The approach specifically deals with computing the outcrossing rate appearing in timevariant reliability problems by using a classical timeinvariant parallel system analysis.
The main advantage of the PHI2 method is that it only requires time-invariant reliability tools, e.g. simulation or FORM method. As a consequence, any commercial software that contains simulation and/or FORM can be used without additional implementation.
The PHI2 method can deal with non-linear limit state including scalar or vector processes with no additional difficulty compared to the Gaussian scalar case. In all examples presented in this paper, the PHI2 method provides results that are accurate when the comparison with a reference solution is possible.
The PHI2 method is finally illustrated on the example of a concrete beam submitted to creep and a pinpoint random load. This quite realistic problem shows the versatility of approach. Note that this problem may be solved by introducing intermittent processes in the definition of the reliability problem.
In the present paper, FORM has been used to compute the point-in-time reliability indices bðtÞ required by the PHI2 analysis. The use of SORM is of course possible and may be necessary for strongly non-linear limit state surfaces. In this case, the reliability index b SORM ¼ 2F 21 ðP f ;SORM Þ should be used in Eq. (16). The simulations of limit state functions including vector processes is currently in progress, as well as the application of the approach to rectangular renewal wave processes and the combination of both kinds of processes in order to deal with problems involving intermittent processes.
Finally, due to the efficiency of the PHI2 method, industrial applications involving finite element analysis of the structure may be considered in the context of timevariant reliability. 
