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ABSTRACT	  
	  Alternative	  Approaches	  to	  Significant	  Zero	  Crossings	  (SiZer)	  Method	  for	  Feature	  Detection	  in	  Non-­‐Parametric	  Univariate	  Kernel	  Density	  Estimation	  	  Boyan	  Semerdjiev	  
	  	   This	  work	  presents	  several	  methods	  for	  feature	  detection	  in	  density	  estimation	  of	  univariate	  data.	  Two	  versions	  of	  the	  original	  Significant	  Zero	  Crossings	  for	  Derivatives	  (SiZer)	  method	  and	  two	  other	  SiZer	  approaches	  for	  signal	  detection	  with	  Euler	  and	  Hadwiger	  characteristics	  are	  explored.	  The	  latter	  are	  based	  on	  approximating	  level-­‐crossing	  probabilities	  by	  expected	  number	  of	  upcrossings.	  In	  addition,	  a	  method	  for	  two-­‐sample	  density	  comparison	  is	  proposed,	  based	  on	  the	  discussed	  SiZer	  methodologies.	  Estimating	  a	  single	  best	  bandwidth	  parameter	  value	  is	  difficult.	  Therefore,	  all	  signal	  detection	  and	  comparison	  approaches	  utilize	  the	  concept	  of	  scale-­‐space	  and	  color	  maps,	  allowing	  consideration	  of	  curve	  smoothing	  at	  multiple	  bandwidth	  levels	  simultaneously.	  Finally,	  the	  proposed	  methodologies	  do	  not	  compete	  and	  are	  therefore	  not	  compared.	  Instead,	  they	  complement	  each	  other	  and	  combining	  the	  observations	  from	  all	  of	  them	  together	  allows	  for	  better	  statistical	  inference	  of	  the	  data	  set.	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Chapter	  1	  -­‐	  Introduction	  to	  SiZer	  	   One	  of	  the	  most	  central	  problems	  in	  statistics	  is	  the	  estimation	  of	  a	  model	  from	  a	  data	  sample.	  Curve	  estimation,	  or	  curve	  smoothing,	  has	  been	  extensively	  researched	  and	  many	  findings	  have	  been	  reported	  in	  literature.	  Wand	  and	  Jones	  (1995)	  present	  a	  convenient	  method	  for	  model	  estimation,	  using	  a	  symmetric	  kernel.	  Given	  a	  sample	  of	  𝑛	  iid	  random	  variables	  𝑋! , 𝑖 = 1,2, . . . ,𝑛,	  with	  a	  common	  probability	  density	  function	  𝑓(∙),	  the	  estimator	  at	  a	  point	  𝑥	  and	  a	  bandwidth	  level	  ℎ	  is	  given	  as	  	   𝑓 𝑥, ℎ =    !! !!!!!!   𝐾 !!!!! 	  ,	   	   	   	   	   	   	   	  	  	  	  (1.1)	  where	  𝐾(∙)	  is	  a	  symmetric	  kernel,	  defined	  on	  (−∞,+∞),	  and	   𝐾 𝑥 𝑑𝑥 = 1!!!! .	  For	  the	  remainder	  of	  this	  work,	  the	  Gaussian	  kernel	  is	  used:	  𝐾 𝑥 = !!! 𝑒!!!! .	  The	  bandwidth	  parameter	  ℎ	  is	  a	  positive	  number	  that	  determines	  the	  estimated	  density	  𝑓.	  The	  larger	  the	  ℎ,	  the	  coarser	  the	  estimation	  is,	  which	  results	  in	  oversmoothing	  of	  the	  curve.	  A	  common	  issue	  in	  such	  a	  case	  is	  missing	  of	  important	  features	  of	  the	  density,	  such	  as	  location	  of	  peaks	  and	  valleys.	  Alternatively,	  small	  bandwidths	  result	  in	  undersmoothing,	  or	  picking	  too	  many	  features	  of	  the	  data	  set,	  including	  noise	  and	  spurious	  inputs.	  Therefore,	  the	  choice	  of	  the	  smoothing	  parameter	  is	  vital	  for	  estimation	  of	  the	  correct	  features	  of	  a	  data	  set.	  It	  is	  important	  to	  distinguish	  which	  components	  represent	  a	  signal,	  and	  which	  represent	  noise.	  In	  this	  work	  we	  try	  to	  detect	  features	  of	  probability	  density	  functions	  of	  several	  univariate	  data	  sets,	  using	  the	  concept	  of	  SiZer	  color	  maps,	  presented	  in	  section	  1.1.	  In	  this	  chapter	  we	  also	  present	  a	  slightly	  improved	  method	  for	  approximating	  correct	  tail	  quantiles	  of	  the	  test-­‐statistic	  distribution,	  used	  in	  SiZer.	  Chapter	  2	  presents	  alternative	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methods	  for	  approximating	  the	  tail	  probability.	  One	  method	  uses	  the	  Hadwiger	  characteristic	  when	  the	  limiting	  Gaussian	  process	  is	  assumed	  to	  be	  stationary.	  Another	  method	  uses	  the	  number	  of	  derivative	  upcrossings	  without	  assuming	  stationarity.	  Chapter	  3	  presents	  a	  comparison	  of	  two	  estimated	  densities	  with	  a	  methodology	  derived	  from	  the	  original	  SiZer	  and	  the	  upcrossings	  counting	  method.	  In	  chapter	  4	  we	  present	  the	  conclusions	  and	  the	  future	  work.	  The	  methods	  presented	  in	  chapters	  2	  and	  3	  are	  easily	  extended	  to	  other	  nonparametric	  curve	  estimation	  problems,	  such	  as	  nonparametric	  regression,	  hazard	  rate,	  etc.	  	  Section	  1.1	  -­‐	  Original	  SiZer	  –	  The	  Concept	  	   It	  is	  never	  known	  in	  advance	  which	  bandwidth	  value	  will	  detect	  the	  features	  of	  a	  curve	  accurately.	  This	  choice	  is	  frequently	  data-­‐dependent.	  Here	  we	  present	  a	  new	  approach	  for	  feature	  detection	  by	  considering	  a	  broad	  range	  of	  bandwidth	  values	  simultaneously.	  Originally	  developed	  by	  Chaudhuri	  and	  Marron	  (1999),	  the	  SiZer	  (Significant	  Zero	  Crossings	  for	  Derivatives)	  tool	  provides	  an	  overall	  picture	  of	  the	  significance	  of	  features	  over	  multiple	  bandwidths.	  Instead	  of	  overlaying	  smoothed	  curves	  for	  a	  range	  of	  ℎ	  parameter	  values	  on	  the	  same	  plot,	  the	  concept	  of	  scale-­‐space	  is	  presented,	  using	  a	  color	  map.	  A	  two-­‐dimensional	  color	  map	  is	  a	  plot	  with	  location	  on	  the	  x-­‐axis	  and	  the	  bandwidth	  values	  on	  the	  y-­‐axis.	  The	  ℎ	  values	  are	  plotted	  on	  the	  logarithmic	  scale	  for	  more	  accurate	  visualization.	  The	  color	  map	  is	  especially	  useful	  for	  analyzing	  univariate	  data	  sets	  and	  estimating	  their	  pdfs	  𝑓 𝑥 .  The	  color	  map	  is	  a	  grid	  of	  𝑚!by	  𝑛!boxes,	  where	  the	  data	  
	   3	  
range	  is	  grouped	  into	  𝑚!	  values	  and	  a	  bandwidth	  range	  is	  chosen	  and	  broken	  down	  to	  𝑛!	  locations.	  Then	  at	  every	  point	  (𝑥, ℎ)	  of	  the	  grid,	  the	  value	  𝑓   𝑥, ℎ 	  is	  estimated	  and	  the	  following	  hypothesis	  is	  tested:	  	   𝐻!:  𝑓! 𝑥, ℎ = 0	  	  	   𝐻!:  𝑓! 𝑥, ℎ ≠ 0	  ,	  where	  𝑓! 𝑥, ℎ = 𝐸[𝑓′(𝑥, ℎ)].	  If	  𝐻!	  is	  not	  rejected,	  the	  slope	  of	  the	  smoothed	  curve	  at	  that	  point	  is	  found	  to	  be	  insignificant	  and	  the	  respective	  box	  is	  colored	  in	  purple.	  If	  𝐻!	  is	  rejected,	  then	  the	  density	  is	  increasing	  or	  decreasing	  at	  that	  location	  𝑥	  at	  bandwidth	  ℎ.	  If	  𝑓! 𝑥, ℎ 	  is	  significantly	  positive,	  then	  the	  (𝑥, ℎ)	  bin	  is	  colored	  in	  blue,	  signifying	  an	  increasing	  region	  of	  the	  probability	  density	  function.	  Significantly	  negative	  𝑓! 𝑥, ℎ 	  values	  result	  in	  red	  coloring	  and	  a	  significantly	  decreasing	  PDF.	  Thus,	  according	  to	  Chaudhuri	  and	  Marron	  (2000),	  the	  calculated	  theoretical	  scale-­‐space	  surface	  𝐸 𝑓! 𝑥, ℎ = 𝑓′(𝑥, ℎ)	  represents	  𝑓! 𝑥 	  at	  resolution	  ℎ.	  Since	  the	  entire	  scale-­‐space	  is	  divided	  into	  a	  large	  number	  of	  small-­‐sized	  boxes,	  each	  box	  can	  be	  assumed	  to	  represent	  the	  entire	  set	  of	  (𝑥, ℎ)	  values	  in	  the	  neighborhood	  of	  the	  points	  of	  estimation	  –	  with	  𝑥	  ranging	  between	   𝑥!"#, 𝑥!"# 	  and	  ℎ	  between	   ℎ!"#, ℎ!"# ,	  where	  ℎ!"#	  and	  ℎ!"#	  are	  both	  on	  the	  logarithmic	  scale.	  The	  resulting	  color	  map	  of	  blue,	  purple	  and	  red	  colored	  boxes	  provides	  general	  overview	  of	  where	  density	  is	  increasing	  or	  decreasing.	  Instead	  of	  focusing	  on	  a	  single	  bandwidth,	  we	  can	  conclude	  that	  a	  signal	  at	  a	  given	  location	  is	  significantly	  increasing	  or	  decreasing	  if	  the	  blue	  or	  red	  coloring	  is	  solid	  for	  a	  range	  of	  ℎ	  values,	  or	  alternatively,	  the	  signal	  is	  not	  present	  in	  the	  case	  of	  a	  purple	  region,	  or	  even	  with	  blue	  or	  red	  regions	  over	  very	  few	  bandwidths.	  	  Next,	  the	  testing	  procedure	  for	  significance	  of	  𝑓! 𝑥, ℎ 	  is	  presented,	  as	  proposed	  by	  Chaudhuri	  and	  Marron	  (1999).	  To	  test	  𝐻!	  at	  each	  location	  (𝑥, ℎ),	  a	  confidence	  interval	  is	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established	  for	  each	  𝑓! 𝑥, ℎ 	  and	  it	  is	  observed	  whether	  zero	  is	  included.	  The	  confidence	  interval	  limits	  are	  𝑓! 𝑥, ℎ ± 𝑞 ∙ 𝑆𝐷 𝑓′ 𝑥, ℎ .	  Following	  (1.1)	  by	  taking	  the	  derivative,	  we	  obtain	  	   𝑓! 𝑥, ℎ =    !! !!!!!!!   𝐾! !!!!! 	  	   	   	   	   	   	   	   	  	  	  	  (1.2)	  
	   𝑆𝐷 𝑓′ 𝑥, ℎ = 𝑣𝑎𝑟   𝑓! 𝑥, ℎ 	  
and	  𝑞	  is	  the	  cutoff	  quantile.	  The	  confidence	  interval	  containing	  zero	  is	  equivalent	  to	  
!!   !,!!" !!   !,! < 𝑞.	  Otherwise,	  values	  of	  𝑓! 𝑥, ℎ 	  are	  indicative	  of	  the	  signal	  trend,	  depending	  whether	  they	  are	  positive	  or	  negative.	  	  	   The	  appropriate	  quantile	  determination	  is	  significant	  for	  developing	  the	  SiZer	  approach.	  Most	  of	  this	  work	  is	  focused	  on	  determining	  the	  cutoff	  value	  of	  𝑓! 𝑥, ℎ   to	  determine	  significance.	  Chaudhuri	  and	  Marron	  (1999)	  have	  presented	  several	  approaches	  for	  determining	  𝑞.	  At	  the	  𝛼	  significance	  level,	  the	  simplest	  one	  is	  𝑞! ℎ ≡ 𝑞 = Φ!! 1− !! ,	  known	  as	  the	  pointwise	  Gaussian	  quantile.	  However,	  this	  formula	  derivation	  of	  𝑞	  assumes	  that	  the	  errors	  are	  independent	  and	  can	  lead	  to	  overestimation	  of	  significant	  features.	  An	  improved	  approach	  for	  handling	  dependencies	  is	  determining	  𝑞(ℎ)	  simultaneously	  over	  many	  locations	  of	  𝑥.	  The	  proposed	  formula	  is	  	  
	   𝑞! ℎ = Φ!! !! !!! !! !! 	  ,	  
where	  	   𝑚 ℎ = !!"#! !"" !,! ,	  	  and	  𝐸𝑆𝑆 𝑥, ℎ 	  is	  the	  effective	  sample	  size	  at	  point	  (𝑥, ℎ),	  given	  by	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   𝐸𝑆𝑆 𝑥, ℎ = ! !,!!!  ! ! 	  .	  The	  concept	  of	  effective	  sample	  size	  can	  be	  intuitively	  best	  understood	  when	  the	  rectangular	  kernel	  𝐾(𝑥) = !! 𝐼(−1 ≤ 𝑥 ≤ 1)	  is	  used.	  Then	  𝐸𝑆𝑆(𝑥, ℎ)	  is	  equal	  to	  the	  number	  of	  data	  points	  𝑋! 	  in	  the	  interval	  (𝑥 − ℎ, 𝑥 + ℎ).	  However,	  when	  using	  the	  Gaussian	  kernel,	  data	  points	  closer	  to	  𝑥	  carry	  more	  weight	  in	  the	  ESS	  determination,	  which	  can	  also	  result	  in	  a	  non-­‐integer	  number.	  In	  our	  implementation	  and	  simulation	  of	  the	  original	  SiZer	  methodology,	  𝑞!(ℎ)	  is	  used	  as	  the	  cutoff	  quantile.	  	  Section	  1.2	  -­‐	  Implementation	  of	  the	  original	  SiZer	  and	  Results	  	   Two	  data	  sets	  are	  simulated	  with	  the	  original	  SiZer	  approach.	  The	  first	  one	  contains	  5000	  iid	  random	  variables	  𝑋!…   𝑋!""",	  randomly	  generated	  from	  the	  pdf	  𝑓 𝑥 = 0.4 ∙ 𝑁 0,0.3 + 0.3 ∙ 𝑁 0,0.4 + 1 + 0.3 ∙ 𝑁 0,0.2 + 3 .	  Then	  the	  sample	  𝑋! 	  is	  smoothed	  using	  the	  SiZer	  analysis	  and	  the	  features	  of	  the	  theoretical	  probability	  density	  function	  above	  are	  detected	  on	  a	  color	  map.	  For	  the	  rest	  of	  this	  work,	  this	  data	  sample	  will	  be	  referrer	  to	  as	  the	  ‘half-­‐normal’.	  The	  same	  analysis	  is	  done	  for	  a	  ‘full-­‐normal’	  sample	  𝑋!…   𝑋!""",	  randomly	  generated	  from	  the	  pdf	  𝑓 𝑥 = 0.4 ∙ 𝑁 0.5,0.3 + 0.3 ∙ 𝑁 2,0.4 + 0.3 ∙ 𝑁(3.5,0.2).	  The	  range	  of	  the	  𝑥	  values,	  the	  points	  where	  the	  densities	  are	  estimated	  vary	  from	  0	  to	  4,	  equally	  cut	  into	  200	  bins.	  The	  ℎ	  values	  range	  from	  0.01	  to	  1	  on	  the	  logarithmic	  scale,	  divided	  into	  40	  intervals.	  This	  range	  is	  comparable	  with	  the	  values	  recommended	  by	  Chaudhuri	  and	  Marron	  (1999),	  where	  the	  lower	  bandwidth	  values	  are	  approximately	  equal	  to	  the	  bin	  width	  and	  the	  higher	  range	  is	  in	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the	  order	  of	  the	  entire	  interval	  size	  of	  𝑥.	  The	  significance	  level	  𝛼	  is	  assumed	  to	  be	  the	  standard	  0.05.	  The	  theoretical	  density	  curves,	  from	  which	  we	  generate	  the	  samples,	  are	  shown	  on	  figures	  1.1	  and	  1.2.	  The	  estimated	  derivatives	  as	  a	  function	  of	  (𝑥, ℎ)	  are	  given	  on	  figures	  1.3	  and	  1.4.	  The	  simulated	  color	  maps	  are	  displayed	  on	  figures	  1.5	  and	  1.6.	  	  
	  Figure	  1.1	  –	  pdf	  of	  half-­‐normal	  data	  set	   	   Figure	  1.2	  –	  pdf	  of	  full-­‐normal	  data	  set	  
	  Figure	  1.3	  –	  Estimated	  Derivatives:	  half-­‐normal	   Figure	  1.4	  –	  Estimated	  Derivatives:	  full-­‐normal	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  Figure	  1.5	  –	  Color	  map	  of	  half-­‐normal	  data	  set	   Figure	  1.6	  –	  Color	  map	  of	  full-­‐normal	  data	  set	  	   The	  color	  maps	  clearly	  demonstrate	  the	  features	  of	  both	  half-­‐normal	  and	  full-­‐normal	  density	  functions	  over	  a	  broad	  range	  of	  bandwidths.	  For	  the	  half-­‐normal	  data,	  figure	  1.1	  shows	  that	  the	  density	  is	  rising	  a	  lot	  faster	  than	  decreasing	  and	  this	  is	  reflected	  in	  its	  color	  map	  on	  figure	  1.5.	  The	  blue	  regions,	  or	  the	  darkest	  spots	  on	  the	  color	  map	  if	  the	  paper	  is	  printed	  on	  a	  black-­‐and-­‐white	  printer,	  are	  detected	  over	  a	  broader	  range	  of	  values,	  where	  decreasing	  of	  the	  density	  is	  not	  as	  easy	  to	  detect,	  judging	  by	  the	  smaller	  bandwidth	  ranges	  of	  observation	  of	  the	  red	  regions,	  or	  the	  brightest	  spots	  on	  the	  color	  map,	  if	  the	  paper	  is	  printed	  on	  a	  black-­‐and-­‐white	  printer.	  It	  is	  also	  observed	  that	  all	  correct	  features	  are	  observed	  for	  the	  middle	  range	  of	  bandwidths,	  between	  -­‐1	  and	  -­‐0.5	  on	  the	  logarithmic	  scale,	  or	  between	  0.1	  and	  0.3	  for	  ℎ.	  Extreme	  low	  bandwidths	  result	  in	  wiggly	  curve	  estimation	  and	  most	  of	  the	  signal	  is	  inconclusive,	  as	  detected	  by	  the	  predominantly	  purple	  region,	  or	  the	  middle	  shade	  of	  gray	  if	  the	  paper	  is	  printed	  on	  a	  black-­‐and-­‐white	  printer,	  in	  the	  lower	  part	  of	  figure	  1.5.	  In	  the	  very	  top	  part	  of	  figure	  1.5,	  for	  large	  bandwidth	  values,	  oversmoothing	  occurs	  and	  the	  three	  half-­‐normal	  segments	  are	  increasingly	  merged	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together,	  resulting	  in	  the	  mostly	  red	  region	  at	  the	  extreme	  top.	  Figure	  1.3	  shows	  the	  estimated	  derivative	  values.	  The	  derivative	  plot	  also	  shows	  that	  features	  are	  best	  detected	  around	  mid-­‐bandwidth	  values.	  The	  full-­‐normal	  data	  set	  density	  on	  figure	  1.2	  and	  its	  color	  map	  on	  figure	  1.6	  also	  agree	  with	  each	  other	  and	  exhibit	  similar	  behavior	  to	  the	  half-­‐normal	  density	  and	  color	  map.	  Intervals	  of	  increasing	  and	  decreasing	  are	  clearly	  visible	  for	  the	  mid-­‐range	  bandwidth	  values,	  as	  seen	  by	  the	  alternating	  blue-­‐red	  regions.	  Undersmoothing	  results	  in	  inconclusive	  purple	  area,	  and	  oversmoothing	  tends	  to	  also	  merge	  the	  three	  normal	  curves	  as	  one,	  resulting	  in	  a	  single	  blue-­‐then-­‐red	  region.	  Most	  importantly,	  in	  both	  data	  sets	  the	  regions	  of	  increasing	  and	  decreasing	  are	  visible	  over	  a	  large	  mid-­‐range	  of	  bandwidths,	  which	  reliably	  proves	  the	  signal	  presence	  is	  correctly	  estimated	  at	  each	  location.	  Figure	  1.4	  displays	  the	  estimated	  derivative	  plot	  for	  the	  full-­‐normal	  data	  set	  and	  it	  confirms	  the	  data	  set	  features.	  	  Section	  1.3	  -­‐	  More	  Advanced	  SiZer	  implementation	  	   Similarly	  to	  the	  originally	  developed	  SiZer	  method,	  an	  improved	  method	  for	  computing	  the	  quantiles	  is	  proposed	  by	  Hannig	  and	  Marron	  (2006).	  Let	  𝑔	  be	  the	  number	  of	  bins	  and	  the	  quantiles	  at	  every	  bandwidth	  level	  ℎ	  are	  denoted	  by	  𝑧!(ℎ).	  Estimation	  of	  the	  quantiles	  is	  based	  on	  the	  fact	  that	  	  	   𝑃 𝑚𝑎𝑥!!!..!𝑓! 𝑥! , ℎ − 𝑞!(ℎ) ∙ 𝑆𝐷 𝑓   𝑥! , ℎ ≤ 0 = 1− !!,	  	  as	  𝑔	  simultaneous	  tests	  need	  to	  be	  performed	  to	  test	  all	  𝐻!’s.	  Then	  	  	   1− !! = Φ 𝑧! ℎ !∙!,	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resulting	  in	  
	   𝑧! ℎ = Φ!! 1− !! !!∙!	  ,	  as	  also	  proposed	  by	  Hannig	  and	  Lee	  (2006).	  Here	  the	  parameter	  𝜃	  is	  called	  ‘cluster	  index’	  and	  is	  characteristic	  to	  determining	  the	  cutoff	  values	  of	  the	  derivative.	  It	  is	  given	  by	  	   𝜃 = 2Φ 3 log𝑔 ∙ !!" − 1,	  and	  Δ	  is	  the	  width	  of	  each	  bin,	  equal	  to	  !!"#!!!"#! .	  To	  obtain	  the	  formula	  for	  the	  cluster	  index,	  Hannig	  and	  Marron	  (2006)	  make	  a	  comparison	  between	  the	  distribution	  of	  the	  maximum	  value	  among	  zero-­‐mean,	  unit-­‐variance	  Gaussian	  random	  variables	  and	  the	  limiting	  Gumbel	  distribution.	  They	  simplify	  a	  derived	  formula	  to	  estimate	  more	  conveniently	  the	  maximum	  value	  of	  a	  stationary	  series	  of	  g	  Gaussian	  random	  variables	  to	  Φ(𝑥)!",	  that	  is,	  	  	   𝑃 𝑚𝑎𝑥!!!..!𝑇! ≤ 𝑥 = Φ(𝑥)!"	  ,	  and	  𝜃	  is	  derived	  from	  the	  original	  limiting	  distribution.	  Using	  this	  new	  approach,	  new	  values	  of	  the	  quantiles	  are	  obtained	  and	  new	  color	  maps	  are	  created	  for	  both	  the	  half-­‐normal	  and	  full-­‐normal	  data	  sets.	  The	  plots	  can	  be	  seen	  on	  figures	  1.7	  and	  1.8.	  Comparing	  them	  closely	  with	  the	  plots	  of	  the	  originally	  proposed	  SiZer	  implementation	  on	  figures	  1.5	  and	  1.6,	  we	  can	  observe	  that	  the	  difference	  between	  the	  two	  approaches	  is	  not	  significant.	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  Figure	  1.7	  –	  Color	  map	  of	  half-­‐normal	  data	  set,	   Figure	  1.8	  –	  Color	  map	  of	  full-­‐normal	  data	  set,	  advanced	  quantile	  calculation	   	   	   advanced	  quantile	  calculation	  	  Upon	  a	  closer	  look	  at	  the	  color	  maps,	  the	  improved	  quantile	  calculation	  achieves	  slightly	  smoother	  boundary	  between	  the	  red-­‐purple	  and	  the	  blue-­‐purple	  zones.	  In	  addition,	  the	  spurious	  red	  and	  blue	  boxes	  at	  the	  lowest	  bandwidth	  are	  eliminated.	  The	  rise	  of	  the	  half-­‐normal	  signal	  is	  detected	  over	  a	  broader	  range	  of	  bandwidths	  compared	  to	  the	  full-­‐normal	  case,	  due	  to	  the	  significantly	  sharper	  jumps,	  as	  can	  be	  also	  verified	  from	  the	  probability	  density	  functions.	  Finally,	  whether	  the	  advanced	  approach	  is	  better	  than	  the	  original	  one	  remains	  open	  to	  interpretation,	  but	  nevertheless,	  it	  seems	  more	  stable	  between	  bandwidths	  with	  the	  current	  data	  and	  the	  results	  look	  a	  little	  less	  bandwidth-­‐dependent.	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Chapter	  2	  –	  Detecting	  a	  Peak	  or	  a	  Valley	  Using	  the	  Tail	  Probability	  of	  the	  Maximum	  Value	  of	  the	  Derivative	  	   Concurrently	  with	  the	  original	  SiZer	  methods,	  outlined	  in	  chapter	  1,	  a	  second	  methodology	  has	  been	  developed.	  Siegmund	  and	  Worsley	  (1995)	  and	  Adler	  and	  Taylor	  (2007)	  present	  two	  similar	  approaches,	  where	  the	  extreme	  value	  of	  the	  estimated	  derivatives	  over	  a	  certain	  region	  is	  compared	  with	  a	  theoretically	  estimated	  tail	  probability	  to	  determine	  whether	  a	  signal	  is	  significantly	  increasing	  or	  decreasing.	  Using	  the	  binning	  methodology	  of	  the	  original	  SiZer,	  groups	  of	  bins	  are	  grouped	  into	  rectangular	  clusters	  and	  the	  most	  extreme	  derivative	  value	  is	  elected	  for	  comparison	  with	  the	  cutoff	  critical	  value.	  The	  results	  depend	  on	  the	  level	  of	  granularity	  of	  the	  grouping	  and	  the	  two	  presented	  methods	  follow	  the	  same	  concept,	  however,	  they	  differ	  in	  the	  procedure	  for	  estimating	  the	  cutoff	  parameter	  for	  comparison	  with	  the	  extreme	  derivative.	  	  Section	  2.1	  -­‐	  Testing	  for	  Unknown	  Signal	  in	  a	  Stationary	  Gaussian	  Random	  Field	  	   The	  first	  methodology	  is	  based	  on	  Siegmund	  and	  Worsley	  (1995)	  who	  consider	  a	  random	  field	  𝑋(𝑡,𝜎)	  with	  noise	  𝑊,	  which	  is	  a	  stationary	  Gaussian	  random	  field.	  It	  is	  given	  by	  	  
𝑋 𝑡,𝜎 = !! 𝑘 !!!! !!! 𝑓 !!!!!! 𝑑𝑦 + 𝑑𝑊 𝑦 ,	   	   	   	   	   	  	  	  	  (2.1)	  where	  𝑓(∙)	  is	  a	  square	  integrable	  function,	  𝑘(∙)	  is	  a	  symmetric	  kernel	  and	  the	  signal	  amplitude,	  location	  and	  scale	  are	  𝜉,	  𝑡!	  and	  𝜎!,	  respectively.	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For	  each	  location	  𝑡	  of	  the	  one-­‐dimensional	  spectrum,	  the	  presence	  of	  signal	  with	  an	  amplitude	  𝜉	  needs	  to	  be	  tested	  over	  a	  range	  of	  bandwidths	  𝜎!"# < 𝜎 < 𝜎!"# ,	  that	  is:	  	   𝐻!:  𝜉 = 0	  	  	   𝐻!:  𝜉 ≠ 0	  	  𝐻!	  is	  rejected	  if	  𝑚𝑎𝑥!,!|𝑋 𝑡,𝜎 | > 𝑏(𝜎!"#,𝜎!"#),	  the	  cutoff	  value.	  	  	   In	  our	  problem,	  we	  have	  the	  random	  field	  𝑓! 𝑥, ℎ ,	  which	  may	  be	  written	  as,	  under	  𝐻!:	  𝑓! 𝑥, ℎ = 𝐸 𝑓! 𝑥, ℎ = 0,	  	   𝑓! 𝑥, ℎ =    !! !!!!!!!   𝐾! !!!!! = !!! 𝐾! !!!! 𝐹! 𝑑𝑦 ≈ !!! 𝐾! !!!! 𝑊 𝐹 𝑑𝑦 −𝑊 𝐹 ∞ 𝐹 𝑑𝑦 	  ,	  where	  𝐹!(∙)	  is	  the	  empirical	  distribution	  function	  of	  𝑋!,… ,𝑋!,	  	  𝐹(∙)	  is	  the	  cdf	  of	  the	  latter	  and	  𝑊(∙)	  is	  the	  Wiener	  process.	  The	  approximation	  above	  is	  valid	  because	  of	  the	  Central	  Limit	  Theorem.	  Comparing	  with	  the	  originally	  developed	  SiZer,	  𝜎	  plays	  the	  role	  of	  the	  parameter	  ℎ	  and	  𝑋(𝑡,𝜎)	  is	  replaced	  by	  𝑓! 𝑥, ℎ .	  Clustering	  together	  of	  several	  bins	  is	  performed,	  for	  example,	  every	  10	  values	  of	  𝑥	  horizontally	  and	  every	  4	  values	  of	  h	  vertically	  form	  one	  new	  region	  on	  the	  color	  map	  and	  the	  extreme	  value	  of	  𝑓! 𝑥, ℎ 	  is	  selected	  among	  the	  original	  40	  values.	  The	  extreme	  value	  is	  the	  one	  to	  compare	  against	  the	  cutoff	  parameter	  𝑏(ℎ).	  With	  a	  slight	  abuse	  of	  notation,	  we	  will	  use	  interchangeably	  𝜎	  and	  ℎ	  to	  signify	  the	  bandwidth.	  We	  will	  also	  often	  refer	  to	  the	  derivative	  𝑓! 𝑥, ℎ 	  as	  the	  output	  𝑋(𝑡,𝜎),	  since	  this	  is	  what	  we	  compare	  to	  the	  cutoff	  value	  𝑏(ℎ).	  Note	  that	  𝑓’(𝑥, ℎ),	  although	  approximately	  a	  Gaussian	  random	  field	  by	  the	  Central	  Limit	  Theorem,	  is	  not	  stationary.	  Nevertheless,	  we	  use	  the	  Siegmund	  and	  Worsley	  (1995)	  method	  here	  as	  a	  first	  approximation.	  The	  stationarity	  assumption	  is	  removed	  in	  the	  next	  section.	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For	  determination	  of	  the	  cutoff	  value,	  the	  Euler	  and	  Hadwiger	  characteristics	  of	  excursion	  sets	  are	  used.	  Let	  the	  excursion	  set	  𝐴! = 𝑡,𝜎 : |𝑋 𝑡,𝜎 | ≥ 𝑏 	  be	  the	  collection	  of	  all	  points	   𝑡,𝜎 	  where	  |𝑋 𝑡,𝜎 |	  is	  above	  𝑏,	  as	  proposed	  in	  (Siegmund	  &	  Worsley,	  1995)	  and	  (Worsley,	  1995).	  Also,	  let	  𝜓(𝐴!)	  be	  the	  Hadwiger	  characteristic	  of	  the	  excursion	  set	  𝐴! .	  It	  counts	  the	  number	  of	  connected	  components,	  or	  ‘blobs’,	  minus	  the	  number	  of	  ‘holes’	  (Chamandy	  et	  al.,	  2008).	  For	  the	  scope	  of	  this	  work,	  the	  Euler	  and	  Hadwiger	  characteristics	  serve	  identical	  purposes	  (Siegmund	  &	  Worsley,	  1995).	  To	  further	  illustrate	  the	  concept	  of	  Euler	  characteristic	  and	  excursion	  sets,	  we	  refer	  to	  figure	  2.1,	  taken	  from	  Hasofer	  (1978).	  A	  convex	  region	  at	  the	  bottom	  of	  a	  compact	  subset	  of	  𝑅!	  brings	  a	  contribution	  of	  +1,	  while	  a	  concave	  region	  at	  the	  bottom	  brings	  a	  contribution	  of	  -­‐1	  to	  the	  Euler	  characteristic,	  as	  illustrated	  at	  the	  top	  of	  figure	  2.1.	  For	  each	  subset,	  the	  Euler	  characteristic	  is	  calculated	  as	  the	  difference	  between	  the	  number	  of	  positive	  and	  negative	  contributions.	  	  
	   14	  
	  Figure	  2.1	  –	  Euler	  Characteristic	  Calculations	  for	  Various	  Geometries	  of	  Excursion	  Sets	  	  In	  the	  univariate	  case,	  the	  Euler,	  or	  Hadwiger	  characteristic	  is	  reduced	  to	  the	  number	  of	  upcrossings	  of	  the	  signal	  at	  level	  𝑏.	  As	  illustrated	  on	  figure	  2.2,	  the	  Euler	  characteristic	  is	  equal	  to	  the	  number	  of	  disjoint	  sets	  of	  𝑋 𝑡,𝜎 	  above	  level	  𝑏	  for	  fixed	  𝜎.	  
















Contributions to the Euler characteristic due to different critical points. 
where P(u) is a polynomial in u given by the formula 
[(n--1)/2] 
(2j)! n -1 
P(u)= I (_1)i 2! n- 
2 
n--1--2j 
=o j!2 2j 
It is important to note that 
(a) the formula again involves only the two parameters o- and IAI, 
(b) the leading term of P(u) is un-', so that at high levels formulae (3) and 
(4) are asymptotic, as pointed out previously. 
5. The envelope of a random field 
It is well known that when the spectrum of a random field has most of its 
mass concentrated in a relatively small neighbourhood of some particular vector 
This content downloaded from 132.205.7.55 on Tue, 3 Jun 2014 21:01:26 PM
All use subject to JSTOR Terms and Conditions
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extreme	  derivative	  represents	  increasing	  signal	  and	  the	  bins	  are	  colored	  blue	  and	  a	  negative	  derivative	  represents	  a	  decreasing	  signal	  and	  the	  bins	  are	  colored	  red,	  as	  in	  the	  originally	  developed	  SiZer.	  As	  proposed	  by	  Siegmund	  and	  Worsley	  (1995),	  for	  a	  given	  cluster,	  𝜓 𝐴! = 𝜓! + 𝜓! + 𝜓! ,	  where	  𝜓! 	  is	  the	  contribution	  from	  the	  interior	  of	  the	  cluster,	  𝜓! 	  is	  the	  contribution	  from	  the	  edges,	  i.e.	  the	  lowest	  and	  highest	  𝑡,	  or	  𝑥	  values,	  and	  𝜓! 	  is	  the	  contribution	  from	  the	  base,	  on	  the	  edge	  of	  the	  low	  side	  of	  the	  ℎ	  value.	  Considering	  these	  three	  factors	  that	  determine	  the	  Hadwiger	  characteristic,	  in	  the	  case	  of	  univariate	  data	  a	  formula	  for	  its	  expectation,	  equal	  to	  𝛼	  has	  been	  derived	  (Siegmund	  &	  Worsley,	  1995):	  
	   𝐸 𝜓 𝐴! = ! !!!!!!!!! !" !!!" !!! + !! !!!!!!!!! !!!! !!! !! + 𝜓 𝐶 !"# !!!! !!!! !!! !! +𝜓 𝐶 1−Φ 𝑏 ,	  	   	   	   	   	   	   	   	   	   	   	  	  	  	  (2.3)	  where	   𝐶 	  is	  the	  cluster	  width,	  or	  𝑥!"# − 𝑥!"#.	  𝜎!	  and	  𝜎!	  are	  ℎ!"#	  and	  ℎ!"#	  respectively,	  the	  limits	  of	  the	  cluster	  bandwidth,	  where	  𝜎!	  and	  𝜎!	  are	  again	  on	  the	  logarithmic	  scale.	  𝜅 = !! ,	  where	  𝑁	  is	  the	  data	  dimension	  and	  	  𝜆 = !! 𝐼!×! .	  As	  N=1	  for	  univariate	  data,	  both	  𝜅	  and	  𝜆	  are	  equal	  to	  !!.	  𝜓 𝐶 = 1,	  since	  the	  cluster	  is	  rectangular	  with	  no	  holes	  and	  as	  𝑏	  is	  large,	  a	  single	  region	  above	  𝑏	  is	  expected.	  𝜙 𝑏 	  is	  the	  standard	  normal	  pdf,	  evaluated	  at	  𝑏.	  Then	  the	  formula	  in	  (2.3)	  simplifies	  to	  
	   𝐸 𝜓 𝐴! = ! !!!!!!!!! !" !!! + ! !!!!!!!!! ! !! ! + !"# !!!! ! !! ! + 1−Φ 𝑏 	  .	   	  	  	  	  (2.4)	  To	  find	  𝑏(ℎ),	  the	  right	  side	  of	  (2.4)	  is	  evaluated	  and	  𝑏	  is	  adjusted	  until	  𝐸 𝜓 𝐴! 	  reaches	  a	  value,	  sufficiently	  close	  to	  0.05,	  within	  0.001	  of	  it.	  The	  value	  of	  𝑏	  starts	  at	  a	  random	  number	  and	  if	  𝐸 𝜓 𝐴! 	  is	  high,	  𝑏	  is	  decreased.	  If	  the	  expectation	  is	  low,	  𝑏	  is	  increased.	  Every	  time	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𝑏	  is	  changed	  half-­‐way	  in	  the	  direction	  of	  the	  closest	  previously	  attempted	  value,	  which	  guarantees	  the	  completion	  of	  the	  estimation.	  Finally,	  the	  elected	  extreme	  values	  of	  the	  derivatives	  are	  compared	  with	  the	  array	  of	  𝑏(ℎ)	  and	  the	  color	  map	  is	  constructed.	  The	  half-­‐normal	  and	  full-­‐normal	  data	  sets	  are	  smoothed	  and	  presented	  in	  figures	  2.3	  and	  2.4.	  	  
	  Figure	  2.3	  –	  Half-­‐Normal	  data	  set,	  	   	   Figure	  2.4–	  Full-­‐Normal	  data	  set,	  maximum	  derivative	   	   	   	   maximum	  derivative	  	  Both	  the	  half-­‐normal	  and	  full-­‐normal	  data	  features	  are	  detected	  correctly.	  For	  the	  half-­‐normal	  color	  map	  the	  blue	  regions	  are	  located	  around	  𝑥 = 0,	  𝑥 = 1	  and	  𝑥 = 3.	  They	  are	  followed	  by	  red	  regions.	  For	  the	  full-­‐normal	  color	  map,	  the	  blue	  regions	  occur	  before	  𝑥 = 0.5,	  before	  𝑥 = 2	  and	  before	  𝑥 = 3.5.	  They	  are	  also	  followed	  by	  red	  regions.	  The	  intervals	  of	  increasing	  density	  for	  the	  half-­‐normal	  data	  are	  expectedly	  narrower,	  as	  the	  signal	  rises	  more	  rapidly	  than	  falls.	  This	  methodology	  of	  testing	  a	  signal	  via	  the	  extreme	  value	  of	  the	  derivative	  results	  in	  signal	  detection	  at	  lower	  bandwidths,	  compared	  to	  the	  original	  SiZer	  approach.	  At	  high	  bandwidths	  oversmoothing	  prevents	  signal	  detection,	  due	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to	  loss	  of	  sensitivity.	  Comparing	  the	  half-­‐normal	  and	  the	  full-­‐normal	  data	  sets,	  it	  can	  also	  be	  observed	  that	  the	  half-­‐normal	  signal	  can	  be	  detected	  up	  to	  larger	  bandwidths.	  Consistent	  with	  the	  idea	  proposed	  by	  Chaudhuri	  and	  Marron	  (2000),	  as	  bandwidth	  increases,	  the	  features	  disappear	  and	  new	  features	  are	  not	  generated.	  These	  findings	  are	  also	  supported	  by	  the	  purple	  upper	  parts	  of	  the	  color	  maps.	  	  Section	  2.2	  -­‐	  Testing	  for	  Signal	  with	  a	  non-­‐Stationary	  Gaussian	  Random	  Field	  	   Formulae	  for	  expected	  Euler	  characteristics	  for	  general	  random	  fields	  have	  been	  developed	  in	  Hasofer	  (1978)	  and	  Adler	  and	  Taylor	  (2007,	  Chapter	  11.1).	  Here	  the	  random	  field	  is	  not	  assumed	  to	  be	  stationary	  Gaussian.	  A	  Gaussian	  field	  is	  uniquely	  determined	  by	  its	  mean	  and	  variance.	  Recall	  that	  𝑓! 𝑥, ℎ 	  was	  given	  in	  (1.2),	  and	  𝑓!! 𝑥, ℎ 	  is	  given	  by	  	  𝑓!! 𝑥, ℎ = !! !!!𝐾!! !!!!!!!!! 	  ,	   	   	   	   	   	   	   	  	  	  	  (2.5)	  
where	  𝐾’’ 𝑥 = !!! 𝑒!!!! 𝑥! − 1 .	  By	  the	  Central	  Limit	  Theorem,	  	  !! !!!!!!! 𝐾′ !!!!! → 𝑁 0,𝜎!! 𝑥, ℎ 	  ,	  under	  our	  null	  hypothesis,	  and	  !! !!!!!!! 𝐾!! !!!!! → 𝑁 𝜇 𝑥, ℎ ,𝜎!! 𝑥, ℎ 	  	  Here	  𝑓! 𝑥, ℎ 	  is	  assumed	  to	  have	  zero	  mean,	  according	  to	  the	  null	  hypothesis,	  and	  the	  mean	  of	  the	  second	  derivative	  is	  estimated	  from	  the	  sample:	  
	   𝜇 𝑥, ℎ = 𝜇 𝑓!! 𝑥, ℎ = !!!! 𝐾!! !!!!!!!!! 	  The	  variances	  and	  covariance	  of	  the	  two	  normal	  distributions	  are	  also	  estimated	  from	  the	  samples.	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   𝜎! 𝑥, ℎ = 𝑣𝑎𝑟 𝑓! 𝑥, ℎ 	  	  
𝜎! 𝑥, ℎ = 𝑣𝑎𝑟 𝑓!! 𝑥, ℎ 	  	  The	  covariance	  is	  estimated	  as	  
	   𝜎!" 𝑥, ℎ = !!!! 𝑐𝑜𝑣 𝐾! !!!!! ,𝐾!! !!!!! 	  The	  correlation	  is	  	   𝜌 𝑥, ℎ = !!" !,!!! !,! !! !,! 	  Here	  too,	  we	  consider	  𝑃(𝑚𝑎𝑥!,!𝑓! 𝑥, ℎ > 𝑢)	  in	  order	  to	  test	  𝐻!:  𝑓! 𝑥, ℎ = 0.	  However,	  we	  no	  longer	  use	  the	  result	  of	  Siegmund	  and	  Worsley	  (1995),	  which	  is	  based	  on	  stationarity.	  	   To	  determine	  the	  values	  of	  𝑢(ℎ)	  over	  a	  range	  of	  bandwidths,	  a	  few	  steps	  are	  necessary.	  Adler	  and	  Taylor	  (2007)	  (p.	  263)	  define	  the	  number	  of	  upcrossings	  of	  level	  𝑢	  by	  a	  function	  𝑓	  in	  the	  interval	  (0,𝑇)	  by	  	   𝑁!! 0,𝑇 = #{𝑡 ∈ 0,𝑇 : 𝑓 𝑡 = 𝑢, 𝑓! 𝑡 > 0}	  	   	   	   	   	   	  	  	  	  (2.6)	  That	  is,	  for	  𝜀 → 0!,	  𝑓(𝑡) = 𝑢	  and	  𝑓(𝑡 − 𝜀) < 𝑢.	  The	  number	  of	  upcrossings	  is	  a	  convenient	  way	  of	  counting	  the	  elements	  of	  an	  excursion	  set	  𝐴!,	  similar	  to	  the	  one	  developed	  by	  Siegmund	  and	  Worsley	  (1995).	  Furthermore,	  as	  shown	  by	  Adler	  and	  Taylor	  (2007),	  	  	   𝐸 𝑁!! 0,𝑇 = 𝑦  𝑝! 𝑢,𝑦   𝑑𝑦  𝑑𝑡!!!! ,	   	   	   	   	   	   	  	  	  	  (2.7)	  where	  𝑝!(∙)	  is	  the	  joint	  pdf	  of	  𝑓(𝑡)	  and	  𝑓’(𝑡)	  over	  (0,𝑇).	  Since	  our	  null	  hypothesis	  tests  𝑓’	  for	  significance,	  in	  our	  implementation	  and	  simulation	  𝑝!(∙)	  represents	  the	  joint	  density	  of	  𝑓’	  and	  𝑓’’.	  From	  section	  2.1,	  the	  expected	  Euler	  characteristic,	  which	  reduces	  to	  the	  expected	  number	  of	  upcrossings	  from	  (2.7)	  in	  one	  dimension,	  approximates	  the	  tail	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probability	  of	  the	  maximum	  value	  of	  the	  derivative.	  If	  the	  boundary	  point	  0	  is	  included,	  as	  the	  base	  value	  for	  the	  beginning	  of	  each	  cluster,	  the	  expected	  Euler	  characteristic	  becomes	  𝐸 𝜌 𝐴! =   𝐸 𝑁!! 0,𝑇 +   𝑃 𝑓 0 ≥ 𝑢 	    To	  estimate	  the	  cutoff	  value	  𝑢(ℎ)	  for	  every	  bandwidth,	  the	  entire	  interval	  is	  separated	  into	  bins,	  as	  outlined	  in	  chapter	  1	  and	  let	  𝑇!	  and	  𝑇!	  be	  the	  lower	  and	  upper	  boundaries	  of	  a	  bin.	  Then	  ∆𝑇 =   𝑇! − 𝑇!.	  Modifying	  (2.7)	  for	  our	  simulation,	  	   𝐸 𝑁!! 𝑇!,𝑇! = 𝑦  𝑝! 𝑢,𝑦 − 𝜇   𝑑𝑦  𝑑𝑡!!!!!! ,	   	   	   	   	   	  	  	  	  (2.8)	  where	  𝑝!(∙)	  is	  the	  joint	  pdf	  of	  𝑓’(𝑥, ℎ)	  and	  𝑓’’(𝑥, ℎ).	  For	  bounds	  𝑇!	  and	  𝑇!	  in	  the	  close	  neighborhood	  of	  a	  given	  𝑥,	  the	  expected	  number	  of	  upcrossings	  from	  𝑇!	  and	  𝑇!	  is	  derived	  in	  the	  following	  theorem:	  	  
Theorem	  1:	  	   𝐸 𝑁!! 𝑇!,𝑇! =
∆𝑇 !! !!!!!!!! exp − !!!!!! + !!!!!!!! !!!!! !!!! + !!!!!!!!!!!! exp − !!!!!! Φ !!!!!!!!!! !!!! 	   (2.9)	  
Proof:	   Let	  𝑓 ∙ 	  be	  the	  joint	  pdf	  of	  𝑓′(𝑥, ℎ)	  and	  𝑓′′(𝑥, ℎ).	  Let	  𝑓! 𝑥, ℎ ∼ 𝑁 0,ℴ! ,	  𝑓!! 𝑥, ℎ ∼ 𝑁 𝜇,ℴ! 	  and	  𝜌(𝑥, ℎ)	  be	  the	  correlation	  between	  them.	  An	  expression	  for	  𝐸 𝑁!! 𝑇!,𝑇! 	  is	  derived,	  starting	  from	  (2.8).	  After	  change	  of	  variable,	  replacing	  𝑦 − 𝜇	  with	  𝑣,	  we	  obtain	  𝐸 𝑁!! 𝑇!,𝑇! = 𝑣 + 𝜇 𝑓 𝑢, 𝑣   𝑑𝑣  𝑑𝑡!!!!!!! 	  	  = 𝑣 + 𝜇 !!!!!!! !!!! exp − !! !!!! !!!!! + !!!!! − 2ρ !"!!!! 𝑑𝑣  𝑑𝑡!!!!!!! 	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= 𝑣 + 𝜇 !!!!!!! !!!! exp − !!!!! !!!! 𝑣! − 2vρ !!!!! + !!!!!!!! 𝑑𝑣  𝑑𝑡!!!!!!! 	  	  = 𝑣 + 𝜇 !!!!!!! !!!! exp − !!!!! !!!! 𝑣! − 2vρ !!!!! + 𝜌! !!!!!! 𝑢! − 𝜌! !!!!!! 𝑢! +!!!!!!!
!!!!!!!! 𝑑𝑣  𝑑𝑡	  	  
= !! !!!!!!!!!!!! !!!! 𝑣 + 𝜇 exp − !!!!! !!!! 𝑣 − 𝜌 !!!! 𝑢 ! 𝑑𝑣  𝑑𝑡!!!!!!! 	  	  Replacing	  𝑦 = 𝑣 − 𝜌 !!!! 𝑢,	  then	  𝑣 = 𝑦 + 𝜌 !!!! 𝑢	  and	  𝑑𝑦 = 𝑑𝑣,	  we	  get	  
= !! !!!!!!!!!!!! !!!! 𝑦 + 𝜌 !!!! 𝑢 + 𝜇 𝑒! !!!!!! !!!!   𝑑𝑦  𝑑𝑡!!!!!!!!!!!!!! 	  	  
= !! !!!!!!!!!!!! !!!! 𝑦  𝑒! !!!!!! !!!! + 𝜌 !!!! 𝑢 + 𝜇 𝑒! !!!!!! !!!! 𝑑𝑦  𝑑𝑡!!!!!!!!!!!!!! 	  	  
= !! !!!!!!!!!!!! !!!! 𝐴 + 𝐵   𝑑𝑦  𝑑𝑡!!!!!!!!!!!!!! 	  	   	   	   	   	   	   	   (2.9.1)	  
From	  equation	  (2.9.1),	  we	  have	   𝐴  𝑑𝑦 =  !–!!!!!!!! 𝑦  𝑒! !!!!!! !!!!   𝑑𝑦  !!!!!!!!!! 	  	  Letting	  𝑤 = − !!!!!! !!!! 	  ,	  𝑑𝑤 = − !!!! !!!! 𝑑𝑦	  ,	  𝑦  𝑑𝑦 = −𝜎!! 1− 𝜌! 	  ,	  the	  above	  integral	  is	  −𝜎!! 1− 𝜌! 𝑒!   𝑑𝑤  !!! !!!!!!!! !!!!! !!!! 	  	  
= 𝜎!! 1− 𝜌! exp − !!!!!!!! !!!!! !!!! 	  	   	   	   	   	   	   	   	   (2.9.2)	  
From	  equation	  (2.9.1),	  we	  have	   𝐵  𝑑𝑦 =  !–!!!!!!!! 𝜌 !!!! 𝑢 + 𝜇 𝑒! !!!!!! !!!!   𝑑𝑦  !!!!!!!!!! 	  
= 𝜌 !!!! 𝑢 + 𝜇 2𝜋 1− 𝜌! 𝜎! !! !!!!!! !!!!!! !!!! !!   𝑑𝑦  !!!!!!!!!! 	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= 𝜌 !!!! 𝑢 + 𝜇 2𝜋 1− 𝜌! 𝜎! 1−Φ − !!!!!!!!!! !!!! 	  	  
= 𝜌 !!!! 𝑢 + 𝜇 2𝜋 1− 𝜌! 𝜎! Φ !!!!!!!!!! !!!! 	  	   	   	   	   	   	   (2.9.3)	  Combining	  the	  results	  of	  (2.9.2)	  and	  (2.9.3)	  into	  (2.9.1),	  we	  obtain	  𝐸 𝑁!! 𝑇!,𝑇! =
!! !!!!!!!!!!!! !!!! 𝜎!! 1− 𝜌! exp − !!!!!!!! !!!!! !!!! +!!!!
𝜌 !!!! 𝑢 + 𝜇 2𝜋 1− 𝜌! 𝜎! Φ !!!!!!!!!! !!!! 𝑑𝑡	  	  
= 𝑇 !! !!!!!!!! exp − !!!!!! + !!!!!!!! !!!!! !!!! + !!!!!!!!!!!! exp − !!!!!! Φ !!!!!!!!!! !!!! 	  	  .	  
This	  proves	  Theorem	  1	  and	  equation	  (2.9).	  	  Finally,	  the	  expected	  Euler	  characteristic	  over	  the	  entire	  scale-­‐space	  for	  a	  fixed	  bandwidth	  ℎ	  is	  can	  be	  approximated	  by	  
𝐸 𝜌 𝐴! 𝑓’ 0,𝑇 ≈ Ψ !!! !!!,! + ∆𝑇 !! !!!!!!!! exp − !!!!!! + !!!!!!!! !!!!! !!!! +!!!!
!!!!!!!!!!!! exp − !!!!!! Φ !!!!!!!!!! !!!! 	  ,	  	   	   	   	   	   	   	   	  (2.10)	  	  
where	  ∆𝑇   = !!,	  𝑔	  is	  the	  number	  of	  data	  points	  𝑥,	  where	  𝑓’	  and	  𝑓’’	  are	  evaluated	  and	  𝜎!,	  𝜎!	  and	  𝜌	  are	  evaluated	  𝑔	  times,	  or	  at	  every	  location	  𝑥	  in	  the	  summation.	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   For	  the	  simulation,	  the	  expected	  Euler	  characteristic	  is	  set	  to	  0.05	  and	  the	  cutoff	  values	  𝑢(ℎ)	  are	  estimated	  iteratively,	  similar	  to	  the	  𝑏	  values	  in	  section	  2.1.	  The	  color	  maps	  of	  the	  half-­‐normal	  and	  full-­‐normal	  data	  sets	  are	  presented	  on	  figures	  2.5	  and	  2.6.	  
	  Figure	  2.5	  –	  Half-­‐Normal	  data	  set,	  	   	   Figure	  2.6	  –	  Full-­‐Normal	  data	  set,	  non-­‐Stationary	  Gaussian	  Approach	   	   non-­‐Stationary	  Gaussian	  Approach	  	  The	  density	  curve	  features	  are	  correctly	  estimated	  around	  middle-­‐range	  bandwidths	  (0.1	  to	  0.4).	  Compared	  with	  the	  cutoff	  values	  𝑏(ℎ)	  in	  section	  2.1,	  the	  cutoff	  values	  𝑢(ℎ)	  are	  estimated	  to	  be	  significantly	  larger	  at	  low	  bandwidths	  and	  significantly	  smaller	  at	  high	  bandwidths,	  resulting	  in	  the	  different	  color	  maps,	  when	  comparing	  figures	  2.3	  and	  2.5	  for	  the	  half-­‐normal	  data	  set,	  and	  figures	  2.4	  and	  2.6	  for	  the	  full-­‐normal	  data	  set.	  This	  results	  in	  a	  purple	  color	  map	  area	  and	  undetected	  signal	  for	  low	  bandwidths,	  accurate	  mid-­‐range	  estimation	  and	  oversmoothed	  signal	  at	  upper	  bandwidths,	  where	  the	  second	  increase	  of	  the	  signal	  is	  masked	  by	  a	  predominant	  decreasing	  red	  region	  on	  the	  color	  map.	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Chapter	  3	  -­‐	  Two-­‐Sample	  Univariate	  Density	  Comparison	  	   As	  an	  extension	  to	  the	  univariate	  density	  estimation,	  the	  upcrossings	  method	  for	  estimating	  non-­‐Gaussian	  noise	  developed	  by	  Adler	  and	  Taylor	  (2007)	  can	  be	  extended	  to	  compare	  two	  univariate	  data	  samples.	  Park	  and	  Kang	  (2008)	  have	  extended	  the	  original	  Significant	  Zero	  Crossings	  for	  Derivatives	  method	  into	  ‘Significant	  Zero	  Crossings	  for	  Differences’	  in	  order	  to	  compare	  two	  or	  more	  regression	  curves.	  In	  this	  work	  we	  adapt	  the	  regression	  comparison	  with	  the	  proposal	  by	  Adler	  and	  Taylor	  (2007)	  to	  compare	  the	  probability	  densities	  of	  two	  univariate	  curves	  𝑓!	  and	  𝑓!.	  If	  𝑓!(𝑡)	  is	  the	  PDF	  estimated	  from	  the	  sample	  𝑋!!…𝑋!!! 	  and	  𝑓!(𝑡)	  is	  the	  PDF	  estimated	  from	  the	  sample	  𝑋!"…𝑋!!! ,	  let	  	   𝐻!:  𝑓!(𝑡) = 𝑓!(𝑡)	  	   𝐻!:  𝑓!(𝑡) ≠ 𝑓!(𝑡)	  Again	  with	  a	  slight	  abuse	  of	  notation,	  𝐻!	  is	  equivalent	  to	  𝑓! 𝑥, ℎ − 𝑓! 𝑥, ℎ = 0	  for	  every	  bin	  (𝑥, ℎ).	  To	  determine	  whether	  (𝑓! − 𝑓!)(𝑥, ℎ)	  is	  significantly	  different	  from	  zero,	  compare	  it	  with	  the	  cutoff	  value	  𝑢(ℎ),	  as	  in	  chapter	  2,	  obtained	  iteratively	  with	  (2.10),	  where	  𝑓’(𝑥, ℎ)	  is	  replaced	  with	  (𝑓! − 𝑓!)(𝑥, ℎ)	  𝑎𝑛𝑑  𝑓’’(𝑥, ℎ)	  is	  replaced	  with	  (𝑓!! − 𝑓!!)(𝑥, ℎ).	  In	  (2.7)	  𝑝!(∙)	  is	  the	  joint	  density	  of	  (𝑓! − 𝑓!)(𝑥, ℎ)	  and	  (𝑓!! − 𝑓!!)(𝑥, ℎ).	  Therefore,	  the	  same	  formula	  can	  be	  used	  as	  in	  (2.10),	  but	  with	  modified	  𝜇(𝑥, ℎ),	  𝜎!(𝑥, ℎ),	  𝜎!(𝑥, ℎ)	  and	  𝜌(𝑥, ℎ).	  Here	  both	  (𝑓! − 𝑓!)(𝑥, ℎ)	  and	  (𝑓!! − 𝑓!!)(𝑥, ℎ)	  have	  means	  of	  zero,	  therefore,	  𝜇(𝑥, ℎ) = 0	  for	  all	  (𝑥, ℎ).	  Estimating	  the	  variances	  and	  covariance	  from	  the	  samples	  is	  done	  as	  follows.	  	   𝑓! − 𝑓! 𝑥, ℎ = !!!! 𝐾 !!!!!!!!!!!   –    !!!! 𝐾 !!!!!!!!!!! 	  	   𝑓!! − 𝑓!! 𝑥, ℎ = !!!!! 𝐾! !!!!!!!!!!!   –    !!!!! 𝐾! !!!!!!!!!!! 	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   𝜎!! = 𝑣𝑎𝑟 𝑓! − 𝑓! = !"# ! !!!!!!!!!! + !"# ! !!!!!!!!!! 	  
	   𝜎!! = 𝑣𝑎𝑟 𝑓!! − 𝑓!! = !"# !! !!!!!!!!!! + !"# !! !!!!!!!!!! 	  
	   𝜎!" = 𝑐𝑜𝑣 𝑓! − 𝑓!, 𝑓!! − 𝑓!! = !!" ! !!!!!! ,!! !!!!!!!!!! + !"# ! !!!!!! ,!! !!!!!!!!!! 	  	  The	  final	  point	  before	  the	  simulation	  and	  analysis	  is	  that	  purple	  segments	  of	  the	  color	  map	  demonstrate	  insignificant	  differences	  between	  the	  two	  estimated	  densities.	  Blue	  regions	  signify	  𝑓!(𝑥, ℎ) > 𝑓!(𝑥, ℎ)	  and	  red	  regions	  show	  that	  𝑓!(𝑥, ℎ) < 𝑓!(𝑥, ℎ).	  It	  is	  important	  to	  note	  that	  rapidly	  alternating	  red-­‐blue	  boxes	  also	  signify	  insignificant	  differences,	  as	  the	  pattern	  cannot	  be	  established	  in	  a	  stable	  manner.	  The	  entire	  range	  of	  the	  bandwidths	  also	  needs	  to	  be	  inspected	  when	  considering	  signal	  presence	  at	  a	  given	  location.	  	   Two	  simulations	  are	  performed	  to	  assess	  the	  proposed	  density	  comparison	  methodology.	  Firstly,	  a	  sample	  generated	  from	  the	  half-­‐normal	  density,	  or	  𝑓!,	  is	  compared	  with	  a	  sample	  generated	  from	  the	  half-­‐normal	  curve,	  shifted	  by	  0.3	  units	  to	  the	  right,	  𝑓!.	  Secondly,	  two	  identical	  samples,	  generated	  from	  the	  same	  half-­‐normal	  curve	  𝑓!	  are	  compared.	  The	  pdfs	  are	  	  	   𝑓!(𝑡)   =   0.4 ∙ |𝑁(0,0.3)|+ 0.3 ∙ (|𝑁(0,0.4)|+ 1)+ 0.3 ∙ (|𝑁(0,0.2)|+ 3)	  	   𝑓!(𝑡)   =   0.4 ∙ (|𝑁(0,0.3)|+ 0.3)+ 0.3 ∙ (|𝑁(0,0.4)|+ 1.3)+ 0.3 ∙ (|𝑁(0,0.2)|+ 3.3)	  Each	  group	  is	  represented	  by	  a	  sample	  of	  size	  5000.	  The	  differences	  (𝑓! − 𝑓!)(𝑥, ℎ)	  are	  shown	  on	  figures	  3.1	  and	  3.2.	  The	  resulting	  color	  maps	  are	  displayed	  on	  figures	  3.3	  and	  3.4.	  
	   26	  
	  Figure	  3.1	  –	  Difference	  of	  Different	  Densities	   Figure	  3.2	  –	  Difference	  of	  Equal	  Densities	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bandwidths,	  showing	  the	  superiority	  of	  𝑓!	  over	  𝑓!.	  Toward	  the	  high	  end	  of	  the	  bandwidth,	  the	  first	  red	  region	  is	  not	  sufficiently	  pronounced	  due	  to	  oversmoothing.	  The	  3D	  perspective	  of	  the	  difference	  of	  densities	  on	  figure	  3.1	  clearly	  outlines	  the	  regions	  of	  dominance,	  precisely	  as	  demonstrated	  with	  the	  color	  map.	  In	  the	  case	  of	  comparison	  of	  theoretically	  equal	  densities,	  no	  large	  blocks	  of	  dominant	  values	  are	  present,	  as	  shown	  on	  figure	  3.4.	  While	  in	  the	  upper	  part	  of	  the	  bandwidth	  range	  the	  color	  map	  is	  expectedly	  purple,	  over	  the	  low	  range	  of	  ℎ,	  rapidly	  alternating	  red	  and	  blue	  bands	  appear	  over	  short	  intervals.	  These	  spurious	  outputs	  can	  occur	  due	  to	  undersmoothing,	  and	  mostly	  due	  to	  the	  low	  cutoff	  values,	  as	  calculated	  for	  𝑢(ℎ).	  However,	  when	  observing	  a	  location	  𝑥	  over	  the	  entire	  bandwidth	  range,	  it	  becomes	  clear	  that	  the	  red	  and	  blue	  bands	  are	  accidental	  noise.	  The	  3D	  perspective	  of	  the	  difference	  of	  densities	  on	  figure	  3.2	  shows	  wiggly	  behavior	  at	  low	  bandwidths	  and	  very	  oversmoothed	  behavior	  at	  high	  bandwidths.	  As	  outlined	  with	  the	  color	  map,	  it	  can	  not	  be	  concluded	  that	  one	  density	  is	  significantly	  different	  from	  the	  other.	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Chapter	  4	  -­‐	  Conclusions	  and	  Future	  Work	  	   Four	  different	  approaches	  to	  feature	  detection	  in	  probability	  density	  estimation	  and	  one	  for	  density	  comparison	  were	  presented.	  First,	  the	  original	  SiZer	  approach,	  second,	  SiZer	  with	  an	  advanced	  quantile	  estimation	  using	  a	  cluster	  index,	  third,	  testing	  for	  a	  signal	  with	  a	  stationary	  Gaussian	  process	  and	  fourth,	  testing	  for	  a	  signal	  with	  a	  non-­‐stationary	  Gaussian	  process.	  The	  last	  method	  was	  also	  adapted	  to	  compare	  two	  signals.	  All	  presented	  results	  accurately	  describe	  all	  characteristics	  of	  the	  simulated	  data	  sets.	  The	  presented	  methods	  appear	  to	  more	  easily	  detect	  sharp	  peaks	  than	  smooth	  ones.	  While	  it	  is	  not	  possible	  to	  objectively	  determine	  which	  of	  the	  four	  approaches	  is	  superior,	  a	  far	  more	  important	  conclusion	  is	  reached.	  Using	  all	  known	  approaches	  together	  to	  analyze	  a	  data	  set	  provides	  a	  more	  powerful	  tool	  for	  data	  analysis.	  When	  some	  methodologies	  complement	  the	  weakness	  of	  others,	  viewing	  the	  data	  from	  different	  angles	  provides	  a	  more	  complete	  picture	  of	  the	  correct	  features	  of	  a	  given	  data	  set.	  	  	   A	  future	  challenge	  is	  to	  improve	  feature	  detection	  methods	  to	  distinguish	  more	  subtle	  differences	  between	  narrower	  signals.	  One	  possibility	  for	  future	  work	  is	  to	  improve	  the	  Gaussian	  approximation	  of	  the	  number	  of	  upcrossings	  via	  an	  Edgeworth	  series	  expansion.	  Another	  direction	  of	  future	  research	  is	  to	  develop	  feature	  detection	  techniques	  for	  bivariate	  and	  multivariate	  curve	  estimation.	  Godtliebsen	  et	  al.	  (2002)	  did	  a	  similar	  study	  and	  the	  color	  map	  is	  three-­‐dimensional	  and	  looks	  more	  complex.	  In	  smoothing	  bivariate	  data	  the	  upcrossings	  methodology	  will	  not	  apply	  and	  gradients	  need	  to	  be	  used	  for	  data	  analysis.	  Hasofer	  (1978)	  has	  derived	  the	  following	  expected	  Euler	  characteristic,	  which	  can	  be	  reduced	  for	  two-­‐dimensional	  data	  𝒕 = (𝑡!, 𝑡!)	  to	  
	   29	  
	   𝐸 𝜑!(𝑆) = −𝜆(𝑆) 𝑥! 𝐷 𝜙 𝑢;0, 𝑥!, 𝑧 𝑑𝑥!!!! 𝑑𝑧!!!! 	  ,	   	   	   	   	  	  	  	  (4.1)	  where	  𝜙 𝑥;𝑦!,𝑦!, 𝑧 	  is	  the	  joint	  pdf	  of	  𝑋 𝒕 ,	  𝜕𝑋 𝒕 𝜕𝑡!,	  𝜕𝑋 𝒕 𝜕𝑡!	  and	  𝜕!𝑋 𝒕 𝜕𝑡!!,	  𝐷 = 𝜕!𝑋 𝒕 𝜕𝑡!!	  and	  𝜆(𝑆)	  is	  the	  Lebesgue	  measure	  of	  the	  region	  𝑆.	  Identically	  to	  the	  one-­‐dimensional	  case,	  the	  Euler	  characteristic	  is	  calculated	  by	  using	  contributing	  points	  by	  either	  +1	  or	  -­‐1,	  as	  follows.	  For	  a	  point	  to	  be	  a	  contributor,	  𝑋 𝒕 = 𝑢,	  𝜕𝑋 𝒕 𝜕𝑡! = 0	  and	  𝜕𝑋 𝒕 𝜕𝑡! > 0.	  Then	  𝜕!𝑋 𝒕 𝜕𝑡!! < 0	  signifies	  a	  local	  maximum	  and	  contributes	  to	  the	  characteristic	  with	  +1	  and	  𝜕!𝑋 𝒕 𝜕𝑡!! > 0	  signifies	  a	  local	  minimum	  along	  𝑡!	  and	  contributes	  with	  -­‐1	  for	  the	  Euler	  characteristic.	  Once	  the	  bivariate	  case	  is	  developed,	  the	  potential	  for	  a	  robust	  application	  in	  2D	  and	  3D	  imagery	  is	  expected	  to	  be	  significant.  	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