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The threshold bias of the clique-factor game
Anita Liebenau ∗ Rajko Nenadov †
Abstract
Let r ≥ 4 be an integer and consider the following game on the complete graph Kn for
n ∈ rZ: Two players, Maker and Breaker, alternately claim previously unclaimed edges
of Kn such that in each turn Maker claims one and Breaker claims b ∈ N edges. Maker
wins if her graph contains a Kr-factor, that is a collection of n/r vertex-disjoint copies
of Kr, and Breaker wins otherwise. In other words, we consider a b-biased Kr-factor
Maker–Breaker game. We show that the threshold bias for this game is of order n2/(r+2).
This makes a step towards determining the threshold bias for making bounded-degree
spanning graphs and extends a result of Allen et al. who resolved the case r ∈ {3, 4} up
to a logarithmic factor.
1 Introduction
In this paper we consider biased positional games played on the edge set of the complete
graph Kn in which the winning sets are spanning subgraphs. Biased positional games were
introduced by Chvátal and Erdős [9] in 1978 and form a central part of positional games, see,
for example, the monograph by Beck [5], or [18, 25] for a more recent treatment.
Let X be a finite set and let F ⊆ 2X be a family of subsets. The set X is called the
board and F is referred to as the family of winning sets. In the b-biased Maker–Breaker
game (X,F), two players called Maker and Breaker play in rounds. In every round Maker
claims one previously unclaimed element of X and Breaker responds by claiming b previously
unclaimed elements of X. Maker wins if she claims all elements of some F ∈ F , otherwise
Breaker wins the game. By definition a draw is impossible and thus exactly one player has a
winning strategy since Maker–Breaker games are perfect information games.
A certain class of games that received particular attention are Maker–Breaker games
played on the edge set of the complete graph on n vertices, denoted by Kn, in which case X
is the set of all unordered 2-element subsets of Kn, denoted by
([n]
2
)
. In the connectivity game,
the perfect matching game, the Hamiltonicity game, and the triangle game, for example, the
winning sets are the edge sets of all spanning trees, all perfect matchings, all Hamilton cycles,
and all copies of K3, respectively. When n is large enough these games are heavily in favour
of Maker in the unbiased version when b = 1. Chvátal and Erdős [9] therefore examined
the biased variant for these games. Define the threshold bias b∗ of a game (X,F) to be the
largest integer b such that Maker wins the b-biased Maker–Breaker game (X,F). Note that
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Maker–Breaker games are bias-monotone, that is Maker wins for every b ≤ b∗ and Breaker
wins for every b > b∗.
Chvátal and Erdős found that the threshold bias b∗ is of the order n lnn for the connectiv-
ity, the perfect matching, and the Hamiltonicity game; and of order
√
n for the triangle game.
The order of the threshold bias for an H-game, the game in which winning sets correspond to
copies of H in Kn, was later determined by Bednarska and Łuczak [6] for any fixed graph H.
Except for the connectivity game, all the aforementioned games can be cast in the following
common form. Given a graph H = Hn, what is the threshold bias b
∗ of the Maker–Breaker
game played on Kn in which all winning sets are copies of Hn? In the case of Hamiltonicity
we simply have Hn = Cn, a cycle of length n, and in the perfect matching game Hn is a
collection of n/2 vertex disjoint edges.
There are choices of Hn for which Maker cannot win even if b = 1. A trivial such example
is Hn = Kn, however even for Hn being a complete graph with only 2 log n vertices Maker
cannot win the Hn-game [5, Theorem 6.4]. It turns out that this can be avoided if we restrict
our attention to graphs with maximum degree some constant ∆, and let n be sufficiently large.
Furthermore, rather than asking for the threshold bias for a specific Hn, we seek a universal
upper bound: given ∆ and n, what is the largest b∆ = b∆(n) such that, on the one hand, for
every graph Hn with at most n vertices and maximum degree at most ∆ Maker can win a
b-biased Hn-game with b ≤ b∆, and on the other hand there exists at least one such Hn for
which Breaker can win with bias b = b∆ + 1?
Recently, Allen, Böttcher, Kohayakawa, Naves, and Person [2] showed that b∆(n) is of
order at least Ω((n/ log n)1/∆)1. The triangle-preventing strategy for Breaker due to Chvátal
and Erdős [9] shows that this is tight up to a factor of
√
log n when ∆ = 2. Furthermore, when
∆ = 3 the authors of [2] show that Breaker can win a K4-factor game for some b = Ω(n
1/3),
which shows (almost) optimality in this case as well. Here the K4-factor and, in general, a
Kr-factor, corresponds to a graph Hn which consists of ⌊n/r⌋ vertex-disjoint copies of Kr.
However, the authors of [2] have expressed a belief that their lower bound of Ω((n/ log n)1/∆),
in general, is not optimal. We provide evidence for this feeling by determining the order of
the threshold bias for the K∆+1-factor game for all ∆ ≥ 3. For ∆ = 3, the threshold bias
matches the upper bound in [2], while for ∆ ≥ 4 the exponent of n of the threshold bias is
strictly larger than 1/∆.
Theorem 1.1. For any integer r ≥ 4 there exist c, C > 0 such that the following holds for
every n ∈ rZ.
(i) If b < cn2/(r+2) then Maker has a winning strategy in the b-biased Kr-factor game played
on the edge set of Kn.
(ii) If b > Cn2/(r+2) then Breaker has a winning strategy in the b-biased Kr-factor game
played on the edge set of Kn.
Remark 1.2. By taking c and C to be sufficiently small and large, respectively, we have
that the theorem vacuously holds for all n < n0 for any chosen n0. Therefore, we assume
throughout the paper that n is as large as needed for the calculations to be correct.
For b ≥ Cn2/(r+2) we show that Breaker has a strategy to ‘isolate’ one particular vertex
from being in a copy ofKr, which clearly prevents Maker’s graphs from containing aKr-factor.
1All asymptotic statements refer to n, the number of vertices, tending to ∞.
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Somewhat surprisingly, though not uncommon in extremal and probabilistic combinatorics,
this turns out to be Breaker’s best strategy: as soon as he cannot achieve this Maker is able
to build a Kr-factor.
Theorem 1.1 suggests the following.
Conjecture 1.3. For all ∆ ≥ 3, b∆ = Θ(n2/(∆+3)).
In other words, we believe that it is not significantly harder for Maker to build any other
graph of maximum degree ∆ than a K∆+1-factor. We take justification for this assumption
from two similar settings in extremal graph theory and in random graph theory. The cele-
brated theorem of Hajnal and Szemerédi [16] states that every graph G of minimum degree at
least (1 − 1/(∆ + 1))n contains a K∆+1-factor, and that condition is tight. Bollobás and El-
dridge [7], and independently Catlin [8], conjectured that the condition δ(G) ≥ (1−1/(∆+1))n
is in fact sufficient to contain every graph H with n vertices and maximum degree ∆. A sim-
ilar assumption is made on the threshold bias p∗ for the random graph G(n, p) to contain a
certain graph Hn. Johansson, Kahn and Vu [21] showed that p
∗(n) = (n−1 log1/∆ n)2/(∆+1)
is a threshold function for G(n, p) to contain a K∆+1-factor. It is folklore belief that, for
every graph Hn on at most n vertices and of maximum degree ∆, the function p
∗(n) is in
fact an upper bound on the threshold functions for G(n, p) to contain Hn, see for example
Conjecture 1.3 in [13]. Supporting evidence towards this conjecture is given by Ferber, Luh
and Nguyen [13] who prove it when Hn is almost-spanning, that is when Hn occupies at most
(1− ε)n vertices.
Structure of the paper.
In Section 2 we take a little detour and discuss the probabilistic intuition, also called the
Erdős paradigm. While this paradigm in its basic form does not apply to the problem we
consider here, a variation of it due to Allen et al. [2] (Theorem 2.1) turns out to give the
correct answer. This result will also serve us to provide further intuition why the threshold
bias in Theorem 1.1 is of the order n2/(r+2), or, more precisely, why Breaker is not able to
isolate a single vertex from being in a copy of Kr for b < cn
2/(r+2). In Section 3 we fix
notation and state preliminary results. In Section 4, we provide Maker’s strategy and prove
Theorem 1.1 (i). Section 5 is devoted to Breaker’s strategy, i.e. Theorem 1.1 (ii).
2 Probabilistic Intuition Revised
Chvátal and Erdős [9] found a surprising connection between biased positional games and
random graphs. Replace Maker and Breaker by RandomMaker and RandomBreaker, respec-
tively, who choose their edges uniformly at random from all unclaimed edges. At the end of
the game, the graph of RandomMaker has the same distribution as G(n,m), a graph with m
edges chosen uniformly at random from all
(n
2
)
possible edges, where m is roughly
(n
2
)
/(b+1)
(we omit floor and ceiling signs unless crucial). It is well known [20] that G(n,m) is (a) con-
nected, (b) has a perfect matching, or (c) has a Hamilton cycle with probability tending to 0
if m≪ n ln n, and with probability tending to 1 if m≫ n lnn. That is, the threshold biases
of the random version of the connectivity, the perfect matching, and the Hamiltonicity game
are of the order n lnn. The results in [9] imply that the threshold bias b∗ in the game with
clever players is of the same order of magnitude for the connectivity, the perfect matching,
and the Hamiltonicity game. This phenomenon is often called the random graph intuition, or
the Erdős paradigm. In fact, it turns out that the threshold biases for the random and the
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clever game are asymptotically equal in the connectivity game [14] and in the Hamiltonicity
game [24].
It is one of the central questions in positional games to classify games for which the random
graph intuition applies. A game which does very much not obey the random graph intuition
is the above-mentioned triangle game or, more generally, an H-game for a fixed graph H
which contains a cycle. It is well-known that the threshold for the appearance of a triangle
in G(n,m) is of the order Θ(n) (see, e.g., [20]). Chvátal and Erdős [9], however, showed that
Breaker can prevent a triangle in Maker’s graph when playing with a bias b = Θ(
√
n).
It follows from Beck’s winning criterion for Breaker [4], a generalisation of the classical
Erdős-Selfridge criterion to biased games, that Breaker can always play at least as good as
RandomBreaker against RandomMaker. A result by Chvátal and Erdős [9] shows that in some
cases Breaker can play in a smarter way than just claiming edges at random. Bednarska and
Łuczak [6] verified that this is also the case for any H-game. However, the main message of
their paper is not that the probabilistic intuition completely fails in these games, but rather
that it has to be slightly adjusted.
As mentioned before, if both players play at random then Maker’s graph is distributed as
a random graph G(n,m) for m =
(n
2
)
/(b + 1). If Breaker does not play at random then by
Maker still playing uniformly at random from the set of all available elements we lose control
over the distribution of its graphs. To circumvent this, Bednarska and Łuczak [6] suggested
the following strategy for Maker: choose a next element uniformly at random from the set
of all elements (even those that have been previously claimed) and take it only if it forms a
valid move, i.e. if it has not been previously claimed. Observe that Maker’s graph obtained
following this strategy is not a random graph but rather a subgraph obtained from a random
graph after deleting a few edges. Thus, even though we might not have a fine control over
the actual Maker’s graph, knowing that it is a subgraph of a random graph turns out to give
sufficient information to win an H-game. In particular, they show that when b is not too
large, the random graph G(n,
(n
2
)
/(b+1)) is globally robust with respect to containing a copy
of H, which in turn implies that Maker has a winning strategy. That is, even after removing
any small proportion of the edges the plucked random graph still contains a copy of H. For
a precise definition of robustness we refer the reader to [28] where a systematic study of this
concept was initiated.
The next step in explaining a connection between Maker–Breaker games and random
graphs was done by Ferber, Krivelevich and Naves [12]. While the strategy of playing purely
at random works well in the case of H-games for graphs H of fixed size, it fails when the
winning sets are spanning subgraphs of Kn as Breaker can isolate a vertex before Maker is
likely to claim an edge incident to that vertex. To manifest the connection between Maker–
Breaker games and random graphs for these spanning-graph games, Ferber, Krivelevich and
Naves [12] provided a local-resilience analogue to the theorem in [6] and showed that in a
b-biased game played on Kn, Maker can claim a subgraph of G(n,m) for m = Θ(n
2/b) such
that each vertex is incident to Ω(n/b) Maker’s edges. Thus, if Maker tries to achieve a graph
property P that cannot be destroyed by deleting a fixed proportion of edges at each vertex
then the strategy in [12] yields a winning strategy for Maker. In particular, lower bounds
on the threshold bias for several games like the perfect matching game, the connectivity and
the Hamiltonicity game could be re-established this way, though with a sub-optimal constant
factor.
However, as the reader could guess, the approach via local resilience does not work for all
spanning-structure Maker–Breaker games on Kn. The property of containing a K3-factor, for
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example, is not locally resilient as all triangles in G(n,m) containing a fixed vertex v can be
destroyed by removing a vanishing proportion of edges incident to every vertex, see e.g. [19].
For the same reason, the property of containing a Kr-factor, r ≥ 4, is not locally resilient and
the approach in [12] is not applicable. Circumventing the short-coming of the resilience-type
approaches, Allen, Böttcher, Kohayakawa, Naves, and Person [2] finally show that Maker can
also assume not only that its graph is a subgraph of a random graph with minimum degree
of order n/b, but also that the neighbourhood of each vertex has sufficiently many edges.
The following theorem makes this precise. For a real p ∈ [0, 1] and an integer n, we write
Γ ∼ G(n, p) if Γ is formed by starting with an empty graph on n vertices and adding each
possible edge with probability p, independently of all other edges. Furthermore, Γ ∼ G(n, p)
satisfies a certain property P asymptotically almost surely (a.a.s) if the probability that Γ
satisfies P tends to 1 as n→∞.
Theorem 2.1. For every n, γ = γ(n) ∈ (0, 1), p ≥ 108γ−2n−1/2, and b ≤ 10−24γ6p−1 the
following holds. In the b-biased Maker-Breaker game played on Kn, for any fixed strategy of
Breaker, if Maker draws a random graph Γ ∼ G(n, p) then a.a.s. Γ is such that Maker can
claim a spanning subgraph G of Γ with δ(G) ≥ (1− γ)np and eG(NΓ(v)) ≥ (1− γ)p3n2/2 for
every v ∈ V (Γ).
Using Theorem 2.1 in combination with a sparse blow-up lemma from [1], Allen et al. [2]
show that, for some b = Ω((n/ log n)1/∆), these neighbourhood properties are enough for G to
contain all graphs of maximum degree ∆ on at most n vertices.
For which p can we guarantee that the neighbourhood properties given by Theorem 2.1
guarantee that every vertex of G is contained in a copy of Kr? The neighbourhood NG(v) of
a vertex v in G has size roughly pn, and the graph induced on NG(v) is a subgraph of G(n, p)
that still contains about (1−ε)n2p3/2 edges, i.e. all but a small proportion of edges of G(n, p)
in NG(v) are also edges of G. That is, the subgraph of G induced by NG(v) has roughly
the same distribution as the random graph G(np, p), and for the latter to robustly contain a
copy of Kr−1 it is enough to have p > C(np)
−2/r for some constant C, which translates to
p > Cn−2/(r+2). It turns out that this is the main obstacle for Maker to create a Kr-factor.
3 Preliminaries
We use standard graph-theoretic notation. All considered graphs are finite and simple. Given
a graph G, we let e(G) and v(G) denote its number of edges and vertices, respectively. Given
a set X ⊆ V (G), let eG(X) denote the number of edges of G with both endpoints in X.
Similarly, for disjoint subsets X,Y ⊆ V (G) we let eG(X,Y ) denote the number of edges of G
with one endpoint in X and the other in Y . Given a vertex v ∈ V (G), we let NG(v) denote its
neighbourhood, and for a set X let NG(X) =
⋃
v∈X NG(v). When G is clear from the context,
we omit the subscript. For brevity we also omit floors and ceilings, keeping in mind that all
the calculations leave enough margin to accumulate all the rounding errors. All asymptotic
statements refer to n, the number of vertices, tending to ∞. Following standard asymptotic
notation we write in particular, f ≪ g when f/g → 0 as n→∞, and f ≫ g if g ≪ f .
3.1 Properties of random graphs
The following well-known estimates on the likely discrepancy of edges and the concentration
of degrees in random graphs follow immediately from Chernoff’s inequality and the union
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bound.
Lemma 3.1. Let p = p(n) be such that n−1 ≤ p ≤ 0.99. Then a.a.s. Γ ∼ G(n, p) satisfies
the following properties:
• For all disjoint subsets X,Y ⊆ V (Γ) such that |X| ≤ |Y | we have
e(X,Y ) = |X||Y |p ±O
(
|Y |
√
|X|p log(n/|Y |)
)
;
• For every subset X ⊆ V (Γ) we have
e(X) = |X|2p/2±O
(
|X|
√
|X|p log(n/|X|)
)
;
• For every vertex v ∈ V (Γ) we have
|N(v)| = np±O(√np log n)
In order to state the second result we first need some preparation. Given a graph G and
ε ∈ [0, 1], we say that a pair of disjoint subsets V1, V2 ⊆ V (G) forms an (ε)-regular pair if for
i = 1, 2 and for every V ′i ⊆ Vi of size |V ′i | ≥ ε|Vi| we have∣∣e(V ′1 , V ′2)− |V ′1 ||V ′2 |p∣∣ ≤ ε|V ′1 ||V ′2 |p,
where p = e(V1, V2)/|V1||V2|. Note that Lemma 3.1 implies that a.a.s. every pair of subsets of
G(n, p) of size, say, at least log n/p, forms an (ε)-regular pair for every fixed ε > 0.
Let H be a graph with vertex set {1, . . . , k}. We denote by G(H,n,m, ε) the collection
of all graphs G obtained in the following way: (i) The vertex set of G is a disjoint union
V1 ∪ . . . ∪ Vk of sets of size n; (ii) For each edge ij ∈ E(H), we add to G an (ε)-regular
bipartite graph with m edges between the pair (Vi, Vj). Let G∗(H,n,m, ε) denote the family
of all graphs G ∈ G(H,n,m, ε) which do not contain a copy of H. The following result,
originally conjectured by Kohayakawa, Łuczak, and Rödl [22], was proven by Balogh, Morris,
and Samotij [3] and, independently, Saxton and Thomason [27].
Theorem 3.2. Let H be a fixed graph and β > 0. Then there exist C, ε > 0 and a positive
integer n0 such that
|G∗(H,n,m, ε)| ≤ βm
(
n2
m
)e(H)
for every n ≥ n0 and every m ≥ Cn2−1/m2(H), where
m2(H) = max
{
e(H ′)− 1
v(H ′)− 2 : H
′ ⊂ H, v(H) ≥ 3
}
.
Theorem 3.2 states that a random element from G(H,n,m, ε) is highly unlikely to be
H-free. Even more, it implies that the random graph G(n, p) is unlikely to contain any graph
from G∗(H, n˜,m, ε) for appropriate n˜ and p. This is made precise in the following lemma.
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Lemma 3.3. Let H be a graph such that m2(H) ≥ 2. Then there exist ε,B > 0 such that
for n−1/m2(H) ≤ p = p(n) ≤ ln−2 n, the graph Γ ∼ G(n, p) a.a.s. has the property that, for
every n˜ ≥ Bp−m2(H), every m ≥ n˜2p/2 and every graph G′ ∈ G(H, n˜,m, ε), if G′ ⊆ Γ then G′
contains a copy of H.
Proof. Let ε, C > 0 be as given by Theorem 3.2 for H and β = (1/(2e2))e(H), and set
B = (2C)m2(H). Let Γ ∼ G(n, p). In order to prove the lemma it suffices to show that µ
vanishes, where µ is the expected number of subgraphs of Γ that are isomorphic to an element
in G∗(H, n˜,m, ε). Note that
µ =
∑
n˜≥Bp−m2(H)
∑
m≥n˜2p/2
∑
G∈G∗
Pr(G ⊆ Γ),
where G∗ = G∗(H, n˜,m, ε). Now
Pr(G ⊆ Γ) ≤
(
n
n˜k
)
(n˜k)!pe(H)m
where k = v(H) for brevity. Furthermore, m ≥ Cn˜2−1/m2(H) follows from m ≥ n˜2p/2 and
n˜ ≥ Bp−m2(H). Thus we can apply the bound on |G∗(H, n˜,m, ε)| given by Theorem 3.2. We
therefore have that
µ ≤
∑
n˜≥Bp−m2(H)
∑
m≥n˜2p/2
βm
(
n˜2
m
)e(H) (
n
n˜k
)
(n˜k)!pe(H)m
≤
∑
n˜≥Bp−m2(H)
∑
m≥n˜2p/2
(
n
n˜k
)
(n˜k)!βm
(
n˜2e
m
)e(H)m
pe(H)m
≤
∑
n˜≥Bp−m2(H)
∑
m≥n˜2p/2
n2n˜k
(
β1/e(H)2e
)e(H)m
≤
∑
n˜≥Bp−m2(H)
∑
m≥n˜2p/2
exp (2kn˜ ln n−m) , (1)
where the third inequality follows from m ≥ n˜2p/2, and the last inequality follows from our
choice of β and e(H) ≥ 1 since m2(H) ≥ 2. Now, for sufficiently large n,
2kn˜ ln n−m ≤ n˜(2k ln n− n˜p/2) ≤ n˜(2k ln n−Bp−1/2) < − ln2 n,
from the lower bound on m, the lower bound on n˜ and m2(H) ≥ 2, and from the upper bound
on p, respectively. Thus the final expression in (1) tends to 0 as n→∞. The assertion of the
lemma follows from Markov’s Inequality.
We remark that the condition m2(H) ≥ 2 is purely for convenience, and in fact m2(H) > 1
would work as well (having an impact only on the upper bound on p). It should be noted
that the previous lemma could also be derived from a result of Conlon, Gowers, Samotij, and
Schacht [10]. Finally, to apply the previous result in our proof we make use of the following
lemma (see, e.g., [15, Lemma 4.3]).
Lemma 3.4. Given a positive ε < 1/6, there exists a constant C such that any (ε)-regular
graph B = (V1∪V2, E) contains a (2ε)-regular subgraph B = (V1∪V2, E′) with |E′| = m edges
for all m satisfying C|V (B)| ≤ m ≤ |E(B)|.
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3.2 System of disjoint hyperedges
Given a hypergraph H, we denote by τ(H) the size of a smallest vertex cover of H, that is
the size of a smallest subset X ⊆ V (H) that intersects all the edges of H. Note that if H and
H ′ are hypergraphs on the same vertex set then τ(H ∪H ′) ≤ τ(H) + τ(H ′). We make use of
the following generalisation of Hall’s theorem due to Haxell [17].
Theorem 3.5. Let H1, . . . ,Ht be a family of r-uniform hypergraphs on the same vertex set.
If for every I ⊆ [t] we have τ(⋃i∈I Hi) ≥ 2r|I| then one can choose a hyperedge hi ∈ E(Hi)
for each i ∈ [t] such that hi ∩ hj = ∅ for distinct i, j ∈ [t].
The theorem from [17] gives a slightly better bound than 2r|I|, however for our purposes
this is sufficient.
4 Maker’s strategy
Our proof strategy is to show that Maker can build a graph which has certain properties and
then show that these properties imply the existence of a Kr-factor. The properties we need
are summarised in the following definition.
Definition 4.1. Given α, β, p ∈ [0, 1] and r ∈ N, we say that a graph G with n vertices is
(α, β, p, r)-neat if it has the following properties:
(P1) For every v ∈ V (G) we have |NG(v)| ≥ np/2 and for all disjoint X,Y ⊆ V (G) of size
|X| ≥ log n/p and |Y | ≥ αn there exists a vertex v ∈ X with at least |Y |p/2 neighbours
in Y ;
(P2) For every v ∈ V (G) and every subset X ⊆ NG(v) of size |X| ≥ αnp the induced
subgraph G[X] contains a copy of Kr−1;
(P3) For all disjoint subsets V1, . . . , Vr+1 ⊆ V (G) of size |Vi| ≥ n1−β each, there exists a copy
of K−r+1 with one vertex in each Vi, where K
−
r+1 is a graph obtained by removing an
edge from a complete graph with r + 1 vertices.
The next lemma is the heart of the proof of Theorem 1.1 (i). It shows that neat graphs
contain Kr-factors under certain mild conditions on the parameters.
Lemma 4.2. For any integer r ≥ 4 and a positive β there exists positive α and n0 ∈ N such
that any (α, β, p, r)-neat graph with n0 < n ∈ rZ vertices and p ≥ n−1/3 contains a Kr-factor.
The proof of Lemma 4.2 follows an approach from [26] and we postpone it for the next
subsection. We now show how Lemma 4.2 implies the first part of Theorem 1.1.
Proof of Theorem 1.1 (i). Let α > 0 be as given by Lemma 4.2 for β = 1/(5(r + 2)2(r − 1)),
let K = K(α) be a sufficiently large integer, and suppose n ∈ rZ is sufficiently large. Let
p = Kn−2/(r+2). We show that Maker can build an (α, β, p, r)-neat graph in the b-biased
Maker–Breaker game where b = cp−1 for some small constant c. Such a graph contains a
Kr-factor by Lemma 4.2.
Maker plays two games in parallel: she plays Game 1 in every odd round and Game 2 in
every even round, where Game 1 and Game 2 are defined below. Thus both games can be
viewed as (2b)-biased Maker–Breaker games and can be played completely independently. For
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the rest of the argument we assume that Breaker has some fixed strategy, that is, for every
disjoint pair (EM , EB) of subsets of E(Kn), which represents the current set of Maker’s and
Breaker’s edges, he has some fixed rule what to claim next. If we can show that Maker has
a winning strategy against an arbitrary such rulebook, then she can win regardless of what
Breaker plays. In Game 1, Maker’s goal is to build a graph G1 that satisfies (P1) and (P2),
and in Game 2 she builds a graph G2 that satisfies (P3). Overall, this implies that G1 ∪G2
is an (α, β, p, r)-neat graph.
Game 1. Let γ > 0 be a constant that we specify later, and let Γ be a graph on n vertices
that has the following properties.
(Γ1) In the (2b)-biased Maker–Breaker game onKn, Maker has a strategy to claim a spanning
subgraph G ⊆ Γ with δ(G) ≥ (1 − γ)np and eG(NΓ(v)) ≥ (1 − γ)p3n2/2 for every
v ∈ V (Γ).
(Γ2) Γ satisfies the assertion of Lemma 3.1.
(Γ3) For every n˜ ≥ Bp−r/2, every m ≥ n˜2p/2 and every graph G′ ∈ G(Kr−1, n˜,m, ε), if
G′ ⊆ Γ then G′ contains Kr−1 as a subgraph, where B = B(Kr−1) and ε = ε(Kr−1) are
the constants from Lemma 3.3 applied to H = Kr−1.
We argue briefly that such a graph Γ exists. Let Γ ∼ G(n, p). Then Γ satisfies the assertion
of (Γ1) a.a.s. by Theorem 2.1 if we choose K = K(γ) large enough and c = c(γ) small enough.
Furthermore, Γ satisfies (Γ2) a.a.s. by Lemma 3.1, and it satisfies (Γ3) by Lemma 3.3 applied
to H = Kr−1 where we note that p = Kn
−2/(r+2) > n−2/r = n−1/m2(Kr−1) and m2(Kr−1) ≥ 2.
Therefore, we can choose one particular graph Γ which has these properties.
Let G ⊆ Γ be a spanning subgraph guaranteed by (Γ1). We show that G satisfies (P1)
and (P2).
For (P1) note that G can be obtained from Γ by removing at most 2γnp edges touching
each vertex since the maximum degree of Γ is at most (1 + γ)np, by (Γ2), and since δ(G) ≥
(1 − γ)np, by (Γ1). Furthermore, let X,Y ⊆ V (G) be disjoint subsets of size |X| ≥ log n/p
and |Y | ≥ αn, respectively. Then eΓ(X,Y ) ≥ (1 − γ)|X||Y |p by (Γ2). But then at most
|X| · 2γnp of those edges are not present in G by the preceding observation. By choosing
γ < α/8, we have
eG(X,Y ) ≥ (1− γ)|X||Y |p− |X| · 2γnp > |X||Y |p/2.
Therefore there exists a vertex v ∈ X with at least |Y |p/2 neighbours in Y .
For (P2) we show that for every v ∈ V (G), every subset X ⊆ NG(v) of size |X| ≥ αnp
hosts a copy of some G′ ∈ G(Kr−1, n˜,m, ε), for suitable n˜, m and ε, which contains a copy of
Kr−1 by (Γ3). Fix v ∈ V (G) and note that we have |NΓ(v)| = (1 ± γ)np ≫ log n/p by (Γ2)
and assumption on p. Thus, again by (Γ2),
eΓ(NΓ(v)) ≤ (1 + γ)|NΓ(v)|2p/2 ≤ (1 + γ)3n2p3/2 < (1 + 4γ)n2p3/2,
where in the last inequality we assumed that γ is sufficiently small. From (Γ1) we conclude that
G[NΓ(v)] is ‘missing’ at most 5γn
2p3/2 edges. For brevity, let us upper bound this by 3γn2p3.
More precisely, there exists a graph Rv on the vertex set NΓ(v) such that e(Rv) ≤ 3γn2p3
and G[NΓ(v)] = Γ[NΓ(v)] \Rv. Therefore, for all disjoint X,X ′ ⊆ NΓ(v) we have
eΓ(X,X
′)− 3γn2p3 ≤ eG(X,X ′) ≤ eΓ(X,X ′).
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Additionally, if |X|, |X ′| ≫ log n/p then eΓ(X,X ′) = (1 ± γ)|X||X ′|p by (Γ2). Let ε′ =
ε(Kr−1)/4, where ε(Kr−1) is given in (Γ3). It follows that for any two disjoint subsets
X,X ′ ⊆ NΓ(v) of size at least ε′ · (αnp/r) we have
eG(X,X
′) ≥ (1− γ)|X||X ′|p − 3γn2p3 ≥ (1− ε′) |X||X ′|p
and
eG(X,X
′) ≤ (1 + γ)|X||X ′|p ≤ (1 + ε′) |X||X ′|p,
if we choose γ small enough in terms of ε′, α and r. This implies that any two disjoint subsets
V1, V2 ⊆ NΓ(v) of size αnp/r form a (2ε′)-regular pair.
Let now X ⊆ NG(v) ⊆ NΓ(v) be of size αnp. Arbitrarily choose r − 1 disjoint subsets
V1, . . . , Vr−1 ⊆ X of size n˜ = αnp/r. Note that n˜ ≥ Bp−r/2 = Bp−m2(Kr−1), where B =
B(Kr−1) is the constant given by (Γ3), since p ≥ Kn−2/(r+2) and K is a sufficiently large
constant. As previously observed, every (Vi, Vj) forms a (2ε
′)-regular pair with mi,j = (1 ±
ε′)n˜2p edges, thus we can apply Lemma 3.4 to each pair (Vi, Vj) in order to obtain a subset
Eij ⊆ EG(Vi, Vj) of size exactly
m = n˜2p/2
such that (Vi, Vj) is (4ε
′)-regular, i.e. (ε)-regular, with respect to Eij. This gives us a graph
G′ ∈ G(Kr−1, n˜,m, ε). As G′ is a subgraph of Γ, from (Γ3) we conclude that it contains a
copy of Kr−1. Thus, G satisfies (P2).
Game 2. The properties (P2) and (P3) are achieved in a fairly similar way. Thus, the
analysis of Game 2 follows along the lines of the second part of Game 1. There are some
crucial differences in the choice of parameters though. Recall that β = 1/(5(r + 2)2(r − 1))
and that for property (P3) we want to find a copy of K−r+1 in certain sets of size n
1−β. Let
H = K−r+1, let now γ = n
−3β and let q ∈ (0, 1) satisfy
n
− 1−β
m2(H) ≪ q ≪ n− 2r+2γ6. (2)
Note that this is possible since m2(K
−
r+1) =
r+2
2 − 1r−1 and by choice of β. Delicate choices for
parameters γ and q will become apparent soon. We claim that a random graph Γ ∼ G(n, q)
has the following properties with high probability.
(Γ1) In the (2b)-biased Maker–Breaker game onKn, Maker has a strategy to claim a spanning
subgraph G ⊆ Γ with δ(G) ≥ (1 − γ)nq and eG(NΓ(v)) ≥ (1 − γ)q3n2/2 for every
v ∈ V (Γ).
(Γ2) Γ satisfies the assertion of Lemma 3.1;
(Γ3) For every n˜ ≥ Bq−m2(H), every m ≥ n˜2q/2 and every graph G′ ∈ G(H, n˜,m, ε), if
G′ ⊆ Γ then G′ contains H as a subgraph, where now B = B(H) and ε = ε(H) are the
constants from Lemma 3.3 applied to H = K−r+1.
Let us verify that Γ indeed has these properties a.a.s. For (Γ1) let us verify that the conditions
of Theorem 2.1 hold. Firstly, q ≥ 108γ−2n−1/2 is implied by the lower bound in (2) since
r ≥ 4 and since β < 1/50, say. Secondly, recall that b = cp−1 = O(n2/(r+2)). This together
with the upper bound in (2) implies that γ6q−1 ≫ b, so that (Γ1) holds a.a.s. by Theorem 2.1.
Just as in Game 1, Γ satisfies (Γ2) a.a.s. by Lemma 3.1. Finally, note that the lower bound
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in (2) implies in particular that q ≥ n−1/m2(H). Thus (Γ3) holds a.a.s. by Lemma 3.3 applied
to H = K−r+1.
Fix Γ with these three properties and let G ⊆ Γ be a spanning subgraph satisfying (Γ1).
Crucially, we have sacrificed the value of q, which is now significantly smaller than n−2/(r+2),
in order to get a smaller error term γ. Note that in order to guarantee that G satisfies
property (P2) in Game 1 we needed p = Ω(n−2/(r+2)). Here it will turn out that a smaller p
(which we denote by q) suffices provided γ is sufficiently small. We now make this precise.
For ε′ = ε(H)/4 > 0 consider disjoint subsets X,X ′ ⊆ V (G) of size at least ε′n1−β. First
note that
eΓ(X,X
′) = (1± γ)|X||X ′|q,
by (Γ2) since γ2n1−βq ≫ log n by choice of β being small enough and (2). As before, we have
that G is obtained from Γ by removing at most 2γnq edges touching each vertex, which sums
to at most γn2q removed edges in total. This, together with the above estimate on eΓ(X,X
′),
implies that
(1 + γ)|X||X ′|q ≥ eG(X,X ′) ≥ (1− γ)|X||X ′|q − γn2q
≥ (1− ε′)|X||X ′|q,
since γ < ε′/2, say, and γn2 = n2−3β ≪ ε′|X||X ′|/2. Note that it was crucial here that
γ ≪ n−2β, that is, γ polynomially depends on n. Therefore, every pair of disjoint subsets
X,Y ⊆ V (G) of size n1−β forms a (2ε′)-regular pair.
The rest of the argument is the same as in the previous case. Consider some disjoint
V1, . . . , Vr+1 ⊆ V (G), each of size n˜ = n1−β. As observed, each pair (Vi, Vj) forms a (2ε′)-
regular pair withmij ≥ (1−ε′)n˜2q edges. By Lemma 3.4, there exists a subsetEij ⊆ EG(Vi, Vj)
of size exactly
m = n˜2q/2
such that (Vi∪Vj, Eij) is (4ε′)-regular, i.e. (ε)-regular. This gives us a subgraph G′ ⊆ G which
belongs to G(K−r+1, n˜,m, ε). From the lower bound in (2) we infer that n˜ ≥ B(H)q−m2(H).
Thus (Γ3) implies that G′ contains a copy of K−r+1 with one vertex in each Vi.
4.1 Neat graphs contain Kr-factors (Lemma 4.2)
The proof of Lemma 4.2 closely follows ideas from [26] which are, in turn, based on ideas
of Krivelevich [23]. Recall that K−r+1 denotes the graph obtained from Kr+1 by removing
an edge. The main building block in the proof is an (r, ℓ)-chain, the graph obtained by
sequentially ‘gluing’ ℓ ≥ 0 copies of K−r+1 on a vertex of degree r − 1 (see Figure 1). We
define the (r, 0)-chain to be a single vertex. A graph is an r-chain if it is isomorphic to an
(r, ℓ)-chain, for some integer ℓ ≥ 0.
v
Figure 1: The (5, 4)-chain with a K5-factor after removing vertex v.
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An (r, ℓ)-chain contains ℓ+1 vertices such that removing either of them (but exactly one!)
results in a graph which contains a Kr-factor. We call such vertices removable. If a graph H
is an r-chain then we use R(H) to denote the set of its removable vertices. We repeatedly
use the following observation.
Observation 4.3. Let G be a graph and C1, . . . , Cr ⊆ G be vertex disjoint r-chains. If
there exists a copy of Kr in G which intersects each R(Ci) then the subgraph of G induced by⋃
i∈[r] V (Ci) contains a Kr-factor.
The following lemma together with property (P3) ensures the existence of large (r, ℓ)-
chains.
Lemma 4.4. Let G be a graph with n vertices such that for every disjoint X,Y ⊆ V (G), each
of size at least αn, there exists a copy of K−r+1 in G with one vertex of degree r− 1 in X and
all other vertices in Y . Then G contains an (r, ℓ)-chain for every ℓ < (1− (r + 2)α)n/r.
In the case when r = 3 this is Lemma 3.1 in [26]. Trivial adjustments to that proof give
Lemma 4.4. We omit the proof.
The following, somewhat technical looking lemma provides a crucial absorbing property
of a collection of r-chains that we exploit in the proof of Lemma 4.2.
Lemma 4.5. Let G be a graph with n vertices which satisfies (P3) for some β > 0 and r,
where n ≥ n0(β, r) is sufficiently large. Let W ⊆ V (G) be a subset of size |W | ≥ n/8, and let
ℓ, t ∈ N0 and ℓ′ ≥ ℓ, t′ ∈ N be such that:
• (ℓ+ 1)t′ > n1−β/2, and
• (t+ t′)(rℓ+ 1) < |W |/2.
Suppose we are given disjoint (r, ℓ′)-chains C ′1, . . . , C
′
t′ ⊂ V (G) \W . Then there exist disjoint
(r, ℓ)-chains C1, . . . , Ct ⊂ G[W ] with the following property: for every L ⊆ [t] there exists
L′ ⊆ [t′] such that the subgraph of G induced by(⋃
i∈L
V (Ci)
)
∪
⋃
i∈L′
V (C ′i)

contains a Kr-factor.
Before we prove Lemma 4.5 it is instructive to first see how it is used to derive Lemma
4.2.
Proof of Lemma 4.2. Consider an equipartition V (G) = V1 ∪ V2 chosen uniformly at random.
As each vertex has np/2 ≫ log n neighbours (follows from (P1) and the bound on p), by
Chernoff’s inequality and union-bound we have with high probability that every vertex has
at least np/8 neighbours in V1. Therefore there exists a partition for which this holds.
Without loss of generality we may assume that β = 1/k for some integer k ≥ 2. For each
i ∈ {1, . . . , 4k − 1} set ℓi = n1−(4k−i)/4k and ti = n/(32k(rℓi + 1)). Note that
(ℓi + 1)ti+1 = Θ(n
1−β/4). (3)
By repeated application of Lemma 4.4 we can find a collection C4k−11 , . . . , C
4k−1
t4k−1
⊆ G[V2]
of pairwise vertex-disjoint (r, ℓ4k−1)-chains. Let us elaborate briefly why this is indeed possible.
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Such chains occupy t4k−1 · (rℓ4k−1 +1) < n/32 vertices. Thus if we greedily choose them one
by one the set W ⊆ V2 of unoccupied vertices in V2 after every step is of size at least, say,
|W | ≥ n/4. Therefore, by (P3) we have that G[W ] satisfies the assumption of Lemma 4.4 for
any constant α > 0, and consequently it contains an (r, ℓ)-chain for ℓ < (1− (r + 2)α)|W |/r.
As ℓ4k−1 = o(n), this proves our claim.
Let U4k−1 =
⋃
i∈[t4k−1]
V (C4k−1i ). For each i = 4k − 2, . . . , 1, iteratively, let Ci1, . . . , Citi ⊂
G[V2] \ Ui+1 be disjoint (r, ℓi)-chains given by Lemma 4.5 for Ci+11 , . . . , Ci+1ti+1 (as C ′1, . . . , C ′t′)
and Wi = V2 \ Ui+1, and set Ui = Ui+1 ∪ ⋃j∈[ti] V (Cij). Let us verify that the conditions of
Lemma 4.5 are met. First, |Wi| = n/2− |Ui+1| and
|Ui+1| =
4k−1∑
j=i+1
tj · (rℓj + 1) < n/4.
From (3) we have (ℓi + 1)ti+1 > n
1−β/2, and as
(ti + ti+1)(rℓi + 1) < 2ti(rℓi + 1) < n/16 < |W |/2
we can indeed apply Lemma 4.5 in each iteration.
Finally, let W0 = V2 \ U1. Apply Lemma 4.5 one last time with ℓ0 = 0, t0 = |W0|/4 and
C11 , . . . , C
1
t1 (as C
′
1, . . . , C
′
t′). This is justified as t1 = Θ(n
1−1/4k) and t0 + t1 = o(n). The
obtained 0-chains are then just a set of vertices C0 ⊆ W0 with the property that for every
L0 ⊆ C0 there exists a subset L′1 ⊆ [t1] such that the subgraph of G induced by
L0 ∪
 ⋃
j∈L′1
V (C1j )

contains a Kr-factor.
Next, we show that the set C0 ∪ U1 has a strong absorbing property.
Claim 4.6. For any subset L0 ⊆ C0 such that |L0|+|U1| ∈ rZ, the induced subgraph G[L0∪U1]
contains a Kr-factor.
Proof. Consider one such L0 and let L
′
1 ⊆ [t1] be a subset such that
L0 ∪
 ⋃
j∈L′1
V (C1j )

contains a Kr-factor. We further take L1 = [t1] \ L′1 and use the property guaranteed by
Lemma 4.5 to obtain a subset L′2 ⊆ [t2] such that the subgraph of G induced by ⋃
j∈L1
V (C1j )
 ∪
 ⋃
j∈L′2
V (C2j )

contains a Kr-factor. Continuing this way, we obtain a subset L
′
4k−1 ⊆ [t4k−1] such that the
subgraph of G induced by
L0 ∪
4k−2⋃
i=1
 ⋃
j∈[ti]
V (Cij)
 ∪
 ⋃
j∈L′
4k−1
V (C4k−1j )
 = (L0 ∪ U1) \ ⋃
j∈L4k−1
V (C4k−1j )
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contains a Kr-factor, where L4k−1 = [t4k−1] \ L′4k−1. As |V (C4k−1j )| ≡ 1(mod r) and |L0| +
|U1| ∈ rZ we necessarily have |L4k−1| ∈ rZ. Therefore, to complete a Kr-factor in G[L0 ∪U1]
it suffices to partition L4k−1 into groups of size r and for each such group {i1, . . . , ir} find
a copy of Kr with one vertex in each R(C
4k−1
i1
), . . . , R(C4k−1ir ) (see Observation 4.3). The
existence of such Kr follows from (P3) and |R4k−1j | = ℓ4k−1 + 1 > n1−1/4k > n1−β.
We now use this absorbing property to find a Kr-factor in G. First, let B ⊆ V1∪ (W0 \C0)
be the set of all vertices which are not part of chains and such that they have less than |C0|p/2
neighbours in C0. As |C0| ≥ αn, we have |B| < log n/p ≪ np, by (P1) and the lower bound
on p. By (P2) and the assumption that every vertex has at least np/8 neighbours in V1, we
can iteratively take one vertex v ∈ B at a time and find a copy of Kr which contains v and
has all other vertices in V1 \B. This takes care of B. Furthermore, we can continue covering
the remaining vertices in V1 ∪ (W0 \ C0) (i.e. those which are not part of previously chosen
Kr’s) with disjoint copies of Kr as long as there are still at least rn
1−β vertices, by (P3).
Let us denote the set of remaining vertices by L. With the absorbing property of C0 ∪ U1
in mind, to find a Kr-factor of G it now suffices to find vertex-disjoint copies of Kr, each of
which contains one vertex from L and the others from C0. Whatever we are left with in C0
is guaranteed to form a Kr-factor with U1, thus we are done. Note that this is very similar
with how we took care of B, however the main difference is that L is significantly larger than
B and a simple greedy strategy might not work. Instead, we find the desired copies of Kr
using Haxell’s matching theorem (Theorem 3.5).
For each v ∈ L create an (r − 1)-uniform hypergraph Hv on the vertex set C0 such that
{v1, . . . , vr−1} forms a hyperedge if and only if {v, v1, . . . , vr−1} form Kr in G. If we can
find for each v ∈ L a hyperedge hv ∈ E(Hv) such that all these hyperedges are pairwise
vertex-disjoint, then we are done. To show that such edges exist it suffices to verify Haxell’s
criterium:
τ(
⋃
v∈I
Hv) ≥ 2(r − 1)|I| (4)
for every I ⊆ L. Equivalently, for all subsets I ⊆ L and all Z ⊆ C0 of size |Z| ≤ 2(r − 1)|I|
there exists a copy of Kr with one vertex in I and all other vertices in C0 \ Z.
We consider two cases. Consider first the case when |I| ≤ log n/p and let Z be some subset
of C0 of size at least 2r log n/p. As L∩B = ∅, every vertex v ∈ I has at least |C0|p/2 > np/32
neighbours in V1, thus the subset X = (NG(v) ∩ C0) \ Z is of size at least np/16 (we used
np≫ log n/p which follows from the lower bound on p). By (P2) there exists a copy of Kr−1
in X. Suppose now that |L| ≥ |I| > log n/p and consider a subset Z ⊆ C0 of size 2r|L| < n/32.
The set Y = C0 \ Z is then of size at least n/16. Thus, there exists a vertex v ∈ I with at
least |Y |p/2 ≥ np/32 neighbours in Y , by (P1). By (P2) such a neighbourhood contains a
copy of Kr−1, which gives us a desired copy of Kr. This finishes the proof.
It remains to prove Lemma 4.5.
Proof of Lemma 4.5. By repeated application of Lemma 4.4 we can find a collection of t+ t′
disjoint (r, ℓ)-chains C1, . . . , Ct+t′ ∈ G[W ]. Clearly, for this we could have allowed W to be
much smaller than n/8, thus this constraint is only for convenience. For each i ∈ [t + t′] we
create an auxiliary (r − 1)-uniform hypergraph Hi on the vertex set V ′ = [t′] by adding a
hyperedge {j1, . . . , jr−1} if and only if there exists a copy of Kr in G with one vertex in each
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R(Ci), R(C
′
j1), . . . , R(C
′
jr−1). Note that for every such hyperedge the subgraph of G induced
by
V (Ci) ∪ V (C ′j1) ∪ . . . V (C ′jr−1)
contains a Kr-factor (see Observation 4.3).
We first show that there exists a subset B ⊆ [t+ t′] of size at most |B| ≤ t′ such that for
every subset J ⊆ [t+ t′] \B of size |J | ≤ t′/8r we have
τ(
⋃
i∈J
Hi) ≥ 2r|J |. (5)
Initially, set q = 0 and B = ∅. As long as |B| < t′/8r and there exists a subset J ⊆ [t+ t′] \B
of size |J | ≤ t′/8r that violates (5) set B = B ∪ J , Jq+1 = J and increase q by 1. Suppose
towards a contradiction that for some q, |B| ≥ t′/8r, and let q be the smallest such index.
Then |B| ≤ t′/4r as |Jq| ≤ t′/8r. Moreover, we have
τ(
⋃
i∈B
Hi) ≤
q∑
j=1
τ(
⋃
i∈Jj
Hi) <
q∑
j=1
2r|Jj | = 2r|B| ≤ t′/2.
This implies that there exists a set B˜ ⊆ V ′ of size at most t′/2 such that every hyperedge
h ∈ ⋃i∈B Hi intersects B˜. In other words, there exists B′ ⊆ V ′ of size |B′| ≥ t′/2 such
that there is no copy of Kr in G with one vertex in
⋃
i∈B R(Ci) and the others in each
R(C ′j2), . . . R(C
′
jr) for some distinct j2, . . . , jr ∈ B′. Split B′ arbitrarily into r − 1 sets of
nearly equal size, denoted by B′2, . . . , B
′
r, each of size at least t
′/2r, and set Xj =
⋃
i∈B′
j
R(C ′i)
for j = 2, . . . , r. Then each such Xj is of size at least
(ℓ′ + 1)
t′
2r
> (ℓ+ 1)
t′
2r
.
On the other hand, X1 defined as
⋃
i∈B R(Ci) is of size at least
|X0| ≥ (ℓ+ 1)|B| ≥ (ℓ+ 1) t
′
8r
.
Thus we have |Xi| ≥ n1−β by the assumption of the lemma, with room to spare. By (P3)
there exists a copy of Kr intersecting each Xi, which is a contradiction. Therefore we have
that there exists a set |B| of size less than t′/8r and every subset J ⊆ [t + t′] \ B of size
|J | ≤ t′/8r satisfies (5).
Take an arbitrary t-subset I ⊆ [t+ t′] \B and relabel {Ci}i∈I as {Ci}i∈[t]. We show that
such (r, ℓ)-chains have the desired property. Consider some L ⊆ [t]. First, let S ⊆ L be a
smallest subset such that the subgraph of G induced by⋃
i∈L\S
V (Ci)
contains a Kr-factor. We claim that |S| < t′/8r. Suppose towards a contradiction that
|S| ≥ t′/8r. Consider an equipartition S = S1 ∪ . . . ∪ Sr. Then each set Xi = ⋃j∈Si R(Cj) is
of size
|Xi| ≥ (ℓ+ 1) t
′
8r2
> n1−β
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thus by (P3) there exist a copy of Kr intersecting each Xi. Therefore there exists distinct
i1, . . . , ir ∈ S and a copy of Kr intersecting each R(Cij ). By Observation 4.3 this is a
contradiction with the minimality of S. Finally, as |S| ≤ t′/8r we have that every subset J ⊆ S
satisfies (5) thus we can choose hi ∈ Hi for each i ∈ S such that these edges are pairwise
vertex disjoint, by Theorem 3.5. Let L′ =
⋃
i∈S hi. The construction of such hyperedges
implies that the subgraph of G induced⋃
i∈L
V (Ci) ∪
⋃
i∈L′
V (C ′i)
contains a Kr-factor, as desired.
5 Breaker’s strategy
The idea behind the proof is that Breaker prevents a fixed vertex v from being in a copy of
Kr in Maker’s graph. To illustrate why this could be possible, fix a vertex v ∈ [n] and assume
for now that Maker at first only claims edges incident to v, as long as there is at least one
such unclaimed edge. Breaker responds by claiming b edges incident to v in every round as
well, so that at the end of this first stage of the game the set of neighbours of v in Makers
graph, denoted by NM (v), has size roughly n/b. For the rest of the game, Breaker only needs
to prevent Maker from claiming a copy of Kr−1 in NM (v), which is possible if b ≥ C(n/b)2/r
for some constant C which is independent of n, by the result of Bednarska and Łuczak [6]; or
equivalently if b ≥ Cn2/(r+2) (with a different constant C).
If Maker indeed first claims as many edges incident to v as possible, this would be the
end of the proof. Of course, we cannot rely on this assumption. The way to counterfeit it
is to divide the attention of Breaker into two: the first b/2 claimed edges are incident to v,
thus preventing its neighbourhood in the Maker’s graph from becoming larger than 2n/b; the
second b/2 claimed edges lie inside its current neighbourhood and prevent a copy of Kr−1.
Crucially, the board of the game where we want to use the strategy S from [6] will be revealed
over time only (as the neighbourhood of v in Maker’s graph increases). It turns out that the
proof of a static version of the game (where the whole board is ‘visible’) can be turned into
a proof of a suitable dynamic version (where the board is revealed over time). Unfortunately,
none of the ingredients of the proof is black-boxable so we need to dig into each part.
Let us introduce necessary notation in a bit more generality than needed for our applica-
tion. Let H be a given hypergraph, say on vertex set V (H) and edge set E(H), and let m
and b be integers. We define the dynamic-board (H,m, b)-game as follows. Let V0 = ∅. The
two players Maker and Breaker play in rounds, with Maker going first. For i ≥ 0, suppose
that i rounds have been played and that Vi ⊆ V (H) is defined. In round i + 1, Maker may
play either according to Option (a) in which she claims up to m elements of Vi and sets
Vi+1 = Vi (in case there are less than m elements she claims all of them), or according to
Option (b) in which she chooses elements v1, . . . , vℓ (for some ℓ ≥ 1) from V (H) \ Vi and sets
Vi+1 = Vi ∪ {v1, . . . , vℓ} (but Maker does not claim edges in a round when she enlarges the
board). In case Option (a) is not possible, Maker is forced to play Option (b), unless it is the
end of the game. Afterwards, Breaker claims (up to) b elements in Vi+1. In case there are
less than b unclaimed elements in Vi+1, Breaker claims all of them. Maker wins if at the end
of the game she has claimed all elements of some hyperedge H ∈ E(H). Otherwise, Breaker
wins.
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Given a (fixed) graph H and a complete graph Kn, we define a dynamic b-biased H-game
as the (H, 1, b)-game where the vertex set of H are the edges of Kn, and the hyperedges
of H correspond to edge sets of Kn which form a copy of H. The following theorem is a
generalisation of the mentioned result by Bednarska and Łuczak [6] to the dynamic setting.
For the definition of m2(H), see Theorem 3.2.
Theorem 5.1. For every graph H which contains at least three non-isolated vertices there
exists a constant C > 0 such that Breaker has a winning strategy in the dynamic b-biased
H-game played on Kn if b ≥ Cn1/m2(H).
We may take C sufficiently large such that the theorem statement is true for small n, so
that in the proof we can safely assume that n is as large as needed. The proof of Theorem 5.1
proceeds along the lines of [6]. We sketch the argument in the next section, leaving out
calculations that are identical to those in [6].
Theorem 5.1 is all we need to describe Breaker’s strategy for isolating a vertex v from
being in a copy of Kr.
Proof of Theorem 1.1 (ii). Let r ≥ 4, let C be a large enough constant, let n be an integer
and let b ≥ Cn2/(r+2). Let v be a fixed vertex of Kn. We show that Breaker has a strategy
in the b-biased Maker–Breaker game played on the edge set of Kn to prevent Maker from
claiming a copy of Kr that contains the vertex v. Consequently, Maker’s graph does not
contain a Kr-factor. Before we present the strategy of Breaker we describe an auxiliary game
that Breaker simulates in parallel.
Let T be a set of size 2n/b, disjoint from V (Kn). By Theorem 5.1, if b/2 ≥ C ′(2n/b)1/m(Kr−1)
then Breaker has a winning strategy S in the dynamic (b/2)-biased Kr−1-game played on KT ,
the complete graph on the vertex set T . Equivalently, b ≥ Cn2/(r+2) for suitable C.
We now describe the strategy of Breaker in the b-biased Maker–Breaker game played on
the edge set of Kn. Suppose that i ≥ 0 rounds have been played already. Let M and B
denote the graphs formed by Maker’s edges and by Breaker’s edges, respectively (we suppress
dependence on i for clarity of presentation). Breaker maintains the property that every vertex
w ∈ NM (v) has a (unique) corresponding vertex tw ∈ T such that an edge uw in NM (v)
belongs to Maker’s (Breaker’s) graph if and only if tutw belongs to Maker’s (Breaker’s) graph
in the auxiliary dynamic b-biased Kr−1-game played on KT . Clearly, this is the case before
the first round of the game, and we show that Breaker can maintain such a correspondence
throughout the game. Set Ti = {tw : w ∈ NM (v)}.
Let xy denote the edge that Maker claims in round i + 1. Then Breaker claims up to
b/2 edges incident to v including xv or yv if those edges are not claimed yet by either of the
players. If Breaker has claimed b′ < b/2 edges and there are no more unclaimed edges incident
to v, then he claims b/2− b′ arbitrary edges (note that additional edges do not hurt Breaker).
For the remaining b/2 edges in round i+1 we distinguish between three cases (where the latter
two are similar). In Case 1, assume that x 6∈ NM (v)∪{v} or y 6∈ NM (v)∪{v}. Then Breaker
claims b/2 arbitrary edges. In Case 2.1, assume that x = v (the case y = v is analogous). Let
t ∈ T \ Ti and set ty = t. In the auxiliary dynamic Kr−1-game, Breaker pretends that (the
auxiliary) Maker plays according to Option (b) and adds the elements {tytw : w ∈ NM (v)} to
the board (recall that the vertices in the hypergraph corresponding to that game are the edges
of KT ). In Case 2.2, assume that x, y ∈ NM (v). Then Breaker pretends that in the auxiliary
dynamic Kr−1-game Maker plays according to Option (a) and claims the edge txty. In either
of Case 2.1 or 2.2, the strategy S in the auxiliary game gives b/2 edges e1, . . . , eb/2 ∈ E(KT )
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for Breaker to claim in the auxiliary board. Let f1, . . . , fb/2 be the corresponding edges in
NM (v), that is fi is the edge with endpoints wi and ui such that ei has endpoints twi and tui .
Breaker then claims e1, . . . , eb/2 in the auxiliary game and f1, . . . , fb/2 in the real game.
We claim that this is indeed a winning strategy. First note that |NM (v)| ≤ 2n/b since
Breaker claims b/2 of the n − 1 total edges incident to v in every round. Thus, the set T is
large enough so that Breaker can indeed maintain an injective map w 7→ tw for w ∈ NM (v).
Furthermore, it is clear from the strategy description that a Maker/Breaker edge in NM (v)
corresponds to a Maker/Breaker edge in the auxiliary game in T . Finally, since S is a strategy
for Breaker to prevent Maker in the auxiliary b/2-biased game to claim a copy of Kr−1 this
implies that Breaker can indeed prevent Maker from claiming a copy of Kr−1 in NM (v),
i.e. the vertex v is not in a copy of Kr in Maker’s graph.
5.1 Proof of Theorem 5.1 (sketch)
The following is a dynamic-board variant of [6, Lemma 5]. We switch notation from m to
p and from b to q for the bias of Maker and Breaker, respectively, to be consistent with the
literature.
Lemma 5.2. In every dynamic-board (H, p, q)-game Breaker has a strategy such that at the
end of the game at most (1 + q)f(H, p, q) edges of the hypergraph H have all their vertices
claimed by Maker, where f(H, p, q) =∑H∈E(H)(1 + q)−|H|/p.
The proof is a simple adaptation of the potential function technique as introduced by
Erdős and Selfridge [11] that was generalised by Beck [4] to biased Maker–Breaker games.
We are unaware of such a dynamical-board variant thus the full proof follows. We follow
notation and strategy of the proof of [5, Theorem 20.1].
Proof of Lemma 5.2. Let H, p, q be as in the lemma and let µ be defined by 1+µ = (1+q)1/p.
Given two disjoint subsets M and B of the board V = V (H) and an element z ∈ V set
Φ(M,B) =
∑
H∈H:H∩B=∅
(1 + µ)−|H\M |, and
Φ(M,B, z) =
∑
z∈H∈H:H∩B=∅
(1 + µ)−|H\M |
and note straight away the following inequalities:
Φ(M ∪ {e}, B, z) ≤ (1 + µ)Φ(M,B, z), (6)
Φ(M,B ∪ {e}, z) ≤ Φ(M,B, z).. (7)
For integers r and j, let b
(j)
r be the jth element that Breaker picks in round r, and let
m
(j)
r be the jth element that Maker picks in round r if she decides to play according to
Option (a) and pick elements in Vr−1 rather than enlarging Vr (Option (b)). Furthermore,
let Mr and Br be the set of all elements of Maker and of Breaker, respectively, after round
r, and let Mr,j = Mr ∪ {m(1)r+1, . . . ,m(j)r+1} and Br,j = Br ∪ {b(1)r+1, . . . , b(j)r+1} (assuming that
Maker/Breaker has claimed at least j elements in round r + 1).
We now describe Breaker’s strategy in round r. If there are less than q unclaimed elements
in Vr+1, then Breaker claims all of them. Otherwise, for every 1 ≤ j ≤ q, sequentially, Breaker
calculates Φ(Mr, Br−1,j−1, z) for every unclaimed element z ∈ Vr \(Mr∪Br−1,j−1) and claims
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the element b
(j)
r which maximises this expression. Note that here we chose the element b
(j)
r
in Vr, and not in the whole board V . If, for some j, there are no unclaimed elements, then it
is the end of Breaker’s turn.
The crucial part of the potential function technique in positional games is to show that
the potential Φ(Mr+1, Br) is decreasing (if evaluated after Makers move). But this is now
straight-forward along the lines of the proof in [5]. The only thing we have to notice is that
in round r + 1, if Maker chooses to claim elements in Vr, then their choices are on the same
sub-board where Breaker claimed their elements in round r.
Claim 5.3. For all r ≥ 1, Φ(Mr+1, Br) ≤ Φ(Mr, Br−1).
Proof. If Maker has played according to Option (b) in round r + 1, then Φ(Mr+1, Br) =
Φ(Mr, Br) ≤ Φ(Mr, Br−1), where the inequality follows from (7). Therefore, if Breaker was
not able to claim q elements in round r, then in round r + 1 Maker is forced to play Option
(b) and the claim follows. For the rest of the proof we can assume that Breaker is able to
claim q elements in round r. Without loss of generality, we can also assume that Maker
claims p elements in round r+1 (claiming fewer than p elements only makes it easier for the
desired inequality to hold). Let us denote these elements by b
(1)
r , . . . , b
(q)
r and m
(1)
r+1, . . . ,m
(p)
r+1,
respectively.
We first note that Φ(Mr, Br−1,j+1) = Φ(Mr, Br−1,j)−Φ(Mr, Br−1,j, b(j+1)r ) for all 0 ≤ j <
q, and Φ(Mr,j+1, Br) = Φ(Mr,j , Br) + µΦ(Mr,j, Br,m
(j+1)
r+1 ) for all 0 ≤ j < p. Hence,
Φ(Mr+1, Br) = Φ(Mr, Br−1)−
q∑
j=1
Φ(Mr, Br−1,j−1, b
(j)
r ) + µ
p∑
j=1
Φ(Mr,j−1, Br,m
(j)
r+1).
It suffices to show
µ
p∑
j=1
Φ(Mr,j−1, Br,m
(j)
r+1) ≤
q∑
j=1
Φ(Mr, Br−1,j−1, b
(j)
r ). (8)
First note that for all 1 ≤ j ≤ p,
Φ(Mr,j−1, Br,m
(j)
r+1) ≤ (1 + µ)j−1Φ(Mr, Br,m(j)r+1) ≤ (1 + µ)j−1Φ(Mr, Br−1,q−1,m(j)r+1),
where the first inequality follows from (6) and the second from (7). Furthermore, the element
b
(q)
r is chosen by Breaker before Maker claims any of m
(j)
r+1 and it is chosen to maximise the
expression Φ(Mr, Br−1,q−1, z) over all unclaimed z ∈ Vr+1 (note that Maker sets Vr+1 after
her move in round r). Hence, we deduce
Φ(Mr,j−1, Br,m
(j)
r+1) ≤ (1 + µ)j−1Φ(Mr, Br−1,q−1, b(q)r ),
which readily implies that
µ
p∑
j=1
Φ(Mr,j−1, Br,m
(j)
r+1) ≤ µΦ(Mr, Br−1,q−1, b(q)r )
p∑
j=1
(1 + µ)j−1. (9)
To bound the right hand side of (8) we note that for all 1 ≤ j < q,
Φ(Mr, Br−1,j−1, b
(j)
r ) ≥ Φ(Mr, Br−1,j−1, b(q)r ) ≥ Φ(Mr, Br−1,q−1, b(q)r ),
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where the first inequality follows again by b
(j)
r maximising Φ(Mr, Br−1,j−1, z) among all un-
claimed elements z in Vr+1 (and b
(j)
r is chosen before b
(q)
r ), and the second inequality follows
from (7). This implies that
q∑
j=1
Φ(Mr, Br−1,j−1, b
(j)
r ) ≥ qΦ(Mr, Br−1,q−1, b(q)r ).
This and (9) imply that the inequality in (8) follows from
µΦ(Mr, Br−1,q−1, b
(q)
r )
p∑
j=1
(1 + µ)j−1 ≤ qΦ(Mr, Br−1,q−1, b(q)r ),
which is true since Φ(Mr, Br−1,q−1, b
(q)
r ) ≥ 0 and (1 + µ)p − 1 = q.
To finish the proof of Lemma 5.2 note that Φ(∅, ∅) = f(H, p, q) and that after Maker’s
move in the first round we have Φ(M1, B0) = Φ(M1, ∅) ≤ (1+µ)pf(H, p, q) = (1+q)f(H, p, q).
By the above claim, the function f(M,B) is decreasing if evaluated after Maker’s move. Hence,
at the end of the game, we have Φ(M,B) ≤ Φ(M1, B0) ≤ (1 + q)f(H, p, q), where now M
and B denote the final set of elements that Maker and Breaker claimed, respectively. On the
other hand, if Maker occupies all elements of an edge H ∈ E(H) (at any point of the game),
then the additive contribution to Φ(M,B) is 1 for each such set. Thus, if (1+q)f(H, p, q) < k
then Breaker has a strategy in the dynamic Maker–Breaker game so that at the end of the
game Maker fully occupies fewer than k sets H ∈ E(H).
A complete proof of Theorem 5.1 including all details would involve repeating the proof
of [6, Theorem 1 (ii)] and replacing [6, Lemma 5] by Lemma 5.2 wherever it occurs. Instead,
we give an overview of the argument in [6] and describe where the changes are needed. We
leave out calculations that are identical.
Without loss of generality we may assume that H is such that m2(H) achieves maximum
for H ′ = H, i.e. m2(H) = (e(H) − 1)/(v(H) − 2). If this is not the case, then Breaker can
choose H ′ ⊆ H which determines m2(H) (which might not be unique), and prevent Maker
from creating H ′. Call such an H m2-maximal.
Bednarska and Łuczak first identify the dangerous structures that Maker can create during
a b-biased H-game on Kn. We say that a graph F is an H¯-graph if it contains two vertices
v, w such that F + vw is isomorphic to H. We shall write F vw to specify such vertices in
F . Let F = {F v1w11 , . . . , F vtwtt } be a family of different H¯-graphs, whose vertex sets may
intersect. Then F is called a t-fan if |⋂ti=1 V (F viwii )| ≥ 2, and it is called a t-flower if
|⋂ti=1 V (F viwii )| ≥ 3. Furthermore, a t-fan F is called simple if |⋂ti=1 V (F viwii )| = 2. If at
some point during the game Maker’s graph contains some H¯-graph F vw such that the pair
{v,w} has not been claimed by Breaker, then F vw is dangerous. Similarly, a t-fan F is called
dangerous if its elements are dangerous subgraphs of Maker’s graph.
The following is the dynamic-board variant of [6, Lemma 9].
Lemma 5.4. For every m2-maximal graph H that contains a cycle there exist positive con-
stants C and n0 such that for every n ≥ n0 and q ≥ Cn1/m2(H) Breaker has a strategy such
that at no stage of the dynamic q-biased H-game on Kn Maker’s graph contains a dangerous
q-fan.
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Before sketching the proof of this lemma let us briefly explain how it implies Theorem 5.1.
When H is a forest the argument is identical to the one given in [6]: The requirement b ≥
2n1/m2(H) implies that Breaker has a simple strategy in either case of H containing a path
on three vertices or consisting of disjoint edges. When H contains a cycle let b ≥ 2Cn1/m2(H)
where C is the constant given by Lemma 5.4. Breaker’s strategy in the dynamic b-based
H-game played on Kn is as follows. In every round, Breaker claims b/2 edges to follow
the strategy of Lemma 5.4 and thus prevents Maker from building a dangerous (b/2)-fan.
The remaining b/2 choices are used to block the pairs v1w1, . . . , vtwt of a dangerous t-fan
{F v1w11 , . . . , F vtwtt }, if there is one for some t ≤ b/2. Note that this is indeed a winning
strategy. Suppose that Maker can claim a copy of H, say in round r of the game. Then
Maker has created a dangerous t-fan for some t ≥ 1 in round r − 1 (or earlier). Since Maker
plays with bias 1, she cannot create more than one dangerous t-fan per round. By Lemma 5.4,
t ≤ b/2, thus Breaker would block such a dangerous t-fan in round r − 1.
We now sketch the proof of Lemma 5.4. The strategy for Breaker is based, yet again,
on two strategies that are followed each with bias q/2. The following two lemmata encapsu-
late these strategies, they are the dynamic-board variants of Lemma 6 and Lemma 7 of [6],
respectively.
Lemma 5.5. For every m2-maximal graph H that contains a cycle there exist positive con-
stants C1, n1 and δ < 1 such that for every n ≥ n1 and q ≥ C1n1/m2(H) Breaker has a strategy
such that at each moment of the dynamic q-biased H-game on Kn there are no dangerous s-
flowers in Maker’s graph, where s = q1−δ.
Lemma 5.6. For every m2-maximal graph H that contains a cycle and every positive δ < 1,
there exist constants C2 and n2 such that for every n ≥ n2 and q ≥ C2n1/m2(H) Breaker has
a strategy in the dynamic q-biased H-game on Kn which does not allow Maker to build
1
2
(q
t
)
simple t-fans, where t = qδ/3.
To prove Lemma 5.4, let C1, n1, δ be given as in Lemma 5.5, let C2 and n2 be as in
Lemma 5.6, and set C = 2max{C1, C2} and let n be large enough. Let S1 be the strategy
given by Lemma 5.5 for the dynamic (q/2)-biased H-game on Kn, and let S2 be the strategy
given by Lemma 5.6 for the dynamic (q/2)-biased H-game on Kn. Then, using q/2 edges to
follow strategy S1 and q/2 edges to follow strategy S2, Breaker can ensure that at no point
during the dynamic q-biased H-game on Kn Maker’s graph contains a dangerous s-flower
with s = (q/2)1−δ , nor 12
(q/2
t
)
simple t-fans with t = (q/2)δ/3. The reasoning why this implies
that Maker’s graph never contains a dangerous q-fan is exactly the same as in [6], see the last
paragraph of the proof of Lemma 9 therein.
Finally, we explain the proofs of Lemmas 5.5 and 5.6.
For Lemma 5.5, define a t-cluster to be a graph consisting of t copies of H that intersect
in at least 3 vertices (the difference to a t-flower is that here the building blocks are copies of
H rather than H¯-graphs). Let H1 be the collection of all edge sets on Kn that form a copy
of a t-cluster, where t = t(H) is a large enough constant. Further, let q1 = q
1−δ1/2 where
δ1 = δ1(H) is a suitable constant as defined at the beginning of the proof of [6, Lemma 6].
The choice of parameters is identical to those in [6, Lemma 6]. Hence, calculations identical
to those in [6, Lemma 6] show that (q + 1)f(H1, 1, q1) < 1. It follows from Lemma 5.2 that
Breaker has a strategy in the dynamic-board (H1, 1, q)-game to prevent Maker from claiming
all edges of a t-cluster. We pause for a psychological note: This strategy does not forbid
the creation of one copy of H per se, which may seem contradictory to the final goal. For
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the strategy of Lemma 5.5 this is irrelevant though and shall not concern us. It then follows
along the lines of the last two paragraphs of [6, Lemma 6] that by preventing such a t-cluster
for sufficiently large t (depending only on H), Breaker can also prevent that, in the dynamic
q-biased H-game on Kn, Maker claims the edge set of a dangerous s-flower, for s = q
1−δ,
δ = δ1/4, and q ≥ n1/m2(H).
For Lemma 5.6, let H2 consist of the edge sets of simple t-fans in Kn, for t as in the
lemma statement. Following the calculations in the proof of [6, Lemma 7] we find that
(q + 1)f(H2, 1, q) < 12
(q
t
)
if q ≥ C2n1/m2(H) where C2 and n are large enough. It follows that
Breaker has a strategy in the dynamic-board (H2, 1, q)-game such that at the end of the game
at most 12
(q
t
)
of all t-fans are fully occupied by Maker.
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