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We present a general result, similar to Rice’s theorem, concerning the complexity of
detectingpropertiesonﬁniteautomataenrichedbyboundedcooperativeconcurrency, such
as statecharts and abstract parallel automata, which we denote by CFAs (Concurrent Finite
Automata).Ononeextreme, thecomplexityofdetectingnon-trivialproperties thatpreserve
equivalence of machines, i.e., properties of the accepted language, on ﬁnite automata, can
be as little as O(1). On the other extreme, Rice’s theorem states that all such properties on
Turingmachines are undecidable. We state that all the non-trivial properties of the regular
(or ω-regular) languages, are PSPACE-hard on CFAs with -moves and on CFAs without
-moves accepting inﬁnite words. We also extend this result to CFAs without -moves
accepting ﬁnite words that satisfy a condition that holds for many properties.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Classical automata have been enrichedwith existential and universal branching in order to capture parallelism. However,
in contrast to real-life concurrent systems, thesemodels do not capture the notion of cooperation between processeswhich is
essential to concurrent systems. Moreover, in the real world, systems always have a bounded number of processors that work
in cooperation, and automata, enrichedwith existential or universal branching, may be in an unbounded number of states in
a given conﬁguration. Drusinsky and Harel [3] introduced bounded cooperative concurrency which also uses the framework
of automata yet captures the bounded cooperation which appears in real-life concurrent systems. Bounded concurrency
turns out to be very robust, modeling the kind of concurrency present in statecharts [10], Petri nets [22], CCS [17], CSP [9].
Cooperative Finite Automata (denoted C-FAs) that are based on statecharts [10], and had been deﬁned in [3], are closest to
ﬁnite automata. They consist of a collection of orthogonal components, each ofwhich ismerely a ﬁnite automaton. Following
the notation used in [3,13,7], we shall use E, A and C, respectively, to denote existential branching (non-determinism),
universal branching (AND-parallelism) and bounded concurrency.
Three interesting topics that are often investigated in respect to computational models are their expressive power,
succinctness (in respect to other expressive-equivalent models), and the complexity of decision problems on them. The
class of languages accepted by ﬁnite automata augmented with any combination of the features E, A and C is known to be
the class of regular languages. Nevertheless, these features are distinguished by their succinctness. It was shown in [3], that
even though bounded concurrency does not alter the expressive power of the automata it always has inherent exponential
power in upper and lower bounds senses, independently of the presence or absence of the two other kinds of branching.
In particular, in [3], it was proven a triple-exponential bound for simulating alternating concurrent machines (EAC-FA) on
DFAs.
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In [13], this line of research was continued where pushdown automata were investigated, once again measuring suc-
cinctness for all the different, above-mentioned, features when augmented to pushdown automata. The same was done for
two-way automata [7] where an inﬁnite hierarchy of succinctness was shown for regular languages using pebble automata.
In [12], bounded concurrency was extended to veriﬁcation of concurrent systems.
In [19], Abstract Parallel Automata (APAs) were introduced. An APA consists of a set of rules of the form [condition →
assignments], where the condition is a propositional formula over values of variables, and the assignments assign values
to variables. In each cycle of a computation, all the enabled rules, which are rules for which their condition is satisﬁed, are
performed. An APA can be employed for language recognition by equipping it with an alphabet, a termination condition and
a designated input variable that "reads" input letter by letter. It follows that if the values of the variables are bounded to the
set {0, . . . ,k}, for some natural k, the model is strictly equivalent to C-FAs in the sense that there are polynomial simulations
between them. We use the notation CFAs to represent C-FAs and APAs.
It would seem that if the model is more succinct or more expressive then the complexity of detecting properties on it
would increase. At one extreme, there are ﬁnite deterministic automata (DFAs), on which many of the useful properties
are polynomial or even linear. For example, detecting emptiness, ﬁniteness, whether a speciﬁc word is accepted by a
DFA, or whether two DFAs are equivalent. The Turing machines represent the other extreme, where, according to Rice’s
theorem, all the non-trivial properties of recursively enumerable languages are not decidable [23].
In this paper, we try to state a general lower bound on the complexity of problems on CFAs. Like in Rice’s theorem, we
are interested in problems that provide the same answer to equivalent machines; i.e., properties of the accepted language
or the computed function.
The time and space complexity of several speciﬁc decision problems on CFAs are known. For example, the emptiness
problem on CFAs is PSPACE-complete [20,3]. In [11], the complexity of verifying concurrent transition systems was investi-
gated. General results on the complexity of decision problems on Petri nets, that do not necessarily preserve equivalence of
machines, were shown by Esparza [4]. In [4], the author summarizes many former results and he states that "all interesting
questions about the behavior of 1-safe Petri nets are PSPACE-hard", e.g.—Is the Petri net live? - Is some reachable marking a
deadlock?—Is a given marking reachable from the initial marking? - Is there exactly one run?—etc. However, interesting is
not well-deﬁned. Actually, each one of these lower bounds was proved separately. Several by reductions from problems on
linearly bounded automata, and other by reductions from one problem to another. There was no general proof for all these
lower bounds. For the other direction, there is a general proof in [4], based on the results of [26], about the containment of
many problems in PSPACE. These results concern 1-safe Petri nets that are considered as non-deterministic when concerning
machines as accepting languages.
Our main result, similar to Rice’s theorem, shows that all the non-trivial properties of languages described by (even
deterministic) CFAs with -moves (denoted -CFAs) are PSPACE-hard. On the other hand, there are polynomial problems
on CFAs, such as whether a speciﬁc word is accepted by a CFA. These two facts show a separation between CFAs with and
without -moves.
We then show a similar result for CFAs without -moves, which satisfy a general condition, which we detail later, i.e.,
we prove PSPACE-hardness for a large class of decision problems on CFAs. We will focus on CFAs as machines that accept
languages. However, these results hold also for CFAs that compute functions.
Automata on inﬁnite words are usually classiﬁed according to their acceptance condition. Several acceptance con-
ditions, for example, Büchi, Rabin and Streett, have been proposed and studied extensively [8]. It is well known that,
unlike in the ﬁnite words case, deterministic Büchi automata are strictly less expressive than non-deterministic Büchi
automata [16]. Non-deterministic Büchi automata, and deterministic or non-deterministic Rabin or Streett automata ac-
cept the ω-regular languages, while deterministic Büchi automata accept only a strict subset of the ω-regular languages
(see [26]). In [3], the deﬁnition of a C-FA was extended to deﬁne acceptance over ω according to the criteria of Rabin
and Streett. We adopt their suggestion for APAs, and also extend the Büchi condition. The expressive power of the
automata on inﬁnite words is not changed when the C feature is added [3], but the succinctness is reduced by one ex-
ponent. While there are polynomial-time problems even on non-deterministic Büchi automata, such as non-emptiness
[5,6], the succinctness that the C feature contributes causes the decision problems even on deterministic machines con-
taining C to be hard for PSPACE. We show that for at least the three kinds of acceptance conditions we have mentioned,
all the non-trivial properties of ω-regular languages applied to CFAs (without -moves) are PSPACE-hard.
In [14], it was shown that C-FAs and alternating automata on ﬁnite words are reverse-equivalent, which means that
there are polynomial-size (and time) reductions from one machine accepting L to the other accepting LR. As a conse-
quence, we can also extend our main result to alternating automata. We also conclude that there are no polynomial-
time algorithms (unless P=PSPACE) for removing the -moves from -CFAs and from alternating automata with
-transitions.
The roadmap to this paper is as follows. Section 2 contains deﬁnitions. In Sections 3 and 4, we establish our main results
for -CFAs and for CFAs accepting ﬁnite words, and in Section 5, we investigate inﬁnite words. Section 6 contains conclusions
and a discussion concerning the complexity of such decision problems on other classes of machines such as alternating
automata and 1-safe Petri nets.
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2. Deﬁnitions and preliminaries
The deﬁnition below is based on the statecharts of Harel [10], and it follows the deﬁnitions in [3,7,14].
Deﬁnition 1.
An EAC-FA is a tupleM = (,M1, . . . ,Mn,,), for some n ≥ 1, where
•  is a ﬁnite alphabet,
• Mi = (Qi,q0i ,δi) for 1 ≤ i ≤ n, where
– Qi = {q0i ,q1i , . . . ,q
|Qi|−1
i
} is a ﬁnite set of states. The Qi’s are pairwise disjoint.
– q0
i
∈ Qi is the initial state,
– δi ⊆ Qi ×  ×  × Qi is the transition table.  denotes the collection of propositional formulas over the alphabet of the
atomic letters
⋃
1≤j≤n Qj .
•  ∈  is the E-condition,
•  ∈  is the termination condition.
The intuition is that M consists of n automata, each with its own set of states, initial state and transition table. The
automata work together in a synchronous manner, taking transitions according to the (common) input symbol being read,
their internal states, and the condition formulas from .
These formulas are interpreted to take on truth values according to the states of possibly all the n components. 
distinguishes between existential and universal state conﬁgurations, and  deﬁnes accepting conﬁgurations.
A conﬁguration ofM is an element ofQ1 × Q2 × · · · × Qn × * ×N , indicating the current state of each of the components,
the input word, and the position of M in the word. The initial conﬁguration is 〈q0
1
, . . . ,q0n,w,1〉. A conﬁguration c satisﬁes a
propositional formula ξ ∈  if assigning true to states in c and false to states not in c makes ξ true.
Given two conﬁgurations c = 〈q1, . . . ,qn,w,j〉 and c′ = 〈q′1, . . . ,q′n,w,j + 1〉, we say that c′ is a successor of c in M if for all
1 ≤ i ≤ n there is a transition (a move) ti = 〈qi,σ ,ξi,q′i〉 ∈ δi such that σ is the j’th letter inw and c satisﬁes all ξi. In this case we
also say that ti is enabled in c. (For each i for which qi = q′i, such a transition is not required; we can always add a transition
from a state to itself with a condition that describes the situation of staying in the same state).
A conﬁguration c is existential if it satisﬁes the E-condition , otherwise it is universal. It is accepting iff it satisﬁes the
termination condition .
A computation of an EAC-FA M on w ∈ * is a tree of conﬁgurations, where the root is the initial conﬁguration and the
sons of each node are the appropriate successors conﬁgurations.w is accepted as in the deﬁnition for alternating automata.
We omit the deﬁnition of this computation (appearing in [3]) since we deal in this paper with C-FAs which are deterministic.
If there is only one orthogonal component in an EAC-FA M, then M is simply an alternating pure automaton (an EA-FA);
if, in addition,  is a tautology, then all states are existential, so that M is a non-deterministic ﬁnite automaton (NFA or
E-FA). In this case, since there is only one orthogonal component, each conﬁguration contains only one state, and therefore
the termination condition  actually deﬁnes the accepting states. If δ is deterministic, then M is a DFA. If there are several
components then the automata previously described are augmented with the C feature, and if δ is deterministic thenM is a
C-FA.
A computation (or a run) of a C-FA M on w ∈ * is a sequence of successive conﬁgurations, starting with the initial one.
w is accepted by M if the last conﬁguration of the computation of M on w, after scanning the whole w, is an accepting
conﬁguration.M accepts the language L(M) = {w ∈ *|M accepts w}.
Example 2. A C-FA that accepts the language (a8)*:
LetM = ( = {a},M1,M2,M3, = true, = (q03 ∧ q02 ∧ q01)) be a C-FA, where for each 1 ≤ i ≤ 3,Mi = (Qi = {q0i ,q1i },q0i ,δi)where:
• δ1 = {〈q01,a,true,q11〉,〈q11,a,true,q01〉}
• δ2 = {〈q02,a,q11,q12〉,〈q12,a,q11,q02〉}
• δ3 = {〈q03,a,(q11 ∧ q12),q13〉,〈q13,a,(q11 ∧ q12),q03〉}
Note thatM is a binary counterwith3bits (each representedby anMi), and L(M) = (a8)* becauseof the termination condition.
In the same manner, one can construct for each n ≥ 1, a C-FA that counts up to 2n in binary basis using n components (see
[3]).
An -C-FA is deﬁned to be similar to a C-FA, except that the transition function in each component is now δi ⊆ Qi × ( ∪
{}) ×  × Qi. In this case, the next conﬁguration of some conﬁguration is accepted by performing only -moves or only non-
-moves in all the components. An -C-FA is deterministic, so there is no situation in which an -move and a non--move
are enabled together.
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The size of a C-FA (or an -C-FA) M = (,M1, . . . ,Mn, = true,) is |M| = || +
∑n
i=1 |Mi| + ||, where |Mi| = |Qi|+∑
〈q,a,ξ ,p〉∈δi (3 + |ξ |).
The followingdeﬁnitionof anAbstract Parallel Automaton (APA) is basedon thedeﬁnition appearing in [19]. Our deﬁnition
is of an APA that is suitable for language recognition.
Deﬁnition 3. An Abstract Parallel Automaton (an APA) that accepts a language L over  is a tuple A = (,x,V ,k,R,) where
•  is a ﬁnite alphabet,
• x is an input variable which accepts symbols from ,
• V is a ﬁnite set of internal variables, that accept values from {0,1, . . . ,k},
• k ∈ N , whereN is the set of natural numbers,
• R is a ﬁnite set of rules,
•  is the termination condition.
Let  be the collection of Boolean formulas over the atomic letters of the form v = i where v ∈ V and 0 ≤ i ≤ k. Each rule
in R is of the form: [condition → assignments] where the condition is of the form (x = σ ∧ ξ) where σ ∈  and ξ ∈ . For
example, the rule [x = a ∧ (z0 = 1 ∧ (z1 = 0 ∨ z2 = 3)) → z1 := 2, z2 := 1] for a ∈ , z0, z1, z2 ∈ V , means that if the condition
in the preﬁx of the rule is satisﬁed then we assign 2 to z1 and 1 to z2.
The termination condition, , is also an element of .
A conﬁguration of A is an element of {0, . . . , k}|V | × * ×N , indicating the value of each internal variable, the input word
and the position of A in theword. The initial conﬁguration is c1 = 〈0, . . . ,0,w,1〉. Let cj = 〈k1, . . . ,k|V |,w,j〉 be some conﬁguration,
such that for each 1 ≤ i ≤ |V |, 0 ≤ ki ≤ k, w = w1 · · ·wn ∈ * is an input word and 1 ≤ j ≤ n. We say that a rule [condition →
assignments] is enabled in the conﬁguration cj , if condition evaluates to true when each ki is assigned to internal variable vi,
and wj is assigned to x. A conﬁguration is accepting if it satisﬁes the termination condition .
The computation of an APA A = (,x,V ,k,R,) on an input word w = w1 · · ·wn ∈ * is done in cycles as follows. First, x is
assignedwithw1, and all the internal variables in V are assignedwith 0. Now, all the enabled rules are performed in parallel.
Some of the internal variables are assignedwith new values accordingly. The next cycles are done similarly. In each cycle, x is
assigned with the next symbol of w, and all the enabled rules are performed. If there are no enabled rules then A stops. The
input wordw is accepted by A iff the computation consists of |w| cycles, one per each symbol inw, and the last conﬁguration
satisﬁes .
A computation (or a run) of A on w ∈ * is a sequence of successive conﬁgurations, starting with the initial one. A
conﬁguration cj+1 is a successor of a conﬁguration cj if it is obtained by performing all the assignments appearing in the rules
that are enabled in cj .
An accepting run of A onw is a run of length |w| + 1 (containing the conﬁgurations standing before and afterw) for which
the last conﬁguration, c|w|+1, satisﬁes .
During a computation of an APA on an input word, there might be conﬂicts. A conﬂict is a situation in which two enabled
rules contain contradicting assignments to the same variable. For example, ifA contains the following two rules: [(x = a ∧ z =
1) → y := 1] and [(x = a) → y := 2], then there will be a conﬂict in the case where the current symbol is a, and z = 1.
A deterministic APA is an APA that is free of conﬂicts; i.e., each conﬁguration has at most one successor conﬁguration. A
deterministic APA, A, accepts an input word w iff the (single) run of A on w is an accepting run.
An APA that contains conﬂicts is considered to be a non-deterministic APA. In each cycle during a computation of a non-
deterministic APA on some input word, some maximal set of enabled rules with no conﬂicts between them is performed.
Hence, each conﬁguration may have more than one successor. A non-deterministic APA, denoted E-APA, A, accepts an input
word w iff there exists an accepting run of A on w.
The language accepted by A is L(A) = {w ∈ *|A accepts w}.
Example 4. A deterministic APA that accepts the language (a8)*:
Let A = ( = {a},x,V = {z1,z2,z3},k = 1,R, = (z1 = 0 ∧ z2 = 0 ∧ z3 = 0)) be an APA, where R contains the following rules:
[(x = a ∧ z1 = 0) → z1 := 1]
[(x = a ∧ z1 = 1) → z1 := 0]
[(x = a ∧ z2 = 0 ∧ z1 = 1) → z2 := 1]
[(x = a ∧ z2 = 1 ∧ z1 = 1) → z2 := 0]
[(x = a ∧ z3 = 0 ∧ z2 = 1 ∧ z1 = 1) → z3 := 1]
[(x = a ∧ z3 = 1 ∧ z2 = 1 ∧ z1 = 1) → z3 := 0]
The computation of A on w = a8, for example, is:
(〈(z3 = 0,z2 = 0,z1 = 0),w,1〉,〈(0,0,1),w,2〉,〈(0,1,0),w,3〉,〈(0,1,1),w,4〉,
〈(1,0,0),w,5〉,〈(1,0,1),w,6〉,〈(1,1,0),w,7〉,〈(1,1,1),w,8〉,〈(0,0,0),w,9〉).
The size of an APA A = (,x,V ,k,R,) is deﬁned to be |A| = || + |V | + |R| + || + k + 2, where |R| =∑r∈R |r|.
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We deﬁne an -APA to be an APA thatmay contain -rules. An -rule is a rule containing a condition of the form: (x =  ∧ ξ)
or just ξ , where ξ ∈ . In each cycle, only -rules are applied, or only non--rules are applied. In the ﬁrst case, no input letter
is read, and all the enabled -rules are applied, where in the second case, an input letter σ is read, and all the enabled rules
that startwith the requirement x = σ are applied. After scanning thewholeword, all the enabled cycles of -rules are applied.
Themachine stops when there are nomore enabled rules. An input word is accepted iff themachine stops after scanning the
whole word with a conﬁguration that satisﬁes the termination condition . If there is a situation in which there is an -rule
and a non--rule that are enabled in the same cycle, then that machine is not deterministic, and it is denoted by E--APA.
It is obvious that both APAs and -APAs accept precisely the regular languages. A DFA can be built for each deterministic
APA or -APA by deﬁning a state corresponding to each possible conﬁguration (containing only the values of the internal
variables), and the transitions for each pair of a state and an input letter can be deﬁned easily according to the behavior
of the APA. Concerning -APAs, we will have to consider the -closure in each step of the translation, but since an -APA is
deterministic, for each conﬁguration and a letter σ , there is only one conﬁguration that the APA can reach after applying
the -closure before and after the move with σ . If there is a conﬁguration that leads to an inﬁnite loop of -cycles, then
the appropriate state of the DFA will be a "dead" state. The states corresponding to the accepting conﬁgurations will be the
accepted states. The size of the DFA would be O((k + 1)|V |), which is exponential in the size of the APA. A similar simulation
can be done for converting an E-APA or an E--APA to a non-deterministic ﬁnite automaton (an NFA).
Actually, APAs and C-FAs are equivalent, and so are -APAs and -C-FAs. There are simple polynomial simulations between
them. The idea of the simulations, is that the internal-variables of an APA correspond to the components of a C-FA, where
the value of each variable corresponds to being in a speciﬁc atomic state in the appropriate component.
Proposition 5.
(1) For any C-FA (or -C-FA) M of size m there is an APA (or -APA, respectively) A of size O(m) such that L(M) = L(A).
(2) There is a polynomial p such that for any APA (or -APA) A of size m there is a C-FA (or -C-FA, respectively)M of size p(m) such
that L(A) = L(M).
Proof. Let M = (,M1, . . . ,Mn,,) be a C-FA, where for each 1 ≤ i ≤ n, Mi = (Qi,q0i ,δi), where Qi = {q0i ,q1i , . . . ,q
|Qi|−1
i
} is a
ﬁnite set of states, q0
i
∈ Qi is the initial state, and δi ⊆ Qi ×  ×  × Qi. Here, , the E-condition, is not relevant since a C-FA
is deterministic.  ∈  is the termination condition, where  is the collection of Boolean formulas over the alphabet of the
atomic letters
⋃
1≤j≤n Qj .
Let us deﬁne an APA A = (, x, V ,k, R, ′) where the alphabet is the same; x is the variable that "reads" the input word
letter by letter; V = {z1, . . . , zn}, i.e., a variable is introduced for each component ofM; k = max{|Qi| : 1 ≤ i ≤ n} − 1. Rwill be
deﬁned such that zi = j in some moment during the computation of A on some word iff M is in the atomic state qji ∈ Qi in
the corresponding moment in the computation of M on the word.  ′ is  written in terms of values of variables instead of
being in states. For example, if  = (q1
0
∨ (q2
2
∧ ¬q1
3
)) then  ′ = (z0 = 1 ∨ (z2 = 2 ∧ z3 /= 1)).
Each transition in each component Mi is actually of the form (q
j
i
,σ ,ξ ,ql
i
) ∈ Qi ×  ×  × Qi. The meaning of this transition is
that if during the computation ofM on somew ∈ *, themachine is in state qj
i
in the componentMi, and σ is the current letter
in the input word, and also the condition ξ is satisﬁed, then the machine has to pass to state ql
i
. For each such a transition of
M, we deﬁne the following rule for A: [(x = σ ∧ zi = j ∧ ξ ′) → zi := l], which means that if the current input letter is σ , and
the value of zi is j and also ξ
′ is satisﬁed then we assign l to zi. Again, ξ ′ is ξ written in terms of values of variables instead of
being in states.
In order to showthat L(M) = L(A), letw ∈ * be some inputword.Weclaim that in everymomentduring the computations
ofM and A on w, both machines are in corresponding conﬁgurations, in the sense that M is in some atomic state q
j
i
iff zi = j
in A. At the beginning,M is in its initial states which are q0
i
∈ Qi for 1 ≤ i ≤ n. Similarly, the initial conﬁguration of A consists
of zi = 0 for each i. Assume that before reading some letter, σ , of w,M and A are in corresponding conﬁgurations cM and cA,
respectively. Let c′M be the next conﬁguration of cM after reading σ . Assume that q
j
i
∈ cM and qli ∈ c′M; i.e.,M moved from state
q
j
i
to state ql
i
in the component Mi while reading σ . This was caused by some transition of the form ti = (qji ,σ ,ξ ,qli), were ξ is
satisﬁed by cM . Since cA corresponds to cM , zi = j in cA. Also, ξ ′ is satisﬁed by cA since ξ is satisﬁed by cM . Now, the rule that
we have deﬁned for A instead of ti, which is [(x = σ ∧ zi = j ∧ ξ ′) → zi := l], is enabled in cA, and hence zi = l in the successor
conﬁguration of cA. (If cM does not have a successor, then cA also does not have a successor, and both machines do not accept
theword.) After reading thewhole input wordw, bothmachines reach corresponding conﬁgurations, such that both of them
satisfy or do not satisfy the termination condition. Therefore, L(M) = L(A).
Clearly, the size of A is linear in the size ofM.
The opposite direction is similar. Given an APA A = (,x,V = {z1, . . . ,zn},k,R,), one can build an analog C-FA M, by
introducing a component Mi = (Qi,q0i ,δi) for each variable zi of A, where Qi = {q0i , . . . ,qki }. Being in state q
j
i
represents the
situation that zi = j in A. The transitions in each componentMi are deﬁned according to the rules that assign some values to
the analog variable zi. Here, several transitions have to be deﬁned for each rule of A; however the size of the accepted C-FA
remains polynomial in the size of A since the maximal number of transitions in each componentMi is bounded by |Qi|2, and
the length of the conditions on each transition is bounded by the sum of the lengths of the rules of A.
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For showing the equivalence of -C-FAs and -APAs, -transitions are deﬁned for -rules and vice versa, in the same manner
as before. 
The notation CFA is used for both APA and C-FA, and we establish our main results using APAs for representing the CFAs,
even though the formalism of APAs is much less familiar. We prefer to use APAs rather than C-FAs in order to obtain more
elegant proofs.
In order to view CFAs as automata that accept languages of inﬁnite words over ω , we have to deﬁne an accepting
condition. In Büchi automata, a run is accepting if it visits states from the accepting set inﬁnitely often [1]. Other known
types of acceptance criteria are Rabin’s [21] and Streett’s [24] conditions. In [3], the deﬁnition of EAC-FA was extended to
deﬁne acceptance overω according to the criteria of Rabin and Streett. Themachine is now called EAC-ω-FA.We adopt their
suggestion, but also deﬁne the Büchi condition.
A run over a word x = x1x2x3 · · · ∈ ω is an inﬁnite sequence r of successive conﬁgurations. For deterministic APAs, there
is only one run over an input word x; call it rx . Let inf (r) be the set of conﬁgurations appearing in r inﬁnitely often.We extend
the acceptance conditions for APAs as follows. For the Büchi acceptance condition the syntax of the APA remains precisely
the same. Only for the other acceptance conditions, the termination condition of the APA is enriched, so that, rather than a
single formula from , the machine has a ﬁnite set of pairs of formulas ⊆ ( × ). Let us denote an APA accepting words
over ω by ω-APA. The acceptance conditions are deﬁned as follows:
(1) Büchi acceptance: An ω-APA A = (,x,V ,k,R,) B-accepts a word x ∈ ω if there is a conﬁguration in inf (rx) that satisﬁes
the termination condition .
(2) Rabin acceptance: An ω-APA A = (,x,V ,k,R,) R-accepts a word x ∈ ω if there is a pair (1,2) ∈  such that there is a
conﬁguration in inf (rx) that satisﬁes 1, but no conﬁguration therein satisﬁes 2.
(3) Streett acceptance: An ω-APA A = (,x,V ,k,R,) S-accepts a word x ∈ ω if for each pair (1,2) ∈  if there is a conﬁgu-
ration in inf (rx) that satisﬁes 1, then there is also a conﬁguration therein that satisﬁes 2.
A non-deterministic ω-APA accepts x if there is at least one run on x that accepts.
Note that Büchi acceptance is a special case of Rabin and Streett acceptances. Given a formula for the Büchi acceptance,
deﬁne  = {(,false)} for Rabin acceptance, and  = {(true,)} for Streett acceptance.
Our proofs concerning PSPACE-hardness are established by presenting reductions from the known PSPACE-complete
language QBF which contains True Quantiﬁed Boolean Formulas (unpublished work of L.J. Stockmeyer. See [15]). A fully
quantiﬁed boolean formula is a formula in ﬁrst-order logic where every variable is quantiﬁed (or bound), using either
existential or universal quantiﬁers, at the beginning of the sentence. For example, ∀x∃y(x ∧ ¬y) ∨ (¬x ∧ y). Any such formula
is always either true or false, since there are no free variables.
A decision problemon amodel preserves equivalence ofmachines if it yields the same answer to all themachines accepting
the same language. Such a decision problem is actually a property P of the language accepted by the machine. P(L) is true iff
L satisﬁesP . The complexity of detecting such a property depends on the kind of themachines it is applied to. LetM be some
machine accepting the language L(M). Sometimes, we write P(M) instead of P(L(M)), in order to indicate that detecting P is
applied toM as input.
3. PSPACE-hardness for -CFAs
Our PSPACE-hardness results are based on reductions from QBF. The proof of the next lemma shows how to build, for
any quantiﬁed boolean formula ϕ, an -APA that ﬁnds out the truth value of ϕ. The accepted -APA is then tailored to the
necessary reductions below. Recall that by Proposition 5, it follows that Lemma 6 and Theorem 7 hold also for -C-FAs.
Lemma 6. For each quantiﬁed boolean formula ϕ there is an -CFA of size polynomial in |ϕ|, that accepts  if and only if ϕ is true.
Proof. Let ϕ = nxn · · ·2x21x1ϕ(x1, . . . , xn)be somequantiﬁedboolean formula,where eachi is ∃or ∀. LetC = (,x,V ,k =
5,R, = (y = 1)), be an -APA where  can be any alphabet, V = {x1, . . . ,xn,c0, . . . ,cn,Q0, . . . ,Qn,y}, and R contains -rules that
check whether ϕ is true, and that ﬁnally assign y := 1 iff ϕ is true. The variables of C have the following roles:
– xi, 1 ≤ i ≤ n, represents the variable xi of the formula.
– ci, 1 ≤ i ≤ n, controls subroutine i, that detects the truth value ofixi · · ·1x1ϕ(x1, . . . , xn) for values that have been already
assigned to xn, . . . , xi+1.
– c0, controls subroutine 0, that detects the truth value of ϕ(x1, . . . , xn).
– Qi, 0 ≤ i ≤ n, will contain the result of subroutine i.
– y, will contain 1 if the whole formula, ϕ, is true.
The variables xi and Qi will contain, during the computation, the values 0 and 1 corresponding to the Boolean values false
and true. Recall that at the beginning of the computation, all the variables contain 0.
R contains the following rules:
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R1. [cn = 0 → cn := 1] // start the computation
For each 1 ≤ i ≤ n:
If i is a universal quantiﬁer (∀) then Rwill contain:
R2(i). [ci = 1 → xi := 0,Qi := 0,ci−1 := 1,ci := 2]
R3(i). [(ci = 2 ∧ ci−1 = 4 ∧ Qi−1 = 1) → xi := 1,ci−1 := 1,ci := 3]
R4(i). [(ci = 3 ∧ ci−1 = 4 ∧ Qi−1 = 1) → Qi := 1,ci := 4]
R5(i). [((ci = 2 ∨ ci = 3) ∧ ci−1 = 4 ∧ Qi−1 = 0) → Qi := 0,ci := 4]
ci = 1 causes subroutine i, which consists of R2(i), . . . , R5(i), to be performed. Subroutine i is done only after some Boolean
values were assigned to xn, . . . , xi+1 by the former subroutines, and subroutine i’s role is to check whether the formula
ixi · · ·1x1ϕ(x1, . . . ,xn) is true. R2(i) asks subroutine i − 1 to check the correctness of the formula for xi = 0. R3(i) checks
whether subroutine i − 1 returned the answer true (Qi−1 = 1) after it ﬁnished (ci−1 = 4).
If the answer is true, it asks subroutine i − 1 to check the correctness of the formula for xi = 1. R4(i) checks whether
subroutine i − 1 returned again the answer true (Qi−1 = 1) after it ﬁnished (ci−1 = 4). If the answer is true also for xi = 1,
R4(i) returns true (Qi := 1) and indicates that it ﬁnished (ci := 4). Otherwise, R5(i) returns false (Qi := 0) and indicates that it
ﬁnished (ci := 4).
If i is an existential quantiﬁer (∃) then Rwill contain:
R′
2
(i). [ci = 1 → xi := 0,Qi := 0,ci−1 := 1,ci := 2]
R′
3
(i). [(ci = 2 ∧ ci−1 = 4 ∧ Qi−1 = 0) → xi := 1,ci−1 := 1,ci := 3]
R′
4
(i). [(ci = 3 ∧ ci−1 = 4 ∧ Qi−1 = 0) → Qi := 0,ci := 4]
R′5(i). [((ci = 2 ∨ ci = 3) ∧ ci−1 = 4 ∧ Qi−1 = 1) → Qi := 1,ci := 4]
R′
2
(i), . . . , R′5(i) return Qi := 1, which means that ixi · · ·1x1ϕ(x1, . . . , xn) is true,
if i−1xi−1 · · ·2x21x1ϕ(x1, . . . ,xn) is true for xi = 0 or for xi = 1. Otherwise, it returns Qi := 0.
The following two rules check ϕ(x1, . . . ,xn) for some values that have been assigned to x1, . . . ,xn.
R6. [(c0 = 1 ∧ "ϕ(x1, . . . ,xn)") → Q0 := 1,c0 := 4]
R7. [(c0 = 1 ∧ ¬"ϕ(x1, . . . ,xn)") → Q0 := 0,c0 := 4]
"ϕ(x1, . . . ,xn)" is obtained by replacing each xi occurring in ϕ(x1, . . . ,xn) by xi = 1, and each ¬xi by xi = 0 in order to get a
legal syntax. For example, if ϕ(x1, x2) = x1 ∨ ¬x2 then "ϕ(x1, x2)" will be (x1 = 1 ∨ x2 = 0).
The last rule in R is:
R8. [(cn = 4 ∧ Qn = 1) → y := 1,cn = 5]
Now,  is accepted by C iff R8 assigns y := 1 iff at the end of the computation Qn = 1, which occurs iff ϕ is true.
The size of C is O(|ϕ|), since R contains 4n + 4 rules, from which only 2 rules are of size O(|ϕ|), and the sum of the sizes of
all other 4n + 2 rules is O(|ϕ|).
Since, by Proposition 5, any -APA can be translated into an equivalent polynomial -C-FA, the lemma holds also for
-C-FAs. 
Theorem 7. Every non-trivial property of regular languages described by -CFAs is PSPACE-hard.
Proof. In the proof, we use APAs to represent the CFAs.
Let P be a non-trivial property of regular languages. Let A = (A, x,VA,kA,RA,ψA) and B = (B,x,VB,kB,RB,ψB) be two -APAs for
which P(A) = true and P(B) = false (A or B can be an -APA accepting ∅). We show a logarithmic-space reduction from QBF
to P as follows:
Letϕ = nxn · · ·2x21x1ϕ(x1, . . . ,xn)besomequantiﬁedboolean formula,whereeachi is∃or∀. LetC = (C ,x,VC ,kC ,RC ,C )
be the existing -APA, according to Lemma 6. Assume w.l.o.g. that the internal variables of A, B and C are distinct.
We now build an -APA,Dϕ , that will ﬁrst perform the rules of C. If it will realize that ϕ is true, it will perform A. Otherwise,
it will perform B.
Let Dϕ = (,x,V ,k,R,ψ) where
•  = A ∪ B,
• V = VC ∪ VA ∪ VB ∪ {start}, where start /∈ (VC ∪ VA ∪ VB),
• k = max(5,kA,kB),
• R = R′
C
∪ R′
A
∪ R′B,• ψ = ((start = 1 ∧ ψA) ∨ (start = 2 ∧ ψB)).
R′
C
contains the rules of C except for the last rule, R8, that is replaced by the following two rules:
R′
8
. [(cn = 4 ∧ Qn = 1) → start := 1,cn = 5]
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R′
9
. [(cn = 4 ∧ Qn = 0) → start := 2,cn = 5]
R′
A
contains the rules of A for which each condition ξ of each rule is replaced by (start = 1 ∧ ξ).
R′B contains the rules of B for which each condition ξ of each rule is replaced by (start = 2 ∧ ξ).
Dϕ is actually equivalent to A or B depending on the truth value of ϕ. Hence,P(Dϕ) = true iff ϕ ∈QBF. Also, the size of Dϕ is
only O(|ϕ|), since |Dϕ | = O(|A| + |B| + |C|), where |A| and |B| are constants, and |C| = O(|ϕ|) by Lemma 6. Also, the construction
of Dϕ needs only logarithmic amount of space used for indicating the current position in the formula the algorithm refers to.
By Proposition 5, the theorem holds also for -C-FAs. 
Note that if A and B are deterministic, then so is Dϕ , although it contains -rules.
A similar proof can be used in order to prove the PSPACE-hardness of many other decision problems on -CFAs, not
necessarily preserving equivalences, but that refer to the computations of the machines, not their syntax. For example,
whether a given -CFA is strictly non-deterministic, i.e., whether there is an input word that hasmore than one run; whether
there exists an input word that is accepted by a given -CFA with up to k steps.
In all such cases, the reduction from QBF is done as follows: given a formula ϕ, take the -APA C that ﬁnds out the truth value
of ϕ. Then, if C satisﬁes the property, add to C some rules that will be performed iff ϕ is false, and that cause the machine not
to satisfy the property any more. Otherwise, add to C rules in an opposite manner.
In addition, Theorem 7 can be extended also for non-unary problems, such as containment and equivalence of -CFAs.
(Actually, the PSPACE-hardness of containment and equivalence follows directly from the PSPACE-hardness of the emptiness
problem.) For a property of k-tuples, just choose two tuples of k -CFAs: (A1, . . . ,Ak) that satisﬁes P , and (B1, . . . ,Bk) that does
not satisfy P . Then, given a formula ϕ, build for each corresponding pair, Ai and Bi, an appropriate -CFA Diϕ as described in
the proof of Theorem 7. The accepted tuple (D1ϕ , . . . ,D
k
ϕ)will be equivalent to (A1, . . . ,Ak) in case that ϕ is true, or to (B1, . . . ,Bk)
otherwise. Hence, ϕ is true iff P(D1ϕ , . . . ,Dkϕ) is true.
4. PSPACE-hardness for CFAs
Theorem 7 does not hold for CFAs without -moves. For example, detecting whether  or some other speciﬁc input word
is accepted by a CFA is polynomial in the size of the machine and the length of the word. However, almost all other problems
applied to CFAs are PSPACE-hard.
Theorem 8. Every non-trivial property P of regular languages described by CFAs, that satisﬁes one of the following conditions, is
PSPACE-hard:
(1) There is a regular language L over some  for which P(L) /= P(∅), and for each m ≥ 1, P(amL) = P(L), where a /∈  is some
new letter.
(2) There is a regular language L over some  for which P(L) /= P(∅), and for each m ≥ 1, P({w ∈ L : |w| ≥ m}) = P(L).
Proof. Let P be some non-trivial property of regular languages described by APAs that satisﬁes one of the two conditions,
and let M = (M = {σ1, · · · ,σl},x,VM ,kM ,RM ,ψM) be an APA accepting the existing language L according to one of the two
conditions.
We show a log space reduction from QBF to P as follows:
Let ϕ = nxn · · ·2x21x1ϕ(x1, . . . ,xn) be some quantiﬁed boolean formula, where each i is ∃ or ∀. Let C be the existing
-APA, according to Lemma 6, that accepts  iff ϕ is true. Assume, w.l.o.g., that the internal variables ofM and C are distinct.
Letm be the number of cycles needed for C to check the truth value of ϕ.
We build a new APA Dϕ by combining C andM slightly different in the two cases:
In the case that P satisﬁes the ﬁrst condition: Dϕ will ﬁrst perform the rules of C during scanning m a’s, and then it will
start to perform the rules ofM - if needed. "Needed" happens in the case that the truth value of ϕ is different from P(∅).
Let Dϕ = (,x,V ,k,R,ψ) be an APA, where
•  = M ∪ {a}, where a /∈ M ,
• V = VC ∪ VM ∪ {start}, where start /∈ (VC ∪ VM),
• k = max(5,kM),
• R = R′
C
∪ R′M ,• ψ = (start = 1 ∧ ψM).
R′
C
will contain non--rules instead of the -rules of C. Each condition ξ of each rule of C is replaced by the condition:
(x = a ∧ ξ).
The last rule of C, R8, is replaced by one of the following rules:
R′
8
. [(x = a ∧ cn = 4 ∧ Qn = 1) → start := 1,cn = 5] in case that P(∅)=false,
or by the rule:
R′′
8
. [(x = a ∧ cn = 4 ∧ Qn = 0) → start := 1,cn = 5] in case that P(∅)=true.
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R′M is obtained from RM by replacing each condition ξ of each rule by (start = 1 ∧ ξ).
What is the language accepted by Dϕ?
Let w ∈ *. w ∈ L(Dϕ) iff the last conﬁguration of the run of Dϕ on w satisﬁes the termination condition: ψ = (start =
1 ∧ ψM). When does start become 1? In the case that P(∅) is different from the truth value of ϕ, andw starts withm a’s.
Hence, in this case, w ∈ L(Dϕ) iff w = amu where u ∈ L(M); so, L(Dϕ) = amL(M). Since M has been chosen to be the APA
accepting the existing language that satisﬁes the ﬁrst condition, P(M) /= P(∅), and P(Dϕ) = P(M). Hence, P(Dϕ) /= P(∅)
and therefore, P(Dϕ) is equal to the truth value of ϕ, so P(Dϕ) = true iff ϕ is true.
In the case that P(∅) is equal to the truth value of ϕ, start is not assigned with 1 at all, and therefore, L(Dϕ) = ∅. In this
case, P(Dϕ) = P(∅) and it is true iff ϕ is true.
In the case that P satisﬁes the second condition: We will deﬁne Dϕ such that it will perform the rules of C in parallel to
the rules ofM while scanning the input word.
Let Dϕ = (,x,V ,k,R,ψ) be an APA, where
•  = M = {σ1, · · · ,σl},
• V = VC ∪ VM ∪ {start}, where start /∈ (VC ∪ VM),
• k = max(5, kM),
• R = R′
C
∪ RM ,
• ψ = (start = 1 ∧ ψM).
R′
C
is obtained from RC by replacing each rule r = [ξ → assignments] of C by: [((x = σ1 ∨ · · · ∨ x = σl) ∧ ξ) → assignments].
(This rule can be written instead of duplicating r, || = l times - one for each input letter.)
Also, the last rule of C is replaced by one of the following rules:
R′
8
. [((x = σ1 ∨ · · · ∨ x = σl) ∧ cn = 4 ∧ Qn = 1) → start := 1,cn = 5] in case that P(∅)=false, or by the rule:
R′′
8
. [((x = σ1 ∨ · · · ∨ x = σl) ∧ cn = 4 ∧ Qn = 0) → start := 1,cn = 5] in case that P(∅)=true.
In the case that P(∅) is different from the truth value of ϕ, start is assigned with 1 after scanning m letters, and the
rules in RM continue to be enabled. Since ψ = (start = 1 ∧ ψM), L(Dϕ) = {w ∈ L(M)||w| ≥ m}. This language satisﬁes the
second condition of the theorem. Therefore, P(Dϕ) = P(M) /= P(∅) and hence, P(Dϕ) = true iff ϕ is true.
In the case that P(∅) is equal to the truth value of ϕ, start is not assigned with 1, and hence the termination condition is
never satisﬁed. So, L(Dϕ) = ∅, and hence, P(Dϕ) = true iff ϕ is true.
In all cases, P(Dϕ) = true iff ϕ ∈ QBF. Also, the size of Dϕ is only O(|ϕ|), and the construction space of Dϕ is log space.
By Proposition 5, the theorem holds also for C-FAs. 
Note that indeed the conditions ﬁlter properties like  ∈ L(A) and all those that concern speciﬁc words. Properties like
emptiness, ﬁniteness,whether thenumberofwords in the language isprime, etc. satisfy theﬁrst condition;whereasproblems
like whether all the words in the language start-with (or end-with or contain) a speciﬁc sub-word; whether there exists a
word in the language that starts with (or ends with or contains) a speciﬁc sub-word, satisfy the second condition.
Corollary 9.
(1) Properties that concern only the number of words in the language are PSPACE-hard on CFAs.
(2) Properties that can be expressed as ∀w ∈ L : Q(w) or ∃w ∈ L : Q(w), where
– L is the tested language,
– Q is some property of words over some ,
– |{w ∈ *|Q(w) = true}| = |{w ∈ *|Q(w) = false}| = ∞,
are PSPACE-hard on CFAs.
Proof. Properties concerning the number ofwords in a language satisfy the ﬁrst condition of Theorem8;whereas properties
described in part-2 of the corollary satisfy the second condition of Theorem 8.
Let P be a property of the form ∀w ∈ L : Q(w), where the requirements appearing in part-2 of the corollary hold. P(∅)
is obviously true, and P(*) is false, since there are words in * that do not satisfy Q. Moreover, P({w ∈ * : |w| ≥ m}) is
also false for each m, since there are inﬁnitely many words in * not satisfying Q. Hence, L = * can be used as the desired
language according to condition 2 of Theorem 8.
IfP is of the form∃w ∈ L : Q(w),we canalsouseL = * as thedesired languageaccording to condition2.Now,P(∅) = false,
and P(*) = P({w ∈ * : |w| ≥ m}) = true for eachm. 
An example ofQ that is not appropriate to the corollary is |w| ≥ 100. There are only ﬁnitely many words over some  for
which Q(w)=false. Note that to verify that the length of all the words accepted by some CFA is greater than some constant
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is polynomial in the size of the CFA, since it sufﬁces to check whether only ﬁnitely many words of a constant length are not
accepted by the CFA.
The exponential simulation of a CFA (or an -CFA) by a DFA [3], implies the following proposition, that supplies upper
bounds for the complexity of problems on CFAs that are polynomial on DFAs.
Proposition 10. Let P be a non-trivial property of regular languages.
(1) If P is in PTIME on DFAs, then it is in EXPTIME on CFAs and on -CFAs.
(2) If P is in NLOGSPACE on DFAs, then it is in PSPACE on CFAs and on -CFAs.
Proof. Let Alg be the algorithm that detects P on DFAs. Given a CFA (or an -CFA), M, one can translate it into a DFA, D, of
size 2O(|M|) [3] in exponential time, and then apply Alg on D. If Alg is in PTIME, then detecting P on M will take poly(2O(|M|))
time.
Assume now that Alg is in NLOGSPACE. For proving that detecting P on CFAs is in PSPACE, we cannot simply translate M
into D, and then apply Alg on D, since D is exponentially big. Instead, we directly apply Alg on M. Recall that each state of D
corresponds to a conﬁguration of states ofM. Whenever Alg is about to move in D (which we do not construct) from a state p
to a state qwith an input letter σ , the algorithm will ﬁnd inM, the next conﬁguration of the corresponding conﬁguration of
p after scanning σ , using only a polynomial amount of space. This conﬁguration corresponds to the necessary state q. Since
Alg is in NLOGSPACE on DFAs, its evaluation can use simultaneously only logarithmic amount of space, which is enough for
saving only a constant number of states in each step. Thus, there is no need to generate all of D at any single step of the
algorithm.
For the case of -CFAs, which are deterministic, the algorithm that has to ﬁnd the next conﬁguration of cwill apply several
steps ofM from c containing -moves, a move with σ and again all the possible -moves. The algorithm only has to save two
conﬁgurations at the same time. In addition, the algorithm will count the number of -moves it applies in order to verify
that it does not enter a cycle of -moves. The size of the needed counter is only polynomial in |M| (see [3]). If it enters into
such a cycle, it knows that it reached a "dead" state. If the original algorithm wants to "go back" from some state q, then our
algorithm can guess a conﬁguration and check if its next conﬁguration is the given conﬁguration.
Since by Savitch’s theorem PSPACE = NPSPACE [25], P on CFAs is in PSPACE. 
Corollary 11. Let P be a non-trivial property of regular languages.
(1) If P is in PTIME on DFAs, then it is hard for PSPACE and in EXPTIME on -CFAs.
(2) If P is in NLOGSPACE on DFAs, then it is PSPACE-complete on -CFAs.
Proof. Follows from Theorem 7 and Proposition 10. 
The corollary holds also for the complexity of detecting properties onCFAs that satisfy one of the two conditions appearing
in Theorem 8.
5. PSPACE-hardness for ω-CFAs accepting inﬁnite words
In this section we adapt our proof of the PSPACE-hardness result to machines that accept inﬁnite words. The acceptance
conditions are the extended acceptance conditions of Büchi, Rabin and Streett.
Theorem 12. Every non-trivial property of ω-regular languages described by ω-CFAs that accept inﬁnite words according to one
of the extended acceptance conditions of Büchi, Rabin or Streett, is PSPACE-hard.
Proof. Let P be some non-trivial property of ω-regular languages. If P is non-trivial also on the subset of the ω-regular
languages that are accepted by deterministic Büchi automata, then it sufﬁces to prove that P is PSPACE-hard for Büchi-ω-
CFAs, since the Büchi acceptance is a special case of the other acceptances. For properties that are trivial on deterministic
Büchi-automata but not trivial on all ω-regular languages, we will show the proof later.
Assume ﬁrst that P is non-trivial on deterministic Büchi-ω-CFAs. Let M be an ω-APA that B-accepts inﬁnite words over
some ω for which P(M) /= P(∅).
QBF can be reduced to P similarly to the previous reductions.
Let ϕ be some quantiﬁed boolean formula. Let C be the existing -APA, according to Lemma 6, that computes the truth
value of ϕ.
Let us deﬁne Dϕ as described in the second part of the proof of Theorem 8, such that Dϕ performs the rules of C in parallel
to the rules ofM on each input word. Note that = (start = 1 ∧ M). Also, recall that during the computation of Dϕ on every
inﬁnite word, the variable start is assigned with 1 after m steps, where m is the number of rounds of C to decide ϕ, iff P(∅)
is different from the truth value of ϕ. Otherwise, start = 0 during all the computations.
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Let w ∈ ω , let rD = 〈c1,c2, . . .〉 be the run of Dϕ on w, and let rM = 〈e1,e2, . . .〉 be the run of M on w. Note that each
conﬁguration ci is an extension of the corresponding conﬁguration ei. ci also contains the values of the variables of C (VC )
and start, in addition to the values of the variables ofM (VM), where the values of VM in ci and in ei are identical, for each i.
In the case that P(∅) is different from the truth value of ϕ, the variable start is assigned 1 after m cycles, and then the
values of the variables of C, including start, are not changed anymore. Only the rules ofM continue to be enabled. Hence, there
might be a difference concerning the satisfaction of  and M only on the ﬁrst ﬁnitely many corresponding conﬁgurations.
But "ﬁnitelymany items" does not affect the privilege of a conﬁguration to be included in inf (rD). Therefore, inf (rD) ≈ inf (rM),
i.e., they contain corresponding conﬁgurations.
w ∈ L(Dϕ) iff w is B-accepted by Dϕ iff  = (start = 1 ∧ M) is true on a conﬁguration cj ∈ inf (rD), for some j ≥ m, iff M
is true on ej ∈ inf (rM) iff w ∈ L(M). Hence, P(Dϕ) = P(M) /= P(∅) and hence P(Dϕ) = true iff ϕ is true.
In the case that P(∅) is equal to the truth value of ϕ, the variable start is never assigned with 1. Therefore, L(Dϕ) = ∅, and
hence, P(Dϕ) = true iff ϕ is true. Also, the size of Dϕ is only O(|ϕ|).
IfP is trivial on deterministic Büchi automata, but non-trivial on thewholeω-regular languages, we have to takeM to be a
deterministic (or non-deterministic) ω-APA that R-accepts or S-accepts (or B-accepts, respectively) some ω-regular language
L for which P(L) /= P(∅). The rest of the proof is very similar.
For the non-deterministic ω-APAs with acceptance by the Büchi condition, the proof proceeds in the same way. The only
difference is that now on each input word there might be many runs. However, in case P(∅) is different from the truth value
of ϕ, each run of Dϕ onwwill be accepting iff the corresponding run ofM onw is accepting, and hence Dϕ is equivalent toM.
Otherwise, in the case that P(∅) is equal to the truth value of ϕ, start = 0 always, and hence, L(Dϕ) = ∅.
In the cases of Rabin and Streett criteria, the only difference in the construction of Dϕ is the deﬁnition of the acceptance
set. Let M ⊆ (M × M) be the acceptance set of M. For the Rabin acceptance, we deﬁne the acceptance set of Dϕ to be
D = {(start = 1 ∧ 1,2)|(1,2) ∈ M}, and for the Streett acceptance, we deﬁne D = M ∪ {(start = 0,false)}.
In all the cases, Dϕ is equivalent toM if P(∅) is different from the truth value of ϕ, or Dϕ accepts the empty set, otherwise.
Hence, P(Dϕ) = true iff ϕ is true. Also, the size of Dϕ is only O(|ϕ|), and the construction space of Dϕ is log space. 
6. Conclusions
The PSPACE-hardness results that were shown in the above sections, were on deterministic CFAs. It follows that the results
hold also for EC-FAs (non-deterministic C-FAs), AC-FAs (C-FAs with ∀-parallelism) and EAC-FAs (ﬁnite automata that are
enriched by the three kinds of parallelism: E, A and C), since a C-FA is a special case of these machines.
In [14], it was shown that C-FAs and EA-FAs (alternating automata) on ﬁnite words are reverse-equivalent, which means
that there are polynomial size (and time) reductions from one machine accepting L to the other accepting LR. We would like
to mention that the formalism of the model of alternating automata that are reverse-equivalent to C-FAs, is of [2], in which
the transition function maps a state and an input letter to a positive Boolean formula over the set of states, including the
formulas true and false.
As a consequence of the reverse-equivalence,we can extend the PSPACE-hardness results also for EA-FAs (on ﬁnitewords).
For this purpose, we denote by PR the reversed property of some property P . For example, the reverse of detecting whether
all the words that are accepted by some machine start with some speciﬁc subword as preﬁx, is the problem of detecting
whether all words endwith the reverse of the subword as sufﬁx. The reverse of a problem concerning the number of words
in the language or the words lengths is actually equal to the original problem.
Proposition 13. Every property of regular languages described by EA-FAs, for which the appropriate reversed property on CFAs
is PSPACE-hard, is also PSPACE-hard.
Proof. Let P be some property of languages described by EA-FAs that satisﬁes the condition. Let PR be the appropriate
reversed property. In order to detect PR on some CFA A accepting L(A), one could simulate A by an EA-FA, B, of size poly(|A|)
in polynomial time, where L(B) = (L(A))R, and apply the reverse problem, (PR)R = P , on B. If the complexity of P on EA-FAs
was not hard for PSPACE, the samewould be true for the complexity ofPR on CFAs, which was shown to be PSPACE-hard. 
By comparing the complexity of the simplest problem, which is whether  ∈ L(M), on -CFAs and on EAC-FAs (ﬁnite
automata that are enriched by non-determinism (E), ∀-parallelism (A) and bounded cooperative concurrency (C), without
-moves), we can conclude:
Proposition 14. There is no polynomial simulation of an -CFA by an EAC-FA unless P = PSPACE.
Proof. Detecting whether  ∈ L(M) for an EAC-FA M is done easily, in polynomial time, by checking whether the initial
conﬁguration satisﬁes the termination condition;whereas, according to Corollary 11 part 2, it is PSPACE-complete for -CFAs,
since on DFAs it sufﬁces to check whether the initial state is an accepting state. 
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It follows that in contrast to E-FAs (NFAs) on which there is a polynomial-time algorithm for removing the -moves,
there are no such algorithms for removing the -moves from all kinds of automata (with or without E or A) containing the C
feature. It also follows that there is no polynomial algorithm for removing the -moves from -EA-FAs (alternating automata
with  moves). Otherwise, we could remove -moves from an -C-FA by converting it to an -EA-FA (accepting its reversed
language) by a similar simulation to that described in [14]. Then we could remove the -moves and convert it back to a C-FA.
These results strengthen the "feeling" that the C feature is stronger than the power of E or A separately. The immediate
feeling about C, E, and A having equal power follows from the main result of Drusinsky and Harel [3], which is that each one
of E, A and C contributes one exponent to the succinctness of the automaton. They showed that EAC-FAs are more succinct
than DFAs by three exponents, in the following (upper and lower bound) sense, (1) any EAC-FA can be simulated by a DFA
with at most three exponents growth in size and (2) there is a family of regular languages Ln, for n > 0, such that each Ln is
accepted by an EAC-FA of logarithmic size, but the smallest DFA accepting it is of size (22
n
).
However, there are several facts indicating that the power of the C feature is more similar to the power of both E and A:
(1) There are polynomial-time simulations of E-FAs (NFAs) and A-FAs by C-FAs; but C-FAs are exponentially more succinct
than E-FAs or A-FAs in both upper and lower senses [3].
(2) The upper and lower bounds between EA-FAs and C-FAs are of one exponent in both directions [3].
(3) EA-FAs and C-FAs are reverse-equivalent [14].
(4) There are no polynomial-time algorithms for removing -moves fromEA-FAs as fromC-FAs (unless P=PSPACE), in contrast
to the existence of such algorithms for E-FAs and for A-FAs.
In addition to the results in [3,13,7,11], this paper supports the inherent exponential power of cooperative concurrency,
that causes the complexity of problems on automata with the C feature to be harder.
In this paper, the results are established only for APAs and C-FAs. However the technique for proving PSPACE-hardness
results that is presented here can be used also for some other models that contain the C feature. In particular, for concurrent
transition systems, that were deﬁned in [11]. Concurrent transition systems are actually C-FAs that are enriched with a
labeling function that labels each state with a set of local observable events that occur, or hold, in the state. Instead of
accepting languages, they are used for modeling program’s implementation and speciﬁcation. The construction appearing
in the proof of Lemma 6, that is the basis for our main result, can be clearly done also by concurrent transition systems.
Concerning1-safePetrinets, it isnothard to simulatea (labeled,deterministic)1-safePetrinetbyanequivalentpolynomial
C-FA. However, the opposite direction does not seem true and we conjecture that indeed there is no polynomial simulation.
Hence, the PSPACE-hardness result is not immediately derived for 1-safe Petri nets. Nevertheless, in a separate future paper,
we show that the speciﬁc -APA, C, that we have constructed in the proof of Lemma 6, can be simulated by an equivalent
polynomial 1-safe Petri net. The general idea is as follows. First, one can translate C into an -APA that contains only rules for
which their left side contain only conjunctions, and all the variables participating the assignments in their right side, appear
also in their left side. Then, the accepted -APA can be translated into an equivalent labeled 1-safe Petri net. The results that
are based on Lemma 6 can then be adopted for 1-safe Petri nets by applying similar techniques.
In [18], Majster-Cederbaum and Minnameier give a polynomial translation from 1-safe Petri nets to interaction systems.
Hence, the establishment of the PSPACE-hardness results for 1-safe Petri nets yields these results also for interaction systems.
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