. Multicellularity has evolved repeatedly and is widespread across the tree of life, ranging from the canonical examples of multicellular organisms (animals, plants, fungi) to filamentous bacteria or aggregating social amoebae. Independent evolutionary origins of multicellularity have given rise to a wide variety of multicellular life cycles [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] that differ in their mode of group formation (how groups are built from single cells), the mode of group propagation or reproduction (how groups give rise to new groups), and in the resulting life history traits (for example, group size, longevity, or timing of group reproduction). For example, group formation can occur via cells staying together after division (ST, or clonal development), cells coming together (CT, or aggregation) or via a mix of CT and ST 6, 9, 19, 20 , whereas group reproduction modes can range from binary fission (groups splitting into two) to the release of single-celled propagules or even the complete dissolution of groups into single cells [21] [22] [23] . How diverse multicellular life cycles and life histories can come about remains an open question.
Our understanding of the life cycles that arise at the very origin of multicellularity has been greatly illuminated by recent empirical advances [24] [25] [26] [27] [28] 29 . Experimental evolution studies have demonstrated that multicellular life cycles can readily emerge given the right preadaptations and ecological conditions [30] [31] [32] [33] [34] . Comparative genomics studies have shown that transitions to multicellularity are facilitated by the reorganization of molecular pathways that are already present in the unicellular ancestor, thus revealing the important role of the unicellular ancestor in shaping primitive multicellular life [35] [36] [37] [38] . Despite these empirical developments, the emergence of multicellular life cycles from unicellular ancestors has received surprisingly limited theoretical attention. Instead, theoretical studies tend to take the emergence of a multicellular life cycle for granted (but see refs. [39] [40] [41] ) and examine how different life cycles may be favoured under different ecological conditions 19, 21, 42, 43, 44 or how group properties (such as group integrity or the division of labour between group members) may evolve in the context of a given life cycle [45] [46] [47] [48] [49] [50] . There have been no theoretical studies that, starting from the unicellular ancestor, have systematically explored the multicellular life cycles and life histories that can originate.
Here, we approach this question by developing a mechanistic model for the evolution of multicellularity that explicitly accounts for the unicellular ancestor and its ecology (see Methods for full details and Table 1 for parameters). In this model, group formation results from cell stickiness, which we assume to arise as a promiscuous function of an ancestral gene. Evolution acts on the regulation of this gene, leading to the emergence of multicellular life cycles. Because the life cycle is an emergent feature of the model, this bottom-up approach allows us to explore, without a priori expectations, what life cycles may arise starting from a unicellular ancestor and how those life cycles are shaped by ecological conditions and ancestral constraints.
Specifically, we consider a finite population of haploid, asexually reproducing cells that undergo density-dependent population growth and experience two sources of mortality-one intrinsic and one due to predation. Since many unicellular organisms face fluctuating environmental conditions, such as the feast and famine cycles in soil-dwelling amoebae or the diurnal cycle in photosynthetic algae, we assume that our cells live in a fluctuating environment. For simplicity, we consider only two alternating environments of equal length. In each environment, selection favours (via a reproductive benefit) the expression of a different gene-gene A in environment 1 and gene B in environment 2. To allow selection to act on gene 
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The evolution of multicellularity has given rise to a remarkable diversity of multicellular life cycles and life histories. Whereas some multicellular organisms are long-lived, grow through cell division, and repeatedly release single-celled propagules (for example, animals), others are short-lived, form by aggregation, and propagate only once, by generating large numbers of solitary cells (for example, cellular slime moulds). There are no systematic studies that explore how diverse multicellular life cycles can come about. Here, we focus on the origin of multicellularity and develop a mechanistic model to examine the primitive life cycles that emerge from a unicellular ancestor when an ancestral gene is co-opted for cell adhesion. Diverse life cycles readily emerge, depending on ecological conditions, group-forming mechanism, and ancestral constraints. Among these life cycles, we recapitulate both extremes of long-lived groups that propagate continuously and short-lived groups that propagate only once, with the latter type of life cycle being particularly favoured when groups can form by aggregation. Our results show how diverse life cycles and life histories can easily emerge at the origin of multicellularity, shaped by ancestral constraints and ecological conditions. Beyond multicellularity, this finding has similar implications for other major transitions, such as the evolution of sociality.
regulation, each cell is equipped with a Boolean gene regulatory network [51] [52] [53] [54] (Fig. 1a) . Cells can sense their environment and, via gene regulation, determine the expression of genes A and B. The gene regulatory network is subject to evolution: when a cell divides, the real-valued weights of the regulatory connections can change through mutation. Cell division, cell death, and mutations in the gene regulatory network all occur stochastically at each time step.
In each simulation, we first let the unicellular ancestor evolve in its fluctuating environment, starting from an empty regulatory network (that is, all network parameters are set to 0). A gene regulatory network arises that restricts expression of gene A to environment 1 and expression of gene B to environment 2 ( Supplementary Fig. 1 ). Eventually, most cells in the population will be equipped with this phenotypic switch, although, because mutations continue to occur, other expression patterns will be present as well.
After a fixed number of time steps, chosen to be large enough for the phenotypic switch to have evolved in all simulations, we allow cells to form multicellular groups. Specifically, we assume that, due to ecological or physiological changes, the expression of gene A promiscuously gives rise to a rudimentary form of cell adhesion, in addition to its ancestral function [55] [56] [57] . This assumption is motivated by the fact that many independent transitions to multicellularity feature the co-option of ancestral genes for multicellular functions [35] [36] [37] [38] [58] [59] [60] . The ancestral gene A could, for instance, encode a cell surface protein that allows cells to interact with their external environment by binding to extracellular entities 61 ; this surface protein could then 'accidentally' start causing cells to stick to each other as well. Since stickiness arises as a promiscuous trait of an ancestral protein, we do not expect that becoming sticky is directly costly to the cell (although there will be indirect costs arising from group formation, as detailed below). We first consider the case where all cells expressing gene A have the same constant level of stickiness s between 0 and 1; subsequently, we also investigate how the ability to evolve the level of stickiness impacts our results. Cells that do not express gene A are not sticky.
At first, we assume that groups can only form when dividing cells fail to separate after division (ST) (Fig. 1b) ; subsequently, we also explore aggregation (CT) as an additional group formation mechanism. Once formed, groups can also disintegrate. For simplicity, we assume that group disintegration occurs as a result of single cells detaching one by one, and not via fragmentation into larger subgroups. The probability of detachment depends on the stickiness levels of both the cell and the group, with sticky cells less likely to detach and stickier groups less likely to lose cells (Fig. 1b) .
Ecologically, there are both costs and benefits to group formation (Fig. 1c) . We assume that groups that have grown sufficiently large (≥k cells) have a survival advantage, for example because they are able to escape predation by a phagotrophic predator 34, 62 . Thus, groups that are below size k are subject to the same predation mortality as single cells, while groups of at least size k incur no mortality due to predation. All cells are subject to intrinsic cell death, whether they are in a group or not. At the same time, we assume that group formation comes at a reproductive cost to constituent cells, to account for the fact that increased local cell density may lead to limited access to nutrients and accumulation of waste products 63 . These costs are implemented by dividing each cell's probability to reproduce by the size of the group it belongs to. The purpose of these large costs is to consider a 'worst-case' scenario for the evolution of multicellularity. Because the costs of group formation increase with group size, groups cannot grow indefinitely. The maximum size that groups can reach is determined by cell stickiness, with stickier cells being able to build larger groups (Supplementary Analysis 1 and Supplementary Fig. 2) . We use our model to simulate the origin of multicellularity and investigate the properties of the emergent multicellular life cycle that derives from the temporal expression pattern of gene A (which determines when cells are sticky and can engage in group formation). Two selective forces act simultaneously on the regulation of gene A: selection on the ancestral function favours cells that restrict expression of gene A to environment 1, whereas selection on the promiscuous stickiness function may-due to the costs and benefits associated to multicellularity-favour cells with alternative expression patterns. We use the term strategy to refer to the temporal expression pattern of gene A (Supplementary Methods); for example, the ancestral strategy (henceforth strategy I) is the one that expresses gene A only in environment 1.
Diverse life cycles emerge during the evolution of multicellularity. We study different ecological scenarios for the evolution of multicellularity, by varying cell stickiness s (which determines how large groups can grow; Supplementary Fig. 2 ) and the minimum group size k required to avoid predation (which determines how large groups need to be for multicellularity to be beneficial). We ran simulations for a range of parameter combinations and for each Table 1 for parameters). The probability to dissociate (1 − s cell )(1 − s group ) depends on cell stickiness s cell and group stickiness s group , which is simply the mean stickiness of all group members. c, Costs and benefits of group formation. Cells in sufficiently large groups (size at least k) have a survival advantage because they incur no mortality due to predation.
simulation we determined the most prevalent strategy at the end of the simulation (Fig. 2a ). This strategy may either outcompete other strategies completely or be the most abundant one of two coexisting strategies (for example, Fig. 2b ). For large k, the expected benefits of multicellularity are low regardless of the value of s (since, even for high values of s, it is unlikely that groups will reach size k). If s is low, the costs of group formation are also low and cells retain the ancestral strategy (Fig. 2a,b) : groups form in environment 1 but fall apart instantaneously upon entering environment 2, where cells lose their stickiness (Fig. 2c , strategy I). At higher values of s, cells incur larger reproductive costs due to group formation, while still receiving little expected benefit in return. Consequently, selection acts against multicellularity and favours cells that avoid the costs of group formation by reducing the expression of gene A. Indeed, in this parameter regime, we observe the evolution of a second strategy, II, in which gene A is still only expressed in environment 1, but in an oscillating fashion (Fig. 2a,b ). This innovation counteracts group formation-because groups that have formed will fall apart as soon as cells lose their stickinesswhile, at the same time, mitigating the costs associated with failure to express gene A in environment 1. The resulting life cycle is essentially unicellular (Fig. 2c) .
For lower values of k, the selective landscape is different, because the survival advantage of multicellularity can come into play, provided that cells are sufficiently sticky for groups to consistently reach size k. Indeed, when s is sufficiently large, a third strategy, III, emerges, in which cells express gene A constitutively (Fig. 2a,b) . Strategy III gives rise to a life cycle with obligate group formation ( Fig. 2c) , in which cells are only solitary from the moment they accidentally detach from their group until their next cell division. Strategy III either replaces the ancestral strategy completely or coexists with it ( Fig. 2b) . Coexistence of strategies I and III is facilitated by the environmental fluctuations; altering the frequency of environmental fluctuations disrupts the coexistence (Supplementary Analysis 2 and Supplementary Figs. 3 and 4) .
When s is too high, cells rarely detach from their group, which affects group propagation and leads to unnecessarily large (and thereby reproductively costly) groups. As a consequence, when s is increased at intermediate values of k-where strategies I and III coexist-strategy III loses ground to strategy I. When s is increased at the smallest values of k, an unexpected strategy IV appears, which expresses gene A in both environments except at the shift from environment 2 to environment 1 (Fig. 2a,b) . The brief interruption of stickiness causes groups that have formed to fall apart into solitary cells, leading to a life cycle that features a fixed period of group growth, followed by a reproduction event in which all cells in the group are released as unicellular propagules (Fig. 2c) . Thereby, strategy IV simultaneously solves both problems of unlikely propagation and unnecessarily large groups.
The emergence of four different strategies, I-IV, is robust to changes in the frequency of the environmental fluctuations, the costs and benefits associated to multicellularity, and the evolutionary history of the unicellular ancestor (Supplementary Analysis 3 and Supplementary Figs. 4 and 5), although the parameter regimes under which the different strategies emerge may be altered. For example, in a faster-changing environment, strategies I and IV, for which the environment dictates how much time groups have available to grow, emerge under a narrower range of conditions ( Supplementary Fig. 4 ).
The evolution of novel life cycles depends on changes in the ancestral gene regulatory network. To assess these changes, we qualitatively analysed the networks that emerged in the simulations displayed in Fig. 2 . In this analysis, we restrict attention to critical network connections and ignore redundant connections that can be removed without affecting network function (see Supplementary Analysis 4 for details). We find that the emergent networks encoding strategies I and III can be classified into eight qualitatively different network topologies, consisting of only two or three network connections (Fig. 3) . For the more complex strategies II and IV, a wider range of network topologies is realized, as these strategies require more network connections-including connections within the regulatory layer (Fig. 3) . Accordingly, when we run simulations in which the ancestral gene regulatory network is simplified by removing one of the regulatory nodes, evolution of strategies II and IV is affected, with strategy IV failing to evolve altogether (Supplementary Fig. 6a ; adding an extra regulatory node, however, does not lead to the evolution of additional strategies; see Supplementary Fig. 6b) . Thus, the evolution of novel life cycles is constrained by the complexity of the ancestral gene regulatory network.
Finally, we relaxed the assumption that cell stickiness is a rigid physiological constraint and investigated the emergence of multicellular life cycles when evolution acts not only on the regulation, but also on the level of cell stickiness. Cell stickiness is initialized at 0 and has to arise gradually via cumulative mutations (see Methods). Cells still need to express gene A to be sticky, but two cells that express gene A can now evolve different stickiness levels. In this evolvable-stickiness scenario, we recover the evolution of the multicellular strategies III (for k = 3) and IV (for k = 2) ( Supplementary Fig. 7 ). For k ≥ 4 stickiness stays close to 0 and cells retain the ancestral strategy I (see Supplementary Fig. 7 for k = 4). where n is the current population size and j is the group size of the cell in question. Values are omitted for parameters that are varied across simulations (k, s) and evolvable parameters of the gene regulatory network (h X , w X→Y ).
Strategy II never evolves, because disadvantageous group formation can now be prevented by lowering stickiness rather than by downregulating the expression of gene A. Interestingly, the stickiness level that a cell evolves depends on its strategy ( Supplementary  Fig. 7 ). Cells that are continually sticky (strategy III) do not evolve maximum stickiness, ensuring that groups do not grow unnecessarily large and propagules still occasionally detach from their group. In contrast, evolution of strategy IV is coupled to the evolution of maximum stickiness. In this case, cells never detach accidentally, so group dissolution is the only way that groups can reproduce. Thus, the evolution of a specific multicellular life cycle is coupled to the evolution of a certain cell stickiness level.
Emergent life cycles vary in their life history traits. The nascent life cycle determines the life history traits of the emergent groups, including group size, group longevity, and the various aspects of group reproduction (efficiency, timing, and so on). To compare the life history traits of different emergent life cycles, we focused on an ecological regime in which two multicellular strategies (III and IV) have a selective advantage over the ancestral strategy. This allows us to compare the resulting life cycles under identical ecological conditions ( Fig. 4 ; k = 2 and s = 0.99).
We quantified group life history traits by tracking individual groups from the moment they were formed by division of a solitary cell until they completely disintegrated by a combination of cell death and cell detachment (there is no group death for k = 2). Relative to strategy IV, strategy III leads to larger (Fig. 4a) and longer-lived (Fig. 4b) groups, more variable group lifespan (Fig. 4b) , as well as more variable number of offspring per group (that is, the total number of unicellular propagules released over the group lifespan) (Fig. 4c) . To explore the efficiency of group propagation, we tracked the fate of individual cells. Whereas in strategy III groups only 9% of cells are eventually released (with the other 91% staying in the group until they undergo intrinsic cell death), in strategy IV groups this proportion increases to 59% (Fig. 4d) , indicating that strategy IV groups are able to propagate more efficiently.
Thus, despite the fact that there is only a small difference in gene expression between strategies III and IV, they give rise to life cycles Table 1 ). When s = 1, sticky cells never dissociate. b, Evolutionary dynamics for five simulations with qualitatively different behaviours, corresponding to the sub-rectangles highlighted with a white contour in a. Colours indicate strategies; strategies other than I-IV are depicted in grey. Each simulation is run for 10 6 time steps (1,666 environmental periods), with multicellularity being possible from t = T 1 = 10 5 (see Supplementary  Fig. 1 for unicellular evolutionary dynamics). Percentages and colours indicate the most prevalent strategy and its prevalence (see a). c, Different strategies lead to different emergent life cycles. Schematics give a qualitative description of the life cycle over one environmental period (from environment 2 to environment 1 and back); quantitative aspects of the life cycle (for example, attained group sizes) also depend on the values of k and s. with drastically different life history traits. Whereas strategy IV leads to small, short-lived groups that reproduce quickly in essentially a single reproductive event (akin to r-selected species 64, 65 ), strategy III yields larger, longer-lived groups that reproduce repeatedly (akin to K-selected species 64, 65 ).
Group formation via CT favours short life cycles. Thus far, we studied a scenario in which groups can only form via ST. Depending on ecological conditions, CT can also occur, as cells 'bump into' groups and become attached. We implemented CT in addition to ST, assuming a well-mixed environment where solitary cells interact randomly with each other and with groups (Fig. 1b) . CT allows for the formation of heterogeneous groups; however, we do not expect within-group conflicts to play a big role in our model, because group members that try to free-ride by losing their stickiness (to avoid the cost of expressing gene A in the wrong environment) are quickly released from their group. Nevertheless, CT has a potential to affect the evolutionary dynamics, because it allows for fast group formation 66, 67 . Indeed, upon introducing CT, two new strategies, V and VI, emerge, in addition to the four found previously (Fig. 5a ). Strategy V is the 'mirror image' of strategy IV: cells lose their stickiness upon entering environment 2 instead of environment 1 (Fig. 5b) . With strategy VI, cells lose their stickiness at both environment shifts (Fig. 5b) . Strategies V and VI are unique among strategies I-VI in that they depend on the formation of groups from single cells in environment 2. Group formation via ST is slower in environment 2 than in environment 1, due to the reproductive costs associated with expressing gene A outside its ancestral range. When CT is possible, however, group formation can occur rapidly in either environment, which explains why strategies V and VI only evolve in this case.
The two new strategies, V and VI, arise for low k and sufficiently high s. Dynamically, we observe a succession of strategies in this range: initially one of the strategies IV and V emerges, to be eventually replaced by strategy VI (Fig. 5c ). It is a matter of chance which one of strategies IV and V initially emerges in a given simulation; however, once one of them has emerged, it excludes the other (Fig. 5d) . Strategy VI is able to invade both strategies IV and V (Fig. 5d ), but it can take a long time to emerge (Fig. 5c ) because networks encoding strategy VI are rare (Supplementary Fig. 8 ). Strategy VI is evolutionarily stable (Fig. 5d) , resisting invasion by other strategies. Because strategy VI leads to a twofold shorter life cycle than strategies IV and V-the maximum group lifespan is halved and reproduction via complete dissolution occurs twice as frequently (Fig. 5b) -these results suggest that CT favours shorter life cycles.
Indeed, comparing Fig. 5a to Fig. 2a shows that when CT is possible, shorter life cycles (I, IV, V, VI compared with III) evolve under a Table 1 for parameter values). Colour indicates the most prevalent strategy at the end of the simulation; colour intensity indicates what fraction of the final population adopts the most prevalent strategy. For each parameter combination (large rectangles), results are shown for nine replicate simulations (small sub-rectangles). With strategy V, cells are always sticky except at the shift from environment 1 to environment 2; with strategy VI, cells lose their stickiness at both environment shifts (strategies I-IV are as in Fig. 2 ). Each simulation is run for wider range of conditions. Frequently reverting to the solitary stage allows cells to avoid the reproductive costs associated with forming unnecessarily large groups; when CT is possible, solitary cells can then reassemble into groups of beneficial sizes faster than with ST alone. In the resulting life cycles, CT is responsible for the quick assembly of small groups from single cells, whereas ST facilitates continued group growth when small groups have already formed and few solitary cells remain (Supplementary Fig. 9 ).
Discussion
Taken together, our results demonstrate how diverse life cycles and life histories could emerge at the origin of multicellularity through the co-option of ancestral regulatory mechanisms. Our theoretical approach, which explicitly accounts for the internal organization of the unicellular ancestor and its ecology, allows us to untangle some of the factors shaping nascent life cycles, including the physiological constraints on group formation, the available environmental information that can be used to scaffold the life cycle, and the regulatory complexity of the ancestor. However, even though we include these various layers of complexity, we have kept our model purposefully simple, reducing the input that cells receive to global, periodic environmental information, limiting the group formation mechanisms to either only ST or a combination of CT (only via solitary cells) and ST, and disregarding spatial structure and group geometry. Including additional biological features would further add to our understanding of the life cycles that can emerge during a transition to multicellularity. For example, if groups have an explicit geometry 68 , the likelihood of within-group conflicts could increase as free-riding, non-sticky cells might get trapped inside the group (rather than be very quickly expunged) and grow at a much faster rate than the rest 69 . Similarly, an interesting possibility arises if, in addition to the global environment, cells also have the ability to sense local cues, such as the state of their current group (for example, size, age, composition), and adapt their behaviour accordingly. Such innovations could lead to the evolution of developmental programs that establish a life cycle without relying on environmental triggers 25, 26, [70] [71] [72] [73] [74] . There are clear parallels between the primitive life cycles in our model and the life cycles of extant multicellular organisms, although we stress that these comparisons should be made cautiously since our model focuses on life cycles that arise at the very origin of multicellularity. Our life cycles with obligate group formation, in which groups are long-lived and reproduce through the repeated production of single-celled propagules, resemble the life cycles of both the paradigmatic examples of multicellularity (animals, plants, fungi), and of some more primitive multicellular entities, for example, bacterial biofilms 75, 76 . The life cycles with short-lived groups that propagate only once, by simultaneously releasing all cells that make up the group, are reminiscent of fruiting body formation in cellular slime moulds and myxobacteria. Interestingly, our model predicts that this type of life history is particularly favoured when CT is available as a group formation mechanism, which is consistent with the fact that most examples of aggregative multicellularity are indeed characterized by a short-lived multicellular life stage with a single propagation event [77] [78] [79] . Notably, this outcome results from our model even in the absence of within-group conflicts, which are typically considered to be responsible for the transience of CT life cycles 25, 26 . Although we focused on multicellularity, our approach is sufficiently general to have implications for other major hierarchical transitions as well, such as the evolution of sociality 3, 4, [80] [81] [82] . Our work suggests that, analogous to multicellular life cycles, diverse grouping behaviours in social animals [83] [84] [85] [86] [87] [88] [89] could have evolved early during evolutionary transitions to sociality, drawing on phenotypic properties and decision-making strategies that were already present in the solitary ancestor.
Methods
For the evolutionary simulations, a computational model was implemented in Python (see Supplementary Methods for pseudocode). All relevant parameters are in Table 1 .
Gene regulation. Each cell is equipped with a gene regulatory network (GRN) that is subject to evolution (Fig. 1a) . The GRN consists of three layers: an input layer, a regulatory layer and an output layer. The input layer consists of two external factors E 1 and E 2 that represent environmental input. Environment 1 is specified by E 1 = 1 and E 2 = 0; environment 2 is specified by E 1 = 0 and E 2 = 1. The environment switches back and forth between environment 1 and environment 2 every ∕ T 2 steps. Thus, an environmental period consists of T time steps during which the population experiences each environment for ∕ T 2 time steps. The regulatory layer consists of two genes R 1 Reproduction and death. At each time step, each cell has a certain probability to divide and a certain probability to die. The division probability of a cell depends on its phenotype (that is, whether it expresses genes A and B) and the environment. In environment 1, cells with the optimal phenotype (A on, B off) divide with probability b = b max . Cells with the opposite phenotype (A off, B on) divide with a much lower probability b = b min . Cells with other phenotypes (A and B both on, or A and B both off) divide with an intermediate probability b = b int . In environment 2 the situation is exactly the opposite, and the maximum division probability is achieved by cells expressing gene B but not gene A. We implement density dependence by letting the population grow logistically with carrying capacity N. This means that, at any given time, each cell's division probability b is multiplied by − ∕ n N 1 , where n is the number of cells at that time. There are two sources of mortality. The main contributor to mortality is predation, which occurs with probability d pred . There is also intrinsic cell death, occurring with a much smaller probability d cell . In contrast to cell division, death occurs independently of a cell's phenotype.
Stickiness. We first let the unicellular ancestor evolve for T 1 time steps, without multicellularity being possible. After these T 1 time steps, cells expressing gene A become sticky; all such cells have the same stickiness 0 ≤ s ≤ 1. Cells that do not express gene A are not sticky. We also consider a variant of the model in which stickiness itself is evolvable (while still being linked to expression of gene A). In this case, initially all cells have stickiness 0. After the first T 1 time steps, mutations in stickiness occur with probability μ when cells divide. For simplicity, we use the same mutation probability as for the GRN. Similar to mutations in the GRN, mutations in stickiness are implemented by adding to the current stickiness a random value drawn from the normal distribution with mean 0 and standard deviation σ sticky . If the new stickiness lies outside [0,1], we take the extreme value that was exceeded as the new value.
Group dynamics. Group formation via ST occurs whenever a cell divides (Fig. 1b) . The daughter cell joins the group of its parent. Group formation via CT is implemented by allowing sticky solitary cells to join groups or other solitary cells with probability β at each time step. We do not consider CT events between groups of size larger than 1. Cells dissociate from their group with probability (1 − s cell ) (1 − s group ) at each time step, where s cell is the stickiness of the cell and s group is the mean stickiness of all group members (Fig. 1b) . Cells that are not sticky (s cell = 0) are more likely to leave their group than cells that are sticky (s cell = s). In particular, a group that has only non-sticky members (s group = 0) falls apart instantaneously because every group member has dissociation probability 1. This means that non-sticky cells are not able to form groups by ST, because, after division, the two daughter cells will separate immediately. Groups always disintegrate cell-by-cell; we do not consider group fragmentation.
Costs and benefits of group formation. The minimal group size required to avoid predation is denoted by k. At each time step, groups of size lower than k die as a whole, due to predation, with probability d pred (same as solitary cells). Solitary cells, as well as cells within groups (including those of size at least k), undergo intrinsic cell death with probability d cell . The costs of group formation are implemented by dividing the division probability b (defined above) of each cell in a group by the size of the group. Thus, the combined reproductive potential of all cells in a group equals the reproductive potential of a solitary cell.
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