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Repre´sentations p-adiques et normes universelles
I. Le cas cristallin
Bernadette Perrin-Riou
Re´sume´ : Soit V une repre´sentation p-adique cristalline du groupe de Galois absolu
GK d’une extension finie non ramifie´e K de Qp et T un re´seau stable par GK . On
de´montre le re´sultat suivant :
Soit Fil1V la plus grande sous-repre´sentation de V ayant ses poids de Hodge-Tate
strictement positifs et Fil1T = T ∩Fil1V . Alors, la limite projective des H1g (K(µpn), T )
est e´gale modulo torsion a` la limite projective des H1(K(µpn),Fil
1T ). En particulier,
son rang sur l’alge`bre d’Iwasawa est e´gal a` [K : Qp] dimFil
1V .
Abstract : Let V be a crystalline p-adic representation of the absolute Galois group
GK of an finite unramified extension K of Qp and T a lattice of V stable by GK . We
prove the following result :
Let Fil1V be the maximal sub-representation of V with Hodge-Tate weights strictly
positive and Fil1T = T ∩ Fil1V . Then, the projective limit of the H1g (K(µpn), T ) is
equal up to torsion to the projective limit of the H1(K(µpn),Fil
1T ). So its rank over
the Iwasawa algebra is [K : Qp] dimFil
1V .
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Soit p un nombre premier impair, K = Qp et soient Kn = Qp(µpn) le corps des
racines pn-ie`mes de l’unite´ d’ordre pn dans une cloˆture alge´brique Qp de Qp, K∞
la re´union des Kn et G∞ = Gal(K∞/K). Soit une courbe elliptique E de´finie sur
Qp. Si E(Kn) est le groupe des points de E de´finis sur Kn, la limite projective
des E(Kn) pour les applications de trace a d’abord e´te´ e´tudie´e lorsque E a bonne
re´duction ordinaire par Mazur et Manin ([9],[10]), puis lorsque E a bonne re´duction
supersingulie`re ([6],[16],[11]). Dans le premier cas, c’est un Zp[[G∞]]-module de rang
1, dans le second cas, il est nul. De manie`re e´quivalente, dans le cas supersingulier,
par la dualite´ locale de Tate, le groupe de cohomologie galoisienne H1(K∞, E(Qp)) =
H1(Gal(Qp/K∞), E(Qp)) est nul et en notant Ep∞ le groupe des points de torsion
p-primaire de E(Qp), on a alors l’isomorphisme
Qp/Zp ⊗ E(K∞) ∼= H
1(K∞, Ep∞) .
Des re´sultats de ce type ont e´te´ e´tendus aux groupes formels ([16], [11]). Soit
maintenant V une repre´sentation p-adique de GQp = Gal(Qp/Qp), c’est-a`-dire un Qp-
espace vectoriel de dimension finie muni d’une action line´aire et continue de GQp et
soit T un Zp-re´seau de V stable par GQp. L’analogue des E(K) ou plutoˆt du comple´te´
p-adique lim←− nE(K)/p
nE(K) a e´te´ fourni par Bloch et Kato : pour ∗ ∈ {e, f, g},
ils construisent des sous-Qp-espaces vectoriels H
1
∗ (K, V ) du groupe de cohomologie
galoisienne H1(K, V ) = H1(Gal(Qp/K), V ) et un Zp-module de type fini H
1
∗ (K, T )
comme l’image re´ciproque de H1∗ (K, V ) dans H
1(K, T ).
La question suivante se pose alors : que peut-on dire de la limite projective des
H1∗ (Kn, T ) que nous noterons Z∞,∗(K, T ) ou, de manie`re duale, que peut-on dire de la
diffe´rence entre H1(K∞, V/T ) et H
1
∗ (K∞, V/T ) ou` H
1
∗(K∞, V/T ) est la limite inductive
des Qp/Zp ⊗ H
1
∗ (Kn, T ) ? C’est ce proble`me que nous abordons ici. Nous prenons
maintenant pour K une extension finie de Qp.
Nous supposons de´sormais que V est une repre´sentation p-adique de Hodge-Tate,
c’est-a`-dire qu’il existe des entiers j tels que, si Cp est le comple´te´ p-adique de Qp, on
a la de´composition de Hodge-Tate de GK-modules
Cp ⊗ V ∼= ⊕i∈ZCp ⊗K (Cp ⊗ V (−i))
GK (i)
ou` W (i) de´signe le twist a` la Tate W ⊗ Qp(i) (l’action de Galois est twiste´e par la
puissance i-ie`me du caracte`re cyclotomique χ : G∞ → Z
∗
p). Les nombres de Hodge-
Tate sont alors les hj(V ) = dimK(Cp ⊗ V (−i))
GK , les poids de Hodge-Tate sont les
entiers j tels que hj(V ) est non nul.
Les trois Zp[[G∞]]-modules Z∞,∗(K, T ) sont essentiellement les meˆmes. Rappelons
que Z∞,g(K, T ) est un sous-Zp[[G∞]]-module de la limite projective Z
1
∞(K, T ) des
modules H1(Kn, T ), que le module de torsion de Z
1
∞(K, T ) (en tant que Zp[[Γ]]-
module avec Γ = Gal(K∞/K1)) est isomorphe a` T
GK∞ . Le sous-module de torsion de
Z∞,g(K, T ) se calcule aise´ment. Aussi, nous nous inte´ressons au quotient Z˜∞,g(K, V )
de Z∞,g(K, V ) = Qp⊗Z∞,g(K, T ) par son Qp⊗Zp[[Γ]]-module de torsion et meˆme plus
simplement au rang de Z∞,g(K, T ) comme Zp[[G∞]]-module ou plutoˆt au Zp[[Γ]]-rang
des sous-espaces propres sous l’action de ∆ = Gal(K1/K).
Lorsque les poids de Hodge-Tate de V sont tous strictement positifs, on a
H1g (Kn, V ) = H
1(Kn, V ). Donc, Z∞,g(K, T ) est e´gal a` Z
1
∞(K, T ) = lim←− nH
1(Kn, T )
et est donc un Zp[[G∞]]-module de rang [K : Qp] dimQp V . Lorsque les poids de Hodge-
Tate sont ne´gatifs ou nuls, l’espace tangent de V est nul et Z∞,g(K, T ) est de torsion.
Dans ces deux cas extreˆmes, le proble`me pose´ est donc vite re´solu.
Le premier cas qui a e´te´ e´tudie´ est celui ou` la repre´sentation V est de Dabrowski-
Panschiskhin (D-P), c’est-a`-dire qu’il existe une sous-repre´sentation p-adique Fil1 V de
V telle que les poids de Hodge-Tate de Fil1 V sont tous strictement positifs et les poids
de Hodge-Tate de V/Fil1 V soient tous ne´gatifs on nuls. C’est en particulier le cas
lorsque V est une repre´sentation p-adique ordinaire, avec le cas encore plus particulier
ou` V a un seul poids de Hodge-Tate.
0.1. Proposition. Soit V une repre´sentation p-adique de D-P telle que V GK∞ = 0.
Alors, Z∞,g(K, V ) est isomorphe a` Z
1
∞(K,Fil
1 V ). C’est un Qp ⊗ Zp[[G∞]]-module de
rang [K : Qp] dimQp Fil
1 V = [K : Qp]
∑
j>0 hj(V ).
Remarquons que [K : Qp]
∑
j>0 hj(V ) est aussi la dimension de l’espace tangent
tV (K) de V sur K.
Lors d’une discussion ou` je lui parlais d’un re´sultat partiel dans le cas ou` V est
irre´ductible, Nekova´rˇ a propose´ la conjecture suivante :
Conjecture A. Soit V une repre´sentation p-adique de GK qui est de de Rham. Soit
Fil1 V la plus grande sous-repre´sentation p-adique de V dont les poids de Hodge-
Tate sont strictement positifs. Alors, Z1∞(K,Fil
1 V ) est contenu dans Z∞,g(K, V ) et
le conoyau est un Zp[[Γ]]-module de torsion.
De´finition. On dit que V ve´rifie (N) si V n’admet pas de sous-repre´sentation non
triviale W telle que les nombres de Hodge-Tate de W soient tous strictement positifs.
Le quotient V/Fil1 V ve´rifie la proprie´te´ (N). Par un argument de de´vissage, on
montre facilement que la conjecture (A) est e´quivalente a` la conjecture suivante :
Conjecture A’. Soit V une repre´sentation p-adique de de Rham ve´rifiant (N). Alors
Z∞,g(K, V ) est un Qp ⊗ Zp[[Γ]]-module de torsion.
Nous de´montrons ici cette conjecture lorsque V est une repre´sentation p-adique
cristalline.
0.2. The´ore`me. Soit K une extension finie non ramifie´e de Qp. Si V est une
repre´sentation p-adique cristalline de GK, Z
1
∞(K,Fil
1 V ) est contenu dans Z∞,g(K, V )
et le quotient est un Zp[[Γ]]-module de torsion contenu dans (V/Fil
1 V )GK∞/(V/Fil1 V )GK .
On a ainsi une suite exacte
0→ Z1∞(K,Fil
1 V )→ Z∞,g(K, V )→ (V/Fil
1 V )GK∞/(V/Fil1 V )GK .
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Remarquons que les H1g (Kn, V ) sont a` peu pre`s de dimension e´gale a` la dimension
de tV (Kn) = [Kn : K]tV (K). Par contre, Fil
1 V est en ge´ne´ral de dimension bien
infe´rieure a` la dimension de tV (K) et le rang de Z∞,g(K, V ) est donc en ge´ne´ral loin
d’eˆtre maximal. Le cas D-P est en fait tre`s particulier.
Nous de´montrerons ce the´ore`me sous la forme e´quivalente :
0.3. The´ore`me. Soit K une extension finie non ramifie´e de Qp. Si V est une
repre´sentation p-adique cristalline de GK ve´rifiant (N), alors Z∞,g(K, V ) est de torsion
sur Qp ⊗ Zp[[Γ]].
Autrement dit, si V une repre´sentation p-adique cristalline ve´rifiant (N) et telle que
V GK∞ = 0 :
1. Il n’existe pas de famille compatible (pour les applications trace) d’e´le´ments de
H1g (Kn, T ) ;
2. par dualite´,
H1(K∞, V
∗(1)/T ∗(1)) = H1g (K∞, V
∗(1)/T ∗(1))
0.4. Corollaire. Si V est une repre´sentation p-adique cristalline telle que V GK∞ =
0, le sous-Zp-module de H
1
g (K, T ) des normes (traces) universelles d’e´le´ments de
H1g (Kn, T ) relativement a` l’extension K∞/K est de rang [K : Qp] dimFil
1 V .
Par dualite´ l’e´nonce´ 0.2 devient :
0.5. Corollaire. Soit K une extension finie non ramifie´e de Qp et soit V une
repre´sentation p-adique cristalline de GK telle que V
GK∞ = 0.
1) Si V n’admet pas de repre´sentation-quotient dont les poids de Hodge-Tate soient
tous ne´gatifs, alors H1g (K∞, V/T ) = lim−→H
1
g (Kn, V/T ) = 0.
2) Soit W le plus grand quotient de V dont les poids de Hodge-Tate sont tous ne´gatifs
et U l’image de T dans W . Alors,
H1g (K∞, V/T ) = H
1
g (K∞,W/U) .
En particulier, si V est la repre´sentation p-adique associe´e a` une courbe elliptique, on
retrouve que Z∞,g(Qp, V ) est nul lorsque V est cristalline (c’est-a`-dire que E a bonne
re´duction en p) et irre´ductible (c’est-a`-dire que E a re´duction supersingulie`re). Plus
ge´ne´ralement, soit Vf la restriction a` Qp de la repre´sentation p-adique sur Q attache´e
a` une forme modulaire f =
∑
n>0 an(f)q
n de poids k de niveau premier a` p. C’est
une repre´sentation p-adique cristalline de dimension 2. Pour pre´ciser Vf , disons que
ses poids de Hodge-Tate sont 0 et k − 1. La repre´sentation Vf est irre´ductible si et
seulement si elle n’est pas ordinaire, c’est-a`-dire si et seulement si ap(f) n’est pas une
unite´. On de´duit du the´ore`me 0.2 le the´ore`me suivant :
0.6. The´ore`me. 1) Si ap(f) est divisible par p, Z∞,g(K, Vf(j)) est nul pour j ≤ 0 et
de Zp[[G∞]]-rang 2 pour j > 0.
2) Si ap(f) n’est pas divisible par p, Z∞,g(K, Vf(j)) est un Zp[[G∞]]-module de rang
0 pour j ≤ −k + 1, de rang 1 pour −k + 2 ≤ j ≤ 0 et de rang 2 pour j > 0.
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En utilisant les me´thodes standard, on peut de´duire de ces re´sultats des conse´quences
sur le rang du groupe de Selmer d’une repre´sentation p-adique d’un corps de nombres
ayant bonne re´duction absolue aux places divisant p. Nous ne le ferons pas ici.
Le the´ore`me 0.2 implique le the´ore`me suivant
0.7. The´ore`me. Soient K une extension finie non ramifie´e de Qp et V une repre´sen-
tation cristalline p-adique de GK. Par l’isomorphisme naturel de twist
Z1∞(K, V )→ Z
1
∞(K, V (1)) ,
l’image de Z∞,g(K, V ) est contenue dans Z∞,g(K, V (1)).
On peut bien suˆr conjecturer que cela reste vrai lorsque V est une repre´sentation de
de Rham.
Remarques. Une conse´quence facile par de´vissage du the´ore`me 0.2 est que la con-
jecture (A) est vraie pour une repre´sentation p-adique de de Rham, extension d’une
extension cristalline par une repre´sentation de de Rham de poids de Hodge-Tate stricte-
ment positifs. Par exemple, elle est vraie pour une extension semi-stable V de Qp par
Qp(1) (ce que l’on savait de´ja` puisqu’il s’agit d’une repre´sentation ordinaire). On peut
cependant construire des exemples un peu moins triviaux :
SoitW une repre´sentation cristalline. Il existe une extension V de ad(W )0 par Qp(1)
qui ne soit pas cristalline. En effet les extensions de ad(W )0 par Qp(1) sont classifie´es
par H1(K, ad(W )0 ⊗ Qp(1)), les extensions cristallines par H
1
f (K, ad(W )
0 ⊗Qp(1)) et
les extensions semi-stables par H1g (K, ad(W )
0 ⊗Qp(1)). Comme p
−1 est valeur propre
de ϕ sur Dp(ad(W )
0 ⊗ Qp(1)), il existe une telle extension V qui soit semistable et
non cristalline. Le the´ore`me est alors vrai pour V . Calculons Fil1 V . Supposons que
ad(W )0 est irre´ductible. Il est clair que Fil1 V contient Qp(1). S’il ne lui est pas e´gal,
Fil1 V/Qp(1) a des poids de Hodge-Tate > 0 et l’extension Fil
1 V de Fil1 V/Qp(1) par
Qp(1) est ne´cessairement triviale. Ce qui contredit l’irre´ductibilite´ de ad(W )
0. Ainsi,
Fil1 V = Qp(1) et Z∞,g(K, V ) est de rang [K : Qp] et e´gal a` Z∞,g(K,Qp(1)) modulo
torsion. D’autre part, la repre´sentation V n’est pas de D-P car V/Fil1 V a des poids
positifs et ne´gatifs.
Disons un mot sur la de´monstration. En utilisant la the´orie de [13], on obtient une
description comple`te de Z∞,g(K, V ) en termes de fonctions analytiques. On est alors
ramene´ a` un proble`me de nullite´ de fonctions analytiques ve´rifiant certaines proprie´te´s.
Pour cela, on majore leur ordre et on minore le “nombre de ze´ros” afin d’aboutir a` une
contradiction.
Dans la premie`re partie, nous rappelons quelques faits simples et bien connus sur
Z1∞(K, V ) et nous de´montrons les implications reliant les the´ore`mes e´nonce´s dans
l’introduction. Dans la deuxie`me partie nous introduisons les techniques ne´cessaires
a` la de´monstration du the´ore`me 0.3. Dans la troisie`me partie, nous traitons le cas ou`
V est de dimension 2. Dans la quatrie`me partie, nous traitons le cas ge´ne´ral.
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Nous prendrons maintenant pour K une extension finie non ramifie´e de Qp et Kn =
K(µpn). On note σ l’homomorphisme de Frobenius de K. On fixe une repre´sentation
p-adique V de GK qui soit cristalline.
1. The´orie d’Iwasawa classique
1.1. Sous-modules de torsion. L’application d’inflation
(TGK∞ )Gal(K∞/Kn)
∼= H1(K∞/Kn, T
GK∞)→ H1(Kn, T )
induit un homomorphisme injectif de TGK∞ dans Z1∞(K, T ). On de´montre que T
GK∞
est le module de Zp[[Γ]]-torsion de Z
1
∞(K, T ) ([12]).
Comme V est de Hodge-Tate et K non ramifie´e sur Qp, V
GK∞ est isomorphe a`
⊕i(V
GK∞ (−i))GK (i) ([13, 3.4.3]).
1.1.1. Proposition. Le Zp[[Γ]]-module de torsion de Z∞,g(K, T ) est isomorphe a`
V GK∞/V GK = ⊕i 6=0(V
GK∞ (−i))GK (i).
De´monstration. Par de´finition de H1g (Kn, T ) comme image re´ciproque de H
1
g (Kn, V )
dans H1(Kn, T ), H
1
g (Kn, T ) contient le sous-module de Zp-torsion de H
1(Kn, T ).
Comme H1(K∞/Kn,⊕i 6=0(V
GK∞ (−i))GK (i)) = 0, l’image de ⊕i 6=0(T
GK∞ (−i))GK (i))
dans Z1∞(K, T ) est contenue dans Z∞,g(K, T ). Il reste a` regarder l’image de T
GK ∼=
lim←−H
1(K∞/Kn, T
GK). On est alors ramene´ au cas de la repre´sentation triviale et a`
de´montrer que l’application H1(K∞/Kn,Qp)→ H
1(Kn,Qp)/H
1
g (Kn,Qp) est injective.
OrH1g (Kn,Qp) s’interpre`te comme HomZp(Gal(K
nr/K),Qp) (ou`K
nr est la plus grande
extension non ramifie´e deK) qui est d’intersection nulle avec HomZp(Gal(K∞/Kn),Qp)
car K∞ est totalement ramifie´e.
1.2. Montrons que le the´ore`me 0.3 implique le the´ore`me 0.2. Soit V ′ = Fil1 V comme
dans l’introduction et V ′′ = V/V ′. La repre´sentation V ′′ ve´rifie la la condition (N).
Donc Z∞,g(K, V
′′) est de torsion. D’autre part, les poids de Hodge-Tate de V ′ sont
strictement positifs. On en de´duit que Z∞,g(K, V
′) = Z∞(K, V
′) (on a a en effet
H1g (Kn, T
′) = H1(Kn, T
′) pour tout entier n). D’autre part, comme V est de de Rham,
la suite exacte 0→ T ′ → T → T ′′ → 0 induit la suite exacte
0→→ T ′
GKn → TGKn → T ′
GKn → H1g (Kn, T
′)→ H1g (Kn, T )→ H
1
g (Kn, T
′′)
Par passage a` la limite projective, les trois premiers termes sont nuls (pour n assez
grand, les modules du type TGKn sont des Zp-modules de type fini stationnaires et
l’application de corestriction est la multiplication par p). On obtient donc la suite
exacte
0→ Z∞,g(K, V
′)→ Z∞,g(K, V )→ Z∞,g(K, V
′′) .
On en de´duit que l’image de Z∞(K, V
′) dans Z∞(K, V ) est contenue dans Z∞,g(K, V )
et que l’on a une suite exacte de Zp[[G∞]]-modules
0→ Z∞(K, V
′)→ Z∞,g(K, V )→ V
′′GK∞/V ′′
GK .
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Le dernier module contient l’image de V GK∞ . Mais la fle`che
V GK∞ → V ′′
GK∞/V ′′
GK
peut eˆtre ou ne pas eˆtre surjective. Je ne sais pas si Z˜∞(K,Fil
1 V ) = Z˜∞,g(K, V ).
1.3. Montrons que le the´ore`me 0.2 implique le the´ore`me 0.7. On utilise dans ce qui
suit les modules filtre´s de Fontaine DdR(V ). Remarquons que Fil
0DdR(Fil
1 V ) = 0.
On a alors (Fil1 V )(1) ⊂ Fil1(V (1)) : en effet, Fil0DdR(Fil
1 V (1)) = Fil1DdR(Fil
1 V ) ⊂
Fil0DdR(Fil
1 V ) = 0. L’image de Z∞,g(K, V ) = Z
1
∞(K,Fil
1 V ) est Z1∞(K,Fil
1 V (1))
qui est contenue dans Z1∞(K,Fil
1(V (1))) = Z∞,g(K, V (1)) (a` torsion pre`s).
On peut conjecturer que la conclusion du the´ore`me 0.7 reste vraie si l’on suppose
seulement que V est une repre´sentation p-adique de de Rham. On montre de meˆme
que c’est une conse´quence de la conjecture A. Re´ciproquement, si le the´ore`me 0.7
est vrai pour les repre´sentations de de Rham et si la conjecture A est vraie pour les
repre´sentations de de Rham de poids de Hodge-Tate positifs ou nuls, la conjecture
A est vraie pour toute repre´sentation p-adique de de Rham : On peut supposer que
Fil1 V = 0. Soit u∗−1 le plus grand poids de Hodge-Tate deDdR(V ). On peut supposer
que u∗ ≥ 1. Si u∗ = 1, la conjecture A est suppose´e vraie. Montrons l’assertion
par re´curence sur u∗. Posons W = Fil1(V (1))(−1), c’est une sous-repre´sentation de
V . L’image de Z∞,g(K, V ) est contenue dans Z∞,g(K, V (1)) = Z
1
∞(K,W (1)), ce qui
signifie que Z∞,g(K, V ) est en fait contenu dans Z
1
∞(K,W ) et meˆme dans Z∞,g(K,W ).
Or, Fil1DdR(W ) = Fil
0DdR(Fil
1(V (1))) = 0, les poids de Hodge-Tate de W sont donc
positifs ou nuls. Comme Fil1W ⊂ Fil1 V , Fil1W est nul. On de´duit de nouveau que
Z∞,g(K,W ) est de torsion. Ce qui de´montre la conjecture A.
1.4. Normes universelles. Supposons maintenant pour simplifier que V GK∞ et
(V/Fil1 V )GK∞ sont nuls.
L’application naturelle Z1∞(K, V )G∞ → H
1(K, V ) est une injection ([13, 3.2]). On a
alors le diagramme commutatif :
Z1∞(K,Fil
1 V )G∞ = Z
1
∞,g(K, V )G∞ → Z
1
∞(K, V )G∞
↓ ↓
H1(K,Fil1 V ) → H1(K, V )
L’hypthe`se (V/Fil1 V )GK = 0 implique que la fle`che d’en bas est injective, l’hypothe`se
plus forte que (V/Fil1 V )GK∞ = 0 que la fle`che d’en haut l’est. On en de´duit que le sous-
espace de H1(K, V ) forme´ des normes universelles relativement aux H1g (Kn, T ) (c’est-a`-
dire l’image de Z∞,g(K, V )) est unQp-espace vectoriel de dimension [K : Qp] dimFil
1 V .
.
2. Pre´liminaires
2.1. Un lemme sur les fonctions analytiques. Soit H l’alge`bre des se´ries formelles
en une variable x a` coefficients dans Qp convergeant sur le disque unite´ {x ∈
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Cp tel que |x| < 1} ou` Cp est le comple´te´ p-adique de Qp. Si ρ est un re´el infe´rieur
a` 1, on note ||f ||ρ = sup|x|=ρ |f(x)| = sup|x|≤ρ |f(x)|. On a alors ([3, IV])
||fg||ρ = ||f ||ρ||g||ρ .
Il existe un ope´rateur continu line´aire ϕ sur H tel que ϕ(1 + x) = (1 + x)p. On ve´rifie
facilement que
||ϕ(f)||ρ = ||f ||ρp
pour ρ > p−1/(p−1). En particulier, si ρn = p
− 1
pn(p−1) , on a
||ϕn(f)||ρn = ||f ||ρ1 .
Si r ∈ R, on note Hr le sous-K-espace vectoriel de H forme´ des se´ries F telles
que la suite ||pnrF ||ρn est borne´e. On de´finit alors o(F ) (resp. O(F )) comme la borne
infe´rieure (resp. le plus petit) des re´els r tels que la suite ||pnrF ||ρn tende vers 0 (resp.
soit borne´e) avec n. Par exemple, O(logr) = r.
On pose HK = K ⊗H (resp. HK,r = K ⊗Hr) et on e´tend ϕ a` HK par σ-line´arite´.
2.1.1. Lemme. Soient f et g deux e´le´ments de HK. On suppose que
ϕ(f)
f
= µ
ϕ(g)
g
avec µ ∈ K. Alors, O(f), resp. o(f) existe si et seulement si O(g), resp. o(g) existe et
on a alors
O(f) = ordµ+O(g) resp. o(f) = ordµ+ o(g) .
De´monstration. On a
f
ϕn(f)
= (
n−1∏
i=0
σi(µ))−1
f
ϕn(f)
.
En prenant la norme ||.||ρn, on en de´duit que pour tout entier n, on a
||f ||ρn = Cp
n ordµ||g||ρn
D’ou`,
||pnsf ||ρn = C||p
n(s−ordµ)g||ρn
Par de´finition de O et de o, le lemme s’en de´duit.
Soit ψ l’ope´rateur de Qp[[x]] tel que ϕ ◦ ψ(g) = p
−1
∑
ζ∈µp
f(ζ(1 + x)− 1) prolonge´
par σ−1-line´arite´ a` HK . Le noyau de ψ sur Hr est canoniquement isomorphe a`
Hr(G∞) ou` Hr(G∞) = Zp[Gal(K1/K)] ⊗Hr(Gal(K∞/K1)) avec Hr(Gal(K∞/K1)) =
{
∑
n an(γ−1)
n avec
∑
n anX
n ∈ Hr} et γ un ge´ne´rateur topologique de Gal(K∞/K1)),
l’isomorphisme Hr(G∞) → H
ψ=0
r est induit par τ 7→ τ.(1 + x) = (1 + x)
χ(τ), nous le
noterons h 7→ h.(1+x) (pour prolonger a`Hr(G∞), on montre que si fn,r est le polynoˆme
d’approximation de f modulo
∏r
i=0(χ
−i(γn)γn − 1), la suite fn,r.(1 + x) converge dans
Hr et ne de´pend pas des choix ; c’est par de´finition f.(1 + x)).
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L’ope´rateur de de´rivation D sur H donne´ par D(g) = (1 + x)g′ restreint a` Hψ=0
correspond sur H(G∞) a` l’ope´ration de twist τ 7→ χ(τ)τ .
Rappelons le lemme suivant ([13, 1.3]) :
2.1.2. Lemme. Soit f ∈ Hr. Supposons que f(ζ − 1) = 0 pour toute racine de l’unite´
d’ordre une puissance de p. Alors, il existe g ∈ Hr−1 tel que f = g log(1 + x).
Nous dirons dans ce cas que f est divisible par log(1 + x) (dans H).
2.2. Un lemme de de´terminant. Soit W un K-espace vectoriel de dimension finie
d.
Lemme. Soient g1, . . . , gd des e´le´ments de HK⊗KW . On suppose que pour tout entier
n, il existe une filtration de´croissante exhaustive et se´pare´e FiliWn de Wn = Kn⊗K W
avec Fil1Wn = 0 telle que
1. les entiers hj = dimKn Fil
j Wn − dimKn Fil
j+1Wn ne de´pendent pas de n ;
2. pour tout entier j ≤ 0 et toute racine de l’unite´ ζn d’ordre p
n,
D−j(gi)(ζn − 1) ∈ Fil
j Wn .
Alors det(g1, · · · , gd) (calcule´ dans une base de W ) est divisible par log
−tH (1 + x) ou`
tH =
∑
j jhj est le degre´ de la filtration.
De´monstration. Il est clair que rj = dimFil
j Wn ne de´pend pas non plus de n et on
a hj = rj − rj+1. Posons F = det(g1, · · · , gd). Fixons un entier n et ζ une racine de
l’unite´ d’ordre pn. Il s’agit de de´montrer que Di(F )(ζ − 1) = 0 pour tout entier i avec
0 ≤ i < r. Or Dj(F )(ζn − 1) ∈
∑∑
i ki=j
∧di=1 Fil
ki Wn = Fil
j ∧dWn . Comme ∧
dWn a
un unique poids de Hodge tH , D
j(F ) est divisible par log(1 + x) tant que j < −tH , ce
qui implique que F est divisible par log−tH (1 + x).
2.3. ϕ-modules filtre´s. A la repre´sentation p-adique cristalline V est associe´ un ϕ-
module filtre´Dp(V ) surK, c’est-a`-dire unK-espace vectoriel de dimension d, muni d’un
ope´rateur σ-line´aire bijectif ϕ et d’une filtration FiliDp(V ) de´croissante, exhaustive
et se´pare´e. Posons hj = hj(Dp(V )) = dimK Fil
jDp(V ) − dimK Fil
j+1Dp(V ), on a
alors hj(Dp(V )) = h−j(V ). Les poids de Hodge de Dp(V ) sont les entiers j tel que
hj(Dp(V )) 6= 0. Soit tH(Dp(V )) =
∑
j jhj(Dp(V )) le degre´ de Hodge du ϕ-module
filtre´ Dp(V ). On note −u (resp. u
∗ − 1) le plus petit (resp. le plus grand) poids de
Hodge de Dp(V ) et on pose IH(Dp(V )) = {−u, u
∗ − 1}. Si ∆ est un sous-K-espace
vectoriel de Dp(V ) stable par ϕ (sous-ϕ-module), on le munit de la filtration induite
(sous-ϕ-module filtre´ de Dp(V )) et on utilise les notations analogues IH(∆).
Nous supposons dans la suite pour que notre proble`me ait un inte´reˆt que 0 ∈
IH(Dp(V )), c’est-a`-dire que u et u
∗ sont ≥ 1.
Soit tN (Dp(V )) =
∑
r∈Q r dimK Dp(V )r ou` Dp(V )r est le sous-espace de Dp(V )
stable par ϕ de pente r (cf. [8]), c’est le degre´ de Newton du ϕ-module filtre´ Dp(V ).
Le ϕ-module filtre´ Dp(V ) est faiblement admissible au sens de Fontaine, ce qui signifie
que
1. tH(Dp(V )) = tN(Dp(V )) ;
2. pour tout sous-ϕ-module ∆ de Dp(V ), tH(∆) ≤ tN(∆).
De plus, si ∆ est un sous-espace de Dp(V ) stable par ϕ tel que tH(∆) = tN(∆),
∆ est admissible, c’est-a`-dire qu’il existe une sous-repre´sentation V1 de V telle que
Dp(V1) = ∆ ([4, 4.5]).
On dit que V ve´rifie la proprie´te´ (Nj) pour un entier j si V n’admet pas de sous-
repre´sentation W non nulle telle que FiljDp(W ) = 0. Autrement dit, V ve´rifie (Nj) si
et seulement si V (j) ve´rifie (N). En termes de ϕ-modules filtre´s, V ve´rifie (Nj) si et
seulement si pour tout sous-ϕ-module filtre´ non nul ∆ de Dp(V ) ve´rifiant Fil
j ∆ = 0,
on a tH(∆) < tN(∆) (on dira aussi que Dp(V ) ve´rifie (Nj)).
2.4. Comportement par produit tensoriel. Nous aurons besoin de re´sultats de
Totaro sur le comportement des degre´s des ϕ-modules filtre´s par passage au produit
tensoriel ([17], voir aussi [15]).
Si ∆ est un ϕ-module filtre´ non nul de dimension d∆, posons λ(∆) = (tH(∆) −
tN (∆))/d∆. Soit c ∈ R. On dit qu’un ϕ-module filtre´ D est de pente ≤ c (resp.< c) si
pour tout sous-ϕ-module filtre´ ∆ non nul de D, on a λ(∆) ≤ c (resp. λ(∆) < c).
Ainsi, un ϕ-module filtre´ faiblement admissible est un ϕ-module filtre´ D de pente
≤ 0 tel que λ(D) = 0.
2.4.1. Proposition. (Totaro) Soient Di pour i = 1, 2 deux ϕ-modules filtre´s de pente
≤ ci. Alors D1 ⊗D2 est un ϕ-module filtre´ de pente ≤ c1 + c2.
2.4.2. Corollaire. 1) Soit D un ϕ-module filtre´ de pente ≤ c, alors D⊗n et ∧nD sont
des ϕ-modules filtre´s de pente ≤ nc.
2) Soit D un ϕ-module filtre´ de pente < 0, alors ∧nD est un ϕ-module filtre´ de pente
< 0.
De´monstration de 2). On applique le 1) au sous-ϕ-module filtre´ ∧nD de D⊗n en
prenant pour c le maximum des λ(∆) pour ∆ sous-ϕ-module filtre´ non nul de D.
Comme il y en a un nombre fini, c est strictement ne´gatif.
On peut re´e´crire le corollaire de la manie`re suivante : si D est un ϕ-module filtre´ tel
que tH(∆) < tN (∆) pour tout sous-ϕ-module filtre´ ∆ non nul de D, alors pour tout
entier v et tout sous-ϕ-module filtre´ non nul ∆′ de ∧vD, on a tH(∆
′) < tN(∆
′).
2.5. Mise en route de la de´monstration. On pose IH(Dp(V )) = {−u, . . . u
∗ − 1}.
Soit J un sous-ensemble de IH(Dp(V )). On note J
c le comple´mentaire de J dans
IH(Dp(V )). Soit x ∈ H(G∞)⊗ Z
1
∞(K, T ).
2.5.1. De´finition. Soit ∗ ∈ {e, f, g}. On dit ici que x est (J, ∗)-convenable si la
projection de x dans H1(Kn, V (k)) appartient a` H
1
∗ (Kn, V (k)) pour tout entier n ≥ 0
et pour tout k ∈ J .
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Si x est (J, g)-convenable, il existe un e´le´ment f ∈ Zp[[G∞]], non diviseur de ze´ro,
tel que fx soit (J, e)-convenable. Aussi, il suffit en fait d’e´tudier les e´le´ments (J, e)-
convenables.
Nous devons rapidement rappeler la the´orie de [13]. Nous y avons construit un
homomorphisme ΩV,u de H(G∞)-modules H
ψ=0
K ⊗K Dp(V ) → H(G∞) ⊗ Z
1
∞(K, T ).
Graˆce a` la loi explicite de re´ciprocite´ de´montre´e par Colmez ([2], voir aussi [14, §5]),
on peut alors de´montrer la proposition suivante : on pose
ℓj =
logχ(γ)−jγ
logχ(γ)
= −j +
log γ
logχ(γ)
ou` γ est n’importe quel e´le´ment d’ordre infini de G∞.
2.5.2. The´ore`me. Soit x ∈ H(G∞)⊗Z
1
∞(K, T ). Il existe un e´le´ment L(x) ∈ H
ψ=0
K ⊗K
Dp(V ) tel que
ΩV,u(L(x)) =
∏
j∈IH(Dp(V ))
ℓ−j.x
et on a oϕ(L(x)) = o(x) + u
∗ − 1 et Oϕ(L(x)) = O(x) + u
∗ − 1. Si de plus x est
(J, e)-convenable pour J ⊂ IH(Dp(V )), il existe LJ(x) de H
ψ=0
K ⊗K Dp(V ) tel que
ΩV,u(LJ(x)) =
∏
j∈Jc
ℓ−j.x
et on a oϕ(g) = o(x) + u
∗ − ♯J − 1 et Oϕ(g) = O(x) + u
∗ − ♯J − 1 .
On a bien suˆr L(x) =
∏
j∈J ℓ−j .LJ(x). Ici, oϕ(g) (resp. Oϕ(g)) est la borne infe´rieure
des re´els r tels que la suite ||prn(1⊗ ϕ)−ng||ρn tend vers 0 (resp. est borne´e) lorsque n
tend vers l’infini.
On dit que g est a` ϕ-support dans ∆ si ∆ est un sous-ϕ-module de Dp(V ) tel que
g appartient a` HK ⊗K ∆ et que ∆ est le ϕ-support de g si ∆ est le plus petit sous-ϕ-
module de Dp(V ) ve´rifiant cette proprie´te´.
Donnons les proprie´te´s de g = LJ(x) (avec e´ventuellement J = ø). Soit G ∈
HK ⊗K Dp(V ) tel que (1 − p
rΦ)(Dr(G)) = Dr(g) pour tout entier r avec Φ = ϕ ⊗ ϕ
(quitte a` multiplier g par un e´le´ment de Zp[[x]], G existe). Comme pour j ∈ J
c,
πn,j(ΩV,u(g)) = 0 pour tout entier n ≥ 0 ou` πn,j est la projection de H(G∞)⊗Z
1
∞(K, T )
dans H1(Kn, V (j)), on en de´duit par de´finition de ΩV,u que ϕ
−n(D−j(G)(ζ − 1)) ∈
Kn⊗KFil
jDp(V ) pour toute ζ racine de l’unite´ d’ordre p
n avec n ≥ 1 (ϕ est l’extension
naturelle de ϕ sur Qp(µpn)⊗Qp Dp(V ) = Kn ⊗K Dp(V )). De la relation
D−j(G)(ζ − 1)− p−jϕ(D−j(G)(ζp − 1)) = D−j(g)(ζ − 1) ,
on en de´duit que pour tout entier n ≥ 2, on a
ϕ−n(D−j(f)(ζ − 1)) ∈ Kn ⊗K Fil
jDp(V ) .
Ainsi, si x est (J, e)-convenable, pour tout entier n ≥ 2 et tout j ∈ Jc =
IH(Dp(V ))−J , les vecteurs ϕ
−n(D−j(g)(ζn− 1)) de Kn⊗K Dp(V ) appartiennent a` un
sous-espace W jn = ϕ
n(Kn⊗K Fil
jDp(V )) = Kn⊗K ϕ
n FiljDp(V ). Les W
j
n forment une
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filtration de´croissante de Kn ⊗K Dp(V ) de poids de Hodge-Tate les hj(Dp(V )). Si ∆
est un sous-ϕ-module filtre´ de Dp(V ) et si g ∈ H
ψ=0
K ⊗K ∆, le re´sultat pre´ce´dent reste
valable en remplac¸ant Dp(V ) par ∆.
On est alors amene´ a` de´finir le module suivant de fonctions analytiques pour D un
ϕ-module filtre´ quelconque :
2.5.3. De´finition. Soient v un entier tel que IH(D) ⊂] − ∞, · · · , v] et J un sous-
ensemble de IH(D). On pose
A
(r)
v,J(D)
=
{
g ∈ Hψ=0K ⊗K D t.q.


Oϕ(g) ≤ v + r,
D−j(g)(ζn − 1) ∈ Kn ⊗K ϕ
n Filj D pour j ≤ v et n ≥ 1
D−j(g)(ζn − 1) = 0 pour j ∈ J et n ≥ 1
}
Lorsque v ≤ 0, nous noterons A˜
(r)
v,J(D) le sous-ensemble de HK ⊗K D de´fini par
les meˆmes conditions (on ne suppose plus que ψ(g) = 0, comme les entiers ≤ v sont
ne´gatifs, il n’y a pas de proble`mes pour de´finir D−j(g)). Les cas particuliers suivants
nous inte´ressent particulie`rement (nous supposerons meˆme de plus ensuite que v = 0)
:
Av(D) = A
(0)
v,ø(D)
=
{
g ∈ Hψ=0K ⊗K D t.q.
{
Oϕ(g) ≤ v
D−j(g)(ζn − 1) ∈ Kn ⊗K ϕ
n Filj D pour j ≤ v et n ≥ 1
}
et pour k ∈ IH(D),
Av,{k}(D) ={
g ∈ Hψ=0K ⊗K D t.q.


Oϕ(g) ≤ v
D−j(g)(ζn − 1) ∈ Kn ⊗K ϕ
n Filj D pour j ≤ v et n ≥ 1
D−k(g)(ζn − 1) = 0
}
Remarquons que Av(D) est stable par multiplication par un e´le´ment de K ⊗Zp[[x]].
Les conside´rations pre´ce´dentes donnent une description en termes de fonctions
analytiques des e´le´ments de H(G∞)⊗Z
1
∞(K, V ) et plus particulie`rement des e´le´ments
(J, g)-convenables. Si J ⊂ IH(Dp(V )), on note Z
1
∞,J,g(K, V ) le Λ-module des e´le´ments
(J, g) convenables de Z1∞(K, V ) et plus ge´ne´ralement (H(G∞) ⊗ Z
1
∞(K, V ))
(r)
J,g le Λ-
module des e´le´ments de H(G∞)⊗Z
1
∞(K, V ) qui sont d’ordre ≤ r et (J, g)-convenables
(si J = ø, on le supprime de la notation). Prenons v = sup IH(Dp(V )). On a alors
des isomorphismes (apre`s tensorisation par l’anneau total des fractions Frac(Λ) de Λ)
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induits par x 7→ L(x)
Z1∞(K, V )↔ Av(Dp(V ))
Z1∞,J,g(K, V )↔ Av,J(Dp(V ))
(H(G∞)⊗ Z
1
∞(K, V ))
(r) ↔ A(r)v (Dp(V ))
(H(G∞)⊗ Z
1
∞(K, V ))
(r)
J,g ↔ A
(r)
v,J(Dp(V ))
Plus pre´cise´ment, si par exemple x ∈ Z1∞,J,g(K, V ), il existe β ∈ Λ tel que L(βx) ∈
Av,J(Dp(V )). On peut de´duire de ce qui pre´ce`de la proposition suivante :
2.5.4. Proposition. Soit V une repre´sentation p-adique cristalline de GK et soit
v = sup IH(Dp(V )). Soit k ∈ IH(Dp(V )) tel que V ve´rifie la condition (Nk). Le
the´ore`me 0.3 pour la repre´sentation V (k) est e´quivalent a` la nullite´ de Av,{k}(Dp(V )).
Par twist, on peut d’autre part se ramener au cas ou` v = 0, ce qui nous ferons
de´sormais.
3. Cas d’une repre´sentation de dimension 2
Le cas de dimension 2 contient l’essentiel des arguments, aussi est-il inte´ressant
de le faire se´pare´ment et inde´pendamment. On fixe une repre´sentation p-adique V
cristalline irre´ductible de dimension 2 dont les poids de Hodge-Tate sont 0 et u > 0.
On cherche a` montrer le the´ore`me 0.3 pour la repre´sentation V (k) avec −u < k ≤ 0.
On pose D = Dp(V ). Par la proposition 2.5.4, il s’agit de montrer que A0,{k}(D) = 0
(l’hypothe`se k > −u ne nous servira pas) .
3.1. Montrons que si ∆ est un sous-ϕ-module strict de D, A0(∆) = 0. Soit g ∈ A0(∆)
non nul. Alors, comme Oϕ(g) ≤ 0, g est d’ordre ≤ r avec −r le poids de Newton de
∆. D’autre part, ne´cessairement ∆ est de poids de Hodge −u, ce qui implique que
pour tout entier n, Di(g)(ζn − 1) = 0 pour toute racine de l’unite´ d’ordre p
n et pour
0 ≤ i ≤ u−1. Donc, g est d’ordre ≥ u (en fait divisible par logu(1+x)), ce qui implique
sa nullite´ car r < u (si r = u, la repre´sentation V n’est pas irre´ductible).
Ainsi, si g ∈ A0(D) est non nul, son ϕ-support est ne´cessairement D.
3.2. Montrons maintenant que A0,{0}(D) = 0. Soit g ∈ A0,{0}(D) non nul. Soit F le
de´terminant de g et de Φ(g) dans une base de D. Quitte a` passer au comple´te´ P de
l’extension maximale non ramifie´e deK, on peut choisir une base e1, e2 de P⊗KD = DP
telle que ϕei = p
riei avec r1, r2 les poids de Newton de D et e´crire g =
∑
i giei. La
condition que Oϕ(g) ≤ 0 implique que gi est d’ordre ≤ −ri et donc que F est d’ordre
≤ −r1−r2 = u. D’autre part, D
i(F )(ζn−1) est nul pour toute racine de l’unite´ d’ordre
pn pour tout entier n et 0 ≤ j ≤ u−1. Comme log(1+x) divise g, on ve´rifie facilement
que Du(F )(ζn − 1) est nul lui aussi pour toute racine de l’unite´ d’ordre p
n pour tout
entier n. On en de´duit que F est divisible par logu+1(1 + x) et qu’il est donc d’ordre
≥ u+ 1. Donc F = 0.
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On peut alors e´crire que Φ(g) = ag avec a appartenant au corps des fractions de
HK . L’e´le´ment a vaut p
riϕ(gi)/gi avec i = 1 ou 2. Soit V = det(g,D(g)) calcule´ dans
la base e1, e2. En utilisant de nouveau les proprie´te´s de g relatives a` la filtration et le
fait que log(1 + x) divise g, on ve´rifie que V est divisible par logu(1 + x), donc d’ordre
≥ u. Etudions le comportement de V sous ϕ. On a
ϕV =p−r1−r2 det(Φ(g),Φ(D(g)))
=p−1
ϕ(g1g2)
g1g2
det(g,D(g)) ,
d’ou`
ϕ(V)
V
= p−1
ϕ(g1g2)
g1g2
En utilisant le lemme 2.1.1, on en de´duit que
O(V) = −1 +O(g1g2) ≤ u− 1 .
Donc V est ne´cessairement nul, puisqu’il est d’ordre supe´rieur a` u.
La the´orie du wronskien permet d’en de´duire que les composantes de g dans une
base de D sont lie´es sur le corps fixe par D, c’est-a`-dire sur K : µ1g1 + µ2g2 = 0 avec
les µi ∈ K non tous deux nuls, par exemple µ2. On peut alors e´crire g = g˜1v avec
v ∈ D. La relation Φ(g) = ag implique que la droite Kv est stable par ϕ et donc que le
ϕ-support de g est en fait une droite. Ce qui n’est pas possible et implique finalement
que g = 0.
Nous venons de montrer le the´ore`me 0.3 pour V irre´ductible de dimension 2 telle
que Fil1Dp(V ) = 0 et Fil
0Dp(V ) 6= 0.
3.3. Dans le cas ou` k < 0, l’ide´e de la de´monstration est de remarquer que
∑
j ajΦ
j(g)
est un e´le´ment de A˜0(D) pour tout aj ∈ Zp[[x]]. On cherche alors une telle combinaison
qui soit de plus divisible par log(1 + x), c’est-a`-dire qui appartienne a` A˜0,{0}(D) et on
utilise le fait que ce dernier espace est nul (dans ce qui pre´ce`de, nous n’avons pas
utilise´ le fait que ψ(g) = 0). Pour cela, remarquons que, comme g ∈ A0,{k}(D), tous
les D−k(Φn(g)) sont divisibles par log(1 + x) et qu’il existe un entier v tel que les
Φn(g) soient combinaisons line´aires a` coefficients dans K⊗Frac(Zp[[x]]) des Φ
i(g) pour
i < v, ce qui donne beaucoup de relations entre les Dj(Φi(g)) pour j < −k et i < v et
permet d’exprimer les Dj(Φi(g)) pour 0 < j < −k et i < v en termes des Φi(g) pour
i < v modulo log(1+x) et d’obtenir une relation entre les Φi(g) modulo log(1+x). Par
exemple pour k = −1, on peut e´crire Φ2(g) = aΦ(g)+bg avec a et b ∈ K⊗Frac(Zp[[x]])
et h = D(a)Φ(g) +D(b)g convient.
Plus pre´cise´ment, soit donc g ∈ A0,{k}(D) pour k < 0. On pose gi = Φ
i(g) pour
i ≥ 0. Supposons que g et g1 = Φ(g) ne sont pas lie´s : on pose
gi = aiΦ(g) + big
Les ai et bi appartiennent a`K⊗Frac(Zp[[x]]) : il suffit de le faire pour a2 et b2 et le meˆme
raisonnement que dans le paragraphe 3.2 montre que g ∧ Φn(g) = Bn log
u(1 + x) avec
14
Bn ∈ K ⊗ Zp[[x]] et B1 est par hypothe`se non nul ; comme b2 = −
Φ(g∧Φ(g)
g∧Φ(g)
= −p∗ ϕ(B1)
B1
et que a2 =
g∧Φ2(g)
g∧Φ(g)
= B2
B1
l’assertion est claire.
La proprie´te´ fondamentale est donc que tous les D−k(gi) sont divisibles par log(1+x).
Ainsi, en posant F
log
∼ G si F −G ∈ Frac(Zp[[x]])⊗HK log(1+x), on a pour tout entier
i, D−k(gi)
log
∼ 0. On pose k′ = −k. Si on de´rive k′ fois la relation donnant gi, on en
de´duit que pour tout entier i ≥ 2,
k′−1∑
j=1
(
k′
j
)(
Dk
′−j(ai)D
j(g1) +D
k′−j(bi)D
j(g)
)
+Dk
′
(ai)g1 +D
k′(bi)g
log
∼ 0 .
ce que nous e´crirons
k′−1∑
j=1
ajiD
j(g1) + b
j
iD
j(g)
log
∼ −ak
′
i g1 − b
k′
i g .
Ainsi, si H est la matrice colonne a` 2(k′ − 1) lignes(
D(g1), · · · , D
k′−1(g1), D(g), · · · , D
k′−1(g)
)t
,
Cr la matrice colonne a` r lignes
(
(−ak
′
i g1 − b
k′
i g)i=2,··· ,r+1
)t
et si Ar est la matrice
(r, 2(k′−1)) dont la i-ie`me ligne (pour i = 2, · · · , r+1) est
(
(aji )j=1,··· ,k′−1, (b
j
i )j=1,··· ,k′−1
)
,
on a
Ar.H
log
∼ Cr .
(Les gi sont des vecteurs, mais le sens de ce qui pre´ce`de est clair). De l’existence de
Hr, on en de´duit que si Br est la matrice de type (r, 2k
′ − 1) obtenue en juxtaposant
Ar et Cr, le de´terminant J de la matrice carre´e B2k′−1 est divisible par log(1 + x). Par
construction, J est de la forme Ug1 + V g0 = UΦ(g) + V g avec U et V appartenant a`
K ⊗ Frac(Zp[[x]]).
Supposons d’abord U et V nuls. Posons r0 = 2k
′ − 1. Les de´terminants de
(A2k′−1, (D
k′(ai))i=2,··· ,r0+1 et de (A2k′−1, (D
k′(bi))i=2,··· ,r0+1 sont nuls. Soit s le plus petit
entier tel que les s premie`res lignes de Ar0 ne soient pas inde´pendantes (il existe et est
infe´rieur ou e´gal a` k′. La s-ie`me ligne s’exprime donc en fonction des s− 1 premie`res :
il existe des fonctions λi tels que{
Di(bs+1) =
∑s
j=2 λjD
i(bj)
Di(as+1) =
∑s
j=2 λjD
i(aj)
pour i = 1, · · · , s. En de´rivant, on en de´duit que{∑s
j=2D(λj)D
i(bj) = 0∑s
j=2D(λj)D
i(aj) = 0
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pour i = 1, · · · , s − 1. Le rang de As−1 e´tant s − 1, on en de´duit que les D(λi) sont
nuls et donc que les λi sont des constantes. D’ou` une relation du type{∑s
j=2 λjbj = −λ1∑s
j=2 λjaj = −λ0
avec les λi constants. On en de´duit que
s+1∑
j=0
λjΦ
j(g) = 0
avec λi ∈ K. En appliquant un certain nombre de fois l’ope´rateur ψ et en utilisant le
fait que ψ(g) = 0 , on en de´duit que g = 0.
Supposons maintenant U et V non tous deux identiquement nuls. Par construction,
ce sont des e´le´ments de Frac(Zp[[x]]). Il existe un e´le´ment S de Zp[[x]] tel que
h = S(UΦ(g) + V g) ∈ HK ⊗K Dp(V ) soit divisible par log(1 + x). Il appartient en fait
a` A˜0,{0}(Dp(V )) et est donc nul graˆce aux re´sultats de 3.2. On en de´duit que g et Φ(g)
sont lie´s.
On peut donc poser Φ(g) = ag. Un fois montre´ que a ∈ K ⊗ Frac(Zp[[T ]]), le meˆme
raisonnement montre que g est nul. Pour cela, utilisons V = det(g,D(g)). Si V est nul,
g = 0 et il n’y a rien a` montrer. Si V est non nul, on ve´rifie encore que V est d’ordre
≤ u− 1 et divisible par logu−1(x). Donc V = b logu−1(1 + x) avec b ∈ K ⊗ Zp[[x]] non
nul. D’ou`
a2 = p−u+1
ϕ(b)
b
∈ K ⊗ Frac(Zp[[x]]) .
On conclut en utilisant le lemme suivant :
3.3.1. Lemme. Soit a ∈ Frac(HK) tel que a
N ∈ K ⊗ Frac(Zp[[x]]) pour un entier N .
Alors a ∈ K ⊗ Frac(Zp[[x]]).
De´monstration. Quitte a` multiplier a par un e´le´ment de Zp[[x]], on peut supposer que
aN ∈ K⊗Zp[[x]]. Montrons d’abord que a ∈ HK . A priori, a = α/β avec α et β ∈ HK .
Si ρ < 1, α et β sont convergentes sur le disque |x| ≤ ρ, en particulier, β a un nombre
fini de ze´ros. En utilisant le the´ore`me de pre´paration de Weierstrass sur le disque
|x| ≤ ρ, on en de´duit que a s’e´crit dans ce disque α1/β1 avec β1 sans ze´ros. Donc 1/β1
est analytique sur |x| < ρ et il en est de meˆme de a. En faisant varier ρ, on en conclut
que a appartient a` HK . Alors ||a||ρ ≤ (||a
N ||ρ)
1/N ≤ 1 est borne´ inde´pendamment de
ρ < 1, ce qui implique que ||a||1 existe et donc que a ∈ K ⊗ Zp[[T ]].
Cela termine la de´monstration du the´ore`me 0.3 dans le cas d’une repre´sentation
irre´ductible cristalline de dimension 2.
4. De´monstration ge´ne´rale
On prend pour V une repre´sentation p-adique cristalline telle que IH(Dp(V )) =
{−u, · · · , 0}. Il s’agit alors de montrer le the´ore`me pour V (k) avec −u < k ≤ 0 lorsque
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Dp(V ) ve´rifie la condition (Nk) : tout sous-ϕ-module filtre´ ∆ de D = Dp(V ) tel que
Filk∆ = 0 ve´rifie tH(∆) < tN(∆).
4.1. Comme dans le cas de dimension 2, la premie`re e´tape est de montrer le the´ore`me
pour V et k = 0.
4.1.1. Lemme. Soient ∆ un ϕ-module filtre´ de pente < 0 t tel que Fil1∆ = 0 et
g ∈ A˜0(∆) tel que g et Φ(g) soient lie´s sur le corps des fractions de H
ψ=0
K . Alors g = 0.
De´monstration. On peut supposer que ∆ est le ϕ-support de g. Posons Φ(g) = ag. Si
les gi sont les composantes de g dans une base convenable de vecteurs propres de ∆P ,
on a ϕ(gi) = agi. Soit V = g ∧ · · · ∧D
d∆−1(g) . On a
Φ(V) = pd∆(d∆−1)/2ad∆V .
et
ϕ(V)
V
= p−d∆(d∆−1)/2
∏
i
ϕ(gi)
gi
.
Donc,
O(V) ≤ −tN (∆)− d∆(d∆ − 1)/2 .
En utilisant le lemme 2.2, on ve´rifie que V est divisible par (log(1+x))−tH (∆)−d∆(d∆−1)/2
et est donc d’ordre ≥ −tH(∆)− d∆(d∆ − 1)/2. Comme tH(∆) < tN(∆), on en de´duit
que V = 0. Les composantes de g dans une base de ∆ sont donc lie´es sur K. Supposons
g non nul et e´crivons g =
∑
i∈I givi ou` les vi forment un syste`me libre de ∆ et ou` les
gj sont line´airement inde´pendants sur K. Le cardinal de I est strictement infe´rieur a`
d∆. Soit ∆
′ le K-espace vectoriel engendre´ par les vi. Montrons que ∆
′ est stable par
ϕ. Dans le cas contraire, comme
Φ(g) =
∑
i∈I
ϕ(gi)ϕ(vi) = a
∑
i∈I
givi ∈ ∆
′
il existerait des relations non triviales sur K entre les ϕ(gi) et donc entre les gi. On
en de´duit que le ϕ-support de g est strictement contenu dans ∆, ce qui contredit
l’hypothe`se faite sur ∆. Donc g est nul.
4.1.2. Lemme. Soit ∆ un ϕ-module filtre´ tel que Fil1∆ = 0 et de pente < 0. Alors,
A˜0(∆) est nul.
De´monstration. Soit g ∈ A˜0(∆), non nul. On peut supposer que le ϕ-support de
g est ∆. Soit F = g ∧ · · · ∧ Φd∆−1(g). C’est un e´le´ment de A˜0(∧
d∆∆) qui est
d’ordre ≤ −tN (∆) = −tN (∧
d∆∆) et d’ordre ≥ −tH(∆), par le lemme 2.2. Comme
tH(∆) < tN (∆), F est nul. Soit v le plus petit entier tel que (g,Φ(g), · · · ,Φ
v−1(g))
forment un syste`me libre sur K. Posons f = g ∧ Φ(g) ∧ · · · ∧ Φv−1(g). Il est non nul
et ve´rifie Φ(f) = af avec a dans le corps des fractions de HK . La proposition 2.4.1
implique que le ϕ-support ∆′ ⊂ ∧v∆ est de pente < 0. Il ve´rifie donc les hypothe`ses
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du lemme 4.1.1 (avec ∆ remplace´ par ∆′). Donc, f = 0, ce qui contredit la de´finition
de f .
4.2. Soit maintenant g un e´le´ment de A˜0,{0}(D). Nous allons construire un nouveau
ϕ-module filtre´ D˜ tel que D˜ soit de pente < 0 et tel que g ∈ A˜0(D˜). En utilisant le
lemme 4.1.2, on en de´duira que g = 0, ce qui de´montrera le the´ore`me 0.3 pour V .
Notons D˜ le ϕ-module D muni de la filtration suivante :
Filj D˜ =
{
Filj D si j < 0
0 si j ≥ 0
On a donc
h˜j(D) =


hj(D) si j < −1
h−1(D) + h0(D) si j = −1
hj(D) si j ≥ 0
On a tH(D˜) = tH(D) − h0(D). On en de´duit que tH(D˜) < tN (D) puisque h0(D) est
suppose´ non nul. De plus, pour tout sous-ϕ-module filtre´ ∆ de D, soit h0(∆) 6= 0, soit
tH(∆) < tN(∆). Donc dans tous les cas, tH(D˜) < tN (D˜) et D˜ est de pente < 0. D’autre
part, comme par hypothe`se g(ζn − 1) = 0 pour tout entier n, g appartient a` A˜0(D˜).
Remarques. 1) La meˆme de´monstration convient pour V (−k) si k est un poids de
Hodge-Tate de V : on conside`re pour D˜ = D˜k le ϕ-module D muni de la filtration
suivante :
Filj D˜ =


Filj D si j < k
Filk+1D si j = k
Filj D si j > k
On a donc
h˜j(D) =


hj(D) si j < k − 1
hk−1(D) + hk(D) si j = k − 1
0 si j = k
hj(D) si j > k
De nouveau, g ∈ A0(D˜k) et D˜k est de pente < 0.
2) La meˆme de´monstration montre que A
(ǫ)
0 (D) est nul pour ǫ < 0 (on change alors
la pente de Newton). Ainsi, un e´le´ment g de A0(D) est soit nul soit ve´rifie O(g) = 0.
4.3. Prenons maintenant k ≤ −1 quelconque, V ve´rifiant la condition (Nk).
4.3.1. Lemme. On suppose que V ve´rifie (N0). Alors A0,{k}(Dp(V )) = 0.
Nous de´montrerons ce lemme plus tard. On en de´duit le corollaire suivant :
4.3.2. Corollaire. SoitW la plus grande sous-repre´sentation de V telle que Fil0Dp(W ) =
0. Alors A0,{k}(Dp(W )) = A0,{k}(Dp(V )).
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De´duisons-en si V ve´rifie (Nk), alors A0,{k}(Dp(V )) = 0. On raisonne par re´currence :
pour toute repre´sentation W ve´rifiant Fil1Dp(W ) = 0, de dimension strictement
infe´rieure a` la dimension de V et ve´rifiant (Nj) pour un entier j ≤ 0, A0,{j}(Dp(W )) =
0.
Si V ve´rifie (N0), le lemme 4.3.1 permet de conclure. Sinon, soit W la plus grande
sous-repre´sentation de V telle que Fil0Dp(W ) = 0. Elle est de dimension < dimV
et on a par le lemme 4.3.2 A0,{k}(Dp(W )) = A0,{k}(Dp(V )). Si kW est le plus grand
entier tel que FilkW Dp(W ) 6= 0, on a ne´cessairement k ≤ kW car V ve´rifie (Nk) et W
ve´rifie encore (Nk). Par hypothe`se de re´currence, A0,{k}(Dp(W )) = 0, ce qui termine
la de´monstration.
De´monstration du lemme 4.3.1. On suppose que V ve´rifie (N0). Soit g un e´le´ment de
A0,{k}(Dp(V )) suppose´ non nul. Soit ∆ son ϕ-support. Si ∆ n’est pas faiblement
admissible (par exemple si Fil0∆ = 0), ∆ est de pente strictement ne´gative et on
peut appliquer le lemme 4.1.2 pour en de´duire que g est nul.
Supposons maintenant que ∆ est faiblement admissible et que Fil0∆ 6= 0. Il ve´rfie
encore la condition (N0). On a donc A˜0,{0}(∆) = 0. Soit v le plus petit entier tel que
g, · · · ,Φv(g) forment un syste`me lie´. On a donc Φv(g) =
∑v−1
i=0 av(i)Φ
i(g). On pose
alors
Φn(g) =
v−1∑
i=0
an(i)Φ
i(g)
pour tout entier n ≥ v.
4.3.3. Lemme. Les an(i) appartiennent a` K ⊗ Frac(Zp[[x]]) pour i = 0, · · · , v − 1 et
n ≥ v.
De´monstration. Il suffit de le de´montrer pour n = v. Soit Fi = g ∧ · · · ∧ Φi(g) ∧ Φ
vg
pour i = 0, · · · , v, le terme surligne´ e´tant omis. On a Fi = ±av(i)Fv pour i =
0, · · · , v − 1. Par de´finition de v, Fv est non nul. Soit ∆
′ le ϕ-support de F dans
∧v∆. Posons Vi = det∆′(Fi, D(Fi), · · · , D
d∆′−1(Fi)). Alors, on ve´rifie comme en 3.2 que
Vi = (log(1 + x))
−tH (∆
′)−d∆′ (d∆′−1)/2Bi avec Bi ∈ K ⊗ Zp[[x]]. Si Bi est nul, Fi est nul,
ce qui implique que av(i) est nul. Si Bi est non nul, en appliquant Φ, on obtient
±p∗av(i)
d∆′ = ϕ(Bi)/Bi
donc av(i)
d∆′ ∈ K ⊗ Frac(Zp[[x]]) et par le lemme 3.3.1, av(i) appartient a` K ⊗
Frac(Zp[[x]]), ce qui de´montre le lemme.
Posons pour simplifier gi = Φ
i(g) pour i ≥ 0 et k′ = −k. Tous les Dk
′
(gi) sont
divisibles par log(1 + x). Si on de´rive k′ fois la relation donnant gi, on en de´duit que
pour tout entier i ≥ v,
v−1∑
l=0
k′−1∑
j=1
(
k′
j
)
Dk
′−j(ai(l))D
j(gl) +
v−1∑
l=0
Dk
′
(ai(l))gl
log
∼ 0 .
19
ce que nous e´crirons
v−1∑
l=0
k′−1∑
j=1
aji (l)D
j(gl)
log
∼ −
v−1∑
l=0
ai(l)
k′gl .
Ainsi, si H est la matrice colonne a` v(k′−1) lignes
(
(D(gl), · · · , D
k′−1(gl))l=0,··· ,v−1
)t
,
Cr la matrice colonne a` r lignes
(∑v−1
l=0 a
k′
i (l))i=v,··· ,r+v−1
)t
et si Ar est la ma-
trice de type (v, 2(k′ − 1)) dont la i-ie`me ligne (pour i = v, · · · , r + v − 1) est(
((aji (ℓ))j=1,..k′−1)l=0,..v−1
)
, on a
Ar.H
log
∼ Cr
De l’existence de Hr, on en de´duit que si Br est la matrice de type (r, v(k
′ − 1) + 1)
obtenue a` partir de Ar et Cr, le de´terminant J de la matrice carre´e Bv(k′−1)+1
est divisible par log(1 + x). Par construction, J est de la forme
∑v−1
ℓ=0 U(ℓ)gℓ =∑v−1
ℓ=0 U(ℓ)Φ
ℓ(g) avec les U(l) ∈ K ⊗ Frac(Zp[[x]]).
Supposons d’abord que les U(ℓ) ne sont pas tous identiquement nuls. Par construc-
tion, ce sont des e´le´ments de K⊗Frac(Zp[[x]]). On a donc trouve´ (quitte a` le multiplier
par un e´le´ment de Zp[[x]]) un e´le´ment de HK⊗K∆ divisible par log(1+x). Il appartient
en fait a` A˜0,{0}(∆) et est nul. On en de´duit que les Φ
ℓ(g) pour ℓ = 0, · · · , v−1 sont lie´s ce
qui est contradictoire avec l’hypothe`se faite sur v. Donc tous les U(ℓ) sont nuls. Posons
r0 = v(k
′−1)+1. Cela signifie que les de´terminants de (Ar0 , (D
k′(ai))i=v,··· ,r0+v−1 et de
(Ar0 , (D
k′(bi))i=v,··· ,r0+v−1 sont nuls. Soit s le plus petit entier tel que les s premie`res
lignes de Ar0 ne soient pas inde´pendantes (il existe et est infe´rieur a` k
′) : il existe des
fonctions λi tels que
Di(as+v−1(ℓ)) =
s+v−2∑
j=v
λjD
i(aj(ℓ))
pour i = 1, · · · , s et pour ℓ = 0, · · · , v − 1. En de´rivant, on en de´duit que
s+v−2∑
j=v
D(λj)D
i(aj(ℓ)) = 0
pour i = 1, · · · , s− 1 et pour ℓ = 0, · · · , v − 1. Le rang de As−1 e´tant s− 1, les D(λj)
sont nuls et les λj sont des constantes. D’ou` une relation du type
s+v−2∑
j=v
λjaj(ℓ) = −λℓ
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pour ℓ = 0, · · · , v − 1 avec les λi constants. On en de´duit que
s+v−2∑
j=0
λjΦ
j(g) = 0
avec λi ∈ K. Cela n’est pas possible : en appliquant un certain nombre de fois
l’ope´rateur ψ et en utilisant le fait que ψ(g) = 0 par exemple, on en de´duit que g = 0.
D’ou` le lemme 4.3.1
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