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THE THIRD PARTIAL COHOMOLOGY GROUP AND
EXISTENCE OF EXTENSIONS OF SEMILATTICES OF GROUPS
BY GROUPS
MIKHAILO DOKUCHAEV, MYKOLA KHRYPCHENKO, AND MAYUMI MAKUTA
Abstract. We introduce the concept of a partial abstract kernel associated
to a group G and a semilattice of groups A and relate the partial cohomology
group H3(G,C(A)) with the obstructions to the existence of admissible exten-
sions of A by G which realize the given abstract kernel. We also show that if
such extensions exist then they are classified by H2(G,C(A)).
Introduction
Influenced by R. Exel’s notion of a continuous twisted partial group action on
a C∗-algebra [13] and its ring theoretic analogue in [4], a cohomology theory was
introduced in [6], which suits unital twisted partial actions as well as the concept
of their equivalence given in [5]. The cohomology from [6] is strongly related to the
cohomology of inverse semigroups. It found applications to partial projective group
representations in [6, 12], to a generalization of the Chase-Harrison-Rosenberg se-
ven term exact sequence for partial Galois extensions in [10, 11], and to the study
of ideals in reduced crossed products of C∗-algebras by global actions in [14]. It
also influenced a Hopf theoretic treatment of partial cohomology in [1] and a study
of its affinity with extensions in [7, 8]. It became clear from [7] that, in order to
deal with extensions, a more general multiplier-valued partial group cohomology
theory is needed. This was introduced in [8] and appropriate interpretations for
the first and second partial cohomology groups in terms of extensions of semilat-
tices of abelian groups by groups were obtained.
The goal of the present paper is to relate the third partial cohomology group
with obstructions to the existence of extensions of semilattices of non-necessarily
abelian groups by groups, which realize partial abstract kernels, and, if such exten-
sions exist, classify them by the second partial cohomology group.
In Section 1 we give some notions and establish preliminary facts on multipliers
of semigroups, twisted partial group actions, certain inverse monoids linked to the
symmetric inverse monoid, relatively invertible endomorphisms of semilattices of
groups, partial homomorphisms and premorphisms. In Section 2 we introduce the
concept of a (partial) abstract kernel associated to a group G and a semilattice
of groups A as a partial homomorphism ψ : G → ς(A), where ς(A) is the inverse
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monoid formed by certain equivalence classes of isomorphisms between ideals of
A. We show that equivalent admissible extensions of A by G result in the same
abstract kernel (see Proposition 2.3), define the obstruction to an admissible ex-
tension associated to an abstract kernel ψ (a partial 3-cocycle), construct a partial
action on the center C(A) related to ψ and prove in Theorem 2.15 that ψ possesses
an admissible extension if and only if the corresponding obstruction is the trivial
element of the third partial cohomology group H3(G,C(A)). In the final Subsec-
tion 2.4 we show that if ψ possesses an admissible extension then the equivalence
classes of admissible extensions realizing ψ are in a one-to-one correspondence with
the elements of H2(G,C(A)) (see Theorem 2.21).
1. Preliminaries
1.1. Multipliers. We shall use several definitions and technical results about mul-
tipliers, so all of them are gathered in this subsection.
Definition 1.1. A multiplier of a semigroup S is a pair m of maps s 7→ ms and
s 7→ sm from S to itself, such that for all s, t ∈ S:
(i) m(st) = (ms)t;
(ii) (st)m = s(tm);
(iii) s(mt) = (sm)t.
The set of multipliers of S, denoted by M(S), forms a monoid under the usual
composition of maps.
Remark 1.2. (i) Let S2 = S. Then for all m,n ∈ M(S) and s ∈ S
(ms)n = m(sn).
(ii) Let C(S)2 = C(S). Then for all m ∈ M(S) and s ∈ C(S)
ws = sw.
In particular, both items are true, if S is inverse.
Proof. Item (i) is the semigroup version of [3, Proposition 2.5 (ii)], while (ii) follows
from [7, Remark 5.2]. Now, if S is inverse, then s = s(ss−1) ∈ S2 for any s ∈ S,
so S2 = S. Moreover, C(S) is an inverse subsemigroup of S, as for any s ∈ C(S)
and t ∈ S one has s−1t = s−1(t−1)−1 = (t−1s)−1 = (st−1)−1 = ts−1, whence
s−1 ∈ C(S). Thus, C(S)2 = C(S) also holds. 
Definition 1.3. Let S be a semigroup. Define φ : S →M(S), s 7→ φs, to be the
multiplier that acts on t ∈ S as follows:
tφs = ts, φst = st.
The multiplier φs will be called the inner multiplier
1 associated with the element
s of S.
Definition 1.4. [4, p. 3282] Let α : S → T be an isomorphism of semigroups. For
any m ∈ M(S) denote by mα the multiplier of T acting on t ∈ T in the following
way:
tmα = α(α−1(t)m), mαt = α(mα−1(t)). (1)
1Petrich [18] calls this an inner bitranslation induced by s.
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Remark 1.5. It is easily seen thatm 7→ mα is an isomorphism of monoidsM(S)→
M(T ).
Definition 1.6. Let S2 = S and m ∈ U(M(S)). Denote by µ(m) the conjugation
s 7→ msm−1 on S. By Remark 1.2 it is well-defined. Moreover, it is clearly an
automorphism of S.
Lemma 1.7. Let α : S → T be an isomorphism of semigroups.
(a) If β : T → U is another semigroup isomorphism, then
(mα)β = mβ◦α (2)
for any m ∈M(S).
(b) If S2 = S, then
µ(mα) = α ◦ µ(m) ◦ α−1 (3)
for any m ∈ U(M(S)).
Proof. (a) Given s ∈ S, we have
s(mα)β = β(β−1(s)mα) = β(α(α−1(β−1(s))m))
= (β ◦ α)((β ◦ α)−1(s)m) = smβ◦α.
Similarly, (mα)βs = mβ◦αs.
(b) For arbitrary t ∈ T we have
µ(mα)(t) = (mαt)(mα)−1 = α(α−1(α(mα−1(t)))m−1)
= α(mα−1(t)m−1) = (α ◦ µ(m) ◦ α−1)(t).

Lemma 1.8. Let S2 = S and m ∈M(S). Then
m ∈ C(M(S))⇔ ∀s ∈ S : ms = sm.
Proof. The “if” part. Let m ∈ C(M(S)). Since S2 = S, any element s ∈ S is of
the form s = tu for some t, u ∈ S. Clearly, s = φtu = tφu, where φt and φu are the
inner multipliers from Definition 1.3. Now,
ms = mtu = mφtu = φtmu = tmφu = tφum = tum = sm.
The “only if” part. Suppose that m “commutes” with any element of S. Given
n ∈ M(S) and s ∈ S, we calculate using Remark 1.2(i)
(mn)s = m(ns) = (ns)m = n(sm) = n(ms) = (nm)s.
Similarly s(mn) = s(nm). Thus, mn = nm. 
Lemma 1.9. Let S2 = S. Then
m ∈ C(M(S))⇒ m ∈M(C(S)).
Proof. Given m ∈ C(M(S)) and s ∈ C(S), we know by Lemma 1.8 that ms = sm.
So, it suffices to show that ms ∈ C(S). For any t ∈ S using Lemma 1.8 we have:
(ms)t = m(st) = m(ts) = (ts)m = t(sm) = t(ms).

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Corollary 1.10. Under the conditions of Lemma 1.9 if m ∈ U(C(M(S))), then
m ∈ U(M(C(S))).
Lemma 1.11. Let S2 = S and m,n ∈ U(M(S)). Then µ(m) = µ(n) if and only
if there exists w ∈ U(C(M(S))) such that
m = wn. (4)
Proof. The “if” part is obvious, so we shall only prove the “only if” part. By
definition µ(m) = µ(n) means that
msm−1 = nsn−1
for all s ∈ S. So, defining w := mn−1 ∈ U(M(S)), we clearly have (4) and moreover
ws = sw
for arbitrary s ∈ S. It follows by Lemma 1.8 that w ∈ C(M(S)). 
Lemma 1.12. Let S be such that C(S)2 = C(S). Given m ∈ M(C(S)) and
n ∈ M(S), we have
mn = nm on C(S).
Proof. Let s ∈ C(S). Since m ∈M(C(S)), it follows that ms ∈ C(S). Then using
Remark 1.2(ii) we have
(nm)s = n(ms) = (ms)n = m(sn) = m(ns) = (mn)s.
Equality s(mn) = s(nm) is proved similarly. 
Lemma 1.13. Let S2 = S and ψ, ϕ : S → T be two isomorphisms of semigroups.
If ψ = µ(m) ◦ ϕ for some m ∈ M(T ), then
mnϕ = nψm (5)
for all n ∈M(S).
Proof. Given s ∈ S, using Remark 1.2(i) we have
(nψm)s = nψ(ms) = nµ(m)◦ϕ(ms) = (µ(m) ◦ ϕ)(n(µ(m) ◦ ϕ)−1(ms))
= mϕ(n(µ(m) ◦ ϕ)−1(ms))m−1 = mϕ(nϕ−1(m−1msm))m−1
= mnϕ(sm)m−1 = m(nϕs)mm−1 = (mnϕ)s.
Similarly, s(nψm) = s(mnϕ). 
Proposition 1.14. Let A be a semilattice of groups. Then there is a one-to-one
correspondence between the elements of M(C(A)) and the elements of C(M(A)).
Proof. By Lemma 1.9 we know that each m ∈ C(M(A)) is a multiplier of C(A).
It remains to show that each m ∈ M(C(A)) uniquely extends to m′ ∈ C(M(A)).
Given such m, we shall first prove the following equality
m(aa−1)a = a(a−1a)m (6)
and then use it to define an extension of m to a central multiplier on the whole A.
Since A is a semilattice of groups, we have aa−1 = a−1a ∈ C(A), so both sides
of (6) are well-defined, and moreover m(aa−1), (a−1a)m ∈ C(A). Hence, using
Remark 1.2 we get
m(aa−1)a = am(aa−1) = a(aa−1)m = a(a−1a)m,
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proving (6). We now define
m′a := m(aa−1)a. (7)
Then
m′(ab) = m((ab)(ab)−1)ab = m(abb−1a−1)ab = m(aa−1bb−1)ab
= m(aa−1)bb−1ab = m(aa−1)abb−1b = m(aa−1)ab = (m′a)b,
and by symmetry if we put
am′ := a(a−1a)m, (8)
then (ab)m′ = a(bm′). Furthermore,
(am′)b = a(a−1a)mb = a(a−1a)mbb−1b = aa−1am(bb−1)b = am(bb−1)b = a(m′b).
Thus, m′ ∈ M(A). That m′ ∈ C(M(A)) follows by (6) and Lemma 1.8. Clearly,
the extension of m is unique, as each n ∈ M(A) satisfies na = n(aa−1)a and
an = a(a−1a)n. 
1.2. Twisted partial actions.
Definition 1.15. A twisted partial action [4, 7] of a group G on a semigroup A is a
pair Θ = (θ, w), where θ = {θg : Dg−1 → Dg | g ∈ G} is a collection of isomorphisms
between two-sided ideals of A and w = {wg,h ∈ M(DgDgh) | g, h ∈ G} satisfying
the following properties for all g, h, k ∈ G:
(TPA1) D2g = Dg, DgDh = DhDg;
(TPA2) D1 = A, θ1 = idA;
(TPA3) θg(Dg−1Dh) = DgDgh;
(TPA4) (θg ◦ θh)(a) = wg,hθgh(a)w
−1
g,h for all a ∈ Dh−1Dh−1g−1 ;
(TPA5) w1,g = wg,1 = idDg ;
(TPA6) θg(awh,k)wg,hk = θg(a)wg,hwgh,k.
Definition 1.16. A partial action [9, 6] of a group G on a semigroup A is a
collection θ = {θg : Dg−1 → Dg | g ∈ G} of isomorphisms between two-sided ideals
of A satisfying the following properties for all g, h ∈ G:
(PA1) D1 = A, θ1 = idA;
(PA2) θg(Dg−1 ∩ Dh) = Dg ∩ Dgh;
(PA3) (θg ◦ θh)(a) = θgh(a), ∀a ∈ Dh−1 ∩ Dh−1g−1 .
Definition 1.17. Two twisted partial actions (θ, w) and (θ′, w′) of G on A are
called equivalent, if
(ETPA1) D′g = Dg for all g ∈ G;
and there exists ε = {εg ∈ U(M(Dg)) | g ∈ G}, such that
(ETPA2) θ′g(a) = εgθg(a)ε
−1
g for all g ∈ G and a ∈ Dg−1 ;
(ETPA3) θ′g(a)w
′
g,hεgh = εgθg(aεh)wg,h for all g, h ∈ G and a ∈ Dg−1Dh.
1.3. The quotient ς(A). Throughout this subsection A will be a semilattice of
(not necessarily abelian) groups. Given a set X , by I(X) we denote the symmetric
inverse monoid [16, p. 6] of X .
Remark 1.18. If S is an inverse semigroup, then each ideal I of S is idempotent,
since each s ∈ I equals s ·s−1s with s−1s ∈ I. It follows that I∩J = IJ for any two
non-empty ideals of S, since I∩J = (I∩J)2 ⊆ IJ , and the converse inclusion holds
in an arbitrary semigroup. In particular, any two non-empty ideals of S commute.
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Lemma 1.19. Let S be a semigroup and I ⊳ J ⊳ S. If I2 = I, then I ⊳ S.
Proof. Indeed, IS = I2S = I · IS ⊆ I · JS ⊆ IJ ⊆ I, and similarly SI ⊆ I. 
Definition 1.20. Given a semigroup S, define Σ(S) to be the subset of I(S) that
consists of isomorphisms between ideals of S.
Proposition 1.21. Let S be an inverse semigroup. Then Σ(S) is an inverse sub-
monoid of I(S).
Proof. Given ϕ, ψ ∈ Σ(S), we have:
ϕ ◦ ψ : ψ−1(ranψ ∩ domϕ)→ ϕ(ranψ ∩ domϕ).
Observe that ranψ∩domϕ⊳ranψ, so dom (ϕ◦ψ)⊳domψ, as ψ is an isomorphism
between domψ and ranψ. Similarly ran (ϕ ◦ ψ) ⊳ ranϕ. By Lemma 1.19 both
dom(ϕ ◦ ψ) and ran (ϕ ◦ ψ) are ideals of S, and hence ϕ ◦ ψ ∈ Σ(S).
It is obvious that Σ(S) is closed with respect to the inverses and contains the
identity element of I(S). 
Definition 1.22. Let S be an inverse semigroup. Define the following binary
relation ∼ on Σ(S):
ψ ∼ ϕ⇔
{
domϕ = domψ and ranϕ = ranψ,
∃m ∈ U(M(ranϕ)) ∀s ∈ domϕ : ψ(s) = mϕ(s)m−1.
By Remarks 1.2 and 1.18 the expression involving the multiplier m in Defini-
tion 1.22 makes sense. It is easy to see that ∼ is an equivalence: reflexivity and
symmetry are obvious, and the transitivity follows from the fact that M(ranϕ) is
a monoid. We are going to prove that ∼ is in fact a congruence. To this end, we
shall need a technical lemma.
Lemma 1.23. Let S be an inverse semigroup. Given ψ ∼ ϕ and I ⊳ domϕ,
J ⊳ ranϕ, one has
ϕ(I) = ψ(I) and ϕ−1(J) = ψ−1(J).
Proof. Let m ∈ U(M(ranϕ)) be such that ψ(s) = mϕ(s)m−1 for all s ∈ domϕ.
We first prove the assertion for the ideal I ⊳ domϕ. Since ϕ(I) is idempotent
thanks to Remark 1.18, it follows by [7, Remark 5.3] that mϕ(I)m−1 = ϕ(I). But
ψ(I) = mϕ(I)m−1, since ϕ ∼ ψ, whence ϕ(I) = ψ(I).
Now, any J ⊳ ranϕ equals ϕ(ϕ−1(J)), the latter being ψ(ϕ−1(J)) by the
first equality of the lemma applied to I = ϕ−1(J) ⊳ domϕ. Hence, ψ−1(J) =
ψ−1(ψ(ϕ−1(J))) = ϕ−1(J). 
Proposition 1.24. Let S be an inverse semigroup. Then the equivalence ∼ from
Definition 1.22 is a congruence on Σ(S).
Proof. We shall prove that ∼ is both left and right compatible. Let ϕ ∼ ψ and
α ∈ Σ(A). We need to show that α ◦ ϕ ∼ α ◦ ψ and ϕ ◦ α ∼ ψ ◦ α.
Recall that
α ◦ ϕ : ϕ−1(ranϕ ∩ domα)→ α(ranϕ ∩ domα),
α ◦ ψ : ψ−1(ranψ ∩ domα)→ α(ranψ ∩ domα).
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The equality ran (α ◦ϕ) = ran (α ◦ψ) is clear, as ranϕ = ranψ. Furthermore, since
ranϕ ∩ domα = ranψ ∩ domα is an ideal of ranϕ = ranψ, using Lemma 1.23 we
have
dom(α ◦ ϕ) = ϕ−1(ranϕ ∩ domα) = ψ−1(ranϕ ∩ domα)
= ψ−1(ranψ ∩ domα) = dom (α ◦ ψ).
Now let m ∈ U(M(ranϕ)) such that ψ(s) = mϕ(s)m−1 for all s ∈ domϕ. In
view of [7, Remark 5.3] the multiplier m of ranϕ restricts to a multiplier of ranϕ∩
domα⊳ranϕ, which we denote using the same letter. The isomorphism α restricted
to ranϕ ∩ domα induces the invertible multiplier mα of α(ranϕ ∩ domα) as in
Definition 1.4. Then
mα(α ◦ ϕ)(x)(mα)−1 = α(m(α−1 ◦ α ◦ ϕ)(x))(mα)−1 = α(mϕ(x))(mα)−1
= α((α−1 ◦ α)(mϕ(x))m−1) = α(mϕ(x)m−1) = (α ◦ ψ)(x),
proving that α ◦ ϕ ∼ α ◦ ψ.
The right compatibility of ∼ is even easier to prove. We have
ψ ◦ α : α−1(ranα ∩ domψ)→ ψ(ranα ∩ domψ),
ϕ ◦ α : α−1(ranα ∩ domϕ)→ ϕ(ranα ∩ domϕ).
It is evident that dom (ψ ◦ α) = dom (ϕ ◦ α). Since ranα ∩ domϕ⊳ domϕ, we get
ϕ(ranα∩domϕ) = ψ(ranα∩domϕ) by Lemma 1.23, yielding ran (ψ◦α) = ran (ϕ◦
α). Finally, if s ∈ dom (ϕ ◦ α), then α(s) ∈ domϕ, so ψ(α(s)) = mϕ(α(s))m−1,
and thus ϕ ◦ α ∼ ψ ◦ α. 
Definition 1.25. Let S be an inverse semigroup. Then the quotient Σ(S)/∼ is an
inverse monoid, which will be denoted by ς(S).
Remark 1.26. The projection homomorphism Σ(S) → ς(S) is idempotent-
separating.
Proof. Indeed, any idempotent of Σ(S) is of the form idI , where I is an ideal of S.
Suppose that [idI ] = [idJ ] for some ideals I, J . Then idI ∼ idJ , which implies that
I = dom (idI) = dom(idJ) = J . Thus, idI = idJ . 
Recall the following definition from [15].
Definition 1.27. Let A be a semilattice of groups. An endomorphism ϕ : A→ A
is called relatively invertible if there exist ϕ¯ ∈ EndA and eϕ ∈ E(A) satisfying:
(i) ϕ¯ ◦ ϕ(a) = eϕa and ϕ ◦ ϕ¯(a) = ϕ(eϕ)a, for any a ∈ A;
(ii) eϕ is the identity of ϕ¯(A) and ϕ(eϕ) is the identity of ϕ(A).
The set of relatively invertible endomorphisms of A is denoted by endA.
Proposition 1.28. [7, Proposition 3.4] The set endA forms an inverse subsemi-
group of Σ(A) isomorphic to Iui(A), the semigroup of isomorphisms between unital
ideals of A.
Definition 1.29. For each fixed a ∈ A, the map µa(b) = aba
−1 is an endomorphism
called inner. It is relatively invertible with µa = µa−1 and eµa = a
−1a = aa−1. The
set of all relatively invertible inner endomorphisms forms an inverse subsemigroup
of endA denoted by inA.
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Definition 1.30. The semigroup inA is a semilattice of groups which determines
a kernel normal system of endA. The quotient endA/inA will be denoted by exoA
and its elements will be called exomorphisms of A. Observe that the projection
epimorphism endA→ exoA is idempotent-separating.
The following remark shows that ∼ is a generalization of the congruence inA to
the case of isomorphisms between non-unital ideals of an inverse semigroup.
Remark 1.31. Let A be a semilattice of groups and ϕ, ψ ∈ Σ(A) isomorphisms
between unital ideals of A. Then, identifying ϕ and ψ with elements of endA as
in [7, Proposition 3.4], we have ϕ ∼ ψ if and only if (ϕ, ψ) ∈ inA. Consequently,
exo(A) can be seen as an inverse subsemigroup of ς(A).
Remark 1.32. Let G be a group, S an inverse semigroup and Θ = (θ, w), Θ′ =
(θ′, w′) two twisted partial actions of G on S. If Θ is equivalent to Θ′ then θg ∼ θ
′
g
for all g ∈ G.
1.4. Partial homomorphisms and premorphisms.
Definition 1.33. A map f : G→ S from a group G to a semigroup S is called a
partial homomorphism if it satisfies, for all g, h ∈ G:
(PH1) f(g−1)f(g)f(h) = f(g−1)f(gh);
(PH2) f(g)f(h)f(h−1) = f(gh)f(h−1);
(PH3) f(g)f(1) = f(g).
If S is a monoid, then the partial homomorphism is said to be unital if, instead
of (PH3), one has f(1) = 1.
Remark 1.34. Definition 1.33 is a slight modification of what was defined in [9],
where S was supposed to be a monoid.
The following is well-known and easy to prove.
Corollary 1.35. Let f : G→ S be a partial homomorphism. Then for all g, h ∈ G
(i) f(g)f(g−1)f(g) = f(g);
(ii) f(1)f(g) = f(g);
(iii) f(g)f(h) = f(g)f(g−1)f(gh) = f(gh)f(h−1)f(h).
In particular, if S is inverse, then f(g−1) = f(g)−1.
Within this subsection we shall fix a group G, a semilattice of groups A and
a partial homomorphism ψ : G → ς(A). For any g ∈ G we denote by Dg the
common range of all the isomorphisms of the class ψ(g). We shall also choose a set
of representatives θg ∈ ψ(g).
Lemma 1.36. The common domain of all the isomorphisms from ψ(g) is Dg−1 .
In particular, θg is an isomorphism Dg−1 → Dg.
Proof. Consider the composition θgθg−1 ∈ ψ(g)ψ(g
−1). Since ψ(g)ψ(g−1) =
ψ(g)ψ(g)−1 is an idempotent, it is the class of some idempotent idI from Σ(A).
Hence, dom (θgθg−1) = ran (θgθg−1) = I. We shall first prove that I = Dg. Using
the fact that ψ(g)ψ(g−1)ψ(g) = ψ(g), we have ran (θgθg−1θg) = ran (θg) = Dg.
It follows that Dg ⊆ ran (θgθg−1) = I. On the other hand, I = ran (θgθg−1) ⊆
ran (θg) = Dg, whence I = Dg, as desired.
Clearly, dom (θg) = dom(θgθg−1θg) ⊆ dom(θg−1θg) = Dg−1 . On the other hand,
Dg−1 = dom (θg−1θg) ⊆ dom(θg), proving the lemma. 
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Lemma 1.37. For any g ∈ G one has
θg(Dg−1Dh) = DgDgh.
Proof. Indeed, using Lemma 1.36 we see that θg(Dg−1Dh) = θg(Dg−1 ∩ Dh) =
ran (θgθh). But θgθh ∈ ψ(g)ψ(h) = ψ(g)ψ(g
−1)ψ(gh) and idDg ∈ ψ(g)ψ(g
−1). So,
ran (θgθh) = ran (idDgθgh) = Dg ∩ Dgh = DgDgh. 
Corollary 1.38. We also have a more general equality:
θg(Dg−1Dh1 . . .Dhn) = DgDgh1 . . .Dghn .
Proof. For by Remark 1.18 all Dg are idempotent and commute. 
Corollary 1.39. Let ψ(G) ⊆ exoA and Dg = 1gA for some 1g ∈ E(C(A)). Then
θg(1g−11h) = 1g1gh.
Proof. Indeed, 1g−11h is the identity element of Dg−1Dh and 1g1gh is the identity
element of DgDh. 
Lemma 1.40. Let I and J be ideals of a semilattice of groups A. Then
C(IJ) = C(I)C(J).
Proof. The inclusion C(I)C(J) ⊆ C(IJ) holds for an arbitrary inverse semigroup
A. Indeed, given x ∈ C(I), y ∈ C(J), and a ∈ I ∩ J = IJ , we have:
(xy)a = x(ya) = x(ay) = (xa)y = (ax)y = a(xy).
For the converse inclusion C(IJ) ⊆ C(I)C(J), we take x ∈ I and y ∈ J such
that xy ∈ C(IJ). Then for any a ∈ I using the fact that E(A) ⊆ C(A), we have:
(xy)a = xy(y−1y)a = xy(ay−1y) = (ay−1y)xy = axy(y−1y) = a(xy).
Hence, xy ∈ C(I). Similarly, xy ∈ C(J). Thus, xy ∈ C(I) ∩ C(J) = C(I)C(J),
proving C(IJ) ⊆ C(I)C(J). 
Corollary 1.41. The center of an idempotent ideal I of A is also idempotent.
Proof. Indeed, if I ⊳A and I = I2, then C(I) = C(I2) = C(I)2. 
Corollary 1.42. For any g ∈ G we have
θg(C(Dg−1 )C(Dh)) = C(Dg)C(Dgh).
Proof. Since each θg is an isomorphism, it preserves the centers, so using Lem-
mas 1.37 and 1.40, we conclude that
θg(C(Dg−1 )C(Dh)) = θg(C(Dg−1Dh)) = C(DgDgh) = C(Dg)C(Dgh).

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2. Abstract kernel of an extension of A by G
2.1. Abstract kernel of an extension of A by S. Recall Lausch’s construction
of the abstract kernel of an extension. Let A
i
−→ U
j
−→ S be an extension of a
semilattice of (not necessarily abelian) groups A by an inverse semigroup S. Then
(see [15, p. 291]) there is an idempotent-separating homomorphism ν : U → endA,
u 7→ νu, defined by
νu(a) = i
−1(ui(a)u−1).
Recall from [2, Theorem 7.55] that j(u) = j(v) for u, v ∈ U if and only if there
exists a ∈ A such that u = i(a)v and i(aa−1) = vv−1. Then
νu = νi(a) ◦ νv,
and νi(a) ∈ inA with νi(a)◦(νi(a))
−1 = νi(aa−1) = νvv−1 = νv ◦(νv)
−1. Therefore, νu
and νv belong to the same class of the idempotent-separating congruence on endA
whose kernel coincides with inA ([15, Proposition 8.2 (ii)]). It follows that the map
ψ : S → exoA, which sends s ∈ S to the inA-class [νu] of νu, where j(u) = s, is
well-defined, in the sense that the definition does not depend on the choice of u.
Moreover, for s = j(u) and t = j(v), one has st = j(uv), and hence
ψ(st) = [νuv] = [νu ◦ νv] = [νu][νv] = ψ(s)ψ(t),
so ψ is a homomorphism. If ψ(e) = ψ(e′) for some e, e′ ∈ E(S), then [νf ] = [νf ′ ] for
some (uniquely determined) pair f, f ′ ∈ E(U) with j(f) = e and j(f ′) = e′. Since
νf , νf ′ ∈ E(endA) and the natural epimorphism endA → exoA is idempotent-
separating by [15, Proposition 8.2 (ii)], we have νf = νf ′ , which implies f =
f ′, as ν is idempotent-separating. Thus, ψ is also idempotent-separating as a
homomorphism S → exoA.
2.2. From the abstract kernel of an extension of A by S to an abstract
kernel of an extension of A by G. Now suppose that the extension A
i
−→ U
j
−→ S
above admits an order-preserving transversal ρ : S → U , i.e. j ◦ ρ = idS . Then by
formulas (7), (9) and (11) from [7] the maps α : E(S)→ E(A), λ : S → endA and
f : S2 → A, where
α(s) = i−1(ρ(s)),
λs = νρ(s),
f(s, t) = i−1(ρ(s)ρ(t)ρ(st)−1),
define a twisted S-module structure on A. Observe from the definition of ψ that
ψ(s) = [νρ(s)] = [λs]. (9)
In particular, a choice of another order-preserving transversal ρ′ leads to the same
class [λs] in exoA for all s ∈ S (see also [7, Proposition 3.10]).
Furthermore, we know by [7, Proposition 3.23] that the twisted S-module Λ =
(α, λ, f) is Sieben, so by [7, Proposition 6.11] it induces a twisted partial action
Θ = (θ, w) of G(S) on A, where
θg(a) = λs(a), with s ∈ g, α(s
−1s) = aa−1,{
wg,ha = f(s, s
−1t)a
awg,h = af(s, s
−1t)
with s ∈ g, t ∈ gh, α(ss−1) = α(tt−1) = aa−1.
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Moreover, thanks to [7, Proposition 6.13] any Λ′ equivalent to Λ induces Θ′ equiv-
alent to Θ. Thus, in view of Remark 1.32, we have a well-defined map that sends
g ∈ G(S) to [θg] ∈ ς(A).
Proposition 2.1. Given an extension A
i
−→ U
j
−→ S and an order-preserving
transversal ρ : S → U of j, the map
ψ : G(S)→ ς(A),
g 7→ [θg],
defined above is a unital partial homomorphism.
Proof. It only suffices to show that for all g, h ∈ G(S)
θg−1θgθh ∼ θg−1θgh, (10)
θgθhθh−1 ∼ θghθh−1 , (11)
since θ1 = idA in view of (TPA2). Observe using (TPA3) that
dom (θgθh) = θ
−1
h (DhDg−1) = Dh−1Dh−1g−1 ,
ran (θgθh) = θg(DhDg−1) = DgDgh.
It follows that
dom (θg−1θgθh) = dom(θg−1 (θgθh)) = θ
−1
h θ
−1
g (DgDgh) = Dh−1Dh−1g−1 ,
ran (θg−1θgθh) = ran (θg−1(θgθh)) = θg−1(DgDgh) = Dg−1Dh.
Now,
dom (θg−1θgh) = θ
−1
gh (DghDg) = Dh−1g−1Dh−1 ,
ran (θg−1θgh) = θg−1(DghDg) = DhDg−1 ,
so that θg−1θgθh and θg−1θgh have the same domain and range. For any a ∈
Dh−1g−1Dh−1 by (TPA2) and (TPA4) we have
θg−1θgθh(a) = (θg−1θg)(θh(a)) = wg−1,gθh(a)w
−1
g−1,g
,
θg−1θgh(a) = wg−1,ghθh(a)w
−1
g−1,gh
,
whence θg−1θgθh(a) = wg−1,gw
−1
g−1,gh
(θg−1θgh(a))wg−1,ghw
−1
g−1,g
, proving (10). The
proof of (11) is similar. 
Definition 2.2. Given an admissible extension A
i
−→ U
j
−→ G of a semilattice of
groups A by a group G, we define the abstract kernel of this extension as the partial
homomorphism
ψ : G→ ς(A),
g 7→ [θg],
with θ = {θg : Dg−1 → Dg} being the action part of the twisted partial action of G
on A induced by a refinement A
i
−→ U
pi
−→ S of the extension and an order-preserving
transversal ρ : S → U of pi.
More generally, by an abstract kernel (without referring to an extension) we
mean a triple (A,G, ψ), where A is a semilattice of groups, G is a group, and
ψ : G→ ς(A) is a unital partial homomorphism.
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Proposition 2.3. Equivalent admissible extensions of A by G define the same
abstract kernel ψ : G→ ς(A).
Proof. By [7, Lemma 4.1] equivalent admissible extensions U and U ′ of A by G
induce equivalent twisted partial actions Θ and Θ′ of G on A. Denoting by ψ and
ψ′ the corresponding abstract kernels, by Remark 1.32 we have ψ(g) = [θg] = [θ
′
g] =
ψ′(g). 
A general problem of extensions of semilattices of groups by groups is that of
constructing all (admissible) extensions with a given abstract kernel (A,G, ψ); that
is, constructing all A
i
−→ U
j
−→ G whose induced abstract kernel is ψ.
2.3. Obstruction to an extension of an abstract kernel. Now suppose that we
are given an abstract kernel (A,G, ψ). For each g ∈ G, we choose a representative
θg ∈ ψ(g) (12)
and denote byDg the ideal ran θg, so that θg : Dg−1 → Dg by Lemma 1.36. It follows
from the proof of Lemma 1.36 that idD
h−1
∈ ψ(h−1)ψ(h), whence θghidD
h−1
∈
ψ(gh)ψ(h−1)ψ(h). By Corollary 1.35 (iii) we have
θgθh ∼ θghidD
h−1
.
Hence there exists an invertible multiplier wg,h of DgDgh such that
(θgθh)(a) = wg,h(θghidD
h−1
)(a)w−1g,h
for all a ∈ Dh−1Dh−1g−1 . Using the notation introduced in Definition 1.6 we may
write
(θgθh)(a) = µ(wg,h)(θgh(a)) (13)
for all a ∈ Dh−1Dh−1g−1 .
Lemma 2.4. There exists β(g, h, k) ∈ U(C(M(DgDghDghk))), such that
w
θg
h,kwg,hk = β(g, h, k)wg,hwgh,k (14)
for all g, h, k ∈ G.
Proof. By Lemma 1.37 we have dom(θgθhθk) = Dk−1Dk−1h−1Dk−1h−1g−1 . Using
associativity in Σ(A) and (3) and (13), we compute (θgθhθk)(a) in two different
ways:
((θgθh)θk)(a) = µ(wg,h)(θghθk(a))
= (µ(wg,h) ◦ µ(wgh,k))(θghk(a))
= µ(wg,hwgh,k)(θghk(a)),
(θg(θhθk))(a) = µ(w
θg
h,k)(θgθhk(a))
= (µ(w
θg
h,k) ◦ µ(wg,hk))(θghk(a))
= µ(w
θg
h,kwg,hk)(θghk(a)).
Since θghk(a) ∈ DgDghDghk (by Corollary 1.38), we have
µ(wg,hwgh,k) = µ(w
θg
h,kwg,hk) on DgDghDghk.
It remains to apply Lemma 1.11. 
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Definition 2.5. The map β from Lemma 2.4 will be called an obstruction to the
extension of the abstract kernel (A,G, ψ).
Definition 2.6. Given an abstract kernel (A,G, ψ), for each choice of representa-
tives θg ∈ ψ(g) define θ˜g = θg|C(D
g−1
) : C(Dg−1 )→ C(Dg).
Remark 2.7. In view of Lemma 1.12 the map θ˜g does not depend on the choice of
representatives θg ∈ ψ(g), and thus is uniquely determined by the abstract kernel
(A,G, ψ).
Proposition 2.8. The family {θ˜g}g∈G from Definition 2.6 is a partial action of G
on C(A).
Proof. We have ψ(1) = [idA], so θ1 = µ(m) for some m ∈ U(M(A)). Then θ˜1 =
µ(m)|C(A) = idC(A), proving (PA1) for θ˜.
Property (PA2) for θ˜ is Corollary 1.42.
For (PA3) take a ∈ C(Dh−1Dh−1g−1) and write using (13) and Corollary 1.42
together with Remark 1.2 (ii)
(θ˜g ◦ θ˜h)(a) = (θg ◦ θh)(a) = wg,hθgh(a)w
−1
g,h = θgh(a) = θ˜gh(a).

Lemma 2.9. If an abstract kernel (A,G, ψ) has an admissible extension then there
exists a choice of representatives θg ∈ ψ(g) such that the corresponding obstruction
is the trivial 3-cochain.
Proof. If (A,G, ψ) is the abstract kernel of an admissible extension of A by G, then
ψ(g) = [θg], where (θ, w) is the induced twisted partial action of G on A. Observe
that (TPA6) is exactly (14) with trivial β. Indeed, a′ ∈ DgDghDghk if and only if
a′ = θg(a) for some a ∈ Dg−1DhDhk. Since a
′w
θg
h,k = θg(θ
−1
g (a
′)wh,k) = θg(awh,k),
then
a′w
θg
h,kwg,hk = a
′wg,hwgh,k
is equivalent to
θg(awh,k)wg,hk = θg(a)wg,hwgh,k,
which is (TPA6).

Lemma 2.10. Let θg ∈ ψ(g), θg : Dg−1 → Dg, and wg,h ∈ U(M(DgDgh)) satisfy-
ing (13). Then
(a) for any a ∈ C(Dg−1DhDhk):
θg(awh,k) = θg(a)w
θg
h,k; (15)
(b) for any a ∈ C(DgDghDghkDghkl):
aw
θgθh
k,l = wg,h(aw
θgh
k,l )w
−1
g,h. (16)
Proof. (a). To prove (15), it suffices to apply (1):
θg(a)w
θg
h,k = θg(θ
−1
g (θg(a))wh,k) = θg(awh,k).
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(b). By Proposition 2.8 we have
(θgθh)
−1(a) = θ−1h θ
−1
g (a) = θ˜
−1
h θ˜
−1
g (a) = θ˜h−1g−1(a) = θh−1g−1(a).
Therefore, using also (1) and (13) we may write
aw
θgθh
k,l = (θgθh)((θgθh)
−1(a)wk,l)
= wg,hθgh(θh−1g−1(a)wk,l)w
−1
g,h
= wg,h(aw
θgh
k,l )w
−1
g,h,
proving (16).

The next three lemmas are adaptations of Lemmas IV.8.4–IV.8.6 from [17].
Lemma 2.11. Let (A,G, ψ) be an abstract kernel and β an obstruction to (A,G, ψ).
Then β ∈ Z3(G,C(A)), where C(A) is considered as a partial G-module via θ˜.
Proof. We need to show that (δ3β)(g, h, k, l)a = a for all a ∈ C(DgDghDghkDghkl),
that is
θg(θg−1(a)β(h, k, l))β(g, hk, l)β(g, h, k) = aβ(gh, k, l)β(g, h, kl). (17)
To this end, we express θg(θg−1(a)w
θh
k,lwh,kl)wg,hkl in two ways using (2) and (14)–
(16) and Remark 1.2 (ii). On the one hand
θg(θg−1(a)w
θh
k,lwh,kl︸ ︷︷ ︸)wg,hkl
= θg(θg−1(a)β(h, k, l)wh,kwhk,l)wg,hkl (by (14))
= θg(θg−1(a)β(h, k, l))w
θg
h,kwg,hk︸ ︷︷ ︸w−1g,hk wθghk,lwg,hkl︸ ︷︷ ︸ (by (15))
= θg(θg−1(a)β(h, k, l))β(g, h, k)wg,hwgh,kw
−1
g,hkβ(g, hk, l)wg,hkwghk,l (by (14))
= θg(θg−1(a)β(h, k, l))β(g, hk, l)β(g, h, k)wg,hwgh,kwghk,l.
On the other hand
θg(θg−1(a)w
θh
k,lwh,kl)wg,hkl
= a(wθhk,l)
θgw
θg
h,klwg,hkl (by (15))
= aw
θgθh
k,l w
θg
h,klwg,hkl (by (2))
= wg,haw
θgh
k,l wgh,kl︸ ︷︷ ︸w−1gh,klw−1g,h wθgh,klwg,hkl︸ ︷︷ ︸ (by (16))
= wg,haβ(gh, k, l)wgh,kwghk,lw
−1
gh,klw
−1
g,hβ(g, h, kl)wg,hwgh,kl (by (14))
= aβ(gh, k, l)β(g, h, kl)wg,hwgh,kwghk,l.
Canceling wg,hwgh,kwghk,l ∈ U(M(DgDghDghkDghkl)), we get (17). 
We shall now see how different choices of θ and w interfere in the obstruction to
a given abstract kernel.
Lemma 2.12. Another choice of {wg,h}g,h∈G in (13), for the same representatives
{θg}g∈G, produces a partial 3-cocycle cohomologous to β.
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Proof. Let w′g,h ∈ M(DgDgh) be another multiplier such that
(θgθh)(a) = µ(w
′
g,h)(θgh(a))
for all a ∈ Dh−1Dh−1g−1 . Since any element of DgDgh has the form θgh(a) for some
a ∈ Dh−1Dh−1g−1 , we conclude that µ(wg,h) = µ(w
′
g,h) on DgDgh. By Lemma 1.11
there exists vg,h ∈ U(C(M(DgDgh))) such that
w′g,h = vg,hwg,h (18)
on DgDgh. Thus, v is a partial 2-cochain, i.e. v ∈ C
2(G,C(A)) in the sense of [8].
Let β′(g, h, k) ∈ U(C(M(DgDghDghk))), such that
(w′h,k)
θgw′g,hk = β
′(g, h, k)w′g,hw
′
gh,k, (19)
which exists in view of Lemma 2.4. By (2), (18) and (19) we have
v
θg
h,kw
θg
h,kvg,hkwg,hk = (vh,kwh,k)
θgvg,hkwg,hk = β
′(g, h, k)vg,hwg,hvgh,kwgh,k. (20)
Now, since vh,k is a central multiplier of DhDhk, by Lemma 1.8 its restriction to the
ideal Dg−1DhDhk is a central multiplier of Dg−1DhDhk. As θg is an isomorphism
θg : Dg−1 → Dg, it follows that v
θg
h,k is a central multiplier of θg(Dg−1DhDhk) =
DgDghDghk. Therefore, in view of Lemma 1.12, all the multipliers v commute with
all the multipliers w in (20) when restricted to C(DgDghDghk). Hence, we may
write
v
θg
h,kvg,hkw
θg
h,kwg,hk = β
′(g, h, k)vg,hvgh,kwg,hwgh,k on C(DgDghDghk).
Applying (14) to w
θg
h,kwg,hk, we get
v
θg
h,kvg,hkβ(g, h, k)wg,hwgh,k = β
′(g, h, k)vg,hvgh,kwg,hwgh,k.
Canceling wg,hwgh,k ∈ U(DgDghDghk), we come to
v
θg
h,kvg,hkβ(g, h, k) = β
′(g, h, k)vg,hvgh,k.
Since all the multipliers above are central and invertible on the respective ideal, we
finally obtain
β′(g, h, k) = β(g, h, k)(δ2v)(g, h, k) on C(DgDghDghk),
which proves the lemma. 
Lemma 2.13. Another choice of the representatives {θg}g∈G may be followed by
a new selection of {wg,h}g,h∈G in (13) to induce the same obstruction β.
Proof. Let θ′g ∈ ψ(g) be another representative of the class ψ(g). Then θ
′
g : Dg−1 →
Dg and there exists mg ∈ U(M(Dg))
θ′g(a) = µ(mg)(θg(a)) (21)
for all a ∈ Dg−1 . Taking a ∈ Dh−1Dh−1g−1 we have
(θ′gθ
′
h)(a) = mgθg(mhθh(a)m
−1
h )m
−1
g (by (21))
= mgm
θg
h θg(θh(a))(m
θg
h )
−1m−1g (by (1))
= mgm
θg
h wg,hθgh(a)w
−1
g,h(m
θg
h )
−1m−1g (by (13))
= mgm
θg
h wg,hm
−1
gh θ
′
gh(a)mghw
−1
g,h(m
θg
h )
−1m−1g (by (21))
= µ(w′g,h)(θ
′
gh(a)),
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where
w′g,h := mgm
θg
h wg,hm
−1
gh . (22)
Observe using Lemma 1.13 that
w′g,hmgh = mgm
θg
h wg,h = m
θ′g
h mgwg,h. (23)
Let β′ be the obstruction induced by the pair (θ′, w′). We shall show that β′ in
fact coincides with β, which will prove the lemma. To this end, we compute
(w′h,k)
θ′g w′g,hkmghk︸ ︷︷ ︸ = (w′h,k)θ′gmθ
′
g
hkmgwg,hk (by (23))
= (w′h,kmhk︸ ︷︷ ︸)θ′gmgwg,hk (by Remark 1.5)
= (m
θ′h
k mhwh,k)
θ′gmgwg,hk (by (23))
= (m
θ′h
k )
θ′gm
θ′g
h w
θ′g
h,kmg︸ ︷︷ ︸wg,hk (by Remark 1.5)
= m
θ′gθ
′
h
k m
θ′g
h mg w
θg
h,kwg,hk︸ ︷︷ ︸ (by Lemmas 1.7 and 1.13)
= m
θ′gθ
′
h
k m
θ′g
h mgβ(g, h, k)wg,hwgh,k (by (14))
= β(g, h, k)m
θ′gθ
′
h
k m
θ′g
h mgwg,hwgh,k. (since β(g, h, k) is central)
Then for any a ∈ C(DgDghDghk) we have
a(w′h,k)
θ′gw′g,hkmghk = β(g, h, k)am
θ′gθ
′
h
k m
θ′g
h mgwg,hwgh,k
= β(g, h, k)w′g,ham
θ′gh
k (w
′
g,h)
−1m
θ′g
h mgwg,h︸ ︷︷ ︸wgh,k (by (16))
= β(g, h, k)w′g,ham
θ′gh
k (w
′
g,h)
−1w′g,h︸ ︷︷ ︸mghwgh,k (by (23))
= β(g, h, k)w′g,ham
θ′gh
k mghwgh,k︸ ︷︷ ︸
= β(g, h, k)w′g,haw
′
gh,kmghk (by (23))
= aβ(g, h, k)w′g,hw
′
gh,kmghk. (since a is central)
Canceling the invertible multiplier mghk, we conclude that
(w′h,k)
θ′gw′g,hk = β(g, h, k)w
′
g,hw
′
gh,k
on C(DgDghDghk). In view of (14) the latter means that β
′(g, h, k) = β(g, h, k). 
Lemma 2.14. Let (A, θ) be a partial G-module in the sense of [8] and v ∈ C2(G,A).
Then there exists v′ ∈ C2(G,A) such that δ2v = δ2v′ and v′1,1 = idA.
Proof. Define u ∈ C1(G,A) by
uxa = aux = av
−1
1,1 = v
−1
1,1a,
where a ∈ Dx. Then
a(δ1u)x,y = θx(θx−1(a)uy)u
−1
xy ux = θx(θx−1(a)v
−1
1,1)v1,1v
−1
1,1 = θx(θx−1(a)v
−1
1,1).
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Now, set v′ := v · δ1u ∈ C2(G,A). We have δ2v′ = δ2v · δ2δ1u = δ2v and av′1,1 =
v1,1θ1(θ1(a)v
−1
1,1) = a, as v1,1 is a central multiplier of A. 
We can summarize our results in the following.
Theorem 2.15. Given an abstract kernel (A,G, ψ), the center C(A) can be unique-
ly regarded as a partial G-module via θ˜ = {θ˜g : C(Dg−1) → C(Dg)}g∈G, where
θg ∈ ψ(g) and θ˜g = θg|C(D
g−1
). Taking the cohomology class of an obstruction
β to (A,G, ψ), we have a well-defined element Obs(A,G, ψ) ∈ H3(G,C(A)). The
abstract kernel (A,G, ψ) has an admissible extension if and only if Obs(A,G, ψ) is
trivial.
Proof. The “only if” part is explained by Proposition 2.8 and Lemmas 2.9 and 2.11–
2.13.
It remains to prove that the trivial obstruction yields the existence of an exten-
sion for (A,G, ψ). Indeed, let (θ, w) be such that β = δ2v. In view of Lemma 2.14
we may assume that v1,1 = idA. Moreover, since the class of β does not depend
on the choice of (θ, w) satisfying (12) and (13), we may also take θ1 = idA and
w1,1 = idA.
By the proof Lemma 2.12, if we define w′g,h = v
−1
g,hwg,h, then the corresponding
β′ satisfies
β′(g, h, k) = (δ2v)(g, h, k)(δ2v−1)(g, h, k) = idC(DgDghDghk).
It follows from (14) that w′ satisfies (TPA6), and moreover w′1,1 = v
−1
1,1w1,1 = idA.
Writing (TPA6) for the triples (1, 1, g) and (g, 1, 1) we obtain w′1,g = w
′
g,1 = idDg .
Thus, (θ, w′) is a twisted partial action of G on A. It induces the admissible
extension A
i
→ A ∗(θ,w′) G
j
→ G constructed in [7, Proposition 5.15]. Moreover, by
[8, Lemma 4.4] there is a refinement A
i
→ A ∗(θ,w′)G
pi
→ E(A) ∗(θ,w′)G
κ
→ G and an
order-preserving transversal ρ of pi, such that the induced twisted partial action of
G on A coincides with (θ, w′). Then the abstract kernel of this extension coincides
with ψ. 
2.4. The description of all the extensions of an abstract kernel.
Lemma 2.16. Let θ be the action part of a twisted partial action of G on A, θ˜
the restriction of θ to C(A), v ∈ Z2(G,C(A)) with respect to θ˜ and v′ = {v′g,h |
g, h ∈ G}, where v′g,h is the extension of vg,h to a central multiplier of A as in
Proposition 1.14. Then (θ, v′) satisfies (TPA6).
Proof. We need to prove that
(v′h,k)
θgv′g,hk = v
′
g,hv
′
gh,k (24)
on DgDghDghk. An arbitrary element of DgDghDghk has the form θg(a), where
a ∈ Dg−1DhDhk. Applying the left-hand side of (24) to θg(a) and using (1) and (8),
we have
θg(a)(v
′
h,k)
θgv′g,hk = θg(θ
−1
g (θg(a))v
′
h,k)v
′
g,hk
= θg(av
′
h,k)v
′
g,hk
= θg(a(a
−1a)vh,k)v
′
g,hk
= θg(a(a
−1a)vh,k)(θg(a
−1(a−1a)v−1h,k)θg(a(a
−1a)vh,k))vg,hk.
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Now, θg(a(a
−1a)vh,k) = θg(a)θ˜g((a
−1a)vh,k), as a
−1a ∈ C(A) and vh,k ∈M(C(A)).
Moreover, since central elements commute with multipliers, we have
θg(a
−1(a−1a)v−1h,k)θg(a(a
−1a)vh,k) = θ˜g(a
−1(a−1a)v−1h,ka(a
−1a)vh,k)
= θ˜g(a
−1a(a−1a)v−1h,k(a
−1a)vh,k)
= θ˜g((a
−1a)v−1h,kvh,k)
= θ˜g(a
−1a).
Hence,
θg(a)(v
′
h,k)
θgv′g,hk = θg(a(a
−1a)vh,k)θ˜g(a
−1a)vg,hk
= θg(a)θ˜g((a
−1a)vh,k)vg,hk
= θg(a)θ˜g(a
−1a)v
θg
h,kvg,hk.
Similarly,
θg(a)v
′
g,hv
′
gh,k = θg(a)θ˜g(a
−1a)vg,hvgh,k.
It remains to use the partial 2-cocycle identity for v.

Definition 2.17. Let Θ be a twisted partial action of G on A and v ∈ C2(G,C(A)).
Define
vΘ = (θ, v′w), (25)
where v′ is from Lemma 2.16.
Following [6], a partial 2-cocycle f of G with values in a (not necessarily unital)
partial G-module A will be called normalized, if f(1, 1) = idA. This readily implies
that f(1, g) = f(g, 1) = idDg . As in [6, Remark 2.6], one can prove that any partial
2-cocycle is cohomologous to a normalized one. The subgroup of normalized partial
2-cocycles will be denoted by NZ2(G,A).
Lemma 2.18. Let Θ = (θ, w) be a twisted partial action of G on A and v ∈
C2(G,C(A)). Then vΘ is also a twisted partial action of G on A if and only if v
is a normalized partial 2-cocycle with respect to θ˜.
Proof. Clearly, vΘ satisfies (TPA1)–(TPA3) if and only if Θ does, so we need to
prove that vΘ satisfies (TPA4)–(TPA6) if and only if v ∈ NZ2(G,C(A)).
Let v ∈ NZ2(G,C(A)). Condition (TPA4) for vΘ follows from Lemma 1.8:
(v′g,hwg,h)θgh(a)(v
′
g,hwg,h)
−1 = v′g,hwg,hθgh(a)w
−1
g,h(v
′
g,h)
−1
= wg,hθgh(a)w
−1
g,hv
′
g,h(v
′
g,h)
−1
= wg,hθgh(a)w
−1
g,h
= θg ◦ θh(a), a ∈ Dh−1Dh−1g−1 .
For (TPA5) we use the fact that v is normalized:
a(v′w)1,g = av
′
1,g = a(a
−1a)v1,g = a(a
−1a) = a, a ∈ Dg.
Finally, for (TPA6) observe that
a(v′w)g,h = (a(a
−1a)vg,h)wg,h = (a
−1a)vg,hawg,h, a ∈ DgDgh,
so it suffices to apply Lemma 2.16.
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Conversely, suppose that (TPA4)–(TPA6) hold for vΘ. Condition (TPA5) read-
ily implies that v1,1 = idA. It remains to prove that (δ
2v)(g, h, k) is a trivial
multiplier. As it was observed in the proof of Lemma 2.9, condition (TPA6) for Θ
is equivalent to
w
θg
h,kwg,hk = wg,hwgh,k on DgDghDghk.
Applying this observation to vΘ, we see that
(vh,kwh,k)
θgvg,hkwg,hk = vg,hwg,hvgh,kwgh,k on C(DgDghDghk).
Since the values of v are central multipliers and (vh,kwh,k)
θg = v
θg
h,kw
θg
h,k by Re-
mark 1.5, we conclude that
v
θg
h,kvg,hk = vg,hvgh,k on C(DgDghDghk),
the latter being equivalent to (δ2v)(g, h, k) = idC(DgDghDghk). 
Lemma 2.19. Let Θ = (θ, w) be a twisted partial action of G on A and v ∈
NZ2(G,C(A)) with respect to θ˜. Then vΘ is equivalent to Θ if and only if v ∈
B2(G,C(A)).
Proof. Using Definition 1.17, we see that vΘ is equivalent to Θ if and only if there
exists εg ∈ U(M(Dg)), such that
θg(a) = εgθg(a)ε
−1
g for all a ∈ Dg−1 , (26)
θg(a)(θg(a
−1a)vg,h)wg,hεgh = εgθg(aεh)wg,h for all a ∈ Dg−1Dh. (27)
By Lemma 1.8 condition (26) is equivalent to the fact that εg ∈ U(C(M(Dg))). It
follows that wg,hεgh = εghwg,h on DgDgh, so that we may cancel wg,h in (27) to
get
θg(a)(θg(a
−1a)vg,h)εgh = εgθg(aεh) for all a ∈ Dg−1Dh.
This is equivalent to
a(a−1a)vg,h = θg(θ
−1
g (a)εh)ε
−1
gh εg for all a ∈ DgDgh. (28)
If a ∈ C(DgDgh), then we obtain
avg,h = a(δ
1ε)(g, h), (29)
i.e. v ∈ B2(G,C(A)).
Conversely, if v = δ1ε and a ∈ Dg, then writing (29) for a
−1a ∈ C(Dg) and
multiplying by a on the left we obtain (28), which gives (27). 
Lemma 2.20. Let Θ = (θ, w) and Θ′ = (θ′, w′) be two twisted partial actions of
G on A with the same domains {Dg}g∈G, such that (21) and (22) hold for some
mg ∈ U(M(Dg)). Then Θ and Θ
′ are equivalent.
Proof. It suffices to show that (22) implies
θ′g(a)w
′
g,hmgh = mgθg(amh)wg,h for all a ∈ Dg−1Dh.
Multiplying both sides of (22) by mgh on the right and applying them to θ
′
g(a),
a ∈ Dg−1Dh, on the left, we obtain
θ′g(a)w
′
g,hmgh = θ
′
g(a)m
θ′g
h mgwg,h (by (23))
= θ′g(amh)mgwg,h (by (1))
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= mgθg(amh)wg,h. (by (21))

Theorem 2.21. If an abstract kernel (A,G, ψ) has an admissible extension, then
the set of equivalence classes of admissible extensions of (A,G, ψ) is in a one-to-one
correspondence with the set H2(G,C(A)).
Proof. We shall adapt the proof of [17, Theorem IV.8.8], namely, we shall prove
that H2(G,C(A)) acts transitively and freely on the set of equivalence classes of
admissible extensions of A by G.
By [7, Theorem 6.12] it is enough to consider the classes of admissible extensions
of the form
A→ A ∗Θ G→ G, (30)
where Θ = (θ, w) is a twisted partial action of G on A.
To define the action of H2(G,C(A)), we represent an element of H2(G,C(A))
as the class [v] of v ∈ NZ2(G,C(A)). Then we define the result of the action of [v]
on the class of the extension (30) as being the class of
A→ A ∗vΘ G→ G,
where vΘ is given by (25). In view of Lemma 2.18 this is well defined.
Let us prove that the action is transitive. Given two twisted partial actions
Θ = (θ, w) and Θ′ = (θ′, w′) of G on A, such that ψ is the abstract kernel of both
A ∗Θ G and A ∗Θ′ G seen as extensions of A by G, we have [θg] = ψ(g) = [θ
′
g] in
ς(A). Then there is mg ∈ U(M(Dg)), such that (21) holds. Let w
′′
g,h be defined by
the right hand side of (22). By Lemma 2.13 the pair (θ′, w′′) determines the same
(trivial) obstruction as Θ, i.e. it is a twisted partial action of G on A. Moreover,
(θ′, w′′) is equivalent to Θ by Lemma 2.20. On the other hand, by the proof of
Lemma 2.13 we see that
µ(w′g,h)(θ
′
gh(a)) = (θ
′
gθ
′
h)(a) = µ(w
′′
g,h)(θ
′
gh(a)) for all a ∈ Dg−1Dh−1g−1 .
Hence, by Lemma 1.11 there is vg,h ∈ U(C(M(DgDgh))), such that w
′′
g,h = vg,hw
′
g,h.
It follows that Θ is equivalent to vΘ′, where v ∈ NZ2(G,C(A)) thanks to Lem-
ma 2.18. Thus, A∗ΘG and A∗vΘ′ G are equivalent as extensions of A by G in view
of [8, Lemma 4.7].
We now prove that the action is free. Let Θ = (θ, w) be a twisted partial action
of G on A, such that A ∗Θ G and A ∗vΘ G are equivalent as extensions of A by G.
Then Θ is equivalent to vΘ by [8, Lemmas 4.1 and 4.4]. Thus, v ∈ B2(G,C(A))
thanks to Lemma 2.19. 
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