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AESTRACT 
In the field of robotic research, sensor fusion technique is commonly applied to overcome the 
drawbacks of an individual sensor, which limits its applicability. Presently, numerous sensors are 
being used to measure the relative (local) and the absolute (global) attitude and position of the 
autonomous all-terrain vehicles. This thesis examines the application of sensor fusion technique for 
the real-time vehicle localization improvement. The Kalman filtering technique has been used for the 
fusion process in this research. Previous researchers found Kalman filtering creditable in removing 
the white noises in sensor measurements but very few of them explained the fine tuning of the system 
and measurement noise matrices which are the foremost performance decisive parameters in the 
recursive Kalman filter algorithm. 
This research was mainly focused on fusing different sensors onboard of agricultural autonomous 
vehicles such that the localization accuracy of such vehicles could be improved. In the first 
application, the Kalman filtering was used to improve the navigational context recognization ability 
of an autonomous robot when the robot is navigating in simulated tree plantation nursery. An 
Extended Kalman Filtering (EKF) algorithm was developed and implemented to improve the 
accuracy of posture estimation of askid-steered autonomous robot. A kinematic system model 
consisting of seven states was developed for implementing an EKF algorithm. The GPS error along 
with external vibration noise and Dynamic Measurement Unit's static bias drift was found to be the 
main sources of error affecting the position and heading of the robot vehicle. In addition to the EKF, a 
second order autoregression error model was developed to model the real-time kinematic-GPS (RTK- 
GPS) errors. The developed EKF algorithm was effective in improving the accuracy of the robot 
posture estimation. The EKF with Autoregressive error (AR) model enhanced robot's localization 
accuracy over the EKF without incorporating an error model. The EKF and AR error modeling 
algorithms reduced sensor signal noise to a great extent. In case of EKF without AR model, the 
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manual tuning of system and measurement noise covariance matrices affected the performance of the 
EKF considerably whereas the AR model reduced the need for fine tuning of the measurement noise 
covariance matrix through a trial and error process. Furthermore, the developed filtering and K-means 
clustering algorithms were successful in recognizing and reconstructing the navigational context of an 
autonomous weeding robot in a simulated tree plantation nursery. 
The second application of EKF was for improving the attitude angle estimates of the self- 
propelled sprayer by fusing the roll and pitch estimates from a digital elevation model (DEM) with 
the roll measurements from terrain compensation module sensor (TCM) and pitch estimates from a 
single GPS sensor. The EKF algorithm was capable of estimating the sprayer attitude angles even 
when the DEMs attitude estimates were not available for a certain period due to the out of bound 
circumstance of the DEM. The EKF and AR error model algorithms were also capable of removing 
the high frequency noise associated with the TCM and GPS sensor measurements. The accurate 
elevation measurements are important in developing more accurate DEMs. The Kalman Ater showed 
promising results for improving the elevation accuracy of the GPS sensor measurements when using 
sprayer path datasets collected at different speed levels through removing the elevation offset due to 
the roll and pitch angle errors. The AR modeling of the attitude angle measurements for the sprayer 
paths improved the quality of roll-pitch EKF implementation. This research could be useful in 
accurately estimating the attitude angles of the vehicle traveling in the field of which the topographic 
map is available in advance, without the use of IMIJ, TCM and other attitude angle measurement 





A human body uses different forms of senses in order to acquire knowledge about the 
surrounding environment by perception. Fusion of this sensory information can be complimentary, 
improving the response of one sense in response to another sense, or it can be of compensative type in 
which one sense fills in deficiency of another sense. Information fusion or data fusion is the process 
of acquisition, filtering, correlation and integration of relevant information from various sources, like 
sensors, databases, knowledge bases and humans, into one representational format that is appropriate 
for deriving decisions regarding the interpretation of the information, system goals (like recognition, 
tracking or situation assessment), sensor management, or system control (Sander, 1993). In another 
words, the sensor fusion is the combining of sensory data or data derived from sensory data from 
disparate sources such that the resulting information is in some sense better than would be possible 
when these sources were used individually. The term better in that case can mean more accurate, 
more complete, or more dependable, or refer to the result of an emerging view (wikipedia, 2005). 
Sensor fusion is widely used in the field of robotics, automated manufacturing, machine intelligence, 
remote sensing, and medical systems to the military applications such as autonomous weaponry, 
broad area surveillance, and tactical situation assessment. In the field of robotic research, sensor 
fusion technique is being used to overcome the drawbacks of the individual sensor which limits their 
applicability. The individual sensor information may be uncertain, erroneous where as the fused 
information from multiple sensors can be more reliable and robust with reduced ambiguity and 
measurement uncertainty. 
The present research work in this thesis deals with the improvement of the autonomous vehicle 
navigation by fusing different sensors mounted onboard of the vehicle. The Kalman filtering 
technique has been used for the fusion process in this research. 
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1.1 INTRODUCTION TO SENSOR FUSION USING KALMAN FILTER 
The Kalman filter, optimal linear estimator, is an optimal recursive data processing algorithm 
which processes all available measurements, regardless of their precision, to estimate the current 
value of the variables of interest (Maybeck, 1979). Kalman filter is an improvement over Wiener 
filter, which was initially designed by Rudolph E. Kalman in 1960 for linear systems, and was later 
extended by Schmidt for non-linear systems, widely known as an extended kalman filter (EKF). In 
EKF, the standard Kalman filter (for linear systems) is applied to non-linear systems with the additive 
white noise, by continually updating a linearization around the previous state estimate, starting with 
an initial guess. State of the system is defined as the minimum information about the past and the 
present, needed to determine an optimal estimate of the future response using future noisy 
measurements (Padulo and Arbib 1974; Wood and Radewan 1977). The state of a dynamic system 
can thus be estimated with the use of (1) the knowledge of the system and measurement device 
dynamics, (2) the statistical description of the system noises, measurement errors, and the uncertainty 
in the dynamics models, and (3) any available information about initial conditions of the variables of 
interest (Maybeck, 1979). Kalman filter is a recursive algorithm in the sense that it does not require 
all the previous data to be kept in storage and reprocessed, as at each estimation point a new 
measurement is considered for predicting the state of a system. In most of the cases, the variable of 
interest "state" of the system cannot be measured directly, and some means of inferring these values 
from the available data must be generated. Kalman filter optimally estimates the state of the system 
by minimizing the errors from the measurements in some respect. Originally, Kalman filter was 
developed for use in the spacecraft navigation, which was later found beneficial in various other 
applications. There are many forms of kalman filter based on the system models, error models, 
estimation methods and update methods. It is mainly used to estimate system states that can only be 
observed indirectly or inaccurately by the system itself. A set of mathematical equations provides an 
efficient computational (recursive) means to estimate the state of a process, in order to minimize the 
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mean of the squared error. Kalman filtering technique provides estimations of the past, present, and 
future states, even when the precise nature of the modeled system is unknown (Welch and Bishop, 
2004). 
1.2 PREVIOUS WORK ON VEHICLE NAVIGATION IlVIPROVEMENT USING KALMAN 
FILTER 
In case of autonomous vehicle navigation, various sensors are available at present to measure the 
relative (local) and the absolute (global) attitude and the position of the vehicle traveling on the even 
as well as on the uneven terrains. Relative localization sensors such as encoders, gyroscopes, 
accelerometers and absolute (global) localization sensor such as the real-time kinematic-differential 
GPS (RTK-DGPS) are commonly used by researchers working on vehicle localization around the 
globe. Each senor has its own advantages and limitations but if fused them together via Kalman filter 
to make use of the complimentary features of each other, they can be of great advantage in 
autonomous vehicle localization and navigation. Bergeijk et al. (1998) developed different 
navigational algorithms using EKF to integrate GPS, radar velocity, wheel velocity and electronic 
compass signals. It was found that the position filter model consisting of velocity and acceleration 
states was the most accurate, as the acceleration states were proved to be useful for maintaining the 
accuracy of the positioning system. 
Sukkarieh et al. (1999) applied a high integrity inertial measurement unit (IMLT) and GPS 
navigation loop for the autonomous land vehicles. The errors detected before and during the fusion 
process were removed to enhance the integrity of the navigation loop. The accurate navigation loop 
was achieved by considering the low frequency errors in the IMU due to the sensor bias readings, as 
well as the high frequency errors from the GPS receiver caused by multipath. 
Stergios et al. (1999) followed a simple approach to localize the mobile robot in two-dimension 
(2D) and three-dimension (3D) plane. Instead of developing a complex dynamic model for the mobile 
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robot, indirect kalman filter was employed for estimating the vehicle altitude from the gyroscope 
measurements. Predicted altitude was then used for the position estimation. This approach was 
independent of the structure of the vehicle as well as the morphology of the ground surface. 
Kiriy and Buehler (2002) applied EKF to localize the golf course lawn mover using fiber optic 
gyroscope (FOG), odometry and two digital cameras. They suggested that, the performance of the 
EKF can be further improved by online adjustment of the system and measurement noise covariance 
matrices and also by increasing the measurement data frequency, thereby obtaining an improved 
external data precision. 
Guo et al. (2005) developed a data fusion system to automatically collect and process agricultural 
machinery operational data which provides areal-time support for precision farming tasks. The 
developed wireless GPS/IMU data fusion algorithm was effective in collecting and estimating the 
vehicle position accurately even when the GPS signal outage was present for a short period of time 
during the vehicle navigation. 
Wang and Wilson (1992) developed a vision based position sensing system which provides the 
3D position and orientation of a robot vehicle using Kalman filtering. The filtering algorithm was 
effective in estimating the 3D motion parameters of the vehicle by reducing the vision measurement 
errors associated with the camera system. 
Bonnifait and Garcia (1996) developed a 2D mobile robot localization system using odometry 
and the measurements of the azimuth angles of know landmarks. The position and heading of the 
vehicle was estimated using the extended Kalman filter, which reduced the model errors aroused in 
the post processing of the elevation data. However, they concluded that the odometry and 
measurements of the azimuth angles were not enough to determine the position and heading states of 
the robot vehicle and the need of appropriate sensors was confirmed for the sensor fusion using EKF. 
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1.3 THESIS ORGANIZATION 
The research work reported in this thesis mainly summarizes the applicability of the sensor fusion 
techniques for the autonomous vehicle localization improvement. The Kalman filter was used to fuse 
different sensors mounted onboard of the experimental field vehicles. This thesis has been divided 
into four chapters. Chapter 1 reports the general idea of the sensor fusion and gives a brief review on 
the previous work done in the field of vehicle localization using Kalman filter. 
Chapters 2 and 3 document the applications of Kalman filter to improve the posture estimation of 
an autonomous robot in a simulated tree plantation as well as to improve the attitude of a self-
propelled sprayer. Chapter 2 focuses on the development of a nonlinear Kalman filter and its 
applicability in case of navigational context recognition when the robot was navigating in a simulated 
tree plantation nursery. This chapter also documents the autoregressive modeling of the GPS sensor 
measurements so that the noise can be accounted for in Kalman filter implementation. Chapter 3 
documents the roll and pitch angle improvements of a sprayer vehicle by fusing the pitch and roll 
angles of the sprayer estimated using topographic map of the field in which sprayer was navigating 
with different onboard attitude sensor measurements. Chapter 4 documents the general conclusions of 
this research as well as the recommendations for future studies. Specific literature cited during this 
research is listed at the end of each individual chapters. 
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CHAPTER 2 
NAVIGATIONAL CONTEXT RECOGNITION FOR AN AUTONOMOUS ROBOT 
IN A SIMULATED TREE PLANTATION 
A paper accepted for publication in Transactions of the ASABE 
L. R. Khot, L. Tang, S. B. Blackmore, M. Norremark 
ABSTRACT 
A sensor fusion technique was developed for estimating navigational posture of askid-steered 
mobile robot in a simulated tree plantation nursery. Real Time Kinematic GPS (RTK-GPS) and 
Dynamic Measurement Unit sensors were used to determine the position and orientation of the robot, 
while a laser range finder was used to locate the tree positions within a selected range. The RTK-GPS 
error was modeled by a second order auto-regressive model, and error states were incorporated into 
Extended Kalman Filter (EKF) design. Through EKF filtering, the mean and standard deviation of 
error in the Fasting direction decreased from 4.05 to 2.21 cm and 8.27 to 1.89 cm, respectively; while 
in the Northing direction, it decreased from 4.64 to 1.81 cm and 11 to 2.16 cm, respectively. The geo-
referenced tree positions along the navigational pathways were also recovered by using a K-Means 
clustering algorithm, achieving an average error of tree position estimates of 4.4 cm. The developed 
sensor fusion algorithm was proved to be capable of recognizing and reconstructing the navigational 
environment of a simulated tree plantation, which offered a great potential in improving the 
applicability of an autonomous robot to operate in nursery tree plantations for robotic operations such 
as intra-row mechanical weeding. 
Keywords: Extended Kalman filter, Robot navigation, Sensor fusion, Tree plantation nursery, 
Robotic weeding, Autoregressive model 
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2.1 INTRODUCTION 
In Europe, particularly in countries like Denmark and The Netherlands, nursery tree production 
has significant economic value with hundreds of millions of dollars of annual turnover. Weeding is a 
critical operation in tree production nursery and chemical weed control methods are currently very 
common. However, with increasingly strict regulations on herbicide usage, tree growers are 
demanding mechanical weeding solutions (Melander et al., 2005). Existing mechanical weeding 
devices suffer from impractically low work rate in intra-row weeding and are not yet applicable for 
nursery trees due to high damage potential to them. Under such circumstances, an autonomous 
weeding robot capable of navigating through nursery tree plantations for intra-row weeding is a 
promising alternative (Have et al., 2005). To enable a successful weeding operation by an 
autonomous robot in tree plantations, such a robot not only needs to detect trees but also needs to 
understand its navigational context. Though the tree positions can be surveyed manually, it is a time 
consuming task that may hinder the practical use of such a robotic approach. 
Two commonly used sensors for robot navigation are Global Positioning System (GPS) sensors 
and gyroscopes. 1~lthough GPS is commonly used to determine the global position, it is subject to 
ionospheric, system dynamics and signal multi-path errors. Gyroscopes are widely used to measure 
system dynamics, including acceleration and rotational rates. Errors that affect gyroscope 
measurements are due to static bias drift, scale factor non-linearity, and temperature changes. In 
addition, errors are also caused by angular random walk, bias instability, and magnetic sensitivity 
(Lauro et al., 2000). Therefore, it is important to remove these errors to provide more accurate 
navigational signals to an autonomous mobile robot. 
Errors that appear in GPS (absolute positioning) and in the outputs of dead-reckoning sensors 
(relative positioning) are complementary in nature. The errors of these sensors can be rectified by 
fusing measurements from them. An Extended Kalman Filter (EKF) is an effective tool that is 
applicable for non-linear systems. EKF allows integration of measurements from the complementary 
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sensors for an overall improvement in signal accuracy. Bergeijk et al. (1998) developed an EKF 
sensor fusion algorithm to integrate GPS, radar, wheel odometer, and electronic compass signals. 
Their position filter model consisting of velocity and acceleration states was the most accurate, as the 
acceleration states were useful for maintaining the accuracy of the positioning system. Kiriy and 
Buehler (2002) applied an EKF to localize a golf course lawn mover using Fiber Optic Gyroscope 
(FOG), odometry and two digital cameras. They suggested that the performance of EKF can be 
further improved by online adjustment of the system and measurement noise covariance matrices, and 
by increasing the measurement data frequency. Guo et al. (2002) developed a Kalman Filter 
algorithm to estimate tractor position by fusing signals from asix-axis Inertial Measurement Unit 
(IMiJ) and a GPS sensor to remove the noise from both GPS signal and the drift error of IMLJ. The 
low-cost system improved position accuracy by smoothening GPS noise and also improved the 
heading angle measurements in terms of noise level and drifting. 
In this paper we address the problem of a navigational context recognition algorithm that would 
allow the use of onboard sensors to generate signals for both infra-row weeding and inter-row 
navigation. There are basically two steps involved in accomplishing this task. The first step is to 
estimate the robot posture (position and heading) using the signals from positioning and dynamic 
sensors; and the second step is to combine posture measurements with onboard dead-reckoning sensor 
signals for navigational environment recognition and reconstruction. In this way, a map of tree 
positions can be developed, which enables the robot to be acquainted with its global and local 
navigational context, thus facilitating its navigation between the rows for performing infra-row 
weeding operation. Therefore, the work in the paper describes an EKF implementation for fusing 
RTK-GPS and IMU sensors to estimate the posture of a weeding robot in a simulated tree plantation 
nursery and estimating tree positions with laser range scanner. This research had the following 
specific objectives: 
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• To estimate the posture of an autonomous robot in a simulated tree plantation nursery by 
fusing the RTK-GPS and IMU sensors through an EKF algorithm. 
• To recognize and reconstruct the navigational environment for an autonomous robot through 
the development of a map of tree positions by combining the EKF generated posture 
estimates with the signals from an onboard dead-reckoning sensor. 
2.2 MATERIALS AND METHODOLOGY 
2.2.1 EXPERIMENTAL SET-UP 
The research robot platform (Model Atrv-Jr, iRobot, Burlington, MA) was equipped with RTK-
GPS, laser range scanner, odometry, and Dynamic Measurement Unit (DMU). Tree rows were 
simulated by placing 25 surveying poles (1.2 X 1.2 m spacing) in an open flat terrain as shown in 
gure 2.1 a. The robot was teleoperated through the poles and synchronized sensor readings were 
collected at a sampling frequency of 10 Hz. The average travel speed of the robot vehicle was about 
1.5 m/s. Prior to the inter-row navigation, onboard sensors were calibrated using a central pivot 
double-rail frame calibration platform (fig. 2.1 b). The rails had a U-shape cross section with its inner 
dimension closely matching the fire width of the robot. The maximal space between tires and the 
sidewall of the rails was less than 5 mm. The length of the rail tracks was 6 m. 
The robot was driven along the rail frame four times to evaluate the errors in GPS and DMU 
sensors for the case when the robot moving in along a straight line. After the first two runs (dataset: 
"Linel .dat" and "Line2.dat"), the calibration platform was rotated 90° and calibration runs were 
conducted again (dataset: "Line3.dat" and "Line4.dat"). After that, the robot was immobilized and 
positioned at one end of the calibration platform; then the calibration platform was rotated 360° 
clockwise and counterclockwise (dataset: "Circle l .dat" and "Circle2.dat") to study the GPS sensor 
errors in circular motion while excluding the dynamic noise generated by vehicle locomotion. The 
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data sets obtained from the straight line and circular trajectories were used to develop a GPS error 
model. In case of straight line trajectories, the robot was made stationary at the beginning and the end 
of the calibration platform to collect more data points for generating ground truth reference positions. 
These reference points were averaged and a straight line reference trajectory was obtained. The RTK-
GPS measurement offsets in x and y directions were then obtained by using the straight line as a 
reference trajectory. The calibration platform prevented the vehicle from changing its heading. 
Therefore, the error estimate of yaw rate measurements from DMU was obtained. Circular calibration 
tests were conducted to observe the error in GPS measurements without the interference of vehicle 
dynamics. In these tests the robot was immobilized at one end of the calibration platform and the 
platform was rotated 360° at an approximately constant speed to generate circular reference 
trajectories. These circular and straight line reference trajectories were then used for the GPS 
measurements error modeling. 
(a) 
a~ ~ w,r,~~w :~ 
u~ Jam,.,' ,, 
(b) 
Figure 2.1 Experimental Set-up (a) Simulated nursery tree plantation (b) Calibration platform. 
2.2.2 SENSOR CALIBRATION AND ERROR MODELING 
The three main sensor signals used for determining navigational context of the robot were DMU, 
Real Time Kinematic-GPS and laser range scanner. 
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2.2.2.1 Dynamic Measurement Unit 
IMU3OOCC series DMU (Crossbow, San. Jose, CA) was used to measure acceleration and 
rotational rates along the course of robot navigation. As mentioned earlier, there are many factors 
affecting the DMU signal. Theoretically, a perfect linear scale factor (SF) would provide an accurate 
conversion that is exactly proportional to the rate of rotation (Borenstein, 1998). However, in practice 
that will require a delicate calibration device to generate different rotational speeds for calibration. 
This research only focused on the removal of static bias drift from DMIJ. Static bias is the DMU's 
output when the DMU is not rotating, i.e. it is at zero point. Static bias-drift, after integration, results 
in un-bounded growth of orientation measurements. If the drift is considered to be consistent under 
known conditions, it can be compensated externally; else compensation can be difficult. Hence a 
common compensation procedure was used to remove the static bias drift. In this way, a number of 
samples were collected from a stationary robot platform prior to every test run (10-20 seconds) and 
static bias drift calculated using equation 1 was later subtracted from subsequent readings. 
1 n 
Cvs = — Cvg~l
n ~_~ 
where, cv$ is static bias drift, Avg, ~ is yaw rate of a sample and n is the total number of samples. 
(t) 
2.2.2.2 Laser range scanner 
The laser range scanner (LMS200 SICK, Reute, Germany) had 180 °coverage with 1 ° angular 
resolution and used to locate surveying poles when the robot was driven through the rows. Though, 
the maximum range of scanner was 150 m, the effective range is reduced to 30 m with supplemental 
reflection and 4 m with minimum reflectivity (1.8%). The expected quantization error in pole 
positioning is 1.74 cm per 1 m range based on 1 ° angular resolution. In this research, laser signals 
within 1 m range were used for locating inter-row poles along the course of navigation. 
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2.2.2.3 RTK-GPS 
The RTK-GPS (MS750 Trimble, Sunnyvale, CA) receiver had static measurement accuracy of 
about ~ 2 cm and was used to measure the position of the robot. The GPS data obtained from straight-
line and circular calibration paths were used to formulate an Autoregression (AR) error model. This 
error modeling was motivated by an attempt to regulate the signal noise so that it can be better 
described as a white Gaussian noise, which is an inherent assumption of Kalman filter theory. In 
addition, instead of either assuming or fine tuning measurement noise covariance, as found in many 
reported algorithms (Bergeijk et al., 1998; Guo et al., 2002; Kiriy and Buehler, 2002), error modeling 
provides a mathematical means to calculate the covariance values. The AR model was also helpful in 
tuning the process noise covariance values. Babu and Wang (2004) found that the accuracy of 
Doppler estimates obtained from GPS/INS integration improved by 45-50% with a second order AR 
model when compared to the first order Gauss-Markov model. Similarly, Will (2001) used a first 
order AR model to model the differential GPS error, which reduced position estimation error from 
several meters down to 25 cm. 
In AR analysis, the root mean squared (RMS) error between the series estimated by the AR 
coefficients and the actual series decreases rapidly and ultimately stabilizes as the order increases. In 
this research, a second order AR model, i.e. AR(2) was used based on the following criterion: 
N= 2 + (f /1 kHz) (2) 
where, N is order of AR model and f is measurement frequency (Hz). 
The first step in AR modeling is to determine the coefficients by means of making the average 
residual zero and standard deviation as small as possible. Several techniques exist for computing AR 
coefficients. The two major methods are: The least squares method and Burg's method (Bourke P., 
1998). The least squares method is more commonly used, and is based on the Yule-Walker equations. 
In this research, Yule-Walker autocorrelation method was used to determine the AR coefficients 
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using time averaging, as discussed in equations 3 to 7. Given a time series x(n), where n = 1, 2, ... 
the autocorrelation function at lag k is defined as: 
1 M-k 
RxX (k) _ ~ (x[n] x x[n + k]) 
M — k n=~ 
Having values of R~(0), R~(1) and R~(2) from equation 3, the AR coefficients A~, A2 and 
covariance (v) are determined by following equations (Babu and Wang, 2004): 
R (0)R~ (1) — R~ (1)R~ (2) 
i — Rya ~~~R~a ~1~ 
~ = Rxx ~0)R~ ~2) — RXx ~1)R~ ~1) 
R~2 (0)R~2 (1) 
v = R~ (~) — A1Rxx (1) — AZRxx (2) 
The final AR model can be written as: 
x n = A l x n-1 + A 2 xn-2 + V 







2.2.3.1 Sensor fusion 
The RTK-GPS and DMU data was fused to obtain robot posture. Once the posture of the robot 
was determined by the EKF, the laser range scanner data could be used jointly to locate the pole 
positions. 
An Extended Kalman Filter is mainly used to estimate system states that can only be observed 
indirectly or inaccurately by the system itself. In an EKF, a set of mathematical equations provides an 
efficient computational (recursive) means to estimate the past, present, as well as future states, even 
when the precise nature of the modeled system is unknown (Welch and Bishop, 2004). In general, the 
discrete EKF consists of the following equations: 
Non-linear dynamic model: 
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Wk ~ N10 ~ Qk 
Non-linear measurement model: 
vk ~ N~~~ Rk ) 
($) 
(9) 
In equation 8, xk, xk_1 are the present and preceding states of the system; wk is the system noise 
signal and Qk is the system noise covariance. Equation 9 relates the system state xk with the 
measurement vector zk, which has vk as the measurement noise signal and Rk as the measurement noise 
covariance. The measurement function h in equation 9 is used in updating estimates with the 
measurements. 
Developing a state space model is an important step in sensor fusion when using a Kalman Ater. 
The state space model can be designed based on the relationship between the state change, which 
corresponds to the change in position and heading of a vehicle. Figure 2.2 represents a change in state 
space and the corresponding change in position and heading of the robot in vehicle coordinate system 
as well as in global coordinate system. GPS, a satellite-based positioning system provides the position 
of a vehicle globally in Easting (~ and Northing (~ coordinates. In vehicle coordinate system, x-axis 
was defined as the axis in the direction of travel of the vehicle, pointing forward and was in the 
longitudinal plane of symmetry. The y-axis was defined as the axis pointing in the lateral plane of 
symmetry, perpendicular to the direction of travel. At time step k, (Xk , ~'k) symbolizes vehicle state 
in the global coordinate system and (xk , yk) symbolizes the vehicle state in the vehicle coordinate 




Figure 2.2 Vehicle states in local and global coordinate systems 
Kinematic equations representing the position and orientation of the robot were derived from 
figure 2.2 and are given in equations 10 to 16. 
— X k+l — X k -I- Vk T Slfl~~k ~ 
Y — Yk+l ~ Yk -f- VkT COS~~k
~ — ~k+l — ~k -I- 1"k T 
fXe17,1 X  ert~l,k+l Ax1X  err~,k 
'" X err2 X  err2,k+1 — Ax2X  err,k-1 
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'" Yen•1 — Yrrl,k+1 — Ayl~ err,k 
fYe1,.2 ~err2,k+1 — Ay2~er~r,k-1 
where, k, k-1, k+l are present, preceding, and next time steps; V is the velocity Of vehicle in the 
direction of travel (m/s); T is sampling interval (s); ~ is yaw rate (°/s); and Axl, Axe, Ayl, Aye are the AR 
coefficients. 
In above equations, f X, f Y, , f o are system functions for X, Y positions and o is heading angle 
change; 
'" X e~rl , fXe»•2 , fYe,•,•, ~ .fYe~r2 are components of the error in GPS measurements, which are 
defined by the AR model developed for GPS sensor. The overall system function, f(x) represented by 
equations 10 to 16 can be written as: 
T 
\ x ) X Y ~1 `Yerrl Xerr2 " Yerrl Yerr2 
The system state vector xk is defined as: 
x k X  k ~ ~k ~ ~k ~ X  er~l,k ~ X  err2,k ~ Yerrl,k ~ ~rr2,k 
~T 
The following equation represents the system Jacobian matrix (Ak) for the above system: 
Ak = 
~ 1 0 VT cos(~k) 0 0 0 0~ 
0 1 —VT sin(~k ) 0 0 0 0 
0 0 1 0 0 0 0 
0 0 0 Ax, 0 0 0 
0 0 0 0 Axe 0 0 
0 0 0 0 0 Ay, 0 





The input vector may be written as uk = [Vk Y'k ] where Vk is the velocity of the vehicle and rk is 
the yaw rate from DMU, as control inputs. Input Jacobian matrix, Bk. relates the system function f(x) 
with these inputs. The input Jacobian matrix (Bk) is: 
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~ T sin(~k ) 0 ~ 
T cos(~k ) 0 
0 T 
Bk = 0 0 
0 0 
0 0 
\ O O / xk
(20> 
The measurement vector consists of the measurements from GPS i.e. X gps, Ygps , Xgps for Northing, 
Fasting and heading (in UTM coordinates), as given in equation 21. The yaw rate from DMU was 
used in prediction stage of the filter to estimate the heading of robot as shown in equation 12. The 
error acquired from error states during the prediction ' step of EKF was subtracted from subsequent 
measurements of GPS x and y before `co~~ection' to improve the performance of the filter. 
T 
Z k — X gps X  ear 1 X  err 2 9 ~gps ~er~ 1 ~ rr 2 ~ ~gps (21) 
The measurement Jacobian matrix Hk which relates measurements to the state variables is given 
in equation 22. For detailed derivation of the system, input and measurement Jacobian matrices see 
Appendix-A. 
~ l 0 0 —1 —1 0 0~ 
Hk = 0 1 0 0 0 —1 —1 (22) 
~0 0 1 0 0 0 0~ 
The EKF was applied offline to the experimental data. Before commencing each run, the robot 
was held stationary for a few seconds and ground-truth position was determined from averaging these 
data. The initial true heading corresponds to the angle between the ground truth position and the 
changed position of the robot. The initial state xk of EKF was taken from ground-truth values. A 
p~io~i estimate of the system state was made at the prediction 'stage of EKF. The covariance matrix 
of the prior estimate was calculated by equation 23 . Using initial error covariance matrix Pk , Hk, and 
measurement noise covariance matrix R, the Kalman gain Kk was computed at the `co~~ection' stage. 
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Pk = Ak P,~-IAkT +B kI1B k T -I- Q 
where, r is the input noise covariance. 
~z3) 
K k = P k
-H kT ~HkPk-Hkr + R~-~ 
~24~ 
Kk was then used to update the priori state estimates with the measurements and state error 
covariance matrix as shown in equation 25: 
Pk =(I—KkHk )Pk-(I—KkHk )T +KkRKkT (25) 
This recursive method was thus repeated between `prediction and correction' steps to estimate all 
the states of the vehicle. 
2.2.3.2 Pole reorganization and reconstruction 
The state estimates were then integrated with the scanner data to locate the pole position in global 
coordinates. The distance from the laser range scanner and the scanner angle for the visible poles in 
polar coordinates si (eq. 26) was transformed to vehicle coordinates (x~, y~) using equation 27: 
s~ = d~ , ®~ ; j = 0, 1, ....180 (26) 
xl~ 
y 
d~ x sin(Bl~ ) 




where, B is the angle (°) and d is the distance (m) between laser range scanner and object scanned; Z is 
the distance between laser range scanner and the robot center (m). 







where, ~ is heading angle and (Xfl, Yfi) is robot position, both were estimated by the developed EKF. 
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After estimating the pole positions in 1 m scanning range, K-means clustering algorithm was 
implemented to obtain the centroid of the pole position clusters. The observations were partitioned 
into K mutually exclusive clusters and the algorithm provided a vector of indices indicating to which 
of the K clusters it has assigned each observation. Clustering algorithm defines each cluster by its 
member measurements and by its centroid, or center. The centroid for each cluster is the point to 
which the sum of distances from all measurements in that cluster is minimized (Johnson and Wichern, 
2002). Clustering algorithm moves measurements between clusters until the sum can not be decreased 
further. The result is a set of clusters that is as compact and well-separated as possible. The K-means 
algorithm can produce different results depending on starting condition of clustering; so for stable 
cluster solution, initial cluster seeds were selected from the intersections of a grid (1.0 m by 0.5 m) 
that covers the entire experimental area. 
2.2.4 FILTER REALIZATION 
In this research, two types of EKFs were implemented in order to study the effectiveness of the 
AR model on posture estimation of the robot. The first EKF includes position and heading states in 
T 
state vector, i.e. .Irk — X k Yk ~k while the second EKF additionally included error states Xerrl, 
Xerr2~ Yerrl and Ye~~2 (see eq.l8). It is important to have system (Q), input (1~ and measurement (R) 
noise as white Gaussian and uncorrelated. A fine tuning of covariance matrices manually is delicate 
work in order to remove high frequency errors (Sukkarieh et al., 1999). The determination of the 
process noise covariance is generally complicated, as it is difficult to directly observe the process 
which is being estimated. In case of the first EKF implementation, for system position states, noise 
covariance was taken to be 62X = ~2y = 4 X 10 4 m2, derived from the nominal accuracy of the used 
RTK-GPS sensor. The DMU has angular bias rate accuracy of less than 2°, so the system noise 
covariance of 62,E _ (0.15°) = 7.62 x 10
.6 radians2 was used accordingly for the heading state. The 
noise estimated above formed a system noise covariance Q. As for R, there were no direct indicators 
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for determining the covariance values of every measurement state, thus, fine tuning of R by trial and 
error method was decisive in nature and it could greatly affected the performance of the filter. 
In case of the second EKF with AR error model, the Gaussian white noise statistics were 
estimated using AR model coefficients. This was made possible by using the measurements collected 
over reference paths. The AR model was derived and implemented based on error statistics through 
analyzing data generated from both straight-line and circular reference calibration paths. The 
coefficient values obtained are summarized in table 2.1. The residual error was calculated by 
subtracting the output of AR model from the measurement error (true error) and used as measurement 
noise covariance. Kurtosis analysis was performed on the GPS error data to observe the effectiveness 
of the AR modeling. Kurtosis is a measure of the shape of the observed data distribution around its 
mean. The standard normal distribution will have Kurtosis-3 value of zero. Peaked data distribution 
will have Kurtosis-3 as a positive value where as the flat data distribution will have Kurtosis-3 as a 
negative value. GPS X and Y original error for reference trajectories and residual error was analyzed 
for the distribution of error before and after AR model (Appendix-B). For the calibration datasets the 
residual error obtained from AR model had kurtosis-3 values near to zero meaning the residual error 
was normally distributed at zero mean when compared to that of the original GPS error. For example, 
in case of Line-1 data original GPS X and Y error have Kurtosis-3 value of 0.2452. For the same data 
after AR modeling, GPS X, Y error residual error have Kurtosis-3 value of 0.0322. 
In order to compensate signal noise as well as external vibration noise on GPS antenna, the 
average values of Ax, k and Ay, k from measurements of two circular paths and three straight-line paths 
were used in actual error modeling. Having estimated the measurement noise covariance from AR 
model on reference trajectories, fine tuning of system noise covariance became trivial when EKF was 
implemented on inter-row navigational data. Since the error estimated by error states was subtracted 
from measurements before incorporating them in EKF, X, Y position state noise covariance values 
23 
were about four times smaller than that of EKF without AR model, reducing the sensitivity of manual 
tuning. 
Table 2.1 Autoregressive coefficients of the 2nd order model 
Robot Path 
Coefficient for X Coefficient for Y Residual (m) 
Ax l Axe Ay, Aye Erx Ery 
Circle 1 0.4344 -0.0913 0.4966 -0.0085 1.47E-OS 1.62E-OS 
Circle 2 0.4147 -0.1920 0.4948 -0.1001 1.07E-OS 1.16E-OS 
Line 1 0.5769 -0.1692 0.5769 -0.1692 0.0044 6.34E-OS 
Line 2 0.7073 -0.0522 0.7073 -0.0522 0.0042 5.95E-OS 
Line 4 0.4702 0.0525 0.4702 0.0525 8.50E-OS 0.0083 
Average 0.5207 -0.0904 0.5492 -0.0555 1.7421 E-03 1.6901E-03 
The system and measurement error covariance matrices used in EKF with AR model were as 
shown in Eq. 29 and 30. 
System noise covariance matrix, Q: 
~1x10~ 0 0 0 0 0 0 l
0 1x10 0 0 0 0 0 
0 0 7.62 x 10-6 0 0 0 0 
Q= 0 0 0 1x10 0 0 0 
0 0 0 0 1x10-4 0 0 
0 0 0 0 0 1x10-4 0 
~ 0 0 0 0 0 0 1x10-4 ~ 
Measurement noise covariance matrix, R: 
X1.74 x 10-3 0 0 
R = 0 1.69 x 10-3 0 
0 0 5X10_4 J 
(29) 
(30) 
Input noise covariance was also fine tuned during EKF implementation. Starting with velocity 
error of 1 cm/s, EKF estimation improved as the velocity error reduced and was better at the velocity 
measurement error of 0.447 cm/sec. Yaw rate was also fine tuned from 1 °/sec to 0.5°/sec errors in rate 
measurements for improved EKF performance. Velocity noise covariance of 62~ _ (4.47 X 10-3)2 = 2 x 
24 
10-5 (m/sec)Z and yaw rate noise covariance v2~ _ (0.5°/sec) 2 = 7.62 x 10"5 (radian/sec)2 was used as 
the input noise covariance, I' in EKF implementation: 
r= 
i 2 x 10_5 0 ~ 
~ 0 7.62 x 10-5 ~ 
2.3 RESULTS AND DISCUSSION 
(31) 
To evaluate the effectiveness of the model, the EKF was applied to the data obtained from 
reference trajectories. Usually, the efficacy of an EKF algorithm depends on fine tuning of Q and R 
values to a great extent as discussed in previous section. The estimated error from the AR model was 
compared with actual measurement noise of GPS in X and Y directions (fig. 2.3). When the robot was 
not driven, the actual noise of GPS X, ~' was very small, which was likely due to the absence of 
external vibrating forces acting on the GPS antenna. In contrast, actual noise of GPS in X, Y 
directions was greater, when the robot was driven along the straight line trajectories (fig. 2.4). 
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Figure 2.4 Error with and without EKF during straight line calibration (a) X error (b) Y error (c) 
Heading error 
The Line 1 data had a mean error of about 3.47 cm and 0.41 cm and standard deviation of 7.76 
cm and 0.93 cm in the X and the Y direction, respectively. The mean error after incorporating the AR 
model with EKF was reduced considerably to 3.13 cm and 0.037 cm in X and Y directions, with 
standard deviation of 2.64 crn and 0.62 cm. A similar trend was observed for Line 2, with the larger 
mean error in the X direction (fig. 2.4a), which was reduced from 4.63 cm to 2.68 cm with standard 
400 450 
26 
deviation being reduced from 8.78 cm to 0.99 cm. For Line 3 and 4, the mean measurement error in Y 
direction (fig. 2.4b) was 9.17 cm and 0.10 cm with deviation of 11.41 cm and 10.51 cm, respectively. 
The mean error and standard deviation of Line 3 and 4 after EKF with AR were reduced by about 
64% and 82%. It could be inferred from these four test results that the noise is always more in the 
direction of travel of the robot than in its perpendicular direction. The mean and standard deviation of 
heading error (fig. 2.4c) for all the test runs were also reduced after applying EKF with AR model. 
Specifically, in Line 3 and 4, the standard deviation of heading error was reduced from 1.70° to 0.5 8° 
and 1.16° to 0.77°. 
During the calibration experiments, the robot was teleoperated along a straight line in the 
centrally pivoted rail frame as shown in figure 2.2b. The clearance between robot tires and the walls 
of the U-frame rails was about 5 mm. It was difficult to drive the robot exactly straight, causing 
friction between tires and frame walls, which in turn resulted in an unsmooth motion and sometimes a 
sudden stop of the robot. In addition, the GPS receiver antenna and a heavy metal disk that was used 
to prevent the near ground multipath error were mounted on top of a single supporting aluminum rod 
(fig. 2.1b). This mounting mechanism made the antenna more subjective to vibratory noise. Also, 
during the robot navigation experiments in simulated tree plantation, the robot was intentionally 
driven back and forth and around the poles to see the effect of sharp maneuvers on the GPS 
measurements. In case of vehicle localization, the GPS signal is always coupled by vehicle body 
dynamics, which can raise the noise level higher or even much higher than the rated one of a selected 
GPS sensor. This reported EKF algorithm was developed to overcome the overall noise effects 
residing in the GPS measurements on a mobile robotic vehicle. As a result, the overall mean and 
standard deviation of error for GPS signals in X direction decreased from 4.05 to 2.21 cm and 8.27 to 
1.89 cm; while in Y direction, it decreased from 4.64 to 1.81 cm and 11 to 2.16 cm, respectively after 
filtering. The EKF algorithm was thus shown to be applicable for reducing noise from sensor signals, 
and in turn improving robot posture estimation. Therefore, after estimating the robot posture, the 
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poles within the range of the laser range scanner were located using the measurement data from the 
scanner. Figure 2.5 illustrates clustering results when cluster seeds were generated randomly in K-
means clustering algorithm. In this case, the clustering algorithm was unable to locate 25 poles 
properly though 25 clusters were formed. As shown in figure 2.5 and also on the left inside of figure 
2.5, many clusters were falsely formed, especially around the areas where the robot experienced rapid 
turning maneuvers during teleoperation. In order to drive the K-means clustering algorithm to 
converge to all true pole clusters, cluster seeds were selected from the intersections of a grid that 
covers the entire experimental area. The grid was formed with cells of size 1.0 m by 0.5 m. Figures 
2.6 and 2.7 illustrate the clustering results after this algorithmic modification, where all 25 pole 
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Figure 2.6 Pathway of the robot with EKF and the estimated pole position using intersections of a 
grid as initial seeds (Path 3) 
of the developed EKF with AR(2) model on pathway recovery was further depicted by zooming some 
segments where raw GPS signal was substantially more noisy. 
The mean error between the true and the estimated pole positions for path 3 decreased from 5.12 
cm (EKF without error model) to 3.77 cm when EKF with AR(2) was applied; along with that, the 
standard deviation also decreased from 3.65 cm to 2.79 cm. Similarly, mean and standard deviation of 
the pole positioning error for path 4 decreased from 6.25 cm to 5.17 cm and 3.27 cm to 2.86 cm, 
respectively. When evaluating over all four trials of inter-row navigation, the pole positions could be 
located globally with an overall accuracy of 4.4 cm. Therefore the developed EKF algorithm with 
error modeling improved the robot positioning and heading estimation, and in turn, the accuracy of 
pole position estimation with K-means clustering. 
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Figure 2.7 Pathway of the robot with EKF and the estimated pole position using intersections of a 
grid as initial seeds (Path 4) 
2.5 CONCLUSIONS 
An Extended Kalman Filtering algorithm was developed and implemented to improve the 
accuracy of posture estimation of a skid steered autonomous robot. A kinematic system model 
consisting of seven states was developed for implementing an EKF algorithm. The GPS error along 
with external vibration noise and Dl~~IIJ drift was found to be the main source of error in determining 
the position and heading of the robot vehicle. In addition to the EKF, a second order autoregression 
error model was developed to model the RTK-GPS errors. 
From this research, the following conclusions can be drawn: 
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• The developed EKF algorithm was effective in improving the accuracy of the robot posture 
estimation. The EKF with AR model enhanced robot's navigational ability over the EKF 
without incorporating an error model. The EKF algorithm reduced the sensor signal noise to a 
great extent. In case of EKF without AR model, the manual tuning of system and 
measurement noise covariance matrices affected the performance of the filter considerably; 
while, the AR model reduced the need for fine tuning through a trial and error process. 
• Furthermore, the developed filtering and clustering algorithms were successful in recognizing 
and reconstructing the navigational context of an autonomous weeding robot in a simulated 
tree plantation nursery. 
In this research, pitching and rolling effects were not taken into account because the 
experimental field was almost flat. For a more general scenario of an all-terrain robot, 3D attitude 
estimate needs to be incorporated into the EKF design. The field experiments were conducted in an 
open field and due to which the GPS signal was without blockage and was continuous. However, in 
nursery tree plantation the GPS signal may not be continuous and become unavailable for a certain 
period of time. In that case, the developed Kalman filtering algorithm can still use DMU 
measurements to estimate the posture of the autonomous robot vehicle. 
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CHAPTER 3 
SENSOR FUSION FOR ROLL AND PITCH ESTIMATION IMPROVEMENT OF 
AN AGRICULTURAL SPRAYER VEHICLE 
A paper to be submitted in the journal of Biosystems Engineering 
L. R. Khot, Lie Tang, B. L. Steward and S. Han 
ABSTRACT 
Recently, sensor fusion has been commonly used for improving the navigation of the autonomous 
agricultural vehicles by means of combining complimentary sensors mounted on such vehicles for the 
position and attitude angle measurements. In this research, sensor fusion via an extended Kalman 
Filter (EKF) was used to integrate the attitude angle estimates from the Digital Elevation Models 
(DEMs) and Terrain Compensation Module (TCM) sensor to improve the roll and pitch angle 
measurements of a self propelled sprayer. The fusion algorithm was also developed to improve the 
three-dimension positioning of the sprayer, in particular the elevation measurements of a GPS 
receiver mounted on the sprayer. Vehicle attitude and field elevation were measured at two speeds, 
5.6 km/h, 9.6 km/h, using a self propelled agricultural sprayer equipped with real-time kinematic- 
differential GPS receiver (RTK-DGPS), a TCM sensor and an Inertial Measurement Unit (IMIJ). A 
second order auto-regressive (AR) model was developed to model the TCM roll and GPS-based pitch 
errors. The derived error states were incorporated into the EKF algorithm and the measurement noise 
covariance was estimated from the AR model, which limited the fine tuning of noise covariance to the 
process noise covariance only. 
The EKF estimations were compared with the IMIJ measurements to validate the performance of 
the developed fusion algorithm. For the slow speed test data, the mean and standard deviation of the 
errors of roll (Mean: -0.2244°, Std. Dev.:1.471°) and pitch (Mean: 0.0597°, Std. Dev.: 0.6621°) from 
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the EKF estimates were reduced considerably compared to that of the errors of roll (Mean: 0.2157°, 
Std. Dev.: 2.4610°) and pitch (Mean: 0.0473°, Std. Dev.: 1.3230°) from DEM. Medium speed test data 
also showed considerable improvement in the attitude angles estimated using the developed EKF 
algorithm. The fusion algorithm for improving the elevation measurement of the GPS also showed 
promising results. Thus, the fusion algorithm was effective in improving attitude and the navigational 
accuracy of the self-propelled agricultural sprayer, which in turn will also facilitate the automatic 
control of the implements that interact with the soil surface on undulated topographic surfaces. 
Keywords: DEM, Auto-regressive model, EKF 
3.1 INTRODUCTION 
Digital Elevation Models (DEMs) have been increasingly used to model the terrain surfaces for 
harboring the important physical information about the terrain field conditions. DEMs can be useful 
in determining the attributes of the terrain such as slope and aspect, drainage basins, watershed 
features of the terrain, peaks, pits and other landforms for hydrological modeling. GPS (Global 
Positioning System) is one of the several developing technologies which are being commonly used to 
collect topographic data and create DEMs/ topographic maps (Yao and Clark, 2000; Colvocoresses, 
1993). Clark and Lee (1998) found that among the stop-and-go and kinematic data collection using 
GPS, the kinematic receiver is more viable for a rapid development of the topography maps with high 
elevation accuracy. The single frequency GPS receiver provides reasonably accurate DEMs with 
elevation error of 10 to 12 cm for 10 or more passes of the data with the elevation bias as a major 
source of error (Yao and Clark, 2000). 
Westphalen et al. (2004) evaluated DEMs using two different methods (1) the elevation 
measurements only, (2) the combination of the elevation with vehicle attitude measurements. The 
elevation and vehicle attitude measurements were taken using aself-propelled agricultural sprayer 
equipped with four Real Time Kinematic-Differential GPS (RTK-DGPS) receivers and an inertial 
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measurement unit (IMU). DEMs developed by combining the elevation with the vehicle attitude 
measurements had Root-Mean-Square-Error (RMSE) of 10 to 11 cm compared to the RMSE of 15 
cm for DEMs developed by the elevation measurements alone. 
DEMs developed using the vehicle based measurements have been used by previous researchers 
to improve the vehicle navigation by means of the vehicle attitude estimates from DEMs. Elevation 
accuracy of the DEMs along with the other terrain variables is an important factor in estimating the 
roll and pitch of the vehicle. The attitude (roll and pitch) estimation of the vehicle from the previously 
generated DEMs can be useful for the vehicle localization improvement if their elevation errors can 
be reduced. Terrain Compensation Module (TCM) sensor (Deere & Co., Moline, IL) corrects the 
vehicle position based on the measured and corrected roll angles when the vehicle is working under 
the side slope conditions. One of the major problems with TCM sensor measurements is the high 
frequency noise associated with the roll measurements. In this scenario, an Extended Kalman Filter 
(EKF) can be useful to improve the roll and pitch estimates of a vehicle by fusing the attitude 
estimates from DEMs, roll measurements of the TCM sensor and GPS-based pitch estimates. The 
fusion algorithm is expected to improve the roll and pitch estimates by reducing the high frequency 
noise associated with TCM sensor as well as the elevation error in the DEMs. Therefore, the 
objectives of the presented research work were 
• To develop and implement a sensor fusion technique to combine attitude estimates from the 
DEMs, TCM and GPS sensors to improve the attitude of the self-propelled sprayer. 
• To improve the elevation measurement accuracy of the GPS receiver mounted on the 
self-propelled sprayer using enhanced sprayer attitude. 
3.2 INSTRUMENTATION AND PROCEDURE 
Data was collected from the Kulver Farm field located west of Ames, IA using John Deere self-
propelled sprayer (mode14710, Deere & Co., Moline, IL). The field had total area of 0.55 acre (120 ft
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wide and 200 ft long). An IMU (model VG600AA-201, Crossbow Technology Inc., San Jose, Cal.), 
an RTK-GPS receiver (StarFire RTK, Deere & Co., Moline, IL) and a TCM sensor were mounted on 
the sprayer. The TCM sensor was mounted on the front top of the sprayer along with the GPS 
receiver at a distance of 1.93 m from the center. Another RTK-GPS receiver was mounted on the left 
side at 1.63 m from front side and 1.53 m from the center of the sprayer. The sprayer was operated at 
two speeds: 5.6 km/h, 9.6 km/h; and the data collection was done at a sampling frequency of 5 Hz. In 
order to avoid data clustering at just few angles and to obtain well distributed data across the entire 
field range, the field area was traversed (fig. 3.1 a) at various orientations (e.g. along the slope, 
perpendicular to the slope and at 45° to the slope) so that the vehicle would experience a range of 
attitude angles during the data acquisition. 
Several potential sources of errors existed when estimating the sprayer attitude angles from the 
DEMs. First, it was found that, given the small field where the work was done, the sprayer sometimes 
left the region of the field for which there was valid measurement data support. Second, as the sprayer 
traveled over the field surface, it interacted with small scale variations, micro-topography, of the field 
surface which were probably not captured in the DEM. For example, a 10 cm difference in the micro-
topography from one side of the sprayer to the other will result in at least a 3.9° roll angle. Third, the 
RTK-GPS had elevation measurement errors which were propagated into the DEMs. These errors 
would ultimately end up as errors in the attitude angle estimates from the DEMs. 
When TCM measured roll angles were regressed onto the IMU measured roll angles, for the data 
collected at 5.6 km/h, the slope of the regression line was 0.81, the y-intercept was 0.14 and R2 was 
equal to 0.86. For the 9.6 km/h data, the regression line slope was 0.70, the y-intercept was 0.5 8 and 
R2 equal to 0.5 8 . There was a clear increase in the error in the TCM data, although based on the 
conversation with Deere engineers, the TCM signal is not a pure roll angle signal but a preprocessed 
signal which improves the vehicle steering response. The TCM sensor does not provide the pitch 
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Figure 3.1 (a) Vehicle travel path of the Kulvar farm field at low speed test (5.6 km/h) 
(b) Topographic map of the same field. 
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mounted on the sprayer. These pitch angle estimates were noisy as the errors in the RTK-GPS 
measurements were propagated into the pitch angle calculations. 
In sensor fusion process, these error sources need to be taken into account and modeled by an 
appropriate error modeling technique to improve the performance of the EKF developed for the 
attitude angle estimation of the sprayer. The next section describes the modeling of the roll angle 
errors from the TCM sensor and the errors in pitch angle estimates by a single GPS receiver using an
autoregressive (AR) error modeling technique. 
3.2.1 AUTOREGRESSIVE ERROR MODEL 
The AR modeling was an attempt to standardize the sensor noise so that it can be better described 
as a white Gaussian noise, an intrinsic assumption of the Kalman filter theory. In many cases when 
system noise covariance (Q) and measurement noise covariance (R) were not modeled, they have to 
be fine tuned for optimal Kalman state estimation (Bergeijk et al., 1998; Kiriy and Buehler, 2002). 
The fine tuning of both Q and R is basically atrial-and-error process and can be difficult to employ 
especially when multiple sensor measurements and multiple state variables have to be incorporated 
into the Kalman filter design, which is often the case. Though it is difficult to compute the system 
noise covariance, the measurement noise covariance can be computed, as we acquire the 
measurements of the system using different onboard sensors. Sensor data could possibly have errors 
varying from measurement to measurement depending on the sensor characteristics throughout the 
experiment. In order to account the sensor measurement errors in the fusion process, the AR modeling 
technique was applied in this research, which in return confers the zero mean white Gaussian noise as 
a measurement noise covariance R. 
The determination of an appropriate AR model involved a number of interrelated problems such 
as use of a suitable order selection criterion and estimating the coefficients of the AR model. Order 
selection criteria such as Final Prediction Error (FPE), Akaike Information Criterion (AIC), Bias 
39 
Corrected AIC i.e. AICC, Schwarz's Information Criterion (SIC), Bayesian Information Criterion 
(BIC), Minimal Descriptive Length (MDL), PHI Criteria, Haring (HAR) criterion and Jenkins and 
Watts (JEW) criterion are some of the most commonly used criterions for selecting the order and the 
coefficients of the sensor noise AR modeling (Djuric and Kay ,1993; Babu and Wang, 2004; 
Broersen, 2005). Liew (2004) found that FPE, AIC, SIC and BIC criteria perform considerably better 
in estimating the true autoregressive model order for small number of samples. For more 
understanding of AR model order selection criteria see Brockwell and Davis (1996). 
FPE criteria selects the AR order which minimizes the one-step mean squared error instead of 
considering the estimated white noise covariance minimization approach like AIC. AIC criterion 
overestimates the order of the model than FPE for the same given data series (Brockwell and Davis, 
1996). Fitting a very high order model generally results in small white noise variance estimation. 
However, the mean squared error of the forecasted series depends not only on the white noise 
variance of the fitted model but also on errors arising from the estimation of the parameters of a 
model (Brockwell and Davis, 1996). Brockwell and Davis (1996) also suggested that for pure 
autoregressive models Burg's algorithm usually gives higher likelihoods than the Yule-Walker 
equations. Therefore, in this research, Burg's algorithm was used along with FPE order selection 
criterion to select the proper AR model order and the coefficients. The other AR order selection 
criteria stated earlier were also used to compute the order of the AR model form the slow speed TCM 
roll measurements. FPE, AIC and all other criteria reported above fitted second order on the modeled 
roll measurements of the slow speed data, whereas the JEW criterion calculated 5~ order on the same 
data. 
These criteria were also used on medium speed TCM roll measurements and a single GPS pitch 
estimates for slow as well as medium speed datasets to calculate the order of the AR model. The 
estimates showed that the second order is the best choice of the AR model order for modeling the 
slow and medium speed datasets though in most cases JEW criterion estimated higher AR order 
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compared to other criteria used in this work. The order obtained from r'YE order selection criterion 
was then used to get AR model coefficients which were determined using Burg's method. Kurtosis 
analysis of the original roll, pitch error and the residual error after AR modeling of the errors was 
done to observe the standard normal distribution of the errors (Appendix-C). Original roll and pitch 
error distribution had positive Kurtosis-3 value meaning the error distribution was always peaked. 
The residual error after AR modeling of roll and pitch error had Kurtosis-3 value near zero, meaning 
the residual error distribution was closer to normal white Gaussian distribution with zero mean (figure 
3.2). 
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Figure 3.2 Original TCM roll error and residual error distribution after AR model (Medium speed) 
3.2.2 KALIIZAN FILTER IMPLEMENTATION 
The Kalman filter is an extremely effective and versatile procedure for combining noisy sensor 
outputs to estimate the state of a system with uncertain dynamics (Grewal et al., 2001). An extended 
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Kalman Filter could be used to estimate the nonlinear dynamic system states that can only be 
observed indirectly or inaccurately by the system itself. State of the system is defined as the minimum 
information about the past and the present, needed to determine an optimal estimate of the future 
response using the future noisy measurements (Padulo and Arbib 1974; Wood and Radewan 1977). 
Kalman filter estimation of the states improves as the number of processed data 
points/measurements increases, so to get the quality state vector Wang (1998) used a 2-D kalman 
filter twice over the same noisy DEM data with different orientations to estimate the terrain variables 
from the DEM. He found that the above filtering approach reduced the standard deviation of the 
random noise from the DEMs by 70% for the elevation and 85% for the first partial derivatives of the 
elevation, compared with their original values. Guo et al. (2003) also developed aloes-cost position-
velocity-attitude (PVA) model based Kalman filter to provide accurate and robust vehicle positioning 
data for precision farming applications. 
In this research, the EKF algorithm was applied to improve the sprayer attitude angle estimates 
and also to improve the elevation estimates; the procedure of which is described in the following sub 
sections. In order to improve the quality of the estimation process, two way Kalman filtering was 
applied on the same datasets twice; first in the forward direction and second time in reverse direction; 
and the average of the estimated states were termed as the estimated states of our interest. 
3.2.2.1 Roll-pitch Kalman filter 
The roll and pitch angle estimates of the self-propelled sprayer from DEMs are fused with the roll 
measurements from the TCM and pitch estimates from the GPS. The system state vector used in this 
process is defined as: 
T 
x k — Y'k ~ e k ~ Y'errl k ~ Y'err2 k ~ e errl k ~ e err2 k
Where, ~, B are the roll and pitch angles with roll error ~e~~l, ~e~~2, and pitch error ee~~l, 8e~~2. 
The above states are represented by the following system function, f(x) 
(~) 
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\ x / ~ ~ ~®~ ~~errl ~ ~~e~r2 ~ ~ee~rl ~ ~ e err2 ]T (2) 
Each system function is characterized by the kinematic equation (Eq. 3 to 8) for the roll and pitch 
angle estimates of the sprayer along with the error estimates from these angles using EKF algorithm. 
J ~ - Y'k+l - Y'k + Y'k .~T -I- E~ 
J B - e k+l - Bk -I- e k .OT -~- EB
'" ~eri• 1 
~e~r 2 
v e eir 1 
~errl,k+1 A r~lY'err lt
~err2,k+1 A ~2Y'err k_~ 
e ery 1, k+1 A 91 eery k 
6e,.,.2 e err 2, k+l A B 2 eery k_t 
where, 
k+1, k and k-1 are future, present and previous time steps; 








~ , e are the roll and pitch rates from the DEM; 
A~1, A~2, A~1, A®a are the AR coefficients for the roll and pitch error estimation. 
~o, ~e are the random white Gaussian noise for roll and pitch. 
The first order partial derivatives of the system function (Eq. 2) with respect to system state 


























The DEM estimated roll, pitch rates used in system kinematic equations (Eq. 3 and 4) are taken as 
T 
the control inputs uk = [~ 8] .The input Jacobian matrix (Bk) is then derived by taking partial 
derivatives of system function f(x) (Eq. 2) with respect to these inputs: 










J  xk 
~lo~ 
The measurement vector (Eq. 11) consisted of the roll angle measurements from the TCM sensor 
and the pitch angles derived from a single GPS antenna mounted on the sprayer. The roll and pitch 
angle errors from these measurements were modeled using the AR modeling technique as discussed in 
the previous section. Errors as estimated by the EKF error states were then subtracted from the 
measurements before using these measurements to calculate the EKF estimates of the roll and pitch 
angles. 
T 
Zk ~TCM — err 1 k — err 2 k ~ e GPS e ery 1 k e ery 2 k 
The measurement Jacobian matrix (Hk) which relates the measurements (Eq. 11) with the system 
states of our interest (Eq. 1) is derived as below: 
Hk = 
~ 1 0 —1 —1 0 0 ~ 
~0 1 0 0 —1 —l~ k
(12) 
3.2.2.2 Easting-Northing-Altitude (ENA) Kalman filter 
Though the prime objective of this research was to improve the attitude angles of the sprayer 
estimated by the DEMs and other complementary sensors using the sensor fusing technique, it was 
necessary to examine how the improved attitude affects on the elevation measurements of the GPS 
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used to formulate DEMs and also on orientation of the sprayer. EKF state vector (Eq. 13) used for 
this purpose consisted of the self-propelled sprayer position in Easting (PE), Northing (PN), Altitude 
(PA) directions and the sprayer heading (yr) as the filter estimation parameters. 
x k - P E,k~ P N,k~ P A,k~~k
~T 
The above states are represented by following system function, f(x): 
(13) 
(14) 
Roll, pitch and yaw (RPY) angles specified the attitude of the sprayer in the vehicle coordinates 
i.e. RPY coordinates. The coordinate transformation matrix from RPY to East-North-Altitude (ENA) 
coordinates is as given below: 
~ sin yr cos 8 cos ~ cos yr + sin ~ sin yr sin 8 — sin ~i cos yr + cos ~ sin yi sin B~ 
C'NA = cosyrcos8 —cos~sinyr+sin~cosyrsin8 sin~sinyr+cos~cosyrsin8 (15) 
~ sin B — sin ~ cos 8 — cos ~ cos 8 ~ 
The kinematic equations (Eq. 16 to 19) governing Easting, Northing, elevation and heading states 
of the sprayer (Eq. 13) were formulated using the above transformation matrix and represented in the 
system function (Eq. 14). 
f ~P E / - P E, k+1 - PE, k + CAI l .Vx .~T + C~A21.V y .OT + C~A31.VZ .OT + ~E
J ~P N~ - P N, k+1 - PN, k + CENA12 .vx .OT + C~NA22 .vy .0T + C~ 32 .vZ .OT + EN
f ~PA~ - PA, k+l - PA, k + C~A13 .Vx .OT + C~A23 .V y .OT + C~A33 .VZ .OT + ~A
f l~~ - ~k+l - ~k + ~k OT ~- E w
In equations (16-19) vx, v,, and vZ are the self-propelled sprayer travel velocities in x, y and z 
direction, respectively and ~ is the yaw rate from the TCM sensor. Sprayer travel velocities, yaw 
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rate, roll and pitch angle estimated by the roll-pitch EKF' filter were taken as the inputs in this filter 
implementation. 
The GPS measurements were used in the measurement vector (Eq. 20), and were compared with 
prior states estimated by EKF to enhance the overall state estimation during the filtering process. 
T 
Zk = P E,gps' ~N,gPs' P A,gps' ~Sps k 
~20> 
where, PE, gps , PN, gps I'A, gps and ~ gps are Easting, Northing, altitude and heading measurements of 
the sprayer from GPS receiver, respectively. The state, input and measurement Jacobian matrices 
were developed using the same process used for roll-pitch kalman filter as explained in the previous 
section. 
3.3 RESULTS AND DISCUSSION 
The roll-pitch Kalman filter was implemented on the data collected at two speed levels, 5.6 km/h 
and 9.6 km/h, of the self-propelled sprayer. For each speed level, the DEM of the field was generated 
using RTK-GPS data. The latitude and longitude measurements from the RTK-GPS receiver were 
converted to the UTM coordinates. These UTM coordinates and the heading angle measurements 
from the GPS were then used to obtain the UTM coordinate positions of each of the four wheels of 
the self-propelled sprayer. The four wheel positions and the elevation of each wheel obtained from 
the DEM along with other static vehicle measurements were used to obtain the roll and pitch angles 
of the self-propelled sprayer. The DEM estimated roll and pitch angles were then fused with the TCM 
sensor roll data and the pitch estimates from a single GPS receiver. The second order AR model was 
used to model the roll measurements from the TCM sensor and also to model the pitch estimated from 
the GPS measurements. Table 3.1 shows the autoregressive model coefficients obtained for the 
second order AR model using burg's method. 
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Table 3.1 Autoregressive model coefficients for roll and pitch angle using 2nd order AR model 
Coefficients for Roll Coefficients for Pitch Residual (degree) 
Sprayer Path 















Average 0.6402 0.2851 0.6930 0.2081 2.04E-04 8.68E-05 
These coefficients were used to estimate the error from the roll and pitch angle measurements so 
that the white Gaussian noise, residue of the noise, should be separated from the other sources of 
errors in the angle measurements. Residual error obtained by the AR modeling technique could be 
used as a measurement noise covariance (R) in the Kalman filter implementation. Roll and pitch 
angles along with the roll, pitch errors were considered as the system states in the EKF 
implementation. Equation 21 is the system noise covariance matrix used in roll-pitch Kalman filter 
implementation. Residual of the roll and pitch angle error obtained using AR error modeling 
technique (Table 3.1) was used as a measurement noise covariance matrix as shown in equation 22. 
Fine tuning of the system noise covariance matrix (Q) and the measurement noise covariance matrix 
(R) is a key process in improving the performance of an optimal, recursive EKF algorithm. In this 
research, fine tuning of the EKF Q matrix was straightforward as the R matrix values were already 
determined by the AR error modeling. System noise covariance Q was calculated for different angle 
error values and it was observed that the performance of the EKF was better at the angle error of 0.11° 
i.e. at the error covariance value of (apEM) 2 = 3.68e 6. 
The system noise covariance matrix, Q: 
X3.68 x 10-6 0 0 0 0 0 ~ 
0 3.68 x 10~ 0 0 0 0 
0 0 3.68 x 10-6 0 0 0 
0 0 0 3.68x10-6 0 0 
0 0 0 0 3.68 x 10-6 0 
~ 0 0 0 0 0 3.68x10-6~ 
Q (21) 
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8.68 x 10-5 J
(22) 
The noise covariance for the roll and pitch angle rates, which were used as a input during the state 
estimation process, from DEM estimates were fine tuned from 0.1°/sec to 0.05°/sec for improved EKF 
estimation process. Thus, the roll and pitch rate input noise covariance was taken as (6,~)Z = (6e)2 = 
(0.05°/sec)2 = 7.62e ~ (radian/sec)2. The input noise covariance matrix, Twas: 
r= X7.62 x 10-' 0 
0 7.62x10-'~ 
(23) 
Roll and pitch angle estimates of the self-propelled sprayer using DEMs were very noise. 
Sometimes attitude angle estimates of the sprayer from the DEMs were not continuous as the sprayer 
path was out of bound from the generated DEMs. The results obtained from the developed EKF 
algorithm on slow speed data for the roll and pitch angle estimation are as shown in figure 33 and 
3.4. The IMU measurements of the roll and pitch angles were used as a reference during the EKF 
implementation to validate the effectiveness of the developed algorithm. For roll and pitch angle 
estimates of the sprayer from DEMs, the straight line on the DEM roll and pitch plot with zero as a 
measurement (fig. 3.3, 3.4) shows that the sprayer was out of bound from generated DEM of the field. 
Out of bound circumstances did not provide the roll and pitch angle estimates from the DEM and 
therefore, the EKF algorithm has to rely on the TCM roll measurements and a single GPS-based pitch 
estimates to improve the attitude angles of the sprayer during the EKF estimation process. EKF 
algorithm was effective in estimating the attitude angles in the out of bound circumstances which can 
be seen in figure 3.2 and 3.3. EKF estimated roll and pitch angles were close to the IMU 
measurements though the DEMs estimates were absent or away from the IMU measurements. TCM 
roll angle measurements (fig. 33) and a single GPS-based pitch angle estimates (fig. 3.3) were close 
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to the reference IMU measurements but had high-frequency noise associated with them. The 
implemented EKF algorithm was successful in removing the noise from these sources which is 
evident in figure 3.3 and 3.4, respectively. Table 3.2 summarizes the mean as well as the standard 
deviation of the roll and pitch angle errors obtained for the slow and medium speed tests. 
The roll and pitch angle errors from different sensor sources were obtained by considering the 
IMU measurements as standard reference measurements. For the slow and medium speed data, the 
standard deviation of the roll error from the EKF estimates was less as compared to the roll errors 
from TCM as well as DEM roll angle estimates. 
• I~El~I i~ LL 
 T~~~~ FA LL 
....M...~.~~ I~~~1~ I~~LL 
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~~~ 4~+0 ~~~ ~~~ 
~~m~~le dumber 
Figure 3.3 Roll angle from DEM, TCM, IMU and EKF for slow speed of the sprayer vehicle. 
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Figure 3.4 Pitch angle from DEM, TCM, IMU and EKF for slow speed of the sprayer vehicle. 
Table 3.2 Roll and pitch error from different sources compared to EKF with IMU as a reference. 
Sprayer 
Roll Error Pitch Error 
Path 
Mean Std. Dev. Mean Std. Dev. 
DEM 0.2157 2.4610 -0.0473 1.3230 
Slow Speed TCM Roll -0.2320 1.4220 
GPS Pitch 0.0473 0.9848 
EKF -0.2244 1.4710 0.0597 0.6621 
DEM 0.0912 2.4500 0.0131 1.7620 
TCM Roll -0.0725 2.2860 
Medium Speed 
GPS Pitch -0.0131 1.2220 
EKF -0.0430 2.5490 0.0140 0.9145 
Standard deviation of the pitch error from the EKF estimates were considerably lower, except the 
standard deviation of EKF estimated pitch for medium speed dataset, when compared to the pitch 
error from the DEMs as well as the pitch angle error from GPS-based pitch for both the speed levels. 
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For medium speed pitch estimates using EKF, though the standard deviation was higher, the EKF 
considerable reduced the high frequency error associated with GPS-based pitch estimates and the 
estimates were smoother and continuous when compared to that of DEM estimated pitch. 
The improved attitude angles using roll-pitch EKF algorithm were then used to estimate the three 
dimension (3D) position of the self propelled sprayer. The preciseness of the elevation measurements 
is important in creating the highly accurate DEMs of the topographic field as well as in the attitude 
angle estimates using DEMs. The GPS receiver mounted on the self-propelled sprayer had height of 
about 3. S 1 m from the ground when the sprayer is on flat surface. Figure 3.5 shows the effect of the 
vehicle role on GPS elevation and position measurements. Similar effect of pitch and yaw angle 
offset affects the GPS measurements. The roll, pitch and yaw angle of the vehicle at a given timestep 
affects the measured position of the vehicle and this position need to be corrected by removing the 
attitude angle effects. Equation 24 shows the rotation matrices due to the roll-pitch-yaw { (Rx, ,~), (Ry, 
8), (Rz, t/i) } of the vehicle about the x, y and z in the vehicle coordinate system, respectively. To 
analyze the error bounds and the potential improvements in position and elevation estimates, the 
following analytical process was conducted. If we assume that the original vehicle position in the 
vehicle coordinate at point P 7'xyZ is ~0 0 3.8 l~ , the roll-pitch-yaw corrected vehicle position P ~,Z will 
be calculated using eq.25. 
Effect of roll on GPS receiver position 
Corrected GPS receiver position 
Roll angle 
Figure 3.5 Effect of roll angle experienced by sprayer on GPS measurements. 
51 
~1 0 0 ~ ~ cosB 0 sinB~ 
(Rx, ,~) = 0 cos ~ — sin ~ (Ry, 8) = 0 1 0 
` 0 sin ~ cos ~ ~ ~— sin B 0 cos 8~ 
~cosyr —sinyr 0~ 
(Rz, yr) = sin yr cos yr 0 (24) 
~ 0 0 1~ 
_ ~Rx, ~) X CRY ~ e) x ~RZ ~W) X I'T ~ (25) P XyZ 
The roll and pitch error reported in table 3.2 with IMU as a reference has maximum std. dev. 
error of 2.46° for roll and maximum std. dev. error of 1.32° for pitch from the DEMs. For these roll 
and pitch errors, the analytical computation confirmed that the expected elevation error will be about 
0.53 cm where as the error in x and y positioning of the sprayer will be about 11.71 cm and 16.34 cm, 
respectively. In worst case scenario, the maximum roll angle error from DEMs was about 8.95° and 
the maximum pitch angle error from the DEMs was about 5.45°. The worst case attitude angle errors 
were also used to calculate the expected position and elevation error of the self-propelled sprayer. The 
analytical calculation for these attitude errors showed that the expected elevation error will be about 
6.33 cm in the worst case scenario. The RTK-GPS elevation measurements also suffer from the 
regular inconsistencies in the elevation due to the Dilution of Position (DOP) variation during the 
experimental runs. These attitude and other errors need to be accounted for while improving the 
elevation from the GPS sensor measurements. EKF algorithm implemented for improving the sprayer 
positioning estimates and most importantly the GPS elevation measurements showed promising 
results. Figure 3.6 shows the RTK-GPS elevation measurements and the EKF estimated elevations on 
the slow speed datasets. Figure 3.7 shows the 3D travel trajectory of the self-propelled sprayer as 
measured by the GPS and estimated by the proposed EKF algorithm. The implemented EKF 
algorithm showed promising results in improving the elevation measurements for slow and medium 
speed data. The GPS measured trajectory was noisy and had sudden jumps in elevation measurements 
(fig 3.7). EKF algorithm was able to estimate smoother trajectory compared to that of GPS measured 
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trajectory and was also successful in removing the sudden jumps in measurements which were due to 
the variation in DOP during experimental runs. The error range in elevation from the GPS 
measurements was from 0.53 cm to 6.33 cm for the given datasets as calculated during analytical 
work. However, due to the absence of the AR model for GPS data, the fine tuning of the system (Q) 
and measurement (R) matrices was critical in the EKF implementation. 
In DEMs development using the vehicle based measurements, the accuracy of the DEMs creation 
depends not only on the accurate elevation measurements but also on the number of the vehicle field 
passes (Clark and Lee 1998). The DEMs development and enhancement is out-of--scope of this 
research, however, it can be suggested that the EKF improved vehicle elevation estimates could be 
useful in creating DEMs with better accuracy via any DEMs development algorithm and also to 
estimate the accurate vehicle attitude angles when the vehicle is traveling in the field, of which the 
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Figure 3.7 Sprayer travel trajectory (3D) measured by RTK-GPS and estimated by EKF data 
fusion technique. 
3.4 CONCLUSION 
From this research following conclusions can be drawn: 
• The developed roll-pitch EKF algorithms was effective in improving the attitude angle 
estimates of the self-propelled sprayer by fusing the DEMs roll and pitch estimates with the 
TCM roll measurements and a single GPS-based pitch estimates, respectively. 
• The EKF algorithm was effective in estimating the sprayer attitude angles even when the 
DEMs attitude estimates were not available for certain period due to the out of bound 
circumstances of the DEMs. The EKF algorithm was also capable of removing the high 
frequency noise associated with the TCM and GPS sensor measurements. 
• The accurate elevation measurements are important in developing the highly accurate DEMs. 
The Kalman filtering technique improved the elevation accuracy of the GPS sensor 
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measurements for sprayer path datasets at both the speed levels by removing the elevation 
offset due to the roll and pitch angle errors. 
The AR modeling of the attitude angle measurements for the sprayer paths improved the quality 
of roll-pitch EKF implementation and reduced the manual fine tuning efforts. This research could be 
useful in more accurately estimating the attitude angles of the vehicle traveling in the field of which 
the topographic map is available in advance, without the use of IMU, TCM and other attitude angle 
measurement sensors. This research might also be helpful in creating DEMs with more accurate 
elevation estimates. 
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The primary objective of this research work was to apply the sensor fusion procedure to improve 
the localization of the mobile field equipment, including autonomous robotic vehicles and automated 
agricultural field vehicles. Previous researchers have used different types of Kalman filter algorithms 
to fuse different inertial and global complimentary sensors available, in order to enhance the 
navigational ability of autonomous robot vehicles and to improve the precision accuracy of the 
autonomously operated agricultural equipments in uneven terrain conditions. Researchers found the 
Kalman filtering creditable to remove the noises in sensor measurements but very few of them 
explained the fine tuning of the system and measurement noise matrices, the foremost performance 
decisive parameters in the recursive Kalman filter algorithm. This research mainly focused on fusing 
different sensors onboard of agricultural autonomous vehicles such that the localization and precision 
performance of such vehicles could be improved. The errors in RTK-GPS, TCM sensors were 
modeled using autoregressive error modeling technique and the measurement noise covariances were 
calculated; which restricted the fine tuning of Kalman ~ lter to system noise covariance only. 
Conclusions obtained during the EKF implementation for navigational context recognization of the 
autonomous robotic vehicle traveling in simulated tree plantation and also during the attitude 
improvement of the self-propelled sprayer are summarized in the following sections. 
4.1 NAVIGATIONAL CONTEXT RECOGNIZATION OF THE AUTONOMOUS ROBOT 
VEHICLE 
An Extended Kalman Filtering algorithm was developed and implemented to improve the 
accuracy of posture estimation of askid-steered autonomous robot. A kinematic system model 
consisting of seven states was developed for implementing an EKF algorithm. The GPS error along 
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with external vibration noise and DMU drift was found to be the main source of error in determining 
the position and heading of the robot vehicle. In addition to the EKF, a second order autoregression 
error model was developed to model the RTK-GPS errors. 
The developed EKF algorithm was effective in improving the accuracy of the robot posture 
estimation. The EKF with AR model enhanced robot's navigational ability over the EKF without 
incorporating an error model. The EKF algorithm reduced the sensor signal noise to a great extent. In 
case of EKF without AR model, the manual tuning of system and measurement noise covariance 
matrices affected the performance of the filter considerably; while, the AR model reduced the need for 
fine tuning through a trial and error process. Furthermore, the developed filtering and clustering 
algorithms were successful in recognizing and reconstructing the navigational context of an 
autonomous weeding robot in a simulated tree plantation nursery. 
In this research, pitching and rolling effects were not taken into account because the experimental 
field was almost flat. For a more general scenario of an all-terrain robot, 3D attitude estimate needs to 
be incorporated into the EKF design. The field experiments were conducted in an open field and due 
to which the GPS signal was without blockage and was continuous. However, in nursery tree 
plantation the GPS signal may not be continuous and become unavailable for a certain period of time. 
In such cases, the developed Kalman filtering algorithm can still use DMLJ measurements to estimate 
the posture of the autonomous robot vehicle. 
4.2 ROLL AND PITCH IMPROVEMENT OF THE AGRICULTURAL SPRAYER 
VEHICLE 
The developed roll-pitch EKF algorithms was effective in improving the attitude angle estimates 
of the self-propelled sprayer by fusing the DEMs roll and pitch estimates with the TCM roll 
measurements and a single GPS-based pitch estimates, respectively. The EKF algorithm was effective 
in estimating the sprayer attitude angles even when the DEMs attitude estimates were not available 
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for certain period due to the out of bound circumstances of the DEMs. The EKF algorithm was also 
capable of removing the high frequency noise associated with the TCM and GPS sensor 
measurements. The accurate elevation measurements are important in developing the highly accurate 
DEMs. The Kalman filtering technique improved the elevation accuracy of the GPS sensor 
measurements for sprayer path datasets at both the speed levels by removing the elevation offset due 
to the roll and pitch angle errors. 
The AR modeling of the attitude angle measurements for the sprayer paths improved the quality 
of roll-pitch EKF implementation and reduced the manual fine tuning efforts. This research could be 
useful in more accurately estimating the attitude angles of the vehicle traveling in the field of which 
the topographic map is available in advance, without the use of IMU, TCM and other attitude angle 
measurement sensors. This research might also be helpful in creating DEMs with more accurate 
elevation estimates. 
4.3 RECOMMENDATIONS FOR FUTURE WORK 
The implications and limitations of sensor fusion research have been discussed in the particular 
sections of EKF applications. This section will discuss the overall difficulties we met during the EKF 
implementation. The autoregressive error modeling was intended to calculate the measurement noise 
covariance as well as to model the sensor measurements so that the AR models coefficients can be 
used during the EKF error estimation process. In case of RTK-GPS error modeling, it's necessary to 
have standard procedure for the reference trajectory generation and data collection of reference points 
which will lead to appropriate RTK-GPS error models. More efforts are need to standardize the RTK-
GPS error determination procedure when the vehicle dynamics is coupled with the static GPS noise 
associate with an individual GPS receiver mounted on an autonomous vehicle navigating in the 
uneven terrains. It was observed during this research that the performance of the EKF recursion 
improved with the use of higher frequency data collection sensors. Although, EKF algorithm 
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improves the overall state estimation frequency to the highest frequency of the available 
measurements, it may be better to use other complimentary sensor with equal of somewhere equal to 
that of another sensor used for fusion. The EKF algorithm deals with zero mean white Gaussian noise 
during the state estimation process. In this study the measurement error covariance values were 
calculated using AR modeling technique in advance and system noise covariance values were tuned 
only at the beginning of the EKF implementation. It might be better if these covariance matrices are 
tuned at each recursive estimation stage of EKF implementation by some dynamic means which will 
enhance the performance of the EKF to a greater extent. 
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APPENDIX A 
SYSTEM, INPUT AND MEASUREMENT ~TACOBIANS 
A.1 SYSTEM .TACOSIAN MATRIX 
For extended Kalman filter, system, input and measurement Jacobian matrices are linearization of 
the nonlinear kinematic state estimate equations. Equation 19 in chapter 2 is the system Jacobian 
matrix (Ak) for the system explained in equation 10 to 16. This Jacobian matrix was achieved by 
taking partial derivative of each system function variable (equation 17) with respect to the system 
states of our interest (equation 18). 
Ak = 
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~ 1 0 VT cos(~k) 0 0 0 0~ 
0 1 —VT sin(¢k ) 0 0 0 0 
0 0 1 0 0 0 0 
— 0 0 0 Ax, 0 0 0 
0 0 0 0 AxZ 0 0 
0 0 0 0 0 Ay, 0 
~0 0 0 0 0 0 AY, ~ x.
x 
A.Z INPUT JACOBIAN MATRIX 
Travel velocity (Vk) and yaw rate(rk) of the robot are considered as an input to the Kalman filter 
and equation 20 in chapter 2 is the input Jacobian matrix which relates the system kinematic functions 
(equation 17) with these inputs. 
~  .fx .fx 
avk ask
fY fY 
C~ Vk ~ Nk 
f~ f~ 
C~ Vk C~Y'k
" xerrl ~ x errl Bk — aV a~ — k k 
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~Yerr 1 ~Yerr 1 
aVk ask
Yen• 2 ~Yerr 2 
~ aVk ask
xk
~ T sin(~k ) 0 ~ 







A.3 MEASUREMENT .TACOBIAN MATRIX 
Equation 22 in chapter 2 is the measurement Jacobian matrix which related the measurement 
vector (equation 21) with the system states (equation 18) and was derived as below: 
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Xgps — ~errl — X  err2 n  SPs — ~errl — n  err2 n  gps — n  errl — n  err2 X  gps — n  errl — err2 ~gps — X  errl — err2 
aX k aYk a ~k aX errl,k aX err2,k vYerrl,k v Y rr2,k 
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APPENDIX B 
GPS ERROR ANALYSIS 
Table B.1 GPS X, Y error analysis for simulated tree plantation data (iRobot data) 
Data Kurtosis (Kurtosis-3)* Error distribution 




Residual 3.0322 0.0322 Peaked 
GPS Y Original error 3.6028 0.6028 Peaked 
Residual 3.0552 0.0552 Peaked 
GP S X Original error 4.5 23 6 1.5 23 6 Peaked 
Residual 2.5239 -0.4761 Flat 
GPS Y Original error 4.5236 1.5236 Peaked 
Residual 2.5646 -0.4354 Flat 
GPS X Original error 2.7913 -0.2087 Flat 
Residual 3.0094 0.0094 Peaked 
GPS Y Original error 2.7913 -0.2087 Flat 
Residual 2.9282 -0.0718 Flat 
* Standard normal distribution of error will have (Kurtosis-3) value of zero 
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Figure B.1 Original GPS X error and residual error distribution after AR model (Line 1) 
Original GPS Y error: Line 1 
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Figure B.2 Original GPS Y error and residual error distribution after AR model (Line 1) 
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Figure B3 Original GPS X error and residual error distribution after AR model (Line 2) 
Original GPS Y error: Line 2 
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Figure B.4 Original GPS Y error and residual error distribution after AR model (Line 2) 
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Original GPS X error: Line 4 
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Figure B.5 Original GPS X error and residual error distribution after AR model (Line 4) 
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Figure B.6 Original GPS Y error and residual error distribution after AR model (Line 4) 
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APPENDIX C 
TCM ROLL AND GPS-BASED PITCH ERROR ANALYSIS 
Table C.1 Roll and pitch error analysis 
Data Kurtosis (Kurtosis-3)* Error distribution 
Slow speed data 
Original error 4.0508 1.0508 Peaked 
TCM roll 
Residual 3.3408 0.3408 Peaked 
GPS-based pitch Original error 3.1046 0.1046 Peaked 
Residual 3.1096 0.1096 Peaked 
Medium speed data 
TCM roll Original error 5.1631 2.1631 Peaked 
Residual 2.903 9 -0.0961 Flat 
GPS-based pitch Original error 3.1494 0.1494 Peaked 
Residual 2.9808 -0.0192 Flat 
* Standard normal distribution of error will have (Kurtosis-3) value of zero 
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Figure C.1 Original TCM roll error and residual error distribution after AR model (Slow speed) 
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Figure C.3 GPS-based pitch error and residual error distribution after AR model (slow speed) 
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Figure C.4 GPS-based pitch error and residual error distribution after AR model (Medium speed) 
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