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Abstract
We discuss the numerical solution of the output feed-
back optimal periodic control problem by using a gradi-
ent search based optimization approach. For the evalua-
tion of the cost function and its gradient explicit expres-
sions are derived which involve the numerical solution
of a pair of discrete-time periodic Lyapunov equations.
Efficient numerically reliable algorithms based on the
periodic Schur decomposition are proposed for the so-
lution of these equations. The proposed algorithms are
extensions of the methods proposed for standard sys-
tems. An example is given to illustrate the effectiveness
of the presented approach.
1. Introduction
Consider the linear discrete-time periodic system of the
form
xk+1 = Akxk +Bkuk
yk = Ckxk
(1)
where the matrices Ak ∈ Rn×n, Bk ∈ Rn×m and Ck ∈
Rp×n are periodic with period K ≥ 1. Such models
arise usually by the discretization of linear continuous-
time periodic models which are the primary mathemati-
cal descriptions encountered in several practical applica-
tions. In the last few years there has been a constantly
increasing interest for the development of numerical al-
gorithms for the analysis and design of linear periodic
discrete-time control systems [1, 2, 3]. In this paper
we discuss the numerical solution of the optimal peri-
odic output feedback LQG control problem by using a
gradient search based optimization approach. For the
evaluation of the cost function and its gradient explicit
expressions are derived which involve the numerical so-
lution of a pair of discrete-time periodic Lyapunov equa-
tions. Efficient numerically reliable algorithms based on
the periodic Schur decomposition are used for the solu-
tion of these equations [4]. The proposed algorithms
are extensions of the methods proposed by Barraud [5]
and Kitagawa [6] for standard systems. An example il-
lustrates the applicability of the presented approach to
stabilize time-invariant systems with time-varying peri-
odic output feedback controllers.
Notations and notational conventions. For a
square time-varying matrix Ak, k = 0, 1, . . . , we denote
ΦA(j, i) = Aj−1Aj−2 · · ·Ai for j > i and ΦA(i, i) := I.
If Ak is periodic with periodK, the matrix ΦA(τ+K, τ)
is called the monodromy matrix of system (1) at time
τ and its eigenvalues, independent of τ , are called
characteristic multipliers. For a periodic matrix Xk
of period K we use alternatively the script notation
X which associates the block-diagonal matrix X =
diag (X0, X1, . . . , XK−1) to the cyclic sequence of ma-
trices Xk, k = 0, . . . ,K−1 and we denote with σX the
K-cyclic shift σX = diag (X1, . . . , XK−1, X0) applied
to the above cyclic sequence. The notation Xij is used
to refer simultaneously to all (i, j) elements or all (i, j)
blocks in the cyclic sequence Xk, k = 0, . . . ,K−1. This
notation also applies in the case of matrix partitioning.
2. Optimal Periodic Output Feedback
Let J be a quadratic performance index of the form
J = E
{ ∞∑
k=0
[xTkQkxk + u
T
kRkuk ]
}
, (2)
where Qk and Rk are symmetric periodic matrices of
period K, Qk ≥ 0 and Rk > 0 for k = 0, . . . ,K−1.
In this paper we address the problem to determine the
optimal periodic output-feedback control law
u∗k = Fkyk (3)
which minimizes the performance index (2). In what
follows we assume that such a matrix exists.
For the solution of this problem in general no closed
form solutions can be found even for standard state
space systems. Thus iterative search methods must be
used to compute the optimizing periodic output feed-
back matrix Fk. For search methods based on gradient
techniques it is necessary to evaluate for a given sta-
bilizing periodic output feedback Fk the corresponding
values of the cost functional (2) and of its gradient with
respect to Fk.
The expressions of function and gradient can be com-
puted on the basis of the following result.
Proposition 1. Let Fk be a stabilizing periodic out-
put feedback gain and assume that the covariance of
the initial state X0 = E{x0xT0 } is known. Let de-
note A = A + BFC, Q = Q + CTFTRFC, and
G = diag (0, 0, . . . , X0). Then the expressions for the
cost function (2) and its gradient are:
J(F) = tr (σPG)
∇FJ(F) = 2(RFC + BTσPA)SCT
where P and S satisfy the discrete periodic Lyapunov
equations (DPLEs):
P = ATσPA+Q, (4)
and
σS = ASAT + G, (5)
respectively.
Proof. See Appendix.
The above formulas can be also employed to derive the
expressions of function and its gradient in the case of a
constant output feedback.
Corollary 1. Let F be a constant stabilizing output
feedback matrix and let denote Ak = Ak + BkFCk and
Qk = Qk+CTk F
TRkFCk. Then the expressions for the
cost function (2) and its gradient are:
J(F ) = tr (P0X0)
∇FJ(F ) = 2
∑K−1
j=0(RjFCj +B
T
j Pj+1Aj)SjC
T
j
where P and S satisfy the DPLEs (4) and (5), respec-
tively.
Having explicit analytical expressions for the cost func-
tion and its gradient, it is easy to employ any gradi-
ent based technique to minimize J , provided an ini-
tial stabilizing output feedback gain is available. Es-
pecially well suited to solve our problem are the un-
constrained descent methods like the limited memory
BFGS method [7] used in conjunction with a line search
procedure with guaranteed decrease as that described
in [8]. Both methods are implemented within the
MINPACK-2 project (the successor of MINPACK-1 [9])
offering a convenient reverse communication interface
which allows an easy implementation of function and
gradient computations.
To use gradient search methods, an important subprob-
lem in solving an optimal output feedback control prob-
lem is the initialization of the search process in the case
of an initially unstable system. An initial stabilizing
output feedback gain can be computed in several ways
[10]. Probably the simplest and most convenient ap-
proach is to use the minimization procedure itself to
find a stabilizing feedback. This can be done by solving
a sequence of modified problems which finally lead to
a stabilizing gain matrix if one exists. We can solve
the optimal output feedback problem repeatedly for
modified systems with only the pair (A0, B0) replaced
with (αjA0, αjB0) to compute the corresponding opti-
mal F (j)k , where F
(0)
k = 0 and the strictly increasing
sequence of positive numbers {αj} is chosen such that
αj |
∏K−1
k=0 ρ(Ak +BkF
(j−1)
k Ck)| < 1 (ρ(·) is the spectral
radius of a matrix). A stabilizing output gain has been
found when αj ≥ 1 at a certain moment. This technique
can be even used to achieve eventually a prescribed sta-
bility degree for the closed-loop system.
It is interesting to note that the gradient approach al-
lows to cope easily with structured feedback gain ma-
trices. How structure enters in computations has been
shown in [11] in the context of optimal decentralized
control. By assuming that some elements of Fk are
fixed (for instance set to zero), we can solve the out-
put feedback optimization problem by using straightfor-
ward mapping mechanisms to extract the active set of
components of Fk and of the gradient ∇FkJ(Fk) before
employing them by the minimization routine. Notice
that although the parameter search is performed on a
reduced set of elements of F , the expressions of function
and gradient are still valid.
The main computational problem to evaluate the cost
function and its gradient is the solution of the two
DPLEs (4) and (5). For standard systems these two
Lyapunov equations can be solved efficiently with a
computational cost which is marginally greater than the
cost of solving a single Lyapunov equation. The preser-
vation of this feature is even more stringent for the peri-
odic case, because of a much higher computational effort
involved in solving a single periodic Lyapunov equation.
This goal can be achieved with the algorithms proposed
in the next section.
3. Solution of DPLEs
Several possible computational approaches to solve pe-
riodic Lyapunov equation are discussed in [3]. The pur-
pose of this paper is to propose alternative techniques
which improve the numerical reliability of existing algo-
rithms. The proposed algorithms to solve DPLEs rep-
resent extensions of the methods for standard systems
proposed by Kitagawa [6] and Barraud [5]. The new
approaches resemble to the method of [12] and rely on
an initial reduction of the Lyapunov equation to a sim-
pler form by using the periodic Schur decomposition
of a matrix product [13]. The reduced equations are
solved by using special forward and backward substitu-
tion algorithms. Important computational subproblems
are the efficient and numerically stable solution of order
one or order two DPLEs and discrete periodic Sylvester
equations (DPSEs). Several computational approaches
for these subproblems are described in a companion pa-
per [4]. The roundoff error properties of the proposed
algorithms and the estimation of condition numbers for
DPLEs are also discussed there.
In this section we discuss in some details only the so-
lution of the reverse time discrete periodic Lyapunov
equation (RTDPLE)
X = ATσXA+W (6)
where Wk are symmetric periodic matrices. A com-
pletely analog method can be derived for the dual for-
ward time discrete periodic Lyapunov equation (FTD-
PLE) of the form (5). Detailed procedures for both
cases are given in [4]. To solve the DPLE (6) we assume
that the monodromy matrix ΦA(K, 0) has no reciprocal
eigenvalues. This condition ensures the existence of a
unique solution as it will be apparent below.
One class of existing numerical methods to solve pe-
riodic Lyapunov equations [1, 3] is based on reducing
these problems to a single Lyapunov equation to com-
pute a periodic generator, say X0. It is easy to show
that for the RTDPLE (6) X0 satisfies the standard dis-
crete Lyapunov equation (DLE)
X0 = ΦTA(K, 0)X0ΦA(K, 0) +
K−1∑
j=0
ΦTA(j, 0)WjΦA(j, 0).
This equation can be solved by using standard methods
[5, 6], provided ΦA(K, 0) has no reciprocal eigenvalues.
Once X0 is determined, the rest of the solution is com-
puted by backward-time recursion. The main drawback
of such methods is the need to form explicitly matrix
products and sums of matrix products. An alternative
approach discussed also in [3] is to solve the periodic
Lyapunov equation (6) as a particular periodic Riccati
equation. In this approach the construction of products
is avoided but the method has a substantially increased
computational complexity, much greater than usually
necessary to solve such a problem.
We describe now an approach which essentially parallels
the methods available for standard systems [5, 6]. The
key role in the new method plays the recent discovery
of the periodic Schur decomposition (PSD) of a cyclic
matrix product and of the corresponding algorithms for
its computation [13, 2]. According to [13], given the
matrices Ak, k = 0, 1, . . . ,K−1, there exist orthogo-
nal matrices Zk, k = 0, 1, . . . ,K−1 such that A˜K−1 =
ZT0 AK−1ZK−1 is in real Schur form (RSF) and the ma-
trices A˜k = ZTk+1AkZk for k = 0, . . . ,K−2 are upper
triangular. Thus by using the PSD algorithm, we can
determine the orthogonal matrices Zk, k = 0, . . . ,K−1
to reduce the cyclic product AK−1 · · ·A1A0 to the RSF
without forming explicitly this product.
The transformation to compute the PSD of the product
AK−1 · · ·A1A0 is useful to simplify the solution of the
DPLE (6). By using the script notation for periodic
matrices the transformation to determine the PSD can
expressed as an orthogonal Lyapunov transformation
A˜ = σZTAZ. By multiplying the equation (6) with
ZT from left and with Z from right, one obtains
X˜ = A˜TσX˜ A˜+ W˜, (7)
where X˜ = ZTXZ and W˜ = ZTWZ. Notice that by
this transformation the resulted transformed equations
(7) have exactly the same form as the original ones in
(6). After solving these equations for X˜ , the solution
of (6) results as X = ZX˜ZT . The same transformation
technique can be used to reduce a FTDPLE to a sim-
pler form. Notice that in the case of solving both (4)
and (5) only one computation of the PSD of the cyclic
product AK−1 · · ·A1A0 is necessary to compute both
solutions. This aspect is very important to enhance the
efficiency of function and gradient evaluations in solving
the periodic optimal output feedback problem.
We discuss now the solution of the reduced equations,
where excepting A˜K−1 which is in a RSF, all other ma-
trices A˜k, k = 0, . . . ,K−2 are upper triangular. To
simplify the notations, in what follows we assume that
the coefficient matrices of the original equations (6) are
already in the reduced forms corresponding to the PSD.
Consider the partitioning of A according to the PSD of
the product AK−1 · · ·A1A0
A =

A11 A12 · · · A1n¯
0 A22 · · · A2n¯
...
...
. . .
...
0 0 · · · An¯n¯
 . (8)
Let us partition analogously the symmetric matrices X
and W
X =
 X11 · · · X1n¯... . . . ...
Xn¯1 · · · Xn¯n¯
 , W =
 W11 · · · W1n¯... . . . ...
Wn¯1 · · · Wn¯n¯
.
From (6) follows that the (r, l)-th block Xrl satisfies the
equations
Xrl = ATrrσXrlAll +Mrl,
where
Mrl =Wrl +
r∑
i=1
ATir
l−1∑
j=1
σXijAjl +
r−1∑
i=1
ATirσXilAll.
By exploiting the symmetry of the solution matrix X ,
the above equations can be solved successively for X11,
X21, . . . , Xn¯1, X22, . . . , Xn¯2, . . . , Xn¯n¯. The following
procedure can serve for an efficient implementation of
the proposed solution method:
Algorithm. PSD Method to Solve the RTDPLE.
Compute orthogonal Z to determine the PSD of
ΦA(K, 0).
A ← σZTAZ, W ← ZTWZ.
for l = 1, . . . , n¯
Fi =
∑l−1
j=1 σXijAjl (i = 1, . . . , l − 1)
for r = l, . . . , n¯
Fr =
∑l−1
j=1 σXrjAjl; M = Wrl +∑r
i=1AirTFi + (
∑r−1
i=1 AirTσXil)All
Solve Xrl = ArrTσXrlAll +M; put Xlr = Xrl
end
end
X ← ZXZT .
The algorithm allows to overwrite W with the com-
puted solution X . Thus (K +1)n2 +O(Kn) additional
storage locations are necessary to implement this al-
gorithm. If we neglect the effort to solve the low or-
der DPSEs, then the above algorithm performs about
NPSD + 4Kn3 floating-point operations (flops), where
NPSD is the number of flops necessary to determine
the PSD and to accumulate the performed transforma-
tions. As a rough estimate of this value we can take
NPSD = 10Kn3.
The computation of Xrl in the proposed algorithm
requires the solution of low order discrete periodic
Sylvester equations of the form
Yk = ETk Yk+1Fk +Gk, k = 0, . . . ,K−1; Y0 = YK
where Ek ∈ Rn1×n1 , Fk ∈ Rn2×n2 and Gk ∈ Rn1×n2
with 1 ≤ n1, n2 ≤ 2.
Two methods to solve these equations are discussed in
[4]. The first method relies on rewriting the above equa-
tions with the help of Kronecker products as a system
of n1n2K simultaneous linear equations Hy = g, where
the coefficient matrix H is a highly structured sparse
matrix. Ignoring the sparse structure of H in solving
Hy = g leads, even for moderate values of K, to rather
expensive computations. To exploit the structure of
H, we can arrange by an appropriate grouping of un-
knowns in the vector y and by a suitable ordering of
the equations, to obtain the coefficient matrix H in a
block-Hessenberg form. Then a specialized block vari-
ant of the Gaussian elimination algorithm is used to
solve Hy = g. The second approach described in [4] is
based on an accelerated iterative technique and exploits
also fully the problem structure. The iterations are ini-
tialized by computing first a periodic generator say Y0
of the above equation by solving the discrete Sylvester
equation
Y0 = ΦTE(K, 0)Y0ΦF (K, 0) +
K−1∑
j=0
ΦTE(j, 0)GjΦF (j, 0)
and then generating the rest of solution by forward or
backward recursion. The iterations are then performed
repeatedly until the limiting accuracy is attained. Usu-
ally at most two complete iterations are sufficient to
attain convergence.
4. Example
Our example illustrates the possibility to stabilize con-
stant systems by using periodic output feedback and to
achieve simultaneously arbitrarily fast dynamics. This
aspect was already discussed in [14] in the context of
pole assignment by output feedback. Consider the dou-
ble integrator system
A =
[
1 1
0 1
]
, , B =
[
0
1
]
, , C =
[
1 0
]
.
It is easy to see that this system is not stabilizable by
using a constant output feedback. However, by con-
sidering it as a periodic system with period K = 2,
we can try to stabilize this system by using a periodic
output feedback. By choosing Q = I2 and R = 1 in
the performance index (2), a stabilizing periodic feed-
back results as F1 = 0.9446625, F2 = −2.6124657.
The corresponding characteristic values are: λ1,2 =
0.1660984 ± i0.41510976. To enforce an almost dead-
beat control, we used instead of the performance index
(2), a modified performance index
J˜ = E
{ ∞∑
k=0
γ−2k[xTkQkxk + u
T
kRkuk ]
}
.
With γ = 10−3, the resulting optimal periodic out-
put feedback gains are F1 = 1.0000000085, F2 =
−2.999957133 and the corresponding characteristic val-
ues are: λ1 = 2.07 · 10−4 and λ2 = −1.64 · 10−4. It is
easy to see that with the exact values F1 = 1, F2 = −3
the monodromy matrix of the closed-loop system
ΦA+BFC(2, 0) =
[ −2 2
−2 2
]
is nilpotent and thus exact dead-beat control is
achieved.
5. Conclusion
A numerical approach to solve the optimal periodic out-
put feedback control problem has been developed. For-
mulas for explicit evaluation of the cost function and
its gradient have been derived. Each function/gradient
evaluation involves the solution of two DPLEs. Nu-
merically reliable computational algorithms have been
proposed to solve these equations. The proposed al-
gorithms represent extensions of similar algorithms to
solve standard discrete Lyapunov equations. A set
of LAPACK based Fortran routines have been imple-
mented to compute the PSD and to solve four types
of periodic Lyapunov equations. An example shows
the possibility to determine time-varying stabilizing
periodic output feedback controllers to control time-
invariant systems which are not stabilizable by constant
output feedback. A second example showing the appli-
cability of the proposed approach to solve a realistic
spacecraft positioning problem is presented in [15].
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Appendix.
In the proof of Proposition 1 we employ some standard
formulas for gradients [16]. These formulas are summa-
rized in the following two lemmas. Lemma 2 is based
on the derivation method employed in [17].
Lemma 1. Let J1(F ) = tr (XFY ), J2(F ) =
tr (XFTY ) and J3(F ) = tr (XFTY FZ) be scalar func-
tions of the matrix variable F , where X, Y and Z are
matrices which do not depend on F . Then
∇FJ1(F ) = ∂
∂F
tr (XFY ) = XTY T
∇FJ2(F ) = ∂
∂F
tr (XFTY ) = Y X
∇FJ3(F ) = ∂
∂F
tr (XFTY FZ) = Y FZX+Y TFXTZT
Lemma 2. Let J(F ) = tr (PX) be a scalar function
of the matrix variable F , where the symmetric matrix
X does not depend on F and P = P (F ) satisfies the
discrete Lyapunov equation
P = Y (F )TPY (F ) + Z(F ),
where Y (F ) and Z(F ) are matrix functions of F and
Z(F ) is a symmetric matrix. Then
∂J
∂fij
= 2tr
(
∂Y (F )T
∂fij
PY (F )S
)
+ tr
(
∂Z(F )
∂fij
S
)
,
where S satisfies the discrete Lyapunov equation
S = Y (F )SY (F )T +X.
By using the above two lemmas we obtain the following
result employed in the proof of Proposition 1.
Lemma 3. Let J(F ) = tr (PX) be a scalar function
of the matrix variable F , where the symmetric matrix
X does not depend on F and P = P (F ) satisfies the
discrete Lyapunov equation
P = (A+BFC)THTPH(A+BFC) +Q
+ CTFTRFC + (A+BFC)TW (A+BFC),
where A, B, C, H, Q, R and W do not depend on F ,
and Q, R and W are symmetric matrices. Then
∇FJ = 2[RFC +BT (HTPH +W )(A+BFC)]SCT ,
where S satisfies the discrete Lyapunov equation
S = H(A+BFC)S(A+BFC)THT +X.
Proof of Proposition 1. Let Fk be a stabilizing periodic
output feedback gain matrix. We deduce the expres-
sions for the cost function and its gradient with respect
to an arbitrary Fi. Let us replace uk = FkCkxk in the
performance index (2) to get
J = E
{ ∞∑
k=0
[xTkQkxk ]
}
, (9)
where Qk = Qk + CTk F
T
k RkFkCk and xk satisfies the
difference equation
xk+1 = Akxk, (10)
where Ak = Ak +BkFkCk. It follows immediately that
xi = ΦA(i, 0)x0 and thus
J = E
{ ∞∑
k=0
[xT0 Φ
T
A
(k, 0)QkΦA(k, 0)x0 ]
}
(11)
We define
Pi =
∞∑
k=i
ΦT
A
(k, i)QkΦA(k, i).
If X0 = E{x0xT0 }, then the performance index J can
be evaluated as
J = tr (P0X0).
It is easy to see that P0 = PK and that Pi satisfies the
RTDPLE (4). Further it is easy to show that each Pi
satisfies a discrete Lyapunov equation of the form
Pi = ΦTA(i+K, i)PiΦA(i+K, i) +
K−1∑
j=0
ΦT
A
(i+ j, i)Qi+jΦA(i+ j, i). (12)
To compute the gradient of J with respect to Fi, we
rewrite J as
J = E

i−1∑
j=0
[xTj Qjxj ]
+ tr (PiXi), (13)
where Xi = E{xixTi } satisfies
Xi = ΦA(i, 0)X0Φ
T
A
(i, 0).
Notice that the first term in the expression of J in (13)
does not depend on Fi. It follows immediately that
∂J
∂Fi
=
∂
∂Fi
tr (PiXi). (14)
By definingHi = ΦA(i+K, i+1) andWi =
∑K−1
j=1 Φ
T
A
(i+
j, i+1)Qi+jΦA(i+j, i+1), we can rewrite the Lyapunov
equation (12) in the form
Pi = A
T
i H
T
i PiHiAi +Qi +A
T
i WiAi. (15)
We can now apply Lemma 3 to get from (14) and (15)
∂J
∂Fi
= 2(RiFiCi +BTi (H
T
i PiHi +Wi)Ai)SiC
T
i , (16)
where Si satisfies the discrete Lyapunov equation
Si = ΦA(i+K, i)SiΦ
T
A
(i+K, i) +Xi.
By using (4) we substitute first Pi = A
T
i Pi+1Ai+Qi in
the expression of the gradient (16). After straightfor-
ward matrix manipulations we further make the sub-
stitutions AiHi = Hi+1Ai+1 and Wi + HTi QiHi =
Qi+1 +A
T
i+1Wi+1Ai+1 to obtain with the help of (15)
∂J
∂Fi
= 2(RiFiCi +BTi Pi+1Ai)SiC
T
i . (17)
It can be verified that the symmetric matrix Sk is peri-
odic and satisfies the FTDPLE (5).
