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Abstract
    Many design optimization problems rely on simulation models to obtain feasible
solutions. Even with substantial improvement in the computational capability of
computers, the enormous cost of computation needed for simulation makes it impractical
to rely on simulation models. The use of metamodels or surrogate approximations in
place of actual simulation models makes analysis realistic by reducing computational
burden. There are many popular metamodeling techniques such as Polynomial
Regression, Multivariate Adaptive Regression Splines, Radial Basis Functions, Kriging
and Artificial Neural Networks. This research proposes a new metamodeling technique
that uses Bezier curves and patches. The Bezier curve method is based on interpolation
like Kriging and Radial Basis Functions. In this research the Bezier Curve method will be
used for output modeling of univariate and bivariate output modeling. Results will be
validated using comparison with some of the most popular metamodeling techniques.
11. Introduction
This section introduces the concept of simulation and the corresponding techniques.
Next, metamodeling techniques as a tool to reduce the time and cost of computation are
outlined. Last, the motivation to incorporate Bezier curves as a basis for metamodeling is
discussed.
1.1 Simulation
A system can be evaluated analytically if the relationships in the model are simple
enough to be represented in a mathematical form. For a real world system which is
complex, obtaining an analytical solution is impossible. Such complex systems are
investigated using simulation. Simulation, “is a representation of reality through the use
of model or other device which will react in the same manner as reality under a given set
of conditions” (Gupta and Heera, 1999).
Simulation techniques offer a number of advantages when compared with
mathematical programming and standard probability analysis. The application areas for
simulation are numerous. Simulation has been found to be a constructive and powerful
tool in many areas. Next, some of the advantages and applications of simulation
technique are discussed.
The simulation model eliminates the need for costly trial and error method of testing
new concepts and configurations on physical systems and equipment. Simulation is easily
understood by operating personnel and non-technical managers, which helps them to
facilitate the modifications and corrections in the real systems in less time. Also, its
ability to accommodate the update in real systems makes it more useful and powerful tool
for designing, evaluating and analyzing. The application areas of simulation include
manufacturing systems, communication systems, hardware and software systems,
2financial or economic systems, and new military weapon systems (Myers and
Montgomery, 1995).
1.1.1 Monte Carlo Simulation Technique
Monte Carlo simulation is one of the most popular simulation techniques and has
found many applications in business and industries. This technique is a very important
tool in the field of operation research. Monte Carlo techniques have been used to analyze
a variety of problems involving stochastic simulations and mathematical problems, which
cannot be solved with analytical techniques and where physical experimentation with the
actual system is infeasible. The stochastic situations are usually a long sequence of
probabilistic events; though we may be able to write mathematical formulae for the
probability for individual events, writing a mathematical relationship for the probability
of all events in the sequential order is a complicated task.  Monte Carlo is an effective
technique to model a complex system involving a sequence of probabilistic events (Gupta
and Heera 1999).
In spite of all these advantages simulation is not always an appropriate method for
analysis, because in some situations, simulation is comparatively costlier and more time
consuming for computation. To overcome these limitations, the use of metamodels has
been proposed. The main objective of metamodels is to represent the relationships
between the design parameters and performance measure of the system more precisely
and reduce the computation burden (Kilmer and Shuman, 1997). The advantages of
metamodeling techniques are evident only when simulations runs are time consuming
and expensive.
31.2 Metamodeling Technique
In this section we are going to discuss about the metamodeling, the advantages of
metamodeling, type of metamodeling and different criteria for selecting a metamodeling
technique.
· Metamodeling
It is a technique in which an approximation model or metamodel or surrogate model
is utilized as an alternative to the simulation model to represent the relationship between
the design parameters and performance measure and to reduce the computation burden.
For example, consider a given simulation model (Hussain, et al., 2002), where the input-
output relationship is mathematically represented as follows:
)(xfz =  , where x  is the vector of input parameters and z  is the output
The task of metamodeling is to find the way to approximate the function f  that relates
the input vector x  to a given output z . It involves a defining functionf , with the
predicted output response )(xf , where f  must approximate f  with adequate
precision )()( xxf f@ .
·  The Use of Metamodeling
Metamodeling techniques are useful since they provide a relationship between
performance measure (output) and design parameters (input). Metamodeling provide fast,
reasonably priced, and computationally efficient analysis tool for optimization and design
space investigation to identify the key variables. Moreover, it also integrates the
discipline dependent analysis codes.
4·  Type of Metamodeling Techniques
There are number of different techniques available to fit an output model. For fast
approximation of complex computer code, Response Surface Methodology (Myers and
Montgomery, 1995) and Artificial Neural Network (ANN) methods are very useful and
efficient in nature. The interpolation based Kriging Method (Booker at., el 1999) and
Radial Basis Function approximations (Hardy, 1971) are also very popular. The statistical
based Multivariate Adaptive Regression Spline (Friedman, 1991) is also very useful and
efficient method. The techniques stated above are introduced in the next chapter.
· Criteria for Selecting a Metamodeling Technique
When selecting a metamodeling technique the following criteria may be considered
((Hussain, et al., 2002).
    1. The functional form of metamodel f  and its implementation complexity.
    2.  The set of input points used to determine the coefficient of the metamodels.
    3. Assessment of the adequacy of the fitted model quantified through different
measures, such as lack of fit, cross validation, and other model diagnostics.
    4. Ability to gain insight into the behavior of the simulation models using the fitted
metamodel.
    5. Ability to capture the shape of arbitrary smooth functions based on observed values,
which may be perturbed randomly.
    6. Robustness of the prediction away from observed points.
    7. Computational stability in predicting the fitted metamodels due to small changes in
parameters defining the metamodelf .
    8. Existence of software for computing the metamodels and characterizing its fit and
prediction error.
51.3 Motivation and Goal of Research
We are employing Bezier curves to introduce a new metamodeling technique. Prior
application of Bezier curves in the field of input modeling and additional properties such
as interpolation, convex hull, and local control are motivating factors to develop Bezier
curves for implementation in a new metamodeling technique. The results obtained from a
test case using data collected from a simulation output of a manufacturing process
indicate that Bezier fit for univariate output modeling is comparatively better than the
polynomial regression technique. The final goal of this research is to development of a
metamodeling technique for univariate and bivariate model based on the principal of
Bezier curve and to validate the outcome by comparing it with some of the popular
metamodeling technique like radial basis function (RBF) and polynomial (PR)
metamodels.
62.  Metamodeling Techniques
This section introduces a number of different metamodeling techniques with
corresponding mathematics. In engineering design, metamodeling techniques have been
widely used for optimization of systems and to reduce solution time of analysis that
involves computationally expensive and time consuming simulation programs (Barton,
1998). A comprehensive review of metamodeling applications in mechanical and
aerospace has been provided in Simpson, et al (1997), and a comparative study of various
metamodeling techniques has been provided by Jin, et al. (2000) using different modeling
criteria on a variety of test problems.
2.1 Metamodeling Techniques for Simulation
The metamodels can be classified into parametric and non-parametric techniques
(Hussain, et al., 2002). Parametric techniques approximate functions a-priori without any
prior knowledge about the underlying data. These functions are used to fit the observed
response by adjusting the coefficient of chosen functions. Examples are polynomial
models, general linear models, non-linear models, and Taguchi models. Non-parametric
techniques do not have an a-priori set of functions; instead they use an a-priori method
for constructing an approximating function based on observed responses. Examples are
radial basis function, and spline based models.
This section presents metamodeling techniques for simulations, such as Response
Surface Methodologies, Kriging, Multivariate Adaptive Regression Spines, Radial Basis
Functions and Artificial Neural Networks.
2.1.1   Response Surface Metamodeling
Response surface metamodeling is a collection of statistical and mathematical
modeling techniques and is the most popular metamodeling technique. It has been used
7effectively for constructing simple and fast approximations of complex computer codes
(Mahidi, et al., 1999) over the last thirty years.
The model is of the form:
e+= )()( xfxy , where y is a scalar and e  is a scalar (2.1)
This approach generally fits better using first or second order polynomials of y (output).
In the case of higher order polynomials unsteadiness may arise (Barton, 1992), or it may
be too complicated to sample adequate data to approximate all of the coefficients in the
polynomial equation.
· Response Surface Method (RSM)
Initially the goal of response surface modeling was to analyze the outcomes of
physical experiments and generate empirically-based models of the observed outcomes
(response values).  RSM is represented by Equation (2.1) where y(x) is the unidentified
function of interest, f(x) is a known polynomial function of x, and e  is a random error
which is assumed to be normally distributed with mean zero and variance 2s . The
individual error ne  at each observation is also assumed to be independent and identically
distributed. The polynomial function f (x) is a low order polynomial, and it is used to
approximate y(x), which is assumed to be either linear, Equation (2.2) or quadratic,
Equation (2.3) (Myers and Montgomery,  2000).
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The least square regression (LSR) method is used to determine the coefficients
nnn bbb ,,0  and nmb . The LSR method minimizes the sum of squared deviation of
8predicted values
Ù
y (x) from the actual values y(x). The b coefficients can be found using
least square regression given by
[ ] yXXX '1' -=b (2.4)
In Equation (2.4), X is the input matrix of test data points and y is a column vector
containing the performance measure at each test point (Mahidi, et al., 1999 and Myers, et
al., 2002).
2.1.2 Kriging Metamodeling
Kriging is also called Design and Analysis of Computer Experiment (DACE) and is
based on interpolation (Simpson, et al., 1998). Kriging’s model validity is independent of
random error. It may be better suited for applications involving computer experiments
because it can either “honor the data” or provide an exact interpolation or “smooth the
data” (Simpson, et al., 1998 and Cressie, et al., 1993).
The use of Kriging is restricted to a very small region because it involves inversion
and multiplication of numerous matrices. Additionally it does not have a closed-form
representation and is unavailable in commercial software. Comparison of Kriging with
polynomial regression has been provided in (Simpson, et al., 1998).
· Kriging Method
The model is of the form equation given below; it postulates a combination of global
function (f(x)) and departure (Z(x)) (Jin, et al., 2000):
)()()( xZxfxy +=      (2.5)
In Equation (2.5) y(x) is an unknown function of interest, f(x) is a known and is generally
a polynomial function of x, and Z(x) is assumed to be a realization of a stochastic process
with mean zero, variance 2s and having spatial correlation function (Jin, et al., 2000) on
covariance matrix of Z(x) is given by
9                      Cov [Z (xn), Z (xm)] = 2s R[R (xn, xm)]   (2.6)
In Equation (2.6), R is a correlation matrix and R (xn, xm) is a correlation function. A
range of correlation functions can be selected (Simpson, et al., 1998). The ability to use a
wide range of correlation functions makes the method extremely flexible. Despite many
advantages such as a stepwise algorithm to select the vital factors and screening input
factors to build a predictor model (Jin, et al., 2000), applications of Kriging are limited
because of the time consuming computation of maximum likelihood (q ) which is used to
fit the model in the K-dimensional optimization problem.  A set of problems solved using
Kriging method is provided by (Jin, et al., 2000).
2.1.3   Multivariate Adaptive Regression Spline Metamodeling
Multivariate Adaptive Regression Spline (MARS) metamodeling is a novel statistic
method presented in (Friedman, 1991). MARS attempts to approximate complex
relationships by a series of linear regressions on different intervals of the independent
variable ranges or subregions of the independent variable space. It is very flexible as it
can adapt to any functional form. MARS builds a relation from a group of coefficients
(basis functions) that are entirely determined from the regression data. For approximation
MARS uses a two sided truncated function also called a forward-backward iterative
approach.
MARS partitions the input space into ranges or subregions, each with its individual
regression equation. This makes MARS mostly appropriate for problems with higher
input dimensions. It also provides better results in the case of sparse input (Jin, et al.,
2000).
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· MARS Method
A MARS model can be postulated as:
)( ),(
1
nkvkn
N
n
n xBay å
=
Ù
=    (2.7)
In Equation (2.7)
Ù
y is the dependent (outcome) variable, na  is the coefficient of
expansion, and knB  is the basis function, defined as:
)( ),( nkvkn xB = kn
K
k
h
1=
Õ ,    (2.8)
where x is the predictor variable, k is the order of the interaction and n  represents
number of terms.  For the first order (k=1) of interaction, the model is additive, and for
greater than one (k>1), the model is pair-wise interactive (Friedman, 1991) MARS
searches the entire design space, and during this search of an increasing large number of
basis functions are added to the model. MARS automatically determines the most
important independent variables as well as the most significant interaction between the
independent and dependent variables.
MARS is relatively new compared to the other techniques. The accuracy and
reduction of computation cost are the prime advantages of using MARS.
2.1.4 Radial Basis Function (RBF) Metamodeling
The Radial Basis Function metamodeling technique is based on interpolation. It
provides another approach to multivariate metamodeling. In an experimental comparison
(Franke, et al., 1982), it is found that the RBF is better than the Response Surface
Methodology, Multivariate Adaptive Regression Spline, and Kriging. Since it is an
interpolation method its direct approach to simulation metamodeling is also restricted to a
small region like Kriging.
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· RBF Method
The RBF model is constructed as a linear combination of K Radial Basis Functions
with K centers. Radial basis functions based on the Euclidean distance a metric to
approximate output (performance measure). The original development by Hardy (1971)
introduced, among others, simple “multiquadratic” basis functions:
ej
K
j
j xxy -= å
=
Ù
1
b  ,                                                   (2.9)
where jb  is the weight or coefficient associated to Radial Basis Functions that is
centered at ejx , and ejx is the experimental input. The
Ù
y  and jb  in the metamodel,
depend on location of the observed input ejx . The coefficients jb  are found by replacing
left hand side of (2.9) with ,,...,1),( nixf j =  and solving the resulting linear system.
The “multiquardratic” basis function provides a good result for bivariate and higher
order models. Radial basis functions are also related to another class of spline functions.
The so called “thin plate splines” have radial basis functions of jj xxxx -- log
2
 ; it
also provides a better fit to bivariate models with scattered input. Despite a lack of direct
application to simulation modeling RBF provides the best solutions for small and sparse
sample test problems. In (Jin, et al., 2000) it is concluded that RBF performs best when
both average accuracy and robustness are considered.
2.1.5 Artificial Neural Network (ANN) Metamodeling
Like Response Surface Methodology the Artificial Neural Network (Mahidi, et al.,
1999) is also a widely applied metamodeling technique to generate approximations of
complex computer codes. It eliminates the possibility of pre-selecting an incorrect
functional form, due to its ability to universally model any relationship through a neural
network with non linear transfer function. This means the error component of Equation
12
(2.1) would be theoretically zero. The other advantages of ANN include. (i) ANN is not
responsive to deviations from traditional statistic model hypothesis, (ii) Gaussian
distribution of error, and (iii) ANN can model a combination of continuous and discrete
numerical variables. Moreover, most ANN paradigms are global models (Mahidi, et al.,
1999); thus a particular neural network can be developed to model the complete
simulation response surface, and ANN can also be viewed as flexible computing parallel
devices for producing performance measures that are complex functions of multivariate
input information.
Similar to the other models ANN is also dependable on the observed input. The
accuracy and precision of ANN is based on the quality of the data set used in modeling.
Similar to high-order polynomial regression model the precision and accuracy of the
model depreciates when small data sets are used for modeling.
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3. Bezier Curves and Bezier Surfaces
In 1970, Pierre Bezier at Renault and Paul De Casteljau at Citroen independently
developed Bezier curves for CAD/CAM operations. A simple Bezier Curve is
represented by:
)()( ,
0
tBPtP ni
n
i
iå
=
= ,                                                                        (3.1)
The parametrically defined polynomial, P (t), is a class of approximating splines.
)1,0(Ît  and iP  is the number of control points for .,...,0 ni =
The Blending function, )(, tB ni , is the Bernstein polynomial:
ini
ni ttni
ntB --
-
= )1(
)!1(!
!)(, ,                                                       (3.2)
    In general there are n+1 Bernstein polynomials of degree n. For example for n=2
2
2,22,1
2
2,0 )(),1(2)(,)1()( ttBtttBttB =-=-= ,    (3.3)
3.1 Properties and Characteristics Bezier Curve.
This section presents properties of Bernstein polynomials and Bezier curves. Next,
the composite Bezier curve is introduced. Last, the properties of Bezier Surface and
applications of Bezier Curves are described.
3.1.1   Properties of Blending Function or Bernstein Polynomial
In this section we are going to introduced five very important Properties of Bernstein
polynomials.
· Recurrence Relation
Bernstein polynomial can be generated in the following way.
Set 1)(0,0 =tB  and 0)(, =tB ni for i<0 or i >n, and use of recurrence relation
)()()1()( 1,11,, ttBtBttB ninini --- +-= ,                                                                   (3.4)
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For i = 1, 2?,n-1.
· Nonnegative on [0,1]
     Bernstein polynomials are nonnegative over the interval [0, 1] see Figure 1
· The Bernstein polynomials form a partition of unity
å
=
=
n
i
i tnB
0
1)(, ,                                                                         (3.5)
Substitute x=t and y= 1-t in to the binomial theorem
11)]1([
)!(!
!)( )( ==-+=
-
=+ - nninin ttyx
ini
nyx ,                              (3.6)
· Derivatives of Bernstein Polynomial  Function
))()(()( 1,1,1, tBtBntBdt
d
ninini --- -= ,                                             (3.7)
The above property is very useful to determine the continuity of the Bezier curve and
it also helps to fit a PDF for a Bezier distribution.
Figure 1: Variation of Bernstein Polynomial function
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· Basis
The Bernstein polynomial of order n )(( , tB ni for ),...,1,0 ni = forms a space basis for
all polynomials of degree less than or equal to n. This property states that any polynomial
of degree less then or equal to n can be written uniquely as a linear combination of the
Bernstein polynomials of order n.
3.1.2    Property of Bezier Curve
In this section we are going to introduced four very important properties about Bezier
Curve.
· Affine invariance
The affine invariance property indicates that Bezier curves are invariant under affine
maps (Gerald Farin, 2002). This means that the next two procedures will yield the same
result,
            1)  First compute all control points and then apply an affine map to it.
              2) First, apply an affine map to the control polygon and then evaluate the
mapped polygon at parameter values.
The significance of an affine invariance can be evaluated with the help of the
following example. Suppose we plot a cubic curve 3b by evaluating it at 50 control points
and then plotting the resulting array of all 50 points.  We would like to plot the curve
with rotation, and there are two ways to do this:
1) Rotate each control point, and then plot.
2) Rotate four control points on the curve.  Evaluate it 50 times and then plot.
In first case it needs 50 iterations to complete rotation, whereas in the second case
only !4  are needed.
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· Invariance under affine parameter transformation
One may think that it is necessary to define Bezier curves over interval [0, 1],
however this is not mandatory; it can be defined over any arbitrary interval [a, b].
Therefore, bua ££  and t = (u-a)/ (b-a)
The transition from the interval [0, 1] to the interval [a, b] is an affine map; therefore,
we can say that the Bezier curves are invariant under affine parameter transmission. For
more details see (Farin Gerald, 2002).
·  Convex Hull property
This property indicates that the plot generated by a Bezier curve of degree n is  a
continuous curve, bounded by the set of control points, and the curve will begin and end
at the points 0P and nP , respectively.
The practical aspects of convex hull are:
    1) The shape of curve can be modified by making a small adjustment to the control
points.
    2) Interference checking,
This property plays an important role, suppose Bezier curves are selected to
determine the moment of a Robot arms, to avoid the collision of Robot arms we can
circumscribe the smallest possible box around the control polygon of each curve such
that its edges parallel to some coordinate system.
·  Endpoint Interpolation
The Bezier curve passes through 0P and nP : it implies that the end points of a curve
are certainly two critical points. It is therefore necessary to have direct control on these
points, which is assumed by endpoint interpolation.
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3.1.3 Composite Bezier Curve
Because the Bezier curve can be define over any arbitrary interval [a, b], a curve
defined over interval [0, 1] can be subdivided into many regions. Therefore in order to
generate shapes that are too complex for a single Bezier curve, a composite Bezier curve
can be generated by a union of several Bezier curves. When using a composite Bezier,
adjacent curves are joined by common point that is shared by both curves. If we want to
ensure that two pieces meet smoothly, the first, last, and common point must be collinear.
The difference between a simple Bezier curve (Figure 2a) and a composed Bezier curve
(Figure 2b) with same control point are easily visible. The proposed research, the output
model will be fit using both a simple Bezier curve and a Piecewise Bezier curve.
a. Simple Bezier curve                                          b. Piecewise Bezier curve
Figure 2: Bezier Curves
3.2   Bezier Surface
Bezier Surfaces or patches form an extension of Bezier curves. The primary
difference when implementing Bezier patch compare to Bezier curves is use of a control
points array and a Bivariate Bernstein polynomial. The edges of Bezier surfaces are
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Bezier curves and the corner control points are always on the surface. The Bezier
surfaces are represented by:
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    where xt  and yt )1,0(Î ,  and the other parameters are same  as previously defined.
Similar to Bezier curves the first and the last points lie on the edge of a Bezier surface. A
simple Bezier surface is shown in Figure 3. This surface is controlled by 16 control points
( 0,0P  to 3,3P ) and it is enclosed by four Bezier curves.
Figure 3: Bezier Surface as an extension of Bezier curve
3.2.1   Properties of Bezier Surfaces
Like Bezier curves the Bezier patches have the same properties of affine invariance
and convex hull, which are already declared in Section 2.2.2. In this section we are going
to outline the new property of Bezier patches namely boundary curve
Bezier Surface
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· Boundary Property
The boundary curves of the Bezier patch are Bezier curves. The control polygons are
specified by the boundary polygons of the control net. In particular, the four corners of
the control net all lie on the same patch (Gerald Farin, 2002).
3.2.2    Further Investigation in Bezier Surface
In this section the two types of Bezier surfaces are introduced. The two main types of
Bezier surfaces use rectangular and triangular Bezier patches.
    1. The Rectangular Bezier Patch
The rectangular Bezier Patch is found as a univariate Bernstein polynomial function
with ijP  control points and mn ´ degrees:
( ) )()(,
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tBsBRtsP ji
n
i
m
j
ijåå
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= , where 10 ££ s and 10 ££ t   (3.9)
    2. The Triangular Bezier Patch
The Triangular Bezier patch is found as a bivariate Bernstein polynomial function of
degree n with KjiT ,, control points:
),,(),,( ,,
,
,, utsBTutsP kji
nkji
kjiå
=++
= , where 0,, ³uts  and 1=++ uts  (3.10)
Due to different geometry in both in the rectangular and triangular approaches, it is
difficult to use both in a single Bezier fit.
3.3 Application of Bezier Curves
This section outlines applications of Bezier curve in the area of computer graphics
and input modeling. Then, the univariate Bezier distribution and bivariate Bezier
distributions are explained.
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    Computer Graphics:  Bezier curves are utilized extensively in computer graphics,
due to their simplicity of implementation, insightful construction, and numerical
steadiness.
    Input Modeling: There are number of procedures for modeling a simulation input
process. These procedures include informal graphical techniques based on probability
plots and statistical goodness of fit test such as the Kolmogorov-Smirnov, Chi-square,
and Anderson-Darling test, statistics unfortunately none of these procedures is certain to
yield a definitive conclusion (Wagner and Wilson 1996). In 1996 Wagner and Wilson
developed a flexible, interactive, graphical methodology for modeling a broad range of
inputs processes. They exploited the properties of Bezier curves to develop a distribution
family that has an open ended parameterization capable of generating an unlimited
number of distribution shape (Wagner and Wilson 1996).
  Bezier curves are often used to approximate a smooth univariate function on a restricted
interval by requiring the Bezier curve to pass in the proximity of selected control points.
3.3.1 Univariate Bezier Distributions
In the univariate Bezier distribution, the distribution function is given by (3.10) and
corresponding probability distribution function is:
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where Tnxxx ),...,( 10 -DDºD  and
T
nzzz ),...,( 10 -DDºD
Justification of Equation (3.11) is elaborated in Farin (1990).
According to (Wilson and Wagner, 1996) this distribution family has a natural,
extensible parameterization that allows unlimited flexibility in representing probabilistic
behavior of real world processes.
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3.3.2 Bivariate Bezier Distributions
The bivariate Bezier distribution function for x and y is given by:
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The actual distribution function in x and y is represented by:
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Corresponding probability function is given by:
                 (3.15)
According to Wagner and Wilson (1996), the method presented in their paper
provides a representation that is well suited to graphical interactive simulation input
modeling.
3.4 Summary
Advantages of metamodeling techniques are characterized by significant reduction in
time and cost of computation. These Metamodeling techniques are based on the principle
of interpolation, regression, and artificial neural networks. Design strategies for
metamodeling techniques include some of these principles. The Bezier Curves are also
based on the principle of interpolation. Applications of Bezier curves in input modeling
motivated the introduction of Bezier Curve for developing a new metamodeling
technique.
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4 Research and Development of Bezier in the Field of Metamodel
The proposed research seeks to develop a new metamodeling technique for univariate
and bivariate model based on the Bezier Curve. A variety of metamodeling techniques
presently exist, and each technique is based on different concepts such as; regression,
neural network, interpolation, and statistics.
The research develops a new metamodeling technique for univariate and bivariate
output modeling. The Bezier Curve is employed for univariate output modeling and
Bezier patches are employed for bivariate output modeling. The main goal of this
research is to propose a new metamodeling technique for univariate and bivariate output
modeling that is less time consuming than direct computation. For example, Task 1 seeks
to implement the Bezier curve for metamodeling. Validation of Bezier fit will be done via
comparison with some of the most popular existing techniques. The results of each
modeling techniques will be evaluated with respect to accuracy and robustness. Further
development to improve the test result via a piecewise Bezier curve is discussed, which is
the composite Bezier Curve addressed in Section 3. Next, a bivariate output model
(Figure.5) incorporating Bezier Patches or Bezier surfaces is discussed. Last, the results
obtained for the univariate output and bivariate output modeling via Bezier curve and
Bezier surfaces are elaborated in the final section.  Figures 4 and 5 illustrates basic
frameworks for developing a metamodel for univariate and bivariate output model using
Bezier curves and patches.
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For Univariate Output Modeling
 For Bivariate Output Modeling
Figure 4: Task chart for univariate output modeling
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4.1. Research Tasks
This section presents detailed research tasks that are completed in order to realize the
proposed metamodeling techniques.
4.1.1 Investigation of Bezier Curve for Metamodeling
Sections 1 and 2 suggest the availability of a number of different methods for
metamodeling. The method explained in these sections possesses some properties that
made those methods attractive for metamodeling. Similarly, some properties as well as
outcomes obtained in investigation Bezier curve illustrate its compatibility for
metamodeling.
4.1.2 Univariate Output Model Fitting Using Bezier Curve
The applications of Bezier Curve in input modeling and its properties such as
interpolation, convex hull and global control motivated us to utilize Bezier Curve for
univariate output modeling. A simple Bezier curve is used for univariate output
modeling. Parameters of Bezier curves are Significant and can be easily estimated
through the data points. Additionally, Bezier Curve has an open-ended parameterization.
As discussed in the third section the Bezier Curve usually interpolates in [0, 1]
interval therefore, to ensure that P (t) is a continuously increasing function, inputs must
follows the form nxxxx £££ ....210  (Wagner & Wilson 1996). Thus, the first step will
be to sort the output corresponding to ascending order, and then the simple Bezier curve
is fit. The Bezier curve employed to fit the univariate output model is represented by:
)()( ,
0
tBPtP ni
n
i
iå
=
=
Figure 5: Task chart for bivariate output modeling
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Initially, we used a simple Bezier fit for the univariate output modeling. In the simple
Bezier fit there is no subdivision of the entire curve.  The procedures for fitting a simple
and composite Bezier curve and patches to a univariate or bivariate output model are
described in the next section.
4.1.3 Procedure for Univariate Output Modeling Using Bezier Curve
MAPLE 8.0 will be used to develop code for fitting Bezier Curves and Bezier patches
to univariate and bivariate output models respectively. As explained in the previous
section, the first step will be to sort input into ascending order, which is followed by
entering the test points in the MAPLE code to construct the plot for all the control points.
Further investigation in Bezier Curve shows that, a composite Bezier curve gives a
better solution than a simple Bezier curve for a problem with one input and one output. In
next section a procedure to fit a Composite Bezier curve is explained.
4.1.4 Procedure for Univariate Output Modeling Using Composite Bezier Curve
Composite Bezier curves follows the same procedure explained in the previous
section. The primary difference being in composite Bezier curve compare to simple
Bezier curve is subdivision of curve based on the number of control points and degree of
Bezier curve.  This research uses a cubic Bezier Curve in piecewise fitting of a Bezier
curve to univariate output model. The concept of composite Bezier curve is outlined in
section 3.
4.1.5 Bivariate Output Modeling Using Bezier Patches
Bivariate output modeling is similar to the univariate output modeling. The only
difference between the bivariate and univariate output modeling is the number of Design
parameters. The Bezier patch employed to fit the bivariate output model is represented
by:
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4.1.6 Procedure for Bivariate Output Modeling Using Bezier Patch
MAPLE 8.0 will be used to develop code for fitting Bezier Curves and Bezier patches
to bivariate output models respectively. As explained in the previous section, the first
step will be to sort input into ascending order, which is followed by entering the test
points in the MAPLE code to construct the plot for all the control points.
4.2 Validation Strategies
This section addresses validation of new Bezier curve metamodeling technique via
comparative investigation. For the comparative investigation multiple metamodeling
method will be used. The outcome of each metamodeling technique is evaluated using the
following aspects.
4.2.1 Accuracy
Accuracy is “the quality or nearness to the true value.”  In terms of modeling, “it is a
capability of predicting the performance measure of the system over the design space of
interest” (Jin, et al., 2000).
To access the accuracy of newly predicted points three different metrics are used: R
square, relative average absolute error, and relative maximum absolute error, which are
described next.
· R square: It is also referred to as proportion of variance explained by the
model, the equation for this measure is:
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y  is the corresponding predicted value for the observed value iy and y is the mean
observed value. While SSE (sum of squared error) represents the departure of the
metamodel from the real simulation model, the SST (total sum of squared error) captures
how irregular the problem is. The larger the value of R square, the more accurate the
metamodel.
· Relative Average Absolute Error (RAAE): The equation for this measure
is:
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            Where SD stands for standard deviation. The RAAE is highly correlated with
the R square.  The smaller the value of RAAE, the more accurate the metamodels.
· Relative Maximum Absolute Error (RMAE): The equation for this measure
is:
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    The large value of RMAE indicates a large error in one region of the design space.
Therefore a small RMAE is preferred.
4.2.2 Sum of Squared Error
The sum of squared error gives the deviation of metamodel from actual simulation
model. The equation for SSE is represented by:
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 The smaller the value of SSE, the more accurate the metamodels.
5 Results and Validation
In this section the results of a univariate and bivariate output model using Bezier fit
are presented. Encouraging results obtained by the initial investigation motivated
development of higher dimension output modeling using Bezier curves.
5.1 Univariate Output Model
Input Data points for the Bezier curve is given in Table 1. These points are taken
form a Manufacturing simulation problem.
Table 1: Actual Data Points
X Y
8.3 4.5471
8.7 6.4568
8.9 6.7928
9.2 7.8063
9.25 8.784
9.4 7.911
9.5 10.661
9.8 8.4412
10.14 15.341
10.5 37. 547
5.1.1 Simple Bezier Fit to Univariate Output Model
We employed a Maple 8.0 to fit a Bezier curve to the univariate output model. The
results of univariate output modeling using Bezier curve are given in Table 2.
 Table 2: Bezier fit
X Y
8.3 4.5471
8.7 6.2056
8.9 6.94
9.2 8.064
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9.25 8.273
9.4 8.9778
9.5 9.649
9.8 12.945
10.14 21.0115
Figure 6 shows the simple Bezier curve for univariate output model, the points in Figure
6 are the actual Data points.
5.1.2 Piecewise or Composite Bezier Fit to Univariate Output Model
The Table 3 shows the outcome of a univariate output model using a composite
Bezier curve.
Table 3 composite Bezier fit
Figure 7 shows the composite or piecewise Bezier curve for univariate output model. The
points in Figure 7 are the actual Data points.
5.1.3 Validation of Univariate Model
The outcomes of the simple Bezier fit and composite Bezier fit is validated via
comparison with other metamodeling technique. The performance of Bezier fit is
measured via accuracy. To access the performance of Bezier curve, three different
metrics are used: R square, relative average absolute error, and relative maximum
absolute error. The robustness of Bezier curve is also measured by means of comparison
of sum of squared error of Bezier curve and Polynomial regression.  The results obtained
X Y
10.14 4.5471
9.5 6.24
8.3 6.78
8.7 8.03
9.2 8.38
9.8 8.5
10.5 9.63
9.25 10.34
8.9 18.94
9.4 37.547
Figure 7: A composite Bezier Curve
Figure 6: Actual data Pints
Y
X
30
from the univariate output model using polynomial regression metamodeling technique
are presented in Table 4.
Table 4: Polynomial
 Regression
Figure 8: A polynomial regression fit
In Figure 8 the outcome of the polynomial regression is plotted with the actual data
points.
5.1.4 Performance of Bezier Fit for Univariate Model
R square, relative average absolute error and relative maximum absolute error of
simple Bezier fit and piecewise Bezier fit is compared with polynomial regression in
Table 5.
Table 5: Performance of Bezier fit
X Y
8.3 7.142
8.7 12.073
8.9 12.355
9.2 11.72
9.25 11.61
9.4 11.45
9.5 11.6
9.8 14
10.14 22.31
10.5 40.7
Bezier Fit
Accuracy
Simple Piecewise
Polynomial
Regression
R square 0.903 0.968 0.948
RAAE 0.139 0.102 0.422
RMAE 0.589 0.508 0.724
X
Y
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Figure 9: comparison of Polynomial Regression and Bezier Curve.
As shown in Table 5,
        R square (Composite) > R square (Polynomial Regression)>R square (simple),
        RAAE (Composite) < RAAE (Simple) < RAAE (Polynomial Regression)     , and
        RMAE (Composite) < RMAE (Simple) <RMAE (Polynomial Regression).
The results in Table 5 and Figure 9 clearly depict that the piecewise Bezier fit is better
than the polynomial regression.
5.1.5 Robustness of Bezier Fit for Univariate Model
To measure the robustness, six new test points from the actual simulation is used.
This new six points are given in Table 6.
       Table 6: Test points
X  Y
8.5 6.01
8.8 6.87
9.1 6.43
9.6 7.24
9.9 10.11
10.2 24.89
Figure 10: Prediction of test points with different
metamodeling techniques.
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To measure the robustness of the Bezier Fit, the SSE of polynomial regression is
compared with simple and Piecewise Bezier, which is shown in Table 7, 8 and 9.
Table 7: SSE of polynomial Regression
Table 8: SSE of Simple Bezier
X  Y Ù
Y
Residual (Residual) 2
8.5 6.01 5.58 0.43 0.1849
8.8 6.87 6.72 0.15 0.0225
9.1 6.43 7.63 -1.2 1.44
9.6 7.24 10.36 -3.12 9.7344
9.9 10.11 14.45 -4.34 18.8356
10.2 24.89 22.87 2.02 4.0804
Sum of Squared error 34.297
Table 9: SSE of Composite Bezier
X  Y ÙY Residual (Residual)
2
8.5 6.01 5.503 0.507 0.257049
8.8 6.87 6.624 0.246 0.060516
9.1 6.43 7.503 -1.073 1.151329
9.6 7.24 9.751 -2.511 6.305121
9.9 10.11 12.288 -2.178 4.743684
10.2 24.89 22.823 2.067 4.272489
Sum of Squared error 16.79019
As shown in Tables 7, 8, and 9:
  Residual^2(Composite) < Residual^2(Polynomial Regression) < Residual^2 (Simple)
X  Y ÙY Residual (Residual)
2
8.5 6.01 6.302875 -0.29287 0.085776
8.8 6.87 7.946752 -1.07675 1.159395
9.1 6.43 7.431061 -1.00106 1.002123
9.6 7.24 7.224576 0.015424 0.000238
9.9 10.11 10.76371 -0.65371 0.427335
10.2 24.89 19.50353 5.386472 29.01408
Sum of Squared error 31.68895
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    Tables 7-9 and Figure 10 clearly show that Piecewise Bezier is comparatively more
robust than simple Bezier curve and polynomial regression.
5.2 Bivariate Model
For bivariate output model four different functions to produce the data are selected
from (Hussain, et al., 2002)
1. )sin()sin(),( xyyxyxf += , pp 2,2 ££- yx                           (5.1)
2. )sin()sin(),( yyxxyxf += , pp 2,2 ££- yx                         (5.2)
3. )3sin(3),( 2)75(2
2
yxyyexyxf yx ++= -+ , 1,1 ££- yx                            (5.3)
4. 22 551
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yx
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= , 1,1 ££- yx                            (5.4)
    The next section shows the original functions and different metamodel techniques to
approximate the relationship between the input and output.
5.2.1 The Original Function 5.1
)sin()sin(),( xyyxyxf += pp 2,2 ££- yx
Figure 11. The original function 5.1
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Input data points for the different metamodeling techniques are given in Table.10
X Y F (X,Y)
-6.250 2.353 -4.354
-6.250 3.137 0.073
-6.250 3.920 4.518
-6.250 4.703 6.406
-6.250 5.487 4.650
`-6.25 6.270 0.290
-6.250 1.570 -6.198
-5.467 1.570 -4.323
-5.467 2.353 -2.162
-5.467 3.137 2.259
-5.467 3.920 6.695
-5.467 4.703 8.894
-5.467 5.487 7.907
-5.467 6.270 4.641
-4.683 1.570 -3.114
-4.683 2.353 -0.969
-4.683 3.137 3.112
-4.683 3.920 7.207
-4.683 4.703 9.384
-4.683 5.487 8.833
-4.683 6.270 6.329
5.2.2 Bezier Fit for 5.1
We employed a triangular Bezier patch in MAPLE 8.0 to the bivariate output model
5.1. The result of bivariate output modeling using triangular Bezier patch is shown below.
X Y F(X,Y)
-3.900 1.570 -2.820
-3.900 2.353 -1.147
-3.900 3.137 2.138
-3.900 3.920 5.434
-3.900 4.703 7.135
-3.900 5.487 6.562
-3.900 6.270 4.364
-3.117 1.570 -3.156
-3.117 5.487 2.091
-3.117 6.270 -0.115
-3.117 2.353 -2.269
-3.117 3.137 -0.094
-3.117 3.920 2.091
-3.117 4.703 2.999
-2.333 2.353 -3.356
-2.333 3.137 -2.280
-2.333 3.920 -1.196
-2.333 4.703 -1.068
-2.333 5.487 -2.299
-2.333 6.270 -4.503
Table 10: Actual Data Points for Bezier, RBF, and Polynomial regression
Figure 12. Bezier fit to the function 5.1
35
Figure 12 Shows the Bezier fit to the test points given in Table 10. Due to scaling
constrained in Maple it looks like a 2-D diagram.
5.2.3 Polynomial Regression Fit for 5.1
We employed a degree three polynomial regression in MAPLE 8.0 to the bivariate
output model 5.1. The result of bivariate output modeling using polynomial regressions is
shown below.
Figure 13 Shows a polynomial regression fit to the test points given in Table 10.
5.2.4 Radial Basis Function Fit for 5.1
We employed a Multiquadratic and thin plate spline interpolation as a basis functions
for RBF in MAPLE 8.0 to the bivariate output model 5.1. The result of bivariate output
modeling using Multiquadratic and thin plate spline interpolations is shown below.
Figure 13: Polynomial regression fit to the function 5.1
Figure 14: RBF using Multiquadratic fit to the function 5.1
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Figure 14 and Figure 15 shows a RBF using Multiquadratic and thin plate spline
Interpolation fit to the test points given in Table 10. Both MQ as well as TPS appear to be
similar but the result of the interpolation shows that MQ performs better than TPS in all
the four cases.
5.2.5 The Original Function 5.2
)sin()sin(),( yyxxyxf += , where pp 2,2 ££- yx
Input data points for the different metamodeling techniques are given in Table.11
Figure15: RBF using thin plate spline fit to the function 5.1
Figure 16: The original function 5.2
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5.2.6 Bezier Fit for 5.2
We employed a triangular Bezier patch in MAPLE 8.0 to the bivariate output model
5.2. The result of bivariate output modeling using triangular Bezier patch is shown below.
Figure 17 Shows the Bezier fit to the test points given in Table 11. Due to scaling
constrained in Maple it looks like a 2-D diagram.
X  Y F(X,Y)
0.337 -4.913 -4.703
0.337 -3.163 0.044
0.337 -1.413 1.507
0.337 0.337 0.223
0.337 2.087 1.926
0.337 3.837 -2.347
0.337 5.587 -3.471
2.087 -4.913 -2.999
2.087 -3.163 1.747
2.087 -1.413 3.211
2.087 0.337 1.926
2.087 2.087 3.630
2.087 3.837 -0.643
2.087 5.587 -1.768
3.837 -4.913 -7.273
3.837 -3.163 -2.526
3.837 -1.413 -1.063
3.837 0.337 -2.347
3.837 2.087 -0.643
3.837 3.837 -4.917
3.837 5.587 -6.041
5.587 -4.913 -8.397
X Y F (X,Y)
-4.913 -4.913 -9.629
-4.913 -3.163 -4.882
-4.913 -1.413 -3.419
-4.913 0.337 -4.703
-4.913 2.087 -2.999
-4.913 3.837 -7.273
-4.913 5.587 -8.397
-3.163 -4.913 -4.882
-3.163 -3.163 -0.135
-3.163 -1.413 1.328
-3.163 0.337 0.044
-3.163 2.087 1.747
-3.163 3.837 -2.526
-3.163 5.587 -3.651
-1.413 -4.913 -3.419
-1.413 -3.163 1.328
-1.413 -1.413 2.791
-1.413 0.337 1.507
-1.413 2.087 3.211
-1.413 3.837 -1.063
-1.413 5.587 -2.187
Table11: Actual Data Points for Bezier, RBF, and Polynomial regression
Figure 17: Bezier fit to the function 5.2
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5.2.7 Polynomial Regression Fit for 5.2
We employed a degree three polynomial regression in MAPLE 8.0 to the bivariate
output model 5.2. The result of bivariate output modeling using polynomial regressions is
shown below.
Figure 18. Shows a polynomial regression fit to the test points given in Table 11.
5.2.8 Radial Basis Function Fit for 5.2
We employed a Multiquadratic and thin plate spline interpolation as a basis functions
for RBF in MAPLE 8.0 to the bivariate output model 5.2. The result of bivariate output
modeling using Multiquadratic and thin plate spline interpolations is shown below.
Figure18: Polynomial regression fit to the function 5.2
Figure 19: RBF using Multiquadratic fit to the function 5.2
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Figure 19 and Figure 20 Shows a RBF using Multiquadratic and thin plate spline
Interpolation fit to the test points given in Table 11.
5.2.9 The Original Function 5.3
)3sin(3),( 2)75(2
2
yxyyexyxf yx ++= -+ 1,1 ££- yx
Figure20: RBF using thin plate spline fit to the function 5.1
Figure 21: The original function 5.3
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 Input data points for the different metamodeling techniques are given in Table.12
X  Y F(x,y)
0.000 -0.667 0.310
-1.000 -1.000 0.091
-1.000 -0.667 0.122
-1.000 -0.333 0.153
-1.000 0.000 0.167
-1.000 0.333 0.153
-1.000 0.667 0.122
-1.000 1.000 0.091
-0.667 -1.000 0.122
-0.667 -0.667 0.184
-0.667 -0.333 0.265
-0.667 0.000 0.310
-0.667 0.333 0.265
-0.667 0.667 0.184
-0.667 1.000 0.122
-0.333 -1.000 0.153
-0.333 -0.667 0.265
-0.333 -0.333 0.474
-0.333 0.000 0.643
-0.333 0.333 0.474
-0.333 0.667 0.265
5.2.10 Bezier Fit for 5.3
We employed a triangular Bezier patch in MAPLE 8.0 to the bivariate output model
5.3. The result of bivariate output modeling using triangular Bezier patch is shown below.
Figure 22: Bezier fit to the function 5.3
Table 12: Actual Data Points for Bezier, RBF, and Polynomial regression
X Y F(X,Y)
-0.333 1.000 0.153
0.000 -1.000 0.167
0.000 -0.333 0.643
0.000 0.000 1.000
0.000 0.333 0.643
0.000 0.667 0.310
0.000 1.000 0.167
0.333 -1.000 0.153
0.333 -0.667 0.265
0.333 -0.333 0.474
0.333 0.000 0.643
0.333 0.333 0.474
0.333 0.667 0.265
0.333 1.000 0.153
0.667 -1.000 0.122
0.667 -0.667 0.184
0.667 -0.333 0.265
0.667 0.000 0.310
0.667 0.333 0.265
0.667 0.667 0.184
0.667 1.000 0.122
1.000 -1.000 0.091
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Figure 22 shows the Bezier fit to the test points given in Table 12. Due to scaling
constrained in Maple it looks like a 2-D diagram.
5.2.11 Polynomial Regression Fit for 5.3
We employed a degree three polynomial regression in MAPLE 8.0 to the bivariate
output model 5.3. The result of bivariate output modeling using polynomial regressions is
shown below.
Figure 23 shows a polynomial regression fit to the test points given in Table 12.
5.2.12 Radial Basis Function Fit for 5.2
We employed a Multiquadratic and thin plate spline interpolation as a basis functions
for RBF in MAPLE 8.0 to the bivariate output model 5.3. The result of bivariate output
modeling using Multiquadratic and thin plate spline interpolations is shown below.
Figure 23: Polynomial regression fit to the function 5.3
Figure24: RBF using Multiquadratic  fit to the function
42
Figure 23 and Figure 24 Shows a RBF using Multiquadratic and thin plate spline
Interpolation fit to the test points given in Table 12.
5.2.13 The Original Function 5.4
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Figure 25: RBF using thin plate spline fit to the function 5.3
Figure 26: The original function 5.4
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Input data points for the different metamodeling techniques are given in Table.13
X  Y F (X,Y)
0.333 0.333 0.108
-1.000 -1.000 0.607
-1.000 -0.667 0.084
-1.000 -0.333 -0.076
-1.000 0.000 0.000
-1.000 0.333 0.138
-1.000 0.667 0.206
-1.000 1.000 0.194
-0.667 -1.000 -0.145
-0.667 -0.667 -0.207
-0.667 -0.333 -0.083
-0.667 0.000 0.000
-0.667 0.333 -0.105
-0.667 0.667 -0.417
-0.667 1.000 -0.811
-0.333 -1.000 -0.909
-0.333 -0.667 -0.443
-0.333 -0.333 -0.108
-0.333 0.000 0.000
-0.333 0.333 -0.068
-0.333 0.667 -0.145
5.2.14 Bezier Fit for 5.4
We employed a triangular Bezier patch in MAPLE 8.0 to the bivariate output model
5.4. The result of bivariate output modeling using triangular Bezier patch is shown below.
Table 13: Actual Data Points for Bezier, RBF, and Polynomial regression
Figure 27: Bezier fit to the function 5.4
X Y F(X,Y)
-0.333 1.000 0.001
0.000 -1.000 -0.841
0.000 -0.667 -0.275
0.000 -0.333 -0.036
0.000 0.000 0.000
0.000 0.333 0.036
0.000 0.667 0.275
0.000 1.000 0.841
0.333 -1.000 0.000
0.333 -0.667 0.145
0.333 -0.333 0.069
0.333 0.000 0.000
0.333 0.667 0.443
0.333 1.000 0.911
0.667 -1.000 0.837
0.667 -0.667 0.428
0.667 -0.333 0.108
0.667 0.000 0.000
0.667 0.333 0.086
0.667 0.667 0.218
0.667 1.000 0.172
1.000 -1.000 0.760
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Figure 27 shows the Bezier fit to the test points given in Table 13. Due to scaling
constrained in Maple it looks like a 2-D diagram.
5.2.15 Polynomial Regression Fit for 5.3
We employed a degree three polynomial regression in MAPLE 8.0 to the bivariate
output model 5.4. The result of bivariate output modeling using polynomial regressions is
shown below
Figure 28 shows a polynomial regression fit to the test points given in Table 13.
5.2.16 Radial Basis Function Fit 5.4
We employed a Multiquadratic and thin plate spline interpolation as a basis functions
for RBF in MAPLE 8.0 to the bivariate output model 5.4. The result of bivariate output
modeling using Multiquadratic and thin plate spline interpolations is shown below.
Figure 28: Polynomial regression fit to the function 5.4
Figure29: RBF using Multiquadratic  fit to the function 5.4
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Figure 29 and Figure 30 shows a RBF using Multiquadratic and thin plate spline
Interpolations fit to the test points given in Table 13.
5.3 Validation of Bivariate Models
The outcomes of the simple Bezier triangular patch is validated via comparison with
other metamodeling techniques like radial basis function (RBF) and polynomial
regression (PR). To access the performance of results, three different metrics are used: R
square, relative average absolute error, and relative maximum absolute error. The
robustness of result is also measured by means of comparison of sum of squared error of
results and polynomial regression and radial basis functions. The next section shows the
outcomes and result of comparison between different metamodeling techniques for the
random points. The outcomes from the bivariate model (5.1, 5.2, 5.3, and 5.4) using
triangular Bezier patch, radial basis function, and polynomial regression is shown in
Tables 14, 15, 16,1and 17, and Tables 14.a, 15.a, 16.a and 17.a compare the performance
matrix of each metamodeling technique.
Figure 30: RBF using thin plate spline fit to the function 5.3
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x y ),( yxf ),( yxf B ),(1 yxf R ),(2 yxf R ),( yxf PR
-6.052 1.768 -5.530 -5.245 -5.352 -5.207 -5.609
-5.916 1.904 -4.907 -4.539 -4.709 -4.581 -4.324
-5.714 2.106 -3.782 -3.487 -3.631 -3.585 -2.579
-5.548 2.272 -2.715 -2.647 -2.655 -2.658 -1.280
-5.369 2.451 -1.477 -1.791 -1.460 -1.507 -0.023
-5.041 2.779 0.841 -0.406 0.841 0.794 1.892
-4.753 3.067 2.710 0.583 2.701 2.700 3.170
-4.361 3.459 4.610 1.544 4.518 4.608 4.303
-4.108 3.712 5.273 1.912 5.188 5.270 4.664
-3.842 3.978 5.416 2.077 5.385 5.415 4.734
-3.468 4.352 4.640 1.913 4.548 4.638 4.294
-3.250 4.570 3.712 3.712 3.661 3.713 3.750
-3.154 4.666 3.208 3.147 3.193 3.210 3.444
-3.010 4.810 2.731 2.262 2.726 2.725 2.907
-3.070 4.750 2.365 1.223 2.354 2.349 3.144
-2.968 4.852 2.098 0.956 2.087 2.076 2.731
-2.914 4.906 1.753 1.650 1.742 1.722 2.498
-2.818 5.002 1.110 1.022 1.106 1.068 2.049
-2.757 5.063 0.692 0.297 0.695 0.645 1.744
-2.674 5.146 0.107 0.063 0.120 0.057 1.298
-2.650 5.170 -0.063 -0.098 -0.047 -0.113 1.164
-2.530 5.290 -0.918 -0.910 -0.894 -0.962 0.457
-2.266 5.554 -2.755 -2.693 -2.703 -2.709 -1.323
-2.170 5.650 -3.382 -3.332 -3.266 -3.255 -2.045
-2.074 5.746 -3.972 -3.959 -3.811 -3.764 -2.808
-1.978 5.842 -4.520 -4.572 -4.329 -4.240 -3.611
-1.882 5.938 -5.016 -5.168 -4.811 -4.686 -4.454
-1.810 6.010 -5.351 -5.602 -5.150 -5.009 -5.113
-1.762 6.058 -5.554 -5.884 -5.366 -5.222 -5.565
Bezier MQ TPS PR
R-square 0.878927 0.999202 0.997994 0.937634
RAAE 0.192736 0.019522 0.028157 0.211366
RMAE 0.899889 0.054797 0.093959 0.389106
        R square (Bezier) < R square (RBF_MQ) < R square (RBF_TPS) > R square (PR_3)  ,
        RAAE (Bezier) > RAAE (RBF_MQ) > RAAE (RBF_TPS) <   RAAE (PR_3)  , and
        RMAE (Bezier) > RMAE (RBF_MQ) > RMAE (RBF_TPS) <   RMAE (PR_3)
Table 14: Outcome of different metamodeling techniques for 5.1
Table 14a: Performance of different metamodeling techniques for 5.1
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x y ),( yxf ),( yxf B ),(1 yxf R ),(2 yxf R ),( yxf PR
-4.459 -4.459 -8.633 -7.607 -7.044 -6.697 -6.642
-4.119 -4.119 -6.827 -6.252 -5.141 -4.678 -4.893
-3.748 -3.748 -4.271 -4.946 -3.139 -2.707 -3.212
-3.135 -3.135 0.041 -3.169 -0.053 -0.029 -0.917
-2.916 -2.916 1.307 -2.643 0.523 0.751 -0.235
-2.212 -2.212 3.545 -1.320 1.995 2.458 1.490
-1.441 -1.441 2.857 -0.445 2.778 2.815 2.635
-0.888 -0.888 1.379 -0.145 2.069 1.858 3.023
-0.601 -0.601 0.680 -0.084 1.676 1.275 3.096
-0.003 -0.003 0.000 -0.150 0.832 0.339 2.990
1.282 1.282 2.459 -1.043 2.344 2.594 1.755
2.423 2.423 3.190 3.630 2.085 2.572 0.432
2.591 2.591 2.711 2.606 1.321 1.820 -0.215
2.759 2.759 2.060 1.952 0.558 0.987 -0.906
2.983 2.983 0.942 1.219 -0.479 -0.214 -1.387
3.095 3.095 0.288 0.138 -1.012 -0.842 -1.634
3.207 3.207 -0.419 -0.439 -1.559 -1.483 -1.883
3.431 3.431 -1.958 -1.036 -2.699 -2.778 -2.391
3.599 3.599 -3.179 -2.272 -3.597 -3.727 -2.778
3.823 3.823 -4.816 -3.222 -4.848 -4.857 -3.302
3.991 3.991 -5.994 -4.494 -5.131 -5.449 -3.698
4.103 4.103 -6.729 -5.434 -5.289 -5.757 -3.964
4.327 4.327 -8.019 -7.217 -5.628 -6.247 -4.497
4.719 4.719 -9.438 -9.003 -6.214 -6.788 -5.430
5.111 5.111 -9.421 -10.285 -6.695 -7.007 -6.354
5.279 5.279 -8.908 -10.630 -6.870 -7.048 -6.744
5.503 5.503 -7.742 -10.860 -7.085 -7.117 -7.256
5.671 5.671 -6.518 -10.837 -7.297 -7.242 -7.633
5.839 5.839 -5.018 -10.627 -7.564 -7.448 -8.003
Bezier MQ TPS PR
R-square 0.774361 0.905725 0.914903 0.759711
RAAE 0.32408 0.244848 0.233697 0.424702
RMAE 1.207577 0.694017 0.592954 0.862788
        R square (Bezier) < R square (RBF_MQ) < R square (RBF_TPS) >R square (PR_3)  ,
        RAAE (Bezier) > RAAE (RBF_MQ)  > RAAE (RBF_TPS) <   RAAE (PR_3)  , and
        RMAE (Bezier) > RMAE (RBF_MQ) > RMAE (RBF_TPS) >  RMAE (PR_3)
Table 15: Performance of different metamodeling techniques for 5.2
Table 15: Outcome of different metamodeling techniques for 5.2
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x y ),( yxf ),( yxf B ),(1 yxf R ),(2 yxf R ),( yxf PR
-0.922 -0.922 0.381 0.393 0.351 0.325 0.289
-0.878 -0.878 0.241 0.289 0.215 0.182 0.198
-0.827 -0.827 0.093 0.190 0.077 0.041 0.108
-0.809 -0.809 0.044 0.159 0.032 -0.003 0.079
-0.707 -0.707 -0.159 0.025 -0.159 -0.173 -0.050
-0.662 -0.662 -0.211 -0.017 -0.211 -0.210 -0.091
-0.452 -0.452 -0.199 -0.096 -0.198 -0.182 -0.167
-0.392 -0.392 -0.154 -0.096 -0.156 -0.145 -0.160
-0.330 -0.330 -0.106 -0.090 -0.106 -0.106 -0.140
-0.265 -0.265 -0.061 -0.077 -0.073 -0.067 -0.109
-0.197 -0.197 -0.028 -0.060 -0.042 -0.035 -0.066
-0.090 -0.090 -0.003 -0.029 -0.012 -0.008 0.018
-0.015 -0.015 0.000 -0.005 -0.002 -0.001 0.086
0.167 0.167 0.017 0.017 0.029 0.023 0.265
0.190 0.190 0.025 0.026 0.037 0.031 0.288
0.208 0.208 0.032 0.034 0.044 0.038 0.305
0.295 0.295 0.081 0.084 0.087 0.084 0.388
0.301 0.301 0.085 0.088 0.090 0.087 0.393
0.377 0.377 0.142 0.142 0.138 0.137 0.459
0.400 0.400 0.161 0.160 0.154 0.152 0.477
0.429 0.429 0.183 0.182 0.172 0.171 0.499
0.511 0.511 0.235 0.240 0.212 0.212 0.552
0.575 0.575 0.251 0.275 0.226 0.228 0.583
0.604 0.604 0.249 0.286 0.227 0.229 0.594
0.668 0.668 0.216 0.294 0.218 0.217 0.609
0.709 0.709 0.175 0.285 0.222 0.201 0.611
0.779 0.779 0.074 0.236 0.227 0.177 0.603
0.814 0.814 0.016 0.193 0.233 0.175 0.591
0.884 0.884 -0.073 0.063 0.261 0.203 0.554
0.919 0.919 -0.067 -0.026 0.283 0.235 0.527
0.966 0.966 0.071 -0.173 0.319 0.294 0.482
        R square (Bezier) > R square (RBF_MQ) > R square (RBF_TPS) > R square (PR_3)  ,
        RAAE (Bezier) > RAAE (RBF_MQ) > RAAE (RBF_TPS) <   RAAE (PR_3)  , and
        RMAE (Bezier) > RMAE (RBF_MQ) > RMAE (RBF_TPS) <   RMAE (PR_3)
Bezier MQ TPS PR
R-square 0.711694 0.602633 0.582504 0.2437
RAAE 0.347245 0.2897 0.325984 0.491955
RMAE 1.40276 2.011481 2.064926 2.8347
Table 16: Outcome of different metamodeling techniques for 5.3
Table 16a: Performance of different metamodeling techniques for 5.3
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x y ),( yxf ),( yxf B ),(1 yxf R ),(2 yxf R ),( yxf PR
-0.971 -0.971 0.096 0.097 0.096 0.102 -0.009
-0.922 -0.922 0.105 0.109 0.106 0.116 0.057
-0.845 -0.845 0.123 0.135 0.124 0.133 0.153
-0.827 -0.827 0.128 0.142 0.129 0.137 0.174
-0.770 -0.770 0.144 0.169 0.145 0.150 0.238
-0.707 -0.707 0.167 0.204 0.167 0.169 0.304
-0.662 -0.662 0.186 0.234 0.186 0.186 0.348
-0.614 -0.614 0.210 0.268 0.213 0.209 0.392
-0.536 -0.536 0.258 0.328 0.266 0.257 0.455
-0.481 -0.481 0.302 0.374 0.312 0.302 0.495
-0.362 -0.362 0.433 0.475 0.438 0.434 0.566
-0.231 -0.231 0.651 0.579 0.631 0.650 0.620
-0.090 -0.090 0.925 0.664 0.861 0.908 0.653
-0.015 -0.015 0.998 0.689 0.984 0.995 0.658
0.167 0.167 0.783 0.783 0.736 0.773 0.639
0.184 0.184 0.747 0.747 0.707 0.740 0.635
0.202 0.202 0.711 0.712 0.679 0.706 0.630
0.219 0.219 0.676 0.678 0.651 0.673 0.625
0.295 0.295 0.535 0.542 0.531 0.536 0.597
0.313 0.313 0.506 0.513 0.504 0.507 0.589
0.383 0.383 0.406 0.411 0.414 0.406 0.555
0.429 0.429 0.352 0.354 0.362 0.352 0.528
0.493 0.493 0.291 0.289 0.301 0.291 0.486
0.517 0.517 0.273 0.268 0.281 0.272 0.470
0.552 0.552 0.247 0.240 0.254 0.246 0.443
0.604 0.604 0.215 0.205 0.219 0.214 0.400
0.645 0.645 0.194 0.182 0.195 0.193 0.364
0.703 0.703 0.168 0.155 0.169 0.170 0.309
0.762 0.762 0.147 0.133 0.148 0.153 0.248
0.803 0.803 0.134 0.120 0.136 0.143 0.203
0.861 0.861 0.119 0.105 0.120 0.130 0.134
Bezier MQ TPS PR
R-square 0.918611 0.995393 0.999453 0.862394
RAAE 0.128687 0.036177 0.01613 0.491955
RMAE 1.178164 0.24593 0.063962 1.296308
        R square (Bezier) < R square (RBF_MQ) < R square (RBF_TPS) >R square (PR_3)  ,
        RAAE (Bezier) > RAAE (RBF_MQ)  > RAAE (RBF_TPS) <   RAAE (PR_3)  , and
        RMAE (Bezier) > RMAE (RBF_MQ) > RMAE (RBF_TPS) >  RMAE (PR_3)
Table 17a: Performance of different metamodeling techniques for 5.4
Table 17:Outcomes of different metamodeling techniques for 5.4
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As shown in above Tables every model is tested quantitatively; where x  and y are
independent variable, and ),( yxf , ),( yxf B , ),(1 yxf R , ),(2 yxf R ,and ),( yxf PR
represents the original function ,Bezier Fit , Radial basis function with multiquardic
(MQ) interpolation ,Radial basis function with thin plate spline (TPS) interpolation , and
polynomial regression (PR) respectively.    The curve is fitted to the test point by varying
the value of s , t  and, u   in equation
in such a way that 1=++ tsr . Similarily, the RBF which performed better than all other
method fitted using MQ and TPS functions
=),( yxMQ ejej
K
j
j yxx --å
=1
b ,
   by calculating the coefficient jb  for each pair of input.
The SAS software package is used to approximate all the functions for polynomial
regression using PROC REG:
For function 5.1
),( yxf PR = 27.76692 +   17.33275 x  -17.08885 y +   3.82572
2x +    3.75247 2y +
0.32698 3x  -0.31909 3y -3.85655 xy  -0.20387 yx 2 + 0.20813 xy 2
),,(),,( ,,
,
,, utsBTutsP kji
nkji
kjiå
=++
=
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2
b
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For function 5.2
),( yxf PR = 2.988 -0.2274 x  -0.22 y -0.22
2x + 0.0166 2y +0.0166 3x + -0.31909 3y  -2.65
E-17 xy -2.594E-18 yx 2 + 1.562E-17 xy 2
For function 5.3
),( yxf PR = 0.1109 + 0.5712 x + 0.3826 y + 0.21938
2x +0.1416 2y -0.6861 3x  -
0.01678 3y  +3.8E-11 xy  -0.607 yx 2 +   0.338 xy 2
For function 5.4
),( yxf PR =0.65845+0.000000323 x +0.000502 y -0.604383
2x  -0.093032 xy +  -
0.010383 2y
In function 5.4, the higher degree polynomial decreased the value of R-square therefore it
is limited to only 2 degree polynomial.
Every metamodel generated in this study is tested qualitatively as well as
quantitatively. The quantitative test is conducted with the help of comparing R-square,
Relative average absolute error (RAAE), and Relative maximum absolute error (RMAE).
The qualitative test is conducted by doing a visual comparison of metamodels with the
true function. The performance matrix is computed with the 30 random points generated
in the region.
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6 Conclusions
In this thesis two different models; univariate model and bivariate model is generated
with different metamodels like radial basis function and polynomial regression.
In the preliminary work, univariate model with Bezier fit was compared with
polynomial metamodel and found to be best suited method for simulation metamodels.
The Bezier fit metamodel is implemented in MAPLE 8.0. Successful result of univariate
metamodel motivated to develop a Bezier fit bivariate metamodel.
One of the advantages of metamodels is that it yield close relationship between
performance measure (output) and design parameters (input). Metamodeling also
provides a fast, reasonably priced, and computationally efficient analysis tool for
optimization and design space investigation to identify the key variables. The most
significant weakness of metamodel is the lack of availability of software for
metamodeling techniques like radial basis function, Multivariate adaptive regression
spline metamodel ,and artificial neural network metamodel, moreover the application of
metamodel based on the principal of interpolation are also restricted.
The second part of the work discussed bivariate model. The Bezier fit, radial basis
function, and polynomial metamodels are generated. The Bezier fit and radial basis
function metamodel are implemented in MAPLE and Polynomial metamodel is
implemented is SAS. The model generated with Bezier fit is verified and tested
quantitatively and qualitatively.
1. Based on the test results in Section 5. The following conclusions can be made:
· Bezier fit metamodels provided a better fit in function 5.3, in all the other cases
radial basis function model provided a better fit than polynomial metamodels
and Bezier fit metamodels.
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· A Bezier fit metamodels provided a better fit than the polynomial metamodels
in all the cases.
· Software for automated computation assessment for polynomial models are in
abundances, whereas similar software does not exist for radial basis function
and Bezier metamodels. With the  help of MAPLE and MATLAB the
computation of metamodels using radial basis function and Bezier fit can be
achieve without great difficulty.
2. Based on the result obtained from the RAAE the following could be inferred :
a. A Bezier metamodels provided a better fit than the radial basis function and
polynomial metamodels using small number of design points.
b. Even R-square of polynomial metamodels are greater than the Bezier fit
metamodels but the deviation from the original function is greater for
polynomial metamodels as compare to the Bezier fit metamodels.
3. Based on the computations the following could be inferred:
a. A Bezier metamodel are easier to implement as compare to the radial basis
function.
b. The input points required to generate the Bezier metamodel output are less as
compare to radial basis function and polynomial regression.
· Future Work
This study was limited to the response function of two variables only, and did not
include actual simulation process. Future studies should examine the ability of Bezier fit
on broad class of simulation. In Section 5 Bezier fit has performed better than the radial
basis function in 5.3, further investigation must be done in this area to find the
compatibility of the Bezier fit.
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