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Abstract  
DNA methylation is a crucial epigenetic signal that modulates gene expression in time 
and space. 
Two pivotal forms of DNA methylation are C5-cytosine methylation and N6-adenine 
methylation. The emergence of distinct forms of DNA methylation poses the question 
why nature utilized several forms of DNA methylation to modulate gene expression. 
Thus, we present here conventional MD simulations and free energy calculations for 
the two forms of DNA methylation.  
First, we showed through free energy calculations that not all forms of methylated 
nucleic acid bases are more hydrophobic than the respective non-methylated bases. 
We used this insight to understand the consequent stability of naturally methylated 
DNA sequences and conducted further free energy calculations, which showed that 
nature favors specific sequence contents as targets for DNA methylation.  
We extended our scope to the specific binding of proteins to methylated DNA and 
showed that some proteins induce structural rearrangements of the DNA that are 
beneficial for the modulation of gene expression. We also shed light on the diverse 
enthalpic and entropic contributions to the binding process. 
Finally, we investigated the epigenetic codes that can modulate splicing and 
correlated our knowledge to exon expression. We studied this in human tissues 
across developmental stages. We found that alternative splicing correlates well with 
alternative read numbers of several epigenetic marks in genes crucial for 
development.  
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Zusammenfassung 
DNA-Methylierung ist ein wesentliches epigenetisches Signal um Genexpression 
anzupassen. 
Die beiden grundsätzlichen Methylierungsarten von DNA sind die C5-Cytosin-
Methylierung und N6-Adenin-Methylierung. Die Entstehung verschiedenartiger 
Ausprägungen dieser Modifikation wirft die Frage auf warum sich die Natur mehrere 
Arten der Modifikation zur Expressionsregulierung zunutze macht. Dazu zogen wir 
Moleküldynamik-Simulationen als auch Freie Energie-Berechnungen für beide 
Methylierungsarten zu Rate. 
Zuerst zeigten wir anhand Berechnungen der Freien Energie dass nicht alle Formen 
methylierter Nukleinsäurebasen hydrophober als ihre nicht-methylierten Basen 
sind. Wir nutzten diese Erkenntnis um die daraus folgende Stabilität natürlich 
methylierter DNA-Sequenzen zu verstehen. 
Wir erweiterten unsere Untersuchungen auf das gezielte Binden von Proteinen an 
methylierter DNA und erkannten, dass einige Proteine strukturelle Umwandlungen 
der DNA herbeiführten, die die Regulierung der Genexpression begünstigen. 
Zusätzlich konnten wir Aufschluss über die unterschiedlichen enthalpischen und 
entropischen Beiträge des Bindeprozesses geben. 
Zuletzt überprüften wir epigenetische Marker auf der Ebene der DNA die das 
Spleißen steuern und korrelierten diese mit der Expression von Exons in 
menschlichem Gewebe über mehrere Entwicklungsstadien. Dabei stellten wir fest, 
dass das alternative Spleißen von Genen, die wichtig für die Entwicklung sind, eng mit 
einigen epigenetischen Signalen zusammenhängt. 
  
   
 
Chapter 1 
Introduction and background 
As a starting point of our lives, the zygote condenses our genetic heritage that we get 
from our parents. Still nature has a lot to do in terms of changes that allocate to our 
genes in all orders of magnitude. This is the ‘epigenetic fashion’. It starts right with 
the first mitotic cell divisions, goes on through the different stages of development 
and makes man. It also affects human characteristics and behaviors based on input 
from the life style and the environmental conditions.  It is moreover the gigantic 
fellow of all living organisms. The first chapter introduces the term of epigenetics that 
is the main target of this thesis and explains some of the different concepts associated 
with this ‘cell fashion’. It closes with the objective of this work. 
1.1 Epigenetics 
Epigenetics can be explained as the study of the heritable changes that allocate to the 
organismal genomes (namely seen through differential phenotypic expressions) but 
cannot be explained in terms of changes in DNA sequence (1). Such changes are very 
well associated with the modifications in DNA sequence through evolution. Thus, it 
would be expected that organisms do ‘learn’ by experience through acceptance or 
refusal of such changes to be allocated to their genomes.  
The mechanisms of epigenetic changes allocated to the genome of an organism are 
explained in figure 1.1 (2). These variations include DNA methylation, histone 
modifications and other chromatin remodeling events, plus the effect induced by non-
coding RNAs. In this thesis, DNA methylation was the main tackled epigenetic 
modification. For this aim, we will go briefly over the other forms of epigenetic 
modifications and end with DNA methylation. 
1.1.1 Non-coding RNA  
Whereas the eukaryotic genomes transcribe up to 90% of the genomic DNA (3), only 
1-2% represent genes that code for proteins. The vast majority of the genomes are 
transcribed as non-coding RNAs (nc-RNAs), crucial effectors across developmental 
stages (4). Their regulation can be either infrastructural, such as  the several forms 
bound to transcription, and regulatory, such as for instance, micro-RNA (miRNA), 
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 2 
small-interfering RNA (siRNA), and long non-coding RNA, all known for their role in 
DNA silencing (5,6). 
 
Figure 1.1 Mechanism of 
epigenetic imprinting. The 
genome is prone to DNA 
direct methylation, histone 
modifications; which 
include histone acetylation 
and methylation. Other 
chromatin remodelers also 
come into play. 
Additionally, noncoding 
RNAs play a major role in 
DNA targeting by silencing 
or different mechanisms. 
The figure was taken from 
(2).  
1.1.2 Chromatin remodeling 
As the name implies, the term chromatin remodeling includes all changes in 
chromatin architecture and nucleosome positioning imposed by chromatin 
remodeler proteins (see figure 1.2). These proteins include the covalent histone 
modifiers, i.e.; histone methyl-transferases (e.g., H3K27me3, H3K36me3, H3K4me1, 
H3K4me3, H3K9me3), histone-deacetylases (e.g., H3K27ac, H3K9ac), ATP-
dependent activities of proteins that target the chromatin, and ubiquitination (7). 
Such changes in chromatin design make it more/less plausible for the different 
players in gene transcription, e.g.; DNA-dependent RNA polymerase plus the several 
transcription factors to reach the vicinity of the gene promoter and induce DNA 
transcription. Chromatin remodelers also play an indispensable role in reforming the 
genome for the several cell cycle events, such that the genome is either highly packed 
for the cell division stages, or is semi (heterochromatin) to full open (euchromatin) 
for possible DNA replication, transcription and translation events through the G1, G2 
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and S phases of cell cycle. A study made by Schwartz and colleagues (8) showed that 
chromatin organization also plays a crucial role in marking the exon-intron structure. 
This finding also unearthed the higher enrichment in nucleosome protein assembly, 
especially the histone marks in the exon context than on the level of the introns. 
1.1.3 DNA Methylation 
A ‘transcription factor only’ model for the effect on gene expression can hardly 
explain how the cell would switch or reverse the usage of a plethora of the available 
transcription factors once the cell changes its developmental state. Thus, there has to 
be a key memory player that introduces the stages to the different genetic and 
epigenetic players across the stages of development in what is called cell 
differentiation. This player is DNA methylation. There are several DNA methylation 
forms. Two of these modifications are crucial methylation forms that have been 
reported across species, namely N6-adenine and C5-cytosine methylation, which 
have been termed the fifth and sixth bases of DNA due to their great importance in 
regulation of cellular processes.   
N6-methyladenine 
This form of DNA methylation is more common in bacterial genomes where it 
protects bacteria against invading microorganisms by marking the methylated 
genome as ‘self’ (9). An alternative view was put forward taking into account 
evolution and the consequent battle of species. According to this view, an invading 
genome, which contains 6mA, is marked as foreign and is targeted for degradation 
(10). Accumulating evidence suggests that N6-adenosine methylation also plays a 
role in eukaryotic genome (11-13), but this putative role has sofar remained largely 
unknown. A global investigation on the occupancy of N6mA in the DNA of several 
prokaryotic and eukaryotic genomes was performed by Ratel et al (9). The 
comparison gave roughly similar ratios for this type of methylation in the so-far 
investigated species of both domains. A conclusion was that cytosine methylation 
might hinder the adenine methylation in the human genome. It is, however, currently 
known that this kind of methylation exists  at least on the level of RNA in human (14) 
and is suggested to control gene expression on the level of the so-called 
epitranscriptome (15).  
C5-methylcytosine 
Unlike adenine DNA methylation, this form of DNA methylation shows large 
variations in its methylation ratio in the genomic DNA across species (16). C5-
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cytosine methylation has an indispensable role in development, well seen through the 
reprogramming effect of the methyl groups by the erasure and re-establishment of 
methylation marks during the early stages of development (17), namely in the zygote 
and in primordial germ cells, progenitors of sperm or oocyte. This puts forward the 
question of the stability of several DNA sequences in the context of their propensity 
to integrate or remove the C5-methyl marks. Whether DNA in all sequence contexts 
accepts C5-cytosine methylation or reverses the binding by demethylating their 
sequences within differential levels is still of question. Additionally, the 
active/passive interplay for the effect of methylation/demethylation for specific DNA 
sequences is rather ambiguous. It is worth to mention that the removal of methyl 
groups during the erasure stage of reprogramming is proposed to be not complete, 
but is rather replaced by the oxidation event of the methyl mark (18). On the other 
hand, several de novo (19) and maintenance (20) methyltransferases serve to actively 
methylate DNA. However, for the exact sequence context this is a major question. DNA 
methylation at the cytosine level may serve to either suppress (21) or activate (22) 
gene expression.  
1.2 Cross-talks between DNA methylation and chromatin 
remodelling: meDNA:Protein binding  
DNA methylation and the various histone marks may work in a concerted manner in 
some scenarios. For example, site-specific de novo methyltransferases (DNMT3 
proteins) are often involved with an initial binding of trans-acting elements that are 
able to recruit histone modifications (23). Figure 2 shows an example of an interplay 
between the several epigenetic marks and the mode of expression (on/off). Whereas 
DNA methylation may serve to recruit histone deacetylases (HDACs) in the on/off 
switch of gene expression for genes that were already acetylated by histone 
acetylases (HATs), histone methyltransferases and/or deacetylases are predicted to 
target the maintenance DNA methyltransferase DNMT1 for gene silencing (24). 
Because of such interplay, transcription factors can be also recruited for further 
modularity of the transcriptional regulatory machinery.  
Here, we will concentrate on two different forms of DNA methylation-binding 
proteins, namely those binding to the fifth/sixth letters of the DNA alphabet, N6-
methyladenine and C5-methylcytosine binding proteins.  
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Figure 1.2 taken from (24). The epigenetic interplay between DNA methylation and histone 
modifications in gene silencing. (A) DNA methylation targets histone modifications for the on/off 
switch of expression, (B) histone modifications target methyl-specific proteins for gene silencing.  
In a first sense, N6-methyladenine (m6A) and C5-methylcytosine are usually targeted 
by two classes of DNA methyltransferases: those associated with restriction-
modification (R-M) systems (25), and solitary methyltransferases that do not have a 
restriction-enzyme counterpart, such as the bacterial N6-adenine methyltransferases 
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Dam and the C5-methylcytosine transferases Dcm (26). In alternative bacterial forms, 
where no Dam/Dcm is found, restriction methyltransferases do occur to mark self as 
non-methylated and target non-self, being methylated, to be cleaved by cellular 
enzymes, as for example the bacterial R.DpnI enyzme, that can be isolated from 
Streptococcus pneumoniae (10). This bacterium is gram positive and inhabits the 
upper respiratory system of human. Diseases in children have a very high association 
with this bacterium (27). One interesting fact about the R.dpnI system is that it is per 
se an R-M system. Thus, the study of the mechanism of action for this protein can 
serve well to understand the mechanism of binding to N6-methyladenine containing 
DNA. This can also help to understand the so far discovered proteins that bind the N6-
methylated RNA in human and put forward suggestions for possible mechanisms in 
terms of DNA.  
In another sense, nature has reasons to include more than one methylation form. This 
also indicates the possibility that 5mC-containing DNA and the consequent binding of 
methyl-recognition proteins perform differently than the 6mA-containing DNA, even 
though the sole difference with methylation in both contexts is the shared addition of 
the hydrophobic methyl group. For example, even though the methyl is in nature 
‘water hating’ by itself, recognition of the C5-methylated DNA by the MeCP2 totally 
depends upon hydration in a at methyl-CpG (28).  
1.3 DNA structure  
DNA is one of the major macromolecules in the cell and is synthesized through the 
polymerization and the consequent condensation (dehydration) reaction of the 
monomer units, the nucleotides, composed of bases, a pentose sugar and the 
phosphate group. Phosphate and sugars make up the backbone of the DNA double 
helix. Monomers are connected through their phosphate-pentose backbone via a 
phosphodiester bond. 
DNA exists typically in a double helical form. The tertiary structure of DNA can be in 
most cases classified into one of three structures, A-, B- and Z-DNA forms (see figure 
1.3). A- and B- forms of DNA are right-handed in terms of twisting. Z-DNA shows left-
handedness. The earliest detection of DNA structure was after the discovery of X-ray 
diffraction. Then, a race started to characterize the possible structure of DNA. 
Franklin and Gosling were thus the first ones to introduce the A-DNA form (29), which 
is the DNA structure to show the highest abundance in a ‘dry environment’. This was 
followed by several other proposals for the DNA structure until Watson and Crick 
(30) discovered the iconic right-handed, anti-parallel, double-stranded B-DNA form, 
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which is the most predominant form of DNA in solution. They combined chemistry 
knowledge with insight from X-ray crystallography to make a prediction of the 
structure.  
 
Figure 1.3 A- , B- and Z-DNA forms shown from left to right. Longitudinal and cross views of the 
DNA. In the right-bottom corner, some basepair step parameters are indicated. See main text for 
explanation.  
The Z-DNA form becomes predominant in solution at high salt concentrations that 
can overcome the high energy barrier for the B-Z DNA transition (31). The salt 
concentration required for this is a function of salt type, DNA sequence content and 
methylation ratio. The CpG-rich DNA sequence content is more prone to this B-Z 
transition than AT runs. Additionally, C5-cytosine methylation induces lower barriers 
for the transition (31). Z-DNA form is often found in the enhancer regions of several 
genes where negative supercoiling is predicted to take place (32).   
The geometry of a DNA double helix is defined by several parameters. We concentrate 
here on the parameters that we used in later chapters of this thesis. Torsion angles of 
the DNA backbone define one set of those terms. Figure 4 shows the list of the terms. 
Starting from the 5’-end (O5’) of the base, naming of the torsion angles begins with α 
around the phosphorus atom of the base and its O5’. Further torsion angles are named 
consecutively by walking over the bonds of the base (see figure 1.4). ɛ and ζ are the 
two torsion angles that define the DNA:protein binding process. 𝛸 torsion is used to 
define the anti and syn conformations of the nucleotide (see figure 1.5). These two 
conformations are associated with the B-DNA and the Z-DNA forms, respectively. As 
can be seen in figure 5, this torsion angle controls the relative orientation of the sugar 
and base rings. Base flipping, also a characteristic of the B-Z DNA transition, involves 
transitions in the 𝛸 torsion angle. The anti conformation has a  torsion in the 90° - 
180° range, while the syn conformation has a 𝛸 torsion in the -90° - +90° range.  
_____ Chapter 1 _______________________________________ Introduction and Background ____ 
 
 
 8 
 
Figure 1.4 Torsion angles for 
the phosphate sugar backbone, 
taken from (33).  
BI and BII states are two conformational states of DNA with altered positions of the 
phosphates (34). The shift of the BI/BII equilibrium also plays a key role for the 
specificity of protein-DNA binding (35). The BI/BII transition is a consequence of the 
change of the difference between the two torsion angles ɛ (C4'-C3'-03'-P) and ζ (C3'-
03'-P-05') from ɛ-ζ of about -90o in the BI conformation to about +90o in the BII form. 
Whereas the BI conformation is rather symmetric in the phosphate position with 
respect to the minor and the major grooves, the BII conformation results in a shift of 
the phosphates to the minor groove. This causes a kink therein, and a consequent shift 
of the bases towards the major groove.  A simple definition for the major/minor 
groove can be taken from the relative orientation of the bases towards the 5’ end of 
the sequence (around the larger major groove), and towards the 3’ end of the 
sequence (around the smaller minor groove). It is worthwhile to mention that the 
relative major/minor groove width is more defined in terms of the B-DNA than the Z-
DNA.   
 
Figure 1.5 anti and syn conformations of the DNA, taken from (33) 
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One further set of geometric terms that can define the DNA structure is the base-pair 
parameters. These parameters include those sets that define the relative orientation 
of the bases in a single base pair, or the orientation of a pair of basepairs to each other 
(basepair step).  Figure 1.6 illustrates these parameters. These parameters are very 
dependent on the sequence content of DNA, however, they can introduce a general 
idea of DNA properties related to the study under question.  
 
Figure 1.6 Base-pair parameters, taken from (36) 
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1.4 MD Simulations  
The main aim of molecular dynamics simulations is to understand structural, 
dynamic, and energetic properties of molecules and of their assemblies. Simulations 
can thus serve to complement the experiment where information is missing and 
cannot be retrieved elsewhere. This provides the bridging of the micoscopic lengths 
and time scales with the macroscopic world of experiment. Computer simulations 
provide the possibility understanding of the studied properties of the system in 
atomic detail and on very short time scales, because the number of variables is 
minimized and the study is confined in the sense of the target variables. There are 
two main families of simulation techniques: molecular dynamics (MD) and Monte 
Carlo (MC) simulations. Throughout the simulations performed in this thesis, we 
utilized MD simulations. MD simulations provide a full view for the 3N-6 degrees of 
freedom for the total number of atoms being simulated as a function of time. Thus, 
the dynamics of the system can be understood.  Furthermore, structural properties 
can be analyzed and predictive sampling of the configurational landscape can be met 
easily for the target degrees of freedom under the miscroscope.  
The molecular dynamics simulations method was first introduced by Alder and 
Wainwright in 1959 (37), who studied the interactions of hard spheres. Next, Rahman 
carried out the first simulation using a realistic potential of liquid argon (38). The first 
realistic system to be simulated was liquid water  by Rahman and Stillinger in 1974 
(39). The first protein simulation appeared shortly after in 1977 by McCammon and 
colleagues, who presented a 6-ps long simulation of the bovine pancreatic trypsin 
inhibitor protein in vacuum (40). Nowadays, MD simulations are performed in many 
fields of science, including material science and biological sciences. In terms of the 
biological systems, one can see simulations for solvated proteins, protein-protein 
complexes, DNA, RNA, protein:DNA complexes, and several others. The 
thermodynamics of binding and the folding processes of several proteins has been 
also addressed. When extended to QM/MM approaches, simulations can also involve 
the study of reactions, e.g., enzymatic reactions.  
1.5 Next generation sequencing and the human epigenome 
roadmap 
With the exponential growth of digital data, fast and compact investigation methods 
are needed for a useful use of this data. To this aim, data integration and analysis 
emerged. Data integration combines data from different resources and unites them 
in a sense that the user can homogeneously use them under a unified view. Data 
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mining, on the other hand, aims at knowledge discovery in databases (KDD) (41). At 
an abstract level, voluminous data of low-level processing are further treated and 
mapped into more compact, abstract and useful forms.   
 Next generation sequencing (NGS) is a new generation of non-Sanger sequencing 
technologies. This form of DNA sequencing outperforms the Sanger sequencing 
method in read length and the number of reads in a single machine (42). In essence, 
next generation sequencing (NGS) provides an overplus of DNA reads that are 
sequenced at an ultrafast speed and on a low level of annotation for further analysis 
and use.  To this aim, several databases have emerged for the robust analysis and 
visualization of the NGS data for an easier understanding by the end user. An example 
is Galaxy; a tool suite that manipulates FASTQ formats variants and filters data for use 
by the end user (43).    
Applications of NGS include RNA-Seq (44), a technique for characterizing 
transcriptome data. This method of RNA sequencing outdates the genomic 
microarrays and the serial analysis of gene expression (SAGE) (45) by the fast 
sequence retrieval, the very low background noise, ability to distinguish different 
isoforms and allelic expression, the low amount of RNA needed and the relatively low 
cost equipment. In principle, a population of RNA is converted to a library of cDNA 
fragments, with adaptors attached to one (single-end) or both ends (pair-end). After 
that, all molecules are then sequenced. Read lengths can range typically from 30-400 
bp, depending on the purpose.   
Chromatin immunoprecipitation coupled to sequencing (ChIP-Seq) is one further 
application of NGS (46). This technique enables the possibility of genome-wide 
mapping of protein-DNA interactions. Examples for mapped proteins include 
transcription factors, core transcriptional machinery, histone modifications and 
chromatin remodellers, DNAse I hypersensitivity sites (47), and other proteins. 
DNAse I hypersensitivity gives the chance to check for an open chromatin structure. 
The ChIP-seq technique selects a set of proteins that binds DNA in vivo, and then 
targets them by specific antibodies.  
Robust detection of C5-methylation in the genomes is one further NGS technique that 
has emerged in recent years. C5-methylation is known to be actively involved in 
human development (48). Several approaches can detect C5-methylation in genomic 
sequences. These include bisulfite sequencing (49), reduced representation bisulfite 
sequencing (RRBS) (50), and methylated DNA immunoprecipitation-sequencing 
(MeDIP-Seq) (51). Bisulfite sequencing and the RRBS techniques aim at finding the 
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methylated cytosines in the target sequences at a base-pair resolution. Bisulfite 
treatment of DNA converts unmethylated cytosine to uracil, leaving methylated 
cytosines intact (52). After that, the cytosine/thymine ratio is detected per base via 
several methods, including for example pyrosequencing (49). A slight difference 
betweenRRBS and bisulfite sequencing is the additional enzymatic digestion of the 
target DNA by a methylation-insensitive restriction enzyme (50). MeDIP-Seq is a 
ChIP-Seq method that uses specific antibodies to target the C5-methylated DNA 
sequences (51).  
NGS data for expression analysis and the human epigenome atlas is nowadays 
integrated in the NIH Roadmap Epigenomics Mapping Consortium and consists of 
several early and late developmental stages ( e.g.; stem cells and primary ex vivo 
tissues) (53). Data for this Consortium are integrated for further analysis by end users 
in the Human Epigenome Atlas (54).  
1.6 Goal of the work 
We aim in this work at obtaining a deeper mechanistic understanding of DNA 
methylation as an epigenetic mark. This variable is studied on different levels. On one 
end, and in its simplest picture, the relative thermodynamic stability of naturally 
occurring methylated/nonmethylated DNA sequences is studied. Additionally, 
structural investigation of MD results helped in characterizing water properties 
around methylated and non-methylated DNA, such that the combined effect of 
methylation/sequence specificity is grasped (Chapter 3). We next build on this 
understanding by further studying an example of specific protein:meDNA 
interactions. The target protein for our study is the C5-methyl-binding domain (MBD) 
of  MeCP2 (methyl-CpG binding protein 2) (55). Deep structural investigation is held 
in a collaboration project with the experimental biophysics group of Prof. Albrecht 
Ott/UdS (Chapter 4). Next, we studied the binding thermodynamics for two 
methylated/nonmethylated protein:DNA complexes (Chapter 5). Finally, genome-
wide analysis of NGS data for correlated expression/methylation and several 
epigenetic marks is studied across developmental stages. We aim to understand the 
impact of single epigenetic modifications in development (Chapter 6). 
 
  
 
 
 
  
  
Chapter 2 
Theory and Methods 
In this chapter, we introduce the basics of statistical mechanics and algorithmic 
aspects related to MD simulations plus the statistical approaches that we have applied 
during our genome-wide analysis of NGS data.  
2.1 MD Simulations 
Molecular dynamics simulations in essence solve numerically the classical equation 
of motion formulated by Isaac Newton.  
          𝑚𝑖?̈?𝑖 =  𝑓𝑖       𝑓𝑖 = −
𝒹
𝒹𝑟𝑖
𝓤                                                  (2.1)                                                         
where the forces 𝑓i acting on  the atoms are derived from a potential energy function 
𝓤(rN), where rN = (r1, r2, r3, …, rN) represents the complete set of 3N atomic 
coordinates.  
2.1.1 Evaluation of the potentials 
The Born-Oppenheimer approximation states that the movement of the quantum-
mechanical particles that make up an atom, nuclei and electrons, can be treated 
separately due to their large mass imbalance. Thus,  the movement of the much 
heavier atom nuclei can be well represented as classical point particles that follow 
the classical mechanics of Newtonian laws of motion (56). As a result, the electronic 
wave function depends only on the positions of the nuclei and not on their momenta 
(56). Force-field based molecular dynamics simulations follow this classic view. In 
MD simulations, and since we deal with the system at the microstate, the potential 
energy can be calculated by summing up the bonded and non-bonded interactions for 
the participating atoms. Force fields are thus presented to provide an approximation 
for the set of interactions. The most widely used molecular mechanical force fields 
are AMBER (57), CHARMM (58), GROMOS (59) and OPLSAA (60).  
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2.1.1.1 Non-bonded Interactions 
 The part of the potential energy 𝓤non-bonded represents non-bonded interactions 
between atoms. This can be split into 1-body, 2-body, 3-body, etc terms: 
                                     𝓤non-bonded(rN)=∑ 𝓊(𝑟𝑖)𝑖  + ∑ ∑ (𝑟𝑖, 𝑟𝑗)𝑗>𝑖𝑖  + …       (2.2) 
Where 𝓾(r) is an externally applied potential field or the effect of the container walls. 
This term is usually dropped for periodic simulations and is not relevant for the work 
described in this thesis.  
Two potentials constitute the components of the non-bonded form of the potential 
energy. The first one is the Lennard Jones potential. The most-commonly used form 
of this potential is: 
                                           𝑣𝐿𝐽(𝑟) = 4𝜀 [(
𝜎
𝑟
)
12
− (
𝜎
𝑟
)
6
].                                                (2.3)                                                 
Where (
𝜎
𝑟
)
12
 is the long-ranged repulsive term and (
𝜎
𝑟
)
6
 is the short-ranged 
attractive term. The two parameters 𝜎 and 𝜀 represent the diameter and the well 
depth, respectively.  
The second non-bonded potential is the electrostatic Coulomb potential that accounts 
for interactions between charged particles: 
                                                   𝑣𝐶𝑜𝑢𝑙𝑜𝑚𝑏(𝑟) =
𝑄1𝑄2
4𝜋𝜖0𝑟
,                                                       (2.4)      
where Q1 and Q2 are the charges, r the distance between them, and 𝜖0 is the dielectric 
permittivity of the free space.   
2.1.1.2 Bonded Potentials 
An electronic structure (also termed quantum-chemistry) calculation of a single 
molecule can be used to estimate the electron density throughout the molecule. 
However, such calculations require a high numerical effort that is prohibitive for 
dynamic simulations of solvated biomolecules. In the molecular mechanics picture of 
molecules, that is the basis for molecular force-fields, bonded interactions in a 
molecule are accounted for via the inclusion of several terms, namely the bonds, bend 
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angles and the torsion angles. Harmonic potentials are estimated per each term via 
the following equation: 
𝒰𝑖𝑛𝑡𝑟𝑎𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 =
1
2
∑ 𝑘𝑖𝑗
𝑟 (𝑟𝑖𝑗 − 𝑟𝑒𝑞)
2
𝑏𝑜𝑛𝑑𝑠
                                             (2.5𝑎) 
                             + 
1
2
∑ 𝑘𝑖𝑗𝑘
𝜃 (𝜃𝑖𝑗𝑘 − 𝜃𝑒𝑞)
2
                                        (2.5𝑏)
𝑏𝑒𝑛𝑑 
𝑎𝑛𝑔𝑙𝑒𝑠
  
                                       + 
1
2
∑ ∑ 𝑘𝑖𝑗𝑘𝑙
∅,𝑚(1 + cos (𝑚∅𝑖𝑗𝑘𝑙 − 𝛾𝑚))
𝑚𝑡𝑜𝑟𝑠𝑖𝑜𝑛
𝑎𝑛𝑔𝑙𝑒𝑠
            (2.5𝑐)            
The bonds are defined in terms of the distance between the adjacent pair of atoms, or 
the vector length 𝑟𝑖𝑗, with the equilibrium displacement (req) taken under a harmonic 
assumption. The bend angle 𝜃𝑖𝑗𝑘  is defined via the angle between successive bond 
vectors 𝑟𝑖𝑗⃗⃗ ⃗⃗  , 𝑟𝑗𝑘⃗⃗ ⃗⃗⃗, and therefore includes three atomic coordinates. The torsion angle 
∅𝑖𝑗𝑘𝑙 is defined by three connected bonds and the normal to the plain defined by each 
pair of bonds. According to the force field under use, equilibrium bonds, angles and 
the various force constants are defined.  
2.1.2 The MD Algorithms 
Together with the potential energy introduced in the previous section, the 
Hamiltonian of the system consists additionally of the kinetic energy. Thus, for a 
system with coordinates 𝑟𝑁 = (𝑟1, 𝑟2, … , 𝑟𝑁), and a potential energy 𝒰(𝑟
𝑁), the atomic 
momenta are defined as 𝑝𝑁 = (𝑝1, 𝑝2, … , 𝑝𝑁) . The kinetic energy can thus be 
expressed as a function of the momenta 
                                                            Ƙ(𝑝𝑁) = ∑ |𝑝𝑖|
2 2𝑚𝑖⁄ .                                            (2.6)
𝑁
𝑖=1  
Then the Hamiltonian is defined as the sum of the kinetic and the potential terms 𝐻 =
Ƙ + 𝓤.  Also, the classical equation of motion can be defined in terms of coupled 
ordinary differential equations as:  
                                          𝑝 = 𝑚𝑣 ⇢  ?̇?𝑖 = 𝑝𝑖 𝑚𝑖  𝑎𝑛𝑑 ⁄ ?̇?𝑖 = 𝑓𝑖                                      (2.7) 
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For a rapid sampling of the phase space, simulation algorithms tend to be of low 
order. This allows a large enough time step without violating the conservation of the 
total energy. 
2.1.2.1 The Verlet Algorithm 
The Verlet algorithm is a numerical method used to integrate Newton’s equation of 
motion (61). Several versions of the Verlet algorithm have been set. In principle, the 
basic Störmer-Verlet can be integrated with or without direct velocity calculations in 
the iteration over the timesteps. The more commonly used variants are the Velocity 
Verlet algorithm (62) and the related leapfrog algorithm (63). Whereas positions and 
velocities are updated simultaneously in the Velocity Verlet algorithm (61), they are 
updated at interleaved time points in the leapfrog algorithm (63).  
The standard implementation for the Velocity Verlet algorithm is: 
𝑝 (𝑡 +
1
2
∆𝑡) = ?⃗?𝑖(𝑡) +
1
2
∆𝑡𝑓𝑖(𝑡)                                                    (2.8𝑎) 
𝑟𝑖(𝑡 + ∆𝑡) = 𝑟𝑖(𝑡) + ?̇?𝑖(𝑡)∆𝑡 +
1
2
?̈?𝑖(𝑡)∆𝑡
2                                     (2.8𝑏) 
?⃗?𝑖(𝑡 + ∆𝑡) = ?⃗?𝑖 (𝑡 +
1
2
∆𝑡) +
1
2
∆𝑡𝑓𝑖(𝑡 + ∆𝑡)                                 (2.8𝑐) 
Where step 3 is dependent on step 2 in the sense that a force evaluation is carried out 
to calculate the new momentum. The algorithm iterates until the given number of 
steps is executed.  
2.1.2.2 Constraints  
Representing intramolecular bond lengths by simple harmonic terms in the potential 
function can have a large, undesirable effect on the MD calculations, especially when 
changes in bond lengths may include vibrational frequencies that should arguably be 
correctly treated in a quantum mechnical way rather than by classical mechanics. For 
sake of simplicity, and to allow for a longer time step of 1 or 2 fs rather than 0.5 fs, 
constraints are applied to the bond lengths in addition to the above Verlet algorithm. 
It has been shown that these constraints hardly affect the dynamics of the system in 
the other degrees of freedom since the bond vibrations have much higher frequencies 
than the other covalent terms. . Taking the function of the constraint and applying 
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Lagrangian multipliers implements the applied constraint 𝒳. Written in a simple 
form, the equation for the constraint is applied with a free term, such that the 
constraint is constant: 
               𝒳(𝑟1, 𝑟2) = (𝑟1 − 𝑟2). (𝑟1 − 𝑟2) − 𝑏
2 = 0                                               (2.9𝑎) 
The partial differential equation in terms of the two replacement variables is applied 
such that the margin is minimized: 
                                 ?̇?(𝑟1, 𝑟2) = 2(𝑣1 − 𝑣2). (𝑟1 − 𝑟2) = 0                                      (2.9𝑏) 
 The undetermined multiplier can thus be added to the equation of force calculations 
such that: 
                                                                  𝑚𝑖?̈?𝑖 = 𝑓𝑖 + Λ𝑔𝑖                                          (2.10𝑎) 
Solving the Lagrangian multipliers ends up in: 
              𝑔1 = −
𝑑𝒳
𝑑𝑟1
= 2(𝑟1 − 𝑟2)          𝑔2 = −
𝑑𝒳
𝑑𝑟2
= −2(𝑟1 − 𝑟2)                  (2.10𝑏)  
However, what is needed is not an exact solution, but rather a solution that is 
guaranteed to be satisfied by the end of each timestep. Two different constraints are 
used in the GROMACS software, namely LINCS/P-LINCS that allows to apply 
holonomic constraints such that a larger timestep can be integrated (64), and SHAKE 
that applies geometric constraints to bonds (65). Throughout our simulations, we 
used the LINCS/P-LINCS algorithms. 
2.1.2.3 Periodic Boundary Conditions 
To account for possible surface effects in the system, periodic boundaries are applied. 
Periodic images of each atom along the Cartesian axes are virtually coupled to the 
atom in the simulation box, and a minimum image convection is to be applied. As the 
longest allowed cutoff for the potentials must be shorter than half of the length of 
each box dimension, no atom can interact with any of its images. Additionally, 
periodic boudaries are assumed such that if an atom leaves the box from one end, its 
periodic image replaces it and enters from the other end. Also, for the calculations of 
next step, a neighbour list is established for each atom. At each iteration, the set of 
neighbour atoms that have the minimum periodic distance is calculated. However, 
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since the number of atoms can be exceedingly large, an rcutoff is established such that 
the closest atoms within a cutoff distance are retrieved (66).   
2.1.2.4 Ensembles for the MD simulations 
MD simulations are advantageous over the alternative technique of Monte Carlo 
simulations in the sense that both static and dynamic quantities can be studied. 
However, early MD simulations suffered the problem that the conditions did not 
mimic those in experiment. In 1981, Nosé proposed a method of MD simulations that 
ensures that the generated configurations belong either to the canonical (NVT; 
constant temperature, constant volume) ensemble or to the constant temperature 
constant pressure (NPT) ensemble. The physical system of interest consists of N 
particles, but is connected to an external heat reservoir. This allows the total energy 
of the physical system to fluctuate (67). Before that, several attempts had been made 
to recover the conditions in experiments, as for example, the method proposed by 
Andersen in 1977 to account for make the pressure constant by allowing the volume 
to fluctuate (68). Parrinello and Rahman have later extended the method to allow 
changes in the shape of the MD cell (69). To keep the kinetic energy of the system 
constant, Hoover and Ladd proposed a method in which an external velocity term is 
added to the kinetic energy (70).  
The method proposed by Nose introduces an additional degree of freedom to the 
system, such that the total energy of the system is allowed to fluctuate. The added 
degree of freedom to the potential energy realizes the condition that the system 
follows the canonical ensemble by scaling the system’s velocities (67).  
2.1.3 Free Energy Perturbation  
Finding free energy differences between two different states is of major importance 
for a variety of biologically relevant question, namely for drug design, and several 
others. When the intersection in Hamiltonians of two states has a very low 
probability, very poor sampling and insufficient results for free energy arise. Several 
approaches have been proposed to calculate free energy differences for alchemical 
transitions between two different states, where the Hamiltonians can be divided into 
artificial substates with a high probability for the Hamiltonian to cover the closest 
defined ones.  
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2.1.3.1 Approaches for Free Energy Perturbation  
The statistical mechanics perturbation theory was first developed by Zwanzig and 
has been applied by several workers to dense fluids (71). The Hamiltonian of a system 
is separated into two parts: 
                                                                                𝐻 = 𝐻0 + 𝐻1                                                     (2.11𝑎) 
where 𝐻0  is the reference state and 𝐻1  is a perturbation from the reference state. 
When the configurational partition functions of the reference and the total states are 
used, the perturbation free energy is: 
                                𝐺 − 𝐺0 = 𝐺1 =  −𝑅𝑇 ln〈exp (−𝐻1 𝑅𝑇⁄ )〉0                                      (2.11𝑏) 
where 〈 〉0 is the ensemble or time average over the reference system.  
Free energy differences of solvation, relative changes in binding, relative stabilities of 
several protein-DNA complexes, etc, can be calculated via the free energy 
perturbation method. The crucial step is to define a Hamiltonian for the solutes in 
states A and B. These Hamiltonians are linked by a coupling parameter λ (72):  
                                              𝐻𝜆 = 𝜆𝐻𝐴 + (1 − 𝜆)𝐻𝐵         0 ≤ 𝜆 ≤ 1                                 (2.12) 
𝐻𝐴 is the Hamiltonian for state A, and 𝐻𝐵 is that for B. At λ=1, 𝐻𝜆 = 𝐻𝐴. However, at 
λ=0, 𝐻𝜆 = 𝐻𝐵.  At intermediate values of 𝜆 , the solute is hypothetically a mixed 
environment of A and B. In practice, this coupling ensures  a smooth conversion 
between the states A and B . The single perturbed Hamiltonian can be further 
subdivided into several Hamiltonians. This can be accomplished by further 
considering each perturbed Hamiltonian as its own reference state, and the target 
state to be the next perturbed Hamiltonian.   
Several algorithms have been proposed to connect the results from the intermediate 
stages for different 𝜆  values of the perturbed Hamiltonian. In ‘multicanonical’ 
thermodynamic integration (73), or simply thermodynamic integration (TI), the 
equilibrium ensemble average of the derivative of the Hamiltonian H with respect to 
λ is computed at a number of points along the path from state A to state B. The 
ensemble is then integrated numerically to obtain the free energy difference. 
Whereas one typically requires that the system is sampled in statistical equilibrium 
at every intermediate 𝜆 value, the Jarzynski equality can also be applied to derive the 
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free energy difference from perturbations applied to systems that are sampled away 
from equilibrium at intermediate points. This equality assumes that the 
nonequilibrium work W takes a number of systems in thermal equilibrium from an 
initial Hamiltonian to a different final Hamiltonian, which can be averaged over the 
entire Boltzmann-weighted initial ensemble. Then, the equilibrium work, here the 
free energy, between the two states is given by ΔF=−β−1ln⟨exp(−βW)⟩ (74). 
An alternative method for free energy perturbation is the Bennett’s acceptance ratio 
method (75). Taking the phase space as a function of its internal variables, e.g., 
momenta and position in space, the Hamiltonian 𝐻𝜆(𝑧) gives the total energy of the 
system at a particular point of the variable z. Given the partition function Z and the 
free energy function F as a function of z, and thus of β, and by performing a Metropolis 
move, the probability of transition between two neighbouring states can thus be used 
to calculate the free energy difference of the two states. Briefly, Bennett has shown 
that the free energy for the forward and reverse transitions satisfy: 
 ∑
1
1 + exp (−𝛽(𝑀 + 𝑊𝑖 − ∆𝐹))
𝑛𝑃
𝑖=1
− ∑
1
1 + exp (−𝛽(𝑀 + 𝑊𝑗 − ∆𝐹))
𝑛𝑅
𝑗=1
= 0        (2.13𝑎) 
where 𝑀 = 𝑘𝑇𝑙𝑛 𝑛𝑓 𝑛𝑟⁄ . 𝑛𝑓 and 𝑛𝑟  are the number of values from the forward and 
reverse distributions of work, respectively. The free energy among free energy 
estimates generally essentially satisfies the detailed balance condition: 
                                                exp(−𝛽𝛥𝐹) =
⟨𝑓(𝑊)⟩𝐹
⟨𝑓(−𝑊)exp(−𝛽𝑊)⟩𝑅
,                                 (2.13𝑏) 
where 𝑓(𝑊)  is an arbitrary function and the averages are over the two end 
states. Thus the Bennett acceptance ratio can be considered as the maximum 
likelihood estimator for the free energy, thus: 
                                                   𝑙𝑛 (
𝑃𝐹(𝑊)
𝑃𝑅(−𝑊)
) = 𝛽(𝑊 − ∆𝐹),                                        (2.13𝑐) 
where 𝑃𝐹(𝑊)  and 𝑃𝑅(−𝑊)  are probability distributions for the work of 
nonequilibrium processes in opposite direction, arbitrarily named F and R for the 
forward and reverse transitions, respectively.  
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2.1.3.2 Soft-core potentials 
Alchemical free energy perturbation is a method for free energy calculations where 
the system is alchemically perturbed such that the electrostatic potentials and/or the 
Lennard Jones potentials are introduced or annihilated. This can introduce 
singularities when possible artificial undesirable interactions of atoms are 
introduced. In practice, one observes the most severe problems when the interactions 
of an annihilated group of atoms become so small that neighboring molecules, e.g. 
water molecules, can approach them very closely. At such short atom-atom distances, 
small displacements during an MD time step can suddenly generate an exceedingly 
large repulsion due to the remaining repulsive term of the LJ interaction. Using a soft-
core potential yields a convenient solution to this problem. An example is the 
introduction of the soft-core terms α, 𝜎 and p at states A and B, such that rA = 
(rij6 + ασA6λp)1/6 and rB = (rij6 + ασB6(1 – λ)p)1/6, respectively. Then, at state A, the new 
potential then takes the form (76): 
                                                   𝑉𝑖𝑗(𝑟𝑖𝑗) =
𝑞𝑖𝑞𝑗
4𝜋𝜀0𝜀𝑟𝑟𝐴
+ (
𝐶𝑖𝑗
(12)
𝑟𝐴
12 −
𝐶𝑖𝑗
(6)
𝑟𝐴
6 )                            (2.14) 
Figure 2.1 represents an example (77). In the figure, the –NH2 group is alchemically 
grown. At some point during the growth, the radii for distances between a water 
molecule and the growing –NH2 surface decrease until the water molecule collides 
with the target molecule and singularities arise. A further singularity may arise when 
adding/removing the electrostatic potential and the LJ term simultaneously. As a 
result, at very distances, the repulsive term 
𝐶𝑖𝑗
(12)
𝑟𝐴
12 of the equation 14 exceedingly grows 
over the attractive term
𝐶𝑖𝑗
(6)
𝑟𝐴
6 , and a sudden uncontrollable jump in the potential takes 
place as a cummulative effect of the additional electrostatic term 
𝑞𝑖𝑞𝑗
4𝜋𝜀0𝜀𝑟𝑟𝐴
. At very 
close distances, however, the repulsive term can be no longer strong to hold atoms 
against each other, and a possible ‘trap’ for energy minimum may arise. Consequently, 
the separation of the electrostatic and LJ terms is the solution for such an effect and 
it can be compulsory. As a result, soft-core potentials are only applied to the LJ term, 
where wells of minima can be reached.There appears no need to apply them to the 
continuously growing electrostatic potential from the initial to the final states. 
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Figure 2.1 Free energy perturbation with the growth of the –NH2 from state A to state B, taken from 
(77). Whereas the red line introduces no singularites, the black line does introduce, due to the 
different initial structures. Water molecule approaches the molecule at the given peak (2). See text 
for further explanation 
2.2 Statistical Thermodynamics of binding and standard states 
After the introduction of the Particle-Mesh Ewald (PME) summation for computing 
long-range interactions in periodic systems, calculation of the free energy term got 
more possible in MD simulations. PME is an N.log(N) method for evaluating the long-
range interactions via performing a Fourier transform (78).  
When two biological species bind, saturation occurs and the equilibrium of binding is 
reached such that:  
                                                                  𝐴 + 𝐵 ⥧ 𝐴𝐵                                                             (2.15) 
Since we have biological systems, such transitions take place in an aqueous 
electrolyte. At equilibrium (79): 
                                                          𝜇𝑠𝑜𝑙,𝐴 +  𝜇𝑠𝑜𝑙,𝐵 =  𝜇𝑠𝑜𝑙,𝐴𝐵                                              (2.16) 
where each 𝜇𝑠𝑜𝑙,𝑖  is the chemical potential of species i = A,B or AB in solution. For 
species i in solution, the chemical potential 𝜇𝑠𝑜𝑙,𝑖 is described by: 
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                                                       𝜇𝑠𝑜𝑙,𝑖 = 𝜇𝑠𝑜𝑙,𝑖
𝑜 + 𝑅𝑇𝑙𝑛
𝛾𝑖𝐶𝑖
𝐶𝑜
                                               (2.17) 
Where 𝜇𝑠𝑜𝑙,𝑖
𝑜  𝐶𝑖  and 𝛾𝑖  are the standard chemical potential, the concentration of 
species i, and the activity coefficient of species i, respectively.  
                                                   ∆𝐺𝐴𝐵
𝑜 = 𝜇𝑠𝑜𝑙,𝐴𝐵
𝑜 − 𝜇𝑠𝑜𝑙,𝐴
𝑜 − 𝜇𝑠𝑜𝑙,𝐵
𝑜                                      (2.18𝑎)  
                                                               = −𝑅𝑇𝑙𝑛 (
𝛾𝐴𝐵
𝛾𝐴𝛾𝐵
.
𝐶𝑜𝐶𝐴𝐵
𝐶𝐴𝐶𝐵
)
𝑒𝑞
= −𝑅𝑇𝑙𝑛𝐾𝐴𝐵         (2.18𝑏) 
The Gibbs free energy constitutes of the contribution of the enthalpic and the entropic 
components of the system, H and S, respectively in an isothermic isobaric system; 
given an absolute temperature T: 
                                                                        𝐺 = 𝐻 − 𝑇. 𝑆                                                   (2.19𝑎)  
                                                                      ∆𝐺 = ∆𝐻 − 𝑇. ∆𝑆                                            (2.19𝑏) 
2.2.1 Win some, lose some: enthalpy-entropy compensation  
Favorable free energy changes can be understood in terms of favorable enthalpic 
contributions, an increased entropy of the system, or both. When one of the two terms 
contributes unfavorably to the change in free energy, the other one may compensate 
with a favorable effect of comparative absolute magnitude. This is the enthalpic-
entropic compensation. However, if the two terms do contribute to the free energy 
gain in a favorable fashion, their individual contributions will seem to be mild (80). 
Where large amount of strain happens to the structure of the target molecule, 
enthalpic contribution is highly costly (not favorable) and the entropic contribution 
is highly favorable. In such a case, this entropic enthalpic compensation can be viewed 
not as a cause for binding, but rather as the ultimate purpose (80).  
Enthalpic entropic compensation can be also understood in terms of environmental 
effects to the system under study, as for example the temperature effect. One example 
is the relationship of entropy and enthalpy for a melting solid. Whereas the free 
energy of melting should equal zero, the final entropic contribution to fusion should 
be the enthalpic contribution to the fusion divided by the melting temperature ∆𝑆𝑓 =
∆𝐻𝑓 𝑇𝑓⁄ , hence the compensation follows (81).  
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2.2.2 Calculations of Configurational Entropy  
Experimental evaluation of entropy by calorimetric studies makes it conceivable to 
achieve only the total change in entropy of the whole system. However, individual 
contribution of the several components cannot be accessed. This is one of the 
strengths of molecular dynamics simulations, where the individual contribution of 
one entity to the whole free energy change can be extracted.   
One approach for entropy calculations is the Schlitter approach (82), where the 
contribution of the individual entity can be extracted from the covariance matrix of 
atomic positional coordinates throughout the simulation time. Given 3N different x-, 
y-, and z- coordinates of all atoms in a system, and introducing a time-series of atomic 
positions along the simulation time, the covariance matrix is the ∑ .3𝑁×3𝑁  matrix of 
the covariance of all the 3N variables along the simulation trajectory. A formulation 
of the resulting matrix is: 
    ∑ = [
𝐸[(𝑋1 − 𝜇1)(𝑋1 − 𝜇1)]   ⋯ 𝐸[(𝑋1 − 𝜇1)(𝑋3𝑛 − 𝜇3𝑛)]
⋮ ⋱ ⋮
𝐸[(𝑋3𝑛 − 𝜇3𝑛)(𝑋1 − 𝜇1)] ⋯ 𝐸[(𝑋3𝑛 − 𝜇3𝑛)(𝑋3𝑛 − 𝜇3𝑛)]
]                     (2.20) 
The entropy of the system can be most easily expressed in terms of probabilities, 
where: 
                                                                     𝑆 = −𝑘 ∑ 𝑝𝑛𝑙𝑛𝑝𝑛                                               (2.21) 
The average and variance for the coordinates are then taken and the maximum 
probability of entropy is estimated. Lagrange parameters are used to get the 
maximum entropy and a condition is added such that the system satisfies the 
harmonic oscillator with the Hamiltonian. Finally the entropy of the system is 
derived: 
                                       𝑆 < 𝑆′ = 0.5𝑘 𝑙𝑛 𝑑𝑒𝑡[1 + (𝑘𝑇𝑒2/ℏ2)𝑀𝜎]                                 (2.22)  
where 𝜎 is the covariance matrix of concerted atomic motions, M is the mass matrix 
that contains masses at the diagonal and is zero elsewhere (82). 
Another approach for entropy calculations is the normal mode or quasiharmonic 
approximation, which is based on the assumption that the harmonic approximation 
_____ Chapter 2 __________________________________________________Theory and Methods _____ 
 
 
 27 
holds for energy calculations. The entropy is thus calculated in terms of the 
vibrational degrees of freedom. This form thus adds the wave vector and and 
frequency calculations associated with the wave vector (83). Thus PCA analysis fits in 
effective harmonic potentials on the observed coordinate covariance, smoothing out 
any anharmonicity. Thus eigenvalues represent a series of uncorrelated harmonic 
oscillators. 
2.3 Bioinformatics: next-generation sequencing 
2.3.1 Data processing  
Heraclitus said, ‘you cannot step twice into the same river’. This very well applies to 
NGS data. Even though performing several technical replicates is usually a ‘must’ to 
reproduce the results, there are still variations that can still be seen across replicates. 
For example, identical twin mice living in the same conditions can never be exact 
copies in terms of gene expression, nor is the one mouse the same when studied at 
different time intervals. While we are not interested to suppress the effect of the 
biological variations, an assessment of the noise due to technical variations should be 
considered. In this respect, several algorithms have been introduced to account for 
technical variation (dispersion) and background noise.  
Variance in data is usually a sum of two components, one is the sample-to-sample 
variation due to biological differences plus the uncertainty in concentrations that can 
contaminate the real count reads. This variation accounts usually for 20% of 
differences across replicates. The other form of variation, known as shot noise or 
Poisson noise, is the one that dominates in differential expression inference (84).  
Regression analysis can be used to model the relationships between a dependent and 
an independent variable. Several approaches are proposed for regression of two 
different data sets, according to the distributions that the data points follow. 
Regression can altogether be used to account for noise in the single data set and 
introduce possible dissimilarities between two data sets. For processing of  next 
generation sequencing reads, we now discuss logistic regression, MA regression, 
Poisson regression, and negative binomial regression. 
In Poisson regression, data points in two different data sets are modeled via the 
Poisson distribution, where the probability of observing some count, y of an outcome 
Y is given by: 
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                                                   Pr(𝑌 = 𝑦) =
𝜆𝑦𝑒−𝑦
𝑦!
                                                           (2.23) 
During the modelling process, when the expected value is equal to the mean of the 
data points, this is a good indication that data points do indeed follow the Poisson 
distribution. We wish then to check whether there exists a difference in the means of 
the two samples. Data points are thus fitted to reduce the noise to the corresponding 
Poisson distribution, and a simple log-linear model can be used to parametrize the 
relationship between samples. Given two different samples X and Y, the relationship 
can be modelled such that: 
                                             log(𝜆(𝑋)) = 𝑎 + 𝑏𝑋                                                            (2.24) 
This means that sample X is modelled via the Poisson process (ea), and sample Y is 
modelled via the Poisson (ea+b). Thus the incident rate ratio is (eb).  
Even though the Poisson distribution provides strong assumptions, but the standard 
error using the Poisson model can be exceedingly small and biased. Additionally, 
subjects are assumed to have the same rate of outcome. So an alternative regression 
method is the use of the negative binomial regression. The negative binomial 
probability distribution of Y is thus: 
                         𝑃(𝑌 = 𝑦) = (
𝛼
𝛼 + 𝜆
)
𝑦 𝛤(𝛼 + 𝑦)
𝛤(𝑦 + 1)𝛤(𝛼)
(
𝜆
𝛼 + 𝜆
)
𝑦
,                                   (2.25) 
where Γ is the gamma function. Thus the mean for the negative binomial distribution 
is λ, and the variance is 𝜆 + 𝜆2 𝛼⁄ , α is the dispersion parameter. In expression data, 
changes can also be seen between samples due to erroneous concentration effect. 
This, however, can also be accounted for during data analysis by adding one more 
factor, the size factor s to the modelling of the binomial distribution. According to 
Anders and colleagues, the variance of count data can thus be modelled via (84): 
                                                         𝑣 = 𝑠𝜆 + 𝑠2𝜆2 𝛼⁄ ,                                                        (2.26)     
Logistic regression is based on the probability outcome of binary classifiers. This 
classifier can be used to model methylation ratio in Bisulfite-Seq and RRBS data, 
where information is based on the number of methylated vs. unmethylated Cs at a 
given region. The methylation proportion 𝑃𝑖 can be modelled for samples i=1,…,n 
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(where n is the number of biological samples). The logistic regression is then defined 
as (85): 
                                     log (𝑃𝑖 (1 − 𝑃𝑖⁄ )) = 𝐵0 + 𝐵1 ∗ 𝑇𝑖                                             (2.27) 
𝑇𝑖 can be modelled as the treatment indicator for sample i, with 𝑇𝑖=0 for control and 
𝑇𝑖=1 for the control group. 𝐵0 is the log odds of the control group and 𝐵1 is the log 
odds ratio of the treatment group. According to the null hypothesis H0, 𝐵1 = 0. Thus 
rejecting the null hypothesis would imply a differential methylation ratio between 
treatment and control groups. 
One further method for data regression is MA-normalization proposed by Shao and 
colleagues (86). This method especially targets ChIP-Seq data and is based on the 
assumption that if a chromatin-associated protein has a large number of peaks shared 
in two conditions; similar global intensities of binding should show up across 
samples.  Based on this assumption, the log2 read density between two samples (M) 
is calculated and plotted against the average log2 read density (A) for all peaks. After 
that, robust linear regression is applied to fit the global dependence between the M-
A values of common peaks (86).  
2.3.2 Data analysis 
Cluster analysis is used to group data according to the full representation of pair-wise 
gene similarity. Datasets can thus be partitioned into different clusters in a recursive 
manner. Two general forms of hierarchical clustering can be used. In the first 
"agglomerative" type, the clustering algorithm starts with the single data points as 
the starting clusters and combines them iteratively. This can be achieved by finding 
the most similar clusters in each step and merging them, until all data points are 
treated. The other "decisive" style considers initially the whole dataset as one cluster, 
and then  iteratively splits the whole cluster into two smaller sub-clusters until we 
end in a singleton per cluster (87). 
Several clustering methods build on the agglomerative method. The resulting cluster 
shape follows the distance criteria. Normally, the simple Eucledian distance is the 
method of choice, and it can be used to extract the spherical clusters, where the 
Eucledian distance for two points a and b in a multidimensional space can be defined 
as: 
                                                         ‖𝑎 − 𝑏‖ = √∑ (𝑎𝑖 − 𝑏𝑖)2𝑖                                              (2.28)      
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Mahalanobis distance can be used in the detection of ellipsoidal clusters, where:      
                                                       ‖𝑎 − 𝑏‖ = √(𝑎 − 𝑏)𝑆−1(𝑎 − 𝑏)                                  (2.29) 
where a and b are the observations and S-1 is the covariance matrix.  
Several versions of agglomerative methods exist that affect the results in the final 
cluster. These include single-linkage, complete-linkage and average-linkage 
clustering. In single-linkage clustering (the connectedness or minimum method), the 
distance between any two clusters is defined as the shortest distance from any 
member of one cluster to any member of the other cluster. In complete-linkage 
clustering (also called the diameter or maximum method), in contrast to single-
linkage, the distance between one cluster and another is equal to the largest distance 
from any member of one cluster to any member of the other cluster. In average-
linkage clustering, we consider the distance between one cluster and another to be 
equal to the average distance from any member of one cluster to any member of the 
other cluster (88).  
We also analyzed the Gene Ontology for gene sets to account for biological processes 
that can be significant in terms of our analysis. The Gene Ontology is a structured 
vocabulary where functional associations are annotated to individual genes. To this 
aim, we used the GOSim R-package (89). Genes of interest are analyzed, and the GO 
terms are retrieved. This can be done by following the strategy of ‘disjunctive 
common ancestors’, which was followed by Couto et al (90). In this algorithm, taking 
into account that the GO total set is represented as a DAG, consider the ontologies a1 
and a2. These represent the disjunctive ancestors of c if there is a path from a1 to c not 
passing through a2 and a path from a2 to c not passing through a1: 
𝐷𝑖𝑠 𝑗 𝐴𝑛𝑐(𝑐) = {(𝑎1, 𝑎2)| 
                             (∃𝑝: (𝑝 ∈ 𝑃𝑎𝑡ℎ𝑠(𝑎1, 𝑐)) ∧ (𝑎2 ∉ 𝑝))⋀ 
                                                            (∃𝑝: (𝑝 ∈ 𝑃𝑎𝑡ℎ𝑠(𝑎2, 𝑐)) ∧ (𝑎1 ∉ 𝑝))}.                    (2.30) 
Now given the two GO terms c1 and c2, their common disjunctive ancestors are the 
most informative common ancestor of disjunctive ancestor of c1 and c2. This means 
that a1 is a common disjunctive ancestor of c1 and c2 if for each ancestor a2 more 
informative than a1, a1 and a2 are disjunctive ancestors of c1 or c2 (90).  
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𝐶𝑜𝑚𝑚𝑜𝑛𝐷𝑖𝑠𝑗𝐴𝑛𝑐(𝑐1, 𝑐2) = {𝑎1| 
𝑎1 ∈ 𝐶𝑜𝑚𝑚𝑜𝑛𝐴𝑛𝑐(𝑐1, 𝑐2) ⋀ 
⩝ 𝑎2: [(𝑎2 ∈ 𝐶𝑜𝑚𝑚𝑜𝑛𝐴𝑛𝑐(𝑐1, 𝑐2))⋀(𝐼𝐶(𝑎1) ≤ 𝐼𝐶(𝑎2))] ⇒ 
                                 [(𝑎1, 𝑎2) ∈ (𝐷𝑖𝑠𝑗𝐴𝑛𝑐(𝑐1)⋃𝐷𝑖𝑠𝑗𝐴𝑛𝑐(𝑐2))]}.                               (2.31)  
 
                                  
 
 
 
 
 
  
 
 
 
 
  
  
  
Chapter 3 
Hydration properties of natural and synthetic 
DNA sequences with methylated adenine or 
cytosine bases in the R.DpnI target and BDNF 
promoter studied by molecular dynamics 
simulations (91) 
Abstract 
Adenine and cytosine methylation are two important epigenetic modifications of DNA 
sequences at the levels of the genome and transcriptome. To characterize the 
differential roles of methylating adenine or cytosine with respect to their hydration 
properties, we performed conventional MD simulations and free energy perturbation 
calculations for two particular DNA sequences, namely the BDNF promoter and the 
R.DpnI-bound DNA that are known to undergo methylation of C5-methyl cytosine and 
N6-methyl adenine, respectively. We found that a single methylated cytosine has a 
clearly favorable hydration free energy over cytosine since the attached methyl group 
has a slightly polar character. In contrast, capping the strongly polar N6 of adenine 
with a methyl group gives a slightly unfavorable contribution to its free energy of 
solvation. Performing the same demethylation in the context of a DNA double-strand 
gave quite similar results for the more solvent-accessible cytosine, but much more 
unfavorable results for the rather buried adenine. Interestingly, the same 
demethylation reactions are far more unfavorable when performed in the context of 
the opposite (BDNF or R.DpnI target) sequence. This suggests a natural preference 
for methylation in a specific sequence context. In addition, free energy calculations 
for demethylating adenine or cytosine in the context of B-DNA vs. Z-DNA suggest that 
the conformational B-Z transition of DNA transition is rather a property of cytosine 
methylated sequences but is not preferable for the adenine-methylated sequences 
investigated here. 
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3.1 Introduction 
DNA methylation plays a major role in a wide variety of biological processes, 
including, for example, the regulation of gene expression and self-recognition. C5-
cytosine methylation of DNA, on one hand, is one of the most important modifications 
of eukaryotic genes and plays an essential role in mammalian gene expression (92). 
N6-adenine methylation, on the other hand, is the foremost methylation type in 
bacteria and protects bacteria against the attack by foreign nucleic acid sequences. 
This defense mechanism can either be realized by marking the methylated DNA as 
their own, thus preventing their own degradation(93), or by labeling the attacking 
phages as ‘foreign’ and targeting them for degradation by cellular enzymes(94). DNA 
N6-adenine methylation has also recently been discovered in eukaryotes, such as 
plants and arthropods (9). Besides, mammalian RNA is apparently adenine 
methylated by the methyltransferase-like METTL3–METTL14 heterodimer complex 
(95) and it regulates gene expression via the ‘epitranscriptome’ model (15).  
Mechanistically, methylation of DNA at cytosine or adenine bases can specifically 
affect the helical nature of DNA. C5-cytosine-methylated sequences have been 
observed to undergo a structural transition from the right-handed B-DNA fiber to the 
left-handed Z-DNA counterpart already at lower salt concentration than the 
respective unmethylated DNA (96). Liu et al explored in experiments the active role 
that Z-DNA fiber plays in modulating the inhibitory chromatin structure (97). N6-
adenine methylation, on the other hand, facilitates the structural transition of B-DNA 
to the X-DNA form (96). In bacteria, N6-adenine methylation of the DNA sequence 
motif 5’-GATC-3’ by the enzyme deoxyadenosine methylase (Dam) plays an important 
role in the timing of initiation of DNA replication, as well as in the coordination of 
cellular events, DNA mismatch repair, and gene regulation (98,99). An example of the 
specific proteins targeting this sequence is the R.DpnI enzyme (10) that targets N6-
adenine-methylated sequences as foreign. Brain-derived neurotrophic factor (BDNF), 
a member of the nerve growth factor family of neurotrophins, has vital roles in the 
development, pathology and physiology of the nervous system (100). Gene regulation 
mediated by binding of the methyl-binding domain (MBD) of MeCP2 to the BDNF 
promoter is a eukaryotic transcriptional repression system, involving C5-cytosine 
methylation of the central CpG motif (78,99).  
Furmanchuk and colleagues have carried out ab initio molecular dynamics 
simulations to investigate the structural properties of the four nucleic acid bases 
(NAB) in the gas state and upon hydration (101). Whereas hydration of adenosine 
was found to increase the flexibility of the rings due to the highly exposed water 
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structure, the three other nucleic acid bases showed restricted mobility upon 
hydration, with an increased base planarity. Here, we aim at extending the focus of 
such theoretical studies to the methylated forms of the cytosine and adenine nucleic 
acid bases.   
Hydration of the methylated CpG step and the structural consequences of methylation 
have already been discussed before (102). Yet, a systematic comparison between the 
naturally occurring C5-cytosine methylated DNA and the nonmethylated form is 
lacking so far. Additionally, and to the best of our knowledge, the hydration properties 
of naturally occurring N6-adenine-methylated sequences have not been studied so 
far. We contrast here the hydration properties of the naturally occurring sequences 
with that of synthetic sequences where we swapped the central dinucleotide steps of 
the two methylated sequences plus their methylation state between the two studied 
natural sequences. Additionally, we compared the hydration properties and free 
energy difference of methylating N6-adenine- or C5-cytosine related with the 
conformational B-Z transition of R.DpnI target sequence and BDNF promoter 
sequence. Based on the structural and energetic parameters derived from our 
molecular dynamics studies, we derive a global picture how the hydration properties 
of different DNA sequences affect the preferences for either the methylated or non-
methylated forms.  
3.2 Methods 
MD simulations were performed with the GROMACS 4.6 package (103) using the 
CHARMM27 force field (104) and the TIP3P water model (105). At first, 
parameterization of the nonstandard N6-methylated adenosine residue was done as 
follows: The H62 atom of adenine carrying a charge of +0.38e in CHARMM27 was 
replaced by a methyl group with the same formal charge. For this, every methyl-
hydrogen was assigned the standard CHARMM27 charge of +0.07e, and the remaining 
charge of +0.17e was placed on the methyl-carbon atom. We followed in this charge 
assignment the original CHARMM philosophy of a modular nature of the distribution 
of charges. Charges on the replaced hydrogen atoms are summed into their original 
parent heavy atoms, thereby preserving the integer charge of the molecule. Typically, 
adding a functional group to an existing molecule would require no additional 
parameters (58). The equilibrium bond lengths, bond angles, dihedrals and force 
constants between methyl group and adenosine were determined with the VMD 
plugin Paratool  (http://www.ks.uiuc.edu/Research/vmd/plugins/paratool/) which 
produces input values for an energy minimization and frequency calculation 
performed using Gaussian 3 (106). The Lennard Jones parameters of the methyl 
group were set to the standard values of a methyl group in CHARMM27. The 
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parameters of methylated cytosine already exist in the CHARMM27 force field 
distributed by the MacKerell group.  
Several DNA systems were prepared to perform free energy perturbation and plain 
MD simulations (see below). First, we computed the relative free energy differences 
upon demethylating single N6-methyl-adenine and C5-methyl-cytosine. The 
molecular structures of the methylated forms of these compounds are illustrated in 
figure 3.1. Then, we simulated the B-DNA conformation of 8 DNA sequences, namely 
the methylated and nonmethylated DNA versions of  (1) the bacterial R.DpnI target 
sequence d(CTGG(N6-meA)TCCAG) (2) the BDNF promoter d(TCTGGAA(C5-
meC)GGAATTCTTCGA) (3) the bacterial R.DpnI target sequence, with the central AT 
dinucleotide pair replaced by the CG run, d(CTGG(C5-meC)GCCAG) and (4) the BDNF 
promoter with the central CG dinucleotide pair replaced by an AT dinucleotide pair 
d(TCTGGAA(N6-meA)TGAATTCTTCGA). Additionally, we simulated the Z-DNA 
conformation of the 4 natural DNA sequences mentioned before, namely the 
methylated and the non-methylated forms of the bacterial R.DpnI target sequence 
and the BDNF promoter sequence. Starting conformations were generated in ideal B-
or Z-DNA geometries using the 3DNA package (107).  
 
 
  
  
Figure 3.1 A schematic representation of (A) C5-methylated cytosine and (B) N6-methylated 
adenine. Partial atomic charges of the methyl carbon, methyl hydrogens, and the atoms these are 
bonded to are marked in red.  
We simulated adenine and the modified N6-methylated-adenine bases in a cubic 
water box with 3.02 nm dimension and 0.10 mol/l of NaCl added, and a total number 
of 2720 atoms. Cytosine and C5-methylated-cytosine were both simulated in a cubic 
water box with 2585 atoms, a final size of about 2.90 nm dimension, and with 0.10 
mol/l of NaCl added. R.DpnI target sequences, natural (in the B- or Z-DNA forms), or 
synthetic, methylated or non-methylated, were placed in a cubic water box of around 
(A) (B) 
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5.90 nm box dimensions with 0.10 mol/l NaCl added. These systems had a total size 
of 20320 atoms. The longer sequences of the BDNF promoter, natural (in the B- or Z-
DNA forms), synthetic, methylated or non-methylated, were placed in a cubic water 
box of around 9.30 nm box dimensions and with the same salt concentration added. 
The total size of the simulated BDNF systems was 56200 atoms for DNA solvated in 
water. Periodic boundary conditions were used. Coulombic interactions were 
computed using a short-range cut-off of 10 Å and long-range interactions were 
treated by the particle-mesh Ewald (PME) summation method (78). The nonbonded 
Lennard-Jones interactions were calculated using a smooth cutoff of 10 Å. The 
integration time step was set to 1 fs. The temperature was maintained at 310 K by 
employing leap-frog stochastic dynamics forces (108) with a damping coefficient of 
0.1 ps−1. 
As preparatory stages for plain MD simulations and free energy calculations, all 
starting conformations were first energy-minimized for 50000 steps using the 
steepest descent algorithm followed by a second energy minimization for 10000 
steps using a quasi-Newtonian algorithm with the low-memory Broyden-Fletcher-
Goldfarb-Shanno approach. The tolerance was set to 1.0 kJ mol-1 nm-1. Next, the 
systems were heated to 310 K during 4 ps. After that, all systems were equilibrated 
during a 1-ns run in the NVT ensemble with harmonic restraints with a force constant 
of 1000 kJ mol-1 nm-2 used for all DNA atoms. With restraints kept, each system was 
further equilibrated for 500 ps in the NPT ensemble, and then for another 500 ps 
without restraints. For the resulting structures, two types of simulations were 
performed, alchemical free energy perturbations and plain MD simulations. 
Alchemical FEP calculations were applied employing the Bennett acceptance ratio 
with error bars (BAR) (75,109) to compute the difference in free energy of solvation 
between the methylated and non-methylated forms of the single bases cytosine and 
adenine and when they were part of the BDNF promoter sequence, the R.DpnI-
binding sequence, or the synthetic sequences mentioned above. In one type of 
calculations, the methyl group ‘alone’ was first perturbed into a dummy group and 
the interactions of the respective hydrogen atom were turned on subsequently. In 
such calculations, the target methyl group attached to adenine or cytosine was 
annihilated in two stages (110). In the first stage, the electrostatic interactions of each 
methyl group were switched off in a step-wise manner and its respective charge was 
assigned to the N6 atom or C5 atom of adenine or cytosine, respectively. For this, the 
system Hamiltonian was coupled to a coupling parameter λ where λ = 0 corresponds 
to the reference state and λ = 1 to the perturbed state. No soft-core potential was used 
in this step. In the second stage, LJ potential of the methyl group was turned off. In a 
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final step of this stage, we mutated the methyl group into the respective hydrogen as 
follows: the hydrogen atoms of the methyl group were turned into non-interacting 
dummy atoms (by switching their epsilon and sigma Lennard-Jones parameters to 
zero) and the dummy methyl carbon was mutated into the respective dummy 
hydrogen. In this stage, a soft core potential (111) was used where soft-core alpha 
was set to 0.5, the soft-core power to 1.0, and soft-core sigma to 0.3. To complete the 
free energy cycle, Lennard Jones interactions, and then the electrostatic interactions 
of the ‘dummy’ hydrogen atoms of the non-methylated adenine or cytosine were 
turned on. For the simulations with the single nucleic acid bases (NAB), each of the 
four stages was decomposed into 21 intermediates states (Δλ = 0.04). Simulations of 
all intermediate states were started from the equilibrated conformation at the 
reference state with λ =0 with the same two-step energy minimization, followed by 
equilibration over 1 ns in the NVT ensemble and 500 ps equilibration in the NPT 
ensemble with harmonic restraints, and 500 ps without any restraints. Data were 
collected during another 1.5 ns for each window. This yields a total simulation time 
of 21 x 3.5 ns = 73.5 ns for each unidirectional simulation.  
For the perturbation of the full-length double strand DNA sequences, we used the 
same simulation protocol, with 26 windows instead of 21 for each of the main four 
stages. For the R.DpnI target sequence (natural and synthetic), both methyl groups 
on the two strands were perturbed simultaneously because the upper and lower DNA 
strands of the R.DpnI target sequence have the identical sequence (detailed above). 
For the BDNF promoter, the same perturbation process had to be split into two stages 
with the involvement of a hemimethylated intermediate because the upper and lower 
strands have different sequences.  
As a consistency check of the free energy calculations, we performed a second set of 
simulations where we computed the solvation free energies of the single NABs (see 
figure 3.2).  Again, these validation calculations were split into four stages. First, the 
methylated NABs were annihilated in water into dummies in two stages, a 
discharging stage and a LJ elimination stage. Next, the interactions of the 
nonmethylated NABs were switched off, also in two stages, a discharging stage and a 
LJ stage. For these systems, a total of 21 windows per stage were performed. The 
difference of solvation of the methylated and the nonmethylated forms of DNA was 
then taken.  
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Figure 3.2 A scheme 
illustrating free energy 
calculations for the 
differential stability of the 
methylated and the 
nonmethylated form of the 
nucleic acid base (NAC) 
upon solvation.  
 
As mentioned before, the set-up systems were also used to perform plain MD 
simulations for each studied entity. Simulations for the NAB were all performed for 
10 ns each, and for the larger DNA sequence systems for 30 ns. 
3.3 Results 
In this study, we performed conventional MD simulations and free energy 
calculations to study how the aqueous microenvironment affects the stability of 
naturally occurring methylated DNA double-stranded sequences and the respective 
non-methylated variants.  
3.3.1 Free Energy Perturbation 
First, free energy perturbation was performed to determine the differential water 
preferences of the single methylated and non-methylated cytosine/adenine bases. 
Table 3.1 summarizes the results from free energy perturbation calculations for 
converting the methyl group of solvated N6-methylated-adenine into a hydrogen 
atom, the same process for the solvated C5-methylated cytosine, and consistency 
checks for the difference in the free energy of solvation for the two NABs, where 
solvation free energies of the NABs in the methylated and the non-methylated forms 
were calculated explicitly. Whereas the methylated form of cytosine is strongly 
favored over the unmethylated form in water, the unmethylated adenine is about as 
favorable in water as the methylated one. The free energy differences for methylation 
(-26.73 and 0.40 kcal/mol) were within 1 kcal/mol from the computed differences in 
solvation free energies (-26.16 and -0.52 kcal/mol).  
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Table 3.1 Results from free energy calculations (kcal/mol) (A) for perturbing the methylated adenine 
into non-methylated adenine in water and vacuum and for the solvation free energies of 6-N-methyl-
adenine and adenine, (B) for perturbing the methylated cytosine into non-methylated cytosine in 
water and vacuum and for the solvation free energy of 5-methyl-cytosine and cytosine. In (A+B), the 
free energy of mutating the hydrogen atom to the methyl (-1.67 kcal/mol) residue cancels out in 
vacuum and water. Values in brackets are statistical errors reported by GROMACS.  
(A) adenine ΔGdischarging ΔGturning LJ off ΔGtotal ΔΔG 
met. adeninevacuum →adeninevacuum 4.21 (±0.02) 4.26 (±0.01) 8.48 (±0.02)  
0.40 
(±0.02) 
met.adeninewater → adeninewater 4.08  (±0.02) 4.00   
(±0.02) 
8.08 (±0.03) 
met. adeninewater → met. 
adeninevacuum 
-22.82 
(±0.02) 
-0.80 
(±0.02) 
-23.62 
(±0.02) 
 
-0.52 
(±0.02) adeninewater → adeninevacuum -22.15 
(±0.02) 
-0.95 
(±0.02) 
-23.10 
(±0.02) 
 
(B) cytosine ΔGdischarging ΔGturning LJ off ΔGtotal ΔΔGtotal 
met. cytosinevacuum → cytosinevacuum 0.00  (±0.00) 1.62  
(±0.00) 
1.62 (±0.0)  
-26.73 
(±0.03) met.cytosinewater → cytosinewater 26.82 
(±0.02) 
1.53 
(±0.03) 
28.35 
(±0.03) 
met.cytosinewater → met. 
cytosinevacuum 
12.80 
(±0.04) 
0.00 
(±0.08) 
12.80 
(±0.06) 
 
-26.16 
(±0.11) cytosinewater → cytosinevacuum 38.93 
(±0.16) 
0.03 
(±0.12) 
38.96 
(±0.14) 
Next, we calculated the free energy changes (ΔG) for the same process of 
demethylation in the context of the DNA double strand helix (in the B- or Z-DNA fiber 
forms; see table 3.2). Precisely, we mutated the methylated B-DNA fiber in water to 
the non-methylated B-DNA, either in the sequence context of the R.DpnI target 
sequence, the BDNF promoter, C5-methylated cytosine introduced into the R.DpnI 
target sequence instead of N6-meA, or N6-methylated adenine introduced into the 
BDNF promoter instead of the C5-methylcytosine.  The result for demethylating two 
cytosine bases in the context of the DNA double strand helix in B-DNA conformation 
(66.6 kcal/mol) is comparable to the computed difference in solvation free energies 
and the computed free energy difference for de-methylation of two cytosine bases 
(13.14 kcal/mol larger). This reflects our expectation that the methyl-group attached 
to the C5 atom of cytosine is well exposed to solvent in the DNA context. In contrast, 
the computed free energy for demethylating N6-methylated adenine in the R.DpnI 
target sequence (31.6 kcal/mol) is far more unfavorable than when performing the 
same perturbation of the single base in solution. This likely affects the buried nature 
of an N6-attached methyl group (see below). Interestingly, the results from the free 
energy perturbation calculations performed in the context of the synthetic sequences 
show that DNA has a strong preference for methylation in the naturally occurring 
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sequences when compared to the synthetic ones. This is especially pronounced for 
C5-methylated cytosine sequences.  
Table 3.2 Free energy differences for demethylating (kcal/mol) adenine (A) cytosine (B). Results are 
given for perturbations performed in the native sequence content (R.DpnI target sequence for adenine 
and BDNF promoter for cytosine) both modeled into B-DNA and into Z-DNA conformation. For 
comparison, we replaced adenine (or cytosine) by cytosine (or adenine) in the respective DNA 
sequences and computed the free energy for demethylation in the sequence context of the BDNF (or 
R.dnpI) promoter. The perturbation of the methyl group was conducted in one step for the R.DpnI 
sequence context (natural, B- and Z-DNA forms, and synthetic), and in two stages involving a hemi-
methylated intermediate for the BDNF promoter (see text). Values in brackets are the statistical errors 
reported by GROMACS.  
(A) adenine-N6-
methylation 
DNA 
conformation 
DNA 
sequence 
ΔGdischarging ΔGturning 
LJ off 
ΔGtotal ΔΔG 
met. DNA →DNA B-DNA R.DpnI 24.40 
(±0.65) 
7.15 
(±0.33) 
31.55 
(±0.73) 
 
met. DNA→ DNA Z-DNA R.DpnI 16.22 
(±0.69) 
7.24 
(±0.34) 
23.46 
(±0.54) 
met. DNA → 
hemi-
methylated DNA 
B-DNA BDNF -8.80 
(±1.49) 
4.29 
(±0.85) 
-4.51 
(±1.21) 
8.77 
(±1.16) 
 
 hemi-
methylated 
DNA→ nmDNA   
B-DNA BDNF 11.32 
(±1.28) 
1.96 
(±0.91) 
13.28 
(±1.11) 
 
(B) cytosine-C5- 
methylation 
DNA 
conformation 
DNA 
sequence 
ΔGdischarging ΔGturning 
LJ off 
ΔGtotal ΔΔG 
met. DNA→ 
hemi-
methylated DNA 
B-DNA BDNF 31.04 
(±1.01) 
7.26 
(±0.68) 
38.30 
(±0.86) 
 
66.60 
(±0.97) 
hemi-
methylated 
DNA→ nmDNA   
B-DNA BDNF 19.19 
(±1.29) 
9.11 
(±0.79) 
28.30 
(±1.07) 
met. DNA→ 
hemi-
methylated DNA 
Z-DNA BDNF 25.18 
(±0.55) 
-11 .54 
(±0.58) 
13.64 
(±0.56) 
 
67.56 
(±0.63) 
hemi-
methylated 
DNA→ nmDNA   
Z-DNA BDNF 46.45 
(±0.74) 
7.47 
(±0.65) 
53.92 
(±0.70) 
met. DNA→ DNA B-DNA R.DpnI -8.87 
(±0.80) 
8.82  
(±0.20) 
-0.05 
(±0.59) 
 
We also checked for the differential propensities of the methylated and the non-
methylated DNA sequences to undergo a B-Z DNA transition. For this, we focused on 
the native sequences, namely the C5-cytosine methylated BDNF promoter, and the 
N6-adenine methylated R.DpnI target sequence. As is discussed before for B-DNA, we 
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now mutated the methyl groups into hydrogen atoms in the Z-DNA conformation. The 
contribution of methylation to the free energy difference between B-DNA and Z-DNA 
can thus be calculated by closing the free energy cycle shown in figure 3.3. Our 
calculations showed that C5-cytosine methylation makes a slightly favorable 
contribution to the B/Z DNA transition (∆∆G = (66.60 - 67.56) kcal/mol = -0.96 
kcal/mol). In contrast, N6-adenine methylation does not contribute favorably to the 
B-Z DNA transition (∆∆G = (31.55 - 23.46) kcal/mol = 8.09 kcal/mol). We noticed that 
upon demethylation in the Z-DNA form, the DNA fiber rearranges the conformation 
such that a complete opening of the strands takes place at the end of the 
demethylation process.  
 
Figure 3.3 A scheme illustrating free 
energy calculations for the contribution 
of DNA methylation to the B/Z- 
transition of DNA. 
 
 
 
 
3.3.2 Differential hydration properties of the methylated and non-
methylated DNA 
To obtain a molecular picture of the determinants characterizing the energetics of 
these demethylation processes, we analyzed the hydration properties of DNA by 
analysis of plain MD simulations. First, we computed the solvent accessible surface 
area (SASA) of the methyl groups. We found that the methyl groups attached to 
cytosine and adenine bases have SASA values of 0.55 nm2 and 0.65 nm2, respectively. 
Table 3.3 lists the SASA for the methyl groups (Watson and Crick strands) in the 8 
DNA systems we studied. The two C5-cytosine methyl groups in the B-DNA form of 
the natural BDNF and in the synthetic R.DpnI target sequences in the B-DNA form 
showed a SASA of 70% and 67% compared to that of a single methylated cytosine 
base in solution, respectively. In the Z-DNA fiber form of the BDNF promoter, the two 
C5-cytosine methyl groups showed a comparable SASA of 66%. On the other hand, 
the two N6-adenine methyl groups of the natural R.DpnI target and the synthetic 
BDNF sequence in the B-DNA fiber form had only a SASA of 44% and 40% compared 
to that of a methylated adenine base in solution, respectively. Surprisingly, the two 
N6-adenine methyl groups showed a SASA of 71.5% of the methylated adenine in 
solution.  
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Table 3.3 Solvent accessible surface areas (nm2) for the methyl groups of N6-methylated adenine 
and C5-methylated cytosine bases in a DNA double-strand. 
 R. DpnI target sequence BDNF promoter sequence 
Methylated Sequence Upper Strand Lower Strand Upper Strand Lower Strand 
Natural 0.29 (±0.05) 0.28 (±0.05) 0.40 (±0.06) 0.36 (±0.05) 
Synthetic 0.37 (±0.05) 0.36 (±0.05) 0.26 (±0.06) 0.27 (±0.06) 
Z-DNA fiber 0.47 (±0.09) 0.46 (±0.10)  0.39 (±0.06) 0.34 (±0.06) 
Next, we calculated the number of coordinating waters to characterize the structuring 
of water around the DNA sequence. As is commonly done, the first hydration shell 
was defined to range up to the first minimum of the water density distribution that 
was found to be 3.56 Å away from the DNA surface. Table 3.4 shows the coordination 
number of water in the first hydration shell and the SASA around the 10 basepairs 
long DNA sequence of the R.DpnI system and around the BDNF promoter. For 
consistency, we also selected the central 10 basepairs of the BDNF promoter 
sequence for this analysis. For all systems, the methylated forms of DNA showed small 
increases of the water coordination number. As expected, all methylated forms of 
DNA also had slightly larger SASA than the non-methylated forms (see table 3.4). 
Thus, the small increases in the number of coordination waters can be traced back to 
the increased molecular surface due to the attached methyl groups. Introducing the 
synthetic methylation variant had only a small effect on the water coordination 
around the R.DpnI target sequence. In contrast, for the BDNF promoter target 
sequence, mutating the central dinucleotide basepair of C5-me.CG into N6-me.AT led 
to a more sizeable increase in the number of coordinating waters, although this is still 
not statistically significant. On average, 3.50 (±1.64) ions coordinated to DNA in the 
first hydration shell (what amounts to a local concentration of 0.43 M NaCl in the first 
hydration shell). The ion contribution can be mostly attributed to Na+ ions, because 
Cl- only made up a small fraction with an average of 0.006 atom. Interestingly, 
whereas the Z-DNA conformation introduced a much higher coordination of waters 
around the BDNF promoter sequence, this was not the case for the R.DpnI target 
sequence. Nevertheless, enlarged SASA values were observed for both sequences in 
the Z-DNA conformation. Additionally, the local ion concentration in the first 
hydration shell around Z-DNA is 8 times higher (3.3 M) compared to its local 
concentration around the B-DNA fiber form (for this, see also the ion radial 
distribution below).  
Next, we computed the water density in the first hydration shell. As a reference, the 
density of water in a box with bulk water was computed as about 0.90 g/mL using the 
double cubic lattice method (112) implemented in GROMACS. For the DNA sequences 
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studied here, all sequences showed a roughly 25% lower density of pure water in the 
first hydration shell of (0.62-0.63) ± (0.01-0.02) g/mL than in bulk water. However, 
no significant changes in water density were found when changing the methylation 
status, neither in the natural sequences nor in the synthetic ones. For the joint density 
of water and ions, we obtained slightly higher values of (0.64-0.65) ± (0.01-0.02) 
g/mL.  
Table 3.4 Coordination water number and solvent accessible surface areas (nm2) in the first 
hydration shell around the methylated and nonmethylated DNA in the 12 studied DNA systems 
(A) Total DNA Sequence R. DpnI target sequence BDNF promoter sequence 
Methylation status ✓  ✓  
Natural Coordination 
No. 
289.81 
(±7.29) 
288.02 
(±7.33) 
258.32 
(±6.78) 
 257.4 (±6.71) 
SASA (nm2) 38.31 (±0.45) 38.16 (±0.44) 35.44 (±0.44) 35.20 (±0.44) 
Synthetic  Coordination 
No. 
289.91 
(±7.27) 
289.28 
(±7.41) 
263.70 
(±6.62) 
262.41 (±6.69) 
SASA (nm2) 38.18 (±0.45) 38.03 (±0.47) 35.56 (±0.44) 35.46 (±0.45) 
Z-DNA 
fiber 
Coordination 
No. 
281.18 
(±7.69) 
276.28 
(±7.57) 
269.76 
(±7.98) 
269.82 (±7.43) 
SASA (nm2) 42.81 (±1.19) 41.32 (±1.00) 39.78 (±0.79) 41.27 (±0.96) 
Next, we characterized water ordering in the first hydration shell by computing the 
tetrahedral order parameter. As a reference, we first computed the tetrahedral order 
parameter for a periodic box with around 30000 TIP3P water molecules and obtained 
0.512. In the DNA simulations, water in the first hydration shell had tetrahedral order 
parameters of about 0.40 (R.DpnI) and 0.34 (BDNF), respectively, what is lower 
compared to that for bulk water (figure 3.4). In the context of the natural DNA 
sequences, the values found for the methylated and the non-methylated forms of the 
bases were highly similar. In contrast, figure 3.4 shows that for the synthetic R.DpnI 
target sequence, noticeable deviations were observed at the end of the simulation of 
the nonmethylated form but not the methylated form. Interestingly, in the 
simulations of the synthetic BDNF promoter sequence both methylated and non-
methylated forms gave about 0.04 lower values than observed for the natural 
sequence. Furthermore, waters around the Z-DNA fiber of the R.DpnI target sequence 
showed 0.06 lower values for the tetrahedral order of water in comparison to the B-
DNA fiber form, with a clear deviation for the methylated sequence at the end of the 
simulation. For the BDNF promoter, the tetrahedral order of water around the Z-DNA 
fiber was very similar to that for the synthetic sequences in the B-DNA form. 
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Figure 3.4 The tetrahedral order parameter of water molecules in the first hydration shell of the 
central dinucleotides (A) in the BDNF promoter sequence, and (B) in the R.DpnI target sequence. 
Finally, figure 3.5 illustrates the radial distributions of water oxygens and the Na+ ions 
around the negative phosphate of the total DNA sequence. Na+ ions were observed to 
strongly compete with water molecules for locations in the immediate surrounding 
of the phosphate group of DNA. This tendency was particular pronounced for the Z-
DNA conformation that exposes the charged groups of the DNA backbone to the 
solution more strongly than other DNA conformations. Even at far distances (1.5 nm), 
the ion concentration around Z-DNA is ca. 37% larger than around B-DNA. 
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Figure 3.5 Radial distribution function of water oxygens and Na+ around DNA phosphate groups in 
simulations of naturally occurring sequences studied in the methylated form. See legend for further 
illustration.  
 
3.4 Discussion 
In this study, we performed plain MD simulations and free energy perturbation 
calculations to investigate the relationship between DNA sequence, its methylation 
state, and its hydration properties.  
First, free energy perturbation calculations showed that methylating the hydrophobic 
C5 atom of cytosine leads to more favorable solvation in water. The opposite result 
was obtained when methylating the polar N6 atom of adenine. As a consistency check, 
we performed two sorts of FEP calculations. In the first set, the methyl group was 
mutated to the respective hydrogen bound to the NAB. In the second set, the whole 
NAB was mutated into non-interacting dummy atoms either in the methylated or in 
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the nonmethylated form, and then the difference of solvation free energy was 
computed. Resultant calculated free energy differences obtained from both 
calculation types were nicely consistent. We observed no drastic change in free 
energy perturbation results between the base and nucleotide forms of the nucleic 
acids (data not shown). We acknowledge that the calculated free energy difference 
for mutating cytosine into C5-methylcytosine appears a bit high. Thus, re-
parameterization of the force field according to the strategy described by 
Vanommeslaeghe et al (58) may be warranted. For calibration, it would be desirable 
to determine experimental solvation free energies of methylated nucleic acids.  
Next, a similar set of free energy perturbation calculations was carried out in the 
context of the native or non-native DNA sequence context. Interestingly, we found 
that the native sequences had a strong energetic preference for the methylated forms 
compared to the synthetic sequences what suggests that nature apparently has a 
strong selection for specific DNA sequences to code for methylation. One can expect 
that this preference likely results from cumulative effects of variations in internal 
structural parameters of DNA and according rearrangements of ionic and water 
preferences around the DNA. Furthermore, the Z-DNA conformation showed a 
slightly higher preference for C5-cytosine methylated DNA than for non-methylated 
DNA, but is clearly disfavored for N6-adenine methylated DNA.  
To get further insight into this behavior, we analyzed various water properties 
around DNA using snapshots from plain MD simulations. For example, we analyzed 
the SASA of the methyl groups in the free C5-methylated cytosine, N6-methylated 
adenine, and the 12 studied DNA systems. The SASA of the methyl groups of C5-
methylcytosine in the natural DNA strand was 70% of that when attached to the free 
cytosine in solution. When assuming a proportionality between the degree of solvent-
exposure and the demethylation free energy, this would make up for ~41kcal/mol of 
the computed 66.6 kcal/mol for the free energy of mutating the methylated DNA 
sequence to the non-methylated form. On the other hand, the C5-methyl cytosine 
containing synthetic R.DpnI target sequence showed only a slight decrease in the 
exposed surface area (3%) of the two methyl groups, but the same mutation 
accounted only for 0.05 kcal/mol here. In contrast to cytosine, the methyl groups in 
the N6-methylated adenine of the natural sequence had a clearly smaller degree of 
solvent exposure (only 43% of the SASA computed for a single adenine base in water) 
than cytosine, what may be related to the overall small change of free energy found 
in the FEP calculation. We also noticed a slight decrease in the two methyl surface 
area (~4%) for the synthetic sequences when compared to the natural ones. 
Moreover, a strongly increased exposure of the N6-adenine methyl groups was 
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noticed in the Z-DNA conformation of the R.DpnI target sequence. This likely 
contributes to the lower preference of the N6-adenine-methylated R.DpnI target 
sequence to be in the Z-DNA form than in the B-DNA form. For comparsion, the SASA 
for the C5-cytosine methylated BDNF sequence in Z-DNA conformation was similar 
to the SASA for its B-DNA conformation.   
We suggest that the process of demethylation should be considered as a combined 
process of (a) creating a cavity inside a DNA double strand and (b) of performing the 
demethylation reaction in water. The fraction between both processes can be 
expected to vary depending on the degree of solvent exposure of each base. One 
complication, though, is the fact that non-methylated DNA can of course adopt its 
conformation with respect to the methylated form. Obtaining deeper insights into 
such processes will require investigating more DNA systems in a similar fashion.  
The coordination number of water around the central 10 basepairs in DNA was 
slightly lower in the nonmethylated form than in the methylated form. This decrease 
was nicely consistent with the decrease of the SASA of the 10 basepairs, so that one 
can invoke a good degree of proportionality between the exposed surface of the 10 
base-pairs and the coordination water number. Also, we computed the water density 
in the first hydration shell. We noticed that coordination waters that surround DNA 
have a roughly 25% lower density compared to bulk water.  Not much change in 
density was found when also including the presence of Na+ ions. However, Na+ ions 
per se had an about four times increased molarity in the first hydration shell when 
compared to its bulk characterization that was set to 0.1 M. This reflects the 
competition between the two polar species water and sodium ions for energetically 
favorable positions along the highly negatively charged DNA (figure 3.5).  
Finally, the tetrahedral order parameter of water decreased markedly around DNA 
compared to bulk water (given the same temperature for both simulations). This is a 
typical behavior of hydration water when it is in contact with mostly hydrophobic 
solutes (113). A study performed by Kumar et al showed that the tetrahedral order 
parameter is inversely proportional to temperature (114). Upon increasing the 
average distance between water molecules up to some threshold, the tetrahedral 
order of water first dropped, then increased again to reach a constant plateau at very 
sparse distances (beyond approximately 0.45 nm). Here, all simulations were 
performed at a constant temperature of 310 K. We ascribe the observed lowering of 
the tetrahedral order parameter for water around DNA to its structural adaptation 
and the resulting lower density around the hydrophobic portions of the DNA bases 
and to the high competition with salt ions for energetically favorable positions at the 
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phosphate backbone. Interestingly, the tetrahedral order parameter of water was 
further decreased with respect to the native DNA sequences around the synthetic 
sequences of the BDNF promoter, around the nonmethylated form of the synthetic 
R.DpnI target sequence, and around the Z-DNA form for both biological sequences. 
Since the confinement properties of water molecules around DNA sequences have 
been related to protein-DNA binding processes before (115), such effects may 
contribute to the binding specificity to proteins of particular methylated or non-
methylated DNA sequence motifs, and may favor specific DNA conformations. 
3.5 Conclusion 
MD simulations and free energy perturbation calculations were performed to check 
for differential hydration properties of methylated and nonmethylated forms of DNA, 
for naturally occurring sequences in the B- and Z-DNA forms and for synthetic ones. 
We found that the specific sequence of DNA has a larger effect on the structure of 
nearby than methylation/demethylation of a central base. Hence, the free energy of 
demethylation depends strongly on the sequence content that leads to small, but 
distinct structural variations of DNA and the conformation of coordinating ionic 
water. Methylation and DNA sequence content altogether seem to have substantial 
effects on the properties of water surrounding DNA, so that the specific sequence 
code appears to be tightly coordinated with its respective methylation status.  
  
 
 
  
Chapter 4  
Epigenetic Switching: Transcriptional gene 
regulation with the methyl-CpG binding domain of 
MeCP2 studied in an E. coli-based in vitro 
expression system ** 
** This project described in this chapter was carried out in collaboration with Marc 
Schenkelberger in the group of Prof. Albrecht Ott/chair of experimental biophysics, 
Saarland University. All the experimental part was performed by MS in the Ott group 
(116). Simulations were performed by the author. 
Abstract 
Recent advances in systems biotechnology have led to cell free expression systems 
that not only produce vital proteins but also enable the in vitro study of functional 
molecular scaffolds and their dynamic interaction. Cytosine methylation is a hot spot 
in the epigenetic regulation of eukaryotic gene expression. The human methyl-CpG 
binding domain (MBD) is a master regulator that binds to CpG islands. However, the 
methylation dependent recognition by MBD is still poorly understood. Here we report 
the first MBD CpG ‘epigenetic switch’ in a totally endogenous cell-free expression 
system using the E. coli molecular expression machinery. This is achieved by 
integrating the CpG methylation-binding domain of the human repressor MeCP2 as a 
transcriptional regulator for gene expression with the specific mammalian BDNF 
promoter into the bacterial cell-free extract. We combine our study with molecular 
dynamics simulations for a deeper understanding of the specificity of the epigenetic 
regulation of gene expression by MBD. Plausible conformational changes, including, 
for example, an opening in the B-DNA structure due to the binding of MBD match well 
the mutation effects seen in our experiments.  Simulations at varying ionic strength 
confirm that the selected conditions of the extract are well-suited to study the 
physiologically relevant methylation-dependent binding of MeCP2. Our results 
demonstrate that the molecular cooperative functions of mammalian epigenetic 
transcription regulation can be reproduced in vitro and further investigated on the 
molecular and dynamic levels for a more detailed understanding of MBD:DNA binding 
specificity when compared what can be achieved in an organism.  
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4.1 Introduction 
Escherichia coli cell-free expression systems are widely used in biomedical research 
and in vitro synthetic biology, e.g., for the synthesis of human proteins. The molecular 
machinery present in the cytoplasmic extract performs transcription and translation 
and there is no need to add further enzymes. Compared to in vivo methods, the cell 
free system has the advantage that the experimental conditions, including molecular 
composition and concentration, DNA-sequence, and temperature can be controlled 
very easily. The in vitro system is devoid of the unknowns of an organism, what 
introduces a less complex environment with easily controllable variables. 
Additionally, there is precise knowledge of all transcriptional elements that come into 
play. Shin and colleagues produced a new system that utilizes the endogenous E. coli 
RNA polymerase and sigma factor 70 (117). It presents an important advantage over 
earlier systems using the bacteriophages, including unlocking of transcription 
modularity. The extract produces recombined proteins in the micro molar range in a 
few hours and GFP enables quantitative measurement of the expression levels 
without the need for further protein purification. 
Methylation of DNA is one of the most important modifications of eukaryotic genes. 
It plays an essential role in mammalian gene expression. The enzymatic addition of a 
methyl group to the DNA base cytosine usually takes place at the CpG islands (CGIs), 
a genomic region with a high frequency of CpG dinucleotides. About 40 % of 
mammalian genes contain CGIs in their promoters and exonic regions, whereby 
promoter CGIs are normally unmethylated (92). While cytosine methylation is 
predominant only in eukaryotic genomes, prokaryotes are known to predominantly 
exhibit adenosine methylation. However, a recent study (118) has shown that 
cytosine methylation is associated with stationary phase prokaryotic gene expression 
plus a perceived marginal effect in regulating the exponential growth of bacterial 
cells.  
The human protein MeCP2 belongs to a family of DNA binding proteins that can 
mediate gene silencing by binding specifically to methylated CpG sites and cause 
transcriptional repression. MeCP2 possesses a methyl-binding domain (MBD) that 
directly interacts with the DNA methyl group through strong electrostatic 
interactions (119). For example, MBD shows high affinity for binding to the promoter 
III of the mouse-brain-derived neurodrophic factor (BDNF), which contains a single 
central CpG pair (99),(28),(120),(121).  Recent crystallographic results of Ho and 
colleagues for the MeCP2 protein bound to the methylated BDNF promoter (28) 
showed that binding of MBD to DNA causes a perturbation of the perfect B-DNA form 
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at the bound interface, involving a narrowing of the minor groove at the binding 
interface and a drift from the ideal B-DNA form (28). Khrapunov et al showed that 
solution conditions at physiological or higher salt concentrations are necessary for 
the discrimination by the MBD protein between the mCpG and CpG with high 
specificity (119).  Moreover, it is known (122) that the MeCP2 does not strongly 
recognize specific sequences per se, but rather, it detects the methylation status. Thus, 
hypermethylated promoters are enriched with this protein, whereas the 
nonmethylated promoters are devoid of it.  
Besides the crystallographic evidence, molecular dynamics simulations are becoming 
an accepted technique to reveal the conformational and dynamic characteristics of 
DNA-containing systems. For example, conventional MD simulations and alchemical 
free energy perturbation calculations were conducted by Zou and colleagues (123) 
for the MBD:DNA complex. Thereby they elucidated the beneficial effect of DNA 
methylation on the binding specificity of the MBD:DNA complex by means of 
minimizing the methyl surface area being exposed to the solvent upon binding as well 
as by strengthening the interaction between mDNA and MBD proteins.  
In this work, we investigated the role of the methyl-CpG binding domain of MeCP2 as 
a transcriptional repressor for eukaryotic gene expression with the BDNF promoter. 
To this aim, we used the Escherichia coli cell free expression system with the 
endogenous E. coli RNA polymerase and sigma factor 70 (117). We combined 
experiments with molecular dynamic simulations to study how the binding of the 
methyl-binding domain (MBD) of the MeCP2 protein affects the structure of the wild-
type DNA and several mutant DNA forms that we test. The combined evidence from 
experiment and simulations contribute to a better understanding of the binding 
specificity of MBD:mDNA and the effect of the environmental conditions therein.  
4.2 Methods 
4.2.1 Preparation of the cell free extract 
The BDNF promoter (see table 4.1) was cloned into a plasmid. The methylated 
promoter controled the transcription of a gene that holds the information for the 
enhanced green fluorescent protein (eGFP) and mediated transcriptional repression. 
eGFP is used as a fluorescent reporter for the expression (116). The cell-free 
expression system used in this study was developed by Shin, et al (117). It is a 
modification of the protocol presented by Kigawa et al (124).  
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Table 4.1 DNA sequences of the studied BDNF promoters. All promoters contain a central CpG motif 
(blue), which can either be methylated or unmethylated. In the case of the four mutated versions of 
the BDNF promoter (M1-M4) the red bases indicate the sequence that is mutated compared to the wt. 
Mutants were selected by us.  
Promoter Sequence (5‘-3‘) 
BDNF-wt CTG-GAA-CGG-AAT-TCT-TTC 
BDNF-M1 CTG-GAA-CGC-AAT-TCT-TTC 
BDNF-M2 CTG-GAA-CGG-AGC-CCT-TTC 
BDNF-M3 CTG-GGG-CGG-AAT-TCT-TTC 
BDNF-M4 CTG-GGG-CGG-AGC-CCT-TTC 
 
4.2.2 MD Simulations 
As structural reference for the MeCP2:DNA complex, we used the X-ray structure of 
the BDNF promoter bound to the methyl-binding domain (RCSB:3C2I; (28)). 
The MD simulations were performed with the GROMACS 4.5.5 package (103) using 
the CHARMM27 force field (104) and the TIP3P water model (105). The parameters 
for 5-methyl-cytosine were used as defined in the CHARMM force field. Systems with 
unbound DNA duplex strands or protein:dsDNA complexes were placed in a 
dodecahedral water box of 16 nm box dimensions with 0.10 mol/l (or 0.20 mol/l) of 
KCl or NaCl added, so that the system had an overall zero electrostatic charge. The 
total size of the simulated systems was approximately 56190 atoms for DNA solvated 
in a water box and 56370 atoms for the solvated protein-DNA complex. Periodic 
boundary conditions were employed. Long-ranged Coulombic interactions evaluated 
beyond a cut-off of 13 Å were computed by the particle-mesh Ewald (PME) 
summation method (78). The nonbonded Lennard-Jones interactions were computed 
using a smooth cutoff of 13 Å. The integration time step was set to 1 fs.  
At first, each simulated system was energy-minimized for 50000 steps using the 
steepest descent algorithm followed by a second energy minimization for 10000 
steps using a quasi-Newtonian algorithm with the low-memory Broyden-Fletcher-
Goldfarb-Shanno approach. The tolerance was set to 1.0 kJ mol-1 nm-1. After that, the 
system was heated to 310 K during 4 ps. Then, each system was subjected to 2.0 ns-
equilibration in the NVT ensemble with harmonic restraints applied to all protein and 
DNA heavy atoms. The temperature was kept at 310 K by applying leap-frog 
stochastic dynamics forces (78) with a damping coefficient of 0.1 ps−1. With restraints 
kept, each system was further equilibrated for 0.5 ns in the NPT ensemble, and then 
for another 1.0 ns without restraints. 
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Conventional MD simulations were performed for different systems. These included 
the fully methylated DNA (the wild type), the non-methylated DNA, the mutants 
showing the most significant inhibition (or activation) of the GFP expression in the in 
vitro experiments (namely M2, both in the CpG+ and the CpG- forms), and the Z-DNA 
form of the wild type. Mutations to the wild type and the Z-DNA form of the BDNF 
promoter sequence were generated using the 3DNA package (36,107,125) . All of the 
above simulations were performed in 0.10 M KCl. For the wild type unbound DNA and 
when bound to the MeCP2 protein, additional simulations were conducted in 0.20M 
KCl, 0.10M NaCl, 0.20M NaCl salt conditions; or in a mixed environment of 0.26M KCl 
and 0.15M NaCl (nuclear salt conditions). Simulations were conducted for 100 ns in 
two replicates each. The results of the two replicates were almost indistinguishable. 
Thus the results for the second replicate are only shown in one table, but not in the 
figures. For the computation of RMSF fluctuations, the trajectories of the two 
replicates (100 ns each) were concatenated and fitted to the initial structure.   
The collective variable of handedness was used to describe the dynamics of DNA upon 
MeCP2 binding. It is a good choice for the detection of the B-Z DNA transition, as it 
can be used to introduce the helical twisting of the right-handed B-DNA to the left-
handed Z-DNA. According to the definition by Moradi et al (126), given a set of 
basepairs, starting at basepair n and ending at basepair m; the following sequence of 
atoms is used to describe the collective variable: P1n , P2n, P1n+1, P2n+1,…, P1m, P2m; where 
P1n is the atom starting from the 5’ position in the nth basepair. As such, the sum can 
also be started starting at the 5’ nucleotide triphosphate from the other end. The total 
collective variable of handedness for the DNA strand is thus the polynomial sum of 
the handednesss terms, starting at one phosphorus atom each, and ending three bases 
thereafter (e.g; P1n , P2n, P1n+1, P2n+1 + P2n, P1n+1, P2n+1,P1n+2 +…+ P1m-1, P2m-1,P1m, P2m). 
Thus, the position of these atoms defines the handedness via: 
                                           H(p1p2p3…pn) (pipi+1pi+2pi+3)                          (4.1) 
Given a sequence of points A, B, C, and D; the single handedness term is defined as 
(figure 4.1): 
                                               H(ABCD)=                                          (4.2) 
Where the points define the vectors and . The vector  defines the vector 
matching the midpoints of  and . 
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To address the global effect on DNA handedness, we included a further DNA 
sequence, the (CpG)6 dinucleotide repeat run, for which one can expect an amplified 
effect of the change in handedness during 100 ns of simulations. This sequence was 
studied in the non-methylated form and in the hyper-methylated form where each 
base pair consists of a 5-methyl-cytosine. Hyper-methylated DNA was shown to have 
a high propensity to interconvert between the B-DNA and the Z-DNA forms (96). Both 
sequence types were simulated in the bound and unbound forms. 
 
Figure 4.1 A schematic representation for the collective variable of handedness (126). On the right-
hand side, the figure shows the vectors involved in this definition. P atoms are named in context of 
the residue number and the strand, with P1n,P2n atoms representing the nth basepair P atoms; with 
1 and 2 representing the Watson and Crick strands, running in the 5’→3’ direction,  and the 3’→5’ 
direction, respectively. For the handedness term including the four atoms P1n.P2n.P1n+1P2n+1, 
represented in the (ABCD) order here as well, the vectors connecting the atoms and contributing to 
handedness are defined on the right-hand side, with the blue vector connecting the first two atoms 
and the green vector connecting the second two atoms. The red vector defines the connection 
between the two midpoints connecting either vector, in the given direction. On the left-hand side, 
the definition of handedness is given, in terms of the units vectors of the vectors defined on the right-
hand scheme. Vector multiplication, followed by a dot product is assumed, and the final handedness 
term retrieved. For more details about the definition of the global handedness term in terms of a 
long run of bases, please refer to the text. 
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4.3 Results 
4.3.1 MBD mediated repression of eGFP with the wt version of the BDNF 
promoter 
We studied MBD mediated repression of eGFP as a function of CpG methylation. 
Figure 4.2 shows the repression efficiency of MBD upon binding to the wt version of 
the BDNF promoter. Adding recombined MBD proteins to the reaction led to an 
almost complete repression of eGFP in the case of CpG methylated reporter plasmids 
(no MBD: 23 µM of recombined eGFP, 6 µM of MBD: 0.75 µM of recombined eGFP, 97 
% repression). MBD bound with high specificity to the methylated BDNF promoter. 
On the other hand, in the case of the unmethylated BDNF promoter, the eGFP 
expression was barely modified as a function of MBD concentration (no MBD: 24 µM 
of recombined eGFP, 6 µM of MBD: 20 µM of recombined eGFP, 20 % 
repression)(116). 
 
Figure 4.2 Methylation response of MBD mediated repression of eGFP using the wt of the BDNF 
promoter. The bars refer to the concentration of recombined eGFP as a function of the concentration 
of MBD protein. CpG+ (black) refers to the fully methylated promoter, CpG- to the unmethylated one. 
The concentration of the reporter plasmid pBEST-BDNF-UTR1-eGFP-T500 is 5 nM. The 
concentrations of amino acids, magnesium glutamate and potassium glutamate added to the 
reaction are 0.5 mM, 3 mM, and 50 mM, respectively. For a MBD concentration of about 3-4 µM, eGFP 
is almost completely repressed in the CpG+ case, while the expression level is only remotely 
modified in the CpG- case (116). 
MD simulations of the MBD:DNA complex and the unbound DNA revealed stable 
conformations for methylated and non-methylated DNA (RMSD ~ 2.0 Å from the 
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average structure). The conformational dynamics of DNA bound to MBD was 
analyzed in terms of root mean square fluctuations (RMSF) of the heavy atoms in DNA 
backbone (CpG+ and CpG-) and compared to that of free DNA. Figure 4.3 shows that 
methylated DNA bound to MeCP2 showed the smallest fluctuations, followed by the 
two unbound forms and the nonmethylated DNA bound to MeCP2. In the protein:DNA 
complexes, we observe a reduced BI/BII ratio of the DNA double helix as is often 
found for protein:DNA complexes (figure 4.4). both in the methylated and non-
methylated forms. The density distributions of DNA in the bound and the unbound 
forms are significantly different (KS-test; D of 0.188, p-value < 2.2e-16 in the 
methylated DNA; and D of 0.1651 p-value < 2.2e-16 in the unmethylated DNA).  
 
Figure 4.3 Root mean square fluctuations (RMSF) of the heavy atoms in DNA backbone (CpG+ and 
CpG-), in the free form (green and black, respectively) and after binding to MBD (red and blue, 
respectively). Trajectories of the two replicates (100 ns each) were concatenated and fitted to the 
initial structure.  RMSF results in the figure show that the DNA atoms are stabilized the most in 
terms of the methylated complex when compared to the results of the free DNA and the 
nonmethylated complex. This indicates the significance of the methyl group in stabilizing the bound 
counterparts in the protein:DNA complex. 
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 KS-Test D p-value 
0.1M KCl wild type CpG+ 0.188  < 2.2e-16 
0.1M KCl wild type CpG- 0.165 < 2.2e-16 
 
Figure 4.4 a) Density distribution of the BI ratio in the DNA entities in the wild type (CpG+ and CpG-
; bound and unbound) during 100 ns simulation time. b) the table shows the KS test for the 
difference in the density distribution for the bound vs. the unbound entities. 
 
4.3.2 Sequence mutation of the BDNF promoter 
We tested four mutated versions of the BDNF promoter for the transcriptional 
regulation involving CpG methylation. The sequences of the mutants are listed in 
table 4.1. M1 and M3 were designed to study the influence of mutating the flanking 
bases of the central CpG motif. M2 breaks the run of AT bases adjacent to the CpG 
motif (120). M4 combined the effects for M1, M2 and M3 within one single promoter. 
The central CpG motif of the BDNF promoter was not changed in all four mutants. For 
studying the repression efficiency of MBD in the case of mutants M1-M4, we 
expressed MBD from a plasmid preparation (see table 4.1). This enabled the careful 
evaluation of the interaction between MBD and the mutated BDNF promoters at low 
protein concentration. Mutant 2 showed a lowered expression profile compared to 
the wt version of the BDNF promoter even before binding of MBD (see figure 4.5 and 
figure 4.2 for the cases w/o the addition of MBD protein/plasmid: CpG+/wt: 23 µM, 
CpG+/M2: 8 µM, CpG-/wt: 24 µM, CpG-/M2: 17 µM). Additionally, we observed an 
activator-like behavior of MBD for plasmid concentrations up to 0.5 nM in the case of 
the CpG methylated M2 promoter. In this concentration range, the eGFP expression 
level increased as a function of MBD concentration. However, for concentrations 
between 1 µM and 6 µM of the recombined MBD protein, eGFP was repressed as 
observed for the unmutated BDNF promoter (see figure 4.6). For all other mutants 
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M1, M3, and M4 we found almost identical repression results as observed for the wt 
version of the BDNF promoter (116). 
 
Figure 4.5 Methylation response of MBD mediated repression of eGFP using the mutant 2 of the 
BDNF promoter. The bars refer to the concentration of recombined eGFP as a function of the 
concentration of MBD expressed from the plasmid p15a-OR2-OR1-Pr-UTR1-MBD-T500. CpG+ 
(black) refers to the fully methylated promoter, CpG- to the unmethylated one. The concentration 
of the reporter plasmid pBEST-BDNF-M2-UTR1-eGFP-T500 is 5 nM. The concentrations of amino 
acids, magnesium glutamate and potassium glutamate added to the reaction are 0.5 mM, 3 mM, and 
50 mM, respectively. MBD activates eGFP expression for plasmid concentrations up to 0.5 nM in the 
case of the CpG methylated M2 promoter (116) 
 
 
 
 
Figure 4.6 done by MS 
Same experiment as 
shown in figure 4.5 but 
for the recombined 
version of MBD protein. 
In this case, eGFP is 
repressed as observed 
for the unmutated 
version of the BDNF 
promoter (figure 4.2). 
(116). 
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For wild type and mutant M2, as well as for the wild type DNA under different salt 
conditions and ionic strengths, MD simulations showed that protein binding induced 
a widening of the major groove at the binding interface (from 15 Å to about 20 Å; 
figure 4.7-A). This well-characterized effect of protein binding (127) increased the 
accessibility of the functional groups of DNA and favors specific protein-DNA 
contacts. The 0.1M NaCl environments showed the smallest change.  On the other 
hand, protein binding had no large effect on the width of the minor groove of DNA. 
Most simulations of wild-type CpG+ and CpG- DNA bound to MBD in 0.1M KCl, 0.1M 
NaCl, 0.2M KCl, 0.2M NaCl showed a decrease in the B-fiber ratio during the first half 
of the simulation to a stable conformation with 10-20% lower B-fiber ratio (figure 
4.8-A; KS test of bound vs. unbound forms for the several complexes:0.15 ≤D≤ 0.35, 
p-value < 2.2e-16). For the mutant M2 CpG-, the negative shift in the B-form between 
the unbound and bound states was much smaller than for all other systems (KS test 
of bound vs. unbound forms for mutant M2 CpG-: D = 0.05, p-value = 7.453e-06). 
 
 
Figure 4.7 The width of the major groove at the binding interface. The width of the major groove at 
the binding interface was detected for the bound (dashed lines) and the unbound DNA (solid lines). 
To the left is the timestamp change in groove width during the 100 ns simulation. To the right is the 
density distribution for the range of the widths during the 100 ns simulation time. Upper figure is 
for the effect by the several mutants. The lower one is for the salt effect.  
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The central basepair, namely the 5-methyl-cytosine in the upper strand and the 
adjacent guanine in the lower strand, showed an untwisting of the helix away from 
the perfect B-DNA fiber upon binding of the MeCP2 protein (table 2; figure 4.9). This 
effect was weaker in the surrounding base pairs. The methylated form of the complex 
showed this shift, to smaller handedness values (see figure 4.9), much more strongly 
than in the case of the non-methylated wild-type DNA (KS test: D = 0.78, p-value < 
2.2e-16; for methylated DNA; and D = 0.23, p-value < 2.2e-16, for the non-methylated 
DNA). The negative shift in handedness in the case of the mutant M2 (CpG+ and CpG-
), was quite similar to the effect found for the wild-type DNA CpG+ (the CpG+ with KS 
test: D = 0.81, p-value < 2.2e-16; and the CpG- mutants; D = 0.70, p-value < 2.2e-16; 
respectively; figure 4.9-A). For comparison, changing the sequence content and the 
methylation status in the unbound form apparently had no effect on the handedness 
term in the studied salt ranges (figure 4.9-B). 
 
Table 4.2 Mean (standard error) calculations for the handedness terms in the central dinucleotide 
steps, namely the (36T-7A-35T-85CM) and the (7DA-35DT-85CM-34DG), bound and unbound, under 
different conditions and in replicates during the 100 ns simulations times.  
Handedness in the Central Dinucleotide Steps (100 ns long simulations: Average (SD)) 
 Complexes DNAs 
 Central Step 1 
(36T-7A-35T-
85CM) 
Central Step 2 
(7DA-35DT-85CM-
34DG) 
Central Step 1 
(36T-7A-35T-
85CM) 
Central Step 2 
(7DA-35DT-85CM-
34DG) 
Wild Type 
Methylated 
0.408 (±0.057) 
0.441 (±0.067) 
0.459 (±0.045) 
0.476 (±0.063) 
0.524 (±0.043) 
0.521 (±0.042) 
0.582 (±0.038) 
0.580 (±0.037) 
Mutant 2 
Methylated 
0.402 (±0.052) 
0.403 (±0.052) 
0.462 (±0.038) 
0.462 (±0.038) 
0.523 (±0.042) 
0.522 (±0.044) 
0.579 (±0.041) 
0.576 (±0.042) 
0.1M NaCl 
Methylated 
0.454 (±0.069) 
0.394 (±0.069) 
0.502 (±0.061) 
0.435 (±0.048) 
0.522 (±0.042) 
0.522 (±0.042) 
0.584 (±0.038) 
0.582 (±0.038) 
0.2M KCl 
Methylated 
0.389 (±0.071) 
0.403 (±0.053) 
0.446 (±0.057) 
0.443 (±0.047) 
0.5233 (±0.042) 
0.520 (±0.043) 
0.580 (±0.039) 
0.579 (±0.041) 
0.2M NaCl 
Methylated 
0.395 (±0.058) 
0.405 (±0.064) 
0.439 (±0.047) 
0.458 (±0.046) 
0.525 (±0.042) 
0.516 (±0.042) 
0.584 (±0.038) 
0.581 (±0.038) 
Original (0.1M 
KCL) 
non-methylated 
0.492 (±0.055) 
0.411 (±0.084) 
0.540 (±0.048) 
0.477 (±0.058) 
0.518 (±0.044) 
0.523 (±0.047) 
0.575 (±0.042) 
0.576 (±0.043) 
Mutant 2 
non-methylated 
0.405 (±0.071) 
0.408 (±0.048) 
0.459 (±0.055) 
0.451 (±0.038) 
0.526 (±0.046) 
0.452 (±0.200) 
0.577 (±0.039) 
0.500 (±0.214) 
Z-DNA 
non-methylated 
-0.423 (±0.068) 
-0.257 (±0.080) 
-0.352 (±0.064) 
-0.329 (±0.084) 
-0.599 (±0.059) 
-0.585 (±0.064) 
-0.078 (±0.100) 
-0.097 (±0.099) 
0.26M KCl 
0.15M NaCl 
0.401 (±0.064) 
0.439 (± 0.064) 
0.460 (±0.051) 
0.492 (±0.053) 
0.525 (±0.043) 
0.523 (±0.043) 
0.585 (±0.036) 
0.580 (±0.040) 
(5mCpG)6 0.401 (±0.050) 
0.484 (0.080) 
0.465 (±0.048) 
0.540 (0.064) 
0.519 (±0.046) 
0.526 (±0.043) 
0.587 (±0.036) 
0.592 (±0.030) 
(CpG)6 0.476 (±0.090) 
0.375 (±0.063) 
0.525 (±0.062) 
0.469 (±0.045) 
0.531 (±0.050) 
0.530 (±0.052) 
0.585 (±0.036) 
0.585 (±0.038) 
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       (a) 
 
 
     (b) 
                        (c) 
 D p-value 
0.1M KCl wild type CpG+ 0.3446  < 2.2e-16 
0.1M KCl wild type CpG- 0.2776 < 2.2e-16 
0.1M KCl M2 CpG+ 0.1408 < 2.2e-16 
0.1M KCLl M2 CpG- 0.05 7.45*10-6 
0.2M KCl wild type CpG+ 0.3515 < 2.2e-16 
0.1M NaCl wild type CpG+ 0.2484 < 2.2e-16 
0.2M NaCl wild type CpG+ 0.2462 < 2.2e-16 
 
 
Figure 4.8 Density distribution of the B-DNA strand ratio in the DNA entities during the second half 
of the 100 ns simulations (a) bound and unbound DNA, wild type and mutant M2, CpG+ and CpG-; 
all in 0.10M KCl. (b) bound and unbound DNA, wild type CpG+; under several ionic strengths (0.1M 
KCl, 0.1M NaCl, 0.2MKCl, 0.2M NaCl). Table (c) shows the KS test for the difference in the density 
distribution for the bound vs the unbound entities. 
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As mentioned before, the binding specificity of MBD to methylated vs. unmethylated 
DNA was experimentally shown to depend strongly on the ionic strength of the 
solution (119). In MD simulations of the protein-DNA complexes as well as of 
unbound DNA, we found that K+ ion bound preferentially to the electronegative atoms 
of the bases, whereas Na+ showed a preferential binding to the phosphorus atoms 
(see figure 4.10). An increase in salt concentration and/or changing ion type exerted 
almost no effect on the B-fiber as well as on the handedness (figure 4.9-B) in the 
unbound form. Importantly, the DNA in the bound form showed varied effects on the 
B-fiber ranging from mild (in the presence of NaCl, both 0.1M, KS test: D = 0.248, p-
value < 2.2e-16, and 0.2M concentrations; D = 0.2462, p-value < 2.2e-16), to moderate 
perturbations (0.1M KCl; KS test: D = 0.3446, p-value < 2.2e-16; and 0.2M KCl; KS test: 
D = 0.3515, p-value < 2.2e-16; figure 4.8b).  
 
 
Figure 4.9 The handedness term for (36DT-7DA-35DT-85CM) phosphorus atoms during 100 ns 
simulations. for the (a) bound and unbound DNA, wild type and mutant M2, CpG+ and CpG-; all in 
0.10M KCl; and the (b) bound and unbound DNA, wild type CpG+; under several ionic strengths 
(0.1M KCl, 0.1M NaCl, 0.2MKCl, 0.2M NaCl). For (a-b), the left panel corresponds timestamp change, 
while the right panel corresponds to the density distribution during the 100 ns simulations. 
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Later, we studied the effect of ion type and concentration on handedness. The 
mDNA:MeCP2 complex in 0.1M KCl solution showed a clear negative drift in the 
handedness of the target base pair (with respect to the unbound form) with a 
marginal difference for the higher 0.2M salt concentration (KS test for bound vs 
unbound: D ~ 0.77-0.79, p-value < 2.2e-16 for either ion concentration). In contrast 
to this, increasing the ionic strength for NaCl had a profound effect. As for KCl, 0.1M 
NaCl solution resulted in a negative shift of the bound DNA when compared to the 
non-bound form. Yet, this effect was further induced upon increasing the salt 
concentration (KS test: D = 0.46, p-value < 2.2e-16; for 0.1M NaCl; and D = 0.77, p-
value < 2.2e-16; for 0.2M NaCl) (figure 4.9-B). As mentioned before for the B-ratio, 
the salt type and the ionic strength had no effect on the handedness for free DNA in 
the studied salt ranges (figure 4.9-B). 
 
Figure 4.10 Radial distribution function for the distribution of salt cations around the DNA 
phosphorus atoms and the bases during 100 ns simulation, under different salt conditions  (Na+ and 
K+) and ionic strengths. Figures (a-b) show the density distribution around the surface of the whole 
DNA strand in terms of (a) the surface of phosphorus atoms, and (b) the surface of the bases. Figures 
(c-d) show the density distribution around the surface of the central basepair (85CM-9DG), as of (a) 
the surface of phosphorus atoms in the backbone, and (b) the surface of the bases.  
For completeness, the BDNF promoter was replaced by two DNA sequences that are 
known to easily shift the equilibrium in the forward direction to the Z-form; namely 
the (CpG)6 dinucleotide repeat and the corresponding (5m-CpG)6. The handedness 
_____ Chapter 4 _________________________________________________ Epigenetic Switching _____ 
 
 
 66 
was checked throughout 100 ns simulations for the bound and unbound forms (figure 
4.11).  No transition was seen in the unbound state for the methylated or the non-
methylated DNA. Whereas only a marginal transition (similar to the BDNF promoter) 
was observed for the unmethylated DNA upon MBD binding (date not shown), the 
hyper-methylated form of DNA showed a more prominent two-state transition, which 
spanned several base pairs, (binding interface being step 0) rather than the central 
dinucleotides.  
 
Figure 4.11 Changes in handedness for the (5mCpG)6 in the bound and the unbound forms during 
100 ns simulations depicted over several terms of handedness. On the left hand side, the change in 
handedness is depicted in the binding interface (step 0: here 19DG-6DG-185CM-75CM, step1: 6DG-
185CM-75CM-17DG,…) as well as the surrounding handedness terms during 100 ns simulation. On 
the right-hand side, the density plot is prepared for the whole 100 ns. Colored lines refer to the 
bound form of DNA whereas the gray-scale lines refer to the unbound form. 
     
4.4 Discussion 
In E. coli, methylation of the DNA sequence motif 5’-GATC-3’ by the enzyme 
deoxyadenosine methylase (Dam) plays an important role in the timing of initiation 
of DNA replication, as well as in the coordination of cellular events, DNA mismatch 
repair, and gene regulation (98). However, gene regulation with MBD of MeCP2 and 
the BDNF promoter is a purely eukaryotic transcriptional repression system, 
involving cytosine methylation of the central CpG motif. This sort of methylation is 
foreign to the E. coli strain BL21 used for extract preparation. Consequently, CpG 
methylated DNA can be attacked by the methylation sensitive restriction system mcr, 
which acts as a primitive immune system in bacteria (128). However, no such 
limitations of expression were met in our system due to methylation. This was 
confirmed by comparing the expression of the methylated vs. non-methylated forms 
of the BDNF promoter in a control system, where no MBD binding was induced.  
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We included four mutations into the target DNA sequence and examined them for 
expression efficiency. Three mutants had a broken run of AT bases adjacent to the 
CpG motif. This AT run has been reported essential for DNA binding selectivity of MBD 
(120). The central CpG motif of the BDNF promoter remained unchanged in all three 
mutants. We designed one further mutant to check for the influence of the local 
environment. Here, an mCGG stretch is replaced by a mCGC stretch. We note that the 
mutation effect for the double mutant (M4) shows a lower impact on repression when 
compared to the mutant 2.  
In the MD simulations, MeCP2 binding was found to induce structural transitions of 
the DNA upon binding, such as the BI/BII equilibrium shift and the increased width 
of the major groove. Such transitions were induced more strongly by methylated DNA 
form than by the non-methylated form. For the mutant M2 CpG- the negative shift in 
the B-form from unbound to bound state was much smaller than for all other systems. 
This observation may serve as a likely explanation why in the non-methylated form 
the M2 mutant experimentally induced an activation of protein expression in 
experiment. This mutant also had the lowest mean ratio of the B-fiber (bound and 
unbound) when compared to wild type DNA (CpG+ and CpG-) and, to a lesser extent, 
the mutant M2 GpC+.  This means that the relatively lower B-fiber ratio in M2 (CpG+ 
and CpG-) relative to the lower wild type DNA may also explain why the unbound 
form of M2 showed much lower expression than wild type DNA. With respect to the 
handedness of DNA, the strongest sign of untwisting was seen in the (C5-methylated-
CpG) stretch that is known to induce structural transitions with a lower energy 
barrier. This propensity was followed by the mutant M2, the wild type CpG+, and to a 
lesser extent the wild type CpG- 
Whereas the BDNF promoter was crystallized in conditions where the NaCl 
concentration is close to its physiological value of 0.1 M in the cytosol, both the ion 
type and the ion concentration are predicted to have an impact on the DNA structure 
(129). We note that the physiological condition of the nucleus is ~150 mM of NaCl 
and 260 mM of KCl (130,131) upon studying the salt effect of MBD binding on DNA 
conformation, the increase in salt concentration and/or changing ion type exerted 
almost no effect on the B-fiber in the unbound form. This is in perfect agreement with 
previous simulation studies (129). Radial distribution of the ions around the DNA 
bases and phosphorus corresponded nicely to previous simulations in the unbound 
form. On the other hand, MBD binding induced differential changes in the B-DNA fiber 
and in ion distribution around bases and phosphorus. To the best of our knowledge, 
no such effect of ionic strength and structure of the cation on the complexed DNA 
conformation have been reported before (129). 
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4.5 Conclusion 
In this study, we reported the first human epigenetic switch in bacterial cell-free 
extract. This system provides a simple microenvironment devoid of the complexity of 
the crowding environment of the biological systems. This allows for an easier 
monitoring of biological variables crucial for the specific binding of the MBD:mDNA. 
To this aim, MD simulations revealed structural changes in bound and unbound DNA 
that could be well associated with our experimental findings on DNA mutants and 
methylation specificity as well as with ionic strength effect reported by others. In 
general, we demonstrated that cell-free extracts provide a robust technique for a 
better understanding of the epigenetic modifications caused by DNA-bound protein.  
 
 
 
 
 
 
  
  
  
  
Chapter 5 
Methylation-targeted specificity of the DNA 
binding proteins R.DpnI and MeCP2 studied by 
molecular dynamics simulations 
Abstract 
DNA methylation plays a major role in organismal development and the regulation of 
gene expression. Methylation of cytosine bases and its cellular roles in eukaryotes are 
well established, as well as methylation of adenine bases in bacterial genomes. Here, 
we present results from molecular dynamics simulations, alchemical free energy 
perturbation, and MM-PBSA calculations to explain the specificity of the R.DpnI 
enzyme for binding to adenine-methylated DNA in both its catalytic and winged-helix 
domains. We find that adenine-methylated DNA binds more favorably to the catalytic 
subunit of R.DpnI (-4 kcal/mol) and to the winged-helix domain (-1.6 kcal/mol) than 
unmethylated DNA. In particular, N6-adenine methylation is found to enthalpically 
stabilize binding to R.DpnI. In contrast, C5-cytosine methylation stabilizes binding to 
the MBD domain of the MeCP2 entropically with almost no difference in binding 
enthalpy.  
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5.1 Introduction 
DNA methylation plays a major role in a wide variety of biological processes, 
including the regulation of gene expression and self-recognition. In bacteria, the 
dominant form is N6-adenine methylation that helps in protecting bacteria against 
the invasion by foreign DNA (132). The R.DpnI enzyme (see figure 5.1.A) from 
Streptococcus pneumonia is a type IIE restriction endonuclease that consists of an N-
terminal catalytic domain and a C-terminal winged helix domain (residues 183-254) 
(10). R.DpnI protects the Dam-, R.DpnI+ bacteria against phages that have been 
propagated on Dam+ hosts. Both domains of R.DpnI bind highly specifically to Dam-
methylated (Gm6ATC) sites (133). A recent X-ray structure determined by the 
Bochtler group (134) characterized how the two R.DpnI domains bind to methylated 
DNA. The authors noticed that the presence of the two methyl groups requires a 
deviation from B-DNA conformation to avoid steric conflict. 
C5-cytosine methylation of DNA is one of the crucial epigenetic modifications of 
eukaryotic genes and plays an indispensible role in modulating mammalian gene 
expression. The human protein MeCP2 (see figure 5.1.B) belongs to a highly 
conserved family of DNA binding proteins that can mediate gene silencing by specific 
binding to methylated CpG sites and resulting transcriptional repression. MeCP2 
possesses a hydrophobic methyl-binding domain (MBD) that directly interacts with 
the DNA methyl groups, as an example the promoter III of the mouse-brain-derived 
neurotrophic factor (BDNF; (99). A pioneering X-ray structure of the MBD domain 
bound to methylated DNA revealed that the methyl group of cytosine surprisingly 
 
Figure 5.1 Crystal structures of methylated DNA bound to the restriction enzyme R.DpnI from S. 
aureus and human MeCP2. (A) Winged-helix domain and catalytic domain of R.DpnI, each with N6-
methylated-adenine containing DNAs bound, are colored cyan and green (RCSB PDB code: 4KYW). 
(B) Methyl-binding domain of MeCP2 (dark grey color) bound to DNA containing C5-methylated 
cytosine (hot pink) (RCSB PDB code:3C2I). Figures were generated using PYMOL.  
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contacts a predominantly hydrophilic surface patch on the MBD domain that includes 
tightly bound water molecules (28). 
As mentioned, X-ray crystallography has been instrumental in elucidating structural 
details of how proteins bind to methylated or non-methylated DNA sequences. When 
binding to DNA, proteins generally induce an increase of the width of the major DNA 
groove, so that the functional groups of DNA can access the protein at the binding 
interface more favorably and in a sequence- and methylation- specific context (127). 
Moreover, when proteins bind to their target DNA, they change the equilibrium 
between two alternating conformational states of DNA termed BI and BII that are 
characterized by different positions of the phosphate groups in the DNA backbone 
(35),(22). In the BII conformation, the bases are pushed to the major groove of DNA, 
making them more accessible to the bound protein, and in a specific manner (35). In 
addition to affecting DNA conformation, methylation of DNA may also enhance 
specific binding of proteins via solvent contributions or via specific interactions with 
protein residues (28,135). As it is typically not possible for X-ray crystallography to 
characterize proteins complexed with both methylated or non-methylated forms of 
DNA, there is an important need to apply for molecular modeling and biomolecular 
simulations to unravel the mechanisms behind methylation-specific binding.  
In pioneering work, Zou and colleagues conducted conventional MD simulations and 
alchemical free energy perturbation calculations for the MBD:DNA system involving 
the CpG binding domain of the C5-methylcytosine binding protein MeCP2 (123). They 
emphasized the importance of the structural ‘stair motif’ consisting of mCpG 
dinucleotide interactions with two MBD arginine residue at the protein-binding 
interface for methylation-specific binding.  
Here, we contrast the contribution of C5-cytosine- vs. N6-adenine- methylation to the 
specificity of protein binding. To this aim, we studied the R.DpnI enzyme which binds 
selectively to N6-adenine-methylated DNA and compared it to the MBD:BDNF 
promoter system that binds selectively to C5-cytosine-methylated DNA (28). We 
present results from conventional MD simulations, alchemical free energy 
perturbation and Poisson Boltzmann/ Surface Area (PB/SA) calculations to 
characterize the conformational changes induced in the DNA upon binding to the 
protein and to determine the free energy changes and the corresponding enthalpic 
and entropic contributions for both systems. We performed this study in the 
methylated or in the non-methylated DNA sequence context. 
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5.2 Methods 
5.2.1 MD simulations 
The MD simulations for all systems were performed with the GROMACS 4.5.5 package 
(103) using the CHARMM27 force field (104) and the TIP3P water model (105). Force 
field parameters for methylated adenosine were taken from (91). 
Each unbound DNA or protein:DNA complex of the two R.DpnI systems (catalytic 
domain and winged-helix domain) was placed in a cubic water box of 6.1 or 9.9 nm 
box dimensions with 0.10 mol/l NaCl added. The total size of the simulated R.DpnI 
systems was around 23000 atoms for the unbound DNA systems and around 95400 
atoms for the solvated protein-DNA complexes. The simulations of MeCP2 for the 
unbound DNA and the bound DNA-complex were conducted using a cubic box of 9.3 
nm dimensions, also with 0.10 mol/l NaCl added. The total size of these systems was 
about 56200-56300 atoms. Periodic boundary conditions were employed. Coulombic 
interactions were evaluated using a short-range cut-off of 10 Å and long-range 
interactions were treated by the particle-mesh Ewald (PME) summation method (78). 
The non-bonded Lennard-Jones interactions were computed using a smooth cutoff of 
10 Å. The integration time step was set to 1 fs. The temperature was kept at 310 K by 
applying leap-frog stochastic dynamics forces with a damping coefficient of 0.1 ps−1 
(108). 
At first, each simulated system was energy-minimized for 50000 steps using the 
steepest descent algorithm followed by a second energy minimization for 10000 
steps using a quasi-Newtonian algorithm with the low-memory Broyden-Fletcher-
Goldfarb-Shanno approach. The tolerance was set to 1.0 kJ mol-1 nm-1. After that, the 
system was heated to 310 K during 4 ps. Then, each system was subjected to 1 ns-
equilibration in the NVT ensemble with harmonic restraints applied to all protein and 
DNA atoms using a force constant of 1000 kJ mol-1 nm-2. With restraints kept, each 
system was further equilibrated for 500 ps in the NPT ensemble, and then for another 
500 ps without restraints.  
The apo form of R.DpnI-binding DNA was simulated in the free form started from an 
ideal B-DNA conformation (methylated, nonmethylated and hemimethylated DNA). 
For methylated and nonmethylated DNA, we collected 500 ns of simulations (2 
replicates with 100 ns each, plus 10 shorter replicates with 30 ns each). Simulations 
of the hemi-methylated forms were conducted for 40 ns each. 
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Simulations of the R.DpnI:DNA complexes were based on the recent crystal structure 
of R. DpnI with two strands of N6-adenine-methylated DNA bound to the catalytic and 
the winged-helix domains (134). In the simulations, we simulated the intact R.DpnI 
protein with DNA either bound to the catalytic or to the winged-helix domain. DNA in 
either domain was further mutated into the non-methylated and hemi-methylated 
DNA sequences (both in the sequence context of the proximal and distal methyl 
groups) by replacing the respective methyl groups by hydrogen atoms. For the fully 
methylated and nonmethylated DNA bound to either domain, we collected 500 ns of 
simulations (2 replicates, 100 ns each plus 10 replicates with 30ns each). Simulations 
of the two forms of hemimethylated DNA were conducted for 40 ns, each.   
As structural reference for the simulations of the MeCP2:DNA complex, we used the 
X-ray structure of the BDNF promoter bound to the human methyl-binding domain 
(RCSB:3C2I;  (28). For this system, two replicate simulations were conducted for 100 
ns each for free DNA in the (a) methylated and (b) non-methylated forms, and for 
bound DNA in the (c) methylated and (d) non-methylated forms.  
5.2.2 Free Energy Perturbation 
Alchemical FEP calculations using the Bennett acceptance ratio with error bars (BAR) 
were employed to determine the difference in binding free energy of the R.DpnI–DNA 
complex upon de-methylating 5-adenosine in both DNA strands (75,109). Both in 
unbound DNA and in the protein:DNA complex, the two methyl groups attached to 
adenosine were annihilated in two stages (110), see figure 5.2. In the first stage 
(corresponding to the transition from panel 1→2), the electrostatic interactions of 
each methyl group were switched off in a step-wise manner and its respective charge 
was assigned to the N6 atom. For this, the system Hamiltonian was coupled to a 
coupling parameter λ wherey λ = 0 corresponds to the reference state and λ = 1 to the 
perturbed state. No soft-core potential was used in this step. In the second stage 
(2→3), the atoms of the methyl group were turned into dummy atoms (by switching 
their epsilon and sigma Lennard-Jones parameters to zero). In this stage, a soft core 
potential was used where soft-core alpha was set to 0.5, the soft-core power to 1.0, 
and soft-core sigma to 0.3 (111). To complete the free energy cycle, the ‘dummy’ 
hydrogen atom of the non-methylated adenosine was turned into an interacting 
hydrogen by switching on its Lennard-Jones interactions (stage 3; 4→5), and then the 
electrostatic interactions (stage 4; 5→6). Each of the four stages was decomposed into 
26 intermediates states (Δλ = 0.04). As for the reference state at λ = 0, the simulation 
of each intermediate state started with a double energy minimization, followed by 
equilibration over 1 ns in the NVT ensemble and 500 ps equilibration in the NPT 
ensemble with harmonic restraints, and 500 ps without any restraints. Data was 
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collected during another 1.5 ns for each window. This yields a total simulation time 
of 26 x 3.5 ns = 91 ns for each unidirectional simulation.  
 
Figure 5.2 The free energy cycle describing the perturbation of a single methyl group (1) in the 
system, and replacing it by a hydrogen; first through discharging it (2), followed by switching off its 
LJ interactions (3); and mutation of the non-interacting dummy atoms (4); LJ interactions of the 
corresponding hydrogen are turned on (5), finally the Coulombic interactions of the hydrogen are 
turned on (6).  
 
5.2.3 MM-PBSA energy calculations 
In the MM-PBSA approach (136), the enthalpic contributions to the free energy of 
binding are calculated via: 
H= Ebonded+EvdW+Eelec+EPB+ESA           (5.1) 
where bonded stands for the bonded energy terms (bond lengths, bond angles and 
torsion angles), vdW stands for the van der Waals interactions, and elec for the 
Coulombic interactions. The three terms represent altogether the molecular 
mechanics terms and are computed in the gas phase. SA refers to the surface area 
contribution. PB stands for the solvation free energy computed here with the 
Adaptive Poisson Boltzmann solver (137). The net change in enthalpy upon 
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methylation can be calculated for a single biological entity as follows (with protein 
contribution Hprotein cancelling out): 
∆∆H = ΔHmet.complex - ΔHnm.complex = Hmet.complex– (Hprotein+ Hmet.DNA) - ( Hnm.complex - ( Hprotein+ Hnm.DNA))  (5.2a) 
Here, Hmet.complex belongs to the complex of methylated DNA and protein, Hprotein to 
the unbound protein, and Hmet.DNA (or Hnm.DNA) to unbound methylated (or non-
methylated) DNA.  Since Hprotein cancels out, this simplifies into: 
∆∆H = Hmet.complex- Hnm.complex - (Hmet.DNA +HnmDNA)                    (5.2b) 
We note that this sum is not purely a sum of enthalpic terms, since the PB/SA terms 
are parameterized as solvation free energies. Enthalpy decomposition was performed 
using the amber MMPBSA.py tool (138). The original set of MD simulations was 
performed using GROMACS (as explained before in the MD simulation section), the 
trajectories of several replicates were merged, and the snapshots were superimposed 
on the starting structure. Then we used the package AMBERTOOLS to compute the 
contributions of the individual components to the free energy of binding. For 
consistency, the CHARMM27 force field was also used in the MM-PBSA calculations. 
For this, the topology files were generated with the CHAMBER package available in 
AMBERTOOLS, and applied to the snapshots of the GROMACS MD simulations 
generated with the same CHARMM27 force field (139). Protein structure files (PSF) 
in CHARMM format were provided as an input to the CHAMBER package. 10000 fitted 
PDB snapshots per simulation type were fed as an input to the CPPTRAJ utility in 
AMBERTOOLS, in order to generate the MDCRD trajectories required for the Amber 
package. Both structure file types (PDB and PSF) were processed with the PSFGEN 
plugin in VMD (140,141). Patches and parameters for the nonstandard residue 6MA 
were added to the input topology and parameter files. 
5.2.4 Configurational entropy of DNA and protein 
Characterizing the configurational entropy of flexible solute molecules as studied 
here by molecular simulations is known to require lengthy MD simulations. Thus, we 
performed simulations in several replicates for the apo and the holo forms of DNA 
started from various starting configurations, and then merged the sampled 
conformations to achieve better and faster convergence of the configurational 
entropy. For the B-DNA form of all unbound systems, as well as for the crystal forms 
of the DNA bound to the winged-helix domain and to the catalytic domain, 10 short 
simulations (30 ns each) were merged with 2 longer simulations of 100 ns each. To 
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check for the convergence, we followed the strategy introduced by Domene and co-
workers (142). Snapshots were collected each 5 ps. For the MeCP2 system, we used 
snapshots from two replicate simulations of 100 ns length each.  
The configurational entropy of the complexes, protein and DNA in the methylated and 
non-methylated forms was quantified by the approach of Schlitter (82). Entropy 
differences due to methylation were computed as follows: 
∆∆S=ΔSmet.complex -ΔSnm.complex = Smet.complex-Snm.complex - ( Sprotein+Smet.DNA – (Sprotein+SnmDNA))                   (5.3a) 
∆∆S=ΔSmet.complex -ΔSnm.complex = Smet.complex-Snm.complex - (Smet.DNA –SnmDNA)                 (5.3b) 
These contributions were computed for the individual proteins and DNA as well as 
for the formed complexes. 
5.3 Results 
In this study, we present results from molecular dynamics simulations to determine 
structural and energetic characteristics that mediate the specific binding of the 
bacterial R.DpnI and mammalian MeCP2 proteins to DNA strands carrying either 
methylated or non-methylated adenine or cytosine bases. For the three studied 
systems, we found that the DNA structure was well maintained in all simulations with 
an upper RMSD of 3 Å and an average RMSD of 1.5 Å during MD simulations of 100 ns 
duration.  
5.3.1 Structural adaptation of DNA upon binding 
The width of the major groove of DNA is known to have an important effect on the 
specificity of protein:DNA binding. . Figure 5.3A shows the major groove width in the 
dinucleotide step at the binding interface for the R.DpnI simulations (both in the 
complexes and in the unbound DNA); figure 5.3B that for the MeCP2 simulations. Both 
unmethylated DNA strains (solid blue lines in 2A and 2B) gave a clear peak around 
15.5 Å. The major groove width with methylated cytosine is a bit narrower (16.0 Å, 
solid red, 2B) than with the methylated adenosine (17.0 Å; solid red- 2A). The protein-
DNA complexes always showed an opening of the major groove. This tendency was 
stronger in the winged helix domain of R.DpnI (22.0 Å) than in the catalytic domain 
(19.0 Å). Methylated DNA bound to proteins generally gave narrower-peaked 
distance profiles compared to the more ‘floppy’ non-methylated form. MeCP2-bound 
_____ Chapter 5 ________ Methylation Targeted Specificity of DNA Binding Proteins_____ 
 
 
 79 
DNA also showed a very clear opening transition. We did not observe contacts 
between prote-in and the DNA minor groove.  
 
Figure 5.3 Width of the major groove in (A) an ensemble from 500 ns of simulations (merged 
trajectories) of the R.DpnI system; methylated and non-methylated; and (B) in an ensemble from 
200 ns of simulations (merged trajectories) for the MeCP2 system. For this figure, figures 5.4 and 
5.11, the same ensembles were used to compute the frequency distributions.  
Next, we checked the BI ratio of the DNA strands (see figure 5.4). In the BI 
conformation, the difference between the two torsion angles ɛ (C4'-C3'-03'-P) and ζ 
(C3'-03'-P-05') is about -90o, and is about +90o in the BII form (34). Importantly, the 
phosphate position in the BI conformation is symmetric with respect to the minor and 
the major grooves, whereas the BII conformation shifts the phosphates to the minor 
groove. We found that the unmethylated R.DpnI-binding sequence adopted a slightly 
smaller BI ratio in solution (0.88) than the MeCP2-binding sequence (0.92). In both 
cases, methylation of adenosine or cytosine hardly induced any changes in solution. 
In the complexes, the BI/BII equilibrium was shifted to smaller values indicating a 
higher proportion of the BII conformation with better accessible nucleic bases (see 
introduction). Upon binding to MeCP2, the change is rather small (0.02-0.03). Upon 
binding to R.DpnI, bimodal distributions were observed with peaks near 0.88 and 
near 0.84. When complexed either to the catalytic or to the winged-helix domains, N6-
methylated adenine increased the occupancy of the 0.84 peak.  
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Figure 5.4 BI ratio in (A) the bound and unbound forms of DNA in the R.DpnI systems and in (B) 
the bound and unbound forms of DNA in the MBD:DNA system. 
Investigating the DNA structure in the bound and unbound conformations (Table 5.1) 
in terms of the well-known basepair steps (rise, roll, shift, slide, tilt, and twist) 
revealed a certain structural strain in the DNA bound to the catalytic domain of 
R.DpnI and when bound to the MBD protein. These deformations were smaller in 
complexes with the winged-helix domain of R.DpnI.  
Table 5.1 Basepair step parameters for the whole DNA. Statistically significant changes between the 
bound and the unbound forms are marked in bold (t-test p-value<0.05) 
(A) Bound  Methylation 
status 
Rise (Å) Roll (ο) Shift (Å) Slide (Å) Tilt (ο) Twist (ο) 
R. dpnIcat Yes 3.45 
(0.15) 
4.8 (2.6) -0.10 
(0.25) 
-0.20 
(0.6) 
-0.9 
(2.3) 
31.2 
(2.5) 
No 3.45 
(0.2) 
3.1 (2.5) 0.18 
(0.18) 
-0.05 
(0.5) 
0.2 (1.9) 32.8 
(3.0) 
R.dpnIwinged Yes 3.42 
(0.05) 
2.8 (2.0) 0.01 
(0.12) 
-0.3 
(0.25) 
-0.1 (1.1) 33.1 
(1.2) 
No 3.42 
(0.15) 
2.8 (1.9) -0.1 
(0.18) 
-0.25 
(0.25) 
-0.6 
(1.5) 
32.8 
(2.8) 
MeCP2 Yes 3.36  
(0.05) 
5.0 (1.5) 0.05 
(0.08) 
-0.1 
(0.25) 
0.25 
(0.75) 
34.4 
(2.1) 
No 3.35 
(0.05) 
5.3 (1.5) 0.05 
(0.08) 
-0.1 
(0.25) 
0.25 
(0.75) 
34.3 
(2.0) 
 
(B) 
Unbound 
Methylation 
state 
Rise (Å) Roll (ο) Shift (Å) Slide (Å) Tilt (ο) Twist (ο) 
R. dpnIB-
DNA 
Yes 3.34 
(0.05) 
5.7 (2.1) 0.01 
(0.12) 
-0.13 
(0.3) 
0.0 (1.1) 33.8 
(1.2) 
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No 3.38 
(0.05) 
5.8 (2.1) -0.01 
(0.12) 
-0.25 
(0.13) 
0.0 (1.1) 33.9 
(1.3) 
MeCP2B-
DNA 
Yes 3.33 
(0.03) 
5.5 (1.5) 0.05 
(0.07) 
-0.02 
(0.15) 
0.25 
(0.75) 
34.8 
(1.2) 
No 3.32 
(0.03) 
5.5 (1.5) 0.05 
(0.07) 
-0.02 
(0.15) 
0.25 
(0.75) 
34.8 
(1.3) 
 
5.3.2 Methyl-methyl proximity effects on methylation specific binding 
DNA is fully methylated in the crystal structure of the R.DpnI enzyme so that the two 
N6-adenine methyl groups are tightly packed against each other. According to figure 
5.5, the methyl-methyl distance is only slightly larger than the sum of their van der 
Waals radii (2.0 Å + 2.0 Å = 4.0 Å; (143) in the X-ray structure of the catalytic domain 
of R.DpnI and in a methylated perfect B-DNA fiber, generated for the GATC sequence 
with the 3DNA program and default parameters (36). When bound to the winged-
helix domain, this distance is about 4.5 Å in the X-ray structure. We reasoned that 
interactions between the methyl groups could on one hand promote a ‘shielding 
effect’ of the hydrophobic methyl group (see below). On the other hand, close contacts 
could reduce the conformational flexibility of DNA in solution, and thus lower its 
conformational entropy (134). To find out whether this is the case, we 
computationally grafted trans methyl groups on the N6 atoms of the adenines in the 
A:T dinucleotide steps in the MD snapshots (fitted to the conformation of the 
methylated form of the crystal DNA). For unbound DNA simulated in the non-
methylated form, grafting showed that the methyl groups were indeed too close (3.4 
Å). However, grafts applied to MD snapshots of nonmethylated DNA bound to the 
winged-helix domain of DNA gave fluctuations around an average distance of 4.0 Å, 
what is an acceptable value (see above). For the nonmethylated DNA bound to the 
catalytic domain, however, this was not the case. Here, the grafts applied to DNA 
showed a minimum distance of 3.0 Å and equilibrated around this value. For the 
MBD:meDNA complex, the distance between the two methyl groups in the C5-
methylcytosines in the methylated complex (8.0 Å) was much larger than the sum of 
the van der Waals radii. Therefore, there appears no risk of entropic restraints in 
terms of the binding specificity of 5mC.  
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Figure 5.5 Carbon-carbon distance of the methyl groups in the N6-methyladenine of DNA in the 
free form and in complex with R.DpnI catalytic or winged helix domain during the first 40 ns of the 
MD simulations. 
N6-methyladenosine can adopt both the “cis” and the “trans” isomers. Here, only the 
planar ‘trans’ conformation was observed in the MD simulation runs for the fully and 
hemi–methylated Gm6ATC target sequence (figure 5.6). When complexed to R.DpnI, 
water molecules around the N6 adenine atoms were displaced, both in the case of 
methylated and the unmethylated DNA (figure 5.7). Water displacement was more 
pronounced for the winged-helix domain than for the catalytic domain. In contrast, 
figure 5.8 shows that very few water molecules were displaced with respect to the 
C5-C5M plane connecting the C5-methylated cytosine.  
 
Figure 5.6 Density (frequency) distribution of the torsion angle defined by atoms C1−N6−C6−N1 
during the 40 ns long MD simulations of methylated/hemimethylated DNA bound to R.DpnI: (A) 
unbound and (B-C) bound states (catalytic and winged helix domains, respectively). The 180° angle 
corresponds to the trans conformation of the methyl group. 
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Figure 5.7 Radial distribution plot of water molecules around the hypothetical surface of the two 
N6-amino/methylamino groups in DNA: (A-C) the expected value (EV) for the distribution of the 
number of water molecules within 0.13 to 0.3 nm distance from the surface during the 100 ns long 
MD simulations of methylated, hemimethylated and non-methylated DNA:R.DpnI complexes (B-C); 
as well as the respective unbound DNAs (A).  
  
 
 
Figure 5.8 The expected value 
for the distribution of the 
number of water molecules 
within 0.13 to 0.3 nm distance 
from the surface during the 
100 ns long MD simulations of 
methylated and non-
methylated DNA:MBD 
complexes and DNA. 
5.3.3 Methyl groups energetically stabilize complexes of DNA with the 
catalytic and winged-helix domains of R.DpnI 
The ΔΔG contribution of DNA methylation to R.DpnI binding was quantified using 
alchemical free energy perturbation calculations and a thermodynamic cycle (figure 
5.9). For this, we transformed the methyl groups on the proximal and distal strands 
of fully methylated DNA, or the respective hydrogen atoms in the non-methylated 
form of DNA from a fully interacting state to a dummy state (figure 5.2). This was 
done in solution as well as in the complexes with the catalytic and the winged-helix 
domains of R.DpnI.  
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Figure 5.9 Free energy cycle of the ‘double’ 
perturbation process, where the process described in 
figure 5.2 is conducted in two different systems (bound 
and unbound DNA) to compute the contribution of 
methylation to protein binding to the modified DNA.  
During the free energy calculations for the DNA:R.DpnI complex with DNA either 
bound to the catalytic or the winged-helix domains, the protein conformation was 
well maintained. During all stages and windows, the RMSD values between final and 
starting conformations were between 0.2 and 0.4 nm, which are typical values in MD 
simulations of proteins. In addition, DNA conformations were well preserved 
throughout all simulation windows of the discharging step. However, in the last 
windows of the stages where the LJ potential was turned off (between λ = 0.96 and 
1.00, during both the perturbations of the methyl species as well as the replacing 
hydrogens), the DNA unwound and dissociated from the complex. As the structural 
transition happened both in the presence and absence of protein, and as most of the 
free energy change occurs for initial values of λ ≤ 0.8 (see figure 5.10), the computed 
free energy differences should be almost unaffected. This unexpected computational 
result is consistent with the biochemically observed low affinity of unmethylated DNA 
to the catalytic domain (10). Figure 5.10 shows that the cumulative changes in free 
energy as a function of λ, during the van der Waals elimination step and the 
discharging step, were quite smooth.  
 
Figure 5.10 Cumulative ∆G during the four stages of the free energy perturbation calculations as a 
function of the coupling parameter λ (A-D) the bound forms in the catalytic domain as well as the 
corresponding unbound DNA structure, and (E-H) the bound forms in the winged-helix domain as well 
as the corresponding unbound DNA structure. 
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Table 5.2 shows the free energy changes (ΔG) with standard error for the individual 
annihilation processes for the protein-DNA complexes and the unbound DNAs. For 
unbound DNA started in the conformation extracted from the complex with the 
catalytic domain of R.DpnI, mutating the N6-adenine-methylated DNA to non-
methylated DNA (ΔG1) gave a favorable free energy change of ΔG1 of -3.70 (±0.22) 
kcal/mol (Table 5.2A). Mutating methylated DNA bound to the catalytic domain into 
its non-methylated counterpart (ΔG2) gave a slightly unfavorable free energy 
difference of ΔG2 of 0.35 (±0.68) kcal/mol. Hence, the total cycle ΔG1 - ΔG2 adds up to 
ΔΔG of -4.05 (±0.71) kcal/mol meaning that N6-adenine-methylated DNA binds more 
strongly to the catalytic domain of the R.DpnI protein by this amount than 
unmethylated DNA.  
Table 5.2B shows the free energy changes (ΔG) with standard error for the same 
annihilation processes in the winged-helix domain-DNA complexes and the unbound 
DNAs. Here, the free energy calculations were started from the final conformations of 
the protein-DNA complex after 100 ns of plain MD simulations. Mutating the 
methylated DNA in water to non-methylated DNA (ΔG1) gave an unfavorable free 
energy change of ΔG1 = 2.85 (±0.40) kcal/mol. On the other hand, mutating the 
methylated DNA bound to the winged-helix domain of R.DpnI into the non-
methylated counterpart (ΔG2) gave an unfavorable free energy difference of ΔG2 = 
4.17 (±0.29) kcal/mol. Hence, the total cycle ΔG1 - ΔG2 adds up to ΔΔG = -1.32 (±0.34) 
kcal/mol suggesting that methylated DNA binds more strongly to the winged-helix 
domain of the DPNI protein by this amount than unmethylated DNA, given the initial 
state of the DNA and the protein.   
Table 5.2 Thermodynamic cycle to compute the contribution of adenine methylation to the binding 
free energy of DNA to the catalytic and the winged-helix subunits of the R.DpnI protein. Values are in 
units of kcal/mol. 
(A) Catalytic Domain ΔGdischarging ΔGturning LJ off ΔGtotal 
met. DNA – DANN -3.47 (±0.11) -0.23 (±0.18) -3.70 (±0.22) 
met. Complex – Complex 24.25 (±0.58) -23.9 (±0.36)  0.35 (±0.68) 
ΔΔG= -4.05 (±0.71) 
 
(B) Winged-helix domain ΔGdischarging ΔGturning LJ off ΔGtotal 
met. DNA – DNA 2.76 (±0.44) 0.09 (±0.36) 2.85 (±0.40) 
met. Complex - Complex 13.66 (±0.11) -9.49 (±0.39) 4.17 (±0.29) 
ΔΔG= -1.32 (±0.34) 
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5.3.4 Enthalpic contribution to the binding free energy  
Using the MM-PBSA approach (one trajectory method), we characterized the 
enthalpic contribution of N6-adenine methylation to the binding affinity toward both 
domains of the R.DpnI enzyme. For comparison, we also computed the enthalpic 
contribution of C5-cytosine methylation to the binding to the MeCP2 protein. Using 
eq. (2), the MM-PBSA calculations with an internal dielectric of 4 showed that 
adenosine methylation enthalpically favors binding to the winged-helix domain by -
11.01 kcal/mol, and by -9.34 kcal/mol to the catalytic domain. In contrast, the 
calculations showed that C5-cytosine methylation slightly destabilizes the complex 
with MeCP2 enthalpically by 0.76 kcal/mol (Table 5.3).  
Table 5.3 Enthalpic contribution of methylation to the binding energies (Mean (Std. err. of mean) 
kcal/mol) using the MM-PBSA approach. The internal dielectric constant was set to 4.  
 
 
 
 
 
 
 
 
 
 
5.3.5 Entropic contribution to the free energy of binding 
The configurational entropy of DNA was quantified from MD snapshots of the 
concatenated sets of 0.5 μs long simulations (R.DpnI) or 0.2 μs (MeCP2), respectively, 
using the Schlitter method implemented in GROMACS (Schlitter, 1993). The 
simulations of unbound methylated and non-methylated DNA sequences were 
 DNA:R.DpnIcat DNA:R.DpnIwinged DNA-MBD 
nmDNA 
HVDWAALS 
HEEL 
EPB  
ENPOLAR    
EDISPER 
ΔHgas 
ΔHsolv  
ΔHTOTAL  
 
-134.90(0.10) 
-748.37(0.30) 
752.39(0.25) 
-92.03(0.06) 
225.55(0.09) 
-883.27(0.31) 
885.91(0.26) 
2.64 (0.12)  
 
-103.08 (0.10) 
-685.60 (0.22) 
662.19 (0.21) 
-67.72 (0.05) 
167.47 (0.12) 
-788.68 (0.24) 
761.93 (0.24) 
-26.74 (0.06) 
 
-77.92 (0.11) 
-986.21 (0.51) 
942.41 (0.48) 
-61.70 (0.07) 
150.59 (0.15) 
-1064.13 (0.57) 
1031.31 (0.53) 
-32.82 (0.07) 
mDNA 
HVDWAALS 
HEEL 
EPB  
ENPOLAR   
EDISPER 
ΔHgas 
ΔHsolv  
ΔHTOTAL 
 
-137.40(0.10) 
-760.59(0.27) 
757.76(0.24) 
-91.86 (0.06) 
225.40 (0.11) 
-898.00 (0.28) 
891.30 (0.27) 
-6.70 (0.09) 
 
-104.72 (0.12) 
-697.71 (0.33) 
670.52 (0.31) 
-66.75 (0.07) 
160.91 (0.16) 
-802.43 (0.36) 
764.68 (0.33) 
-37.75 (0.06)  
 
 
-74.49 (0.08) 
-931.54 (0.40) 
891.30 (0.36) 
-59.36 (0.05) 
141.94 (0.10) 
-1006.03 (0.44) 
973.8731 (0.40) 
-32.16 (0.07)  
∆∆HmDNA-nmDNA -9.34 (0.11) -11.01 (0.06) 0.66 (0.07) 
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started from perfect B-DNA conformations. The computed configurational entropies 
are listed in table 5.4 (see also figure 5.11). When considering both protein and DNA, 
N6-methylation of adenine gave an unfavorable entropic contribution of -17.33 
kcal/mol for binding to the catalytic subunit of R.DpnI. When separately considering 
DNA and protein, both gave a negative contribution each (-5.95, -13.9 respectively). 
The situation is very different for binding to the winged-helix domain of R.DpnI. Here, 
we noticed a strong entropic decrease in the DNA, but this was completely offset by a 
positive contribution of the protein. Overall, methylation was predicted to give a 
slightly favorable entropic contribution of 2.46 kcal/mol. The case is again different 
for the 5C-meDNA:MBD system. Here, almost no change is found in DNA alone, 
whereas the protein shows a clearly lowered entropy when bound to methylated 
DNA. Interestingly, the entropy computed for the full protein:DNA system is higher 
for methylated DNA than for non-methylated DNA (9.54 kcal/mol). This reflects the 
important role of the relative mobility of protein and DNA that is not considered when 
treating the binding partners individually.  
Table 5.4 Partial entropic contribution of methylation to the binding energies (TS ’kcal/mol’) using 
the Schlitter formula at a temperature of 310 K. The entropy was calculated for (A) protein and DNA, 
(B) DNA alone, (C) proteins alone (only in the bound form) 
(A) CATALYTIC DOMAIN OF 
R.DPNI 
WINGED-HELIX DOMAIN OF 
R.DPNI 
MBD:DNA 
TOTAL 
ENTROPY 
DNA 
free 
DNA-
Protein 
Difference DNA 
free 
DNA-
Protein 
Difference DNA 
free 
DNA-
Protein 
Difference 
nmDNA 237.80 1940.32 1702.52 237.80 1916.75 1678.95 369.79 1051.44 681.85 
mDNA 236.01 1921.20 1685.19 236.01 1917.42 1681.41 368.05 1059.44 691.39 
T∆SMDNA-
NMDNA 
-17.33 2.46 9.54 
 
(B) CATALYTIC DOMAIN OF 
R.DPNI 
WINGED-HELIX DOMAIN OF 
R.DPNI 
MBD:DNA 
DNA 
Contribution 
DNA 
free 
DNA in 
Complex 
Difference DNA 
free 
DNA in 
Complex 
Difference DNA 
free 
DNA in 
Complex 
Difference 
nmDNA 237.80 244.01 6.21 237.80 222.27 -15.53 369.79 365.79 -4.00 
mDNA 236.01 236.27 0.26 236.01 198.05 -37.96 368.05 364.52 -3.53 
T∆SmDNA-
nmDNA 
-5.95 -22.43 0.47 
 
(C) 
PROTEIN CONTRIBUTION 
CATALYTIC DOMAIN  
OF R.DPNI 
WINGED-
HELIX  
DOMAIN OF 
R.DPNI 
MBD:DNA 
Protein bound to nmDNA 1718.04 1690.33 480.19 
Protein bound to mDNA 1704.11  1714.19 464.78 
T∆SmDNA-nmDNA -13.93 23.86 -15.41 
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Figure 5.11 Convergence of the 
configurational entropy (TS) 
computed with the Schlitter method 
from the merged trajectories, (A) in 
the catalytic domain, and (B) in the 
winged-helix domain of the 
R.DpnI:DNA system, (C) in the 
DNA:MBD system. 
  
5.4 Discussion    
Previous authors have pointed out the challenge in explaining binding selectivity of 
proteins to methylated DNA (123,134). In fact, there may exist alternative 
mechanisms (134) that apply to different proteins as well as DNA methylation states, 
involving e.g. CH···O hydrogen-bonding interactions (135), cation–π interactions, e.g. 
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between Arginine residues and cytosine bases (123) and solvation/desolvation 
effects (28,144). In this study, we employed conventional MD simulations and free 
energy perturbation to unravel structural and energetic parameters that may explain 
the advantageous specific binding of methylated DNA to the two domains of the 
R.DpnI protein and to the MBD domain of the MeCP2 protein over the non-methylated 
DNA forms. 
As is commonly observed upon protein:DNA association (145), both binding of 
methylated and non-methylated DNA to proteins was accompanied by an increased 
width of the major groove and a shift of the BI/BII equilibrium to smaller values.  
Due to the hydrophobic nature of the methyl groups, one may suspect that 
desolvation of N6-methyladenosine is energetically favored over desolvation of 
adenosine. In a recent computational study (91), we found, however, that a single 
unmethylated N base has a very similar solvation free energy as a single N6-
methylated adenine base. In contrast, the C5-methylated form of cytosine is strongly 
favored over the unmethylated form in water (reflected by a 26.7 kcal/mol difference 
in solvation free energy). Note that these numbers refer to single bases.  
In the context of the DNA strand, steric shielding reduced the solvent accessible 
surface of a methyl group attached to adenine from an average of 65Å2 to a range of 
28-38Å2 (see figure 5.12). Upon protein binding, the total solvent-exposed surface 
area of the methyl groups was reduced to only about 3Å2 (~11% of the exposed 
surface for free DNA). The process of water displacement involved more waters for 
the winged-helix domain, so that their release into the bulk solvent should be 
entropically favorable, as previously reported (80). The SASA contribution was also 
calculated for the C5-methylated cytosine upon integration of the C5-methylated 
cytosine in the BDNF promoter, and further in the BDNF:MBD complex (figure 5.13). 
The methyl group in free C5-methylcytosine had a total solvent-exposed area of 55Å2, 
what reduced to about 35-40 Å2 when integrated in the DNA strand. In the complex 
with MBD, the SASA surface was about 10-15 Å2 (~25-30% of the exposed surface for 
free DNA). This suggests that the shielding of C5-methylated cytosine likely plays a 
smaller role for the binding specificity than for N6-methylated adenine. 
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Figure 5.12 Solvent Accessible Surface Area 
(SASA) for the methyl group of the 6-
methyladenine during the first 40 ns long MD 
simulations. The plot shows the methyl group; 
(A) in the fully methylated or hemimethylated 
DNA in the unbound DNA sequence of the R.DpnI 
bound form; and (B) in the respective complex 
with R.DpnI catalytic domain or (C) winged-
helix domain SASA.  
According to a previous study of Zou et al for the MBD:DNA system, the C5-
methylation of cytosine contributes about -1.2 kcal/mol of preferential binding free 
energy to the interaction between methylated DNA and the MBD domain (123). 
Similar free energy perturbation performed by us showed that N6-adenine-
methylated DNA favored binding to the catalytic domain of the R.DpnI protein by a 
slightly larger amount (-4.05±0.7 kcal/mol). These results are consistent with 
experimental findings that non-methylated DNA shows at most weak binding to the 
catalytic subunit (10). N6-methylation of adenine also gave a favourable contribution 
for binding to the winged-helix domain (-1.32±0.34 kcal/mol).  
 
Figure 5.13 Solvent Accessible Surface Area (SASA) for the methyl group of the C5-methylcytosine 
in the MBD:DNA complex (100 ns simulations) and in the unbound state. 
Computational modelling is also able to address individual contributions to the 
binding free energy. Here, we employed MM-PBSA calculations to compute the 
differential effect of adenine and cytosine methylation to the binding enthalpy. We 
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found that N6-adenine-methylation favors binding to the R.dpnI winged-helix domain 
by -11.01 kcal/mol, and to the R.dpnI catalytic domain by -9.34 kcal/mol. This 
comparably large favorable enthalpic contribution cannot be attributed alone to non-
bonded interactions between the two N6-adenine methyl-groups and protein 
residues. An important role is likely also played by the different conformational 
adaptation by DNA to the protein domains between methylated and non-methylated 
DNA. In addition, one needs to remember that we refer to differences in binding 
enthalpies between the solvated and bound states, so that one always needs to 
consider the unbound state as well. Zou and colleagues have discussed for the Mecp2 
system that classical force-field are likely not able to capture well the characteristic 
cation-pi interactions formed between arginine residues of the MBD domain and 
nucleic basis (123). Omission of these apparently important effects may explain why 
the difference in binding enthalpy computed was slightly unfavorable in our study.   
Next, the Schlitter formula was used to extract configurational entropies of protein 
and DNA from the co-variances observed in plain MD simulations. In all the species 
studied here, free DNA had lower entropies in the methylated form than in the non-
methylated form.  
An experimental study by Jen-Jacobson and colleagues characterized the enthalpic 
and entropic contributions to the binding of several protein:DNA complexes (80). The 
authors observed an isothermal entropic-enthalpic compensation for the different 
systems. A similar case was observed here for DNA binding to the winged-helix 
domain of R.DpnI where a strong decrease in the conformational entropy of DNA was 
fully compensated by a corresponding gain in conformational entropy of the protein. 
On the other hand, N6-adenine methylation disfavored binding to the catalytic 
subunit of R.DpnI entropically, whereas C5-cytosine methylation had an entropically 
favorable effect on the interaction of the MBD:DNA complex.  
5.5 Conclusion 
DNA methylation of specific DNA regions is a targeting signal for particular proteins 
such as e.g. transcription factors. According to our findings, specific binding to N6-
adenine-methylated or C5-cytosine-methylated DNA is achieved through structural 
adaptation in DNA and protein on the one hand, and through the combined effects of 
more favorable binding enthalpies and modulation of the conformational entropy, on 
the other hand. For the R.DpnI system, a favorable enthalpic contribution seems to 
plays a major role in favoring binding of methylated DNA over the non-methylated 
DNA. In contrast, specific binding of C5-cytosine-methylated DNA to the MBD domain 
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of the Mecp2 protein appears to be predominately stabilized by a favorable entropic 
contribution due to the concerted dynamics of protein and DNA. It remains to be 
studied whether these characteristics are intrinsic properties of the systems 
investigated here or whether they transfer to other systems and are, thus, general 
principles of N6-adenine vs. C5-cytosine methylation.  
 
 
 
 
 
 
 
  
  
 
  
  
Chapter 6 
Cross-talk between intragenic epigenetic 
modifications and exon usage across 
developmental stages of human cells * 
*The results of this chapter were jointly obtained by Mr. Ahmad Barghash 
and the author. The main contribution of Mr. Barghash was late normalization and preparing 
data in tables, calculation of correlation and production of most figures. The main 
contribution of the author was data retrieval, establishing early calculations and data 
preprocessing, calculation of read count on the exon level, annotating genes according to exon 
count and early normalization stages. Results were jointly analyzed. 
Abstract 
Differential exon usage has been reported to affect the large majority of genes in 
mammalian genomes. It has been shown that different splice forms sometimes have 
distinctly different protein function. Here, we present an analysis of the Human 
Epigenome Atlas (version 8) to connect the differential usage of exons in various 
developmental stages of human cells/tissues to differential epigenetic modifications 
at the exon level. We found that the differential incidence of protein isoforms across 
developmental stages is often associated with changes in histone marks as well as 
changes in DNA methylation in the gene body or the promoter region. Many of the 
genes that are differentially regulated at the exon level were found to be associated 
with development and metabolism. 
Summary 
Differential exon usage is a mechanism used by complex organisms to increase the 
usability of the gene-coding regions, so that several different proteins are expressed 
from the same chromosomal position. Epigenetics studies inherited modifications to 
genes that do not belong to the raw DNA sequence, but nevertheless modulate gene 
expression. Epigenetics is well-associated with alternative splicing in the gene body, 
but the connection to distinct developmental stages has not been addressed so far. 
Here we show that a sizeable number of genes that are essential for development 
show strong associations between differential exon usage and epigenetic 
modifications.  
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6.1 Introduction 
Differential exon usage is reported to occur in 90-95% of all human multi-exon genes 
(146),(147). Different splice variants of a gene may lead to different protein products 
that exert different functions.  As a result, differential exon usage leads to a strong 
expansion of the eukaryotic proteome (148). An example for this is the well-known 
Nanog gene; where alternative splicing results in two variants of the Nanog protein 
with different capabilities for self-renewal and pluripotency in embryonic stem (ES) 
cells (149). An alternative scenario takes place when genes coding for different 
proteins occupy the same position on a chromosome. In such cases, differential exon 
usage even controls the expression of different proteins. A well-charecterized 
example for this case are the overlapping imprinted genes PEG3/ZIM2 that are 
exclusively expressed from the paternal allele (150),(151). However, the notion of 
alternative splicing across tissues should not be considered as an exclusive either/or 
mechanism. Thanks to recent advances in RNA-seq technology (44), it is now possible 
to study the expression of genes at the level of single exons. The granulity of exon 
usage can thus be increased from the basic classification of a one-or-none expression 
per gene (alternative splicing) to fine-tuned quantitative read counts that can be 
accounted for per individual exon.  
A recent study reported that differential exon usage in primates shows more 
profound differences across species than on the intra-species level. It was targeted at 
adult tissues (brain, cerebellum, heart, kidney, and liver), and did not analyze the 
effect of differential usage of exons in terms of organismal development (152). Only 
few studies have so far related alternative splicing events with epigenetic 
modifications. Zhou et al. studied the relationship between alternative splicing and 
histone marks (153). Another study by Schwartz et al. addressed the interplay 
between chromatin structure and the exon-intron architecture. They showed that 
histone modifications within the gene body are more pronounced in exon regions 
than in intron regions, and thus may serve to define the exon-intron boundaries (8).  
The notion of splicing was thought to work by transcribing either the full 
(constitutive) genes or alternatively spliced forms. Until recently, the relation 
between exon usage and transcript abundance has been scarcely analyzed. To our 
knowledge, there has been so far no attempt to study the relationship between 
differential usage of exons and various types of epigenetic modifications and to 
connect this with different developmental stages of human. This is precisely the aim 
of this study. Based on data for human development across different stages from the 
Human Epigenome Atlas (53),(154),(155),(156), we show a correlation between 
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differential exon usage and several epigenetic modifications at the 
exon/intron/promoter level, namely DNA methylation and several histone marks. 
The correlation is significant for both the constitutive genes and for gene clusters. 
Furthermore, we could associate the occurance of differential exon usage with 
functional annotations that, indeed, often relate to regulation of signalling and 
developmental processes. 
6.2 Methods 
6.2.1 Data Preparation 
Data for this study was retrieved from the Human Epigenome Atlas (up to release 8)  
that is part of the Roadmap Epigenomics project (53),(154),(155),(156). Table 6.1 
introduces the assays and the epigenetic modifications analyzed in our study. The aim 
of this study was to find the link between the differential usage of exons to specific 
epigenetic marks and how this correlates to different stages of human development. 
Thus, we only studied sample types for which release 8 provided complete data sets 
according to table 6.1. These stages included stem cells, early developmental stages, 
induced differentiated cells, fetus, and adult tissues. Figure 6.1 lists the studied 
tissues.  
 
 
Figure 6.1 The 14 
different tissues that 
were investigated in 
this study belong to 
the three different 
main developmental 
stages.  
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Table 6.1 Assays used in this study to evaluate the levels of expression, chromatin organization and 
DNA methylation in the human genome during different developmental stages. 
Expression Chromatin Organization DNA methylation 
mRNA-Seq 
siRNA-Seq 
ChIP-Seq Input 
DNAse hypersensitivity 
H3K27ac/H3K27me3 
H3K36me3 
K3K4me1/H3K4me3 
H3K9ac/H3K9me3 
Bisulfite-Seq/RRBS 
MeDIPS-Seq 
We downloaded the human UCSC hg19 reference genome, retrieved the exons of each 
gene, and prepared them in a temporary annotation file. To account for possible 
ambiguity, each gene should only be mapped to one genomic region. As a result, we 
dropped a small set of ~100 genes spanning more than one genomic region from our 
analysis. Furthermore, we clustered genes that mapped to the same genomic region 
into one gene cluster to prevent redundancy in mapping, see figure 6.2. Following the 
strategy of Anders et al, we sorted the group of exons belonging to the genes of one 
gene cluster, and extracted the unique exons (157). If any two exons from different 
genes mapped to the same genomic region, we rearranged them and assigned them 
to a new non-overlapping classification of exons that mapped to the same region, see 
figure 6.2 for illustration. After that, we mapped introns and promoters accordingly. 
We defined the promoter region as the region between -2000 bp upstream of the 
transcriptional start site and 0 bp of the gene/gene cluster region.  
 
Figure 6.2 A schematic representation of the exon architecture of three exemplary genes that show partial overlap. 
The virtual gene cluster shown in the bottom row consists of shorter exons 2-7 in order to resolve the overlapping 
issue. Also shown is how Exon 6 is assigned to resolve a conflict of the overlapping Gene 2:Intron 1 and Gene 3:Exon 1 
case. See the main text for further explanation.  
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For data processing of the ChIP-Seq assays, we called the peaks associated with the 
reads in the retrieved bed files. To this aim, we used ChIP-Seq Input assay to check 
for the background effect. Peak calling of the different histone marks was performed 
using MACS (158).  
6.2.2 Data Normalization 
In order to account for putative technical noise in the data and to check for differential 
read usage, we performed pair-wise comparisons of the reads in different tissues. To 
this aim, we modeled read counts using regression analysis to detect noise in tissues 
in a pairwise manner.  
The peak calls in ChIP-Seq data were normalized using MAnorm, where linear 
regression analysis is performed (86). Normalization of MeDIP-Seq data was done 
with the MeDIPS Bioconductor Package that uses negative binomial regression (159). 
The methylation datasets from the bisulfite-seq and RRBS datasets were normalized 
using the Biocondutor package methylKit (85). For each basepair position, logistic 
regression was applied to check for differential methylation per base. These results 
were processed to obtain the mean methylation ratio per exon. To normalize the 
mRNA and smRNA data, we first obtained the transcript and exon abundance. We 
generated SAM files from the supplier's BED files via BedTools and SamTools 
(160,161) and sorted the SAM files lexicographically. Read counts of genes and exons 
were prepared from the SAM files using the HTSeq package (162) and used as an 
input for the Bioconductor DEXSeq package (157) to reduce noise in the data.  
Data annotation for the normalized ChIP-Seq and methylation data was performed 
using BedTools (160). Expression data were already annotated by the HTSeq package 
(162).  After that, we mapped the whole set of normalized reads, including the read 
numbers for expression, the different histone marks, and the methylation status for 
each exon in a gene/gene cluster per tissue into a final table per read type. The table 
consisted of one read value per tissue per exon. If for a read type different read 
numbers mapped to the same exon, we averaged them. After that, we normalized all 
read numbers for a single gene to a final range of log values between -1 to +1. 
6.2.3 Differential usage of exons 
Differential usage of exons was analyzed using the strategy described in figure 6.3. 
We aimed at identifying genes for which differential usage of their exons across 
developmental stages in terms of exon expression is associated with clear differences 
in epigentic marks. To achieve this, we followed two different strategies to examine 
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correlations between different epigenetic marks and the expression levels of exons. 
Both marks needed to map to the same exon, to a directly adjacent intron, or to the 
promoter region for the genes/gene clusters that we defined.   
 
Figure 6.3 A schema for the pipeline of studying the gene- and exon- levels of differential exon usage 
across developmental stages and correlating this to the differential epigenetic marks. See main text 
for further explanation. 
The first strategy checks for anticorrelations in read counts on the gene level. We 
calculated these anticorrelations for exons that belong to a single gene/gene cluster 
in a pair-wise manner between tissues. To this aim, we explored all genes with ≥ 4 
exons in all possible pairwise combinations among the 14 tissues studied here. We 
set the threshold of the Pearson correlation coefficient (PCC) to a tight bound of  ≤ -
0.7. We followed this strategy for read counts of mRNA, different histone marks, 
DNAse hypersensitivity, siRNA, or methylation levels. Additionally, we applied the 
same strategy to examine anticorrelations on the intron level. This test yielded lists 
of genes with anticorrelated levels of exon expression and one or more of the 
associated epigenetic marks, or epi-spliced genes (see figure 6.4). Furthermore, if the 
anticorrelation of expression coincided with both anticorrelations in histone marks 
and methylation, this was documented as well.  
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Figure 6.4 A model example of an epi-spliced gene (CCS) that shows negative (anti-) correlations 
at the exon level in gene expression (A) and in an epigenetic mark, namely H3K36me3 (B).  
The second strategy identified changes of the read number on the exon level in all 
possible genes across developmental stages. The results were then correlated with 
the changes in read counts for the different epigenetic marks described above. We set 
the Pearson correlation coefficient to a tight bound with an absolute value of at least 
0.7.  
After that, we checked for the enrichment in GO terms using the GOSim package (89). 
We examined functional similarity in two sets of genes. The first set included genes 
that were identified in the same pairwise tissue comparison. For this analysis, we only 
considered tissue pairs that have at least 10 genes that are both differentially 
expressed and show differential epigenetic marks between those two tissues. In the 
second set, we grouped the genes that showed correlated changes of expression for a 
single exon and one epigenetic modification across tissues.  
For completeness, we also analyzed positive correlations in read counts on the gene 
level. To identify cases of constitutive gene expression, we calculated these 
correlations for exons in a single gene/gene cluster in a pair-wise manner between 
tissues. As before, we explored all genes in all possible combinations of the 14 tissues 
we studied. Again, we set the threshold of Pearson correlation coefficient (PCC) to a 
tight bound of ≥ 0.7. 
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6.3 Results/Discussion 
Our analysis considered 7960 constitutive genes and 14668 gene clusters.  Figure 6.5 
shows results on the gene level for the number of genes/gene clusters with 
differential exon usage that was negatively correlated with epigenetic marks between 
each pair of tissues (PCC < -0.7, see methods for definition of differential exon usage 
and for the definition of gene clusters). Figure 6.5a shows the dissimilarity of exon 
expression. The largest differences were found between trophoblast cultured cells 
and mesendoderm cultured cells, as well as iPS passage 19 (dark blue). Differences 
between later developmental stages were rather small in comparison. Figure 6.5b 
shows the dissimilarity of DNA methylation for all genes. Notably, trophoblast 
cultured cells were the least similar to all other tissues. A seemingly peculiar 
similarity was found between fetal brain and all other tissues as well as for the two 
breast tissues (straight light grey bars). This could be traced back to the fact that very 
few genes showed differential methylation of their exons for these three tissues.  
Figure 6.5c shows the dissimilarity of H3K36me3 as an example of the respective 
histone analysis. H3K36me3 was selected for this because it showed the largest 
number of histone marks in the gene body, as has been reported before (163). In 
contrast to figures 6.5 (a) and (b), rather balanced differences were found between 
all tissues.  
Figure 6.5d shows the results from an integrated analysis, where the set of genes 
showing differential exon usage (measured by expression, see Fig. 6.5a) was 
intersected with the set of genes showing either anticorrelation (PCC ≤ -0.7) in DNA 
methylation (Fig. 6.5b) or in histone marks (Fig. 6.5c and other histone marks that 
are not shown). We will refer to such genes as “epi-spliced” genes. Dissimilarity was 
measured as the ratio of genes in the intersection set over the max number of 
intersections in all studied tissues. Clearly, trophoblast cells were the most different 
from all other tissues. Two different passages of iPS cells showed very similar 
combined expression/epigenetic marks, whereas ESCs are more distant to the iPS 
cells. Fetal brain and adult brain also showed similarity. As expected, we found that 
mesendoderm cultured cells and trophoblast cultured cells exhibited large 
differences in their epi-spliced genes. Based on the data from figure 6.5d, we 
generated a cluster dendogram by average-linkage hierarchical clustering, see figure 
6.6. Trophoblast cells showed by far the largest dissimilarity to all other tissues (note 
that fig. 6.6 shows the logarithm of the distance). As expected, breast tissues showed 
high similarity in terms of associations with epigenetic marks. This was also the case 
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for some of the brain tissues, various stem cell-like stages, and for the two passages 
of the iPS cells.  
 
Figure 6.5 Heatmaps of the number of the resulting pairwise negative correlations for (a) 
expression data, (b) methylation data, (c) histone modifications, here H3K36me3, (d) the above 
mentioned union.  
For a better representation, we selected mutual negative correlations in the pairwise 
tissue comparisons with at least 10 epi-spliced genes (see Methods section). Within 
the constitutive genes, we found a total of 1529 epi-spliced genes. From this list, only 
81 genes/gene clusters showed common modulation at the level of histone 
modification and methylation at the same time.  
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Figure 6.6 Hierarchical clustering for the set of genes that were analyzed in figure 6.5d. 
We further investigated the list of exons where changes in expression were associated 
with changes in epigenetic marks across the studied developmental stages. We only 
considered epigenetic changes in the gene body of the same exon or in the promoter. 
Such changes can help to assign an effect of a single histone mark, methylation state 
or siRNA regulation to human development by investigating crucial genes/gene 
clusters which are convolute with a single epigenetic modification. Table 6.2 lists the 
number of exons showing high correlations (r ≥ 0.7) between an epigenetic 
modification and expression as well as the number of genes containing these exons. 
We did not account for putative exons that can be both positively and negatively 
associated with the same epigenetic mark, but only identified those showing either 
one of the two trends. However, the same gene can contain exons that are either 
positively or negatively associated with the same epigenetic mark.  
Table 6.2 Number of exons/genes with significant correlation of exon-level expression and an 
epigenetic mark. 
   Epigenetic 
modification 
Chromatin  
Accessibility 
H3K27ac H3K27me3 H3K36me3 H3K4me1 
 
Exon 2673 9081 568 3990 2267 
Gene  725 452 187 1416 886 
Epigenetic  
modification  
H3K4me3 H3K9ac H3K9me3 Methylation siRNA 
Exon 3519 319 121 318 0 
Gene  942 145 44 122 0 
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6.3.1 Functional Classification 
Based on the result of the correlation analysis, we identified enriched GO terms for 
the resulting gene sets, both on the gene and exon levels. In doing so, we ignored the 
fact that different splice variants of a gene may sometimes promote very different 
functions (164). We first analyzed the results for the negative associations on the 
gene level in a pair-wise manner, and considered enriched gene groups in terms of 
pair-wise tissue allocation. For this, we identified genes where changes of a histone 
mark as well as in the DNA methylation state coincide significantly with differential 
exon usage for the same gene. Such cases were exclusively found for combinations 
between the trophoblast cultured cells, mesendoderm cultured cells and induced 
pluripotent stem cells. GO terms associated with epi-spliced genes in those stages 
were associated with chromatin organization, (e.g.; the introduction of the 
heterochromatin and telomere structuring; growth of the ovarian follicle, oocyte, etc; 
transport processes of organic and inorganic molecules;) with metabolism; with 
transcriptional/translational and post translational regulation (e.g., K48- or K63-
linked deubiquitination) and with homeostasis by regulation of embryonic 
hormones, interferons and Rac GTPase gene. The Rac protein has a role in growth and 
epithelial tissue differentiation and also a well established role in cancer. One further 
enriched GO term was H3K4 methylation.  
We also analyzed GO terms for groups of genes with differential exon usage showing 
significant common changes of either histone marks or the DNA methylation state. 
We grouped genes according to the differential pairwise tissue allocation. The 
majority of significant intersections in histone modifications show early in 
development. Apart from the trophoblast cultured cells, the mesendoderm cells and 
the iPS cells, we also found significant changes between the trophoblast cultured cells 
and any of mesenchymal stem cells, the H1 embryonic stem cells, and the brain 
germinal matrix. iPS cells also display significant differences from the H1-derived 
mesenchymal stem cells. Apparently, using different passages (passage 6 and passage 
19) of iPS- cells results in significant differences.   
We then grouped the GO terms into seven broad functional categories, see figure 6.7, 
namely development, DNA and chromatin organization, regulation of transcription 
and translation, signaling pathways, metabolism, regulation, and others. Epi-spliced 
genes were overrepresented in developmental processes associated with the 
following tissues: blood vessels, chondrocytes, cytotoxic T cell, keratocyte, oogenesis, 
organelle assembly, and several others. The biological processes related to chromatin 
organization that involve epi-spliced genes include processes associated with M-
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phase of the cell cycle, and several preparatory processes of the G1/S/G2 phases of 
the cell cycle. The category of transcription and translation involved many regulatory 
processes at the level of transcription, translation and post-translational 
modifications. The identified metabolic processes were associated with sugar 
metabolism, e.g., fructose 6-phosphate and fructose 1,6-phosphate metabolism, with 
phosphate metabolism, fatty acid metabolism, growth factors production, etc. 
Regulation included Ras GTPase activity, neuron migration, keratenocytes migration, 
and several others. Signaling cascades associated with epi-spliced genes included for 
instance the regulation of the MAPK cascade, bone morphogenic protein (BMP) 
signaling, signal transduction, involving Rac and Rho proteins and nerve growth 
factor receptor signaling pathways, as well as SMAD proteins. Rac and Rho proteins 
belong to the Ras family and regulate important cellular processes as cytoskeleton 
remodelling, gene expression, cell proliferation and organelle development 
(165),(166). SMADs are involved in TGF-β signalling from the cell membrane to the 
nucleus (167).  
 
Figure 6.7 Frequency of Gene 
Ontology terms belonging to 
epi-spliced genes to seven 
according to seven manually 
defined biological categories. 
Epi-spliced genes are those 
showing a common negative 
correlation on the 
expression/epigenetic 
modification level across pair-
wise tissue comparisons.  
We then identified GO terms of epi-spliced genes that were significantly linked to 
individual epigenetic modifications. This grouping was based on significant 
correlations at the single exon level across developmental stages. Figure 6.8 
illustrates the set of biological processes and their modulation via epigenetic signals. 
Overall, more GO terms were associated with differential histone marks than with 
differential DNA methylation. Additionally, H3K36me3 showed the strongest 
association with regulation processes related to transcription/translation/post-
translational modification, chromatin modeling, and development. Whereas several 
histone modifications showed strong effects on genes of the given biological 
categories, others exhibited weak correlations in the same context, namely H3K9me3 
and H3K27me3.  
_____ Chapter 6 _________ On Intragenic Epigenetic Modifications and Exon Usage _____ 
 
 
 107 
6.3.2 Association of epi-splicing with developmental stages 
GO terms associated with development and growth were enriched in genes that 
showed correlation between exon usage and DNA methylation, see Figure 6.8. The 
most pronounced developmental effects related to DNA methylation were associated 
with nervous system development. Interestingly, we observed that genes for which 
high methylation levels of their exons were correlated with their expression had an 
important effect on DNA conformation, what is a well known effect documented from 
experiments (168). We also noticed that differential methylation was associated with 
crucial regulatory processes, including the regulation of protein phosphatase 2B, GTP 
catabolism, and Rho protein signal transduction. Next, we examined the biological 
processes enriched in epi-spliced genes that are associated with DNAse 
hypersensitivity. In this context, we found that this assay targets genes enriched with 
GO terms of open/closed chromatin organization. A striking example for this effect is 
the H3K4 histone methylation level.  
 
Figure 6.8 The numbers of selected GO trms belonging to genes showing differential regulation of 
the exon level for different types of epigenetic modifications.  
Next, epi-spliced genes at the exon level were studied across several developmental 
stages and analyzed for GO terms enriched in these genes. The inhibitory/activating 
marks of H3K4 methylation/tri-methylation are associated on the developmental 
level with notochord regression, neuron projection regeneration and several 
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morphogenetic processes. We also found that these histone modifications are 
associated with female pregnancy and hippo signaling pathways that are prominent 
in the regulation of cell proliferation and apoptosis (169). Hippo signaling also serves 
the organisms to stop growth at a specific point, thus aiding in size control (170). 
H3K4 methylation/tri-methylation have a relevant effect on the levels of two proteins 
that act as a heterodimer, namely TLR1 and TLR2 that have roles in immune response 
(171). Differential H3K4 methylation correlated to exon usage is associated with the 
signaling cascade of the oncogene smoothened protein, with the bone morphogenic 
protein signaling cascade, with cascades including the SMAD protein and the 
transforming growth factor proteins, and with the nerve growth factor signaling 
cascade, including the well known BDNF protein that is also controlled through DNA 
methylation (172),(173). In terms of post-translational modifications, we found that 
these histone modifications also control the phosphoprotein phosphatase activity.  
With respect to modifications of H3K9 associated with differential exon usage, we 
found that H3K9 acetylation is strongly connected to DNA and chromatin 
organization, cell cycle events, bone morphogenesis and differentiation, and with 
post-translational modifications, including for example Hsp90 chaperon acetylation. 
H3K9 tri-methylation, on the other hand, is mainly associated with nervous system 
development. Acetylation of H3K27 is directly associated with GO terms related to 
histone acetylation, suggesting a possible negative/positive feedback effect. It is also 
associated with the developmental control on the level of embryonic heart muscles 
and with processes related to chromatin organization. On the other hand, H3K27 
trimethylation is associated with nervous system development and platelet-derived 
growth factor (PDGF) receptor signaling pathways. Lastly, we found that H3K36 
trimethylation is associated with DNA replication and repair, chromatin organization, 
cell cycle events (e.g. G2/M phase checkpoints and mitotic cell division), regulation of 
transcription, and several developmental stages. We found that H3K36 
trimethylation also modulates signaling cascades together with H3K4 methylation. 
The biological processes just discussed only involved associations of epi-spliced 
genes and individual epigenetic marks. Next, we identified biological categories that 
are directly or indirectly related to several synchronously changing epigenetic marks. 
We performed this analysis for epi-genes both on the gene level in pairwise tissue 
comparisons and on the exon level across developmental stages. The identified 
categories included several imprinted genes, chromatin remodellers, protein kinases, 
and transcription factors and cofactors. For example, we found that four different 
paternally expressed genes vary their exon usage in a common manner due to a 
synchronous change of histone modifications and DNA methylation between 
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mesendoderm cultured cells and trophoblast cultured cells. These genes are 
PEG3/ZIM2 and SNRPN/SNURF that are all known to undergo alternative splicing 
(150,151,174). Another exciting example of a chromatin remodeller gene that varies 
the expression of its isomers in the same manner and in the same tissues is DNMT3L 
methyltransferase that is well known to recruit chromatin remodellers, especially 
histone deacetylases (175,176). This enzyme is also known to have crucial roles in 
early developmental stages, especially in the establishment of imprints together with 
de novo methyltransferases (177). A splice variant has been introduced for this gene 
in Ref-Seq genes, 2012. 
Furthermore, we explored the list of genes for which exon expression is associated 
with a specific epigenetic mark. Interestingly, exon expression of a few imprinted 
genes changes across developmental stages, and this expression was modulated by 
several epigenetic marks. For example, the maternally expressed gene SLC22A18 
changed its expression according to the padding at the chromatin structure and is 
modulated by H3K4 mono-methylation. This gene has been linked to alternative 
splicing events before (178). Transcription factors are another example for genes 
with documented modulation at the exon level. Here, we found two well-known 
transcription factors, ZFP42 and NANOG, that regulate pluripotency and 
differentiation in the embryonic stem cells (179). For example, ZFP42, on the exon 
level, changes its chromatin organization (DNAse hypersensitivity) and is modulated 
by H3K4 trimethylation. This gene was shown to undergo changes on the exon level 
in early development (180,181) . Moreover, NANOG, a regulating transcription factor 
of the ZFP42 gene (182) which is also known to undergo alternative splicing (149), is 
also modulated by the same epigenetic mark, H3K4me3, on the exon level.  
To complete our analysis, we finally searched for common positive correlations in the 
expression level of exons across tissues with PCC ≥0.7. Interestingly, we found that 
such constitutively expressed genes were usually not ubiquitously expressed across 
tissues. Additionally and as expected, coexpression was predominately found for 
highly similar tissues (lower left half of figure 6.9b), thus arguing against an 
important role of constitutive genes in development. The two genes that showed the 
largest number of abundant constitutive expression, CA2 and FOXO4, also showed the 
highest abundance in alternative splicing. Figure 6.9a-b shows a comparison of the 
numbers and allocation of positive and negative correlations of gene expression. The 
range of the number of genes in both matrices is similar on average. However, the 
anticorrelations involve mostly genes/gene clusters from early developmental 
stages. Figures 6.9c and 6.9d show the normalized expression of the exons contained 
in the set of genes that show anticorrelations and correlations in at least 26 
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combinations of tissues, respectively. In general, where changes do occur for exons in 
the anticorrelated genes, they do not occur at the level of the full genes. Rather specific 
exons are responsible for the variation, and the other exons of these genes are more 
constitutively expressed.  
 
Figure 6.9 Heatmaps for the expression levels and gene numbers in pair-wise tissue correlations 
for (a) alternatively spliced genes, (b) constitutively expressed genes, (c) expression levels of 
individual exons belonging to 11 selected genes that show strong anticorrelation, and (d) expression 
levels of individual exons belonging to 10 selected genes that show strong positive correlation. 
In conclusion, exon-intron boundaries set by histones/epigenetic marks are not only 
used to define the ends of the elements for the mRNA transcript to be expressed. 
Rather, they can also be considered as a part of a machinery for regulating and 
controlling the relative abundance of the several transcripts or protein isoforms that 
map to the same chromosomal region across tissues. This relationship seems to be 
most prominent in early developmental stages, and this suggests differential 
regulation across developmental stages, brought about by the distinct epi-genes. 
Additionally, exon-body epigenetic effect is more pronounced than that of intronic or 
promoter effects.  
  
 
  
  
  
  
Chapter 7 
Summary and Outlook 
In this work, we aimed at understanding the role that DNA methylation, namely C5-
cytosine and N6-adenine methylation, plays in the context of sequence stability, 
specificity and the differential stabilities of the different fiber forms of DNA in terms 
of biologically relevant sequences. Additionally, several reader proteins of the DNA 
methylation were considered. A global picture of the correlation between expression 
at one end and methylation/epigenetic marks at the other end was met.  
First, we performed free energy calculations to investigate the effect of specific 
sequence context on the stability of different methylated/non-methylated DNA 
sequences. We found that the free energy of demethylation depends strongly on the 
sequence content that leads to small, but distinct structural variations of DNA and the 
conformation of coordinating ionic water. Methylation and DNA sequence content 
altogether seem to have substantial effects on the properties of water surrounding 
DNA, so that the specific sequence code appears to be tightly coordinated with its 
respective methylation status. We also found that specific DNA sequences and 
methylation forms have higher propensities to be transformed to the Z-DNA form. 
After that, an investigation of the structural properties of the MeCP2-bound DNA was 
held. The effects of methylation, specific sequence context and salt concentration 
were studied and compared altogether. Conclusions were drawn in correlation with 
the expression results for the first reported human epigenetic switch in bacterial cell-
free extract. This system provided a robust technique for a better understanding of 
the epigenetic modifications caused by DNA-bound protein. 
Next, we extended structural and energetic calculations to investigate sequence 
specificity of binding for different proteins to sequences with the mentioned 
methylation forms. According to our results, specific binding to N6-adenine-
methylated or C5-cytosine-methylated DNA is achieved through structural 
adaptation in DNA and protein on the one hand, and through the combined effects of 
more favorable binding enthalpies and modulation of the conformational entropy, on 
the other hand. For the R.DpnI system, a favorable enthalpic contribution seems to 
plays a major role in favoring binding of methylated DNA over the non-methylated 
DNA. Specific binding of C5-cytosine-methylated DNA to the MBD domain of the 
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Mecp2 protein, in contrast, appears to be predominately become stable by a favorable 
entropic contribution; which is the result of the concerted dynamics of protein and 
DNA. 
Finally, we aimed at investigating the role differential methylation as well as the 
differential usage of the several histone marks play in terms of development. Our 
results showed that exon-intron boundaries set by methylation/histones/epigenetic 
marks not only define the ends of the elements for the mRNA transcript to be 
expressed, but they can also be considered as a part of a tackle that regulate the 
relative copiousness of the numerous transcripts/protein isoforms that map to the 
same chromosomal regions and across tissues. This relationship seems to be most 
prominent in early developmental stages. This also suggests differential regulation 
across developmental stages, brought about by the distinct epi-genes. Furthermore, 
we found that exon-body epigenetic effect is more conspicuous than that of intronic 
or promoter effects.  
The work described in this thesis provides a further insight to understand the impact 
of DNA methylation as an epigenetic mark. As methylation targets specific sequence 
context, this comprehension can be further extended to understand why there lie 
some hot spots for targeting DNA methylation; while on the other hand some 
sequences are ‘resistent’ to the methylation marks. Structural transition in DNA fiber 
has been already encountered, but the effect of reader proteins to further enhance 
this transition was not accounted for. Further experimental setup, e.g., CD 
spectroscopy can help further understand this. Different methylation forms of DNA 
were found to play the energetics of specific binding differently in terms of the 
enthalpic and entropic contributions. This can be also extended to understand 
whether this is a general stamp.   In addition, the global picture of differential exon 
usage has proven to be correlated with epigenetic marks across developmental 
stages. This can be further extended to cancer research such that more control on 
cancer can be established. 
Finally, MD simulations and machine learning provide robust techniques to unravel 
some of Nature’s exquisite mysteries, e.g., secrets of DNA methylation, when 
experiments fail to predict them. Lab work can be then linked to such in silico work 
to transfer knowledge to the real life.
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