Deciding whether a Markov matrix is embeddable (i.e. can be written as the exponential of a rate matrix) is an open problem even for 4 × 4 matrices. We study the embedding problem and rate identifiability for the K80 model of nucleotide substitution. For these 4 × 4 matrices, we fully characterize the set of embeddable K80 Markov matrices and the set of embeddable matrices for which rates are identifiable. In particular, we describe an open subset of embeddable matrices with non-identifiable rates. This set contains matrices with positive eigenvalues and also diagonal largest in column matrices, which might lead to consequences in parameter estimation in phylogenetics. Finally, we compute the relative volumes of embeddable K80 matrices and of embeddable matrices with identifiable rates. This study concludes the embedding problem for the more general model K81 and its submodels, which had been initiated by the last two authors in a separate work.
Introduction
Modeling evolution is the first and arguably the most fundamental step in phylogenetics and it is where the crucial hypotheses that should allow us to reconstruct the evolutionary history are to be assumed. There are several approaches one might take and it is natural to ask which conditions must be required for evolutionary models to fit the real evolutionary processes. For instance, under the Markov assumption, which are the plausible structures for transition matrices in a given nucleotide or amino acid substitution model? Should any Markov matrix with such structure be considered as a biologically realistic transition matrix? Concerned with these and similar questions, we address the study of the embedding problem for the matrices of nucleotide substitution models. The final aim of this problem is to characterize those Markov matrices that are consistent with a homogeneous continuous-time approach of evolution. In other words, the aim is to decide whether a given Markov matrix in the model can be written as the exponential of some rate matrix. In this case, the Markov matrix is said to be embeddable, and the rate matrix is called a Markov generator of the Markov matrix.
The motivation and applications of the embedding problem are diverse and include economics, social sciences, and molecular evolution (see [IRW01, SS76, Jia16, VYP + 13] for example). The problem has been addressed in a number of papers (e.g. [Cul66, Cut72, Cut73, Dav10, Goo70, Gue13, Gue19] the last two focusing on the discrete-time case), and for 2 × 2 and 3 × 3 matrices in [IRW01, Goo70] , but it is far from being solved with full generality for larger matrices. Because our motivation and interest arises from the study of mathematical properties of nucleotide substitution models, we focus on the particular case of 4 × 4-matrices and, more specifically, on the Kimura models of nucleotide substitution K80 and K81. These models were proposed by M. Kimura in the celebrated papers [Kim80, Kim81] (in a certain order of the states). The K80 model is the submodel obtained when imposing that c = d in those matrices (see [Kim80, Kim81] for details). When b = c = d, the resulting submodel is the Jukes-Cantor model JC69 (see [JC69] ).
In the phylogenetic setting, the embedding problem has been recently studied in [Jia16] and [RLFS18] . In this last paper, the embeddability of K81 matrices with different eigenvalues is characterized in terms of inequalities on the eigenvalues. In a parallel work [KK17] , the authors characterize those embeddable K81 matrices with a Markov generator keeping the constraints of the model (model embeddability). However, embeddability had not been yet not fully characterized for K81 matrices with a negative eigenvalue of even multiplicity and, hence, it was not solved for matrices within the K80 model. In the present work we address the study of the case of repeated eigenvalues to fill this gap. Together with the results of [RLFS18] , the results of this paper fully solve the embeddable problem for the K81 model. More precisely, the results on the embeddability of K81 matrices can be summarized as follows (see also Remark 3.11).
(1) for general K81 Markov matrices (where b, c, d are different), embeddability holds if and only if the principal logarithm is a rate matrix;
(2) for K81 Markov matrices with two equal off-diagonal entries, embeddability is characterized by the theorem below (and its analogous versions under permutations of rows and columns);
(3) for the JC69 model, embeddability holds if and only if the determinant is positive.
Moreover, in this paper, we go further in the study of the K80 and derive a criterion to determine whether the mutation rates of embeddable matrices within the model are identifiable and, if not, we determine whether there is a finite number of Markov generators.
All together, the main results of this work for the K80 model are summarized in the following result: Case (b) above corresponds to the case of positive eigenvalues and we obtain that M is embeddable if and only if its principal logarithm is a rate matrix (Corollary 3.7). This result is in accordance with the well known case of different and real eigenvalues (see [Cul66] and (1) above). Besides this, the theorem also provides a full description of those embeddable K80 matrices with positive eigenvalues and non-identifiable rates (see Example 4.2 and Section 3 of [RLFS18] ). Among these K80 matrices, there are some diagonal largest in column matrices (DLC), which are of relevance in parameter estimation in phylogenetics (see Remark 4.7 and the Discussion). As far as we are aware, this is the first result in this direction.
From the results obtained here, we recover the fact that among all possible Markov generators of an embeddable K80 matrix at most one keeps the K80 structure, which is given by the principal logarithm of the matrix (see [RLFS18, Jia16] ).
Another goal of the paper is to quantify the difference between restricting to the homogeneous continuous-time models or considering any Markov matrix within the K80 model. In this direction, we compute the relative volume of embeddable K80 matrices inside the whole set of K80 Markov matrices. It turns out that embeddable matrices only account for about 35% of all the transition matrices. Similar computations exhibit that, although embeddable matrices with non-identifiable rates describe a set of positive measure within the K80 model, almost every embeddable matrix has identifiable rates and so, the non-identifiability of rates is not representative of the general situation (see Table 1 for the precise figures).
The organization of the paper is as follows. In Section 2 we introduce K80 matrices, state the embedding and rate-identifiability problem with precision and recall some known results that are relevant for the paper. In Section 3 we characterize embeddability for K80 matrices both in terms of their eigenvalues (Corollary 3.9) and their entries (Corollary 3.10), which together with the results already known for K81 matrices do fully solve the embedding problem for the K81 model. Later in Section 4 we solve the rate identifiability problem by providing sufficient and necessary conditions for the rates to be identifiable (Proposition 4.1) and characterize rate identifiability in terms of the eigenvalues of the Markov matrix (Theorem 4.5). In Section 5 we compute the relative volumes of embeddable and rate identifiable matrices within the K80 model and some biologically relevant subsets (see Table 1 ). Finally in Section 6 we discuss about the implications and connections with other papers and about possibilities for future work.
Preliminaries
In this section we introduce the embedding problem for Markov matrices and state some background for the specific nucleotide substitution models we work with. Definition 2.1. A matrix M ∈ M n (R) is said to be a Markov matrix if its entries are positive or zero and its rows sum up to one. Similarly, Q ∈ M n (R) is said to be a rate matrix if its rows sum to zero and the only negative entries are in its diagonal.
If Q is a rate matrix, it is well-known that e tQ = n≥0
is a Markov matrix for all t ≥ 0, thus Q is said to be a Markov generator for M = e Q [Dav10] . However, not every Markov matrix can be obtained this way. A Markov matrix M is said to be embeddable if M = e Q for some rate matrix Q. Characterizing which Markov matrices are embeddable is known as the embedding problem.
We say that Q ∈ M n (C) is a logarithm of a matrix M if e Q = M . As in the case of complex numbers, matrix logarithms are not unique [Gan59] . Hence an embeddable matrix may admit more than one Markov generator. If an embeddable matrix has only one Markov generator we say that its rates are identifiable. The identifiability problem consists on deciding whether the rates are identifiable or not.
Definition 2.2. Given z ∈ C \ {0}, let θ z ∈ (−π, π] be its principal argument. For any given k ∈ Z we define the k-th determination of its logarithm as log k (z) = log(|z|) + (θ z + 2πk)i. We denote by log(z) its principal logarithm log 0 (z). The principal logarithm of a non-singular matrix M , denoted as Log(M ), is defined as the unique logarithm such that the imaginary part of its eigenvalues lies in the interval (−π, π] [Hig08] . If M diagonalizes, M = P diag(λ 1 , . . . , λ n ) P −1 , then its principal logarithm can be computed as Log(M ) = P diag(log(λ 1 ), . . . , log(λ n )) P −1 .
Our goal in this work is to deal with both the embedding problem and the identifiability problem for Kimura 2-substitution types model (K80 for short) [Kim80] which is a submodel of Kimura 3-substitution types model K81 [Kim81] and contains the most simple Jukes-Cantor model JC69 [JC69] . When a K81 matrix is also a Markov matrix, then it represents the transition matrix of the K81 model introduced in [Kim81] (in a certain order of the states of the Markov process) and we speak about K81 Markov matrices (respectively K80 Markov matrices and JC69 Markov matrices).
When the rows of a K81 matrix sum to zero and the off-diagonal entries are non-negative, then it is a rate K81 matrix (and similarly for K80 and JC69).
It is known that all K81 matrices diagonalize under the following Hadamard matrix [AR04] :
Furthermore, it follows from a straightforward computation that a K81 matrix has the following eigenvalues:
In particular, any K81 matrix has real eigenvalues. If we deal with Markov matrices, then the eigenvalues become 1 = a + b + c + d, x = 1 − 2c − 2d, y = 1 − 2b − 2d, and z = 1 − 2b − 2c. For a K80 Markov matrix the eigenvalues become 1, x = 1 − 4c, and y = 1 − 2b − 2c with algebraic multiplicity 2. Similarly, the eigenvalues of a JC69 Markov matrix are 1 and x = 1 − 4b with algebraic multiplicity 3.
Remark 2.4. It is worth noting that if M is a K80 Markov matrix with eigenvalues 1, x, and y of multiplicity 2, then 1. |x| ≤ 1, |y| ≤ 1 (by Perron-Frobenius theorem).
2. If y = x, then y = 1. Indeed, the equality (2) shows that the eigenvalues of M = K(1 − b − 2c, b, c, c) are x = 1 − 4b and y = 1 − 2b − 2c. Since b, c ≥ 0, if y = 1 it follows that b = 0 and so x = 1, which contradicts y = x. Therefore we have y = 1.
3. If y = x and x < 0, then M does not have any real logarithm (see [Cul66] ).
4. If x or y are zero, then M is not embeddable because it has zero determinant (see [Gan59] ).
It is known that if a matrix has determinant close to 1 then the principal logarithm is the only possible real logarithm of that matrix [IRW01] , [Cut72] , [Cut73] , [SS76] . The same holds for matrices with distinct real eigenvalues [Cul66] . The next theorem provides sufficient and necessary conditions for the principal logarithm of a K81 Markov matrix to be a rate matrix ([RLFS18] , see also example 4.5 in [KK17] ). In particular, the result below solves the embedding and identifiability problems in the K81 model except for those matrices with repeated eigenvalues (see Corollary 3.5 in [RLFS18] ).
Theorem 2.5 ([RLFS18] Corollary 3.5). Let M be a K81 Markov matrix with eigenvalues 1, x, y, z. Then, i) Log(M ) = S diag(0, log(x), log(y), log(z)) S −1 is a K81 matrix. Furthermore, it is the only logarithm of M that is itself a K81 matrix.
ii) Log(M ) is a rate matrix if and only if
If a Markov matrix has a repeated eigenvalue (e.g. K80 and JC69 matrices), then it has infinitely many real logarithms [Cul66] and hence we must check if any of them is a rate matrix before deciding that such a matrix is not embeddable. Nonetheless, it is known that any logarithm (including non-real logarithms) of a given matrix M can be obtained as Log(M ) + L where L is one out of infinite logarithms of the identity that commute with M [Hig08] . Using that all K80 matrices diagonalize through S and adapting Theorem 1.27 in [Hig08] to K80 matrices we get: Theorem 2.6. Given a K80 Markov matrix M with eigenvalues 1, x, y, y all (complex) solutions to exp(Q) = M are given by:
where k i ∈ Z, S is defined in (1) and U ∈ GL 4 (C) is any nonsingular matrix that commutes with diag 1, x, y, y .
Embeddability of K80 Markov matrices
In this section we characterize all the real logarithms with rows summing to zero of K80 Markov matrices and, as a consequence, we are able to provide sufficient and necessary conditions for such a matrix to be embeddable. This conditions are given in terms of some inequalities involving either the eigenvalues of the matrix (Corollary 3.9) or its entries (Corollary 3.10). Theorem 2.6 allows us to compute all the logarithms of any given K80 matrix by using the principal logarithm and logarithms of the identity. The main issue with the description given by this theorem is that we are interested only in real logarithms and most of the logarithms described by (4) are actually non-real. The forthcoming Proposition 3.2 splits these real logarithms into two well-defined real matrices with rows summing to 0.
Definition 3.1. Let M be a K80 Markov matrix with eigenvalues 1, x, y, y with x > 0 and y = x, 0. Given k ∈ Z and A ∈ GL 2 (R) we introduce the following notation:
•
Despite these matrices depend on M , for ease of reading we decided not to reflect it in the notation.
Proposition 3.2. Let M be a non-singular K80 Markov matrix with eigenvalues 1, x, y, y satisfying x > 0 and y = x. Then for any matrix Q ∈ M 4 (R) the following are equivalent:
i) Q is a real logarithm of M whose rows sum to 0.
ii) Q = Q(k, A) for some k ∈ Z and A ∈ GL 2 (R).
Proof. Note that Remark 2.4 shows that y = 1. i) ⇒ ii) Assume that Q is a real logarithm of M whose rows sum to 0. According to Theorem 2.6 it holds that Q = S U diag log k1 (1), log k2 (x), log k3 (y), log k4 (y)
for some k i ∈ Z and some U ∈ GL 4 (C) that commutes with diag 1, x, y, y . Since the rows of Q sum to 0, we deduce that (1, 1, 1, 1) is an eigenvector with eigenvalue 0. Thus k 1 in equality (5) is necessarily 0 (if x = 1 we can exchange the role of k 1 and k 2 and also assume k 1 = 0). Furthermore, we have that if log k2 (x) was not real then its conjugate should be an eigenvalue of Q which is not possible because x = y and log 0 (1) = 0. Therefore, k 2 = 0 because otherwise Q would not be a real matrix.
Using that y = 1 and y = x and solving the equation U · diag 1, x, y, y = diag 1, x, y, y · U we get:
Now, as U 1 commutes with diag(1, x) it does also commute with diag log 0 (1), log 0 (x) = diag 0, log(x) and hence:
In particular we can assume U 1 to be the identity matrix without loss of generality. Moreover, since both Q and S are real matrices, the final matrix in the right side of the equality above must be real too. Hence, log k4 (y) = log k3 (y) and the vector columns of U 2 , namely v and w, must be complex vectors satisfying w = λv for some λ ∈ C \ {0}. That is:
Since the matrix diag(1, λ) commutes with any diagonal matrix, such as diag(log k3 (y), log k3 (y)), we can assume that λ = 1. In particular we can assume 
Using the distributive property and the fact that any nonsingular matrix A = α β γ δ ∈ GL 2 (C) commutes with diag(log |y|, log |y|) we can rewrite Q as:
That is, Q = L 0 + 2πk 3 + θ y L 1 (A) and this concludes this part of the proof.
ii) ⇒ i) By definition Q(k, A) is a real matrix. Furthermore,(1, 1, 1, 1) is an eigenvector with eigenvalue 0 for both L 0 and L 1 thus the rows of Q(k, A) sum to 0. A straightforward computation shows that exp(Q(k, A)) = M for any A ∈ GL 2 (R) and k ∈ Z. For a detailed proof, note that both R and diag(Id 2 , A) commute with diag(a, b, c, c) for any a, b, c ∈ R and therefore so does U := diag(Id 2 , A) R.
Hence, U commutes with both diag(1, x, y, y) and diag(0, log(x), log |y|, log |y|) so we can rewrite L 0 and L 1 (A) as:
Hence, Q(k, A) = (S U )diag(log(1), log(x), log k (y), log l (y))(U −1 S −1 ) with l = −k if y > 0 and l = −k−1 if y < 0. It follows from Theorem 2.6 that exp(Q(k, A)) = M .
By using the proposition above we obtain a parametrization of all real logarithms with rows summing to 0 of any K80 Markov matrix. Nonetheless, this parametrization is not injective because distinct choices of A and k may produce the same logarithm of M . Theorem 3.4 below provides an injective parametrization for these logarithms (other than Log(M )) by considering only matrices of the following form:
Remark 3.3. Note that for any given A = (a ij ) ∈ GL 2 (R) and k ∈ Z there exist α, β,k such that Q(k, A) = Q(k, α, β). Indeed, one can check that:
It follows from Proposition 3.2 that any real logarithm Q of M with rows summing to 0 can be expressed as Q = Q(k, α, β) for some α, β. Proof. The vectors (1, 1, 1, 1) t , (1, 1, −1, −1) t and (1 + α, −1 − α, 1 − α, −1 + α) t ± (β, −β, −β, β) t are eigenvectors of Q(k, α, β) and its respective eigenvalues are 1, log(x) and log |y| ± 2πk + θ y i. If we have either θ y = 0 (y < 0) or k = 0 it follows that Q(k, α, β) has no repeated eigenvalue and hence k, α, β are uniquely determined by its eigenvalues and eigenvectors. To prove the remaining case it is enough to note that if y > 0 the eigenvalues of Q(0, α, β) are the principal logarithms of the eigenvalues of M .
While the previous results list all the real logarithms with rows summing to zero of any K80 Markov matrix, we are mainly interested in those that are rate matrices (i.e. we need to restrict to non-negative values in the off-diagonal entries). The following results characterize the matrices Q(k, α, β) that are rate matrices.
Lemma 3.5. With the notation of Theorem 3.4, we have that Q(k, α, β) is a rate matrix if and only if the following inequalities hold:
and
Proof. From Proposition 3.2 we have that Q(k, α, β) is a real matrix with rows summing to 0. Thus we only need to characterize those Q(k, α, β) that have non-negative entries outside the diagonal. Let us define λ = − log(x) and µ = − log |y|. Note that λ, µ > 0 because x, |y| ∈ (0, 1] (see Remark 2.4). By computing L 0 as in Definition 3.1 we get that:
On the other hand, given A = 1 0 α β ∈ GL 2 (R) we obtain the following expression for L 1 (A):
. By looking at the off-diagonal entries, we get that Q(k, α, β) is a rate matrix if and only if:
The first inequality above gives (7), while (8) follows by joining the second and third inequalities.
In the following result, we prove that if M is embeddable then Q(0, 0, 1) is a Markov generator.
Theorem 3.6. Let M be a nonsingular K80 Markov matrix with eigenvalues 1, x, y, y satisfying x > 0 and y = x. Then, if Q(k, α, β) is a rate matrix for some k ∈ Z, α ∈ R and β ∈ R + it holds that: i) Q(l, α, β) is a rate matrix for any integer l ∈ I k where
(we use the notation a, b to denote the closed interval delimited by a and b, no matters if a > b or a < b).
ii) Q(k, 0, 1) is a rate matrix.
Proof. We will prove that Q(l, α, β) and Q(k, 0, 1) are Markov matrices by checking that they satisfy the inequalities (7) and (8) in Lemma 3.5.
i) The proof is straightforward from inequality (7) and the fact that |2πl + θ y | ≤ |2πk + θ y | for any l ∈ I k .
ii) Since Q(k, α, β) is a rate matrix it follows from Lemma 3.5 that:
Now, let us consider the real function f (β) = 1+β 2 β restricted to R + . f is continuous and a straightforward computation shows that f has an absolute minimum at β = 1. This concludes the proof. Now we are ready to prove the main result in this section, which characterizes embeddable K80 Markov matrices. The following corollaries use the result above to characterize embeddable K80 Markov matrices in terms of its eigenvalues (Corollary 3.9) and in terms of its entries (Corollary 3.10).
Remark 3.8. In the case of positive eigenvalues x and y we have that M is embeddable if and only if its principal logarithm Log(M ) is a rate matrix (see Corollary 3.7). However, when the multiple eigenvalue y is negative, Log(M ) is never a rate matrix. In this case, the embeddability cannot be checked by looking at Log(M ) and Corollary 3.7 provides an embeddability criterion. In the following corollaries we prove that there is a non-empty open subset of the set of K80 matrices containing embeddable matrices whose principal logarithm is not a rate matrix. Proof. By Corollary 3.7 we know that M is embeddable if and only if Q(0, 0, 1) is a rate matrix. If x = y it follows from Lemma 3.5 that Q(0, 0, 1) is a rate matrix if and only if log(x) − 2 log |y| ≥ 0 and − log(x) ≥ 2θ y . The claim follows by taking exponentials and rearranging the terms in these inequalities. For x = y, M is a JC69 matrix which is known to be embeddable if and only if its eigenvalues are positive (see Corollary 3.7). Note that if x = y, the inequality x > y 2 is satisfied if and only if x ∈ [0, 1]. By Perron-Frobenius theorem we have that x ≤ 1, thus the statement also holds for this case. Proof. The claim follows directly from Corollary 3.9 by expressing the eigenvalues in terms of the entries.
Remark 3.11. As claimed in the introduction, the results above together with Corollary 3.5 in [RLFS18] solve the embedding problem for any K81 matrix. Indeed, the embeddability of any K81 matrix with two repeated eigenvalues can be treated analogously to K80 matrices (one just needs to permute rows and columns accordingly). If the matrix has three repeated eigenvalues, then it is a JC69 matrix and the following argument solves the embeddability of JC69 matrices: there are no embeddable matrices with negative determinant [Cul66] and by Theorem 2.5, the principal logarithm of a JC69 matrix with positive determinant is always a rate matrix. Thus, a JC69 matrix is embeddable if and only if its determinant is positive.
Identifiability of rates for K80 Markov matrices
In this section we address the identifiability problem for K80 embeddable matrices. As a consequence of the results obtained in the previous section we provide a criterion to determine whether the rates of these matrices are identifiable or not. Furthermore, for those matrices with non-identifiable rates we determine how many Markov generators they admit.
Proposition 4.1. Let M be an embeddable K80 Markov matrix with eigenvalues 1, x, y, y. Then, the rates of M are identifiable if and only if Q(−1, 0, 1) is not a rate matrix.
Proof. By Corollary 3.7 we know that M is embeddable if and only if Q(0, 0, 1) is a rate matrix. Now assume that there are α ∈ R, β ∈ R + and k ∈ Z such that Q(k, α, β) is a Markov generator for M different than Q(0, 0, 1). In this case, Theorem 3.6 gives that Q(−1, 0, 1) is also Markov generator because −1 belongs to the interval I k , independently of the sign of y (note that if y > 0, the case k = 0 is excluded by Theorem 3.4). Moreover, according to Theorem 3.4, Q(0, 0, 1) and Q(−1, 0, 1) are distinct Markov generators. A straightforward computation shows that Log(M ) is a Markov generator and hence M is embeddable:
Nonetheless, the rates of M are not identifiable since there are other Markov generators for it:
Note that this matrix is not close to the identity matrix, M − Id F ≈ 1.730973310 and has determinant equal to e −8π . As we can see, Log(M ) is not a real matrix:
In spite of that, Q(0, 0, 1) is a rate matrix, so M is embeddable. Furthermore, Q(−1, 0, 1) is also a Markov generator for M and hence the rates are not identifiable:
Unlike the previous example, in this case Q(1, 0, 1) is not a rate matrix. Furthermore, M is a K80 embeddable matrix with no K80 Markov generators (because Log(M ) is not a rate matrix, see Theorem 2.5), which shows that rates may not be able to reproduce symmetric constraints among probabilities ([Kim81] see also [RLFS18] ).
Note that this matrix has M − Id F ≈ 1.781252133 and det(M ) = e −4π .
Remark 4.4. In the examples 4.2 and 4.3, the Markov generators other than the principal logarithm are not K81 matrices, they belong to one of the Lie Markov models listed in [FSSJW15] , namely the model 3.3b. This is another 3-dimensional model, different from the K81 model, which contains the K80 model as well. Proof. Since M is embeddable it follows from Corollary 3.9 that x ≥ y 2 . For ease of reading let us
In the proof of Theorem 3.6 we already saw that φ has an absolute minimum at φ(0, 1) = 2. ii) Let Q(k, α, β) be a Markov generator for M . It follows from inequality (8) in Lemma 3.5 that 4π ≥ 2|k|π φ(α, β). Using that φ(α, β) > 2 for (α, β) = (0, 1) we get that the inequality holds if and only if k = 0 (and hence Q(0, α, β) = Log(M )) or α = 0, β = 1 and |k| = 1.
iii) Let Q := Q(k, α, β) be a Markov generator for M . It follows from inequality (8) in Lemma 3.5 that 2π ≥ (2k + 1)π φ(α, β) . Using that φ(α, β) > 2 for (α, β) = (0, 1) we get that the inequality holds if and only if k = 0 (and hence Q(0, α, β) = Log(M ) or α = 0, β = 1 and |2k + 1| ≤ 1.
iv) Let Q := Q(k, α, β) be a Markov generator for M . Note that for any α, β such that α + β = 1 we have that inequality (7) in Lemma 3.5 does hold. Now for y > 0 we have that − log(x) > 4π = 2π| − 1| φ(0, 1) thus inequality (8) is satisfied for Q(−1, 0, 1). Furthermore, inequality (8) is satisfied for any (α, β) close enough to (0, 1). Hence, it follows from Lemma 3.5 that Q(−1, α, β) is a Markov generator of M for any (α, β) close enough to (0, 1) such that α 2 + β 2 = 1. The same argument does also work for y < 0.
Note that Theorem 4.5 and Corollary 3.10 prove Theorem 1.1 stated in the introduction.
Remark 4.6. Theorem 4.5 proves that the matrices in the previous examples do not admit any other Markov generator. Moreover, embeddable matrices with non-identifiable rates must satisfy x ≥ y 2 to be embeddable, hence they have determinant at most e −8π if all the eigenvalues are positive and determinant at most e −4π if they have a repeated negative eigenvalue. In particular, the matrices in the examples 4.2 and 4.3 above are the K80 embeddable matrices with no-identifiable rates with greater determinant for each case (positive and negative eigenvalues respectively). The determinant of M is related to the expected number of nucleotide substitutions in the Markov process ruled by M , see [BH87] . In a phylogenetic tree, the length of a branch representing an evolutionary process between an ancestral species and a descendant species is usually measured as the expected number of nucleotide substitutions per site. If this process is ruled by a transition matrix with uniform stationary distribution and M = α M α with M α ∼ Id, then this branch length can be approximated by − 1 4 log(det(M )). Thus, the previous examples 4.2 and 4.3 represent processes of branch length 2π and π, respectively. Further details on this are given in the Discussion.
Remark 4.7. We turn our attention to matrices whose diagonal entries are the largest entries in each column. These are called diagonal largest in column matrices, briefly DLC, and are related to matrix parameter identifiability in phylogenetics (see [Cha96] ). A Markov K80 matrix K (1 − b − 2c, b, c, c) is DLC if and only if 2b + 2c < 1 and b + 3c < 1. Therefore, there are DLC matrices that lie in case (b) of Theorem 1.1. In particular, our results prove that K80 DLC matrices are embeddable if and only if its principal logarithm is a rate matrix, but also that there is an open set of embeddable DLC matrices whose rates are not identifiable. Note also that the Markov matrix of Example 4.2 is DLC. For a more clear picture of embeddability and rate identifiability of DLC K80 matrices, intersect Figure 1 
Volumes
In this section we will study how many K80 Markov matrices are embeddable and also how many of those matrices have identifiable rates. We will solve these questions when restricted to some well defined subsets of K80 matrices. We will proceed by using a parametrization of all K80 matrices and computing the volumes needed in that set. We will consider the following regions: i) ∆: The set of all K80 Markov matrices.
ii) ∆ DLC : The set of all DLC matrices in ∆ (see Remark 4.7).
iii) ∆ + : The set of all M ∈ ∆ in the connected component of the identity with respect to vanishing determinant (that is, all K80 Markov matrices with only positive eigenvalues).
iv) ∆ dd : The set of all M ∈ ∆ such that the probability of not mutating is higher than the probability of mutating, i.e. those matrices such that a > b+2c. These matrices are said to be diagonally-dominant and it is well known that they have identifiable rates (if embeddable), see [Cut72] .
In the previous sections we have been using two different parameterizations of the model (see Figure  1) , one in terms of the eigenvalues of the Markov matrix (x and y) and the other in terms of its entries (b and c) . The bijection between both spaces of parameters is given by: Since the determinant of the Jacobian of these two maps is constant, the relative volumes of embeddable matrices will not depend on the parametrization chosen. Actually, det(D(ϕ)) = 8 and hence the volume of any subset will be eight times greater in the eigenvalues' parametrization. We decided to use the parametrization in terms of the eigenvalues to compute the volumes we want to know because the expressions appearing along the computations are simpler.
Proposition 5.1. Let ∆ emb denote the set of embeddable K80 Markov matrices, and let ∆ idf ⊂ ∆ emb be the subset of matrices with identifiable rates. Using the parametrization of K80 Markov matrices in terms of its eigenvalues, the following holds: a)
Proof. a) ∆ is the triangle with vertices (−1, 0), (1, 1) and (1, −1) which has area 2. y 2
C then its eigenvalue x is negative, and hence x ≥ y 2 thus M is not embeddable, which proves that ∆ emb ∩ ∆ DLC = ∆ emb ∩ ∆ + (see Figure 2) . It follows from Corollary 3.9 that the volume of this set can be computed as
h) The set of diagonally-dominant matrices is the triangle with vertices (0, 0.5), (1, 1) and (1, 0). It is known that diagonally-dominant Markov matrices have only one real logarithm [Cut72] and hence the first equality follows. Furthermore the points where the curve y 2 = x intersects with the boundary of ∆ dd are (3 − 2 √ 2, −1 + √ 2) and (1, 1), thus it follows from Corollary 3.9 that the volume can be computed as
The table 1 shows some relative volumes of the regions defined at the beginning of this section, and is included here for quick reference. The computations involved are straightforward from the values of the volumes of the preceding proposition.
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1+e −3π ≈ 0.9999193000 1 − e −6π ≈ 0.9999999935 1 − e −6π ≈ 0.9999999935 1 In phylogenetic trees that evolve under a Markov evolutionary model one usually assigns a branch length to the edges of the tree. This length accounts for the expected number of substitutions per site that have occurred along that edge. It is well known that, if a K80 Markov matrix M has governed evolution on an edge, then the expected number of elapsed substitutions per site can be approximated by −1 4 log(det(M )) [BH87] . According to Corollary 3.9(c), there are embeddable K80 matrices with determinant as big as e −4π whose principal logarithm is not a rate matrix (see Remark 4.6). Therefore, there are Markov processes with branch length equal to π with embeddable transition matrix but whose embeddability property cannot be decided by looking at the principal logarithm. Nevertheless, we want to point out that for K80 matrices this only happens when the multiple eigenvalue y is negative (see Corollary 3.7).
We have obtained that DLC matrices are embeddable if and only if its principal logarithm is a rate matrix (Remark 4.7). In parameter estimation in phylogenetics, one usually restricts to DLC matrices in order to ensure identifiability of entries of the transition matrices (see [Cha96] ). For these matrices the criterion of the principal logarithm was used in [VYP + 13] to discuss which evolutionary processes could have undergone a continuous-time process. However, for positive eigenvalues we have found an open subset of matrices whose rates are not identifiable (see Theorem 1.1), which actually have infinitely many Markov generators. This implies that different continuous time processes could lead to the same final observations. As there are also DLC matrices that lie in this case, one has to be careful when doing maximum likelihood estimation. The DLC matrix that is closest to the identity and has non-identifiable rates corresponds to branch length 2π, see Example 4.2 and Theorem 4.5.
In a work in progress, we are studying a more general Markov model (the Strand symmetric model [CS05] ) which allows complex eigenvalues and therefore opens the door to exploring ill-behavior embeddable matrices (in terms of principal log not being real) that are closer to the identity matrix. Moreover, initial studies for the general Markov models suggest the existence of an open subset of embeddable Markov matrices with non-identifiable rates. We will address this case in a forthcoming paper. The identifiability of rates for JC69 matrices is a problem not solved in the present paper (the case of an eigenvalue with multiplicity 3 adds some technical difficulties), but we expect to solve it in future work.
The computation of relative volumes carried on Section 5 shows that less than 35% of the Markov matrices within the K80 model are embeddable. This suggests that restricting to the continuous-time approach within this model supposes a strong restriction for the inference of the Markov matrix that rules a given evolutionary process. At the same time, this restriction guarantees a biological realism in the modeling process (see Theorem 2.2 of [RLFS18] ). These computations also exhibit that even if K80 embeddable matrices with non-identifiable rates describe a subset of positive measure, this case is quite marginal and represents less than 1 over 10.000 embeddable matrices.
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