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Abstract
Metasurfaces is an emerging field that enables the manipulation of light by an ultrathin structure com-
posed of subwavelength antennae and fulfills an important requirement for miniaturized optical elements.
Finding a new design for a metasurface or optimizing an existing design for a desired functionality is a
computationally expensive and time consuming process as it is based on an iterative process of trial and
error. We propose a deep learning (DL) architecture dubbed bidirectional autoencoder for nanophotonic
metasurface design via a template search methodology. In contrast with the earlier approaches based on
DL, our methodology addresses optimization in the space of multiple metasurface topologies instead of just
one, in order to tackle the one to many mapping problem of inverse design. We demonstrate the creation of
a Geometry and Parameter Space Library (GPSL) of metasurface designs with their corresponding optical
response using our DL model. This GPSL acts as a universal design and response space for the optimization.
As an example application, we use our methodology to design a multi-band gap-plasmon based half-wave
plate metasurface. Through this example, we demonstrate the power of our technique in addressing the non-
uniqueness problem of common inverse design approaches by showing that our network converges aptly to
multiple metasurface topologies for the desired optical response. Our proposed technique would enable fast
and accurate design and optimization of various kinds of metasurfaces with different functionalities.
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I. INTRODUCTION
Metasurfaces[1–3] are ultra-thin arrays of nanostructures whose optical response can be engi-
neered via the corresponding repeating units – a meta-atom or a meta-molecule. These metasur-
faces act as a compact and miniaturized platform for manipulating various properties of electro-
magnetic (EM) waves, such as polarization, amplitude, and phase. With advancements in nano-
fabrication, these metasurfaces have led to applications in holography [4], beam splitting [5], opti-
cal imaging [6], sensing [7], and miniaturized lensing [8]. For designing these metasurfaces, tradi-
tionally multiple full wave electrodynamics simulations are carried out to optimize for the desired
optical response or a functionality[9]. This process includes searching for either new non-intuitive
nanostructures designs, or optimizing the geometrical parameters of a candidate nanostructure
with simple design. Various EM Maxwell’s equations solver based brute force simulation methods
are used to design and optimize nanostructures. Some examples include analytical modeling [10],
evolutionary methods [11], genetic algorithms [12] which involves an intelligent initial guess to
reach a local optimum solution and numerical full-wave simulations using finite-element-method
(FEM) and finite-difference time-domain (FDTD) with multiple parameter sweeps to search op-
timized values. However, these methodologies either suffer from significant expense of compu-
tational resources and time because of the iterative solving strategy or they simply fall short of
capturing the functionalities with different-unique nanoantenna designs due to high non-linearity
of nanophotonic design problem.
Alternatively, data driven structural optimization for directed functionality is a promising
paradigm for solving complex computation problems. Deep learning (DL) is a subset of machine
learning with gradient based optimization which is inspired by the human brain, where its logic,
architecture, and functions are represented in the form of neural networks (NNs). In DL, a neural
network learns the intricate correlation or mapping between inputs and outputs with minimum
human intervention. It comprises of a stack of hidden layers composed of multiple neurons which
is trained on a high quality dataset. It captures the physical mechanisms statistically in terms
of layered (or nested) but simple and well-defined non-linear functions. Lately, DL has been
successfully employed in field of nanophotonics for device optimization [13–15] and inverse de-
sign [16–22] for obtaining the desired optical response and directed functionality. While these
works demonstrate the power of DL for nanophotonic device optimization with a one-time in-
vestment of a large EM simulation dataset, the inverse design process using DL still faces the
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issue of convergence to low error. This is either because of the one-to-many mapping where the
same optical response can result from multiple geometrical designs and structural parameters,
while on the other hand for certain desired optical responses, a design may not even exist. DL
based generative models [23, 24] or cascaded fully connected NNs [25–27] have been employed
for inverse design, but mostly they have complex NN architecture that lead to unstable results or
require multiple models to be trained in parallel [28].
To overcome the above-mentioned problems we propose a novel DL framework, which we call
bidirectional autoencoder (biAE), for structural parameter optimization in multiple metasurface
topologies by successive parameter search of meta-atoms or meta-molecules based metasurfaces
to obtain a desired optical response. Our approach is fundamentally different compared to the pre-
vious works because it does not employ the inverse design process in the form of a pre-trained feed
forward network. Our DL model, biAE, simultaneously learns forward and inverse mapping be-
tween the geometry of metasurface and corresponding spectrum. The simple architecture of biAE
trains with a fewer number of EM simulation samples compared to other approaches [29, 30].
Furthermore, the we propose a novel loss function to train biAE helps to capture sharp variations
in the spectrum. Once our model is trained, it can generate accurate pairs of structural parame-
ters in different geometric designs and corresponding optical response without the requirement of
exhaustive computational resources.
To demonstrate the utility of the proposed modeling technique, DL architecture, and loss func-
tion, we focus on gap-plasmon based metasurfaces, where we implement polarization state conver-
sion of reflected light by tailoring the geometry of the constituent nanoantennae [31]. To generate
the training data, appropriate combinations of these geometrical parameters were chosen by tuning
several candidate designs for desired optical response. As examples, Fig. 1(c) and Fig. 1(d) show
the simulated conversion efficiency spectra for incident left circular polarization (LCP) to reflected
right circular polarization (RCP) of gap-plasmon based half-wave plate metasurface (HMs) with a
unit cell of a meta-atom and a meta-molecule. In this illustrative example, the framework searches
for optimized parameters of different designs shown in Fig. 1(b) of meta-atom (rectangle, double-
arc) and meta-molecule (rectangle-circle pair, rectangle-square pair) in the GPSL generated using
a proposed bidirectional autoencoder (biAE). We show the performance of our framework for the
design of a single band, dual band, and a broadband gap-plasmon based half-wave plate metasur-
face with desired LCP to RCP conversion efficiency. Further, we show an example of how our
template search methodology solves non-uniqueness problem of metasurface design by searching
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two different geometrical designs for a desired optical response, hence establishing a one-to-many
mapping.
II. METHODOLOGY
We consider a simple metal-dielectric-metal periodic gap-plasmon based HMs [32] for demon-
stration of our method. The periodic nanostructure is capable of converting an incident wave of
LCP to RCP and vice versa on reflection as shown in Fig. 1(a), where a unit cell with periodicity
P = 230 nm which contains a meta-atom or a meta-molecule of Aluminium (Al) nanoanten-
nae of height 50 nm. The Al-nanoantenna is mounted on a dielectric spacer SiO2 layer over a
150 nm thick Al-mirror layer on the silicon substrate. Here we focus on different designs of Al-
nanoantenna with variable parameters (see Fig. 1) Lx, Ly, Ds, DB, w, v, a, d, angle of rotation of
nanoantenna (φ) and SiO2 spacer thickness (t) which critically affects the optical response [33].
For this work, we fix the periodicity, thickness of Al-mirror layer, height of nanoantenna and sili-
con substrate thickness. We select the structural parameter range as mentioned in Table 1 to cover
a broad range of conversion efficiencies.
A dataset comprising a total of 1500 samples was used for training and validation of the biAE.
Each data sample is a pair of randomly selected structural parameters combination s from differ-
ent geometry design classes shown in Fig. 1(b) and the corresponding optical response R. The
optical response is obtained as LCP to RCP conversion efficiency spectra from 400 nm to 800 nm
wavelength range with 101 spectral points. The data samples are derived from EM simulations
performed using FEM in RF module of COMSOL MULTIPHYSICS with Livelink for MATLAB. The
size of the dataset is decided so as to reduce the cost of the computation but at the same time
reasonable enough to train the biAE consistently. A random split with 80% and 20% of the dataset
is used for training and validation respectively for the biAE network.
Fig. 2(a) shows a schematic illustration of the biAE model architecture, which was coded us-
ing the PyTorch library. The biAE consists of seven fully-connected layers having 101, 64, 32,
4, 32, 64, and 101 neurons, respectively. Each hidden layer used a rectified linear unit (ReLU)
non-linearity except for the final layer. Batch normalization was used for fast convergence, while
drop-out and weight decay were used for regularization. Our biAE takes the 101-dimensional
optical response (R) corresponding to structural parameters (s) and encodes it to 4-dimensional
structural parameters (s′) as latent vectors using the encoder network. The output of the decoder
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R′ is again a 101-dimensional vector, which emulates the input R itself. The layer with the min-
imum number of neurons is the bottleneck of the biAE. We optimize biAE to perform two tasks
simultaneously. The model reconstructs the spectrum at the output of the decoder. Further, the en-
coder part of biAE tries to learn inverse mapping because of the constraints on bottleneck features.
Note that the encoder of the biAE cannot be used for inverse mapping directly because we have
not put constraints on the range of the bottleneck features. We train four biAE of identical model
architectures corresponding to our four different geometrical design classes. The training of the
biAE with N data points is completed by minimizing an objective function LAE using backprop-
agation. Our objective function was a combination of the exponential of absolute distance and the
mean square error, as defined in Equation (1), which is strictly convex:
L1 =
{
1
N
N∑
i=1
(R′ −R)2
}
+
{
1
N
N∑
i=1
exp(|R′ −R|)− 1
}
L2 =
1
N
N∑
i=1
(s′ − s)2, (1)
LAE = L1 + L2,
where R is the optical response corresponding to structural parameter set (s), R′ is the recon-
structed optical response and s′ is structural geometry latent vectors and N is a mini-batch of
training dataset. Adding exponential of absolute distance to MSE loss improves the performance
of our model. This improvement is mainly observed when spectrum contains sharp dips because
exponential function incurs more penalty when an error is large. After training of biAE, the op-
timized and trained decoder is then used as an optical response generator for randomly selected
structural parameters of different design classes with accurate correlations between R and R′ in-
dicated in Fig. 2(b).
III. RESULTS AND DISCUSSION
We validated a trained biAE with 100 data points from each geometry. These data points were
not shown to biAE during the training phase. The data sample contains pairs of known randomly
generated structural parameters and corresponding EM simulated spectrum. We input the EM
simulated spectrum R and obtain the regenerated spectra R′ on the output layer. The results were
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compared with the EM simulated spectrum in the validation set, where we used the measure of
average mean absolute error (MAE) per spectral point as given in Equation (2).
LMAE =
1
n
n∑
i=1
|R′i −Ri| (2)
The conversion efficiency regenerated by the biAE and corresponding EM simulated conver-
sion efficiency for different meta-atom and meta-molecule geometrical designs for few randomly
chosen validation samples is shown in Fig. 3(a)–(d). In the shown examples, the biAE regener-
ated conversion efficiency spectrum (red curves) matches the EM simulated (black curves) with
good qualitative agreement giving an MAE of 1.43%, 1.69%, 2.66%, and 1.90% for rectangle,
double arc, rectangle-circle pair and rectangle-square pair respectively. The biAE neural network
shows the capability to encode the high-dimensional optical response to low-dimensional struc-
tural parameters as latent vectors and retrieve the optical response back with high accuracy. For
understanding the accuracy of our four biAE on the four geometrical design classes, in Fig. 4(a)–
(d), we further plot average MAE on the validation dataset for each data sample of a geometrical
design class with varying structural parameters. We observe that the average mean absolute error is
≤ 5% for 97-100% of the dataset samples as shown in Fig. 4. These results illustrate the ability of
the biAE network to map the geometrical parameters to conversion efficiency with high precision.
We conclude that the biAE successfully down-samples the high dimensional optical response to
a low dimensional design parameters and reconstructs the optical response with up-sampling and
does not lose the feature information while mapping.
With a small network architecture and a single NN optimized process, we demonstrate the ef-
fectiveness of our template search approach. We inverse design a gap-plasmon based meta-atom
or meta-molecule for desired conversion efficiency optical response by accurately identifying best
structural parameters combinations from our GPSL. The search for best parameters takes less than
a millisecond, whereas full-wave simulation methodologies require at least few hours. Firstly, we
generate a library of the entire conversion efficiency spectrum space given by all combinations of
structural parameters with 105 entries from each geometrical design class using the decoder net-
work. The decoder network is highly efficient in generating optical response for randomly selected
set of structural parameters from geometry design space. The generation of GPSL is feasible on
Nvidia GeForce GTX 1050 GPU within a very short time. For a desired optical response Rd, the
template search algorithm searches for an optical response with the least L1 distance between Rd
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and R in GPSL. The template search algorithm is denoted as shown in Eq. 3:
so = argmin
s
|Rd −R|, (3)
where so is the optimized structural parameters searched and s denotes the set of all structural
parameters in the GPSL for all geometrical design class of meta-atom/meta-molecule as discussed
before. As examples of the results of the proposed method, we show the response of the searched
structure from the library for a few desired conversion efficiency spectra in Fig. 5. Here we choose
desired spectrum as mixture of Gaussians to design a single band, dual band, and a broad band
gap-plasmon based HMs of 40%, 60%-80%, and 70% peak conversion efficiency. The Gaussian
mixture is calculated as shown in Eq. 4:
g(λ) =
∑
m
gm exp{−(λ− λm)
2
2σ2m
}, (4)
where m, λm and λ are the number of Gaussian, central wavelength of mth Gaussian and wave-
length range respectively. For the optical response in Fig. 5(a)–(d), the search predicts rectangle,
double arc, rectangle-circle pair and rectangle-square pair geometry design class with so = [90,
199, 65, 90], [52, 42, 125, 135], [40, 170, 34, 150] and [70,129,51,67] respectively for different
desired optical response. We observe that our template search methodology shows no preference
towards a specific design class and predicts different optimized geometries for various conversion
efficiency ranges.
The training of the feed forward network for predicting an optical response from a design space
is a fairly straightforward task. However, for the inverse design process any deep NN faces the
issue of non-uniqueness — multiple designs can have nearly identical optical responses. Hence,
during training of the inverse design NN, existence of two outputs for a single input makes it hard
to converge the NN training. To find the two optimized structural parameters sAo and s
B
o for a
desired optical response Rd, we perform a template search in each class of the library separately.
The algorithm results in the closest matching spectrum from each class. For instance, in Fig. 6, we
observe that there exist two optimized sets of geometry design for identical conversion efficiency
optical response. The searched geometry designs are double arc as a meta-atom (red curve) and
rectangle-circle pair as a meta-molecule (black curve) with sAo = [57, 46, 65, 135], and s
B
o =
[65, 111, 36, 95] respectively, for a desired optical response (grey circles). This highlights the
power of our technique in tackling the one to many problem of inverse design.
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IV. CONCLUSION
In this paper, we propose a DL framework based on a bidirectional autoencoder (biAE)
paradigm for nanophotonic metasurface design via a template search methodology. Our methodol-
ogy is distinguished from previous nanophotonic DL approaches in that it addresses optimization
in the space of different metasurface topologies instead of just one, in order to tackle the one
to many mapping problem of inverse design. As an example problem to demonstrate the power
of our approach, we trained our framework to efficiently map the various topological designs of
gap-plasmon based half-wave plate metasurfaces to the desired LCP to RCP conversion efficiency
spectra. Our biAE learns to reconstruct high dimensional conversion efficiency spectra from low
dimensional structural parameters through a bottleneck of low-dimensional latent vectors with av-
erage MAE≤5% for 97-100% of validation data samples. The decoder network of trained biAE is
subsequently utilized to create a Geometry & Parameters Space Library of conversion efficiency
spectrum space given by all combinations of geometric parameters with 105 data points for each of
the different considered topologies of the metasurface. To verify the generality of the biAE based
template search methodology, we performed a metasurface design search with multiple Gaussians
as the desired spectra and obtained corresponding spectra from the GPSL that closely mimicked
the desired spectrum. Our methodology addresses the non-uniqueness problem of nanophotonic
inverse design by predicting multiple distinct geometry designs for a single desired spectrum and
can easily be extended to the design of other kinds of metasurfaces and metamaterials[34].
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Table I. Structural parameters values for different geometrical designs. All the distances are in nanometers
and φ values are in degrees.
Lx, Ly Ds DB v w a d t φ
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Figure 1. Gap-plasmon based half-wave plate metasurface: (a) A schematic illustration of unit cell of gap-
plasmon based half-wave plate. (b) Different Al-nanoantenna geometrical designs – meta-atoms (rectangle,
double-arc) and meta-molecules (rectangle-circle pair, rectangle-square pair) with variable structural pa-
rameters. (c) Simulated conversion efficiency spectrum for double arc meta-atom and rectangle-circle pair
meta-molecule. Red and black curves shows different values for parameters in same design class.
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Figure 2. Schematic of the biAE architecture: (a) In the training process, the encoder accepts the op-
tical response and produces structural parameters as latent vectors. The decoder then regenerates the
optical response from structural parameters. (b) After the training, the decoder (red box) in (a) can
be separately used as a generator of optical responses for randomly selected structural parameters set
s = [Lx, Ly, φ, t], [Ds, DB, φ, t], [w, v, d, t] or [w, v, a, t]
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Figure 3. Comparison of biAE regenerated (red curve) and EM simulated (black curve) conversion effi-
ciency for different class of geometrical designs: (a) Rectangle, (b) Double arc, (c) Rectangle-circle pair,
and (d) Rectangle-square pair, demonstrating excellent biAE accuracy.
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Figure 4. Average MAE on validation dataset for varying structural parameters for (a) rectangle, (b) double
arc, (c) rectangle-circle pair, and (d) rectangle-square pair geometrical designs.
12
400 500 600 700 800
0
20
40
60
80
100
C
on
ve
rs
io
n 
Ef
fic
ie
nc
y(
%
)
Wavelength(nm)
 EM Simulation
 Desired
 Template Search
a)
400 500 600 700 800
0
20
40
60
80
100
C
on
ve
rs
io
n 
Ef
fic
ie
nc
y(
%
)
Wavelength(nm)
 EM Simulation
 Desired
 Template Search
b)
400 500 600 700 800
0
20
40
60
80
100
C
on
ve
rs
io
n 
Ef
fic
ie
nc
y(
%
)
Wavelength(nm)
 EM Simulation
 Desired
 Template Search
c)
400 500 600 700 800
0
20
40
60
80
100
C
on
ve
rs
io
n 
Ef
fic
ie
nc
y(
%
)
Wavelength(nm)
 EM Simulation
 Desired
 Template Search
d)
Figure 5. On-demand design of HMs for a desired optical response: The template search algorithm predicts
(a) rectangle, (b) double arc, (c) rectangle-circle pair and (d) rectangle-square pair for different mixture of
Gaussian as desired optical response as a single-band, dual-band, and broadband HMs device.
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Figure 6. One to many mapping for a desired optical response: Template search methodology predicts
double arc as meta-atom and rectangle-circle pair as meta-molecule for same conversion efficiency optical
response.
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