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Abstract- -Opt imal  control strategies are computed for a stochastic discrete time flexible manu- 
facturing and assembly system model. An easy to implement feedback control strategy is also pro- 
posed with a cost that compares favourably with the optimal cost. (~) 1999 Elsevier Science Ltd. All 
rights reserved. 
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1. INTRODUCTION 
In this work, the following problem is considered. A flexible manufacturing cell (FMC) feeds 
several finite capacity buffers while an assembly machine (ASM) withdraws one part from each 
buffer to assemble a final product (see Figure 1). The final product is stored in an inventory with 
limited capacity and backlogging. A stochastic demand then withdraws parts from the inventory. 
Random failures and repairs of the FMC and ASM are also included in the model. 
Using measurements of the buffer contents, demand level and failure state, a feedback control 
strategy must be developed for the FMC and for the ASM such that a given cost function is 
minimised. A time-independent optimal control strategy is computed by solving a discounted 
discrete-time dynamic programming problem [1-3]. Also, a simple-to-implement feedback control 
strategy is proposed with a cost that compares favourably with the optimal cost. 
The modelling and control of a flexible manufacturing system feeding several buffers/production 
lines has been considered in [4,5] by applying Markov chain models. However, the assembly 
machine and inventory are not included in their model while the treatment is confined to the 
steady state stage. Continuous time Markov chain models have been applied in the control of 
a manufacturing system consisting of two layers of FMCs in [6] while the case of failures and 
repairs has been considered in [7]. However, a different cost function is used in these works. 
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Figure 1. Block diagram of the flexible manufacturing and assembly s stem. 
The modelling and control of various manufacturing system configurations has also been stud- 
ied by using deterministic and piecewise deterministic ordinary differential equation (ODE) mod- 
els (see [8] and the references cited there). One disadvantage of ODE-type models is that the 
continuous tate variables cannot exactly represent the integer buffer contents in discrete parts 
manufacturing systems. Another disadvantage is the difficulty in obtaining the numerical solution 
of the resulting set of coupled, time-dependent Hamilton-Jacobi-Bellman partial differential equa- 
tions, with nontrivial boundary conditions. In contrast, the discrete-time/integer state/integer 
control stochastic model used here can represent the integer buffer contents exactly while the 
related dynamic programming problem can be solved without using approximations as in the 
continuous tate case, for example grid discretisations. 
2. THE STOCHASTIC OPTIMAL CONTROL PROBLEM 
Consider the stochastic discrete time nonlinear model of a system given by 
x(k + 1) = ¢(x(k), u(k), w(k)). (1) 
x(k) E D C Z ~ is the system state, u(k) 6 U C Z g is the control input, w(k) E W C Z q, 
k -- 0, 1 . . . . .  is a sequence of independent identically distributed (i.i.d.) random vectors, ¢ .' 
D x U x W ~ D; D, U, and W are finite sets and Z a denotes the set of a-dimensional vectors 
with integer components. The probability distribution of w(k), Pr(w(k) = i) = Pi > 0, i 6 W, 
~-~4ew Pi = 1, is given. Define the set A, 
h={u(0•U, l=0,1  . . . .  }. (2) 
The stochastic optimal control problem for the system given by equation (1) is to compute a
control strategy u • A such that the cost function J(x, u) is minimised 
J(x'u)=E( ~°tkL(x(k+l)'u(k))k=o , x (0 )=x) .  (3) 
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x(k) E D, 0 < c~ < 1 is the discount factor, the running cost L(x(k + 1), u(k)) is a bounded 
function, L : D × U --* R, k -- 0, 1, 2, . . . ,  and E (. I ") denotes the conditional expectation 
operator. Define the optimal cost V(x) as 
V(x) -- min J(x, u), x E D. (4) 
uEA 
Under the above-mentioned conditions, it can be shown [3] that the optimal cost is the solution 
of the following discounted ynamic programming problem: 
Y(x) = min E (L(~b(x, u(x), w), u(x)) + aY(¢(x, u(x),w)) [ x), 
u(x)EU 
= min Z [L(¢(x, u(x),i), u(x)) + aY(~b(x, u(x),i))] Pi, x E D. (5) 
u(x)Eg iEW 
The solution of equation (5) can be computed by considering the following iteration: 
G(n+l)(x) = Z[L(d~(x,u(x),i),u(x))+aG(n)(dZ(x,u(x),i))]Pi, xeD,  (6) min 
u(x)EU iEw 
n = 0, 1, . . . ,  and G (°)(x) = 0, x ~ D. It can be shown [3] that 
Y(x) = lim G (n)(x), x E D. (7) 
Tt - - *  OO 
The performance of any given feedback control strategy u8 (x) E U can be evaluated by com- 
puting the corresponding cost function Vs(x), x E D, using the following equation: 
Ys(x) = E (L (~b (x, uS(x), w), uS(x)) + aVs (~b(x, uS(x), w)) [ x), 
= ~-~ [L(¢(x, uS(x),i),uS(x))+aVs(dp(x, uS(x),i))]Pi, xe  D. (8) 
iEw 
An iteration analogous to (6) can be used to practically compute V8 (x), x E D. 
The performance of a given control strategy can be properly evaluated by comparing the 
suboptimal cost Vs(x) to the optimal cost V(x), x e D, using the following measure: 
[ x~D (V,(x) - V (x) )2] 1/2 
For any given control strategy with cost Vs(x), x E D, the following performance indices can be 
computed to provide additional information: 
V.(x) 
Vmax = m a~V,(x), Vmin = xeDmin V,(x), va~ = Z N(D)' (10) 
xED 
where N(A) denotes the number of elements in a finite set A. 
3. THE FLEX IBLE  MANUFACTURING 
AND ASSEMBLY SYSTEM 
Without loss of generality, we consider in this section the following discrete time nonlinear 
model of a flexible manufacturing and assembly system (see Figure 1). The model is given by 
x~(k + 1) -- sat [xi(k) + si(k)ui(k)!bl(f(k)) - ¢2(f(k))um+l(k), O, B~], i = 1,. . . ,m, (11) 
Zm+l(k + 1) = sat [zm+l(k) + ¢2(f(k))Um+l(k) - d(k), -Bin+l, Bm+l], (12) 
$(k + 1) = wl(k), d(k + 1) = w2(k), (13) 
P 
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where sat[x, b, c] saturates X between b and c, b < c; x~(k) denotes the number of parts in the 
ith buffer of capacity Bi parts, i = 1, 2 , . . . ,  m, and Xm+l(k) denotes the number of parts in the 
inventory, where due to limited capacity and backlogging the content can vary between -Bm+l 
and Bm+l parts, k = 0, 1, . . . .  The control variable si(k) E {0, 1}, i = 1,... ,m, Eiml 8i(k) ~__ 1, 
k -- 0, 1 , . . . ,  indicates the type of part that should be produced by the FMC. For example, 
if si(k) = 1, then part i has been selected for production at time k. The number of parts of 
type i that should be produced is determined by the control variable us(k). Clearly, if ss(k) = O, 
then us(k) = 0, i E {1, . . . ,  m}. The control variable um+l(k) denotes the number of parts of 
type m + 1 that the assembly machine should produce by assembling together one part each of 
type i, i --- 1 , . . . ,m.  
In addition, wl(k) E • = {1,2,3} and w2(k) E Dem C Z, k = 0, 1, . . . ,  are i.i.d, random vari- 
ables modelling the failure state of the system and random demand, respectively, and ¢ and Dem 
are finite sets. The state variables f(k) E • and d(k) E Dern are introduced to measure the 
random failure state and random demand, respectively. 
More specifically, if f(k) = 1, then the FMC and the ASM are operational, if f(k) = 2, then 
the FMC is down and the ASM is operational, and if f(k) = 3, the FMC is operational and 
the ASM is down, k = 0, . . . .  The function ¢1(f) = 1 if f E {1, 3}, and 0 if f = 2, while the 
function ~)2(f) ---- 1 if f E {1, 2}, and 0 if f = 3. 
The probability distributions Pr(Wl(k) = i) > 0, i E (~, ~-'~se¢ Pr(wl(k) = i) = 1 and 
Pr(w2(k) = j) > O, j E Dem, ~-]~jeD.,n Pr(w2(k) = j)  = 1, k = 0,1,2, . . . ,  are assumed to be 
known. Define the random vector w(k) = [Wl(k), wz(k)] T, k = 0, 1 , . . . .  Since wl(k) and w2(k) 
are independent random variables, the probability distribution of w(k) is Pr(w(k) = [i, j]T) = 
Pr(wl(k) = i)Pr(w2(k) =j) ,  i E ~, j E Dem, k = 0,1,2, . . . .  
The state vector of the system x(k) = [xl(k),.. .  ,Xm+l(k), f(k), d(k)] T is thus confined to a 
finite set D C Z m+3, 
D = {(Xl , . . . ,Xm+l, f ,d)  ] 0 < xi < Bs, i = 1, . . . ,m,  
-Bm+l < xm+1 < Bin+l, f E ¢, d E Dem}, k = O, 1, . . . .  
The following constraints can be seen to apply to the control vector u(k) = [Ul (k) , . . . ,  Um+l(k), 
sl(k),..., sm(k)] r, 
m 
u~(k) eS i ,  i= l ,2 , . . . ,m+l ,  s~(k) e{0,  1}, i= l , . . . ,m,  Zss(k )_<l ,  (14) 
if s~(k) -- 0, then ui(k) = O, i E {1,. . . ,  m}, (15) 
0 <_ xs(k) + ss(k)us(k)¢l(f(k)) - ¢2(f(k))Um+l(k) <_ Si, i = 1,... ,m, (16) 
Xm+l(k) + ¢2(f(k))Um+l(k) - d(k) < Bin+l, (17) 
i f¢ l ( f (k ) )=0,  thensi(k)=O, u~(k)=0, i= l , . . . ,m,  (18) 
if ¢2(f(k)) = 0, then Urn+l(k) = 0, (19) 
x(k) E D, k = 0, 1 , . . . .  In (14), the allowable production batch sizes for part i are specified 
in set Si, while the maximum production quantity is denoted Umax,s, i = 1 , . . . ,  m + 1. Con- 
straint (16) is introduced in order that the FMC and ASM production will be consistent with 
equation (11), that is, to avoid overflow and underflow of the buffers, respectively. Overflow of 
the buffers means that the FMC is producing parts in quantities above the capacity of the buffers. 
Underflow of the buffers means that the ASM is trying to withdraw parts from empty buffers 
for assembly. Constraint (17) is introduced in order that the ASM production will be consistent 
with equation (12), that is, to avoid overflow of the inventory. The absence of a lower bound 
in (17) represents he fact that there is no control over the demand. Hence, inventory quantities 
less than -Bm+l represent lost sales defined by 
ZLs(k q- 1) = Xm+l(k + 1) - (Xm+l(k) q- ¢2(f(k))Um+l(k) - d(k)), k = 0, 1 , . . . .  (20) 
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Constraints (18) and (19) are introduced to represent the case that if the FMC or ASM fail, then 
no production of parts or assembly of parts is possible, respectively. Thus, u(k) is confined to a 
finite constraint set U, 
U = {(u i , . . . ,  urn+i, S l , . . . ,  srn) E Z 2rn+l I such that constraints (14)-(19) are satisfied}, 
k = 0, 1, . . . .  The control objective in this case is to keep the contents of the inventory, xm+i 
(k + 1), between two levels rl and r2, ri < r2, and also to keep lost sales ZLs(k + 1) as close as 
possible to zero, k = 0, 1 , . . . .  These objectives can be approximately incorporated into a running 
cost function of the form 
L=qiH(xm+l (k+l ) , r l , r2 )+q2z~s(k+l ) ,  q i>0,  i=1 ,2 ;  k=0,1 , . . . ,  
and where H is a penalty function, H(X, a, b) = 0 if a < X < b, (X - b) 2 if X > b, (X - a) 2 if X < a 
and a < b. 
4. THE PROPOSED FEEDBACK CONTROL STRATEGY 
The optimal FMC and ASM controls are computed simultaneously during the solution of 
the dynamic programming equation (5). In contrast, the proposed feedback control algorithm 
given below, first computes the FMC control and then the ASM control, at each time instant 
k = 0 ,1 , . . . .  
If the FMC fails and the buffers are empty or nearly empty, then the ASM might not be able 
to assemble nough parts to keep the inventory contents between the required levels. In addition, 
if the inventory is close to or at its lower limit, then the demand might not be met. For these 
reasons the proposed FMC feedback control is to try and fill the buffer that has the least number 
of parts. 
The proposed ASM feedback control is to try and assemble nough parts to satisfy the demand 
and keep the contents of the inventory at a level of r2 parts, subject o parts availability in the 
buffers and the planned FMC production. 
The proposed feedback control uS(k) = [u~(k),..., U~+l(k), s t (k ) , . . .  , s~n(k)] T, k = 0, 1 , . . . ,  
is constructed by the following algorithm: 
(1) IF (¢ l ( f (k ) )  = O) 
THEN BEGIN 
s~(k) = O, u~(k) = O, i = 1 , . . . ,m;  
END; 
(2) IF (~ l ( f (k ) )  = 1) 
THEN BEGIN 
ie = arg mini ({x~(k)}); 
IF (zi~ (k) < B~) 
THEN BEGIN 
s~o(k) = 1; 
u ~. (k) = sat[Bi~ - xi~(k),O, umax,~]; Se 
s~(k) = o, u~(k) = O, ~ = 1 , . . .  ,m,  i # ie; 
END; 
ELSE BEGIN 
~(k)  = o, u~(k) = o, i = 1 , . . .  ,m;  
END; 
END; 
(3) IF (¢2(f(k)) = 0) 
THEN BEGIN 
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U~n+l (k) -= 0; 
END; 
(4) IF (¢2(f(k)) = 1) 
THEN BEGIN 
zi(k) = x~(k) + s~(k)u~(k)¢l ( f (k)) ,  i = 1 , . . .  ,m; 
Zmin(k) -- min(zt(k), z2(k) , . . .  ,zm(k)); 
y(k) = r2 - Xm+l(k) + d(k); 
yreq(k) = min(y(k), Zmin (k)); 
hmax(k) = min(Umax,m+t, Bm+ t - Xm+ l ( k ) ) ; 
u~n+l(k ) = sat[yreq(k), O, hmax(k)]; 
END; 
The proposed feedback control strategy is realised as uS(x), x • D, in the solution of equation (8). 
5. COMPUTATIONAL RESULTS 
In this section, an example is solved numerically using the following data: m = 2, that is, 
x(k) = [x1(k), x2(k), x3(k), f (k) ,  d(k)] T, k = 0, 1, . . . ,  Bi = 10, i = 1, 2, 3, $1 = {0, 1, 2 , . . . ,  20}, 
$2 = {0, 1, 2 , . . . ,  15}, $3 = {0,1, 2 , . . . ,  10}, Umax,1 = 20, Umax,2 = 15, Umax,3 = 10, a = 0.99, 
ql = 1, q2 = 5, rl = 2, r2 = 6. In addition, the random demand is taken as w2(k) 6 Dem = 
{0,1,2,3,4}, Pr(w2(k) = i) = 1/5, i • Dem, while Wl(k) • ¢ = {1, 2, 3}, Pr(wt(k) = 1) = 0.9, 
Pr(wl(k) -- 2) = 0.05, Pr(wl(k) = 3) = 0.05, k = 0, 1 , . . . ,  and N(D) = 38115. 
The optimal cost and control, and the cost for the proposed feedback control strategy were 
computed by solving equations (5) and (8), respectively. The corresponding performance indices 
(equations (9),(10)) are given in Table 1. The closed loop system was also simulated for various 
initial conditions, failure scenarios and demand patterns. The results of one such case are shown 
in Table 2 for the case when the optimal control strategy is applied, and in Table 3 for the case 
when the proposed feedback control strategy is used. 
Table 1. Performance comparison between the optimal control strategy and the 
proposed feedback control strategy. 
Control Used ray Vmax ~min er8 
Optimal control 42.17723 446.644 0.5986561 - 
Proposed feedback control 52.86431 501.1980 0.7215551 0.2713589 
k 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Table 2. 
control strategy with x(0) = [7, 7, -10, 2, 4] T. 
Xl(k) 
7 
0 
0 
10 
2 
10 
10 
6 
10 
6 
10 
x2(k) 
7 
0 
10 
0 
7 
6 
10 
10 
6 
10 
9 
Time domain response of the manufacturing system using the optimal 
x3(k) d(k) 81(k) s2(k) ul(k) u2(k) u3(k) f(k) el(k)  ¢2(k) 
-10 4 0 0 0 0 7 2 0 1 
-7  4 0 1 0 10 0 1 1 1 
- i0  2 1 0 20 0 I0 1 1 1 
-2  0 0 1 0 15 8 I 1 1 
6 1 1 0 9 0 1 1 1 1 
6 4 0 1 0 4 0 3 1 0 
2 0 0 1 0 4 4 1 1 1 
6 4 1 0 8 0 4 1 I 1 
6 4 0 1 0 8 4 1 1 1 
6 1 1 0 5 0 1 1 1 1 
6 2 0 1 0 3 2 1 1 1 
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Table 3. Time domain response of the manufacturing system using the proposed 
feedback control strategy with x(0) -- [7, 7,-10, 2, 4] T . 
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k 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
xl(k) x2(k) x3(k) d(k) Sl(k) s2(k) ul(k) u2(k) ua(k) f(k) el(k) ¢2(k) 
7 7 - i0  4 0 0 0 0 7 2 0 1 
0 0 -7 4 1 0 i0 0 0 1 1 1 
10 0 -10 2 0 1 0 10 10 i 1 1 
0 0 -2 0 1 0 I0 0 O 1 1 1 
I0 0 --2 1 0 1 0 i0 9 1 1 1 
1 1 6 4 1 O 9 0 0 3 1 0 
10 1 2 0 0 1 0 9 4 1 1 1 
6 6 6 4 1 0 4 0 4 1 1 1 
6 2 6 4 0 I 0 8 4 i 1 1 
2 6 6 1 1 0 8 0 1 1 i 1 
9 5 6 2 0 1 0 5 2 1 1 1 
6. CONCLUSION 
This  paper  addresses the problem of comput ing opt imal  control  strategies for a stochast ic flex- 
ible manufactur ing and assembly system model. A feedback control s t rategy is also proposed 
and the  corresponding cost is computed.  The proposed feedback control s t rategy is s imple to 
implement  and compares favourably with the opt imal  control s t rategy for the considered exam- 
ple. The opt imal  control is the best  st rategy possible but  is much more difficult to implement.  
The  results obta ined are encouraging and just i fy further investigations into more compl icated 
manufactur ing system configurations. 
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