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Let x be a unitary representation of a Lie group G. The moment mapping Yn of 
II assigns to every C” vector { in the Hilbert space 2 of A the linear functional 
Y,(l) of the Lie algebra g of G by the rule 
In this paper, we study the moment set I, of n, i.e., the closure of the image of Y,. 
It is shown that for solvable G, I, is always convex and that if furthermore z is 
irreducible, then I, is the closure (in g*) of the convex hull of the Kirillov- 
Pukanszky orbit of A. If  G is compact and if I[ is irreducible, then we show that I, 
is the convex hull of the orbit of the highest weight A of I[, if and only if the number 
III= i (2A - ai, ai) is different from 0. Here ~(i, . . . . a, denote the simple roots 
of g. 0 1992 Academic Press, Inc. 
INTRODUCTION 
Soit G un groupe de Lie rCe1 et (q %?) une reprtsentation unitaire de G 
dans un espace de Hilbert &f. Dans [WilA], Wildberger a introduit l’appli- 
cation moment Yy, de A. Pour tout BlCment 5 non nul du sous espace s” 
des vecteurs C” de Z, 1’ClCment YJl) de l’espace dual g* de l’algkbre de 
Lie g de G est dkfinie par: 
pour tout X de g. On note ici X. 5 le vecteur dn(X) . c et ( ) le produit 
scalaire dans X. 
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L’ensemble moment Z, de rt est par definition l’adherence dans g* de 
l’image de l’application moment: 
Dans [WilB] Wildberger a caracterise I, dans le cas oti x est une repre- 
sentation irreductible et G un groupe nilpotent connexe et simplement 
connexe. 11 a demontrt (Thtoreme 4.2 de [WilB] ) que I, est alors la 
fermeture de l’enveloppe convexe de l’orbite coadjointe s2, associte a rc par 
la theorie de Kirillov. On notera ceci: 
Z, = conv(S2,)). 
En particulier, conv(d) designera toujours l’enveloppe convexe dune 
partie A de g*. D’autre part, nous dirons qu’une representation unitaire x 
de G est convexe si son ensemble moment I, est convexe. 
Dans cet article, nous demontrons que ce resultat se generalise a tous les 
groupes de Lie resolubles connexes. D’apres Pukanszky [PukA], il existe 
sur l’espace dual g* de l’algbbre de Lie g d’un tel groupe, une relation 
d’equivalence R, telle que toute classe d’equivalence Q soit une partie 
G-invariante localement fermee de g* et telle que toute orbite coadjointe 0 
contenue dans Q soit dense. Pukanszky a construit une application P de d 
sur g*/R qui generalise l’application de Kirillov: 
K: G + g*/Ad * 
du cas exponentiel (voir [Ber, VI]). 
Nous montrons que pour tout rc de G, on a: 
I, = conv( P( 7c)) -. 
En outre, nous montrons que pour une representation unitaire quelconque 
II dun groupe resoluble, 
Z, est toujours une partie convexe de g*. 
L&ape fondamentale de la demonstration de ces resultats est la proposi- 
tion 6.3, ou nous montrons que l’induction unitaire preserve la convexitt, 
c’est a dire que si p est une representation unitaire convexe dun sous 
groupe ferme H de G, alors indg p est elle-mCme convexe. 
En outre nous avons aussi besoin du fait que l’induite holomorphe 
ind(Z, h, G) construite a partir d’une polarisation positive h au point 1 de g* 
est aussi convexe (Prop. 10). 
La deuxieme partie de l’article est consacrte a la determination de I, 
pour les representations irreductibles des groupes de Lie compacts. 
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Si t dksigne un tore maximal de g et $? une chambre de Weyl de t*, z 
est dCterminCe de faGon unique par un tkment /i de l’adhkrence de %. Soit 
alors d I’ensemble des racines de g et A+ l’ensemble des racines positives 
par rapport $ V. La complexifite g@ de g se dkcompose en somme directe: 
g@= tc+ c g”. 
CXCA 
Prolongeons n en une forme linkaire /la’ sur g” en lui imposant de 
s’annuler sur chaque ga puis restreignons A” d g, nous obtenons un 
ClCment n de g*. Soit 0 son Ad*(G) orbite dans g* et (tll, . . . . ~l,,,~~~ .J les 
racines simples de A +, nous dkmontrons le thCor&me suivant: 
Z, est convexe si et seulement si n n’est pas une racine du polyn8me 
P(t) = n C2t - cli7 @-il. 
Dans ce cas I, = conv(Ad*(G)/i). 
Ainsi, aux zCros d’un polyn6me prbs, chaque reprksentation irrkductible 
z d’un groupe de Lie compact est convexe et minimale en ce sens que Z, 
est un ensemble convexe G-invariant minimal de g*. 
I. PROPRI~TBS DE L'APPLICATION MOMENT 
1. Soit G un groupe de Lie, g son algkbre de Lie. Soit (TC, 2) une rep& 
sentation unitaire dans un espace hilbertien 2. Nous dksignons par #” 
le sous espace de 2 constituk des vecteurs C”, c’est g dire des vecteurs 5 
de X, tels que l’application: 
G-*X s-4g)5 
soit une application C”. 
Soit X,, . . . . X, une base de g. Nous munissons comme dans [Poul] Xrn 
d’une topologie en dtfmissant une famille de semi-normes p par: 
pour d=O, 1, . . . . X” est alors un espace de Frkchet. Enfin %” coincide 
avec l’espace de Girding de TC, c’est g dire avec le sous espace vectoriel de 
%’ engendrk par les vecteurs de la forme z(Q) 5,5 E X, @ E C:(G) (voir 
[Dix, Mall). 
Soit X un tkment de g et [ un ClCment de X”. Nous dkfinissons: 
X.<=&c(X)5=lim ,-O ( f C4exp tJ35 - 51). 
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L’application: 
gx~“+X” x <+x.tY 
est alsors continue et X+ &r(X) est une representation de l’algebre de Lie 
g dans 2”“. En outre &r(X) est antisymetrique c’est a dire, si t, q 
appartiennent a S” et X a g, on a: 
(1.1) (X.5, rl)= -Cl, X.rl) 
car n est une representation unitaire. 
En particulier: 
(1.2) 
est imaginaire pur. Ainsi la fonction delinie, pour tout 5 non nul de ST”“, 
sur g par: 
(1.3) x-1 (x.r3 <) := y i C&t) R 
(O(X) 
est reelle et lintaire. Nous obtenons ainsi l’application moment de la 
representation n: 
Y’, est une application continue pour la topologie de Frtchet de #” et 
la topologie ordinaire de g *. Dans le cas ou la dimension de S est linie, 
Yy, est l’application moment associee a une action symplectique de G sur 
l’espace projectif complexe P(X) muni d’une structure de varieti symplec- 
tique canonique (voir [Raw, Will). 
DI?F:FINITION. L’ensemble moment I, de rr est par definition l’adherence 
dans g* de l’image de l’application moment: 
(1.4) I, = (im Y,) 
(Ici A - designe l’adherence de A c g*). 
2. Remarque. Comme X” coicide avec l’espace de Garding de rc, pour 
connaitre I,, il sullit de determiner l’ensemble: 
+%= (yY,(4f)5),f~C3G), t-f} 
et de former 9;. Ici, C,“(G) designe l’espace des fonctions C m a support 
compact sur G et a valeurs dans 02. 
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3. Soit A un automorphisme du groupe G. Dbignons par a sa differen- 
tielle c’est a dire l’automorphisme de l’algebre de Lie g definie par: 
exp(ta(X)) = A(exp tX), tER,XEg. 
Si maintenant (71, YQ est une representation de G, alors on notera 
(#, X) la representation de G detinie par: 
74g) :=4A-1(g)), VgeG. 
Posons: 
a* := (a-‘)‘: g* --t g*. 
Un simple calcul montre alors que: 
Yn,4 = a* 0 ul,. 
En particulier: 
(3.1) I,.4 = a*(Z,). 
Pour les automorphismes interieurs A, de G: 
A,(u) := g * f.4. g-1, MEG, gEG, 
l’automorphisme de g correspondant est Ad(g) et nous obtenons pour 
chaque g de G: 
(3.2) !Pro7T(g)= Y*,=Ad*(g)~ ul,. 
Ainsi, pour tout g de G, nous avons: 
(3.3) Ad*(g) z, c I,. 
(3.4) DEFINITION. Nous dirons qu’une representation unitaire K de G 
est convexe si Z, est une partie convexe de g*. 
Nous dirons que 71 est minimale si: 
Z,=conv(G.Z)-, 
pour un 1 de g*, c’est a dire si Z, est la fermeture dans g* de l’enveloppe 
convexe conv( G . Z) dune Ad*( G)-orbite G .I. 
(4.1) Notation. Fixons une base X1, . . . . X, de g. Soient I et p des 
elements de g* et soit E > 0. Nous dirons que I - p est un O(E) si: 
IV- P)(Xj)l <h pour j= 1, . . . . n. 
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(4.2) PROPOSITION. Suit { ~~~~~~ une famille de reprhentations unitaires 
convexes de G. Suit p la reprksentation xi”, , xi, somme directe des 7ci. Alors 
p est aussi convexe et: 
Preuve. La projection orthogonale Pi de XP sur sa composante Xz, 
entrelace p et rci, done: 
Soit t = (tiLeI un element de %p”, tel que 11<11 vaille 1. Alors chaque 4, 
appartient a .Xny et comme, pour tout X de g, X< est (X<i)is,, on a: 
Done, pour chaque E positif, il existe une partie finie J de Z, telle que: 
t 1 llx,~ill’ 
j=l i+J 
<(iI llxjtl12)~‘E2~ ~JlltA1221-E. 
Soit rJ le vecteur de &p” defini par: 
t/=((L)), ( <J)i = li, si i E J, ( <,)i = 0, sinon 
alors, pour chaque j de 1, . . . . n, on a: 
I ye - yp(5J)(xj)l 
= 1 CxjtliY ti>- C 
iel 
( 
icf 
CxjSi9 ti))( C lltil12)-’ / 
ief 
GE+ llxj~ll [ ‘-(.F, ll~ill*)~‘] 
Ainsi, pour un certain C: 
ul,m = y&) + O(C&). 
Maintenant, pour etablir la convexite de I,,, il nous suffit de montrer que 
pour chaque couple d’&ments 5 et 5’ de norme un de XF tels que <; et 
ci s’annulent des que i n’est pas dans .Z et pour chaque ,I de 10, 1 [, il existe 
un r] de #,” tel que: 
nyu,(t) + (1 - 2) ‘u,(C) = Yu,(v) + O(E). 
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Or, pour chaque i de J, puisque rri est convexe, nous pouvons trouver vi 
de norme 1 dans SE, tel que: 
i lItill (1-A) IMI’ 
A l15il12+ t1 -n) l15!l12 ynJ4i)+n ~~5,~~2+(1-4 Il<;ll* yP(~o 
= Ym(rli) + O(E). 
Ainsi: 
qt) + (1 - 2) Yp(5’) 
= 1 A lItill y7q(5i)+ t1 -n) 11~1112 yn;(tl) 
isJ 
= Yp(rl’) + O(C&), 
oti q’ est le vecteur de s?; de composantes: 
Cn l15il12+ t1 -n) llt1112)1’2 IliP si i E J, 0 sinon. C.Q.F.D. 
5. Soit rr une representation unitaire de G. Notons ker,, rr le noyau de 
II dans la C*-algebre C*(G) de G. Le support de A est la partie de 
6: { cr E e, ker,. R c ker,, o}, on le notera supp K. 
Nous aurons besoin de la proposition suivante dans la partie II: 
(5.1.) PROPOSITION. (a) Soit n une reprtsentation unitaire de G. Si tous 
les &!ments o de supp rc sont convexes, alors n est convexe. 
(b) Soient R et p deux reprhentations unitaires convexes de G. 
Si ker,, IL = ker,. p, alors I, = Ip. 
Preuve. Pour (b), utilisons [Dix, 3.4.2(i)]. Tout etat 4 de rr est limite 
faible d’itats de la forme xi bi ou les #i sont des formes positives associees 
il p. 
Soient alors 5 de norme 1 dans S,“, E positif et f dans CT(G). 11 existe 
des vecteurs q i, . . . . qN dans Xp, tels que: 
1 ll?ill*= 1 
I N I 
<n(f**Xj*f)t,t)-C <P(f**Xj*f)lli9Vi) Cc 
i=l 
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pour tout j= 1, . . . . n et: 
Cn(f* *f)<3 5>- 2 CPU* *f)?iY Vi) CC 
i=l 
Dans ces formules, nous avons note X * g (A’ dans g et g dans C,“(G)) la 
fonction dtlinie par: 
X* g(u) :=$g(exp(-fX).u)j,=,; UEG. 
Notons maintenant f. tJ le vecteur rc(f)& Nous avons alors: 
Comme p est convexe, il existe rl dans &‘r, tel que: 
Done: 
yu,(f.5)=s,y~(rl)+o((l+6)&), 
oti 6 =x1 Ilf%l12 
E 
llf~511’ . 
Comme 6, tend vers 1 quand E tend vers 0, nous avons montre que: 
~‘,(f.t)~zp et done que Z, c I,. 
Pour (a), nous remarquons d’abord que nous pouvons supposer que 7~ 
est cyclique, c’est A dire qu’il existe un vecteur 5 dans XX, tel que G .t soit 
total dans sz. 
En effet, n est somme directe de representations cycliques rri [Dix, 2.2.71 
et comme tvidemment, pour chaque i, le support de zj est contenu dans 
celui de rr, supp ni ne contient que des representations convexes. D’autre 
part, la somme directe de representations convexes est, nous l’avons vu, 
convexe (5.1). 
Soit done &, un vecteur de norme 1, cyclique pour a. Soit &, l’etat de 
C*(G) associe a (x, to). Utilisons maintenant les notations de [Tak, 
thioreme 6.28 et thtoreme 8.311. 11 existe sur l’ensemble des &tats S de 
C*(G) une mesure positive concentree sur l’ensemble P des &tats purs qui 
represente I$,, c’est a dire telle que: 
580/105/2-3 
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La representation (R, %) est alors tquivalente a: 
ou (T-C,, SW) est la representation G.N.S. de C*(G) associee a l’etat w. En 
particulier, n, est irreductible si o appartient a P. 
L’tquivalence unitaire est donnee par la correspondance: 
oti pour w  de S, K, designe l’ideal a gauche de C*(G) suivant: 
Km= (ud*(G),o(u*u)=O}. 
Soit maintenant: 
M=supp/LnP. 
Alors par definition, M- est Cgal a supp p. Posons: 
Alors, si u est un Clement de C*(G), 
ucker c* 7c 0 qs~(u*u*uu) = 0 Vu E C*(G), 
4 o(u*u*uu) d/i(w) = 0 vu, Jsupp R 
0 w(u*u*uu) = 0 vu, vo E supp /.l 
0 o(u*u*uu) = 0 Vv,VoEM 
o u E ker,, p. 
Done ker,, p et ker,. 71 coincident. D’autre part, chacune des 7t, est dans 
supp K et done convexe. p est alors convexe d’aprb (4.2) et d’aprh la 
preuve de (b), Z, est inclus dans Z,. 
Montrons maintenant que Z, est inclus dans Z,. Soient E positif et .Z une 
partie finie de M. Si q est un vecteur nor-me de XQ dont les seules 
composantes non nulles sont q,, o dans .Z, alors: 
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Comme les o de J sont dans P, 71, est algebriquement irreductible et il 
existe U, dans C*(G), tel que: 
VCO=KJJ mod K, [Dix, 2.8.41. 
Soit maintenant f une fonction de C,“(G) telle que Ilf. ?I/ vale 1. Comme 
S est un espace &pare, nous pouvons trouver des voisinages V, des o de 
J tels que: 
v,n Vu,=@, si ofw’. 
Pour chaque o de J, on choisit une fonction reelle non negative h,, 
continue sur S, dont le support est inclus dans V,. Alors, puisque J est 
inclus dans supp p, 
s h&d) d,u(o’) > 0, VCOEJ s 
et ainsi, quitte a multiplier h, par un facteur positif, nous supposons que: 
s s h$zd) dp(0’) = 1, VOEJ. 
Considerons alors les vecteurs de %z: 
5h= 1 j” vLJ(4-(u, mod K,,)) +(w’). 
oeJ s 
Comme les h, ont des supports disjoints, on a, pour chaque X de g: 
(xt-~5h,f*rh>= 1 j h~(w')o'(u~S*.x*f.U,)d~(w'). 
OCJ s 
Maintenant, faisons tendre les V, vers {w>, On obtient: 
et: 
lim (f’th,f-th)= c kf’Y]oi12= ilf’tlil’= ‘. 
hZ, - do OSJ 
Ces deux tgalites montrent que YJf. V) est dans Z, et d’apres la remarque 
(2) que Z, est inclus dans Z,. C.Q.F.D. 
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(5.2) COROLLAIRE. Toute repkentation unitaire d’un groupe de Lie 
abtlien connexe G est convexe. 
Preuve. En effet, si rc est une representation irreducible, TT est de 
dimension 1, d’apres le lemme de Schur. En particulier, dz = -iZ, pour un 
certain I de g*. 11 suffit alors d’appliquer (5.1). 
II. LES GROUPES RlbOLUBLES 
(6.1) Nous allons montrer dans ce chapitre que l’application moment lu, 
pour une representation rr dun groupe de Lie resoluble est toujours 
convexe et m$me convexe et minimale si 7~ est irreductible. Nous demon- 
trons d’abord qu’une representation induite unitaire est presque toujours 
convexe (voir (6.2)). Puis nous prouvons que l’induite holomorphe dun 
caractere dune polarisation complexe est aussi convexe. 11 suffit alors 
d’appliquer les resultats de Pukanszky sur les ideaux primitifs de C*(G) 
(voir [PukB] ) qui dtcrivent ces ideaux comme des noyaux de certaines 
induites holomorphes pour terminer le cas resoluble en appliquant la 
proposition (5.1 (b)). 
(6.2) Nous rappelons ici bribvement la construction de la representation 
induite unitaire rc, notee ind$ p, dune representation unitaire p dun sous 
groupe ferme H du groupe de Lie G a G. 
Sur l’espace quotient G/H des classes a gauche modulo H, il existe une 
mesure de Bore1 quasi-invariante p. Plus precidment, on peut trouver une 
fonction q, C” et strictement positive sur G, telle que: 
AH(~) 
qW) = 4(x) d pour xEG, heH, 
G 
oh A, (resp. do) dbigne la fonction module de H (resp. de G) et une 
mesure de Bore1 p telles que pour toute fonction f de C,“(G/H), 
(6.2.1) s 
4W’Y) 
---f(x-‘yH)d~(~H)=~~,~f(~H)dll(~H) 
G/H q(Y) 
(voir [War, A.1.11). Notons L’(G/H) l’espace L*(G/H, p). Cet espace Porte 
la representation quasi-reguliere gauche L de G, definie par: 
(6.2.2) L(g) llx) = 4g, xl. &-‘x) pour ge G x E G/H, t; E L*(G/H), 
0ii: 
I’* Vx, yeG 
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est une fonction C” sur G x G, constante sur les classes a gauche modulo 
H, pour sa deuxieme variable et on notera toujours 3, la fonction sur 
G x G/H qui s’en deduit par passage au quotient. 
L est une representation unitaire de G; en particulier, nous obtenons 
pour une fonction rCelZe f de (L2(G/H))“, et pour tout X de g, la relation 
suivante: 
(6.2.3) (dw3f,f)=0. 
En effet (dL(X)f, f ) est reel, puisque f et ;L le sont et done: 
Nous pouvons maintenant dtcrire la representation induite rc. Soit X0, 
l’espace de p. Appelons 2; l’espace des fonctions 5 continues de G dans Xp 
et telles que: 
&xh)=p(h)* (f(x), VXEG,V~EH 
et 
lltl12 := iH lIt(xH &W)< ~0 
(comme plus haut, [I{( .)[I est une fonction continue sur G qui passe au 
quotient sur G/H, saris changer de notation). Le groupe G agit sur X’ par 
translation a gauche: 
(6.2.4) (4gE)(x) := 4g, x) SWXL geG,xEG,tE#‘. 
L’optrateur n(g) de 2’ est manifestement isometrique d’apres la definition 
de I (voir (6.2.2)). Nous pouvons alors definir son extension n(g) sur le 
complete Xz de 2’ et nous obtenons ainsi la representation: 
rc=indgp de G sur Xz = (2’)” ‘I. 
Nous aurons besoin du resultat suivant de Poulsen (voir [Poul, 
Theoreme 5.11): 
(6.2.5) un vecteur Coo de 71 est une application C” de G dans Xp. 
(6.3) Soit maintenant h c g, l’algbbre de Lie de H et p une forme lineaire 
sur h, nous dtsignons par p + hl l’ensemble des extensions a g de p, c’est 
a dire: 
p+h’ := {IEg, Il,,=p}. 
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PROPOSITION. Soit G un groupe de Lie, H un sous groupe ferme de G et 
g et h leurs alg2bres de Lie. Soit p une reprhentation unitaire de H. 
(a) Si p est convexe ou si h # g, alors n = indg p est convexe et: 
Z, = conv(Ad*(G)(Z, + h’)). 
(b) Si p est convexe minimale, c’est & dire, si, pour un p de h*, on a: 
Z, = conv(Ad*(H)p)-, 
et si en outre p + h’ est contenu dans une Ad* orbite de G, alors R est aussi 
convexe minimale et: 
Z, = conv(Ad*(G)l)-, pour tout lEp+h’. 
Preuve. Pour (a), nous subdivisons la demonstration en plusieurs 
parties. 
(6.4) Pour tout p de Z,, p + h’ est contenu dans Z,. 
En effet, considtrons un sous-expace v supplementaire de h dans g (c’est 
a dire v 0 h = g), un voisinage ouvert Y (resp. %!) de 0 dans v (resp. dans 
h), tels que l’application: 
soit un diffeomorphisme de V x %! sur l’ouvert exp V. exp Q de G. 
Soit maintenant E positif et q un vecteur de norme 1 de XT, tel que: 
q&l) = P + o(c). 
Nous allons construire une suite (&,) d’elements de 2’2, telle que 
lim, + m !Y,J<,) soit un Clement de p + h* + O(E). 
Soit V l’ouvert exp V mod H de G/H. Nous considerons une suite (f,) 
de fonctions reelles dans CT(G/H) telle que: 
suPP fn = K s G,HIf.(x)I 44x)= 1, VnE N et “lirnm supp f, = {e}. 
Soit g un Clement de G. Posons: 
5,(g) = p(exp u)* (f,(exp v)rl), 
si g=expv.expuavecvE”Ir,uE% 
l,(g) = 0 sinon. 
11 est facile de voir que nous obtenons ainsi un vecteur C” de #* et que: 
l15,112=~~,Hlf.~~~12~~~~~=~. 
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Montrons que: 
lim WLU) = P(X) + 44, si XEh,OsiXE”tr. n-cc 
Pour cela, nous Ccrivons, pour X dans g, t dans I&’ et v dans 9’“: 
exp( - tX) exp v = exp v( 1, v) . exp( - u( t, v)), 
oil v( t, v) E v, u( t, u) E Q, 
si t est assez petit. D’apres la formule de Baker-Campbell-Hausdorff, les 
fonctions (t, 0) -+ v(t, v) et (t, v) + u(t, v) sont analytiques et, pour t et v 
petits, on a: 
Alors: 
v(t, v)= -tx+o(v)(t+o(t*)), si XEV, 
4uNt + 4t2)), si XE%, 
u(t, u) = o(v)( 1 + o(t2)), si XEY 
tX+o(u)(l +o(t’)), si XE%. 
Mexp tW L)(exp 0) 
= J(exp IX, exp v) S,(exp( - tX) . exp u) 
= 4exp tX exp 0) p(exp u(t, v))(f,(exp $6 v)) .q). 
Detinissons la mesure dv sur V par dv = d(p 0 exp). Alors, pour X dans g 
et n dans N, YJ&J(X) est la derivee par rapport a t en 0 de: 
1 - i I*- 4exp tX exp vK&xp u(t, v)h v> .L(exp v(t, uM(w 0) dv(v). 
Done: 
ANAL) = f (dL(X) f&v 0)) f,(exp v) Mu) Y 
+ s y fMp 4’ $ Mew u(t, uhl I > , rl dv(v). I=0 
D’apres (6.2.3), le premier terme de cette somme est 0. D’apres (6.3.1) si 
nous notons 4 la fonction C”: 
(6.4.1) 
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now obtenons: 
(6.4.2) lim ~Y,(MW n-02 
d 
f%xp 4 - tWt, 4) dt I > 
NV) 
t=0 
Ceci s’annule si X est dans V et si X est dans h, ceci vaut: 
Done l’element I’ de g*: 
l’lh= P, I’(,=0 
appartient a Z,. 
Pour montrer que I’+ h’ est contenu dans Z,, prenons un element 
quelconque q de h’ c g* et defmissons 5n,q dans 2,” en lui imposant de 
verifier: 
<,,,(exp u) = e-iq(“)<n(exp u), 
sivEV L,,(g) = 0, si g 4 exp -Y-. H. 
Alors, d’apres (6.4.2), pour X dans g, on a: 
Yv,(L,,)(X) = f [ Jv $ (e-iq(y(r*“)) 11 f=Of%exp 4 W4 + W) + 4dW)] 
iq”“*““) I 
+ I’(X) + O(E)(X) 
t=0 1 
= q(X) + I’(X) + O(E)(X) si XE -Y- d’apres (6.3.1), 
= l’(X) + O(E)(X) si XEh. 
Done p + hl est inclus dans Z,. C.Q.F.D. 
(6.5) conu(Ad*(G)(Z, + hl))- c I,. 
En effet soit I un Clement de conu(Ad*(G)(Z, + h’))- et E positif. 11 existe 
ul, . . . . wN dans G, 1,) . . . . 1, dans 10, l[ et I,, . . . . I, dans Z, + h’, tels que: 
I= 5 AiAd*(ui)li+o(&), xni= 1. 
i= 1 i 
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Supposons maintenant que Z, est convexe. Si, pour deux indices distincts 
i et j, on a: 
u,H= uiH, c.a.d. ui = ujh, pour un certain h de H, 
alors: 
Ad*(uj) li = Ad*(u,)(Ad*(h) li). 
Or Z, + h’ est convexe et Ad*(h) Zi appartient a cet ensemble. Nous 
pouvons done ecrire: 
Ai Ad*(ui) li + li Ad*(uj) 1, = (ii + I*,) Ad*(q) I;, 
pour un autre element 1; de Z, + hi. Nous pouvons supposer que pour tout 
i et j distincts: 
u,H#u,H. 
Si h # g, nous choisissons un X n’appartenant pas a h tel que l’applica- 
tion: 
1-L lC-G/H, t--+exp tX.H 
soit injective. 11 existe alors a positif tel que: 
Ad*(u,.exp tX). lj- Ad*ujl, 
E 
=o - , 
0 N 
Vj= 1, . . . . N, si ItI <a. 
Nous delinissons alors par induction t,, . . . . t, tels que: 
t, =o, Itjl <a 
et 
exptjX.H${u,:‘.ul.H,...,u,:‘.ujm,.exptjPIX.H} 
alors, quitte a remplacer E par 2.5, nous pouvons remplacer chaque uj par 
u,! = uj. exp tjX et supposer, dans ce cas aussi, que pour tout i et j distincts: 
u,H# u,H. 
D’aprbs (6.4), pour E’ positif et pour chaque j, il existe J dans &F, de 
norme 1 et tel que: 
lj= ul,(J) + O(E’) 
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et tel que le support de la fonction j< soit suffisament petit modulo H pour 
que celui de z(uj) j5 soit disjoint des supports de rt(ai) i< modulo ZZ, pour 
tout i < j. Alors: 
Ad*(Uj) lj= Yn(A(Uj) jr) + Ad*(Uj)(O(E’)), vj= 1, . ..) N, 
et, si nous posons: 
(= 5 A”y7c(Uj) j& 
j=l 
llrll vaut 1 et: 
1= Y=(c) + c (Ad*(Uj) O(E’)) + O(E)* 
j=l 
En faisant tendre E’ puis E vers 0, nous montrons que 1 appartient a Z,. 
C.Q.F.D. 
(6.6) Z, c conu ,4d*(G)(Z, + h’)-. 
En effet, soit 5 un vecteur de norme 1 de S’,“. D’apres (6.2.5), chaque 
Clement u de G delinit une forme lineaire 1, sur g, par: 
W’)= Re i ((WOO(~), T(u)),), VXE g. 
(Ici, Re z dbsigne la partie reelle du nombre complexe z). Or, si X est de 
la forme Ad(u) Y avec Y dans h, nous avons: 
l,(X) = Re 
(( 
f -$ (I(exp tX, u) g(exp( - tX). a)) 
= Re f z Mew lx, u) dexp t Y) c(u))1 
u I=0 
, S(u)) 
Jl”P 
) 
= Re f $ I(exp tX, u) 
I=0 
(5(u), i;(u)),) 
+ Re i (44 Y) 5(u), 5(u) sp) 
= Ilr(u)ll* yMuM Y) 
= IlWl12 (Ad*(u)-’ ~JW)W). 
Ainsi, Il<(u)ll-* I, appartient a Ad*(G)(Z, + hl), dis que r(u) est non nul. 
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D’autre part, now pouvons k-ire, pour chaque X de g: 
%(t)(-V=Re (i <dW)L 0) 
= s 115(~)112(115(~)11 -  L(W) 44w. e+o 
Approchons maintenant cette intigrale par des sommes de Riemann, c’est 
a dire, puisque: 
s l15b)l12 44w = 1, tzo 
pour chaque E positif, il existe ul, . . . . u,,,, dans G et I,, . . . . ,I,,,, dans 10, l[, 
tels que: 
f &=l 
i=l 
et 
l”n(5)= 5 li l15(“)ll -2 lzdt 
i=l 
+ O(E) E conu(Ad*(G)(Z, + h’)) + O(E). 
Finalement, en faisant tendre E vers 0, nous voyons que: 
‘Y,(<)E cono(Ad*(G)(Z, + h’))-. 
Ceci demontre (6.6) et achtve la partie (a) de (6.3). C.Q.F.D. 
(b) Si p est convexe minimale, c’est a dire s’il existe p dans h* tel que: 
z, = conu(Ad*(H) p) - 
et s’il existe 1 dans g* tel que: 
p + h’ c M*(G)/, 
nous pouvons supposer, quitte a remplacer 1 par Ad*( go)l, pour un go bien 
choisi dans G, que p est la restriction de I a h. Alors: 
(Ad*(H)p)- + hl = (Ad*(H)(l+ h))- c Ad*(G)l. 
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Done, d’apres la partie (a), nous avons: 
Z,=conu(Z,+hl)- =conu((Ad*(H)p)) +h~)cconu(Ad*(G)Z)-. 
Comme d’autre part, I appartient a p + hl c Z, (voir (6.4)), nous obtenons 
linalement: 
Z, = conu(Ad*(G)l)-. C.G.F.D. 
7. COROLLAIRE. Soit H un sous groupe ferme dun groupe de Lie G. Soit 
x: H + C un caractere unitaire de H. Alors: 
est conuexe. 
En particulier, la representation quasi reguliere L de G sur L2(G/H) est 
conuexe. 
8. COROLLAIRE. Soit G un groupe exponentiel, c’est a dire un groupe de 
Lie pour lequel I’application exponentielle est un dtffeomorphisme de 
I’algebre de Lie g de G sur G. Alors toute representation unitaire irrtductible 
IT de G est conuexe minimale. 
Preuue. Soit rc une representation unitaire irreductible de G. D’apres la 
theorie de Kirillov (voir [Ber, chapitre VI]), il existe un sous groupe fermt 
connexe H d’algebre de Lie h, une forme lintaire I dans g*, tels que la 
restriction il I,, de il a h soit un caractere de h et que: 
K = indg x,, 
ou x, est (l’unique) caractere de H dont la differentielle est -ill,. Alors: 
Z, = conu(Ad*(G)Z)-. C.Q.F.D. 
9. Les representations induites holomorphes 
Soit G un groupe de Lie resoluble simplement connexe, g son algebre de 
Lie, n un ideal nilpotent de g, tel que: 
Cml-cg. 
Soit 1 un point de g*. On note G(Z) le stabilisateur de 1 dans G et g(Z) 
son algebre de Lie. 
D’aprb [Ber, IV.4.2.121, il existe une polarisation h positive au point I, 
stable par G(Z), telle que h n n” soit un polarisation de la restriction I’ de 
1 a n, stable par le stabilisateur G(Z’) de I’ dans G et veriliant la condition 
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de Pukanszky. En fait, on peut obtenir une telle polarisation par le procede 
de M. Vergne [Ber, 4.2.91. 
Nous supposerons ici, et nous n’aurons besoin que de ce cas particulier, 
que G(1) est connexe c’est a dire que: 
G(Z) = exp g(I). 
Nous supposerons aussi que: 
(9.1) l’#O. 
En effet, si 1’ est nul, 1 est nul sur [g, g], et g elle-m&me est une polarisation 
h en 1, la construction suivante est triviale. 
Soit maintenant, comme dans [Ber, IV, 2.1 .l-2.1.71: 
e’=h+fi, e==e’ng, 
d’=hnh, d=d”ng. 
Soit H, la forme sesquilineaire positive sur ec definie par: 
HI= Wi,, CX Fl>, 
oh P designe le conjugue complexe du vecteur Y de g et od I, est l’element 
de (g*)“, extension canonique de I a gc. 
Comme: 
d’= {XEh, H,(X,X)=O}, 
nous pouvons regarder H, comme une forme definie positive sur e’/d”. 
Posons: 
(9.2) D = exp d; E=expe. 
Puisque g(l) est contenu dans h, G(Z) est contenu dans D et bien sQr D 
dans E. 
D et E sont done des sous-groupes fermes (simplement connexes) de G. 
L’espace E/D posdde une mesure E-invariante p (voir [Ber, V, 4.3.31). 
Soit she’ (I, h, E), l’ensemble des fonctions f C a, sur E qui verifient: 
(i) f(x.d)=X,(d)-‘.f(x); \dxeE,d~D 
(ii) If I2 = sEID If(x 44xD) < ~0 
(iii) p(Y)f = -i(l, Y)f; VYEh, 
ou xI est l’unique caractere unitaire de D verifiant: 
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et, oh nous notons p(X)f la fonction: 
si X appartient a e et: 
si Y appartient a h et s’ecrit X1 + X, avec Xi et X, dans e. 
Zhol ( = X”O’(l, h, E)) est alors un espace de Hilbert et la representation 
induite holomorphe rt de E sur cet espace est la regulitre gauche: 
dg)f(x) =fw’x)> VXEE 
(voir [Ber, V.4.33). 
10. PROPOSITION. La reprhentation 7c de E sur Xho’ est convexe mini- 
male: 
I, = conv(Ad*(E)(lI,))-. 
Preuve. Soit e, un ideal de e, contenu dans le noyau de 1. Alors: 
e, t d 
et n est manifestement triviale sur exp e,. Done: 
~n(f)W = 0 pour tout XE e, 
et 
l’(X)=0 pour tout l’~f2=Ad*(E)(lI.). 
(10.1) Quitte a passer au quotient par exp e,, nous pouvons done 
supposer que le seul ideal de e annul& par I est l’ideal (0). 
11 nous faut maintenant Ctudier en detail la structure de e. 
Soit: 
d, =dnn, e, =enn. 
Alors, d’apres la demonstration de [Ber, IV.51 J les sous-espaces d, et 
ker 1’ n d, sont des ideaux de e; en outre ker 1’ A dl est annul6 par 1; il est 
done nul et puisque 1’ n’est pas 0, alors: 
(10.2) 
Soit: 
e, est une algbbre de Heisenberg de centre d,. 
w=ker Ine,. 
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Alors: 
e,=w@d,. 
Comme h a CtC: obtenu par le proc&dC de M. Vergne, nous avons (voir 
[Ber, IV.4.2.111): 
N-1 
h=hnn’+ c gF(l”) 
i=l 
od nc=gP=,c . . . c gt c g: = g” est une suite d’idbaux de g”, tels que: 
dim(gF/gF+ 1) = 1 et g;=j$ 
pour i = 1, . . . . N- 1. Alors: 
N-l 
i;l g%?) cd’ 
(voir [Ber, IV.4.2.101). 11 existe done un sous-espace v de d, tel que: 
vcg(l,)={UEg, (1, Cu,nl>=o} 
et: 
v@e,=e et v@d, =d. 
D’autre part: 
(10.3) [d,d]cdn[g,g]n[h,h]cdnnnker1={0}. 
Soit maintenant a la projection de v sur ker I, parall6lement $ dl. 
(10.4) LEMME. 
e=a@el, d=a@d,, 
[a, WI = w, Cap &I= (0) 
et ad a1 wc est une algebre commutative d’endomorphismes anti-symetriques 
de w’ muni de la forme hermitienne H,. 
Preuve. Nous savons d&jja que: 
dim(a) = dim(v) - dim(d, n v) = dim(v) 
et que: 
e=v@e,=a+e, d=v$d,=a+d, 
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car d, &ant inclus dans e, et ker In d, est nul. Done: 
e=a@e, d=a@d,. 
Nous savons aussi que: 
[a, a] = [a, d,] = [d, d] = (0). 
Comme a est inclus dans d, nous avons: 
(1, [a, e,l> = (6 Cd, el> = (0). 
Done: 
[a, w] c [a, e,] c ker In e, = w. 
Maintenant wc muni de la forme H, est un espace hermitien et si X est 
dans a et U et V dans wc, nous avons d’apres la relation de Jacobi: 
HAdX)U, V=2i<l,, C[X VI, PI> = -2i<l,, CU, LX VII > 
= -2i(l,, [U, [X, VI])= -H,(U,ad(X)V), 
(car (I,, [d”, ec]) est nul). C.Q.F.D. 
Reprenons la demonstration de la proposition. Soit: 
h,=hnn” et u = ker(l, I,,,). 
Alors: 
(10.5) eF=u@ii@dF 
et u est d-invariant. 11 existe done une base de u, formee de vecteurs propres 
pour tous les operateurs ad(X) XE a. Appelons alors @ l’ensemble des 4 
de (a”)* tels qu’il existe un U non nul dans u, tel que: 
LX VI = 4(X) u VXEa. 
L’antis ymitrie des ad(X) I we, XE a implique que les formes lineaires 
complexes 4 sont imaginaires pures: chaque 4 s’ecrit: 
4 = icp ou cp est reelle. 
Nous obtenons une decomposition orthogonale linie: 
u= c o&p, oh u,= (UEu, [X, U]=icp(X)U VXEa}. 
(DE@ 
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L’ensemble @ de ces formes cp engendre a* puisque l’intersection des 
noyaux des cp pour cp dans @, est incluse dans l’intersection du centre de 
e et de ker 1 (d’apres (10.4) et (lOS)), qui est un ideal de e annul& par 1 et 
est done (0) (d’aprb (10.1)). Extrayons done de @ une base (cpl, . . . . (Pi} 
de a* et notons {T,, . . . . T,} la base duale de a. 
Soit maintenant, pour cp dans @, {XT, j= 1, . . . . n,} une base orthonor- 
male de II,. Ecrivons enfin: 
Xi” = 4 (Pi” + iQJf’), oti Pi”, Qp E w. 
Un petit calcul montre alors que: 
z&(X$ XJ??‘) = S,,dj,, 
implique: 
[Pi”, P;‘] = [ Qj“, Q;‘] = 0, 
[Pj’, Q;‘] = 6,,djj~E, 
oh E est l’unique element de d, verifiant: 
(1, E) = 1. 
Revenons a la representation rc. Les decompositions: 
d=a@d,, e=a@e,=a@w@d, (voir (10.4) 
nous donnent des decompositions analogues au niveau des groupes: 
D=A.D,, E= A. E,, E,= W.D, 
0l.k 
A=expa, E, =expe,, W=exp w, D,=expd,. 
Done E/D est diffeomorphe a w. Comme dans [Ber, VII, p. 1581, nous 
identifions l’element: 
U=c (xj”Pi”+yJf’QT) 
i. P 
de w  avec l’element de u: 
z=c7’f’;+iQ3 
2 ’ 
od z~=xi”+iri”E@. 
j, 9 
Avec ces identifications, toute fonction f de Xho’ s’icrit: 
f (2) = g(Z) w3, ZEU, 
580/105/Z-4 
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ou g est une fonction homomorphe sur l’espace complexe u, verifiant: 
s lg(Z)12 e'(z) dZdZ< 03 " 
et ou: 
(voir [Ber, p. 1603). Alors, pour T dans a, nous obtenons: 
(10.6) n(exp T) f(Z) = g( T. Z) W?, VZEU 
oii nous avons pose: 
L’espace She’ possbde une base orthonormale {f, >, E N,, ou r est la 
dimension sur @ de u pour laquelle on a les relations: 
dn(PT-iQ,?)f,= -$fiffi 
oli: 
m = (my’), cp’ e $, j’ = 1, . . . . nrp, 
et ou: 
fi = (rq), 
avec: 
et: 
(voir [Ber, VII, p. 162 et 1641). 
D’autre part, (10.6) nous donne, pour T dans a: 
(10.7) MT)f,=i[ 1 (cm,W)dT)]f,. 
rpE@ i 
Nous pouvons maintenant achever la preuve de notre proposition. En 
effet, si 5 est un vecteur norme de (JF~“)~ nous avons d’abord: 
5=Camfm, avec C lamI = 1, 
m m 
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et d’aprh (10.6): 
(10.8) Y’,(5)(T)= 1 cw)(~ lum12(.,g, m,y)), 
(P’E@ M 
pour T dans a et avec un abus d’hriture naturel, d’aprh les formules de 
[Ber, p. 160 B 1621: 
(10.9) ul,(r)((Py - i(q) = - fi c a,u, . fi. 
m 
En particulier, si: 
5=%fO+%f??l~ M2+ bm12= 1, 
alors: 
(10.10) y~(5)(T)=C,..,cp’(T)(lu,12(C~lm~’)), 
W~,W’~ - iQj’7, = 0, si rnp > 1, Vj’jl, cp’. 
Rappelons que l’ensemble 93 des vecteurs: 
.!%={t,,P~,Q~,E,k=l,..., d,cp~@,j=l,..., n,} 
de e forme une base de e. Ecrivons les tliments p de e* sous la forme: 
P= (Tk, P,“, q,“, e), k=l , . . . . d, cp E @, j = 1, . . . . nq 
A l’aide des coordonntes de p dans la base duale SF de ~3 dans e*. 
D’aprQ (lO.lO), tous les &ments p de e* tels que: 
(10.11) P= c cp’(T,) R+d,Q 1 , 
rp’E@ 
avec R,, positif ou nul pour tout cp’ sont contenus dans Z,. D’autre part, 
l’orbite de la restriction I’ de I A e (I’ = (0, 0, 0, 1)) dans e* est l’ensemble: 
Q= 
K 
q;G$,r[Tk)( 2 (~~,‘+(a,‘),d,r,~,l),~~~~,rPEWj. 
j=l 
L’enveloppe convexe de 0 est facile A trouver. C’est: 
conu(Q)- = 1 4 cp’( T,) S,,, s,“, t,“, 1 , S,. 
qo’E@ > 
> T (si”)2+(ty)2,vcp’E@ . 
J=l 
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Mais alors, l’Ad*-orbite dun element quelconque p de conu(L?) contient 
un point p’ de la forme: 
p’= 
( 
c cp’(L)Rf, (40, 1 
> 
3 
(P’E@ 
avec R,. positif ou nul pour tout cp’, D’apres (lO.ll), p’ appartient a Z,, 
done: 
conu(Q)- c z,. 
D’autre part, pour: 
nous avons, d’aprb (10.9): 
j!l (I ‘y,(M~j”)12 + I YMQ,“)12) 
=2 2 Cla,GJmpl’ 
j=l m  
Ainsi, !Pu,( 5) veritie: 
Rpp’=x lamI (2 rn;‘) 
m j=l 
2 f 5 [ (s,g2 + ( $q2], (P’E@ 
j=l 
(voir (10.8)). 
Mais alors Y’,(c) appartient a uonc(S2)) (voir (10.12)). C.Q.F.D. 
11. Nous rencontrerons dans la demonstration du thtoreme 13 la situa- 
tion suivante: 
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Soit G un groupe de Lie resoluble simplement connexe d’algebre de Lie 
g. Soit n un ideal nilpotent de g contenant [g, g] et soit N le sowgroupe 
exp n. Nous prenons une representation unitaire irrtductible E de Net nous 
notons Q son orbite de Kirillov dans n*. Soit I un element de g*, tel que: 
Soit G(Z) le stabilisateur de I dans G et g(l) son algebre de Lie. Supposons 
maintenant que: 
g(O+n=g, 
alors G(I) . N est egal a G et G(I) est simplement connexe et tgal a exp g(f). 
Soit h une polarisation complexe de 1 avec les properietts utilisees dans 
(10). Soit: 
ou 7t et E ont la m$me signification que dans (10). Alors: 
(11.1) LEMME. La restriction de T h N est Cquivalente ri E, toute extension 
unitaire z’ de E b G est de la forme z @ 1 oti 1 est un earache unitaire de 
G et est convexe minimale: si dx est igal ci -iq pour un q de g*, alors: 
I,, = conv(Ad*(G)(Z+ q))-. 
Preuve. En effet, z est convexe minimale car c’est l’induite unitaire de 71 
qui est convexe minimale et d’autre part, comme h vtrilie la condition de 
Pukanszky, nous avons: 
Ad*(D)I=I+e’ 
(voir [Ber, IV.3.1.71). 11 suffit alors d’appliquer (6.3). La representation r 
est d’autre part unitairement equivalente a la representation p(l, q,, h, G) 
d’apres la proposition V.4.3.5 de [Ber] et avec ses notations. Cette derniere 
representation comcide avec la representation ind(h, q : G) de [PukB, 3.~1. 
On applique alors [PukB, 3.~1 et [PukB, 4.a] pour terminer la demonstra- 
tion de (11.1). 
12. Nous donnons ici un rappel rapide des risultats de Pukanszky sur 
l’espace des ideaux primitifs de la C* algbbre C*(G) dun groupe de Lie 
resoluble connexe et simplement connexe. Nous utilisons les notations de 
[PukA, PukB]. 
(12.1) Soit 1 un element de l’espace dual g* de l’algtbre de Lie g de G. 
Soit G(f) le stabilisateur de 1 dans G, g(l) son algebre de Lie. Comme la 
284 ARNAL ET LUDWIG 
composante connexe G(I), ( =exp(g(l))) est simplement connexe, il existe 
un caractere unitaire unique x1 de G(I),, tel que: 
Soit G(I) le sow-groupe de G(I) constitue de tow les points qui commu- 
tent modulo le noyau de xI dans G(l),, avec tous les elements de G(I). On 
peut toujours prolonger x1 a G(I). Nous noterons G(I) l’ensemble de ces 
extensions. 
Soit maintenant: 
A 
W = u G(I). 
lEgI 
Pukanszky d&nit une relation d’equivalence 9’ sur W (voir [PukB, 5.61). 
Cette relation est G-invariante et si (1, x) et (r’, x’) sont dans une m$me 
classe d’tquivalence, alors 1 est contenu dans l’adherence de l’Ad*-orbite de 
I’ et rtciproquement. En particulier, si G est exponentiel, 
Go = {Xl> pour tout I E g*, 9 = g* 
et Y est la relation d’equivalence dont les classes sont les Ad*-orbites de 
G dans g*. 
Le resultat principal de [PukB] dit qu’il existe une application bijective, 
notte ici K-P de 9/Y sur l’espace Prim(C*(G)) des ideaux primitifs de 
C*(G): 
Si (I, 1) est un element de 99, alors: 
K= G(I) .N, oh N= [G, G], 
est un sous-groupe fermt distingut de G. Soit 1’ la restriction II, de I a 
l’algebre de Lie n ( = [g, g] ) de iV. 
A I’ est associe un element E de Ii? Pukanszky d&nit alors une represen- 
tation de K 
1= ind(l, x, h, K) 
1 est unitaire, irreductible et ne depend que de (I, x), nous la noterons 
419 xl- 
La representation indz I(l, x) sera notee $1, x). C’est une representation 
factorielle de G, son noyau: 
est done un ideal primitif de C*(G). 
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Pukanszky demontre que: 
si et seulement si 
(Z, x) et (Z’, x’) sont Y-equivalents. 
En outre, tout ideal primitif 9 de C*(G) est de la forme .Y(l, 1) pour un 
certain (I, x) de W. 
Ceci d&it l’application K - P. 
Notons maintenant P l’application de G dans 919 detinie par: 
P(n) = classe de (Z, x) dans &? si ker c*(G) 7-c = <a(4 xl 
Notons enfin CT l’application de B dans g detinie par: 
o(Z, x) = 1. 
Alors r~ envoie les classes d’equivalences de Y sur celles de la relation R 
mention&e dans l’introduction. Nous pouvons maintenant Cnoncer le 
theoreme principal de ce chapitre: 
13. THI?OR&E. Soit G un groupe de Lie resoluble connexe. Soit: 
Z’application de Pukanszky, alors pour tout z de 6, 
1, = conu(Ad*(G)Z)- 
oti Z est un tZPment quelconque de o 0 P, (c’est ci dire un PZt!ment quelconque 
A 
de g* tel qu’il existe x dans G(Z) tel que (1,x) appartienne h P(z)). En 
particulier, z est convexe minimale. 
Toute reprhentation unitaire de G est convexe. 
Preuve. Nous l’etablissons par recurrence sur la dimension de G. 
Si G est abtlien, en particulier si sa dimension est 1, on peut appliquer 
(5.2). 
Supposons done le theoreme demontre pour tout groupe de Lie resoluble 
connexe de dimension n’ < n et soit G un groupe de Lie resoluble connexe 
de dimension n et z une representation unitaire irreductible de G. Nous 
notons encore N le groupe [G, G] et n son algebre de Lie. D’apres ce qui 
precede, il existe (l, x) dans W tel que: 
ker C*(G) z = kerC*(G) z(z, x) = y(z, 1). 
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Considtrons maintenant le sous-groupe K (K= G(Z). N). Si K a mbme 
dimension que G, ces deux groupes sont confondus, 
et r(Z, x) est la representation du lemme (1 1.1 ), elle est irreductible, Cgale a 
n(Z, x) et est une extension de la representation E de N caracttriste par I’. 
Mais tome representation unitaire irreducible d’un groupe de Lie nilpotent 
etant C.C.R. (voir par ex. [Ber, 1X.3.1.1]), n(Z, x) est aussi C.C.R., ce qui 
veut dire que t(Z, x)(C*(G)) est l’algebre x des operateurs compacts sur 
s .vkx)* 
Par passage au quotient, r delinit alors une representation irreductible de 
C*(G)/Y(Z, x), qui est isomorphe a s. D’apres [Dix, 4.151, r et T(Z, x) 
sont equivalentes. Alors: 
4 =4(/,x) = conu(Ad*(G)I)- 
d’apres le lemme (11.1). 
Supposons maintenant que la dimension de K soit plus petite que celle 
de G. Soit K,, la composante connexe de l’eliment neutre de K D’aprbs 
[Puk, 111.71, 
ker ~~~,,(d Ko) = kerc*(Ko)(TU9 x)1 Ko). 
En utilisant l’hypothese de recurrence et (5.lb), nous obtenons: 
(13.1) 
et ce sont des parties convexes de k*. 
Or, d’aprts la preuve du (a) du lemme 7 et III.7 de [PukB], nous avons: 
r(Z, x)IK,, est faiblement equivalente a 5 (J.(Z, ~)~a) 
geG KO 
(voir (3.2) pour la definition de Ag). Appliquons de nouveau l’hypothese de 
recurrence et (5.1); nous obtenons 
4r(Lx)lKo) = z.z, oii c= 5 (A([, X)““) . geG Ko 
Done l’ensemble moment I, est justement l’enveloppe convexe des 
ZcIuX)~p,Qo) lorsque g parcourt G. De plus, n(Z, x)IK, est la representation r 
du lemme 11.1, applique. au groupe K,, (voir [PukA, 1.7.1-J et [PukB, 
111.3.c]), done: 
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si 1’ designe la restriction de I a l’algebre de Lie k de & (k = g(Z) + n). On 
en conclut que: 
Z cr,KOj = conu( (Ad*(g)(Ad*(K,)Z’), gE G})- = conu[Ad*(G)Z’] -. 
Uci “I” signifie la restriction a k. D’autre part, d’apres [PukB, lemme 253, 
Z+k’cAd*(G)Z. 
Evidemment, ceci implique: 
Z,=conu(Ad*(G)Z)-. C.Q.F.D. 
111. LES GROUPES COMPACTS 
14. Description du dual unitaire dun groupe compact. 
Soit G un groupe de Lie compact, semi-simple et connexe. En fait, nous 
pouvons supposer G simplement connexe, car chacune de ses reprtsenta- 
tions se remonte en une representation de son revstement universe1 qui est 
lui aussi compact [Wal, thm. 3.6.6, p. 611. 
Soit maintenant x une representation unitaire de dimension finie de G. 
Nous complexifions g en gc et prolongeons dn a gc. On sait que si t est 
un tore maximal de g, le. g-module Xz se decompose en sous espaces de 
poids: 
(14.1) Jfg= f $$fj. 
ISA, 
oil: 
X2= {u~c%,dn(H)u=i~(H)u,VH~t}, A,= (net*, @# (0)). 
En outre, comme rc est unitaire, X0” est orthogonal a 2” si 1 est different 
de ~1. En particulier la representation adjointe de G dans gc donne la 
decomposition: 
(14.2) g”=tC+ 1 g”. 
1CA 
A, inclus dans t*\{O} est l’ensemble des racines de g. Etendons la forme 
de Killing B A g” puis a (g”)*. Nous obtenons ainsi un produit scalaire reel 
sur t*: 
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Le groupe des poids est alors detini par: 
l.Et*,2+L 
, 
VMA}. 
Les poids de tout g-module de dimension finie sont dans VT. On d&it 
aussi le groupe de Weyl W de g comme le groupe engendre par les 
symetries s,, ct dans A: 
(4 a) s,(A) = II - 2 (a, a. 
Alors: 
(14.3) W est un groupe fini [War, p. 93. 
Pour chaque w  de W, il existe K dans G qui normalise t et qui est tel que: 
Ad*(d)l,* (a) = w(a) VaeA 
[Wal, theorbme 3.10.9, 0. 761. 
D’autre part, les chambres de Weyl sont les composantes connexes $? de 
l’ensemble: 
t*-(&(,I,x)=OpouruncrdeA}. 
Une chambre de Weyl dtfinit un ordre sur t*: 
Lx>0 si en seulement si (il, a) > 0 VA E V. 
Nous notons A + l’ensemble des racines positives. Dans A +, il existe une 
et une settle base { ~1,) . . . . CQ} de t*, dont les elements seront appeles racines 
simples, telle que: 
I 
VaeA, a= C nisi 
i=l 
ou les ni sont des entiers tous positifs si rx est >O, tous negatifs sinon [War, 
p. 10 et 131. 
L’adherence V- de %? est un domaine fondamental pour l’action de W 
sur t* [War, p. 131. En particulier: 
t* = W.W. 
Supposons maintenant (n, %) irreductible. Alors: 
(14.4) II posstde un vecteur b-primitif e, unique a une constante prb. 
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C’est-a-dire, si: 
b=f+ 1 g”, 
now avow 
et 
H.e,=iA(H)e,, VHEt 
X;e,=O VX,Eg”VaEA+. 
Alors LI est un poids de 2 contenu dans V- et n est unique et caracterise 
rc a equivalence prbs. On appelle n le plus haut poids de 2”. De plus la 
dimension de #” est 1 [War, p. 172, theoreme 2.4.1.51. D’autre part, si I* 
est un poids de .#, alors: 
(14.5) )*=A- i n;ai oil n;EN 
i=l 
[War, p. 171, theoreme 2.4.1.31. 
Si 1 est un poids, alors w(L) en est aussi un quel que soit w  dans W, de 
plus les dimensions de Y?” et de X”“(‘) sont &gales. 
Soit maintenant q la projection canonique de g* sur t*, c’est a dire: 
4(4 = IIt, lEg*. 
(14.6) Soit D c t* l’enveloppe convexe des poids de 2”. D’apres (14.1), 
nous avons tvidemment: 
q(Z,) = D = I,,, (T=exp t). 
Appelons Ext(D) l’ensemble des points extremaux de D, c’est a dire: 
Ext(D) = (1 E D, J. = tl, + (1 - t) I, 
et&ED,tE[O,l]impliquet=Oout=l). 
15. LEMME. Ext(D) est I’ensemble (w(A), w E W} et D est l’enveloppe 
convexe de Ext(D). 
Preuve. (a) Montrons d’abord que si 1 est dans Ext(D), alors ,I est un 
poids. En effet, 1 Ctant un element de q(Z,), A s’ecrit: 
A= 1 t,p> avec C t, = 1 et 1 2 t, 2 0 VP. 
PEAlI A, 
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Comme 1 est extremal, cette somme n’a qu’un terme non nul et 1 est un 
poids. 
(b) W laisse Ext(D) stable car W laisse l’ensemble des poids stable, 
done aussi D done aussi les points extrimaux de D. 
(c) Montrons que ,4 est le seul point de W n Ext(D). Nous avons 
vu que LI est dans V- et s’il nest pas extremal, alors: 
A = t/l, + (1 - t) 1, pour un tE]O, l[ etpourL,,&Ed.- {A}. 
Alors, d’apres (14.5), 
&=A-p;Ct,, l,=n-xn?ai, pourcertainsn:,nfEN. 
I I 
Ainsi: 
ce qui implique que tous les n: sont nuls, c’est a dire que: 
a, = a2 = A. 
Soit maintenant A un point quelconque de V- n Ext(D), alors pour chaque 
a de A+, nous avons: 
s,(i+a)=L--(r+ 1)a pour un r e N. 
Si maintenant 1+ a est un poids pour un certain a de A+, 
A= !$(l+a)+(l-$)s,(i+a) 
est une combinaison convexe non triviale de 2 + a et s,(n + a), done ,I nest 
pas extremal. Ainsi, pour tout e, de 2” et pour tout X, de g”, a E A +, nous 
avons: 
Xa.e,ESP”+‘= (0). 
Done eL est b-primitif et d’aprb I’unicite de ces vecteurs b-primitifs, il est 
bgal a /i. 
(d) Tout point de Ext(D) est conjugue a n par W. En effet, si /z est 
dans Ext(D), il existe w  dans W, tel que w(L) soit dans V-. Mais alors, 
w(2) est dans V- n Ext(D) qui est {A}. 
Nous avons done demontrb que: 
Ext(D) = W. ,4. 
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(e) D est l’enveloppe convexe de Ext(D). En effet, par definition, D 
est inclus dans cette enveloppe convexe et, par construction tout point de 
D est dans l’enveloppe convexe des poids w(A), w  dans W, puisque D et 
L,,, coincident et que les espaces YP”(~) sont orthogonaux. 
16. Convention. Nous considerons maintenant t* comme une partie de 
g*, en imposant a un Clement 1% de t* d’etre 0 sur ga, pour tout a de d. 
Rappelons que si: 
tf’= {ihG,Ad(@)t=t} 
on a: 
w= (w = Ad”al,*} 
(voir (14.3)). Avec cette convention, nous avons: 
PROPOSITION. (a) Ad*( @‘)A = Ext(D) et D = conu(Ext(D)). 
(b) Ad*(G)D = conu(Ad*(G)A), oti A est le plus haut poids de 7~. 
Preuue. (a) Comme W est Ad*( m)l t*, cette partie du lemme est une 
consequence immediate du lemme 15. 
(b) En utilisant (a), nous avons: 
Ad*(G)D c conu(Ad*(G)(Ext(D))) = conu(Ad*(G)A). 
Rtciproquement, soit p un point de conu(Ad*(G)A), considerant p comme 
un point de g, nous prenons un tore maximal t’ contenant p, puis g dans 
G tel que Ad(g)(p) soit dans t ou, si on revient a g*, tel que Ad*(g)(p) 
soit dans t*. Mais alors Ad*(g)(p) appartient A t* nconu(Ad*(G)A). 
Comme L! est tgal a Y,(e,), nous avons obtenu: 
q(conu(Ad*(G)A)) = conu(q(Ad*(G)A)) c conu(q(Z,)) = q(D). 
Alors Ad*(g)p appartient a D et p A Ad*(G)(D). C.Q.F.D. 
Nous noterons: 
(16.1) SZ=SZ,=Ad*(G)A. 
17. PROPOSITION. I1 y a tquiualence entre: 
(1) I, est conuexe 
(2) Z, n t* est conuexe 
(3 ) D est inch duns Z, 
(4) I, est I’enveloppe convexe de ~2,. 
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Preuue. (1) =s- (2). L’intersection de deux parties convexes de g* est 
convexe. 
(2) * (3). Pour tout X, de ga, nous avons: 
XaEJP+* I SF”. 
Done YJe,) s’annule sur X,, c’est a dire: 
et /1 appartient a Z, n t*. Mais alors Z, n t* contient aussi les Ad*(g)& 
pour chaque g de G normalisant t, c’est I dire pour chaque g de I?? Done, 
d’apres (14.3): 
Ext(D)= l%kZ,nt*cZ,. 
Comme Z, n t* est convexe, nous en dtduisons que: 
D = conu(Ext(D)) c Z, n t* c I,. 
(3) =S (4). Comme Z, n t* est par construction un sous ensemble de 
D (voir (14.6)), nous obtenons: 
D = Z, n t*. 
Alors, d’apres le point (b) de la proposition 16, 
conu(Ad*(G)A) = Ad*(G)D c Ad*(G) Z, = I,. 
D’autre part, si p est un point de I,, il existe g dans G tel que Ad*(g)p 
soit dans t* done dans Z, n t*. Mais alsors, p appartient a Ad*(G)D qui 
est l’enveloppe convexe de Q, d’apres la proposition 16(b). 
(4) S- (1). Est evident. C.Q.F.D. 
Nous allons bientot voir que Z, n t* n’est pas toujours convexe. Cepen- 
dant, F. Kirwan a demontre que: 
Z, n Q est toujours convexe 
(voir [Kir], par exemple). 
18. PROPOSITION. (a) S’il existe une racine simple ai telle que 
(2A - ai, ai) s’annule, alors Z, n t* n’est pas convexe. 
(b) Si (2A -a, a) n’est pas nul quelle que soit la racine a de A+, alors 
Z, n t* est convexe. 
On va montrer une serie de lemmes pour Ctablir cette proposition. 
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18.1. LEMME. Soit a une racine, alors (2A - a, a) s’annule si et seulement 
s’il existe w dans W tel que: 
w(A)=A-a. 
Preuve. Si 2(n - a, a) s’annule, c’est a dire si 2(4 a) est Cgal A (a, a) 
alors: 
s,(A)=A-2f$a=A-a. 
> 
Reciproquement, s’il existe w  dans W tel que w(A) soit /1- a, alors /i - a 
et ,4 sont des points extremes de D, done les seuls points de la droite 
passant par /i et n -a qui sont dans D sont dans le segment [A, n -a] 
en particulier, n + a et n - 2a ne sont pas des poids. Prenons alors H, dans 
t, X,, X-, dans g” et dans g-* tels que: 
a(H) = (K H,), pourtout HEtet [X,,X_,]=H,. 
Alors la sous algebre de ge engendree par X,, X_, et H, est isomorphe a 
s1JC). Le sIz(@) module Xa engendre par e, est alors de dimension 2, 
puisque: 
2 f+G~;---L (0). 
11 admet pour base {e,, e, _ .} et: 
tr(dn(H,)I 31o,) = 2A(H,) - a(H,) = 0. 
C’est A dire: 
(4 a) NH,) 1 -=-=- 
(6 a) aW,) 2 
ou: 
(2A - a, a) = 0. C.Q.F.D. 
18.2. LEMME. Si (2A - a, a) est non nul pour toutes les racines a de A + 
alors I, n t* est convexe. 
*Preuve. D’apres 17, il suflit de montrer que D est inclus dans I,. Soit 
p un point de D, p s’icrit: 
p= C t, Ad*(E)(A) avec t+>O VG~eet C t,= 1. 
*em GGrn 
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Si WA est diffkrent de w’A, alors pour chaque X, de g”, nous avons: 
(18.2.1) (X,~7r(C~)e,,7c(k7’)e,)=O. 
En effet d’une part: 
XOL.~(G)e,~2f”“+a, n(3) e, c Xw’” 
et d’autre part WA + c1 est diffkent de w’A puisque sinon il existerait w” 
dans W et a’ dans A tels que: 
w”A + a’ = A 
mais alors, d’aprbs (14.5), a’ est positive et d’aprks (18.1), (2A - a’, a’) 
s’annule. fiquation (18.2.1) implique alors que: 
lu,(mf,) = 03 pour tout a E A. 
Enfin, on a bvidemment, pour chaque H de t, 
ainsi, 
u1,(5) = P* C.Q.F.D. 
(18.3) LEMME. Si ai est une racine simple telle que (2A - ai, ai) s’annule, 
les seuls poids qui sont sur la droite (A + tai, t E R} sont A et A - ai. 
Preuve. Par construction, A et A - ai sont sur la droite. D’autre part, 
si le poids 1 est sur cette droite, alors: 
I= A+ tai et 1+2t=2(A+taipai) 2tA~i)~p =- 
taiv 4 tai9 ai) 
et t appartient A [ - 1, 1 ] puisque A et A - ai sont des points ext&mes de 
D. Done t est nkessairement 0, +1 ou f l/2, mais A est un poids done 
(14.5) implique que t est entier ntgatif. Done rkcessairement 0 ou - 1. 
C.Q.F.D. 
Fin de la preuve du thkoreme 18. (a) Supposons que ai soit une racine 
simple telle que (2A - C(i, ai) soit nul. Soit p le point A - (l/2) c(~. Montrons 
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que p appartient a D mais pas a I,. Alors, d’apres ( 17), I, n t* n’est pas 
convexe. Or: 
p=+A+$(A-ai) et A-a,=s,(A). 
p est done une combinaison convexe de poids et, par definition, appartient 
A D. 
Si d’autre part, p s’ecrit Y,(l), pour un vecteur norme [ de Xv, alors: 
4= C pieA oti e,EX”, I(ej.II=l,p,>O,Cpj=l. 
ItA, i 
Mais alors. on a dans t*: 
(18.3.1) 
Montrons que p1 est nul si ,I n’est pas un Clement de la droite /i + lRai. 
Soit: 
8,=a,-=a,, pour j#i 
I? I 
alors l’ensemble {pi, j # i> forme une base de l’orthogonal de ai dans t* et 
(18.3.1) implique: 
(18.3.2) pour tout j#jt. 
Or nous savons (voir (14.5)) que chaque poids I s’ecrit: 
A = A -C n;aj. 
Done (18.3.2) nous donne: 
ou: 
1 p:nj,=O pour tout j’ # i, 
APA, 
ce qui veut dire que pL s’annule si PI;, n’est pas nul et si j’ est different de 
i. Soit: 
pi.=0 si 1#n-Na,. 
%OllOSjZ-5 
296 ARNAL ET LUDWIG 
ou: 
Or, d’apres (18.2), d, n (A + Wa,) est (A, II - cr,}, done: 
Pour tout Xai de g”’ et X-, de g-“1, tels que: 
nous avons alors: 
Xai.eA =pe,-, avec p #O, 
puisque, pour la sous algebre sic(2) engendrte par {X,,, X-,, ZZ,,}, le 
sous-module engendre par e, est de dimension 2 (car (/i, cr,)/(a,, ai) = l/2) 
et done la dimension de son sous-espace de poids n - ai est 1 (voir (14.5)). 
Mais alors nous aboutissons a la contradiction: 
1 =- 
( J 
x . i --Ilr ~(e,+e,,),~(e,+e,-,))=tp~O. 
Et p n’appartient pas a Z,. 
(b) Rtsulte de (18.2). 
19. PROPOSITION. S’il existe une racine a de A telle que (2A - u, a) 
s’annule, alors il existe we racine simple ai telle que (2A- ai, ai) s’annule. 
Preuve. Soient ni les poids fondamentaux de g. Ecrivons LI = C n,A, 
avec niE N. Soit H, la coracine correspondant a a. On a A(H,) = 1 par 
hypothbe et Ai est entier pour tout i. Done il existe un i0 tel que: 
et: 
Alors: 
n,=l et A,(H,) = 1 
niAi(H,) = 0 si i#i,. 
(2/1- Uk, a,,) = 0. 
Nous remercions notre rapporteur pour avoir considerablement simplifie 
notre premiere demonstration. 
On a tinalement demontre: 
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20. THI?OR&ME. Soit G un groupe de Lie compact, semi-simple et 
connexe. Soit t un tore maximal de l’algebre de Lie g de G, w une chambre 
de Weyl, A + l’ensemble des racines positives relatives a ?F?, (a,, . . . . c(/) le 
systeme de racines simples de A +, Soit n une representation unitaire 
irreductible de G, A, son poids dominant (A, E %T ). 
I1 y a equivalence entre: 
(1) I, est convexe. 
(2) I, est l’enveloppe convexe de l’Ad*-orbite Sz de A,. 
(3) A, nest pas un zero du polynome de degre 1: 
IV. DERNI&RES REMARQUES 
21. Supposons que le groupe de Lie G soit le produit direct de deux 
groupes fermes G, et G,: 
G=G,xG,. 
Si G, est de type I, par exemple si G, est compact ou abtlien, alors, d’apres 
[Dix, 13.11.71, 
G=G’,x& 
c’est-a-dire: chaque representation irreductible n de G est de la forme: 
71=7I,Q?l* sur &?=$Q%$, 
ou (rc,, #i) appartient a G, et (n,, %*) appartient a G, et reciproquement. 
PROPOSITION. Supposons que: 
I,, = conv(Ad*(G,) pl)) et I,, = conv(Ad*(G,) p2), 
pour certains pi de g,f” (i= 1, 2). Alors: 
1, = conv(Ad*(G)h, pdP = (9: x gf) = g*. 
Preuve. Soient (e:, e:, . ..) et (e:, ez, . . . ) des bases orthonormees respec- 
tivement de X1 et X2, constituees de vecteurs C”. Alors si 5 est un vecteur 
de X”, nous avons: 
i= I ,=I 
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avec: 
T 111311 =c ll’lil12= l15112. 
i 
En outre, pour g, de Gi (respectivement g, de G,), now avons: 
de, g2)5=CejO(~2(g2)tlf). 
Done chaque r~,! est un vecteur de S;” et chaque $? est un vecteur de 27. 
De plus: 
f lIy*?;l12<~, < 00 vxeg,, VYeg2. 
j=l 
Alors: 
r=o 
Ainsi: 
Kn(5)l,,x {O} t conu(Z*,) = Ix,. 
De m&me: 
et done: 
D’autre part, soient Ii des points de In,. 11s s’ecrivent !P,Jti) + O(E) pour des 
ti normes de St? (i= 1,2), alors pour chaque (X, Y) de g, now avons: 
(4 9 ~2)K Y) = ~1W) + 12(Y) = Yr,(M~) + K&2)( Y) + O(E) 
= ylr(tlo r2KK Y) + O(E). 
Et (Zr , I,) est un element de Z,. Nous avons finalement montrt que: 
z, = In, x zn2. 
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D’autre part, si 52 dksigne l’Ad*(G)-orbite de (pl, pz), si p appartient A 
conu(Q)- et si E est positif, alors il existe g:, . . . . gl, dans G1 et g:, . . . . g’, 
dans G2 et des nombres positifs tij (1 d ib N, 1 < j< M) tels que: 
1 tij= 1 et P=C tiiAd*(gf, gf)(pl, pr)+4E). 
i, I i. i 
Mais, si nous notons Sz, l’Ad*(G,)-orbite de pk, k = 1,2, alors: 
M 
PI gl x 101 = c ( c -) t, Ad*(g; 1 p1+ 4&J 
i j=l 
appartient A conu(S2,)- et: 
N 
PI {01x&!*= x(x -) t, Ad*(gf) Pz + 4&l 
i i= 1 
appartient E?I conu(LI,)-. Finalement, p appartient A cono(9,)- x conu(S1,)-- 
done $ I,, x In, et: 
conu(f2- c z,. 
D’autre part, si (ql, q2) est un point de I,, alors: 
41 = 2 ri Ad*(d) PI+ O(E) i= 1 
q2= F sjAd*(gf) P*+O(&) j= 1 
avec ii, ri= 1, rj> 0 Vi, 
avec ,E, sj = 1, sj 4 0 Vj. 
Done: 
(41, 92)=CriSjAd*(gt3 g,2)(Pl? P2)+“(E) 
4 J 
est un point de conu(l2- ou: 
Z,=conu(Q,)- xconu(Q,)- cconu(i2-. C.Q.F.D. 
22. Si G1 est abklien, il est facile de voir que la rkciproque est vraie. Plus 
pr6cisBment : 
PROPOSITION. Soit G1 un groupe de Lie abelien et soit G, un groupe de 
Lie quelconque. Alors une representation unitaire irrtductible IT du produit 
direct G, x G2, de la forme ~,QJc,, est conuexe si et seulement si 7c2 est 
conuexe. En outre: 
I n,@3722= f-1) xz,,, ~ti dn, = -ilgiigT. 
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23. La proposition 22 nous permet de dkterminer l’ensemble moment des 
reprtsentations irrkductibles TC d’un groupe de Lie compact G. En effet un 
tel groupe posdde un revCtement universe1 i: de la forme: 
oh K est un groupe de Lie compact semi-simple et simplement connexe 
(voir [Wal, 4.6.81). Nous remontons done 71 en une reprksentation unitaire 
irrkductible it de G et I, cohcide avec Iii. 
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