ABSTRACT In recent years, feature tracking has become one of the most important research topics in computer vision. Many efforts have been made to design excellent feature matching methods. For large-scale structure from motion, however, existing feature tracking methods still need to improve in aspects of speed and matching confidence. To defense the drawbacks, in this paper, we design a simple and efficient feature tracking method based on the standard k nearest neighbor search. First, the parallel scale-invariant feature transform (SIFT) is selected as the feature detector to locate keypoints. Second, the principal component analysis-based SIFT-descriptor extractor is used to compute robust descriptions for the selected keypoints, in which normalized operation is used for boosting the matching score. Third, the two-pass k nearest neighbor search (TP-KNN) is proposed to produce correspondences for image pairs, then leading a significant improvement in the number of matches. Moreover, a geometry-constraint approach is proposed to remove outliers from the initial matches for boosting the matching precision. Finally, we conduct experiment on several challenging benchmark datasets to assess the TP-KNN method against the state-of-the-art methods. Experimental results indicate that the TP-KNN has the best performance in both speed and accuracy.
I. INTRODUCTION
Feature tracking, in the past decade, has attracted wide attention from the computer version and computer graphics communities due to its tremendous prospects in many applications such as object recognition, object detection, object tracking [1] - [3] , virtually reality [4] , augmented reality [5] , city-scale modeling [6] , data visualization [7] , image-based localization [8] , pose estimation [9] , change detection [10] , autonomous driving [11] , and 3D reconstruction [12] . It is well known that many feature tracking methods have been proposed for various applications [13] - [15] . For example, the progress of feature tracking technology greatly promotes the development of 3D reconstruction. So far, many 3D reconstruction technologies have been proposed such as single image-based modeling [16] , depth-fusion approach [17] , and multiple views-based reconstruction [18] .
Among existing 3D reconstruction methods, one of the most efficient techniques is structure from motion (SFM) that is a collection of techniques including feature tracking [19] , camera calibration [20] , pose estimation [21] , motion averaging [22] , perspective-n-point (PnP) [21] , registration [23] , triangulation [24] , and bundle adjustment [12] . The SFM system not only can recover sparse point clouds but also can estimate camera parameters from the given image collections. Once, the sparse point clouds and camera parameters are obtained, we can recover the 3D model with texture by using multi-view stereo and surface reconstruction techniques. The premise for obtaining a high-quality 3D model is that SFM has a good feature tracking method. In other words, the effectiveness of the SFM system relies significantly on the feature tracking method. With the rapidly increasing number of images, SFM becomes more and more time-consuming.
According to the recent reported in [25] , one of the most timeconsuming components in SFM is feature tracking. For example, the state-of-the-art feature tracking methods [26] , [27] may spend more than 10 hours to produce feature correspondences for a small volume of data with less 100 images. The feature tracking method should need more than 48 hours for the large-scale scenes with more than 1000 images [28] . The latest investigation made by Özyeşil et al. [29] indicates that SFM still need to improve in both effectiveness and efficiency when dealing with large-scale scenes where many repeated features appeared.
Thus, various strategies have been proposed to reduce the computational burdens of the SFM systems. For example, Crandall et al. [30] proposed a discrete continuous optimization method for large-scale structure from motion, in which the initial optimization step is done by a discrete Markov random filed (MRF). Bhowmick et al. [31] proposed largescale SFM based on graph partitioning, in which a divide and conquer approach is used to partition the large-scale image data set into smaller sets or components which are reconstructed independently. By the divide and conquer strategy, many unnecessary feature matching operations in the traditional feature tracking are ignored. With the development of graphics process units (GPUs), the time-consuming procedures cloud be accelerated using parallelization technique. Wu et al. [32] designed and implemented parallel scale invariant feature transform, namely SIFTGPU [33] , to locate keypoints and compute descriptors, then resulting in a significant boosting on the speed of feature tracking. Recently, Zhang et al. [34] proposed an effective non-consecutive feature tracking (ENFT) method to estimate correspondences for SFM-based 3D reconstruction. The ENFT also uses SIFTGPU to detect keypoints and compute descriptors for alleviating computational burden. However, The ENFT may produce many incorrect matches when dealing with repeated features, those incorrect matches could be prone to produce an ambiguous point-cloud model. Sinha et al. [35] implemented KLT-GPU method with CUDA to improve the efficiency of original KLT. Garcia et al. [36] implemented GPU-based k-nearest neighbor search (KNN) to match high-dimensional feature descriptor. Although these GPU-accelerated methods have obtained a significant boosting on feature matching speed, their matching confidences are usually low, even does not meet the requirement of SFM-based 3D reconstruction [37] , [38] . Thus, the problem that how to design fast feature tracking method for SFM-based 3D reconstruction is still a question worth exploring.
After broadly review the existing works about feature tracking [39] - [43] , we found that k-nearest neighbor search (KNN) is an excellent approach for feature descriptor matching. The KNN-based feature matching can work with different keypoint detectors and descriptor extractors for various scenes. The matching score independents on the used keypoint detectors and descriptor extractors. But, the traditional KNN-based feature tracking methods be easily suffered from non-consecutive frames, then resulting in feature tracking drifting. To overcome the drawbacks, we propose a two-pass k nearest neighbor search (TP-KNN)-based feature tracking method for large-scale SFM, where two-pass matching may produce more feature correspondences and avoid the feature drifting. In the TP-KNN, we first use SIFTGPU [33] to detect keypoints, and use PCA-SIFT [44] to compute a low-dimensional feature descriptors to describe the selected keypoints. Second, the one-pass KNN search is used to match feature descriptors for producing feature correspondences. Third, the two-pass KNN search is used to increase the number of matches by matching the descriptors from backend to the front of image sequences. Finally, a geometry-constraint approach is designed and is utilized to remove outliers from the previous matching collections. According to the experiment made in Section 5, the TP-KNN has the best performance in the perspectives of efficiency and effectiveness.
The main contributions of this work are summarized as follows:
(1) A two-pass k nearest neighbor search (TP-KNN) is proposed for feature tracking, which is very suitable for large-scale SFM. The TP-KNN can significantly improve the speed of SFM-based 3D reconstruction. (2) A geometry-constraint method is proposed for removing outliers, which could efficiently avoid the ambiguous point clouds that produced by the SFM. (3) We conduct a comprehensive experiment on several challenging benchmarking datasets to assess the TP-KNN, and draw some valuable conclusions which can be as a guide for researchers and developers to design an excellent feature tracking method for large-scale SFM. The rest of this paper is organized as follows: the related work is presented in Section 2. In Section 3, the standard KNN method is revisited. The TP-KNN is described in detail in Section 4. Some comparative experiments are made in Section 5 to evaluate the TP-KNN, and against the-state-ofthe-art methods. The conclusion and remarking comments are arrived at in Section 6.
II. RELATED WORK
Over the past years, many feature tracking methods have been proposed [35] , [36] , [45] - [56] for SFM-based 3D reconstruction. Among these methods, Kanade Lucas Tomasi (KLT) [45] - [47] is one of the most distinguished approach, which uses optical flow to track keypoints appeared in the next frame of video. However, the KLT is rarely used in the modern 3D reconstruction because its high computational cost. Thus, many efforts from researchers have been paid to design the excellent pipeline for feature tracking.
One of the most successful approaches is feature detection and matching framework (DMF), which contains feature detection, descriptor computing, feature matching, and outliers removing. The DMF-based method is widely used in various compute vision tasks [57] . For example, Zhang et al. [48] , based on the DMF framework, proposed an efficient feature tracking algorithm for non-consecutive frames for SFM, in which they use backward-matching to process the occlusions. Lee and Hollerer [50] proposed hybrid feature tracking (HFT) method for augmented reality, which use multiple strategies including optical flow, RANSAC, epipolar-constraint approach to remove outliers, then result in a set of correct matches. Poling et al. [51] proposed a better feature tracking method through subspace constraints (BFT) for jointly tracking a set of features, which enables sharing information between the different features in the scene. The method can be utilized to track features for both rigid and non-rigid objects even when some features are occluded. However, this method often suffers from geometry-changes such as rotation invariance, scaleinvariance and shaking. In order to improve the robustness of feature tracking for simultaneous localization and mapping (SLAM), Garrigues and Manzanera [58] proposed a semi-dense point tracking algorithm to produce dense trajectories for the mobile device. Moreover, using a fast feature detector can significantly accelerate the process of feature tracking, for example, Zach et al. [59] proposed to use Speed Up Robust Feature (SURF) to replace SIFT, then obtain a fast speed. Svärm et al. [60] proposed a graph-theoretical approach to point tracking, and used Gomory-Hu algorithm [61] to remove incorrect matches. The method firstly performs pairwise matching of images using SIFT descriptors. The obtained matches are used to create the point-graph where the nodes are all the detected image points and edges represents the matches.
To improve the precision of feature tracking method, Shah et al. [62] presented a two-stage and geometry-aware approach for feature matching in a fast and reliable manner. The method first uses a small sample of features to estimate the epipolar geometry between the images and leverages it for guided matching of the remaining features. The most advantage of the geometry-aware method is capable of matching image pairs with repetitive structures. Roth et al. [63] proposed a novel method for wide-baseline image matching using projective view synthesis and calibrated geometric verification, which is an extension of the current state-of-the art method named matching on demand with view synthesis (MODS) [64] , in which even the problems of more extreme wide-baseline problem can be solved. Zhao et al. [65] proposed a robust keypoint tracker based on spatio-temporal multi-task learning. In the proposed approach, the temporal model coherence is characterized by multi-task structured keypoint model learning over several adjacent frames, then resulting an excellent keypoint tracker, especially in dynamic scenes.
Recently, KNN-based feature tracking method has attracted wide attention from the field of 3D reconstruction. Magliani et al. [66] proposed a novel multi-index hashing method called Bag of Indexes (BoI) for approximate nearest neighbors search. It allows to significantly reduce the matching time and outperforms the state-of-the-art methods.
Algorithm 1 BFM-Based KNN Method
Input: the query points Q = {q 1 , q 2 , · · · q m }, and the reference points
Step 1: Compute all distances between q i and r j with j in [1, m] .
Step 2: Sort the all computed distances.
Step 3: Select the k reference points corresponding to the smallest distances.
Step 4: Repeat Step1 to Step3 for all query points, a set of KNNs, S = s * 1 , s * 2 , · · · , s * m , can be obtained.
Nam et al. [67] designed a data parallel tree traversal algorithm for KNN-based feature matching on the GPU devices, which not only traverses a multi-dimensional tree structured index, but also avoid warp divergence problems. Kłusek and Dzwinel [68] developed a multi-GPU KNN search for much larger high-dimensional datasets, which is obtained more than two orders of magnitude faster than single-GPU implementation. Although, many existing methods has proposed various strategies as mentioned before to improve the stability and efficiency of feature tracking. The problem that how to design a general framework for feature tracking to meet large-scale 3D reconstruction is still worth pursuing.
III. KNN REVISITED
The standard KNN is first introduced in [69] , which is commonly used to find a candidate for query point. Let R = {r 1 , r 2 , · · · r m } be a set of m reference points in a d dimensional space, and let Q = {q 1 , q 2 , · · · q m } be a set of n query points in the same space. The k nearest neighbor search problem lies in that searching the k nearest neighbors for each query point q i ∈ Q in the reference set R given a specific distance. Once, the query points and the reference points are given, the key problem of KNN is how to find k nearest neighbors for the query point. The simplest approach is the brute-force matching (BFM) [70] , which is a greedy algorithm and has an expensive computational cost. Generally, The BFM-based KNN method can be summarized in Algorithm 1.
IV. TWO-PASS KNN-BASED FEATURE TRACKING
To improve the accuracy of SFM-based 3D reconstruction, in this paper, a two-pass KNN-based feature tracking method is proposed. Fig. 1 . illustrates the pipeline of the TP-KNN, which consists of keypoint detection, descriptor extraction, descriptor matching with KNN searching, and outliers filtering. It should be noted that the SIFTGPU and PCASIFT are selected as keypoint detector and descriptor extractor respectively due to their fast speed and robustness. In this section, we only focus on the two-pass KNN method, please refer [44] , [71] for more information about SIFTGPU and PCASIFT. 
A. FIRST-PASS KNN SEARCH
In the first place, we use SIFTGPU to detect keypoints for between query image and reference image, then two sets of keypoints, Once, K r p is obtained, we can use Hellinger kernel [72] instead the L2 distance to measure the similarity between two K r p (i). For two normalized PCASIFT descriptors, v x and v y , the Hellinger distance is defined as
where, n i=1 v i x = 1 and v i x ≥ 0. Thus, the similarity of the two descriptors can be calculated by the following formula:
The matching score between k t and N 1 t+1 (k t ) can be calculated by If c < ϕ, we assign k t+1 = N 1 t+1 (k t ) and mark these detected keypoints as matched features. In our experiments, ϕ is set to be 0.8. Unfortunately, in practical, first-pass KNN can only get few numbers of correspondences, which cannot meet the requirement of applications such as SFM-based 3D reconstruction, and augmented reality. For more details about this problem please refer to the survey made in [29] and [73] . Fig .2 . illustrates the matching result of the first-pass KNN approach, in which only 503 correspondences can be obtained. Obviously, the two images include many correspondences, thus, we should to get it to boost the performance of applications in practice.
B. SECOND-PASS KNN SEARCH
While descriptor matching can obtain a lot of correspondences in the first place. But it is not easy to be used in unordered image matching due primarily to the global indistinctiveness and feature drift problem in matching, which may yield many incorrect correspondences, or even few correct correspondences. Those correspondences used in SFM results in ambiguous point-cloud model. Moreover, the matching score defined in formula. 4 easily suffers from image noise, image distortion, illumination change, widebaseline image, and repeated features, which make it difficult to find correspondences for some keypoints even in the adjacent scenes. This common problem usually can decrease the quality of the point-cloud model estimated by the SFM, which has been pointed out in [74] . To defend the drawback of descriptor matching approach and improve the quality of feature matching, the TP-KNN-based approach is proposed, which is a general feature matching framework and can work with many existing local features, i.e., SIFT, SURF, ORB [75] , KAZE [76] , and even deep learning based highdimensional features [77] .
For convenience, we fist define some variations, let
be the query keypoint set and VOLUME 6, 2018 
be the reference keypoint set. Note that the query keypoint set in here is corresponding to the reference keypoint set in the first-pass matching, and both keypoint sets do not need to compute because they are existed in the first-pass matching. Thus, the initial correspondences, M l = {m i |i = 1, · · · , n}, can be obtained using formula.4. Based on M l , we can estimate the homographic matrix, H i,i+1 , between frame i and i + 1 by using the four-point algorithm [18] . The homographic matrix can be defined as (6) Thus, the distance between k i r (x, y) andk i r x , y can be defined as
In our experiments, δ is set to 0.7. Repeating above procedure until k i r ∈ K q is processed over, then resulting in a new matching collection:
As a result, the matching collection of two-pass KNN search can be calculated by the following formula: Fig. 3 . illustrates the matches for the second-pass KNN approach, in which 1573 correspondences can be obtained. Apparently, the number of feature matches of the second-pass approach is greater than that of the first-pass KNN approach, thus, the point-cloud quality is boosted significantly. In practical applications, unfortunately, the second-pass KNN search could also produce some incorrect correspondences. Those incorrect matches usually result in breaking a complete pointcloud model into several disjoint ones. To recover a complete model, we must design an approach that can remove incorrect matches from the results of the second-pass KNN search. 
C. OUTLIER FILTERING
It is well known that the quality of point-cloud model produced by SFM relies heavily on the correct matches created by feature matching. However, the resulting matches by purely descriptor matching may include many incorrect correspondences, also called outliers, which could lead an incompact point cloud, or even terminate the process of 3D reconstruction. Therefore, many efforts have been made in removing outliers, then various methods have been proposed, such as RANSAC-based method [78] , statistics-based method [79] , and ratio test [33] . But, these methods have intrinsic deficiencies.
For example, RANSAC-based methods require the precondition that the number of inliers must great fifty percent. The statistics-based method depends largely on the matching results of its neighbor. The performance of ratio test dependents significantly on the value of threshold. Recently, the vector filed consensus-based method (VFC) [80] has obtained an excellent performance in matching precision. However, the VFC may spend more computation time for high-resolution images, especially in large-scale 3D reconstruction. To improve the quality of feature tracking, we propose a geometry-constraint approach (GCA) to remove outliers from initial matching collection.
Let Q = (q 1 , q 2 ) be query keypoint, P i p 1 i , p 2 i be reference keypoints. Fig .4(a) shows the keypoint Q matched with P 1 , P 2 and P 3 respectively. Obviously, P 1 , P 2 and P 3 are very close to epipolar line. To remove false VOLUME 6, 2018 FIGURE 10. Samples for UAV dataset. Here, the images have an identical resolution. Unfortunately, many repeated features are appeared on the surface of each image.
matches (P 1 , P 3 ), we use backward matching strategy to match keypoints from right to left, as shown in Fig .4 (b) , where the Q i can be calculated by the following formula,
where, Q i and P i are homogeneous coordinates for Q i and P i respectively. F is a 3 × 3 matrix, and represents fundamental matrix of an image pair. As a result, Q i can be computed as
The matches should be preserved when 1) the candidate keypoint is close to the epipolar line, and 2) the distance between Q and Q i s less than 0.8. The distance, Dist i (Q, Q i ), can be calculated as
To this end, we hold that the geometry-constraint approach can efficiently remove outliers from the initial matching collection. Fig .5 . presents the initial matching and final matching, in which the former is generated by BFM method, the latter is generated by using the GCA method. It can be saw clearly that the GCA method can result in many correct correspondences.
V. EXPERIMENTAL RESULTS
The proposed method is developed in C++, Nvidia CUDA SDK 8.0 and OpenCV SDK 3.3 and run on a PC with an Intel i5 CPU processor having 3.4GHz and 8.0GB of memory. To assess the performance of the TP-KNN in the aspects of matching score and speed, we have evaluated the TP-KNN method on the NotreDame dataset and UAV dataset, and make a comprehensive comparison with ENFT [34] , original KNN [33] , and MODS [64] . We also test the TP-KNN method in the SFM system, whose pipeline is detailed in [21] .
A. EVALUATION ON NOTRE DAME DATASET
The NotreDame dataset is constructed by ourselves, which include 300 images with repeated features. Fig .6 . presents some samples of the dataset, we can see that their resolutions are different to each other, which may decrease the performance of feature tacking method. Thus, the quality of point-cloud produced by SFM system may have small holes appeared in the surface. Fig .7 . illustrates the obtained matches of each feature tracking method, we can find that the TP-KNN has most number of feature correspondences. According to our statistics, the ENFT method has 912 correspondences, which is more than that of MODS and KNN. The original KNN method has the least number of correspondences, namely 425 matches. However, the proposed TP-KNN has 1740 correspondences, and has obtained excellent performance due to the usage of second-pass matching. Moreover, we also found that KNN heavily relies on the value of threshold which is used to decide the right match.
To assess the speed of each feature tracking method, we record the computation cost for these methods based on the experiment conducted on the NotreDame dataset. It doesn't difficult to see that the proposed TP-KNN has faster speed than that of the state-of-the-art methods, which consumed only 8.3s for each matching process.
To evaluate the practical ability of the TP-KNN, we integrated it into the ISFM system [21] to compute correspondences for the purpose of 3D reconstruction. Fig .9 . presents the point-cloud model constructed on the NotreDame dataset, despite few holes on the surface of 3D model, the point-cloud is very dense. As a result, the TP-KNN has the excellent performance in the aspects of matching score and speed.
B. EVALUATION ON UAV DATASET
The UAV dataset is constructed by PIX4D company, which is a publicly available dataset (https://support.pix4d.com/hc/ en-us/sections/200591139-Example-Datasets-Available-forDownload) for performance evaluation of SFM-based 3D reconstruction. As shown in Fig .10 , The sequence with 70 frames is selected as the testing data to assess the performance of the compared method, these images include so many repeated features on the surface. Fig .11 . shows the matches of each feature tracking method on the UAV dataset, here the TP-KNN has most number of correspondences, namely 2478 matches. The MODS method has obtained the least number of correspondences, 523 matches. The number of matches produced by the ENFT is greater than that of MODS and KNN, which has 1599 matches. However, the KNN method has only 979 matches that is difficult to reconstruct a high-quality 3D model. In the process of experiment, we found that both ENFT and KNN methods may produce many incorrect matches when the inputted image is rotated with more than 120 degrees. Owing to the usage of geometry-constraint operation in MODS, then resulting in a robustness to image rotate. The TP-KNN method has always produce a plenty of correct correspondences even the processed image is rotated with more than 160 degrees.
To fairly assess the speed of each method, we record the average computation times of these methods that consumed on UAV dataset. Fig .12 . illustrates the computational cost for each method, in which the MODS has the highest computation time, 30.3s, which is spend mostly in geometryconstraint operation. The speed of ENFT is second place due to SIFTGPU is used. The proposed TP-KNN has the faster speed than that of the state-of-the-art methods, 10.4s in average for each matching process, which is nearly to 3 times speedup than that of MODS.
We integrated the TP-KNN into the ISFM system [21] to compute correspondences for the purpose of 3D reconstruction. Fig .13 . presents the point-cloud model that produced by ISFM system with TP-KNN method. Despite some small holes appeared on the surface of the model, its shape is complete and compact. As a result, the practical performance of the TP-KNN has already been proved.
VI. CONCLUSION
To improve the performance of feature tracking method in SFM-based 3D reconstruction, in this paper, we proposed a two-pass k nearest neighbor (TP-KNN) method. First, we briefly reviewed the standard KNN matching, and pointed out it's deficiency that produce a small number of feature correspondences. Second, we formulated the problem of feature tracking as KNN-based feature matching, and propose second-pass KNN matching to boost the number of feature correspondences. Third, geometry-constraint outlier filtering was proposed to remove incorrect matches from previous matching collection. Finally, a comprehensive experiment has been made to assess the performance of the proposed method, in which the proposed TP-KNN has obtained the best performance in both speed and precision. In additionally, we have made an investigation to explore the factors that may impact on the performance of feature tracking method in aspects of speed and precision. The investigation can be as a guide for researches and developers to select a good solution to achieve the balance in speed and precision.
The most important is that the TP-KNN has an excellent extendibility, which can be integrated with more local features, i.e., SIFT, SURF, ORB, and KAZE. Based on the scalability, the TP-KNN can be easily extended to other applications include virtual reality, augmented reality, and image-based camera localization. In the future, based on the TP-KNN method, we will extend it in scale space and design a very fast feature tracking method for real-time simultaneous localization and mapping. 
