Abstract Social stability in group-living animals is an emergent property which arises from the interaction amongst multiple behavioral networks. However, pinpointing when a social group is at risk of collapse is difficult. We used a joint network modeling approach to examine the interdependencies between two behavioral networks, aggression and status signaling, from four stable and three unstable groups of rhesus macaques in order to identify characteristic patterns of network interdependence in stable groups that are readily distinguishable from unstable groups. Our results showed that the most prominent source of aggression-status network interdependence in stable social groups came from more frequent dyads than expected with opposite direction status-aggression (i.e. A threatens B and B signals acceptance of subordinate status). In contrast, unstable groups showed a decrease in opposite direction aggression-status dyads (but remained higher than expected) as well as more frequent than expected dyads with bidirectional aggression. These results demonstrate that not only was the stable joint relationship between aggression and status networks readily distinguishable from unstable time points, social instability manifested in at least two different ways. In sum, our joint modeling approach may prove useful in quantifying and monitoring the complex social dynamics of any wild or captive social system, as all social systems are composed of multiple interconnected networks [Current Zoology 61 (1): [70][71][72][73][74][75][76][77][78][79][80][81][82][83][84] 2015].
The persistence of stable social groups in many animal societies indicates that, despite the inherent costs (Alexander, 1974) , group members gain a net benefit by living in a group. Regardless of the precise benefits of group-living, the inevitable competitive interactions among group members over similar resources (i.e., mates, food, alliance partners) has led to the evolution of mechanisms that maintain group stability. For example, cooperative foraging in bats (McCracken and Bradbury, 1981) conflict resolution and reconciliation in primates (de Waal, 2000) , conflict management via conflict policing in primates and reproductive policing in social insects (Ratnieks, 1988; Flack et al., 2005) , group composition such as the presence of keystone individuals versus problematic individuals (Dazey et al., 1977; Beisner et al., 2011b; Abell et al., 2013) , and cohesive kinship structure (Beisner et al., 2011a ) may all contribute to maintaining group stability, although the precise mechanisms are likely to vary across taxa.
Despite this large body of research, pinpointing when a group has become unstable is no easy task. In fact, the study of the resilience (and conversely, vulnerability) of complex social systems (such as banking networks) has received much research attention (Dorogovtsev and Mendes, 2001; Haldane and May, 2011; Hsieh et al., 2014) because identifying network instabilities and vulnerabilities may allow us to (a) minimize the potential costs if the system does collapse, and (b) prevent such instabilities from materializing in the future.
Group stability in animal societies
Among wild primate groups, reduced group stability or cohesion may lead to group fission (Malik et al., 1985; Dittus, 1988; Oi, 1988) . In the confines of captivity however, group fission may not be possible, and instability may result in outbreaks of serious aggression and the dissolution of the primary organizational structure of the group, e.g., dominance hierarchy (Ehardt and Bernstein, 1986; Gygax et al., 1997; McCowan et al., 2008) . Groups may reach a point of maximal instability through natural social processes, or it may be brought on by sudden absence of key individuals, such as the death or removal of alpha individuals (Gouzoules, 1984; Ehardt and Bernstein, 1986; Beisner et al., 2011a) . It is possible, however, that sudden absence of key individuals will only result in maximal instability (i.e. social collapse) if the groups are already experiencing other forms of instability.
Joint network relationships as a method for detecting stability
Stability in a biological system is a higher-level outcome arising from interactions among lower-level components within the system. Social network theory is therefore an ideal method for investigating the emergence of stability from interactions among group members. Biologists have already used a number of social network approaches to detect such emergent properties (Palla et al., 2007; Wolf et al., 2007; Gustafsson et al., 2009) , including group stability (Flack et al., 2006) . Flack and colleagues (2006) , found that removing key conflict policers (i.e. those that intervene to stop fights) changed the structure of numerous affiliation networks (i.e. grooming, play, social contact, and proximity) in a captive group of pigtail macaques. For example, groom and play networks showed reduced mean degree and proximity networks showed increased clustering. Flack and colleagues concluded that group stability had been temporarily reduced, because group members retracted their affiliation networks to focus on fewer social ties. Such network analyses, however, cannot distinguish between temporary reductions in stability, from which animals can recover, and more serious reductions in stability that will likely end in social collapse. Furthermore, it can be difficult to know which behavioral networks to examine and which measures to calculate to quantify group stability. An examination of the synergistic interaction among multiple networks is likely to yield better insight into the social dynamics of the group, and may therefore offer a better way to quantify group stability.
All social systems, regardless of their particular mechanisms of stability, are similar in having inter-connected behavioral, biological, and/or physical networks, and the synergistic interaction amongst these networks yield emergent properties of complexity and stability. Given this commonality, such inter-connections are likely to change under changing conditions of stability. Although separate behavioral networks are commonly constructed from a single target system, such as grooming and aggression networks in primate social groups (Flack et al., 2006; Wey and Blumenstein, 2010; Beisner et al., 2011b; Beisner et al., 2011a; Vander Waal et al., 2014) it has only been recently that joint modeling methodologies and computational algorithms have been developed that can examine interdependencies amongst multiple networks (Barrett et al., 2012; Chan et al., 2013) .
A new network analytical technique developed by our research team, called joint network modeling (JNM) (Chan et al., 2013) has the potential to detect network instabilities. JNM is a data driven, iterative modeling approach that involves empirically constructing multiple networks to quantify the interdependence among them. This approach recreates the joint probabilities of two types of social relationships (e.g. groom and aggression) by first using the raw data to calculate expected probabilities of jointly observing groom and aggression for a given dyad. Under this null hypothesis, these behaviors are assumed to be independent. Constraint functions are then applied sequentially to adjust our expected probabilities (which began at independence) to match the observed network data based upon hypothesized interdependencies in the data (e.g. two behaviors covary in similar or opposite directions) (Chan et al., 2013) . By using constraint functions to adjust expected probabilities of each type of dyad, we are essentially modeling the way in which a pair of networks are interdependent. Thus, the purpose of adding constraint functions is to determine which patterns of network interdependence are present in a given joint-network system, e.g. which constraint functions bring our expected probabilities more closely in line with observed network data. The joint network model is done once sufficient constraint functions are applied to match the observed data, meaning the expected frequencies under the model are not statistically different from observed frequencies, according to chi-squared values.
The social dynamics of a complex social group are played out through a wide variety of dyadic or even polyadic behavioral interactions (e.g. proximity, co-feeding, fighting, alliance support, avoidance). Although any set of networks may be useful in quantifying network interdependence as it relates to stability, the networks most relevant to social stability will vary by species' social structure. Therefore, it may be important to distinguish keystone networks from other more subsidiary networks. Keystone networks communicate animals' most fundamental relationships because they govern or influence the manner in which other networks interact (Hsieh et al., 2014) . As such, the presence and direction of links in these networks are less likely to be influenced by situational variables (e.g., presence of kin, hunger/satiation) than other networks, which tends to generate a more rigid structure.
Rhesus macaques live in large, multi-male/multifemale groups that average around 40 individuals, though groups can number in the hundreds in areas with high human food subsidization (Seth and Seth, 1986; Qu et al., 1993; Southwick and Siddiqi, 1994) . Females remain in their natal groups while males disperse around sexual maturity (Berard, 1999) . Females form dominance hierarchies according to matrilineal kinship (Sade, 1967; 1969 ) that remain relatively stable over time. Rhesus macaques are also a highly despotic species, showing intense and highly asymmetric patterns of aggression, well-defined dominance hierarchies, and strong preference for kin in affiliative interactions (Thierry, 2004) .
Dominance relationships form the core of rhesus macaque social structure (Sade, 1967; Lindburg, 1971) . Among the different types of dominance networks, the status signaling network (e.g., peaceful communication of subordinate status, such as displacements and silent-bared-teeth signals) is likely to be a keystone network because it communicates fundamental dominance relationships (Flack and de Waal, 2004; Beisner and McCowan, 2014; Hsieh et al., 2014) . Choosing the second of the two networks is somewhat arbitrary, and we chose to examine aggression networks because aggressive behavior is well-studied in macaques (facilitating the generation of hypotheses that underlie the constraint functions) and we have a sufficiently large data set of aggressive interactions. We therefore examined status signaling and aggression networks with respect to stability. Despite the fact that we have chosen to examine two dominance behavioral networks, our goal was not to study dominance per se, but to examine inter-network dependence in relationship to stability.
Here we use our joint modeling technique to examine social stability in seven social groups of rhesus macaques, three of which experienced a social collapse. Our goal was two-fold: (1) to identify consistent patterns in the interdependence between aggression and status networks that are characteristic of stable social groups of rhesus macaques, and (2) to determine whether these characteristic patterns of interdependence change during unstable time periods, such that our JNM approach can readily distinguish between stable and unstable periods.
Although it is not entirely apparent how two different types of behaviors should interact synergistically, there should be some degree of coordination between aggression and status as opposed to independence. For example, we might see more dyads than expected that show unidirectional status with no aggression, because dyads that use subordination signals fight less frequently (Flack and de Waal, 2007; Beisner and McCowan, 2014) . Further, in species with a clear dominance hierarchy, aggression and status signaling should typically show opposite directions, where if individual A is dominant to individual B, then A should threaten B and B should signal acceptance of subordinate status to A. Finally, we can expect that any interdependencies between aggression and status present at stable time points will likely change or disappear during unstable periods.
Materials and Methods

Study subjects and behavioral data collection
Seven large outdoor captive groups of rhesus macaques were studied at the California National Primate Research Center between June 2008 and July 2014. We performed network analyses on data available from two studies (UC Davis Institutional Animal Care and Use Committee protocol #s 11843, 16674, 16810). We coded group IDs as follows: (1) groups from the first study are referred to as "A" groups because they were observed under the same study design (six hours/day on four days/week on a weekly rotating schedule), (2) groups from the second study, "B" groups, were observed under a different study design (six hours/day on four days/week for 12 consecutive weeks, including an experimental removal of a high-ranking 3-6 year old natal male in the seventh week), and (3) stable groups are labeled with an "S" identifier, and unstable groups (i.e. those that eventually collapsed) are labeled with a "U" identifier (see Table 1 and Figure 1 ). We used an event sampling design to record all occurrences of aggressive and status interactions across all study groups, yielding a total of 50,110 dyadic aggressive interactions and 24,537 status interactions. Aggression was defined as one monkey threatening, lunging at, chasing, or biting another monkey, who typically responds with submission, such as moving away, running away, or screaming. We also included bidirectional aggression, in which a subordinate either responded to a dominant's attack with aggressive behavior or, on a separate day, initiated a fight by directing aggression at a dominant. Mild protests by the subordinate (e.g. open mouth threat; head bob) in response to receiving aggression, however, were omitted because they likely do not represent true aggressive challenge. Furthermore, we focus on only dyadic interactions, because polyadic interactions may 
Fig. 1 Diagram of the sampling design for each of the seven study groups
The "A" groups were observed one week per month on a rotating schedule for an 11-month period. The "B" groups were each observed four days/week across 12 consecutive weeks, except B4-U, which was observed an additional eight weeks at half the sampling effort (two days/week) for a total of 20 weeks.
cloud the expected relationship between aggression and status signaling. Status signaling was defined as submission (i.e. silent bared teeth (SBT), move away, or non-sexual rump present) given in response to a peaceful approach (i.e. not in response to aggression). Fig. 1 summarizes the study design and stability status of each group. Briefly, all "A" groups (A1-S, A2-S, and A3-U) were stable during their primary observation period in [2008] [2009] . These groups remained intact and experienced no major changes in their social hierarchy or group membership (i.e., same alpha males and females, same matrilineally structured hierarchy) several months before, during, and after their observation in 2008 and 2009. However, one "A" group became unstable in 2011. In early 2011 the male hierarchy in group A3-U was in flux -the previous alpha male was injured and deposed, after which time two males jockeyed for the alpha position. Our observers collected data on group A3-U from April-June 2011. The alpha male and alpha family were overthrown on September 17, 2011.
Among the "B" groups, two were stable (B1-S, B3-S) and two were unstable (B2-U, B4-U). As part of their original study design, each "B" group experienced experimental removal of a high-ranking 3-6 year-old natal male (primarily sons of the alpha female), because these males often instigate disproportionate amounts of severe aggression, prematurely attain high individual rank as a result of female kin support, and may end up challenging the alpha male (Beisner et al., 2011b) . In groups B1-S and B3-S, the targeted natal males were both 4-year-old sons of the alpha female, and both attained the position of beta male in their respective groups. Groups B1-S and B3-S represented stable groups because the alpha male and female both retained their positions following the experimental removal, and there were no major changes to group membership or the matrilineally structured hierarchy.
Groups B2-U and B4-U both socially collapsed at the end of scheduled observations (B2-U: during week 12; B4-U: during week 20; see Figure 1 ). While both represent unstable groups, their descent into instability was unclear, particularly whether the experimental removals during the seventh week influenced group stability. Unlike groups B1-S and B3-S, the two unstable "B" groups did experience major changes to the group hierarchy. In group B2-U, the alpha male was temporarily removed for dental treatment in the 11th week, and nine days later, the group had a social overthrow. Although it seems clear that the absence of the alpha male was the proximate cause of the social collapse, it is uncertain whether removal of the natal male reduced the stability of the group, priming it for collapse when the alpha male was removed one month later, or whether group B2-U was already unstable before the natal male was removed. Group B4-U was observed an additional eight weeks beyond the other "B" groups (weeks 13-20) according to a planned extension of observation effort, but at a lower observation frequency (2 days/week, rather than the 4 days/week during weeks 1-12. Observers noted a dramatic increase in fighting during weeks 13-20 between females from the alpha family and the fourth ranked family. The alpha female was removed for veterinary treatment in the 20 th week due to a hand laceration , and the next day there was an outbreak of deleterious aggression and a major upset in the social hierarchy (i.e. very low-ranking females were collectively challenging the highest-ranking females).
Network construction
Aggression and status networks were constructed for each group across multiple time points. For "A" groups, each time point included eight 6-hr days of observation: June-July 2008, August-September 2008 , OctoberNovember 2008 , December-January 2008 /2009 , and February-April 2009 . The final time point included 12 6-hr days of observation due to relatively low levels of activity (and thus lower rates of aggression and status) in early spring. Observation hours from April-June 2011 on group A3-U were matched to the stable time points. For "B" groups, each time point included 12 6-hr days of observation: weeks 1-3, weeks 4-6, weeks 7-9 and weeks 10-12. These 3-week time points maintained a separation between the 6-week baseline and 6-week post removal periods. Although these divisions combine eight days of observation for "A" groups and 12 days of observation for "B" groups, the temporal variance in behavior was lower for "B" groups. Eight days across a 5-week period had greater temporal variance (i.e., increased chance of recording rare behaviors, such as status signals or bidirectional aggression) than 12 days across a 3-week period. We initially examined "B" groups using 8-day observation periods, but found few dyads with rare behaviors (even in stable groups), such as dyads with status signals or bidirectional aggression. Combining data into non-adjacent sets of eight days (e.g., week 1 + week 4) increased joint network interdependence, but did not provide a simple method of combining data across the experimental knockout. We therefore decided to use sets of 12 consecutive days (e.g. weeks 1-3) to perform JNM.
Two exceptions were made for unstable groups. First, group B4-U had two additional time periods from a less-intensive observation period (2 days/week during weeks 13-20): weeks 13-17 and weeks 16-20. Data from weeks 16 and 17 contribute to networks for these last two time points to maintain similar hours of observation. Second, in group B2-U, data from the 9 th week contribute to the networks for two time points: weeks 7-9 weeks 9-11 in order to examine the experimental removal of the natal male prior to the alpha male's absence. A final fifth time point was created (weeks 11-12) the final six days of observation after the alpha male was removed.
We constructed two binary networks (aggression and status) for each group at each time point. For each network, a node represents an individual monkey and an edge represents the directed behavioral relationship. In the aggression network, for example, an edge was drawn from A to B if, at any time during the observation period, A threatened, lunged at, chased, or bit monkey B. A bidirectional edge was drawn between A and B if, at any time during the observation period, monkey B also threatened, lunged at, chased, or bit monkey A. The same is true for the status network. For each pair of animals, we described their joint aggression-status relationship using a 4-digit binary code (aka 4-dimensional binary vector). The first two digits (i.e. dimensions) code for the two possible directions of aggressionfrom A to B and from B to A. The second two digits code for the two possible directions of status -again, A to B and B to A. The 4-digit code is binary, because we use 1s and 0s to describe whether the behavior was present or absent. To make these 4-digit codes easier to interpret, we use the letter "A" to represent presence of aggression and "0" for absence, and the letter "S" to represent presence of status and "0" for absence (i.e. A000 refers to unidirectional aggression and no status; 00S0 refers to unidirectional status and no aggression). There are a total of 16 possible 4-digit codes; we show only the 10 biologically-distinct codes and omit those that are repeated (i.e. A000 and 0A00 both refer to unidirectional aggression and no status). All network matrices were constructed in R (R Core Team, 2013).
Joint network modeling
To recreate the observed joint probabilities of aggression and status relationships, we first used the raw data to calculate expected probabilities of jointly observing aggression and status for a given dyad, assuming aggression and status relationships were independent. The assumption of independence is the null model. A series of six constraint functions were then iteratively applied to calculate the number of expected relationships with each new constraint until the expected probabilities were not significantly different from the observed, according to chi-squared test. All steps in the joint modeling analyses were run in R using code written by members of our research team. R code is available upon request.
A complete description of the constraint functions can be found in (Chan et al., 2013) . Briefly, constraint function 1 determined whether the two directions of the first behavior (i.e. aggression) were independent, by calculating the covariance of outward and inward aggression across all dyads. For example, if monkey A threatens B, are we more or less likely to see aggression from B to A. Constraint function 2 determined whether the two directions of the second behavior were independent. Constraint function 3 determined whether the direction of aggression affected the direction of status signaling (i.e. does monkey A both threaten and give signals of subordination to B). Constraint 4 determined whether it was more likely to see a status interaction (regardless of direction) if there was at least one aggressive interaction between two animals. Constraint 5 accounted for the covariance present when both behaviors occurred in both directions (i.e. code AASS). Finally, constraint 6 accounted for the covariance present when both behaviors were absent (i.e. code 0000).
The primary output from each joint modeling analysis is a table showing the total number of dyads observed for all 10 types of relationships (i.e. codes A000, AA00, 00S0, etc.) as well as the expected counts of each type of relationship under each constraint function, which allows us to see which constraints need to be added to bring the expected number of relationships in line with observed frequencies. For example, we observed 420 pairs of animals showing unidirectional aggression and no status signals (code A000) in group A1-S during June-July. If aggression and status interactions occurred independently, we should expect to see approximately 527 of these types of dyads. The chisquared value for this relationship was 21.93, meaning that such dyads appeared less often than expected under independence. In these output tables, the numbers in parenthesis represent the chi-squared value for the difference between expected and observed; it generally decreases as we add more and better constraints. Given that the 16 different 4-digit codes represent only 10 biologically-distinct types of bivariate interaction, the appropriate degrees of freedom is 9 for the total Chisquared calculation, and the 95% and 99%-percentiles are 16.92 and 21.67, respectively.
Results
Descriptive
All networks were sparsely populated, between 14 and 34% of the total possible dyadic relationships were present across all aggression networks with groups B2-U and B3-S having the highest densities (Table 1) . Among status networks, between 8 and 23% of all possible dyadic relationships were present, with "A" groups showing the highest percentages, suggesting that differences in data collection protocol contributed to this pattern. Although network densities varied widely between aggression and status networks, as well as across groups, network densities remained highly consistent within a single group for a given behavior (SD of network density ranged from 0.009 to 0.054). Despite the differences in overall presence of edges in each network, however, JNM results were remarkably similar across groups.
The extent of interdependence between aggression and status networks was quite high. Across all joint aggression-status networks, all six constraint functions were required to bring expected dyadic frequencies in line with observed frequencies, such that total chi-squared values were less than 21.67 (Fig. 2, 3) . However, constraint function 3 (which determined whether the direction of aggression affected the direction of status signaling) accomplished the majority of this improvement, typically showing between 60%-75% of the reduction in total chi-squared. Reductions in total chi-squared by other constraint functions were: constraint 1: -2.4%-17.2% (mean=3.9%); constraint 2: 6%-20% (mean=10.6%), constraint 4: 0-4.9% mean=1.8%; constraint 5: 0-3.9% (mean=0.57%); constraint 6: 4.4%-9.4% (mean=6.8%). Overall, dyads with no interactions (i.e. 0000) were the most common, which is not surprising because in any large social group, many pairs of animals will not directly interact. The next most common dyads were those with unidirectional aggression and no status (i.e. A000) and unidirectional status and no aggression (i.e. 00S0). However, because the relative proportions of any two types of dyads depends upon how often aggression versus status interactions were sampled in that group, further examination of the frequencies of different types of dyads will be done using chi-squared values.
Opposite direction aggression and status is key for stability
The most obvious pattern across all joint aggressionstatus networks was that aggression and status occurred in opposite directions (e.g. monkey A threatens B and monkey B gives subordination signals to A). There were far more dyads with opposite direction aggression- status (code A00S) than expected under independence. The chi-squared values for opposite direction aggression-status ranged between 200 and 700 across all time points in all of the stable groups, accounting for 58%-76% (mean = 67.6%) of the total chi-squared. In comparison, chi-squared values for all other types of relationships ranged between 0 and 100. Table 2 shows the full joint modeling output for the June-July time period in group A1-S. The outputs for all other groups across all time points are shown in supplementary information Supplementary Tables S1-S31. Additionally, same direction aggression-status dyads (i.e. A0S0) showed consistently large chi-squared values under independence such that very few dyads (typically less than 10) showed both aggression and status from A to B. Furthermore, constraint function 3 (which determines whether the direction of aggression may affect the direction of status signaling) brought the expected counts of both of these types of dyads (A00S and A0S0) in line with observed counts. These results agree with our basic understanding of dominance relationships in a despotic society -many (if not most) dyads should have uncontested, clearlycommunicated dominance relationships showing unidirectional aggression from dominant to subordinate as well as unidirectional signals of subordination from subordinate to dominant (Beisner and McCowan, 2014) .
The most striking evidence of the importance of opposite direction aggression-status came from joint network analyses of the three groups that socially collapsed. First, we saw a loss of interdependence in the aggression-status relationship over time in groups B2-U and B4-U, both of which descended into social collapse shortly after the absence of alpha individuals. This decreased interdependence between aggression and status networks (as measured by a drop in total chi-squared under the null model of independence) was driven by a loss of dyads showing opposite direction aggression status (code A00S) just prior to collapse. Whereas A00S dyads accounted for 58%-76% of the total interdependence between aggression-status networks in stable groups, opposite direction aggression-status dyads accounted for only 38%-51% of the bivariate network interdependence in the final unstable time points of groups A3-U, B2-U and B4-U (B4-Uweeks 16-20: 38.7%; A3-U in 2011: 45.1%; B2-U weeks 9-11: 51.8%). In other words, unstable groups had fewer pairs of animals with welldefined dominance relationships in which aggression went from dominant to subordinate and status signals went from subordinate to dominant. Surprisingly, the number of well-defined dominance relationships showing opposite direction aggression-status during unstable time points remained significantly higher than expected under independence (B2-U weeks 9-11: chi-squared = 77.18; B4-U weeks 16-20: chi-squared = 134.5). Thus maintenance of stability in rhesus groups requires a far higher number of well-defined and clearly communicated dominance relationships than expected under the null model. In B2-U, there was a persistent decrease in the overall interdependence between aggression and status networks. This decrease was driven by reduced interdependence in dyads with opposite direction aggressionstatus (A00S). Chi-squared for opposite direction aggression-status dyads, under independence, dropped from 288.5 to 191.9 to 126.3 to 77.2 in three-week increments, finally ending in an eruption of deleterious aggression and social overthrow at the end of the 12 th week (Fig.3) . Notably, total chi-squared and chisquared for code A00S both show a decrease prior to experimental removal of the natal male, followed by continued decrease after removal. This suggests group B2-U may have been unstable before the experimental removal, and it certainly did not recover from this reduction in aggression-status network interdependence (Fig. 4) . In contrast, we see only temporary decreases in chi-squared values after experimental removal of natal males in groups B1-S and B3-S (B1-S weeks 7-9: Δ total chi-squared = -144.6; B3-S weeks 7-9: Δ total chisquared = -157.5), followed by a subsequent increase in both total chi-squared and chi-squared for opposite direction aggression-status (B1-S weeks 10-12: Δ total chi-squared = 141.6; B3-S weeks 10-12: Δ total chisquared = 41.6; Fig. 2 ). Thus, the stable "B" groups show that although experimental removal of natal males caused a temporary reduction in the interdependent relationship between aggression and status networks, both groups recovered from this and regained the higher level of interdependence previously observed.
In group B4-U, joint modeling analyses showed two patterns that appear to be associated with instability: (a) two drops in the overall joint network interdependence, as measured by initial total chi-squared values, both of which were driven by fewer opposite direction aggression-status dyads, and (b) an increase in the extent to which constraint function 1 improved the fit of expected counts during the last three time points (weeks 10-12; 13-17, and 16-20; see below). Unlike the stable "B" groups, B4-U did not show a decrease in aggressionstatus interdependence following experimental removal of the natal male during weeks 7-9. Instead, total chisquared decreased during weeks 10-12 (from 484.4 to 337.7), increased (up to 502.5) during weeks 13-17, and finally decreased again (down to 347.5) during weeks 16-20, just before social collapse in the 20 th week. Similar to B2-U, these two dramatic decreases in total chisquared were largely driven by loss of opposite direction aggression-status dyads such that even though there were more A00S dyads than expected under independence (weeks 16-20: observed A00S dyads = 131, expected A00S dyads = 49.4, chi-squared = 134.5), the magnitude of this difference was lower than during stable time periods (e.g. weeks 1-3: observed A00S dyads = 195, expected A00S dyads = 53.9; chi-squared = 368.6; Fig. 4) . Thus, the first decrease in aggressionstatus network interdependence was not closely associated with the experimental removal of the natal male, and although there was a recovery of aggression-status network interdependence during weeks 13-17, the level of interdependence decreased dramatically again in the final five weeks prior to social collapse.
Too much bidirectional aggression lowers stability
Unlike the unstable "B" groups, group A3-U did not show a drop in total chi-squared during its unstable time period in 2011. Two other patterns were apparent. First, there was seasonal variation in the complexity of the joint network relationship between aggression and status signaling in all "A" groups. In A3-U, the total chisquared value from the unstable time point in 2011 fell within the range of seasonal variance observed in [2008] [2009] (Fig. 3) . Furthermore, approximately the same sort of seasonal variance was observed across all three of these groups -greater complexity in the aggression-status network interdependence during the breeding season (especially August-September) than at other times of year (Fig. 2,3) . Second, in A3-U, constraint function 1 reduced the total chi-squared value from 523.3 to 324.6 during the 2011 unstable time period, and this was largely driven by dyads with bidirectional aggression and no status signaling (chi-squared for code AA00 under independence = 137.8; chi-squared for AA00 after applying constraint 1 = 0.69; Fig. 5 ). Therefore, a key source of instability in 2011 was the presence of excessive bidirectional aggression between pairs of animals that were unwilling to use status signals, suggesting their dominance relationships were ambiguous. In all other stable groups and time points, constraint function 1 only slightly reduced (or sometimes increased) the total chi-squared, indicating that the number of dyads with bidirectional aggression and no status were closer to expected values under independence. An additional source of instability in 2011 may have been the similar magnitude of reduction in total chi-squared accomplished by constraint functions 1 and 3, a pattern that was absent from the bivariate networks of all other stable time periods.
The social collapse in B4-U also appeared to coincide with problematic bidirectional aggression, showing a gradual increase over time in the joint aggressionstatus networks of this group. Similar to what we found in the 2011 unstable time period of A3-U, there was a consistent increase in the degree to which constraint function 1 accomplished a reduction in the total chisquared in group B4-U (Fig. 5) . However, unlike A3-U, this increase in total chi-squared was not driven by a single type of relationship, but rather by two types of relationships combined (bidirectional aggression and no status: AA00; bidirectional aggression and bidirectional status: AASS). The sum of the chi-squared values of these two linkage codes showed a steady increase across the bivariate aggression-status networks in group 13B, starting at a relatively low value of 33.9 in the first three weeks and ultimately increasing to 122.6 in the final five weeks before social collapse (Fig. 5) First, stable rhesus social groups exhibited an exceptionally high frequency of dyads with opposite direction aggression and status such that chi-squared for A00S dyads was between 250 and 700. Further, these large chi-squared values accounted for 58%-76% of the total chi-squared, indicating that opposite direction aggression-status dyads comprise the largest component of the interdependence between aggression and status networks. This result may, at first, appear to be mundane, as any animal society with a readily identifiable dominance hierarchy should be expected to show an abundance of dyads whose dominance interactions reflect their dominant and subordinate roles. However, what was truly surprising was our finding that even our unstable groups, just days prior to collapse (i.e. B2-U and B4-U) also showed significantly more opposite direction aggression-status dyads than expected (Fig. 3) . Thus, the stable pattern of interdependence between aggression and status networks reflects uncontested, wellcommunicated dominance relationships, which generate a blatantly obvious dominance hierarchy that is important to stability in despotic species.
Finding far more opposite direction aggression-status dyads than expected is reminiscent of the directional consistency index (DCI) (Vervaecke et al., 2000) . Our JNM approach, however, reveals greater detail about such consistency. Three types of dyads have directionally consistent aggression and/or status interactions: A000, 00S0, and A00S. Across all time periods in all groups, one-way aggression and no status dyads (A000) were less common than expected and one-way status and no aggression dyads (00S0) were as common as expected (see Tables S1-S31) . By jointly modeling aggression and status networks together, we found that a large portion of the directional consistency must come from a combination of these two behaviors (i.e., opposite direction aggression-status), rather than simply within a single behavior. Furthermore, the large number of dyads in our study groups with missing data (i.e, code 0000) present a problem for most traditional dominance hierarchy measures. Our JNM approach relies on comparing dyad frequencies to null expectations and handles missing data by tallying the frequency of such 'absent' relationships; it is thus applicable to both sparse and dense data sets.
Our examination of four stable groups across various time periods showed that there was quite a bit of natural variation in the precise degree of aggression-status network interdependence. Variance across seasons was greater than variance within season or even variance due to experimental perturbations (at least for groups that remained stable). Stable groups showed a higher degree of aggression-status network interdependence (i.e. higher chi-squared) during breeding season than during other seasons, and experimental perturbations caused temporary decreases in complexity. So how do we distinguish between natural variance in bivariate network independence and true instability? The "A" groups consistently showed 60%-75% of the total chisquared was accounted for by A00S dyads, whereas the 2011 time point in A3-U shows a clear drop to 45.1% of total chi-squared. Thus, our analyses show that unstable groups show a decrease in the percent of total chisquared that is due to opposite direction aggressionstatus dyads.
Multiple pathways of instability
The three groups that socially collapsed showed that social instability can manifest in different ways. The unstable "B" groups both experienced a loss of interdependence between aggression-status networks, as evidenced by dramatic decreases in total chi-squared, which were largely driven by fewer A00S dyads. However, group A3-U did not show this drop in overall bivariate network interdependence. Instead, we saw a change in the patterning of the interdependence between aggression and status networks such that (in addition to the above-described decrease in A00S dyads percentage of overall chi-squared) there was a large increase in the frequency of dyads with ambiguous dominance relationships -AA00 (bidirectional aggression, no status). Plots of the change in chi-squared values upon application of constraint function 1 (Fig. 5 ) highlight this change in the pattern of interdependence in A3-U. The social collapse in B4-U further demonstrates a variable pathway of instability, showing an increase in bidirectional aggression, but across two different types of dyads. Upon application of constraint function 1, we saw a decrease in chi-squared for AA00 dyads as well as AASS dyads, indicating that instability in this group emerged in the form of two different types of ambiguous/contested dominance relationships.
When talking about multiple pathways to instability, it is worth pointing out that the social collapse in group A3-U progressed naturally -there were no colony management removals that appeared to spark the group's collapse. Our 2011 observations began six months before social collapse, indicating that colony managers of captive or managed free-ranging groups might be able to predict an eventual social collapse and take action before serious injuries occur.
The social collapses in B2-U and B4-U, however, did not progress naturally -both underwent experimental removal of a natal male followed by an unanticipated removal of the alpha male or female (for veterinary care). First, the fact that two stable "B" groups withstood the experimental removal of natal males, experiencing only temporary loss of aggression-status network interdependence, tells us that such social perturbations do not normally threaten the cohesion of groups with stable underlying aggression-status network dynamics. Group B2-U showed a steady decrease in its overall aggression-status network interdependence that preceded experimental natal male removal, suggesting that the group was becoming unstable prior to the knockout, which may have accelerated the progression toward maximal instability. Finally, it seems apparent that removal of the alpha male from B2-U was the final perturbation that caused its social collapse.
Carefully constructed binary data are sufficient to detect instability using JNM. Given the data are binary, the nature of ambiguity encoded in dyads with bidirectional aggression does not address the frequencies of aggression within a dyad. In constructing our data set, we chose to exclude mild agonistic protests by subordinates (e.g. open mouth threat, vocal threat), yielding a binary data set in which observations of bidirectional aggression always represent moderately to severely aggressive challenges by subordinates. Thus, even though relative frequencies of each direction of aggression are obscured, severity is not. Our finding that two unstable groups had more dyads with bidirectional aggression than expected indicates that the relative frequency of aggressive challenges by a subordinate within a given dyad matters less than knowing that such challenges occur in more dyads than expected.
Quantification of changes in social dynamics & health
Collecting network data and monitoring changes in network interdependence can be used to predict whether a social group is at risk of collapse. Advanced warning of risk of social collapse allows colony managers to take action before serious consequences arise. For example, managers can avoid removal of key individuals during periods of instability, to avoid triggering a collapse. When medical treatment of key individuals is necessary (as in B2-U and B4-U), veterinarians may treat animals in their social group, or expedite their care in the hospital. Conversely, knowledge that a social group is indeed stable is also valuable. Previous analyses of predictors of social collapse indicated that absence of the alpha female from the group was associated with matrilineal overthrow in univariate analyses, but multivariate analyses showed mixed support (Oates-O'Brien et al., 2010). Our joint modeling analyses suggest that temporary removal of such key individuals may only pose a risk of social collapse when groups show a loss in the interdependence of their joint network dynamics. In stable social groups, such temporary removals may pose no additional risk. The same may be true of other probable causal factors of social collapse, such as matrilineal cohesion (Beisner et al., 2011a) , sex ratio (McCowan et al., 2008; Beisner et al., 2012) , or presence of natal males (Beisner et al., 2011b) -a group may only be at risk of social collapse in the presence of these group composition factors if the group also shows a low degree of aggression-status network interdependence.
All social systems are composed of multiple interconnected networks, and our joint modeling approach can be used to quantify and monitor the complex social dynamics of any wild or captive social system. JNM may be of greatest utility in quantifying the impact of environmental, ecological, or social change on the underlying structure of a social group. For example, conservationists might use joint modeling to monitor the social health of reintroduced or trans-located social groups that are adjusting to unfamiliar environments, to determine whether the group has established a normal social dynamic (e.g. Ruiz-Miranda et al., 2006; PinterWollman et al., 2009 ). The technique may prove equally useful in monitoring how social groups respond to anthropogenic change, because deforestation, urbanization and ecotourism can significantly impact animal behavior (e.g. Clarke et al., 2002; Lusseau and Higham, 2004; Davison et al., 2009) . Even healthy groups that are not faced with such conservation issues experience major changes in their social and physical environments. For example, Sapolsky and Share (2004) reported a dramatic change in the tenor of social relationships when a set of aggressive resident male baboons died and were replaced by a set of more peaceful males. Such changes in the tenor of social interactions may have been accompanied by a shift in the interdependencies of their dominance behaviors. Similarly, the dramatic ecological changes associated with synchronous fruiting of dipterocarp trees, known as masting, (Curran and Leighton, 2000) might be expected to influence some aspects of the underlying network dynamics of social groups living in those conditions. It would be equally interesting to discover that animal societies have developed ways of maintaining their patterns of behavioral network interdependence in spite of such dramatic social and ecological changes.
Many global patterns in biology arise from multiple interconnected networks. This joint modeling approach offers a new method of realistically and holistically extracting the dynamic processes involved in the emergence of social stability, and may further advance our understanding of a diverse array of other questions surrounding the complexity of other social systems.
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