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Abstract
Nowadays,thereisanincreasingdemandtoprovidereal-timeenvironmentinforma-
tionsuchasairquality,noiselevel,traccondition,etc.tocitizensinurbanareasfor
variouspurposes.Theproliferationofsensor-equippedsmartphonesandthemobil-
ityofpeoplearemakingMobileCrowdsensing(MCS)aneectivewaytosenseand
colectinformationatalowdeploymentcost.InMCS,insteadofdeployingstatic
sensorsinurbanareas,peoplewithmobiledevicesplaytheroleofmobilesensors
tosensetheinformationoftheirsurroundingsandthecommunicationnetwork(3G,
WiFi,etc.)isusedtotransferdataforMCSapplications.
Typicaly,anMCSapplication(ortask)notonlyrequireseachparticipant'smo-
biledevicetopossessthecapabilityofreceivingsensingtasks,performingsensingand
returningsensedresultstoacentralserver,italsorequirestorecruitparticipants,as-
signsensingtaskstoparticipants,andcolectsensedresultsthatwelrepresentsthe
characteristicsofthetargetsensingregion.Inordertorecruitsu cientparticipants,
theorganizeroftheMCStaskshouldconsiderenergyconsumptioncausedbyMCS
applicationsforeachindividualparticipantandtheprivacyissues,furthertheorga-
nizershouldgiveeachparticipantacertainamountofincentivesasencouragement.
Further,inordertocolectsensedresultswelrepresentingthetargetregion,theorga-
nizerneedstoensurethesensingdataqualityofthesensedresults,e.g.,theaccuracy
andthespatial-temporalcoverageofthesensedresults.
Withtheenergyconsumption,privacy,incentives,andsensingdataqualityin
mind,inthisthesiswehavestudiedfouroptimizationproblemsofmobilecrowdsens-
ingandconductedfolowingfourresearchworks:
• EEMC-Inthiswork,theMCStaskissplittedintoasequenceofsensing
cycles,weassumeeachparticipantisgivenanequalamountofincentivefor
joiningineachsensingcycle;further,giventhetargetregionoftheMCStask,
theMCStaskaimsatcolectinganexpectednumberofsensedresultsfromthe
targetregionineachsensingcycle.Thus,inordertominimizethetotalincentive
paymentsandthetotalenergyconsumptionoftheMCStaskwhilemeetingthe
predeneddatacolectiongoal,weproposeEEMCwhichintendstoselecta
minimalnumberofanonymousparticipantstojoinineachsensingcycleofthe
MCStaskwhileensuringanminimumnumberofparticipantsreturningsensed
results.
• EMC3-Inthiswork,wefolowthesamesensingcyclesandincentivesasump-
tions/settingsfromEEMC;however,givenatargetregionconsistingofasetof
subareas,theMCStaskinthisworkaimsatcolectingsensedresultscovering
eachsubareaofthetargetregionineachsensingcycle(namelyfulcoverage
constraint).Thus,inordertominimizethetotalincentivepaymentsandthe
totalenergyconsumptionoftheMCStaskunderthefulcoverageconstraint,
weproposeEMC3whichintendstoselectaminimalnumberofanonymous
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4participantstojoinineachsensingcycleoftheMCStaskwhileensuringat
leastoneparticipantreturningsensedresultsfromeachsubarea.
• CrowdRecruiter- Inthiswork,weassumeeachparticipantisgivenan
equalamountofincentiveforjoininginal sensingcyclesoftheMCStask;
further,givenatargetregionconsistingofasetofsubareas,theMCStask
aimsatcolectingsensedresultsfromapredenedpercentageofsubareasin
eachsensingcycle(namelyprobabilisticcoverageconstraint). Thus,inorder
tominimizethetotalincentivepaymentstheprobabilisticcoverageconstraint,
weproposeCrowdRecruiterwhichintendstorecruitaminimalnumberof
participantsforthewholeMCStaskwhileensuringtheselectedparticipants
returningsensedresultsfromatleastapredenedpercentageofsubareasin
eachsensingcycle.
• CrowdTasker-Inthiswork,weassumeeachparticipantisgivenavaried
amountofincentives,accordingtothenumberofsensingcyclesthatthepar-
ticipantjoinsin;furtherwedeneanovelsensingdataqualitymetricsbased
onboththenumberofsubareascoveredbysensedresultsandthenumberof
sensedresultsineachsubarea(namelyoveralcoveragequality).Thus,inorder
tomaximizetheoveralcoveragequalitywithaxedamountofbudgetforin-
centivepayment,weproposeCrowdTaskerwhichintendstooptimalyrecruit
asetofparticipantsanddetermineinwhichsensingcycleseachselectedpartic-
ipantcanjoinintheMCStaskwhileensuringthetotalincentivepaymentnot
exceedingthebudget.
Eachaboveworkintendstostudyonepracticaloptimizationproblemofmobilecrowd-
sensingwithspecicincentive,energyconsumption,privacyandsensingdataqual-
itysettings/objectives.Evaluationswithalarge-scalereal-worlddatasetshowthat
ourproposedEEMCEMC3,CrowdRecruiterandCrowdTaskeroutperformheuristic
methodsandotherbaselineapproaches.
Resume
Aujourd'hui,ilyaunedemandecroissantedefournirlesinformationsd'environnement
entempsreeltelsquelaqualitedel'air,leniveaudebruit,etatdutrac,etc.pour
lescitoyensdansleszonesurbainesades nsdiverses.Laproliferationdescapteurs
desmartphonesetlamobilitedelapopulationfontdesMobileCrowdsensing(MCS)
unmoyenecacededetecteretderecueilirdesinformationsaunco^utfaiblede
deploiement.EnMCS,aulieudedeployercapteursstatiquesdansleszonesurbaines,
lesutilisateursavecdesperipheriquesmobilesjouentler^oledescapteursdemobilesa
capturerlesinformationsdeleursenvironement,etlereseaudecommunication(3G,
WiFi,etc.)pourletransfertdesdonneespourMCSapplications.
Engeneral,l'applicationMCS(out^ache)nonseulementexigequechaquepar-
ticipantdeperipheriquemobiledepossederlacapacitedereception missionsde
teledetection,deteledetectionetderenvoidetecteresultatsversunserveurcentral,
ilexigeegalementderecruterdesparticipants,attribuerdeteledetectiont^achesaux
participants,etcolecterlesresultatsobtenuesparteledetectionainsiquerepresente
lescaracteristiquesdelaciblezonededetection.Anderecruterunnombresu sant
departicipants,l'organisateurd'uneMCSt^achedevraitconsidererlaconsommation
energetiquecauseepar MCSapplicationspourchaqueparticipantetlesquestions
deprotectiondanslavieprivee,l'organisateurdoitdonnerachaqueparticipantun
certainmontantdesincitationscommeunencouragement.Enoutre,anderecueilir
lesresultatsobtenuesparteledetectionetrepresentantlaregioncible,l'organisateur
doits'assurerquelesdonneesdeteledetectionqualitedesresultatsobtenuespar
teledetection,p.ex.,laprecisionetlaspatio-temporelelacouverturedesresultats
obtenuesparteledetection.
Aveclaconsommationd'energie,laprotectiondelavieprivee,lesmesuresd'incitation,
deteledetectionetqualitedesdonneesal'esprit,danscettethesenousavonsetudie
quatreproblemesd'optimisationdemobilecrowdsensinget meneesapresquatre
travauxderecherche:
• EEMC-danslecadredecetravail,lat^achedeMCSestdiviseenunesequence
decyclesdedetection,noussupposonsquechaqueparticipantestdonneeune
quantiteegaledestimulantpourrejoindredanschaquecycledeteledetection;
deplus,etantdonnelaregioncibleduMCSt^ache,lat^achedeMCSviseare-
cueilirlenombreprevudeteledetectionresultatsdelaregioncibledanschaque
cycledeteledetection.Ainsi,andereduireauminimumlestotauxpaiements
d'incitationetlaconsommationtotaled'energiedelat^achedeMCStouten
reunionlesdonneespredeniescolectionobjectif,nousproposonsEEMCqui
al'intentiondeselectionnerunnombreminimaldeparticipantsanonymesde
sejoindreachaquecyclededetectiondelaMCSt^achetoutenassurantun
nombreminimaldeparticipantsretourresultatsdetectee.
• EMC3-danslecadredecetravail,nousavonssuiviles m^emescyclesde
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6detectionetdesincitationshypotheses/parametresdeEEMC;toutefois,etant
donneuneregionciblecomposeed'unensembledesous-zones,lat^achedeMCS
danscetravailviseacolecterdetecteresultatscouvrantchaquesous-zonedela
regioncibledanschaquecyclededetection(asavoirlapleinecouverturecon-
trainte).Ainsi,andereduireauminimumlestotauxpaiementsd'incitationet
laconsommationtotaled'energiedelat^achedeMCSsouslacouverturetotale
contrainte,nousproposonsEMC3quial'intentiondeselectionnerunnombre
minimaldeparticipantsanonymesasejoindreachaquecyclededetectiondu
MCSt^achetoutenassurantaumoinsunparticipantretourdetectelesresultats
dechaquesous-zone.
• CrowdRecruiter-danslecadredecetravail,noussupposonsquechaquepar-
ticipantestdonneeunequantiteegaledestimulerpourrejoindredanstousles
cyclesdedetectiondubacderamassaget^ache;deplus,etantdonneuneregion
ciblecomposed'unensembledesous-zones,lat^achedeMCSvisearecueilir
desresultatsdetecteeparunpourcentagepredenidesous-zonesdanschaque
cyclededetection(asavoirlacouvertureprobabilistecontrainte).Ainsi,ande
reduirelestotauxpaiementsd'incitationlacouvertureprobabilistecontrainte,
nousproposonsCrowdRecruiterquienvisagederecruterunnombreminimal
departicipantspourl'ensemblet^achedeMCStoutenassurantlesparticipants
selectionnesretourdetecteresultatsd'aumoinsunpourcentagepredenide
sous-zonesdanschaquecycledeteledetection.
• CrowdTasker-danslecadredecetravail,noussupposonsquechaquepartici-
pantestdonneeunequantitevariabled'incitations,enfonctiondunombrede
cyclesdedetectionqueleparticipantsejoignea;deplus,nousnousdenirun
romandedetectiondesdonneesmetriquesdequalitereposealafoissurlenom-
bredesous-zonescouvertesparteledetectionresultatsetlenombrederesultats
detecteedanschaquesous-zone(c-a-dcouvertureglobalequalite).Ainsi,an
demaximiserlacouvertureglobaledequaliteavecunmontant xedebud-
getdepaiementincitatif,nousproposonsCrowdTaskerquial'intentionde
recruterdefaconoptimalel'ensembledesparticipantsetdedetermineraqui
lateledetectioncycleschaqueparticipantselectionnepeutsejoindreauMCS
t^achetoutenassurantletotalpaiementincitatifdepassantpaslebudget.
Chaquetravailci-dessusseproposed'etudierunepratiqueproblemed'optimisationde
mobilecrowdsensingavecincitationspeciques,delaconsommationd'energie,lapro-
tectiondelaviepriveeetdesdonneesdeteledetectionparametresqualite/objectifs.
Lesevaluationsavecunegrandeechelelemondereeldataset montrentquenotre
projetEEMCEMC3,CrowdRecruiterCrowdTaskeretsurpasserlesmethodesheuris-
tiquesetd'autresapprochesdebase.
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1.1 Background
MobileCrowdsensing(MCS)| atermcoinedbyGantietal.[1]| isbecomingin-
creasinglypopularasthenumberofmobiledevicesequippedwithsensors(including
phones,tablets, mediaplayers,gamesandleisure/sportselectronicdevices)shows
dramaticgrowth.Facilitatedbythewidespreadadoptionofsensor-equippedsmart-
phones,MCShasbeensuccessfulyadoptedtoenableanever-increasingnumberof
sensingapplications,rangingfromhighwaycongestiondetection[2]tosocialtrend
understanding[3]andurbannoisepolution/airqualitymonitoring[4,5]. A main
areaofresearchinthis eldisconcernedwithenablingdistributedmonitoringappli-
cationsthatdonotrelyonadedicatedsensornetworkinfrastructure;butwherethe
crowdsensingcommunicationisfacilitatedbyanalreadyexistingnetworkbetween
devices(e.g.,mobilephones)thatareparticipatinginthesensingtasks[6].
MobileCrowdsensingwithMobilePhoneDigitalFootprints-InMCS,
therearetwomainplayers: MCSorganizerwhoisthepersonororganizationcoor-
dinatingthesensingtask,andMCSparticipantswhoarethemobileusersinvolved
inthesensingtask.Tofacilitatethemobilecrowdsensingwiththesensor-enriched
mobilephones,theMCSorganizerusualyrequireseachMCSparticipantuploading
thedigitalfootprintsgeneratedbytheirmobilephones.Forexample,anMCSappli-
cationintendstomonitortheairqualityofabigcitywithalargegroupofmobile
phoneusers.EveryhourtheMCSapplicationcolectsonesensorreadingfromeach
MCSparticipantandalsofetcheseachuser'sreal-timeGPSposition.Aftercolecting
thesensedresultandtheGPSdatafromeachMCSparticipant,theapplicationmaps
theairqualitysensorreadingtoeachcorrespondingGPSpointontheGooglemap,
soastodrawthe\bigpicture"ofairqualityinthecity.Specicaly,folowingthree
typesofmobilephonedigitalfootprintshavebeenwidelystudied:
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• SensorReadings- A mainstreamsmartphonemightbecommonlyequipped
withmultiplesensorsincludingaccelerometers,barometers,compasses,temper-
aturesensors,and magnetic eldsensors[7,8]. Furthermore,digitalcam-
eras[9], microphones[10],ear-phones[4],wirelessantennas[11]andother
devicesequippedinthesmartphonecouldbeusedassensorsformanycrowd-
sensingapplications.Acomprehensivesurveyonmobilephonesensorsandtheir
applicationstomobilesensingis[12]
• MobilityTraces-Thecommonly-seensmartphonemobilitytracesincludeGPS
trajectories[13],celulartrajectories[14],cal detailedrecords[15], WiFiac-
cesspointandBluetoothcontacttraces[16].Combiningthemobilitytracesof
userswithsensorreadings,MCSapplicationscanmapthesensorreadingsonto
thegeographicmapandfutureilustratethespatialcoverageoftheMCSdata
colection. Forexample,[4]leveragesalargegroupofparticipantsinorder
tomonitorthenoisepolutionineachstreetofacity;itcontinouslysenses
eachparticipant'ssurroundingnoiseusingtheear-phoneofsmartphonewhile
trackingeachparticipant'mobilityusingGPS;further,withtheGPSmobility
traces,theapplicationmapseachcolectednoiseresulttostreetwheretheresult
iscolected,soastogetthestreet-levelnoisemap.
• SmartphoneAppUsageRecords- SmartphoneAppUsagerecordsincluding
phonecallogs[15],emailsending/receivinglogs[17],Googlemapusagelogs[18],
andetc.arefrequentlyusedtounderstandusers'appusagebehavioralpatterns
andfurtherpredictusers'futureappusage. Withthepredictedfutureapp
usage,[18,19]proposesthepiggybackcrowdsensingmechanismtoreducethe
energyconsumptioncausedbytheMCSapplicationsthroughperformingMCS
taskinparalelwithusers'smartphoneappusagese.g.,uploadingsensedresults
whileauserplacinga3Gcalcouldreduce75%energyconsumptioninMCS
datatransfer[20].
TheObjectiveof MobileCrowdsensing- Thoughthemost MCSapplica-
tionscanbeviewedasaprocessofcolectingdigitalfootprintsfrommobileusers,
theobjectivesofeachMCSapplicationisquitedierentwithothers,consideringthe
requirementsofspecicsensingapplications.ForeachMCStask,theorganizerneeds
tospecifythetargetsensingarea,whichoftenconsistsofasetofsubareas.Theorga-
nizeralsoneedstospecifythesensingduration(e.g.10days),whichisusualydivided
intoequal-lengthsensingcycles(e.g.eachcyclelastsforanhour).Theobjectiveof
anMCStaskistypicalytocolectcertainenvironmentdatafrommobilecrowdin
thetargetareaineachsensingcycle,withthegoalofcolectinghighqualitysensed
resultsandsupportingthespecicenvironmentalmonitoringapplications.Takinga
one-weekurbanairqualitymonitoringMCStaskasanexample,theMCSorganizer
rstdividesthewholeareainto1km2gridcelsandthensplitstheone-weekMCS
sensingtimeintoasequenceofone-hoursensingcycles[21],wheretheapplication
aimsatcolectingatleastonesensedresultfromeachgridcelineachsensingcycle.
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TheProcessofMobileCrowdsensing- Whiletheobjectivesofmobilecrowd-
sensingmightbedierentduetothevariousgoals/settingsfordatacolection,the
designofMCSapplicationsusualyfolowsasimilarparadigm.Ingeneral,amobile
crowdsensingapplicationusualyconsistsofcreatingMCSapplicationsaccordingto
therequirements,assigningsensingtaskstoparticipants,executingthetask(sens-
ing,computinganduploading)onthemobiledeviceofindividualparticipant,and
colectingandprocessingsensedresultsfromparticipants.[22]dividesthelifecycle
ofmobilecrowdsensingprocessintofourphases:TaskCreation,TaskAssignment,
IndividualTaskExecutionandCrowdDataIntegration,asshowninFig.1.1.The
keyfunctionalitiesofeachphasearedescribedasfolows:
•TaskCreation:TheMCSorganizercreatesanMCStaskthroughprovidingthe
participantswiththecorrespondingmobilesensingapplicationsthatwouldbe
deployedintheparticipants'smartphoneslater.
•TaskAssignment:AftertheorganizercreatesanMCStaskandthecorrespond-
ingmobiletaskapplications,thenextphaseistaskassignment-recruitingpar-
ticipantsandassigningthemwithindividualsensingtasksthataresupposedto
runineachparticipant'smobiledevice.Findingenoughandappropriatecrowd
sensingparticipantsisthecoreissueinthisstage.
•IndividualTaskExecution: Oncereceivingtheassignedsensingtask,apartic-
ipantwouldtrytonishitwithinapre-denedMCStaskdurationinparalel
withothertasks.Thisphaseiscaledindividualtaskexecutionstage,whichcan
befurtherdividedinto3sub-stages-Sensing,Computing,andDataUploading.
• CrowdDataIntegration:Thisstagetakesthedatastreamscolectedfromal
theparticipantsasinput,aggregatesthedataandprovidesenduserswithwhat
theyneedintheappropriateformat.
1.2 ResearchMotivationsandContributions
Withrespecttotheaforementionedobjectivesandtheprocessofmobilecrowdsens-
ing,ourresearcharebasedonfolowingwel-justiedobservations:
ObservationI.Users' wilingnessof MCSparticipation-Itisclearthatuser
participationisnecessaryforsuccessful mobilecrowdsensing. However,threemain
factorsareknowntocompromisetheusers'wilingnesstobecomepartofacrowd:
• Privacy- Duetotheprivacyconcerns,ausermaynotbewilingtoparticipate
inal MCStasksandmaywishtoanonymizeherselfineachMCStaskinwhich
herdeviceparticipates.Toensureprivacyand,asaconsequence,toencourage
participation,theremustbenowaytolinkaparticipanttoherrecordsin
previousMCStasks.
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Figure1.1:TheFour-stageLifeCycleofMobileCrowdsensingProcess
• EnergyConsumption- Theenergyconsumptionof MCSonmobiledevices
maydrainthebatteryandassuchmightdiscourageuserparticipation.The
energyconsumptionofanMCStaskcanbeviewedlocalybyeachindividual
crowdmember,orglobalyfromthepointofviewofthewholecrowd.In-
dividualEnergyConsumptionisconcernedwiththeenergyconsumedbythe
MCStaskinthebatteryofeachindividualparticipant'smobiledevice;andthis
dependsonthewaythattheMCStaskexecutesonthedevice.TheOveral
EnergyConsumptionisconcernedwiththetotalenergyconsumedbyalcrowd
members.
•Incentive-InadditiontoensuringmobileuserstosaveenergyinMCS,one
eectivewaytoencouragemobileusers'participationinMCStaskistoprovide
incentives(e.g.,money,3Ginternetbandwidth,etc.)toeachuser.Typicaly,
eachselectedparticipantisoeredacertainamountofmoneyasincentiveand
thustheMCSorganizerneedstoprepareabudgetequaltothetotalincentives
paidtoalparticipantsineachMCStask.
ObservationII.E ciencyandtheeectivenessof MCStask- WhiletheMCS
participantscaremoreabouttheenergyconsumedforparticipatingtheMCStask
andtheincentivesreceivedfromthetaskparticipation,theMCSorganizerconcerns
moreaboutthequalityofdatacolectedfromtheMCStaskandthetotalincentives
paidtoalparticipants.
• SensingDataQuality- Generaly,anMCStask might wanttocolectthe
sensingdatathatwelrepresentsthecharacteristicsofthetargetsensingregion.
Thus,thesensingdataqualityofanMCStaskcouldbecharacterizedintwo
aspects:
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1.Theaccuracyofsensedresults-Supposingthereexistsnoiseineachindi-
vidualsensedresult[23](e.g.,thesensingdeviationofairqualitysensors),
itmightneedtocolectmultiplesensedresultsfromthetargetregioninor-
dertoestimatetheaccurateresults.Forexample,inordertoestimatethe
accurateairqualityindexofastreet,anMCSapplicationcolectssensed
resultsfromatleast10MCSparticipantsinthestreeteveryhourand
estimatestheaccurateresultbyaveragingalcolectedresults.
2.Thecoverageofthesensedresults- Ratherthantheaccuracyofeach
individualsensedresult,theMCSorganizeralsoconcernsifthesensed
resultscolectedbytheparticipantscouldfulyorpartialycoverthetarget
regionspatialyandtemporaly.Forexample,anairqualitymonitoring
MCSapplicationneedstocolectairqualitysensordatafromeachstreet
ofPariseveryhour,soastomonitortheairqualityofthewholecity.
Fromabovetwoaspects,wecanconcludethatthesensingdataqualityofan
MCStaskmightbeassociatedtothenumberofsensedresultscolectedfrom
thetargetregionandthespatial-temporalcoverageofsensedresultsoverthe
targetregionandsensingtimeslots.
•TotalIncentivePayment-Itisalsoobviousthatthemoretotalincentivespaid,
thehigherMCSsensingdataqualityachieved. Withthesensingdataquality
qualityandtotalincentivepaymentissuesinmind,theMCSorganizermight
eitheraimto
1. Maximizetheoveral MCSsensingdataqualitywitha xedamountof
incentivebudget,or
2. Minimizethetotalincentivepaymentwhileensuringthecolectedsensed
resultsmeetingapredenedsensingdataquality.
OurContribution-Intheresearchbeingpresented,wearemotivatedtopropose
MCSframeworkwhichaddressestheaforementionedconcernsfrombothMCSorga-
nizersandMCSparticipants,throughreductionofenergyconsumptionofindividual
crowdmembers,andeectivelyalocatingincentivestothecrowdswhileoptimizing
theMCSsensingdataquality.Further,weaimtoachievethisgoalwithoutsacric-
ingtheprivacyrequirement. Withrespecttoaforementionedmotivations,thisthesis
includesfolowingfourcontributions:
1.EEMC-Inthiscontribution,we rstproposeanenergy-ecientPiggyback
CrowdsensingmechanismreducingenergyconsumptionofMCSdatatransferby
receivingtaskassignmentandreturningsensedresultsinparalelwithtwo3G
cals[20].Further,assumingeachassignedparticipantwouldbepaidanequal-
mountincentive,EEMCassignsMCStaskstoaminimalnumberofanonymous
participantswhileensuringapredenednumberofassignedparticipantsreturn-
ingsensedresultsinaspecictime-frame,soastoguaranteethedatacolection
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fromaminimumnumberofparticipantsinthetargetregionalsominimizing
overalenergyconsumptionandthetotalincentivepayment.Evaluationswitha
large-scalereal-worldphonecaldatasetshowthatourproposedEEMCframe-
workoutperformsthebaselineapproaches,anditcanreduceoveral energy
consumptionindatatransferby54%-66%whencomparedtothe3G-based
solution.
2.EMC3- WhileEEMCreducesindividualenergyconsumptionandminimizes
overalenergyconsumption/totalincentivepaymentunderasimplesensingdata
qualityconstraint(i.e.,theminimumnumberofsensedresultsrequiredineach
cycle),thiscontributionaimsatstudyingannovelMCStaskassignmentframe-
workunderanmorecomplexdataqualityconstraint|i.e.,fulspatial-temporal
coverageconstraint.Inthiscontribution,EMC3reducestheindividualenergy
consumptioncausedby MCSdatatransferbyleveragingthetwo-cal-based
piggybackcrowdsensingmechanismofEEMC.Further,giventhetargetregion
dividedintosubareas,EMC3assignsMCStaskstoaminimalnumberofanony-
mousparticipantswhileensuringatleastonesensedresultbeingreturnedfrom
eachsubareainaspecictime-frame,inordertominimizetheoveral energy
consumptionandthetotalincentivepaymentunderful coverageconstraint.
Specicaly,EMC3incorporatesnovelpacecontrolanddecisionmakingmech-
anismsfortaskassignment,leveragingparticipants'currentcal,historicalcal
recordsaswel aspredictedfuturecalsandmobility,inordertoensurethe
expectednumberofparticipantstoreturnsensedresultsandfulycoverthe
targetarea,withtheobjectiveofassigningaminimalnumberoftasks.Exten-
siveevaluationwithalarge-scalereal-worlddatasetshowsthatEMC3assigns
muchlesssensingtaskscomparedtobaselineapproaches,itcansave43%-68%
energyindatatransfercomparedtothetraditional3G-basedscheme.
3.CrowdRecruiter- WhileEEMCandEMC3intendtoassignMCStaskto
aminimalnumberofparticipantsduringtheMCStask(i.e.,onlinetaskas-
signment),thiscontributionstudiesano ineparticipantselectionproblem,
wherepriortotheMCStaskaminimalnumberofparticipantsare rstlyse-
lectedfromvolunteers,thenduringtheMCStaskeachselectedparticipant
isrequiredtojoinal MCSsensingcycleswhileensuringthespatialcover-
ageoftheselectedparticipantsmeetingpredenedcoveragerequirement.In
thiscontribution,weintroduceanovelparticipantselectionframework,named
CrowdRecruiter.CrowdRecruiteroperatesontopofenergy-e cientPiggyback
Crowdsensing(PCS)taskmodelproposedby[18],minimizestheoveralincen-
tivepaymentsbyselectingasmalnumberofparticipantswhilestilsatisfying
probabilisticcoverageconstraint.Inordertoachievetheobjectivewhenpiggy-
backingcrowdsensingtaskswithphonecals,CrowdRecruiter rstpredictsthe
cal andcoverageprobabilityofeachmobileuserbasedonhistoricalrecords.
Itthenecientlycomputesthejointcoverageprobabilityofmultipleusersas
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acombinedsetandselectsthenear-minimalsetofparticipants,whichmeets
coverageratiorequirementineachsensingcycleofthePCStask. Weevalu-
atedCrowdRecruiterextensivelyusingalarge-scalereal-worlddatasetandthe
resultsshowthattheproposedsolutionsignicantlyoutperformsthreebaseline
algorithmsbyselecting10.0%-73.5%fewerparticipantsonaverageunderthe
sameprobabilisticcoverageconstraint.
4.CrowdTasker- WhileCrowdRecruiterintendstoselectaminimalnumber
ofparticipantsforjoininginalsensingcyclesoftheMCStaskwhilemeeting
theprobabilisticcoverageconstraint,thiscontributionproposesanovelPCS
taskalocationframework| CrowdTasker,whichselectsonegroupofpartici-
pantsforeachsensingcycleoftheMCStask,inordertomaximizetheoveral
MCSdataqualitywhilesatisfyingtheincentivebudgetconstraint.Inorderto
achievethisgoal,CrowdTasker rstpredictsthecal andmobilityof mobile
usersbasedontheirhistoricalrecords. Witha exibleincentivemodeland
thepredictionresults,CrowdTaskerthenselectsasetofusersineachsensing
cycleforPCStaskparticipation,sothattheresultingsolutionachievesnear-
maximalcoveragequalitywithoutexceedingincentivebudget. Weevaluated
CrowdTaskerextensivelyusingalarge-scalereal-worlddatasetandtheresults
showthatCrowdTaskersignicantlyoutperformedthreebaselineapproachesby
achieving3%-60%highercoveragequality.
1.3 OrganizationofthisThesis
Therestofthesisisorganizedas:
• Chapter 2givesacomprehensivesurveyonthestate-of-the-artof mobile
crowdsensing,includingtherelatedworkof(a)recent MCSapplicationsand
frameworks,(b)energyconsumptionmeasurementfor MCSapplications,(c)
energy-savingstrategiesfor MCSapplications,(d) MCSincentivemodel,(e)
MCSsensingdataquality,(f)MCSparticipantselectionandtaskassignment,
and(g)mobilitypredictiontechniquesappliedtoMCS.
• Chapter3,Chapter4,Chapter5andChapter6presentourworkof
EEMC,EMC3,CrowdRecruiterandCrowdTaskerrespectively,wherewein-
troduce(a)themotivatingexampleofeachframeworkandthemostclosest
relatedwork,(b)researchassumptions/objectivesandproblemformulation,(c)
detailedframework/algorithmdesigns,and(d)evaluationresultsusingthereal-
worlddatasets.
• Chapter7discussesseveralopenissuesofthefourMCSframeworksandcon-
cludesthisthesis,whereweaddressseveralfuturedirectionsofMCSresearch
inourviewpoints.
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2.1 MCSApplicationsandFrameworks
Therehasbeenmuchrecentresearchleadingtothedevelopmentofmanydierent
mobilecrowdsensingapplicationsandservices;forexample:automatedrecognitionof
humanactivitiesandcontextusingsensordata[24],automatedmodelingoflocation
characteristics[25]andlinkingsuchlocationsemanticstouserproles[26],mapping
networkcelstogeographiclocations[27],socialinteractionandcolectivebehavior
sensing[28,29],mobileobjectdiscovery[30]inurbanareas,androadtrac/public
transportmonitoring[31,32].
Tosupporttheabove-mentionedapplications,manydierent mobilecrowdsens-
ingframeworks[33,34,35,36]havebeenproposed. Forexample,[35]designsa
frameworktodeployMCSapplicationsonmobiledevicesinordertoscaletheMCS
system;[33]proposesaframeworkselectingtheMCSparticipantsfromvolunteers
beforeMCStaskexecution,wheretheparticipantselectionisbasedonmobilitydata
miningandreputationmodelingforvolunteers;[36]introducesCAROMM{anMCS
datacolectionframeworkbasedonmobiledatamininginordertoreducethedata
transmissionforresultsuploading,whilemaintainingtheaccuracyofcolectedre-
sults;and[34]furtherdevelopsCAROMMandprovidesareal-timecontext-aware
MCSframeworkdeliveringintegratedsensedresultstoMCSend-users. [37]has
presentedarapidprototypingframeworkcaled\Madusa"formobilecrowdsensing.
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Theproposedframeworkstructuresmobilecrowdsensingintothreemainstages|
\recruiting-sensing-uploading".
2.2 MCSEnergyConsumption
Inthissection,wemainlyintroducetheresearchwork measuringtheenergycon-
sumptionofmobilephoneforMCSapplications.Theenergycostforamobiledevice
toperformasensingtaskcanbegeneralydividedintothreeparts:forsensing,com-
putationanddatatransfer.Inourresearchweparticularlyfocusesontheenergy
consumptioncausedbyfolowingtwoparts:
SensingTask Sensors(frequency,dutycycle) Energy(J) TotalEnergy(J)
HumanActivityMonitoring
Accelerometer(160Hz,10%) 0.66
1.43Microphone(1Hz,50%) 0.755Compass(1Hz,10%) 0.015
Pressure(1Hz,100%) 0.0006
Environment Monitoring Temperature(1Hz,20%) 0.0012 0.3Microphone(1Hz,20%) 0.3
Table2.1:EnergyCostofSensorsandSensingTasks
Energy Consumptionin MCSSensing- Thepowerofsensors,including
accelerometer,pressure,temperature,microphoneandcompasssensors,equippedby
themainstreammobilephonesarealsocoveredbyTable2.1.Theinstrumentalresults
listedinTable2.1ismeasuredbywork[8,38,39].Particularly,wetakecareofthe
sensorenergyconsumptionundervariousfrequencyanddutycyclessettings,soas
tosucceeddierentsensingtasks,e.g.,environmentalmonitoringandhumanactivity
recognition.
Type Connection(J) DataTransfer(mJ/byte)
3G(UTMS) 12.0 0.04-0.16download0.09-0.3upload
SMS(SS7) 2.0 3.0
WIFI 5.0-12.0 0.01
2G(GSM/GPRS) 4.0 0.036
Table2.2:EnergyCostofDataTransfer:thespecicenergyconsumptiondepends
onthewaitingtime,buersizeorbandwidth
EnergyConsumptioninMCSDataTransferring-InTable2.2,wediscuss
theenergyconsumptionofdatatransfer,includingthecostofconnectionestablish-
ment,datauploading/downloading,connectionmaintenanceandtail,byusingthe
networkof2G,3G, WIFIandSMS(SS7). Wetaketheenergyconsumptiontoes-
tablish,tomaintainandtoendaconnectionintoaccountas\connection"inthe
table. Al abovemeasurementandinstrumentalresultsareinvestigatedfromthe
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work[17,40,41];andinterestedreadersareencouragedtoseealsointhesepapers.
Sincethepayloadofdatauploading/downloadinginMCS,includingdatagramsfor
boththecommandwordoftaskassignmentandsensorydataresult,isquitesmal.
Therefore,nomatterwhichdatatransfermethodof3G,GSM, WIFIorSMS(SS7)
isemployed,theMCSdatatransferofafewbytes[20,42]mightcostmostenergyin
connectionincludingconnectionestablishment,maintenanceandtail.
2.3 MCSEnergy-savingStrategies
Astheenergycostforamobiledevicetoperformasensingtaskcanbegeneraly
dividedintothreeparts:forsensing,computationanddatatransfer,weherebyin-
troducetheMCSenergy-savingstrategiesinfolowingthreecategories:
SavingEnergyinMCSSensing-Toreducetheenergycostforsensing,there
aremanyproposalsrangingfromtheadoptionoflowpowersensors[43,10],adaptive
sensorschedulers[44],tousingsensingdatapredictors[32,45].
SavingEnergyinMCSComputing-Tosavetheenergycostforcomputing,
mobilesensingsystemshaveturnedtowardsusinglowpowerprocessors[46],and
reducingcomputationworkloadsbyleveragingenergyecientsensingdataprocessing
algorithms[47,48]oro oadingmechanisms[13].
SavingEnergyinMCSDataTransfer- Toreducetheenergycostfordata
transfer,threelinesofresearchhavebeenconducted
• Usinglowpowerwirelesscommunication[49,50,51]candirectlyreducethe
energyconsumptionofdatatransfer.
• Usingmobilenodesasrelays[49,52]tocarryandforwarddatabetweensensing
devicesandtheservercansaveenergy,sincemulti-hoprelayingmaystilcost
lessthanuploadingdatadirectlytotheserver.
•Transferringlesssensingdatacanalsosaveenergy.Thecompressionofsensing
data[53]canreducethedatasizedirectly.Further,strategiesexistformini-
mizingdatatransferbycommunicatingonlyunpredictabledata,whileinferring
thepredictabledata[54]. Thesemethodsmayconsumemoreenergyduring
computation;sotheyrequireacarefultrade-o tomakethewholesystemmore
energy-ecient.
Finaly,energyharvestingmobilesensingsystems[55]havebeenstudiedtofunction
withbattery-freeplatforms.
2.4 MCSIncentiveModels
PreviousresearchworkaboutMCSincentiveshasleveragedgametheoryandauction
mechanismstoanalyzetheoptimalpaymenttobeo eredbytheMCSorganizerto
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participants,andto ndthebestcompromisebetweenparticipants'andorganizer's
prot(i.e.theutilityfunctioningametheory)[56,57].Asanalternativetomon-
etaryreward,someapproachesoerotherincentivessuchasservicetime[58]and
coupons[59].Ingeneral,theseapproachesassumetheusers'costto nishataskto
beknowninadvance,andthiscostfolowssomespecicprobabilitydistributionin
theirsimulationexperiments.
2.5 MCSSensingDataQualityMetrics
Thestraight-forwardwayofmeasuringtheMCSsensingdataqualityistousespatial-
temporalcoverage[60,61,62,63,64,65].Theworkofbothfulcoverage[60,61]and
partialcoverage[62,63,65]hasbeenstudied.[60,61]usesthefulcoverageasthe
constraintofsensingdataqualityforMCSdatacolection;bothofthemaimtocolect
atleastoneresultreturnedfromeachsubareaofthetargetregion.[62]isthe rst
toproposetousetheprobabilisticcoverageastheMCSsensingdataquality,where
theauthordenestheprobabilisticcoverageasthepercentageofsubareascoveredby
thesensedresultsineachsensingcycle.[65]denesanoveltypeofpartialcoverage
metrics|opportunisticcoverage,whichusesthedistributionoftimedurationbetween
eachtwoconsequentsensedresultsobtainedineachsubareaastheMCSsensingdata
quality.Althesespatial-temporalcoveragemetricsareassociatedtothenumberof
sensedresultsobtained,thenumberofsubareacoveredbythesensedresults,andthe
numberofsensingcyclesthateachsubareaofthetargetregionarecovered.
Ratherthanusingspatial-temporalcoverageastheMCSsensingdataquality
metrics,Krauseetal.[66,67]proposetousetheobservationcertaintytomeasurethe
qualityofsensedresultsobtainedinparticipatorysensing.Authorsassumethenoise
existsintheobtainsensordata(namelyobservations)andfurtherassumesuchnoise
folowscertainstochasticprocess(e.g.,Gaussian)inspatialandtemporaldomain.In
thisway,thisworkquantifytheMCSsensingdataqualityastheoveralpredictive
variance[67]ofthecolectedsensordata.
2.6 MCSParticipantSelectionandTaskAssignment
WhiletheMCSparticipantscareabouttheenergyconsumedforparticipatingthe
MCStaskandtheincentivesreceivedfromthetaskparticipation,theMCSorganizer
concernsmoreaboutthesensingcoverageofdatacolectedfromtheMCStaskand
thetotalincentivespaidtoalparticipants.Thus,manypreviousworkstudiesthe
algorithms/frameworks,selectingparticipantsfromvolunteersandassigningMCS
taskstoparticipantssubjecttoenergyconsumption,totalincentivepaymentand
sensingcoverageobjectives/constraints.
InordertominimizetheoveralenergyconsumptionofanMCStaskunderMCS
dataqualityconstraint,theresearchobjectivebecomeskeepingtheenergyconsump-
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tionofeachmobiledevicelowandndingtheminimalnumberofparticipantswhile
ensuringapredenedMCSdataqualitye.g.,ful orpartialcoverageofthetarget
region.In[68,69],theauthorsintroducethenotionofvirtualsensorswhichintend
tocolaborativelyinfersensingvaluestoreducephysicalandredundantsensing,they
proposespatialandtemporalcoveragemetricsforbalancingtheoveralenergycon-
sumptionanddataquality.In[70], Musolesietal. presentseveraltechniquesto
optimizetheinformationuploadingprocessforcontinuoussensing,theyalsoconsider
thecoverageandoveral energyconsumptioninMCS.Shengetal.[71]proposea
mechanismtoreducetheoveralenergyconsumptioninmobilecrowdsensingbyop-
timizingthescheduleofeachsensingdevice,colaborativelyalthemobiledevices
couldfulycoverthetargetregionwithminimalsensingenergy.
InordertomaximizetheoveralsensingdataqualityoftheMCStaskunder
thetotalincentivepaymentconstraint.Reddyetal.[72,33]rststudytheresearch
chalengeofparticipantrecruitmentinparticipatorysensing,theyproposeacoverage-
basedrecruitmentstrategytoselectapredenednumberofparticipantssoastomax-
imizethespatialcoverage.Morerecently,Singlaetal.[73]proposesanoveladaptive
participantselectionmechanismformaximizingspatialcoverageundertotalincentive
constraintincommunitysensingwithrespecttoprivacy.Alsoin[74],Cardoneetal.
developaMobileCrowdsensingplatform,whereasimpleparticipantselectionmech-
anismisproposedtomaximizethespatialcoverageofcrowdsensingwithpredened
numberofparticipants.
WhilstaboveworkattemptsatmaximizingtheMCSdataqualityunderthebud-
getconstraint,tworecentMCSframeworks[62,75]areproposedtominimizethetotal
incentivepaymentswhileensuringtheMCStaskmeetingthecoverageconstraints.
Firstauthorsattempttouseamobilitymodeltopredict mobileusers'futureloca-
tions.Basedonthepredictedresultstheyaimtoselectaminimalnumberofmobile
users,expectingtocoveracertainpercentageofthetargetareainthenexttimeslot.
However,both[62,75]focusonthemobilitymodelandcoverageprobabilitypredic-
tion.Theyassumethateachuser'shistoricallocationsareknownandthetimeslot
formobilitypredictionisshort,asbothmethodsmakedecisionsineachstepinorder
toselectnewusersbasedonthecoverageprobabilityestimation.
2.7 HumanMobilityPredictionfor MCS
Avarietyofschemesthataddresstheproblemofpredictionofuserlocationhavebeen
studied.Ingeneral,theyfalintotheschemesbasedonindividualmobilitypaterns
andcolectivemobilitypaterns.
PredictorbasedonIndividualMobilityPatterns-Theseschemestakead-
vantageofthetemporalandspatialregularitiesthatareexhibitedintheindividual's
mobilitypatterns.Thepredictionschemesbasedonmarkovmodels,especialythose
basedonthehigher-ordermarkovianmodel[76]areconsideredasthestate-of-the-art
inthepracticalpredictordesign[77],sinceittakestheprobablelocationsfornext
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movementandthetemporalorderofmovementsintoaccount.Besides,someofother
schemesforeseeuserlocationbydetectingperiodicpatternsinusertraces.Thepre-
dictabilityofpredictionschemesbasedonindividual'smobilitypatternsislimited,
around90%inthetheoreticalupperbound[78].
PredictorbasedonColectiveMobilityPatterns-Inrecentyears,many
hybriduserlocationpredictionschemesleveragingthecolectivemobilitypaterns
havebeenstudied.Theypostulatethatusermovementisdrivenbysocial-tie[79],
involvingthesocialcommunityidentication,andthepredictionbasedonthecom-
munityattractiontousers.Asatypicalexample,CMM[80]leverageduserfriendship
toclusterusersascommunities,andthendecidedusernextlocationbycommunity
attraction. Calabreseetal.[81]introducedthe rstpredictorfusingthecolective
behaviorsandindividualmobilitypaternsofmobilephoneusers.Itemploysapre-
dictionschemebasedontheperiodicityoftheindividual'smobilitypattern,andthen
usesthecolectivegeographicalpreferencestorenethepredictionresult.
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3.1 Introduction
AshasbeenintroducedinChapter1.2,whileMCSparticipantsconcernsmoreon
individualenergyconsumptioncausedbyMCS,privacy,andincentivesreceivedfor
theparticipation,theMCSorganizerfocusesmoreonsensingdataqualityandtotal
incentivepaymentoftheMCStask.Thus,weintendstostudyanMCSframework
reducingenergyconsumptionofeachindividualparticipant,minimizingtheoveral
energyconsumptionandincentivepaymentsofthewholeMCStaskwhilemeeting
thepredenedsensingdataqualitygoals.
Particularly,thisworkstudiesanoveltypeof MCStaskthataimstocolect
sensingresultsfromaspeciednumberofparticipantsinthetargetregionwithina
certaintimeduration.Forexample,theairqualityofthecentralbusinessdistrict
inAbidjanCityismonitoredbyanMCSapplication,whichcolectsfortysamples
ofairqualitysensedbydierentparticipantsinthedistricteverytwohours.Each
oftheMCSparticipantsreceivesasensingtaskassignment,thenexecutesit,and
nalyreturnsthesensingresults.Asaconsequence,theairqualityresultsensedby
participantsinthemostrecenttwohourperiodcanbeusedtoestimateandupdate
theaggregatedairqualityindex.
Withabovesettingsandobjectivesinmind,wearemotivatedtoreduceindi-
vidualenergyconsumptioncausedbyMCSdatatransferleveragingthelow-power
datatransfer mechanism,minimizetheoveral energyconsumption/totalincentive
paymentsofthecompleteMCStask,throughtheminimizationofthetotalnumber
ofparticipantsassignedwiththeMCStask. Further,weaimtoachievethisgoal
withoutsacri cingtheanonymityrequirementofparticipants.
3.1.1 ProposedResearch:Assumptions,ObjectivesandtheExam-
ple
IntermsofenergyconservationofMCSapplicationsonmobiledevice,threemain
components| datatransfer[82,83,84,54],sensing[45,13]andcomputation[47,
46]| havebeenthefocusofstudy. Dierentfromtheexistingworkinenergy-
ecientmobilecrowdsensingmechanisms(orframeworks)[75,61,68,43],thiswork
aimsatdesigninganovelenergy-ecient mobilecrowdsensingframework(named
EEMC)whichaddressesthreeaspectsoftheprobleminaninnovativemanner.The
mechanismwil 1) minimizeoveral energyconsumptionduetodatatransfer,2)
guaranteethattherequirednumberofsensorresultswil bereturnedduringeach
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cycle,and3) maintaintheanonymityofuserswhohaveparticipatedatanypoint
inthelifetimeofthecrowdsensingactivity. Ourresearchisbasedonanumberof
wel-justi edassumptions:
1.ConnectionSetupCost,andEnergyConservationinMCSDataTransfer- Re-
centstudiesonenergyconsumptioninarangeofdierentdevicesnotethata
smartphone,operatingona3Gnetwork,typicalyneedstoconsume\12Joules
beforethe rstbytecanbesent"[42,85].Theenergyconsumptionforsmal
datatransfer(lessthan10KB)ismainlyconcernedwithestablishing(andclos-
ing)the3Gconnection,andisalsoxedaround12Joules[17].Thisiscoherent
withourpreviousstudy[19]onairqualitysensing,whereweobservedthat
whentaskassignmentsandtheresultsofthecommonMCStasksarerelatively
simpleandthetransferreddataisquitesmal( 10KB),thentheenergycon-
sumptionofdatatransfertoreceiveataskassignmentandreturningtheresult
isalsoxedatapproximately12Joules.
2.ParalelTransferandEnergy-e cientMCSDataTransfer-Ifamobilephone
receivesthetaskassignmentanduploadsthesensedresultinparalelwiththe
user'sregularphonecals,thentheadditionalenergyconsumedindatatransfer
foranMCStaskwouldbesignicantlyreducedthankstoreuseofthealready
established3Gconnections[51,19].Thistypeoftechnique| thatpiggybacks
dataoverconnectionsestablishedbyvoicecalsorother3Gmobileapplications
| isknowncommonlyasParalelTransfer.TakingtheNokiaN95phoneas
anexample,a3Gdataconnectiontypicalyconsumesaround12Joules(which
isconsistentwithourrstassumption),whiletheadditionalenergyincurred
whenpiggybackingadatapacketof10KBovera3Gcalisaround2.5Joules
(whichcorrespondstoa75%-90%reductioninenergyconsumption).Asan
interestingcomparison,sensingthenoisewithamicrophoneinthesamephone
requiresabout1Jouleinordertogetavalidsample[39].
3.Receive-Sense-ReturnCyclesandDelay-tolerantMCS-TosupportMCSappli-
cations,manydierenttaskassignmentschemes[33,34,35,36,37]havebeen
proposed.Altheseschemesstructuremobilecrowdsensingapplications(onmo-
biledevices)intothreemainstages\Receive| Sense| Return"(or\recruiting|
sensing|uploading"in[37]).Intherststage,themobiledevicereceivestask
assignmentfromthecentralserver,thenexecutesthesensingtaskduringthe
secondstage,andreturnsthesensedresultsbacktothecentralserverinthe
thirdandnalstage.AwiderangeofMCStasks(agoodexampleistheprevi-
ouslymentionedairqualitysensingapplication)canbecompletedsuccessfuly,
providedal mobiledevicescangothroughthesethreestageswithinaspecied
time-frame(delay)foreachsingletask[86].
4.Two-cal-basedMCSMechanismforCyclicSensingTasks- Consideringthe
delaytolerantnatureofmanyMCStasks,itisareasonableassumptionthat
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(a)CBDAreaofAbidjan (b)AnExampleofSequentialTaskAssignment
Figure3.1:TheUseCaseofAbidjan'sCBDArea
wecandivideanMCStaskintoequal-length(Receive-Sense-Return)cycles.In
eachsensingcycle,thecentralserverattemptstocolectsensingresultsfrom
arequirednumberofparticipants. Withparaleltransferin mind,wecan
signicantlyreduceenergyconsumptionindatatransferofasensingcycleif
weareabletoassignsensingtaskstothemobilephoneuserswhowil place
(makeorreceive)twoormorephonecalsinthecycle.Theseusersreceivetask
assignmentsandreturntheirsensedresultspiggy-backingthedatatransferon
topofthecalsthroughtheparaleltransferapproach.
Insummary,toenableenergyecientmobilecrowdsensingwithTwo-cal-basedMCS
Mechanism,ourinitialresearchmakestheassumptionsthat:
• EachMCStasklastsforalimiteddurationandinvolvesaseriesofsensing
cycles;
• Alparticipantsreceivetaskassignmentsandreturnsensingresults,onlywhen
theyareinvolvedincals;
•Ineachcycle,aparticipantwilbeassignedwithtasksnomorethanonce;
• Duetoprivacyconcerns,alparticipantswilbeanonymizedforeachMCStask
insuchawaythatwecannotlinkanyparticipanttorecordsofherprevious
MCStasks.
Basedontheaboveassumptions,ourresearchproposesanMCStaskassignment
mechanismwhichmeetstwoobjectives:
1.toensuretherequirednumberofparticipantsreturningthesensingresultswithin
thecycle,and
2.tominimizethenumberofredundanttaskassignments.
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Tofurtherilustratetheproposedresearchassumptionsandobjectives,letusrecon-
sidertheaforementionedairqualitysensingusecase.AnenvironmentalNGOinIvory
Coast,withthehelpofalocaltelco,launchesanairqualitymonitoringMCStaskin
AbidjanCity'sCBDregionwhere25celtowersareinstaled(seealsoinFig.6.2).
InordertoprovidethetimelyairqualitysensedresultstothecitizensofAbidjan
city,theMCStaskisdesignedtoupdatetheairqualityreadingonceevery2hours
(i.e.,asensingcyclelastsfor2hours).Inordertoprovidereliablemeasures,the
applicationisdesignedtosecurethedatacolectionfromaminimumnumber(e.g.,
80)ofmobileusersinthetargetareapersensingcycle.Inordertofacilitatethe
taskassignment,asshowninFig.3.1b,EEMCisdeployedonacentralserverwhich
continuouslymonitorsal mobileusers'calsinthetargetregion,analysesthecal
activitiesofMCSparticipants,anddecides,foreachincomingcal,ifaparticipant
placing(makingorreceiving)thecalshouldbeassignedwithasensingtask.Please
notethat,onlywhenaparticipant makes/receivesaphonecalinthetargetregion
canshereceivethetaskassignmentorreturnthesensedresult.Inthisway,tasks
areassignedinasequentialmannerasnewcalsareestablished,tasksassignedand
sensedresultsreturned.
3.1.2 ResearchChalengesandOurContributions
Inordertoachievetheproposedresearchobjectivesandvalidatethemthrougha
realisticusecase,weaddressthefolowingkeytechnicalchallenges:
• Next-cal Predictionforthenewarrivalcaler/caleebasedonaccumulatedcal
traces-Itisnotpossibletoknowinadvancewhichofthecrowdsensingpar-
ticipantswilbeinvolvedin(two)phonecalsduringaparticularsensingcycle.
Thus,weneedaneectivemethodforpredictingpossibleparticipationbased
ontheparticipant'spreviouscalhistory.However,duetotheanonymization
requirements,wecannotlinkauserwithherphonecalrecordsduringprevious
MCStasks.Thus,thereneedstobeamethodtopredictthefuturephonecal
patternsofusersusingtheiraccumulatedhistoryrestrictedtothecurrenttask.
• Dynamicalydecidewhetherfurthertaskassignmentisneeded- Nomethod
forcalpredictioncanbeperfect.Asaconsequence,tasksmaybeassignedto
participants(basedontheirpredictedcal patterns),whofailtobeinvolved
intheminimum2calsrequiredforthe\receive"and\return"stagesinthe
sensorcycle.Tomitigatethisproblem,weproposeassigningredundanttasks
insuchawaythattherequirednumberofresultswilalwaysbereturnedeven
ifindividualparticipant'scalbehaviourisnotaspredicted.Toavoidenergy
waste,theredundanttaskassignmentsshouldbeasfewaspossible.Thekey
decisionthathastobemadeisconcernedwithhowtoupdatetaskassignments
(ifital)whenanewcalisestablishedduringasinglecycle.
• CurrentCalingUservs.FutureUsers?anon-trivialtrade-o-Simpleanalysis
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Figure3.2:TheTwo-phaseTaskAssignmentFramework
wouldsuggestthatitisagoodstrategytoassignatasktoanyuserwhohasjust
establishedacal(calerorcalee),providedthattheyhavenotalreadybeen
assignedataskandprovidedthatfurthertaskassignmentsareneeded.However,
thismaynotbeagoodapproachifthisuserhasalowchanceofbeinginvolved
inasecondcalbeforethecurrentcycleiscomplete.Thedecisionshouldnot
bemadeinalocalmanner| itisbettertocomparetheprobabilityofthe
usermeetingthe2-calpercyclerequirementwiththeglobalprobabilitysetof
meetingthesamerequirementforalothercrowdmembers(i.e.,theparticipants
havingnotplacedanycalsinthecurrentcyclebutwithhigherprobabilitiesof
placingtwocalsbeforetheendofthecycle).
Inthiswork,weproposeatwo-phaseapproach(ilustratedbytheprocessshown
inFigure3.2)inordertoaddresstheabove-mentionedchalenges. Considerthe
situationwhereauserismakingorreceivingaphonecal,our rstphasequeries
andupdateshermobilephonecaltraces,andidentieswhethersheisacandidate
fortaskassignmentbasedonphonecalprediction.Inthesecondphase,withauser
forwhomwehaven'tyetassignedanytaskinthecurrentcycle,atwo-stepdecision
makingprocessisproposedtodeterminewhetherornotweshouldassignataskto
her;wherethe rststep(usingtheAdaptivePaceControlerforTaskAssignment
component)decidesiffurthertaskassignmentsareneededbasedontasksalready
assignedandtheparticipantshavingalreadyreturnedtheirsensingresults,andthe
secondstep(usingNear-OptimalDecision MakerforTaskAssignment)decidesif
thecurrentcaler/caleeshouldreceivethetaskassignmentthroughcomparisonwith
potentialcalers/caleesinthetimeremainingofthecurrentcycle. Thedetailed
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contributionsofthisworkare:
1.Firstly,motivatedbysavingenergyindatatransferofMCStasksforbothindi-
vidualparticipantsandthewholecrowd,weproposeanovelmobilecrowdsens-
ingframeworkEEMCleveragingboththeparaleltransfer mechanismandthe
Receive-Sense-Returncyclepattern,whilstalsorespectingtherequirementfor
anonymity.Further,weinvestigateandformulatethetechnicalprobleminside
EEMC|ataskassignmentdecisionmakingproblem| withminimalnumberof
taskassignmentsasthegoalandthepredenednumberofreturnedsensedre-
sultsastheconstraint.Tothebestofourknowledge,thisistherstworkwhich
addressestheissueofenergy-ecientMCSdatatransferintheproposedway.
2.Secondly,wedevelopatwo-stepdecisionmakingprocess,andalgorithms,to
controlthetaskassignments. Whentheproposedalgorithmmakesdecisionon
taskassignment,itconsidersfourtypesofparticipants:1)thecalinguser,2)
theparticipantsalreadyassignedwithtasks,3)theparticipantshavingalready
returnedsensingresults,and4)thefutureuserswhoare(potentialy)goingto
maketwophonecals.ThoughthisalgorithmisdesignedforEEMC,otherMCS
frameworkswithasimilaroptimizationgoal{butwhichdonotassumethat
eachassignedparticipantwilreturnhis/hersensedresult{canalsobenet
fromapplicationofthealgorithm.
3.Thirdly,weevaluateEEMContheD4Ddataset[15]containing4-monthcal
detailrecordsofIvoryCoastcitizens.TheresultshowsthatEEMCcanguaran-
teethattherequirednumberofparticipantsreturntheirsensingresultswhilst
makingfewerredundanttaskassignmentsthanthebaselineschemes. When
weconsideroveralenergyconsumptionindatatransferforMCSapplications,
suchasairqualityornoisemonitoringattheAbidjanCBDarea,comparedto
thetraditional3G-basedschemethereductionisquitesignicant.Inourcase
study,EEMCreducesenergyconsumptionindatatransferbyapproximately
75%foraspecicparticipant,withaglobalreductionof54%-67%forthe
wholecrowd.
3.1.3 ComparisonwiththeMostRelated Work
Regardthestate-of-the-artdiscussedintheChapter2,wesortthemostrelatedwork
ofourstudyintofolowingthreecategories:
1.Usinglowpower wirelesscommunicationasenergy-savingstrategyfor MCS
datatransfer- Themostrelatedworkis[49,50]. Ourresearchfolowsthis
approachbyleveragingtheparaleltransferwithvoicecal[51]asalowpower
communicationmethod.
2.Taskassignment mechanismminimizingoveral energyconsumptionandtotal
incentivepaymentunderthesensingdataqualityconstraint-Themostrelated
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Symbols Denitions
t0 ThestartingtimeofanMCStask;
T Thedurationofasensingcycle;
Ne Theexpectednumberofreturnedparticipants
k Theindexofaspeciccycle;
t Theelapsedtimeduringcyclek,wheret2[t0+(K 1)T;t0+K T);
Ak Thesetofparticipantsalreadyassignedwithtasksinthecyclek;
Rk Thesetofparticipantshavingalreadyreturnedsensingresultsk;
Table3.1:SymbolsandDenitions
workis[33,34,35,36].Di erentfromalpreviouswork,whichassumesthat
eachassignedparticipantwouldreturnsensedresults,EEMCassumesthatas-
signedparticipantsmaynotbeabletoreturnsensedresults.Thisisamuch
morerealisticassumptionasitcan,amongstotherthings,copewithacommon
scenarioofaparticipatinguser'sphonebeingturnedo inthemiddleofacy-
cle(perhapsduetothebatterylosingcharge).Inordertomanagethismore
realisticmodelofthecrowdofuserparticipants,amorecomplexalocational-
gorithmbasedonredundancyneedstobeused.However,redundancyincreases
energyconsumption.Thus,theresearchchalengeistohavea\faulttolerant"
alocationmechanismwhichattemptstominimizethenumberofredundanttask
assignments.
3.ValidationandExperiments- Thevalidationapproachesusedinpreviouspa-
persuseeithersmalscalereal-worlddataoralargescalesimulateddataset. We
arguethatthereareweaknessesinboththesetypesofevaluationapproaches;
andweadoptalarge-scalereal-worldapproachusingthemobilephonedataset
D4Dtoverifytheeectivenessofourproposedalgorithms.
3.2 ProblemFormulation
AnMCStaskconsistsofasequenceofsensingcycles| assumedtobeofthesame
length/frequency| witheachcyclerequiringapredenednumberofsensingdatato
becolected.Thisexpectednumberisthemostimportanttargetindatacolectionas
sensingdataprocessingcanbecompromisedifinsu cientupdateddataisavailable.
Forsimplicity,weassumethattheexpectednumberofsensingdatarequirementis
constantthroughoutthetask,andbetweencycles.
Inthiswork,theMCStasksaretreatedasindependentofeachotherinorderto
respecttheprivacyprotectionpolicy.Individualcalinghistoryinformationofmobile
usersshouldnotbesharedamongstMCStasks.However,duringanindividualMCS
task,thecalinghistoryofadierentgroupofuserscanberecorded,buttherecord
EEMCFrameworkandSkeletonAlgorithm 39
wilexpirewhentheMCStaskends.Inordertocolectasetofsensingdatafroma
singlemobileuserinonecycleitisnecessaryandsu cientthattheuserbeinvolved
intwocals:onecalforassigningataskfromtheserverandtheotherforreturning
sensingdata. Also,nomobileuserinasensingcyclecanbeassignedthetaskof
colectingsensingdatamorethanasingletime. Withtheseconditionsinmind,we
formalyformulatetheproblemasfolows.
Givenan MCStaskwithstartingtimet0,sensingcycleT,andtheexpected
numberofsensingdataNefromasensingcycle,werecordthetime-stampsand
participantsmaking/receivingphonecalsfromt0. WedenoteAkasthesetofmobile
userswhohavebeenassignedwithsensingtaskssincethestartofcyclek,andRkas
thesetofmobileuserswhohavereturnedsensingresults,whereRkisalwaysasubset
ofAk.Everytimeaparticipant makes/receivesaphonecalinthesensingcyclek,
ourproblemistodecidewhethertoassignatasktotheparticipant.Thegoaloftask
assignmentsisto:
minimizejAkj;subjecttojRkj Ne
bytheendofcyclek.Itshouldbenotedthat,aswecannotknowinadvancewho
isgoingtoplaceanothercal,wecannotstaticalyoptimizethetaskassignment
process.Therefore,thedynamicdecisionmakingfortaskassignmentsisbasedona
phonecalhistoryandpredictionmodel.Inthisway,ourresearchdecomposesthe
originaltaskassignmentproblemintotwosub-problems:phonecalprediction,and
thetaskassignmentdecisionmakingbasedontheprediction.
3.3 EEMCFrameworkandSkeletonAlgorithm
AsshowninFig.3.2,EEMCconsistsoftwomainphases: CandidateUserIden-
ticationbasedonCal PredictionandTwo-stepDecisionMakingProcessforTask
Assignment.Thesetwophasesaredesignedtosolvethetwosub-problemsfortask
assignmentdecisionmaking,respectively.Intherestofthissection,wewilbriey
describeeachofthetwophases.
3.3.1 PhaseI-CandidateUserIdenticationbasedonCal Predic-
tion
Givenanincomingcal,PhaseIofEEMC rstchecksifthecalerisintheMCS
participantlist.Ifso,itwilupdatethecaltracesofthecurrentcaler,andidentify
ifthecurrentcalerisacandidatefortaskassignmentthroughpredictingherfuture
cals. PhaseIhasasimpledesigntobeimplementedasasinglecorefunctional
module:
• Next-Cal PredictionModelbasedonAccumulatedCal Traces. With
historicalcaltracesofthecurrentcalerastheinput,aPredictiveModelesti-
matestheprobabilityoftheuserplacinganotherphonecalintheremaining
time(fromthecurrenttimetotheendofcycle).
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Ifthecurrentcalerhasahighprobabilityofplacinganothercalandhasnotyet
receivedanytaskassignmentinthecurrentcycle,thenEEMCdeemsthattheuserisa
suitablecandidatefortaskassignmentandgoestothesecondstepfortaskassignment
decisionmaking.Ifthecurrentcalerhasreceivedthesensingtaskassignmentbut
hasn'treturnedthesensedresult,thenEEMCcolectsthesensedresultfromher.If
shehasalreadyreturnedthesensedresultorisnotintheselectedMCSparticipant
list,thenEEMCskipsthecalandexitstheassignmentprocess.
3.3.2 PhaseII-Two-stepDecisionMakingProcessforTaskAssign-
ment
Giventhecurrentcalerwhohasbeenidenti edasacandidatefortaskassignment(by
PhaseI),PhaseII rstlydecides1)ifEEMCneedmakefurthertaskassignment(s)
and,ifso,then2)itdecidesifcurrentcalershouldreceivethetaskassignment.The
PhaseIIdesignisbasedontwofunctionalmodules,oneforeachstepofthedecision
makingprocess:
• AdaptivePaceControlerforTaskAssignment.Giventhelistofpartic-
ipantsalreadyassigned(Ak)andthelistofparticipantsalreadyreturned(Rk),
EEMCestimatestheprobabilityofhavingamissingnumber(Ne jRkj)ofpo-
tentialreturners(Ak Rk)placinganothercalbeforetheendofcurrentsensing
cycle.IftheprobabilityishigherthanthegivensuccessprobabilityPs,then
wedecidethetasksalreadyassignedareabletoensuretheexpectednumberof
participantsreturningandfurthertaskassignmentsarenotneededimmediately.
Iftheprobabilityislowerthanthegivensuccessprobability,thenEEMCgoes
tothesecondstepfordecisionmakingoftaskassignment.
• Near-optimalDecisionMakerforTaskAssignment.Giventhestateand
historyofalknownparticipants,EEMCidentiesthefuturecandidateusers
whohaven'tplacedanycalinthecurrentcyclebutwhoarelikelytoplacetwo
calsbeforetheendofcurrentcycle.Then,fromthissetoffutureusers,EEMC
predictstheuserswhohavehigherprobabilityofplacingtwocalsthanthe
currentcalerplacinganothercal.(Wenamethissetthefuture-surercan-
didates). Withthesetsofpotentialreturnersandfuture-surercandidatesas
inputs,EEMCestimatestheprobabilityofhavingamissingnumberofpartici-
pants{fromthetwoinputsets|returningthesensedresults.Iftheprobability
ishigherthanthegiventhreshold(Ps),thenthereexistsasucientnumber
ofbettercandidatesinfuture;andEEMCskipsthecurrentcalerandleaves
thesensingtasktofuturecandidates.Iftheprobabilityislowerthanthegiven
threshold,thenEEMCassignsthesensingtasktothecurrentcaler.
Withthetwostepsdescribedabove,EEMCassignstaskstotheparticipantswhohave
the\higherprobabilities"ofplacinganothercaltoreturntheirsensingresults,and
stopsmakingfurthertaskassignmentimmediatelywhenitpredictsthetasksalready
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Algorithm1:TheSkeletonofEEMCAlgorithm
Input :M,k,Ak,Rk,Ui,cj,t,Sk;t,S1,::Sk 1,andPs
Output:ftrue,falseg{AssignorNot
1 begin
/*PhaseI:CandidateUserIdentificationbasedonCallPrediction */
2 updateCallModel(Ui;t;k);//PredictiveModelbasedonAccumulatedCall
Traces
3 ifUi2Akthen
4 ifUi=2Rkthen
5 collectSensingResult(Ui;Rk);
6 end
7 returnfalse;
8 end
/*PhaseII:Two-stepDecisionMakingProcessforTaskAssignment */
9 ifjRkj<Nethen
//Step1: PaceControllerforTaskAssignment
10 Pfullfill  probfulfill(Ak;Rk;Ne;t);
11 ifPfullfill<Psthen
//Step2: Near-OptimalDecisionMakerforTaskAssignment
12 ifk Mthen
//Cold-start
13 ifPk;tfxi 1g>Pk;tfxi 0gthen
14 Ak[fUig! Ak;
15 returntrue;
16 else
17 returnfalse;
18 end
19 else
//future-sureruserbasedselection
20 FSUi futureSurer(Ui;S1:Sk 1;Sk;t);
21 Pfullfill  probfulfill(Ak;Rk;FSUi;Ne;t);
22 ifPfull<Psthen
23 Ak[fUig! Ak;
24 returntrue;
25 else
26 returnfalse;
27 end
28 end
29 end
30 end
31 end
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Symbols Denitions
Sk;t Thesetofparticipantswhomake/receivephonecalsfromthestartofcyclektot,wheret2[t0+(k 1) T;t0+k T);
Sk Thesetofparticipantswhomake/receivephonecalsthroughoutthewholecyclek;
Ci;k;t Thenumberofcalsmade/receivedbyuserUifromthestartofcyclektot,wheret2[t0+(k 1) T;t0+k T);
Ci;k Thenumberofcalsmade/receivedbyuserUithroughoutthewholecyclek;
M TheMCStaskconsistsofMcyclesinaday;
Pk;tfxi=ng TheprobabilityofUimaking/receivingncalsfromtimettotheendofcyclek,wheret2[t0+(k 1) T;t0+k T);
FSUi Thesetoffuture-surerusersofUi,whereUimakes/receivesaphonecalattofcyclek,8Uj2FSUi;Pk;tfxj 2g>Pk;tfxi 1g;
Pfulfill theprobabilityofhavingatleastamissingnumber(Ne jRkj)ofpotentialreturnersplacinganothercalbeforetheendofcycle;
Pfulfill
theprobabilityofhavingatleastamissingnumber(Ne jRkj)
ofsensedresultsreturnedfrompotentialreturnersandfuture-surer
candidates((Ak Rk)[FSUi);
Table3.2:VariablesusedinEEMCAlgorithms
assignedcansecuretheexpectednumberofparticipantsreturning.Heuristicaly,the
proposedmethodcanminimizethetotalnumberoftaskassignments.
Folowingtheabove-mentionedtwo-phaseframework,wedesignandimplement
thetaskassignmentalgorithmofEEMC.TheskeletonoftheEEMCalgorithmis
showninAlgorithm1,wherethevariablesaredenedinTable3.1and3.2. Wewil
describeeachmoduleinthedesignoftheEEMCalgorithminthefolowingsections.
3.4 Next-Cal Prediction ModelbasedonAccumulated
Cal Traces
EEMCpredictsthecal ofamobileuserdependentupontheperiodicityofpast
calsinrecordedcaltraces. AssumeanMCStaskpartsonedayintoMsensing
cycles.Givenasensingcyclekandtheelapsedtimet,webuildauserUi'scal model
incyclekbyminingUi'scaltraces(includingtime-stampsandceltowerids)in
correspondingcyclesofpreviousdays.Forinstance,topredictthecalofauserin
thecurrentsensingcyclefrom08:00to10:00,alherpastcalrecordsthroughoutthe
sameperiod08:00-10:00wilbeadopted.Notethatthecalsmade/receivedbyUiin
thecurrentcyclearelikewiseincorporatedforhercalprediction.
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Figure3.3: AnExample: EstimatingtheParameterwithUi'sAccumulatedCal
Traces
3.4.1 ProbabilsiticModelofPhoneCals
AssumingthecalsequencefolowsaninhomogeneousPoissonprocess[87,88],then
theprobabilityofauserUiplacingnphonecalsfrominstantttotheendofcyclek
canbemodeledas:
Pk;tfxi=ng=(i;k;t tT)
n e i;k;t tT=n!
where t=(t0+K T) tdenotestheremainingtimefrominstantttotheendof
thecycle,Tisthesensingcycleduration,andi;k;treferstothePoissonintensity.
3.4.2 ParameterEstimationusingAccumulatedTraces
AccordingtothePoissonlawandmaximumlikelihoodestimation(MLE)[89],when
k MthePoissonintensity i;k;t=Ci;k;treferstothenumberofcalsmade/received
byUifromthestartofcyclektotimet;whenk> M, i;k;tisestimatedasthe
averagenumberofphonecalsthatauserUihasplacedinpreviouscorresponding
cycles,specicalyitismodeledas:
i;k;t=
P
1 k0 bk=McCi;(k0M+k mod M)+Ci;k;t
dk=Me (3.1)
whereCi;(k0M+k mod M) (1 k0 bk=Mc)referstothenumberofphonecals
made/receivedbyUiinal previouscorrespondingcyclesofcyclek(cyclekisin-
cluded).Forexample,asshowninFigure3.3,thesensingcyclekisfrom10:00to
12:00inthefourthdayoftheMCStask.Then,Ci;k mod M=2,Ci;M+k mod M=3
andCi;2M+k mod M=2standforthenumbersofphonecalsmade/receivedbyUi
duringthecorrespondingcyclesinthe rst,secondandthirddayrespectively. As
onlyonephonecalhasbeenmade/receivedbyUifromthestartofcyclektothe
elapsedtimet,EEMCcountsthenumberofphonecalsmadeincurrentcycleas
Ci;k;t=1.Thus,inthisexample,thePoissonintensityofUiinthesensingcyclekis
estimatedtobe i;k;t=(2+3+2)+14 =2.
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3.5 AdaptivePaceControlerforTaskAssignment
Inthissection,wewouldliketointroduce:1)theadaptivepacecontrolmechanism
fortaskassignment,2)theprobabilityestimationusedinadaptivepacecontrolmech-
anism(i.e.,estimatingifthemissingnumberofsensedresultscanbereturnedfrom
potentialreturners),and3)alow-complexityalgorithmtoreducethetimeconsump-
tionoftheprobabilityestimationintheAdaptivePaceControler.
3.5.1 AdaptivePaceControlforTaskAssignment
Giventhesetofpotentialreturners(Ak Rk),themissingnumberofsensedresults
(Ne jRkj)andtheinstanttime(t)incyclek,weestimate:
•Pfulfil|theprobabilityofhavingatleast(Ne jRkj)potentialreturnersplacing
anothercalbeforetheendofcyclek.
WithPfulfildenedandthesuccessprobabilitythresholdPsgiven,EEMCcontrols
thetaskassignmentinastraight-forwardway|ifPfulfil Psthenfurthertask
assignmentsarenotneededimmediatelyandEEMCstopsmakingfurthertaskas-
signments;ifPfulfil<PsthenfurthertaskassignmentsarestilneededandEEMC
movestothenextstepfortaskassignmentdecisionmaking(pleaseseealsointhe
pseudocodebetweenline9-11ofAlgorithm1).Inthisway,thekeyistocalculate
Pfulfill.
3.5.2 ProbabilityEstimationforAdaptivePaceControl
InordertoestimatePfulfill,werstdenePfXk;t(Ak Rk)=Ngastheprobability
ofhavingNoutofjAk Rkjpotentialreturnersplacingatleastanothercalbefore
theendofcyclek,whereN jAk Rkj.Tocalculatethisprobability,weneedtorst
enumeratealpossiblesubsetsofNparticipantsfromAk Rk.ForeachsubsetofN
participants,weneedtocalculatetheprobabilityofhavingNparticipantsplacingat
leastanothersinglecalbeforetheendofcurrentcycle.Finaly,aswiththeexample
showninFigure3.4,PfXk;t(Ak Rk)= Ngprovidesanestimationofthesumof
probabilitiesforalpossiblesubsets,anditiscalculatedasspeciedinEquation3.2.
PfXk;t(Ak Rk)=Ng=
jsj=NX
8s (Ak Rk)
Y
8Um2s
Pk;tfxm 1g
Y
8Um2Ak Rk s
(1 Pk;tfxm 1g)
(3.2)
Inthisway,PfulfillisestimatedasthesumofPfXk;t(Ak Rk)=Ng,whereNis
anintegerrangingfromthemissingnumberofsensedresult(Ne jRkj)tothetotal
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(a)TheexampleofAkandRk (b)EnumerationofSubsets (c)ComputationofProbabilities
Figure3.4:TheExampleofPfXk;t(Ak Rk)= NgComputing(BestViewedin
DigitalFormat)
numberofpotentialreturners(jAk Rkj)(seeEquation3.3).
Pfulfil=
8><
>:
0; jAkj<Ne
N jAk RkjX
N Ne jRkj
PfXk;t(Ak Rk)=Ng;jAkj Ne (3.3)
Pleasenotethat,whenthenumberofparticipantsalreadyassignedislessthanthe
expectednumberofsensedresults(i.e.,jAkj<Ne)thenitisnotpossibletocolect
thepre-denednumberofsensedresults,thusPfulfil=0.Forthelow-complexity
Pfulfilcalculation,pleasereferstoAppendixA.1.1.
3.6 Near-OptimalDecisionMakerforTaskAssignment
GiventheincomingcalfromoneoftheMCSparticipantsandpreviouscalrecords,
thekeyalgorithmsofthisstepinclude1)identifyingalfuture-surercandidates,2)
estimatingifthemissingnumberofsensedresultscanbereturnedfromfuture-surer
candidatesandpotentialreturners,and3)theNear-Optimaltaskassignmentdecision
making.
3.6.1 IdentifyingFuture-surer Candidates
GiventhecurrentcalerUi,weconsiderUm asafuture-surercandidateif:
• Um hasplacedcalsinpreviouscorrespondingcyclesbuthasn'tplacedanycal
inthecurrentcycle,i.e.,Um2S1[S2 [Sk 1 Sk;t,and
• UmhasahigherprobabilityofplacingatleasttwocalsthanUiplacingatleast
anothercal,i.e.,Pk;tfxm 2g>Pk;tfxi 1g.
Puttingalthefuture-surercandidatestogetherwithregardtoUi,theyaredenoted
asFSUi.
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Algorithm2:IdentifyingFuture-SurerCandidates
Input :S1;S2:::;Sk 1;Sk;tandUi
Output:FSUi:thesetoffuture-surerusersforUi
1FSUi ;;
2forUl2S1[S2 [Sk 1 Sk;tdo
3 ifPk;tfxl 2g>Pk;tfxi 1gthen FSUi[fUlg! FSUi
4end
5returnFSUi;
3.6.2 EstimatingiftheMissingNumberofSensedResultscanbe
returnedfromFuture-surerCandidatesandPotentialReturn-
ers
Giventhesetoffuture-surercandidatesFSUi,thesetofpotentialreturners(Ak Rk),andthemissingnumberofsensedresults(Ne jRkj),weestimatePfulfilastheprobabilityofhavingatleastthemissingnumberofsensedresults(Ne jRkj)returned
fromthepotentialreturnersandfuture-surercandidates((Ak Rk)[FSUi)beforetheendofcyclek.ApparentlytheestimationofPfulfildependsontheprobabilityofeachUm returningthesensedresults(Um 2(Ak Rk)[FSUi)beforetheendofcyclek,eachUm'sreturningprobabilitycanbecomputedusingEquation3.4.
P0k;t(Um)=
(Pk;tfxm 1g;Um2(Ak Rk)
Pk;tfxm 2g;Um2FSUi
(3.4)
InthecaseofUm 2(Ak Rk)(belongingtothepotentialreturnerset),P0k;t(Um)ismodeledastheprobabilityofUm placingatleastanothercalbeforetheendof
cyclek.InthecaseofUm2FSUi(belongingtothefuture-surercandidateset),thenP0k;t(Um)ismodeledastheprobabilityofUm placingatleasttwocalsbeforetheendofcyclek. GiveneachuserUm'sreturningprobabilityP0k;t(Um),similartotheestimationofPfulfilinEquation3.3,PfulfilcanbecomputedusingEquations.3.5and3.6,wherePfXk;t(FSUi[(Ak Rk))=NgreferstotheprobabilityofNsensedresultsbeingreturnedfromfuture-surercandidatesandpotentialreturners.
Pfulfil=
8>><
>>:
0 ;jAk[FSUij<Ne
N j(Ak Rk)[FSUijX
N Ne jRkj
PfXk;t(FSUi[(Ak Rk))=Ng; jAk[FSUij Ne
(3.5)
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PfXk;t(FSUi[(Ak Rk))=Ng=
jsj=NX
8s (Ak Rk)[FSUi
Y
8Um2s
P0k;t(Um)
Y
8Um=2s
(1 P0k;t(Um))
(3.6)
Forthelow-complexityPfulfillcalculation,pleasereferstoAppendixA.1.2.
3.6.3 Near-optimalTaskAssignmentDecisionMaking
WithPfulfillcomputedandthethresholdPs,EEMCassignsatasktothecur-rentcaler(Ui)ifPfulfillislowerthanPs.ThepseudocodeofNear-Optimaltaskassignmentdecisionmakingisshowninlines12-28ofAlgorithm1.
Pleasenotethat,accordingtoourproposedFuture-surerCandidatesIdenti cation
listedinAlgorithm2,itisimpossibletodiscoveranyfuture-surercandidatesinthe
sensingcyclesofthe rstdayinanMCStask(i.e.,k M).Thus,thereneedsa
methodtocold-starttheproposedNear-optimalDecisionMakerinthe rstdayofan
MCStask.Ratherthancomparingthecurrentcalerwithpotentialusersinthefuture,
weproposeamethodtomakethetaskassignmentdecisionmakingbasedonthe
currentcaler'snext-calprobabilityalone.Asshowninlines12-19,whenk M,this
stepdecidestoassignatasktothecurrentcalerUi,ifPk;tfxi 1g>Pk;tfxi=0g.
IfUidoesn'thaveahigherprobabilityofplacinganothercalbeforetheendofcycle,
thenthisstepskipsthecurrentcaler.
3.7 ExperimentalSetups
Inthissection,weintroducetwobaselinesforcomparisonwithEEMC,thenpresent
anoverviewofourdatasetandexperimentconguration.
3.7.1 BaselineMethodsandParameterSettings
Inthissection,wepresentthecongurationsandsetupsofourproposedbaselines.
• Greedy- Themostobviousmethodfortaskassignmenttoensureapredened
numberofsensedresultsistheGreedymethod,whichassignsthesensingtask
toeachnewcalingparticipant,untiltheexpectednumberofsensedresultsare
returned(i.e.untiljRkj=Ne).Thisbaselinemethodprovidesanupperbound
oftotaltaskassignmentstoensurethattheexpectednumberofparticipants
returndata.
• Pace- Asthereisadelaybetweentaskassignmenttoaparticipantand
thereturnofthesensedresultfromtheparticipant(throughmakinganother
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(a)NumberofCals (b)Numberof CalingUsersandTwo-cal
Users
Figure3.5:StatisticsofEvaluationTracesinD4DDataSet
cal),redundanttaskscouldbeassignedwhentheexpectednumberofresults
havebeenreturned.Indeed,iftheexpectednumberofreturnedresultscanbe
predictedinadvance,basedonourproposedAdaptivePaceControler module,
thetaskassignmentprocesscouldterminateearliertoavoidsomeunnecessary
taskassignment. Thetaskassignmentstrategyleveragingtheadaptivepace
controlerfortaskassignment moduleisdenedasPace-controller-based
method(orPaceinshort).
ThecomparisonbetweenGreedyandPaceshowswhetherourproposedPace
controlercanstopmakingfurthertaskassignmentswhenthetasksalreadyassigned
aresu cienttoguaranteetheexpectednumberofparticipantsreturning.Further-
more,comparedtothePacemethod,EEMCassignstasksconsideringnotonlypar-
ticipantswithtasksalreadyassigned,butalsothefuturecalers/receivers.Thus,the
comparisonbetweenPaceandEEMCdemonstratestheimprovedperformanceof
ourproposedOptimalTaskAssignmentDecisionMakingmethodwithrespecttothe
minimizationofthetotalnumberoftaskassignments.Inalexperiments,wesetthe
thresholdPs=99.99%fortheevaluationofPacecontroler-basedbaselineandEEMC.
3.7.2 DatasetandExperimentSetups
The\DataforDevelopment"(D4D)projectcolected4-monthsofCal DetailRecords
(CDR)fromOrangeTelecomsubscribersintheIvoryCoast,nationwide.EachCDR
recordincludesthecalingtime,thecelulartowerwherethecal wasmade/received,
andtheidentierofthemobilephoneuser.TheD4Ddatasethasbeensplitinto
consecutivetwo-weekperiods.Ineachtimeperiod,50,000usersarerandomlyse-
lectedfromalsubscribersintheIvoryCoast. Alselectedusersareassignedwith
anonymizedidentiers.Thusinthisstudy,weassumethateachMCStasklastsfor
twoweeks.Foreachparticipant,wecanretrievehercaltracesinthecurrent MCS
taskbutcannotlinktoherpreviousrecords. AswediscussedinSection3.1,the
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mobilephoneusersinsidetheD4Ddatasetperfectlysatisfytheprivacyconstraints
forMCSparticipants.Thedetailedexperimentsettingsareasfolow:
1.SensingCycles- WeevaluateEEMCwhenmonitoringtheCBDofAbidjan
(showninFig.6.2)fromMondaytoFridayeveryweek(holidaysexcluded).
Eachsensingcyclelaststwohours;andwesenseonlyintheworkinghoursfrom
08:00to18:00ofaday.Thus,wesplitaworkingdayinto5equal-lengthsensing
cycles(i.e.8:00-10:00,..,16:00-18:00).
2.Participants-Ineverytwo-weekperiod,2000-3000mobilephoneusersrecorded
inourdatasetwouldplacephonecalsinthetargetarea(i.e.,approximately
0.3%local mobilesubscriberslivinginthetargetarea). Weassumethemto
beparticipantsinour MCStask. Tofurtherintroducethecal behaviorsof
theseparticipants,wecountthenumbersofphonecals,calingparticipants
andfrequentusers(thosewithtwoormorephonecalsinasensingcycle).The
average/minimum/maximumnumbersoftheseareshowninFig.3.5.Itshows
that1)onaverage,1200-2000calswilbereceived/madeinthetargetregion
persensingcycle,2)onaverage,nomorethanhalfthecalingparticipants(i.e.,
approximately200participants)wilplaceanothercalinasensingcycle,and
2)atleast136userswilplacetwoormorephonecalsinasensingcycle.
3.TheExpectedNumberofSensedResults- Consequently,wecannotensure
theexpectednumberofparticipantsreturningineachofsensingcycles,ifwe
expect morethan136participantstoreturn. Thus,forourexperiments,we
settheexpectednumberofreturnedparticipantsineachcycleNetobeevenly
distributedfrom10to130,i.e.,Ne=10;20;30;::130.
Inthefolowingsections,wewilintroducetheevaluationresultsbasedontheexper-
imentsetupsspeciedabove.
3.8 EvaluationResults
Inthissection,wepresentandcomparetheevaluationresultsofEEMC,Paceand
Greedymethods:
1.Insection3.8.1,weshowtheoveralperformancecomparisonofEEMC,Pace
andGreedy,includingtheaverage/maximal/minimalnumberoftaskassign-
mentsandreturnedparticipantsineachsensingcycle.
2.Insection3.8.2,weextractandpresenttheperformanceofEEMCatthecold
startperiod.
3.Insection3.8.3,weexamineindetailtheexecutionofthethreealgorithmsona
subsetoftheexperimentaldatainordertoilustratetheirbehaviors.Through
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acasestudyofEEMC,PaceandGreedy,weanalysehowEEMCassignstasks
stepbystepinasensingcycle.
4.Insection3.8.4,weestimatehowmuchenergyourproposedEEMCschemecan
saveindatatransfer,comparedtothecommonly-seen3G-basedMCSschemes.
TheresultsabovewilcombinetoshowtheexcelenceofEEMCwithrespecttomin-
imizingthetotalnumberoftaskassignmentsandsavingoveralenergyconsumption
whilstguaranteeingtheexpectednumberofparticipantsreturningresults.
3.8.1 PerformanceComparison
InFigure4.5,wepresenttheaverage/ minimal/ maximalnumbersoftaskassign-
mentsandreturnedparticipantsforEEMC,PaceandGreedyineachsensingcycle
withvariedNe(10to130).
1.NumberofReturnedParticipants. Theprimaryconstraintofourwork
istoensuretheexpectednumberofparticipantsreturningtheirsensingresults.
Figure4.5bshowsthat,foreitherEEMC,PaceorGreedy,theminimalnumber
ofreturnedparticipantsineachsensingcycleisequaltoorgreaterthanthe
expectednumber(Ne).It means,withanyofthesemethods,theMCStasks
canbesuccessfulyfulledineachofsensingcycles.However,inalthecases
thenumberofreturnedresultsisbiggerthantheexpectednumberNe,even
thoughthenumberofreturnedresultsforEEMCis3.8%-17%lessthanPace
and23%-59%lessthanGreedyonaverage.
2.NumberofTask Assignments. Furthermore,theoptimizationgoalof
EEMCistominimizethetotalnumberoftaskassignments.Figure4.5ashows
clearlythatEEMCassignslesstaskstoparticipantsthanPaceandGreedy.On
average,EEMCreducestaskassignmentsby6%-23%whencomparedtoPace,
anditreducestaskassignmentsby27%-62%whencomparedtotheGreedy
method.
FortheGreedymethod,itisobviousthatthedelaybetweenthetaskassignmentto
theparticipant(whoreturnstheNthe sensedresultinthiscycle)andthereturnofthesensedresultcausesalargenumberofredundanttaskassignmentsandunnecessary
returnedresults;whilethePacemethodmayassigntaskstotheparticipantsnotplac-
inganothercalinthesensingcycle,whichleadstohighredundanttaskassignments.
Incontrast,forEEMC,thereasonfortheredundanttaskassignmentismainlydueto
theinaccuratecalpredictionwithlimitednumberofcaltraces.However,interms
ofthenumberoftaskassignmentsandreturnedresults,EEMCstiloutperformsal
othermethodsinalconditions.Insummary,wecanconcludethattheoveralper-
formanceofEEMCisthebestamongthethreeschemes.Itensuresdatacolection
fromtheexpectednumber(10{130)ofparticipantsandassignstheminimalnumber
ofredundanttasksamongalevaluatedschemes.
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(a)TaskAssignments (b)ReturnedParticipants
Figure3.6:ComparisonofTaskAssignmentsandReturnedParticipants:EEMCvs
PacevsGreedy
(a)TaskAssignments (b)ReturnedParticipants
Figure3.7: NumberofTaskAssignmentsandReturnedParticipantsinColdStart
Period
3.8.2 Cold-startPerformance
AsdiscussedinSection3.6.3,EEMCneedstocold-startitsNear-Optimaldecision
makingmoduleinthe rstdayofeveryMCStask(namelycold-startperiods).Fig-
ure3.7ailustratesthenumberoftaskassignmentspercycleinthecold-startperiods,
whileFigure3.7bpresentsthenumberofreturnedparticipants.Duringthecold-start
periods,EEMCslightlyoutperformsPacebutperformsworsethantheaverageinnor-
malperiods.ItisbecausetheNear-Optimaldecisionmakingmoduleassignstasksto
calerswith\maximalprobabilities"toreturntheirsensingresultsafterthecold-start
period.Pacealsoperformsworseduringthecold-startperiods,duetotheinaccuracy
ofprobabilityestimationatthebeginningofMCStasks.
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Figure3.8: NumberofTaskAssignmentsandReturnedParticipantsvaryingwith
TimeintheCycleof10:00 12:00,15Dec2011(BestViewedinColor)
3.8.3 CaseStudyandAnalysis
Toverifywhethereachproposedalgorithmworksasdesignedusingthereal-world
datasets,weinvestigatehowEEMCassignstasksinsideasingle(typical)sensing
cycle. Wechoosethesensingcycleof14:00 16:00,15Dec2011forthecasestudy
andsettheexpectednumberofreturnedparticipantas80(i.e.,Ne=80). Please
notethatthissensingtaskisnotinthecoldstartperiod.
InFigure3.8,wecountthenumberoftaskassignmentsandreturnedparticipants
varyingagainsttimeinsidethechosensensingcycleandvisualizetheprocessoftask
assignments. Weevaluatealthreeschemes,observingthat:
• ComparingGreedywithPace,Paceassignstaskstothesamecalingpartici-
pantsasGreedybutstopsassigningnewtasksat14:24when42participants
returntheirsensedresults,whileGreedykeepsassigningnewtasksuntil14:39
whenatotalof80participantsreturntheirsensedresults.ThePacemethod
stops15minutesearlierthantheGreedymethod,whichcauses65lessredundant
taskassignmentsand36lessunnecessaryreturnedresults.Suchimprovementis
contributedbyourproposedAdaptivePaceControlerwhichstopsassigninga
newtaskwhenitestimatesthatthetasksalreadyassignedareenoughtofull
theminimumrequirement.
• ComparingEEMCwithPace,EEMCgivesupassigningtaskstocalingpartic-
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Table3.3:DataTransferEnergyConsumptionEstimation
Schemes EnergyConsumption
3G-basedscheme Ne (12+12)=24Ne
Paralel+3G-basedscheme Ne (3+12)=15Ne
EEMCPaceandGreedy jAkj3+jRkj3
ipantseveninthebeginningofthecycle;becauseitpredictstherearesucient
numberoffutureuserswhohavehigherprobabilitiestoplacetwocalsbefore
theendofcurrentcycle. WecanseethatEEMCholdsthetasksandleaves
themtofuture-surerusers.Inthisway,EEMCstopsmakingnewtaskassign-
mentslater(at14:33,when54participantsreturn)butassignslesstasks(35
less)thanthePacetofullthetask.SinceEEMCalwayschoosetheuserswith
higherprobabilitiestoplacetwocals,itcanguaranteetheexpectednumberof
participantsreturningafterassigningasmalernumberoftasks.
Ouranalysissuggeststhatitisreasonabletoconcludethatalthreealgorithmsin
ourcomparisonworkasdesignedontherealworlddatasets.
3.8.4 EnergyConservationComparison
Withthenumberoftaskassignmentsandreturnedresultsobtained,itbecomes
possibletoestimatetheenergyconsumptionofEEMCandcorrespondingbaselines.
Inthissection,wewouldliketoestimatehowmuchenergyourproposedEEMC
schemecansaveindatatransfer,comparedtothefolowingschemes:
•3G-basedScheme:receivesthetaskassignmentbyestablishinganew3G
connection,andreturnsthesensedresultsbyestablishinganother3Gconnec-
tion.
• Parallel+3G-basedScheme:receivesataskassignmentwhentheparticipant
placesaphonecalthroughparaleldatatransfer,andreturnsthesensedresults
byestablishinganew3Gconnection.
Thesetwoschemesdonotneedredundanttaskassignments(i.e.,bothmethodscan
secureNeparticipantsreturningtheirsensedresultsthroughassigningtaskstoNe
participants),sincealtheparticipantscanreturnthesensedresultsviaanew3G
connectionbyusingthesetwoschemes.Table4.2liststheoveralenergyconsumption
estimationformulasindatatransferforaltheschemes;andtheseformulasarebased
on:
1.thecommonobservationsreportedbyexistingliterature[17,51,42,85]mea-
suringontheenergyconsumptionofN95andAndroidphones,and
54 EEMC:EnergyE cientMobileCrowdsensingwithAnonymousParticipants
Table3.4: Energy Consumption Comparison: 3G-basedvsParalel+3G-based
(P+3G)vsEEMCvsPacevsGreedy
Ne 3G(J) P+3G(J) EEMC(J) Pace(J) Greedy(J)
10 240 150 110:37 138.00 281.48
20 480 300 190:18 229.32 433.75
30 720 450 268:15 313.75 557.88
40 960 600 343:77 397.35 668.28
50 1200 750 417:66 480.78 771.35
60 1440 900 494:98 563.03 863.82
70 1680 1050 571:48 642.29 953.82
80 1920 1200 650:74 722.37 1040.85
90 2160 1350 730:73 801.59 1120.88
100 2400 1500 811:95 879.31 1199.57
110 2640 1650 893:13 958.64 1274.27
120 2880 1800 972:88 1037.97 1347.80
130 3120 1950 1057:31 1116.76 1419.49
2.theassumptionthatthedatapacketsfortaskassignmentorsensedresultsare
smal(lessthan10KBeach).
ConsideringtheMCSapplicationssuchasairqualitymonitoringandenvironment
noisemonitoring,thisassumptionisreasonableandtheenergyestimatedusingthe
formulacouldserveasareferenceforcomparisonpurposes.
Table4.3showseachscheme'saverageenergyconsumptionpersensingcycleasNe
varies.EEMCoutperformsaltheotherschemes.Specicaly,itcansave54%{66%
energycomparedtothe3G-basedscheme;Itcansave26%{46%energycompared
totheParalel+3G-basedscheme. Notethattheseevaluationsarebasedonsmal
numberofexpectedsensedresults(i.e.,Ne 130).IfanMCStaskneedsmorepar-
ticipantstocolectsenseddataandtherearemoresensingcyclesperday,thetotal
energysavingwilbemuchmoresignicant.Interestingly,ifwecomparetheEEMC,
Pace,GreedywiththeParalel+3G-basedscheme,wecanseethatEEMCoutper-
formsaltheotherschemesinaltheconditions,buttheGreedymethodconsumes
moreenergythantheParalel+3G-basedschemewhenNe<60.Insummary,althe
evaluationresultsshowtheeectivenessofEEMCinsavingenergyconsumptionin
datatransferforbothindividualparticipantsandthewholecrowds.
3.9 Discussion
Inthissection,wediscussissueswhicharenotreportedoraddressedinthisworkdue
tospaceandtimeconstraint;theseissuesareplannedforongoingandfuturework.
PredictionandParameterAdaption:TheperformanceofEEMCdepends
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ontheaccuracyofcalpredictionandtheparametersettingusedinthealgorithm.
Inthisstudywecurrentlyuseasimplepredictionalgorithmanda xedsetofpa-
rametersettingsinalthesensingcycles,infutureworkweplantostudyadaptive
taskassignmentpacecontrolanddecisionmakingstrategies,anddesignadvanced
cal/mobilitypredictionmethods.
Two-cal-basedDataTransfer:Ourresearchassumesaparticipantneedstwo
calstoreceivetaskassignmentandreturnhersensedresult. Thisassumptionis
madebecausebeinginvolvedinacalrisksinterferingwithsensing;agoodexample
ofthisisifthesensorsaremeasuringnoise.However,manysensortaskscanbesafely
carriedoutduringacal;andinsuchcaseonlyonecalislikelytobeneeded.
SensingCoverage:Inthisresearch,wehavenotproposedanytechniquesto
considerthecoverageofmobilecrowdsensing.Inourfuturework,wewilstudythe
coverageofusersbyobtainingtheirmobilitytraces.
Aggregating MultipleEnergy-e cient Strategies:Inadditiontopiggy-
backing3Gdatatransferover3Gcals,otherdatatransfermethods,e.g.,transferring
dataviaWiFi,alsoconsumeslessenergywhencomparedtocommon3G-basedsolu-
tions.Furthermore,thereexistawiderangeoftechniques,suchasadoptinglow-power
consumptionsensorsorenergy-ecientsensingtechniques,thatcansaveenergyin
theMCStasks.Inourfuturework,weintendtostudyanintegratedMCSframework
aggregatingmultipleenergy-savingstrategiestominimizetheenergyconsumptionin
aholisticmanner.
Energy ConsumptionvsBatteryLife:Forasmartphone,theenergycon-
sumptiontoreceiveataskassignmentandreturnthesensedresultisnomorethan
0.7%ofitsbattery'senergyreservecapacity(e.g.,NokiaN95with950mAhbattery).
However,evengiventhissmalpercentage,ourproposedenergysavingmechanism
canhaveasignicantimpactonindividualusers.Forexample,supposeactivepar-
ticipantsareselectedfor5cyclesaday,EEMCcansave2.6%ofbatteryusage,which
isenoughtoanswerthelastcalofanindividualuserbeforebatterydrainortoput
thephoneinstandbyforonemorehour.
Fairnessinalocationoftasks: Usersmaybemoremotivatedtojointhe
sensingcrowdiftheyknowthatenergyresourcesareusedfairly.Inotherwords,
thattasksaredistributedasequalyaspossibleamongstthecrowdsensingmembers.
Theymayalsoconsideritunfairiftheyarealocatedtaskswhentheirmobilephone
batteriesarebelowacertainthresholdvalue.
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4.1 Introduction
ThepreviousworkEEMCstudiesanmobilecrowdsensingframeworkthatintendsto
assignsensingtaskstoaminimalnumberofparticipants,whileensuringatleasta
predenednumberofparticipantsreturningsensedresultsfromthetargetregionin
eachsensingcycle. However,intermsofsensingdataquality,ensuringaminimum
numberofparticipantsreturningsensedresultsmightnotbeagoodsensingdata
qualitycriterion,especialyforful-coverage-constrainedMCSapplicationswherethe
targetregionisdividedintoasetofsubareaandtheMCSapplicationisrequiredto
colectatleastonesensedresultfromeachsubareaineachsensingcycle.
Inthiswork,weproposeEMC3|anenergy-ecient mobilecrowdsensingframe-
workreducingindividualenergyconsumptioncausedbyMCSdatatransfer,reducing
thetotalincentivepaymentandoveralenergyconsumptionbyminimizingthenum-
bertaskassignments,whileensuringatleastapredenednumberofparticipants
returningsensedresultsandatleastonesensedresultreturnedfromeachsubareaof
thetargetregionineachsensingcycle.
InordertosavetheenergyoftheindividualMCSdatatransfer,EMC3adoptsthe
piggybackedenergy-ecient MCSdatatransferstrategyproposedinEEMC.Then,
thisresearchisbasedonfolowingassumptionsandsettings:
• Onlywhenauserplacescals,thedevicecouldreceivesensingtaskassignment;
Onlywhenanothercalcomesbeforetheendofcycle,itcouldreturnsensed
resultstotheserver(inthisworkweusethemobiledevice,mobileuserand
participantinterchangeably);
•Ineachcycle,oneparticipantcanreceivetaskassignmentanduploadresultsat
mostonce;
•InthestartingcycleofeachMCStask,duetouseridentityanonymization,there
arenohistoricalcalormobilitytracesforanyuserfromotherorpreviousMCS
tasks.AlusersonlyaccumulatecalandmobilitytraceswithinoneMCStask.
Basedontheaboveassumptionsandobservations,theresearchobjectiveofthiswork
istofullthefolowingthreegoalsineachcycleoftheMCStask:
• Ensureanexpectednumberofparticipantsreturningthesensedresults.
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Figure 4.1: Cell Towers in the Abidjan CBD Area
• Make sure that the returned sensed results ful ly cover the target sensing area.
• Minimize the number of total task assignments to reduce overall energy con-
sumption.
To further clarify the research goals, let 's consider the following use case: In the CBD
area of Abidjan city in Cote d' Ivoire (around 7 km2), there are 13 cellular towers
installed in the 3G network as shown in Fig. 1. The city government, with the help of
a telecom operator, launches a ser ies of MCS tasks leveraging the 3G cellular network
infrastructure. One of the MCS tasks is air quality monitoring in the CBD area,
it requires to update the air quality to the citizens of Abidjan once every 2 hours
(cycle) and the task lasts for 2 weeks. In order to provide reliable measurements, the
application needs to get sensed results from at least 40 mobile users, covering all 13
cellular towers in each cycle. Please note that , in the considered use case and the rest
of this work, we use cell towers as the coverage metrics, primarily due to two reasons:
1) The cell tower IDs of mobile phones are accessible in call logs, even though the cell
tower is not the right coverage metrics for many MCS applicat ions, the mobile phone
call logs with cell tower as coverage metrics are used to illust rate the basic idea of
handling coverage const raint problem in MCS applicat ions; 2) For MCS applicat ions
such as urban air quality monitoring [21], noise level monitoring [90], etc., covering all
the cell towers in a given region ensures that each part of the given area is measured
with certain guarantee, even though the sampled granularity in terms of cell tower
may not be the best choice. If it could be characterized more precisely, the proposed
approach could be easily adapted.
With the above research goals and use case, the key issues in designing the MCS
framework include:
1) Identify \ candidate users" who might place two or more calls, and predict which
subarea each user might cover in each MCS cycle. As only the users placing two calls
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canfullsensingtaskusingparaleltransfer,andsomecandidateusersmustcover
thelow-densitycalsubarea,thusit'snecessarytochoosetherightcandidatesbased
oncal and mobilitypredictionofthecurrentcaler,tominimizeredundanttask
assignments.Apparently,assigningsensingtasktousersplacingonecalinacycle
ortocandidateusersonlyfromhigh-densitycalsubareaswouldleadtoredundant
taskassignments,causingbigoveralenergyconsumption.
2)GiventhearrivedcalsequenceatcertaininstantofanMCScycle,estimate
ifthenumberofusersassignedcouldexpectthepredenednumberofreturnedresults
andcoveralthesubareas.Astheusersreceivingtaskassignmentneedtowaittil
thenextcaltoreturnsensedresults,thusthereisadelaybetweenassigningtasks
andreceivingtheexpectednumberofresultsfromthetargetarea,soit'snecessary
tomakepredictionsandstopunnecessarytaskassignments.
3)Iffurthertaskassignmentsarestilneededtoachievethegoalofgettingexpected
numberofreturnedresultsandfulcoverage,weneedtodecideifthesensingtask
shouldbeassignedtothecurrentoneorthefuturecandidates. Astherearemore
validcandidatesthanneededandcandidatesfromlow-densitycalsubareasmight
appearlateinonecycle,weshoulddecidethetaskassignmentbasedonwhetherthe
currentcandidateorfuturecandidateshavehigherprobabilityofmeetingthethree
goals.
4)Ensurethegoalstobemetdespitethetime-varyingandinaccuratenatureof
alprobabilityestimations.Asthecandidateuserselectionandtaskassignmentare
albasedonfuturecalandmobilitypredictions,whilealthosepredictionsarebased
onprobabilityestimationswhich mightnotbeaccurate. Forexample,boththe
futurecal andmobilitypredictionsarebasedonthehistoricaltraces,intherst
MCScycle,thepredictionaccuracyforbothcalandmobilitycouldbeverylow,this
wil denitelycausesub-optimaldecisions,leadingtoredundanttaskassignments.
Fortunately,theestimationofalparametersiscarriedoutwitheachincomingcal,
withcontinuousmonitoringandadjustment,thesystemisdesignedtoadaptitselfto
getboththeexpectednumberofsensedresultsandthefulcoverage, lteringouta
lotofunnecessarytaskassignments.
Insummary,themaincontributionsofthisworkare:
1) WeformulatetheproblemofenergysavingindatatransferofMCStasksfor
bothindividualandalparticipants,withconsiderationofprivacyissueaswelasful
coverageconstraint.Tothebestofourknowledge,thisisthe rstworkaddressing
thisissue.Inparticular,weproposetoleveragetheparaleltransferanddelay-tolerant
mechanismtoachievetheenergysavingpurposeinMCSapplications.
2) Wedevelopathree-stepdecisionmakingprocessandtherelatedalgorithms
foreectivetaskassignmentinMCSapplications.Specicaly,werstidentify\can-
didateusers" whomightplacetwoor morecalsandpredictwhichsubareathey
mightcoverineachMCScycle;Thenwejudgeifsu cienttaskassignmentshave
beenmadebyconsideringifthenumberofassigneduserscouldexpecttoreturna
pre-denednumberofsensedresultsandcoveralthetargetarea;Finaly,wedecideif
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anewsensingtaskshouldbeassignedtothecurrentoneorafuturecandidate,based
onwhetherthecurrentcandidateorthefuturecandidatehashigherprobabilityof
meetingthethreegoals.
3)Throughextensiveevaluationofourproposedalgorithmsontherealworld
datasetD4D[15],whichcontains4-monthcalrecordsof50,000usersfromCote
d'Ivoire,weverifythatourproposedMCSframeworkEMC3canensuretheexpected
numberofparticipantsreturningtheirsensedresultswithfulcoverageandmuchless
redundanttaskassignmentsthanbaselineapproaches.Throughleveragingparalel
transferover3Gcals,EMC3reducesaround75%energyconsumptionindatatransfer
forareturnedparticipantand43%-68%overalenergyconsumptionindatatransfer
forMCSapplications,suchasairqualityornoisemonitoringattheAbidjanCBD
area,comparedtothetraditional3G-basedscheme.
4.2 ProblemStatement
Withtheobservations,assumptionsandresearchgoalselaboratedintheintroduction,
theessenceoftheresearchproblemofthisworkistodetermineifataskassignment
shouldbemade,givenanincomingcalandhistoricalcalandlocationtracesofa
specicMCStask,inordertoobtainapre-denednumberofreturnedsensedresults
withminimumnumberoftaskassignmentsunderthefulcoverageconstraintand
givenassumptions. Whilethenumberoftaskassignmentsandreturnedresultsare
easytocount,weneedtodenewhatthefulcoverageoftargetareameans.
Inthiswork,wesaythataceltoweriscoveredbyauserwhensheplacesacal
receivingataskassignmentorreturningsensedresultstotheserverintheceltower.
Ifauserplacesonecalinoneceltowerforreceivingataskassignmentandanother
calinanotherceltowerforreturningthesensedresults,thenthesetwoceltowers
aresaidtobecoveredbytheuser. Hence,thefulcoveragemeansthatalthecel
towersinthetargetareashouldbecoveredbyatleastonecalforreceivingtask
assignmentorreturningsensedresults.Pleasenotethattheceltowerstraversedby
theuserbetweenthetwocalsarenotcountedinthiswork.Intherestofthiswork,
wenametheparticipantwhocoversaceltowerasthecoveringparticipantfor
theceltower. Withaltheabovedenitions,weformalyformulatetheMCStask
assignmentprobleminEMC3asfolows:
GivenanMCStaskwithstartingtimet0,sensingcycledurationT,theexpected
numberofcolectedsensingdataNefromeachsensingcycle,andacoverregionpre-
denedbyasetofceltowersTWR;Giventheincomingcal andal previouscal
traces(includingthetimestampedcalsandceltowersassociated)intheMCStask,
theelapsedtimetincurrentcyclek,wedenoteAkasthesetofparticipantswho
havebeenassignedwithsensingtaskssincethestartofcyclek,Rkasthesetof
participantswhohavereturnedsensedresults,andcoverkasthesetofceltowers
thathavebeencovered,whereapparentlyRkisasubsetofAkandcoverkisasubset
ofTWR.OurproblemistodecideifanMCSsensingtaskshouldbeassignedtothe
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Figure4.2:TheEMC3Framework
currentcaler,withtheobjectiveto
minimizejAkj;subjecttojRkj Neandcoverk TWR
bytheendofcyclek.Itisworthnotingthatwedonotknowwhenandwherea
participantwouldplaceaphonecalinadvancebuttherearesu cientnumberof
calscoveringtheceltowersofthetargetarea.
4.3 EMC3FrameworkandCoreAlgorithms
EMC3folowsacentralizedMCSsystemapproachwhereacentralservercontinu-
ouslymonitorsaltheparticipants'calingactivitiesinthetargetregionanddecides
ifausershouldreceivesensingtaskassignmentforeachincomingcal.Asshownin
Fig.5.2,EMC3consistsofthreemaincomponents,i.e.,candidateuseridentication,
taskassignmentpacecontrol,andsub-optimaltaskassignmentdecisionmaking;These
threefunctionalmodulescorrespondtothethree-stepworkingprocessofEMC3,re-
spectively.Inadditiontothethreefunctionalcomponents,EMC3takestheprevious
caltraces(includingthecurrentcycleandpreviouscycles)asinput,italsokeepsthe
userlistwithtaskassignmentsaswelastheuserlistwithsensedresultsreturned
fortaskassignmentpacecontrolandsub-optimaltaskassignmentdecisionmaking.
Inthefolowing,wewilbrieydescribeeachofthethreefunctionalcomponents:
CandidateUserIdenti cationbasedonCal/MobilityPrediction.Given
anincomingcal,thecandidateuseridentication module rstupdatesthecal
recordsfortheuser. Basedontheuser'shistoricaltime-stampedcalandlocation
records,themodulecanpredicttheprobabilityofhavingfuturecalsandtheas-
sociatedceltowersbeforetheendofthecycle.Iftheuserhasahighprobability
ofplacinganothercalinthedesiredceltowers,andshehasn'treceivedanytask
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assignmentinthecurrentcycle,thensheisconsideredasacandidateuserforfurther
taskassignment(gotonextstepfortaskassignmentpacecontrol).Otherwise,EMC3
eithercolectssenseddatafromher(incaseshereceivedtaskassignmentbuthasn't
returnedresultsinthesamecycle)orignoreshertotakecareofthenextcal.
Overal TaskAssignmentPaceControl.Thismodulecontrolsiffurthertask
assignmentisstil neededtofullthegoalofgettingexpectednumberofsensed
resultsfromaltheceltowers.Forthispurpose,themodulerstcountsthenumber
ofreturnedusersandtheircoveredceltowers,colectstheuserlistwhohavegottask
assignmentbuthaven'treturnedsensedresults(denedaspotentialreturners),and
computestheirprobabilityofreturningthemissingnumberofsensedresultsinthe
desiredceltowers.Ifthenumberofreturnedusersreachesthepre-denedvalueand
thereturnedusersfulycoveraltheceltowers,thenthetaskassignmentprocessof
thecurrent MCScyclestops;Ifprevioustaskassignmentscanexpecttoreturnthe
pre-denednumberofresultscoveringalceltowers,thennoimmediateassignment
isneededinordertoavoidredundanttaskassignment.Ifprevioustaskassignments
cannotensurethereturnofexpectednumberofresultsorthefulcoverage,then
furthertaskassignmentisstilneeded(goestonextstepfortaskassignmentdecision
making).
Sub-optimalTaskAssignment Decision Making. Giventheincomingcal
andpreviouscalrecords,ifthetaskassignmentpacecontrolmoduleinformsthatfur-
thertaskassignmentisstilneeded,thenthismoduledecidesifthecurrentcaler/receiver
shouldbeassignedwithasensingtaskinordertomeetthethreeresearchgoals.In
ordertomakeanoptimal(sub-optimal)decision,thismodulecountsthenumber
ofreturnedusersandthecoveredceltowers,colectsthepotentialreturnerlist,and
predictsthefuturefrequentcalerswhohaven'tplacedphonecalsbutwouldhave
higherprobabilityofmakingatleasttwocalsthanthecurrentcalermakinganother
cal(denedasfuture-surercandidates). Withthereturneduserlist,potentialre-
turnerlistandfuture-surercandidatelist,themoduleestimatesifthelasttwosets
ofuserscanexpecttoreturnthemissingnumberofpre-denedsensedresultsinthe
desiredceltowers.Iftheprobabilityisveryhigh,thenthetaskassignmentisskipped
forcurrentcalerandlefttofutureusers;Ifthelasttwouserlistscannotensureto
getthemissingnumberofsensedresultsintherequiredceltowers,thesensingtask
isassignedtothecurrentcaler,indicatingthatthecurrentuserisamongthemost
potentialyfrequentcalers.
Inthefolowing,weintroducethecorealgorithmsusedinthethreecomponents
indetail.
4.3.1 Cal/MobilityPrediction
Wepredictthecal/mobilityofauserbasedontheperiodicityofpreviouscalsand
locationsinhistoricalcaltraces.SupposeanMCStasksplitsonedayintoMsens-
ingcycles. Givenasensingcyclekandtheelapsedtimet,wemodelauserUi's
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cal/mobilitypatternincyclekbyusingUi'sphonecaltraces(includingtime-stamps
andceltowerids)incorrespondingcyclesofpreviousdays.Forexample,topre-
dictthecal/mobilitypatternofauserincurrentsensingcyclefrom08:00to10:00,
wewil useal herpreviouscalrecordsduringthesameperiod08:00-10:00. Note
thatthecalsplacedbyUiinacurrentcyclearealsoincludedforhercal/mobility
prediction.
4.3.1.1 ModelingCal Patterns
AssumethecalsequencefolowsaninhomogeneousPoissonprocess[87],thenthe
probabilityofauserUitoplacenphonecalsfrominstantttotheendofcyclekcan
bemodeledas:
Pk;tfxi=ng=(i;k;t tT)
n e i;k;t tT=n! (4.1)
where t=(t0+K T) tdenotestheremainingtimefrominstantttotheend
ofthecycle,Tisthesensingcycleduration,and i;k;treferstothePoissonintensity,
whichisestimatedastheaveragenumberofphonecalsthatauserUihasplacedin
previouscorrespondingcycles,specicalyitismodeledas:
i;k;t=NumberofcalsofUiinpervioiscorrespondingcyclesdk=Me
4.3.1.2 ModelingMobilityPatterns
Givenpreviouscalrecordsatsensingcyclek,aparticipantUi,asetofceltowers
TWR andaceltowercj2TWR,wedeneUi'sfuturepresenceprobabilityincel
towercjasthetheratiobetweenthenumberofUi'shistoricalcalsatcorresponding
cyclesinceltowercjandthetotalnumberofcalsatcorrespondingcycles,i.e.,:
Dk(i;j)=NumberofcalsofUiinthecorrespondingcyclesincjNumberofcalsofUiinthecorrespondingcycles
IfthegivenparticipantUihasn'tplacedanycalinthecorrespondingcycles,then
Dk(i;j)=0;8cj2TWR.
4.3.2 Overal TaskAssignmentPaceControl
Giventhelistofpotentialreturners(Ak Rk),themissingnumberofsensedresults
(Ne jRkj)andtheinstanttime(t)incyclek,weestimate
• Pfulfil:theprobabilityofhavingatleast(Ne jRkj)potentialreturnersplacing
anothercalbeforetheendofcyclek.
Giventhelistofpotentialreturners(Ak Rk),adesiredceltowercl2(TWR coverk)
andtheinstanttime(t),weestimate
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Algorithm3:PaceControlMechanism
1ifjRkj<NeORcoverk6=TWR then
2 computingPfulfil
3 computingPcoverl;for8cl2(TWR coverk)
4 ifPfulfil <PG1OR9cl2(TWR coverk);Pcoverl<PG2then
5 GotoNextStepforFurtherTaskAssignment;
6 end
7 else
8 NoNeedforFurtherTaskAssignment;
9 end
10end
11else STOP;
• Pcoverl:theprobabilityofhavingatleastonepotentialreturnerplacinganothercaltocovertheceltowerclbeforetheendofcyclek.
With PfulfillandPcoverldened,EMC3controlsthepaceoftaskassignmentusingthepseudocodeinAlgorithm3,wherePG1andPG2aretwogiventhresholds.Inthis
way,thekeyistocalculatePfulfilandPcoverl.
4.3.2.1 EstimatingPfulfil
First,wedenePfXk;t;1(Ak Rk)= NgastheprobabilityofhavingNoutof
jAk Rkjpotentialreturnersplacingatleastanothercalbeforetheendofcyclek,
whereN jAk Rkj(seeEq.4.2).Inthisway,Pfulfilisestimatedasthesumof
PfXk;t;1(Ak Rk)=Ng,whereNisanintegerrangingfromthemissingnumberof
sensedresult(Ne jRkj)tothetotalnumberofpotentialreturners(jAk Rkj)(see
Eq.4.3).
PfXk;t;1(Ak Rk)=Ng=
jsj=NX
8s Ak Rk
Y
8Um2s
Pk;tfxm 1g
Y
8Um2Ak Rk s
(1 Pk;tfxm 1g)
(4.2)
Pfulfil=
8>>><
>>>:
0; jAkj<Ne
N jAk RkjX
N Ne jRkj
PfXk;t;1 (Ak Rk)=Ng;
jAkj Ne
(4.3)
Pleasenotethat,whenthenumberofparticipantsalreadyassignedislessthanthe
expectednumberofsensedresults{i.e.,jAkj<Ne,thenitisnotpossibletocolectthe
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pre-denednumberofsensedresults,thusPfulfil=0. Consideringthecomplexity
ofPfulfilestimation,weproposeanalgorithmtoreducethecomputationcomplexity
andtimeasshowninAppendixA.1.1.
4.3.2.2 EstimatingPcoverl
First,wedeneCOVk;t(m;l)astheprobabilityofagivenpotentialreturner Um
(Um2Ak Rk)coveringagivenuncoveredceltowercl(cl2TWR coverk)before
theendofcyclek. AssumeUm receivedthetaskassignmentinceltowercassign
(cassign2TWR),apparentlytherearetwopossiblecases:oneiscassign=cl,theother
iscassign6=cl.Inthecaseofcassign=cl,COVk;t(m;l)isequaltotheprobability
ofUm placingatleastanothercalbeforetheendofcyclek(inarbitraryceltower
TWR).Inthecaseofcl6=cassign,COVk;t(m;l)isequaltotheprobabilityofUm
placinganothercalinceltowerclbeforetheendofcyclek.Hencewehave:
COVk;t(m;l)=
(Pk;tfxm 1g; cl=cassign
Pk;tfxm 1g Dk(m;l); cl6=cassign (4.4)
wherePk;tfxm 1gdenotestheprobabilityofUmplacingatleastanothercalbefore
theendofcyclek,andDk(m;l)istheprobabilityofUm appearinginceltowercl.
With theabovedenitionofCOVk;t(m;l),PcoverlcanbecalculatedusingEq.4.5below[62]:
Pcoverl=1
Y
8Um2Ak Rk
(1 COVk;t(m;l)) (4.5)
4.3.3 Sub-optimalTaskAssignmentDecisionMaking
Giventheincomingcal andpreviouscalrecords,thekeyalgorithmsofthisstep
include1)identifyingalfuture-surercandidates,2)estimatingifthemissingnumber
ofsensedresultscanbereturnedfromfuture-surercandidatesandpotentialreturners,
3)estimatingifaldesiredceltowerscanbecoveredbyfuture-surercandidatesand
potentialreturners,and4)sub-optimaltaskassignmentdecisionmaking.
4.3.3.1 Identifyingfuture-surercandidates
GiventhecurrentcalerUi,weconsiderUm asafuture-surercandidateif:
• Um hasplacedcalsinpreviouscorrespondingcyclesbuthasn'tplacedanycal
incurrentcycle,and
• UmhasahigherprobabilityofplacingatleasttwocalsthanUiplacingatleast
anothercal,i.e.,Pk;tfxm 2g>Pk;tfxi 1g,orUm hasplacedmorecalsin
anydesiredceltower(TWR coverk)thanUi.
Puttingalthefuture-surercandidatestogetherwithregardtoUi,theyaredenoted
asFSUi.
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4.3.3.2 EstimatingiftheMissingNumberofSensedResultscanbere-
turnedfromFuture-surerCandidatesandPotentialReturners
Giventhesetoffuture-surercandidatesFSUi,thesetofpotentialreturners(Ak Rk),andthemissingnumberofsensedresults(Ne jRkj),weestimatePfulfilastheprobabilityofhavingatleastthemissingnumberofsensedresults(Ne jRkj)returned
fromthepotentialreturnersandfuture-surercandidates((Ak Rk)[FSUi)beforetheendofcyclek.ApparentlytheestimationofPfulfildependsontheprobabilityofeachUm returningthesensedresults(Um 2(Ak Rk)[FSUi)beforetheendofcyclek,eachUm'sreturningprobabilitycanbecomputedusingEq.4.6.
P0k;t(Um)=
(Pk;tfxm 1g;Um2(Ak Rk)
Pk;tfxm 2g;Um2FSUi
(4.6)
InthecaseofUm 2(Ak Rk)(belongingtothepotentialreturnerset),P0k;t(Um)ismodeledastheprobabilityofUm placingatleastanothercalbeforetheendof
cyclek.InthecaseofUm2FSUi(belongingtothefuture-surercandidateset),thenP0k;t(Um)ismodeledastheprobabilityofUm placingatleasttwocalsbeforetheendofcyclek. GiveneachuserUm'sreturningprobabilityP0k;t(Um),similartotheestimationofPfulfilinEq.4.3,PfulfilcanbecomputedusingEqs.4.7and4.8.
Pfulfill=8>>><
>>>:
0; jAk[FSUij<Ne
N j(Ak Rk)[FSUijX
N Ne jRkj
PfXk;t;2 (FSUi)+Xk;t;1(Ak Rk)=Ng;
jAk[FSUij Ne
(4.7)
PfXk;t;2(FSUi)+Xk;t;1(Ak Rk)=Ng=
jsj=NX
8s (Ak Rk)[FSUi
Y
8Um2s
P0k;t(Um)
Y
8Um=2s
(1 P0k;t(Um)) (4.8)
ConsideringthecomplexityofPfulfilestimation,weusethesamealgorithmasshowninApendixA.1.2toreducethecomputationtime.
4.3.3.3 Estimatingifal DesiredCel TowerscanbecoveredbyFuture-
surerCandidatesandPotentialReturners
Givenadesiredceltowercl(cl2(TWR coverk)),thesetofUi'sfuture-surer
candidates(FSUi),andthesetofpotentialreturners(Ak Rk),wedenePcoverl:theprobabilityofceltowercltobecoveredbyatleastoneparticipantfromthesetof
potentialreturnersandfuture-surercandidates((Ak Rk)[FSUi).ApparentlytheestimationofPcoverldependsontheprobabilityofeachUm (Um2(Ak Rk)[FSUi)
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coveringthegivenceltowerclbeforetheendofcyclek,theprobabilityofeachUm's
coveringclcanbecomputedusingEq.4.9.
COVk;t(m;l)=
8><
>:
COVk;t(m;l); Um2(Ak Rk)
Pk;tfxm 2g (1 (1 Dk(m;l))2);
Um2FSUi
(4.9)
InthecaseofUm2(Ak Rk)(belongingtothepotentialreturnerset),COVk;t(m;l)isthesameasCOVk;t(m;l).InthecaseofUm 2FSUi(belongingtothefuture-surercandidateset),thenCOVk;t(m;l)ismodeledastheprobabilityofUm placingatleasttwocals(atleastoneofthe rsttwocalsplacedinceltowercl),beforethe
endofcyclek. GiventheprobabilityofeachuserUm coveringceltowercl{i.e.,
COVk;t(m;l),similartotheestimationofPcoverlinEq.4.5,PcoverlcanbecomputedusingEq.4.10.
Pcoverl=1
Y
Um2(Ak Rk)[FSUi
(1 COVk;t(m;l)) (4.10)
4.3.3.4 Sub-optimalTaskAssignmentDecisionMaking
WithPfulfil,PcoverlcomputedandtwothresholdsPG1,PG2given,EMC3assignsatasktothecurrentcaler(Ui)ifPfulfilislowerthanPG1,orthereexistsanyceltowercl2(TWR coverk)havingPcoverllowerthanPG2.Thepseudocodeofsub-optimaltaskassignmentdecisionmakingisshowninAlgorithm4.
Algorithm4:Sub-optimalTaskAssignmentDecisionMakingMechanism
1computingPfulfil
2computingPcoverl;for8cl2(TWR coverk)
3ifPfulfil<PG1OR9cl2(TWR coverk);Pcoverl<PG2then
4 AssignthesensingtasktoUi;
5end
6else
7 NotAssign;
8end
4.4 Evaluation
Inthissection,wewilreporttheevaluationresultsusingthelarge-scalereal-world
caltracestoverifytheeectivenessforourproposedmethodinreducingenergy
consumptionindatatransferforMCStasks. Werstintroducetwobaselinemethods
andtheparametersettingsforevaluatingEMC3briey.Second,wepresenttwoD4D
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(a)Cals,UsersandFrequentUsers (b)CoveringParticipants
Figure4.3:StatisticsofCBDCalTraces
phonecaltracesandthebasicexperimentsettings.Then,thedetailedevaluation
resultsofEMC3withrespecttothetwobaselinemethodsarepresentedandcompared.
Finaly,basedontheknownmethodsinenergyconsumptionestimation,theEMC3
andotherrelevantschemesarecomparedintermsofenergyconsumptionforMCS
datatransfer.
4.4.1 BaselineMethodsandParameterSettings
Inourevaluation,weprovidetwobaselinemethodswithrespecttoEMC3:
1.Greedy:assigningthesensingtasktoeachnewcalinguser,tiltheexpected
numberofsensedresultsarereturnedandaltheceltowersarecovered.
2.PaceControlbased Method(Pace):leveragingourproposedtaskassign-
mentpacecontrol mechanism.Ifthepacecontrolmechanismdecidesthatfur-
thertaskassignmentisstilneededandthecurrentcalerisnewinthiscycle,
itassignsthesensingtasktothecurrentcaler.
Apparently,Greedymethodisthebaselinewhichcanshowtheupperboundforthe
maximumnumberoftaskassignmentandreturnedresults,itcanalsoprovideground
truthforcoverage.ComparedtotheGreedymethod,thePacemethodcanshowthe
eectivenessofpacecontrolmechanisminreducingtheredundanttaskassignment.
ThecomparisonbetweenEMC3andPacemethodshowstheeectivenessofsub-
optimaltaskassignmentdecisionmakingmechanismindeterminingifthecurrentor
futurecalersarebettercandidatesfortaskassignment,inordertoavoidredundancy
intaskassignments.Inaltheexperiments,wesetthethresholdsPG1=99:99%and
PG2=(99:99%)1=jTWRjforevaluatingEMC3aswelasPacecontrolbasedmethod.
4.4.2 DatasetandExperimentSetups
ThedatasetweuseinthisresearchistheD4Ddataset,whichcontains50,000users'
phonecaltraces(eachcalrecordsincludesuserid,caltime,andceltower)infour
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monthsfromCoted'Ivoire(where2000celtowersareinstaled). Speci caly,the
50,000usersarere-selectedrandomlyfromalthemobileusersevery2weekswith
anonymizeduserids.Thusinthisstudy,weassumethateachMCStasklastsfor
twoweeksaccordingly. Further more,wesplitthe4-monthdatatracesintoeight
two-weekslots,witheachtwo-weekslotcorrespondingtooneMCStask.Andevery
MCStaskexecutes vecycleseveryworkingdayfrom8:00to18:00,witheachcycle
lastingfortwohours(i.e. 8:00-10:00,..,16:00-18:00). Weextractthephonecal
recordsfromtheCBDarea(named\Plateau")andahigh-endresidentialdistrict
(named\Cocody")ofAbidjancity,andusethesetwocaltracesforevaluation:
CBDTraces- AsshowninFig.6.2,the rsttargetregionfortheMCStask
executionisassumedtocontain13celtowersintheCBDofAbidjancity.Foreach
MCStask(two-weekperiod),about2000-3000users1havebeenfoundplacingcals
inthetargetregion. Theseusersareconsideredasthecrowdsensingparticipants.
InordertohavethegroundtruthabouttheCBDregioninD4Ddataset,weshow
thenumberofcals,calingusers,aswelasthefrequentusers(placingatleasttwo
calsinacycle)ineachsensingcycleinFig.4.3a.Becausetheminimumnumberof
frequentusersinthesecyclesis101,wethussettheexpectednumberofreturned
participants(Ne)from30to100.Forcoverage,weshowtheMax/Min/Avg2number
ofallcoveringparticipantsfoundfromthedatasetsineachceltowerpersensingcycle
inFig.4.3b,extractingfromthe4-monthdataset.ItcanbeseenfromFig.4.3bthat
eachceltowercanbecoveredbyatleast3participantspercycle,whichmeansthat
thefulcoverageconstraintissupportedbythegroundtruthoftheD4Ddataset.
ResidentialDistrictTraces- AsshowninFig.4.4a,thesecondtargetregion
fortheMCStaskexecutionisassumedtocontain50celtowersinanupmarket
residentialarea(around40km2)ofAbidjancity. Foreach MCStask(two-week
period),about7000-8000usershavebeenfoundplacingcalsinthetargetregion.
Inordertogetthegroundtruthaboutthecaltraces,weshowthenumberofcals,
calingusers,aswelasthefrequentusersineachsensingcycleinFig.4.4b.Because
theminimumnumberoffrequentusersinthesecyclesis560,wethussettheexpected
numberofreturnedparticipantsNe=250andNe=500respectively.Forcoverage,
weshowtheMax/Min/Avgnumberofalcoveringparticipantsfoundfromthetraces
ineachceltowerpersensingcycleinFig.4.4c.Itcanbeenseenthateachcel
towercanbecoveredbyatleast4participantspercycle,whichmeansthecaltraces
ofResidentialDistrictcanalsomeetthefulcoverageconstraint. Obviously,the
ResidentialDistrictTracescontainmorecalrecordsfrommorepeopleinalarger
area.
1Asareference,thereareabout7.2milioninhabitantsinAbidjan,wherearound75%inhabitants
aremobilephoneusers[91].
2Inthiswork,wename\Max/Min/Avg"as\Maximum/Minimum/Average"inshort.
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(a) Cell Tower Dist ribut ion (b) Calls, Users and Frequent Users
(c) Covering Part icipants
Figure 4.4: Stat ist ics of Abidjan Resident ial Dist rict Call Traces (Best Viewed in
Digital Form)
(a) Task Assignments (b) Returned Part icipants
Figure 4.5: Number of Task Assignments and Returned Part icipants (CBD Traces)
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(a)Ne=40 (b)Ne=100
Figure4.6:NumberofCoveringParticipants(CBDTraces)
4.4.3 PerformanceEvaluation
Inthispart,werstcomparetheperformanceofEMC3,PaceandGreedymethods
intermsofnumberoftaskassignments,numberofreturnedresults,andcoverage;
ThenweuseanexampletoexplainwhytheproposedEMC3outperformsPaceand
Greedymethod.
4.4.3.1 PerformanceComparisonbasedonCBDTraces
InFig.4.5,wepresenttheMax/Min/Avgnumberoftaskassignmentsandreturned
participantsforthethreemethodsunderthesameMCSsetting,whentheexpected
numberofreturnedresultsNeissettovaryfrom30to100basedonCBDTraces.In
ordertoshowthecoverageofthethreemethods,weshowtheMax/Min/Avgnumber
ofcoveringparticipantsineachceltowerunderthesameMCSsettingwithNe=40
and100,respectivelyinFig.4.6.Duetothespacelimit,weonlyselecttheevaluation
resultswithNe=40and100. FromtheevaluationresultsshowninFig.4.5and
Fig.4.6,weobservethat:
TaskAssignments.Fig.4.5ashowsclearlythatEMC3assignsfewertasksto
participantsthanPaceandGreedy.Onaverage,EMC3reduces1%-23%taskassign-
mentscomparedtoPace,anditalsoreduces27%-35%taskassignmentscomparedto
Greedymethod.
ReturnedParticipants. Fig.4.5bshows,evenintheworstcase,al EMC3,
PaceandGreedyareabletocolectsensedresultsfrommorethanNeparticipants.
However,inalthecasesthenumberofreturnedresultsisbiggerthantheexpected
numberNe,eventhoughthenumberofreturnedresultsforEMC3is1%-18%fewer
thanPaceand26%-33%fewerthanGreedyonaverage.FortheGreedyandPace
methods,it'seasytounderstandthatthebignumberofreturnedresultsaredueto
thehighlyredundanttaskassignments.ForEMC3,thereasonforthebignumber
oftaskassignmentandreturnedresultsismainlyduetotheinaccuratecal/mobility
predictionwithlimitednumberofcaltraces.
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(a)Ne=250
(b)Ne=500
Figure4.7:NumberofCoveringParticipants(ResidentialDistrictTraces,Ne=250
and500)
Coverage. Fig.4.6showsthatanyofthe13celtowerscanbecoveredbyat
leastoneparticipantwiththesethreemethods. Specicaly,someceltowershave
moreparticipantsthantheothersinacycle.Interestingly,thedistributionofcovering
participantsindierentceltowersremainsmoreorlessthesamewhenNevaries,
andit'ssimilartothenaturaldistributionofcoveringparticipantsshowninFig.4.3b.
4.4.3.2 PerformanceComparisonbasedonResidentialDistrictTraces
InTable4.1,wepresenttheperformancecomparisonbetweenEMC3andbaselines
usingResidentialDistrictTraces. Wecounttheaverage/minimum/maximumnumber
oftaskassignmentsandreturnedparticipants.ItisobviousthatEMC3outperforms
PaceandGreedy| EMC3reduces8% 18%taskassignmentscomparedtoPace
andreduces24% 36%taskassignmentscomparedtoGreedy;andthenumberof
returnedparticipantsbyEMC3is5% 15%and17% 33%lessthanPaceand
Greedyrespectively.Furthermore,intermsofcoverage,al50celtowersarefuly
coveredbythesethreemethodsineverysensingcyclewithal Nesettings(pleasesee
alsoFig.4.7,wheretheMax/Min/Avgnumberofcoveringparticipantsineachcel
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Table4.1:PerformanceComparisonbasedonResidentialDistrictTraces:EMC3vs
PacevsGreedy
Schemes TaskAssignments ReturnedParticipants
Avg. Min. Max. Avg. Min. Max.
Ne=250
EMC3 446:6 310 979 297:2 250 574
Pace 541.5 387 1015 352.2 262 609
Greedy 703.5 578 1122 445.5 369 714
Ne=500
EMC3 821.4 695 994 507.9 500 574
Pace 887.8 756 1120 535.6 502 714
Greedy 1075.2 967 1194 615.5 536 718
towerunderthesettingofNe=250isshown);andtheobservationaboutthecov-
eringparticipantsdistributionisquitesimilartothatobtainedfromourexperiment
basedonCBDcaltraces.Fromtheaboveevaluationresults,wecanseethatEMC3
performsconsistentlybetterthanthetwobaselineapproachesintermsoftaskassign-
mentwhilealthemethodscanachievethegoaloffulcoverageandcolectingthe
predenednumberofsensedresults,whenthetargetareaandnumberofparticipants
aredierent.
4.4.3.3 CaseStudyandAnalysis
Inordertogain moreinsightsabouttheobservedphenomena,wewouldliketo
showtheactualtaskassignmentprocessusingthethreemethodsandtheResidential
Districtcaltracesinsensingcycle16:00-18:00,on14December2011,whereNeisset
to250.Fig.5.4showstheactualtaskassignmenttracesofEMC3,PaceandGreedy
inthetoppartofthediagram(withthetotalnumberoftaskassignmentsjAkjlisted),
thenumberofcoveredceltowersinthemiddle(jcoverkj),andthenumberofreturned
resultsinthebottom(Rk).FromFig.5.4,wecanobservethedetaileddierences
amongEMC3,PaceandGreedymethods,including:
PacevsGreedy:Inthebeginningofthecycle,bothPaceandGreedymethods
assignsensingtaskstoeachnewcaler/receiver,butPacestopsassigningtasksat16:22
whenonly112participantsreturntheirsensedresultsand46celtowersarecovered.
Obviously,Pacemethoddoesn't makeanyfurthertaskassignmentsiftheassigned
participantsareestimatedtomeettherequirementsofcoveringalceltowersand
colectinganexpectednumberofsensedresults.Greedy,however,stopsmakingnew
taskassignmentat16:39whenatotalof250participantsreturntheirsensedresults
andal50celtowersarecovered.ThePacemethodstops17minutesearlierthan
theGreedymethod,whichcauses233lessredundanttaskassignmentsand141less
unnecessaryreturnedresults.Apparently,it'salduetothepacecontrolmechanism
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Figure 4.8: Task Assignment Process in the Case Study
based on future call/ mobility predict ion.
EM C3 vs Pace: In the beginning of the cycle, also EMC3 assigns sensing tasks
to each new caller/ receiver like Pace, because the number of task assignments is
much lower than the expected number of returned results Ne (250). But with the
number of task assignments and returned results increasing, EMC3 begins to select
only \ frequent callers/ receivers" who have high probability of covering \ desired cell
towers" for task assignment , while Pace cont inues to assign sensing tasks to each
new caller/ receiver unt il the number of task assignments made is est imated to ensure
receiving the expected number of sensed results covering all cell towers. In the case
of Fig. 5.4, Pace stops assigning tasks at 16:22 when 112 part icipants return their
sensed results and 46 cell towers are covered. EMC3, however, stops making new task
assignment at 16:34 when a total of 152 part icipants return their sensed results and
49 cell towers are covered. The EMC3 method stops 12 minutes later but assigns 36
less redundant tasks than Pace. Apparent ly, EMC3 outperforms Pace because of its
decision making mechanism for task assignment , which is based on the predict ion of
call/ mobility for both part icipants with task assigned and future callers/ receivers.
4.4.4 Energy Conservat ion Compar ison
After get t ing the number of task assignments and returned results with EMC3, we
would like to est imate how much energy our proposed EMC3 scheme can save in data
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Table4.2:EnergyConsumptionComputationModels
Schemes EnergyConsumption
3G-basedscheme Ne (12+12)=24Ne
Paralel+3G-basedscheme Ne (3+12)=15Ne
EMC3,PaceandGreedy jAkj3+jRkj3
transfer,comparingtothefolowing3G-basedMCSschemes:
1.3G-basedScheme:receivesthetaskassignmentbyestablishinganew3G
connection,andreturnsthesensedresultsbyestablishinganother3Gconnec-
tion.
2.Parallel+3G-basedScheme:receivesataskassignmentwhentheparticipant
placesaphonecalthroughparaleldatatransfer,andreturnsthesensedresults
byestablishinganew3Gconnection.
Becausenoredundanttaskassignmentisneededtocolectsensedresultswiththe
abovetwoschemes,wethusassumethatonlyNeparticipantsfromthe13celtowers
areselectedtoperformtheMCSsensingtask.Basedontheliterature[92]aboutthe
mobilephoneenergyconsumptionestimationmethod,wemodeltheoveralenergy
consumptionindatatransferforMCStasksbyusingtheformulaslistedinTable4.2.
HeretheenergyconsumptionestimationisbasedonthesettingofNokiaN95and
thesimpleassumptionthatthedatapacketsfortaskassignmentorsensedresultsare
smal(lessthan10KBeach).ConsideringtheMCSapplicationssuchasairquality
monitoringandenvironmentnoisemonitoring,thisassumptionisreasonableandthe
energyestimatedusingtheformulacouldserveasareferenceforcomparisonpurpose.
Table4.3showseachscheme'saverageenergyconsumptionpersensingcyclewith
variedNesettingsforbothCBDandResidentialDistrictTraces.Ascanbeseenfrom
Table4.3,EMC3cansave43%-68%energyonaverage,comparedtothe3G-based
scheme;Itcansave8%-48%energycomparedtotheParalel+3G-basedscheme.
Tilnowweareassumingthatthenumberofexpectedsensedresultsissmal,ifthe
MCSapplicationneedstorecruithundredsofparticipantsandcolectsenseddatafor
manycyclesaday,thenthetotalenergysavingwouldbesigni cant.Interestingly,if
wecomparetheEMC3,Pace,GreedywiththeParalel+3G-basedscheme,wecansee
thatEMC3outperformsaltheotherschemesinaltheconditions,buttheGreedy
methodconsumesmoreenergythantheParalel+3G-basedschemewhenNe<50
(usingCBDtraces).Insummary,altheaboveevaluationandanalyticalresults
showtheeectivenessofEMC3inreducingtheenergyconsumptionindatatransfer
forbothindividualandal MCSparticipants.
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Table4.3: Energy Consumption Comparison: 3G-basedvsParalel+3G-based
(P+3G)vsEMC3vsPacevsGreedy
Ne 3G(J) P+3G(J) EMC3(J) Pace(J) Greedy(J)
CBDTraces
30 720 450 412.55 416.47 629.77
40 960 600 489.64 506.36 679.33
50 1200 750 548.57 594.95 751.11
60 1440 900 592.20 679.57 831.69
70 1680 1050 634.71 766.97 910.92
80 1920 1200 682.34 850.90 991.24
90 2160 1350 737.41 931.62 1068.25
100 2400 1500 801.48 1013.90 1142.43
ResidentialDistrictTraces
250 6000 3750 2231.4 2681.1 3447
500 12000 7500 3897.9 4270.2 5072.1
4.4.5 Real-timePerformanceAnalysis
Asthedecisionfortaskassignmentshouldbemadeimmediatelywhenapartici-
pantplaces/receivesaphonecal,inthissectionwewouldliketoinvestigateifthe
proposedEMC3algorithmcanbeexecutedinthereal-timesetting.Thus,we rst
computeEMC3'sresponsetime|i.e.,thedurationfromtheinitialofacal(from/to
aparticipantinthetargetregion)tothetimewhenthedecisionoftaskassignmentis
made;andthen,basedonthecomputedresponsetime,weestimateEMC3maximum
throughput[93]|i.e.,themaximumnumberofmobileusersalowedintheMCSsys-
tem. WecarryoutexperimentsusingacommonlaptopwithanIntelCorei7-2630QM
Quart-CoreCPUand8Gmemory. EMC3algorithmisimplementedwiththeJava
SEplatformandisrunningonaJavaHotSpot(TM)64-BitServerVM.
Inordertocomputetheresponsetimeandmaximumthroughputintherealistic
deploymentcondition,webuildanEMC3simulatorconsistingoftwophases:
1.Filter- Whenamobileusermakes/receivesaphonecal,thesystemchecksif
thecalismade/receivedinthetargetregionandiftheuserisinthelistofMCS
participants;andaltheseoperationsareimplementedasasimpleDBquery
basedonanembeddeddatabase.Inthisphase,EMC3identiesparticipants
inthetargetregionfromalcals;andifthecalinguserisnotaparticipant
orthecalisnotmade/receivedinthetargetregion,thenEMC3 ltersoutthe
callimmediately.
2.Process-Givenaparticipantmaking/receivingaphonecal,thisphaseexecutes
theEMC3three-steptaskassignmentdecisionmakingalgorithmtodecideifthe
participantshouldreceiveataskassignment.
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Table4.4:EMC3AverageResponseTimeandtheEstimatedMaximumThroughput
ResponseTime(10 3sec.) Max.Throughput(cals/sec.)
Ne lter process lter process
CBDTraces
30 0.0076 1.7795 131578.95 561.96
40 0.0078 1.9925 128205.13 501.88
50 0.0079 2.6816 126582.28 372.91
60 0.0080 3.1746 125000.00 315.00
70 0.0080 3.9928 125000.00 250.45
80 0.0080 5.0457 125000.00 198.19
90 0.0080 5.9189 125000.00 168.95
100 0.0080 6.9771 125000.00 143.33
ResidentialDistrictTraces
250 0.0413 268.2682 24213.08 3.73
500 0.0417 475.6196 23980.82 2.10
Table6.1presentstheaverageresponsetimeandtheestimatedmaximumthroughput
inbothphasesbasedondierentcaltracesandMCStasksettings.EvenwhenEMC3
isusedtomonitortheResidentialDistrict,itonlyspendsaveragelynomorethan
0.0417miliseconds3inthe\lter"phase,whichmeansEMC3isabletohandle23980
calseverysecond.Asareference,accordingtotheD4Ddataset4,weestimatethere
areapproximately1800calsmade/receivedbyal mobilephoneusersfromthewhole
Coted'Ivoireeverysecond.Furthermore,EMC3requiresaveragely0.475secondsto
completethethree-steptaskassignmentdecisionmakingprocessusingtheResidential
DistricttraceswhereNe=500,whichmeansEMC3isabletomakedecisionfor2.1
incomingcalsfromMCSparticipantseverysecondunderthegivencondition,where
Paceonaveragerequires0.076secondstocompletethetaskassignmentdecision
makingprocessandisabletohandle13incomingcalspersecondunderthesame
setting. Asareference,eveninthebusiesttimeslot(i.e.,10:00-12:00inworking
days)ofResidentialDistrict,thereare0.77calsaveragelymade/receivedbyMCS
participantseverysecond.Alaboveestimationshowsthat,withahigh-performance
serverEMC3caneasilysupportanlargertargetregionthaneitherCBDareaor
ResidentialDistrictinreal-time;andtheresponsetimeofEMC3canbecontroledto
acertainvalueifeachserverisinchargeofaxedgeographicalarea.
3Thetimeconsumedincommunicationandnetworkinghasnotbeentakenintoaccounthere;
becauseactualyEMC3isassumedtobedeployedontelecomoperator'snetwork.
4D4Ddatasetcontainscaltracesof0.3%randomly-samplednationwidemobilephonepopulation;
andtheaveragenumberofcalspersecondinD4Ddatasetis5.4cals/sec.Thus,weestimatethe
theaveragenumberofcalspersecondas5.4/(0.3%)=1800cals/sec.
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4.5 Discussion
Inthissection,wediscussissueswhicharenotreportedoraddressedinthiswork,
thesecouldbeaddedtoourfuturework.
ColdStartProblem:Inthe rstdayofanMCStask,astherearenohistorical
calrecordsduetotheprivacyconsideration,thepredictionforfrequentcalersand
futuresurercandidateswon'tbeaccurate.ThusEMC3hasthe\coldstart"problem
whichmakesitperformthesameasPacemethodinsensingcyclesofthe rstday,
gradualywiththeaccumulationofhistoricalcalrecords,EMC3performsbetterand
better.Thedetailedevaluationresultsarenotreportedhereduetospacelimit,but
wilbereportedinfuturework.
PredictionandParameterAdaption:AstheperformanceofEMC3depends
onthepredictionaccuracyofcal/mobilitypredictionandtheparametersettingused
inthealgorithm,inthisstudywecurrentlyuseasimplepredictionalgorithmand
a xedsetofparametersettinginalthesensingcycles,infutureworkweplan
tostudyadaptivetaskassignmentpacecontrolanddecisionmakingstrategies,and
designadvancedcal/mobilitypredictionmethods.
SensingCoverage: DuetothelimitationoftheD4Ddataset,wecanonly
measureone'scoverageattheceltowerlevel;andtheceltowerstraversedbyusers
betweentwocalsarenotaccessibleinthiswork.Apparently,iftheuser'smobility
tracescanbeobtainedcontinuouslyatnegranularity,wemightconsiderthecoverage
ofusersmoreprecisely.
Aggregating MultipleEnergy-e cient Strategies:Inadditiontopiggy-
backing3Gdatatransferover3Gcalsordatapackets,otherdatatransfermethods,
e.g.,transferringdataviaWiFi/Bluetooth,alsoconsumeslessenergyindatatransfer,
comparedtocommon3G-basedsolutions.Besides,thereexistawiderangeoftech-
niques,suchasadoptinglow-powerconsumptionsensorsorenergy-ecientsensing
techniques,thatcansaveenergyintheMCStasks.Inourfuturework,weintendto
studyanintegratedMCSframeworkaggregatingmultipleenergy-savingstrategiesto
minimizetheenergyconsumptioninaholisticmanner.
EnablingUltra-largeScaleCrowdsensing:Theevaluationresultshowsthat
EMC3isabletohandlealargearea{withtensofceltowersinstaledandthousands
ofparticipantsmaking/receivingphonecals{inthereal-time,whilesecuringthedata
colectionfromhundredsofparticipantsandunderthefulcoverageconstraint. When
nationscalecrowdsensingisneeded,wecanjustdividethewholenationintomultiple
sub-areasanddeploymultipleEMC3serverstomanageeachsub-areacolaboratively.
Apparently,inthisway,EMC3canscaleeasilywithoutperformanceissues.
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CrowdRecruiter:SelectingParticipantsforPiggybackCrowdsensingunder
ProbabilisticCoverageConstraint
5.1 Introduction
InthisChapter,weintroduceourthirdMCSframeworkCrowdRecruiter,whichis
dierentwithEEMC(introducedinChapter3)andEMC3(introducedinChapter4)
infolowingways:
• ProbabilisticSensingCoverage- WhileEMC3isdesignedtocolectsensed
resultsfulycoveringthetargetregion,CrowdRecruiterusesanovelsensing
coveragemetricsnamelyProbabilisticCoverage.FormanyMCSapplications,
suchasenvironmentmonitoring,fulcoverageisnotalwaysrequired.Itisoften
su cienttoensureahighratioofspatialcoverageinaspeciedtimeframeand
getanideaofthesituationsinmostplacesthatpeoplefrequentlyvisit.Thus,
giventhetargetregionconsistingofasetofsubareas,CrowdRecruiteraimsto
colectsensedresultscoveringapredenedpercentageofsubareas.
• One-cal-basedPiggybackCrowdsensingMechanism- Energyconsumptionis
knowntobeoneofthekeyfactorscompromisingtheuser'swilingnessforMCS
taskparticipation. WhileEEMCandEMC3adoptatwo-cal-basedMCSmech-
anismforenergy-e cientMCSdatatransfer,CrowdRecruiterleveragesPiggy-
backCrowdsensingTaskModelproposedin[18],wheretheenergyconsumption
causedbyMCSdatatransfer,sensingandcomputingcanbereducedbypiggy-
backingMCSsensing,computinganddatatransferjobsoverthesmartphone
appopportunities.Itisshownin[19,86]thatsensingtheairqualityandup-
loadingsensedresultsinparalelwitha3Gcalcanreduceabout75%ofenergy
consumptionindatatransfercomparedtothe3G-basedsolution,whilepiggy-
backsensingschemecansignicantlyreducetheenergyconsumedbysensors
andmicroprocessorswhenperformingMCStasks[18].
• ParticipantRecruitment- WhileEEMCandEMC3decideiftoassignan
MCStasktoeachmobileuserduringtheMCSprocess,CrowdRecruiterintends
torecruitagroupofparticipantsfromalvolunteeringmobileusers,priorto
theMCSprocess,whereeachrecruitedparticipantisrequiredtojoininal
sensingcyclesofthewholeMCSprocess.Further,assumingthateachrecruited
participantispaidanequal-mountofincentive,CrowdRecruiterneedstoselect
aminimalnumberofparticipantswhileensuringapredenedpercentageof
subareasbeingcoveredbytheselectedparticipantineachsensingcycle,in
ordertominimizetheoveralincentivepaymentundertheprobabilisticcoverage
constraint.
ToshowthekeyconceptsandideasofthePCSapplicationswithCrowdRecruiter,a
motivatingexampleisgivenasfolows.
AnenvironmentNGOplanstomonitortheairqualityforcitizensinAbidjanCity,
Coted'Ivoire,updatingtheairqualityindexeveryhourduringdaytime. Withthehelp
ofatelecomoperator,theNGOmakesanagreementwitharound5000smartphone
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users,whoarewilingtobeselectedforanone-week-longairqualitysensingtrialand
instal aPCSapplicationontheirownsmartphones. Thereare131celtowersin
theAbidjandowntownareaasshowninFig.6.2. Forthepurposeofthistrialwe
divideeachworkingdayinto10sensingcycles(08:00{18:00)andeachsensingcycle
lastsforonehour.Inordertominimizethetotalcostofthecrowdsensingtaskwhile
ensuringthesensingqualityfortheoneweektrial,NGOhopestoselectaminimalset
ofusersfromthe5000candidates,whoareabletoplace3Gcalsat90%ofthe131
celtowersineachsensingcycle.Insuchaway,eachselectedmobileusercouldsense
theairqualityanduploadtheairqualityinformationoftheceltowerwhenthe3G
calisplacedatcertainceltower,andthecombinedsetofuserscancover90%ofthe
131celtowersinalsensingcycles.Tofacilitatetheselectionoftheminimalsetof
users,oneweek'scalandmobilityrecordsofthe5000candidates(includingthetime
stampandceltowerIDforeachcal)beforethetrialaremadeavailableforNGO
bythetelecomoperator.Aftertheminimalsetofmobileusersareselectedaccording
totheirhistoricalcal/mobilitytraces,eachselectedparticipantwouldreceiveaxed
sumofincentivesfromNGOandactivatethePCSapplicationontheirmobilephones.
ThePCSapplicationwiththePCStaskengine[18]wilsenseanduploadairquality
datawhentheparticipantplacesa3Gcalatanewceltowerineachone-hourtime
framethroughoutthetrialperiod. Withthepiggybackingmechanism,eachparticipant
isexpectedtoconsumeasmal amountofenergyforthePCStask,andthetotal
incentivecostforthewholePCStaskisalsomaintainedminimal.
Notethat,intheconsideredusecaseandtherestofthiswork,weuseceltowers
asthecoveragemetrics,primarilyduetotworeasons: 1)TheceltowerIDsof
mobilephonesareaccessibleincallogs,eventhoughtheceltowerisnottheright
coveragemetricsfor manyMCSapplications,themobilephonecallogswithcel
towerascoveragemetricscanbeusedtoilustratethecoreideaofhandlingcoverage
constraintprobleminMCSapplications;2)ForMCSapplications,suchasurbanair
qualitymonitoring,coveringahighpercentageofceltowersinagivenregionensures
thatthemostpartofthegivenareaismeasured,eventhoughthesampledgranularity
intermsofceltowermaynotbethebestchoice.Ifitcouldbecharacterizedmore
precisely,theproposedapproachcouldbeeasilyadapted.
Fromtheaboveusecase,itcanbeseenthattheobjectiveoftheresearchworkis
toselectaminimalsetofparticipantsforthePCStaskwhileensuringapredened
celtowercoverageineachsensingcycle,withfolowingtwoassumptions.
1.Onlytheselectedparticipantsareinvolvedinthesensinganduploadingtask.
Themobiledeviceofeachselecteduserperformssensinganddatauploading
taskonlywhentheparticipantplaces(makes/receives)a3Gcalatanewcel
towerineachsensingcycle.
2.AlthemobileusersagreedtoparticipateinthePCStaskmaketheirhistor-
icalcal/mobilitytracesavailabletofacilitatetheparticipantselection. Only
thehistoricalcaltracesintherecentweekareprovidedtoNGO,whileother
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Figure5.1:CelTowersintheDowntownofAbidjanCity
personalinformationisonlyknowntothetelecomoperator.
Inordertosolvetheaboveresearchproblem,thereareatleastthreechalengesin
thePCSsystemdesign:
1) Estimatingthespatialcoverageprobabilityofselectedparticipants
basedontheircall/mobilitytracesineachsensingcycle.Sinceweonlyhave
user'shistoricalcalactivitiesandmobilitytraces,andthecal/mobilitypatternwil
changeinthePCSdeployment week,wethushaveto ndawaytopredictthe
cal/mobilitypatternofeachselecteduseraccurately.Evenwithinaccuratepredic-
tionresults,weneedfurthertocharacterizethespatialcoverageprobabilityofeach
participantandestimateifthejointspatialcoverageofasetofselectedparticipants
meetsthepredenedprobabilitythreshold.
2)Loweringthecomplexityandincreasingthespeedofsearchforthe
minimalsetofparticipantsmeetingtheprobabilisticcoveragerequirement.
Abrute-forceapproachforsearchingtheminimalsetofparticipantsistoenumerate
althepossiblecombinationsfrom1tokparticipants(outof5000users),wherekis
theminimalnumberthatensuresthatoneofthecombinedsetwithkparticipants
couldmeettheprobabilisticcoverageconstraintineachsensingcycle.Thissearch
problem,however,isNPhardinnature[94]. Thusitisnecessarytodevelopa
fastapproximationalgorithmtondanear-minimalsetofparticipantsmeetingthe
coverageconstraint.
3) Settingtheuserselection metricsandstoppingcriterionforthe
near-optimalparticipantsetsearch.Acommonapproachtosearchforthenear-
minimalsetofparticipantsisthegreedyalgorithm[94].Firstthebestuseraccording
toacertaincoveragemetricisselectedintothesolution.Thenonemoreuseroutof
theunselectedcandidatesiscombinedwiththealreadyselectedparticipants.Among
althecombinations,thesetwiththehighestcoveragemetricsisselectedasthebest
set.Ifthelowestcoverageprobabilityofthebestsetacrossalsensingcyclesislarger
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thantherequiredthreshold,thenear-minimalsetofparticipantsisfoundandthe
participantselectionprocessterminates.Otherwise,anotheruserneedstobeadded
totheselectedsetuntiltheabovelowestcoverageprobabilityconditionholdstrue.
However,howtocombinethecoverageprobabilityof multipleusersandmeasure
whichusersethashighercoverageprobabilityareno-trivial,asthesemetricsmight
aectwhichuserwilbeselectedaspartoftheparticipantsetandthusdetermine
howmanyuserswilbeincludedinthe nalparticipantset.
Withtheabovementionedresearchobjectiveandchalenges,themaincontribu-
tionsofthisworkare:
1) Weformulatetheproblemofselectingminimalnumberofparticipantsinpiggy-
backcrowdsensing(PCS)underprobabilisticcoverageconstraint,withconsideration
ofbothtotalenergyconsumptionandincentivespaidinaPCStask.Tothebestof
ourknowledge,thisisthe rstworkaddressingtheparticipantselectionissueinthe
contextofPCS,whereweselectparticipantsaccordingtotheirhistoricalcal/mobility
patternandleveragingthecalopportunitiesofmobileuserstosenseanduploaddata
forcrowdsensingtask.
2)Inordertoselecttheminimalsetofparticipantsunderthecoverageconstraint,
weproposeatwo-phaseparticipantselectionframeworknamedCrowdRecruiter.It
takesanovelapproachtomeasurethecoverageprobabilityof multipleusersasa
combinedsetandselectstheminimalsetofparticipants.Theoreticalanalysisshows
thattheproposedapproximationalgorithmcanachieveglobalynear-optimalitywith
lowcomputationalcomplexity.
3) WeevaluateourproposedalgorithmswiththerealworlddatasetD4D1[15],
whichcontains4-monthcalrecordsof50,000usersfromCoted'Ivoire. Weverify
thattheproposedalgorithmperformsbetterthanthreebaselineapproaches,usingthe
calrecordsoftwoseparateregionsinAbidjan.Specicaly,CrowdRecruiterselects
10.0%-73.5%fewerparticipantsonaveragethanthebaselineapproaches,underthe
samecoverageconstraint.
5.2 CrowdRecruiter:SystemOverview
Inthissection,weformulatetheparticipantselectionprobleminCrowdRecruiterand
describetheproposedframeworktosolvethisproblem.
5.2.1 ParticipantSelectionProbleminCrowdRecruiter
AsPCShasprovidedanenergy-e cienttaskmodel,theprimaryobjectiveofCrow-
dRecruiteristominimizetotalincentivepaymentswhilemeetingapredenedcov-
erageconstraint.Intheproposedmodel,aPCStaskmayrunoveraperiodoftime
(e.g.,aweek)andconsistofmultiplesensingcycles,suchas10one-hourcyclesper
dayfrom08:00{18:00. Weconsiderthataceltowertiscoveredinasensingcycle
1D4DDataset| http://www.d4d.orange.com/en/home
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Figure5.2:TheCrowdRecruiterFramework
iifaparticipantplacesacal attini. Notethatifaparticipantplacesmultiple
calsatdierentceltowersini,altheseceltowersaresaidtobecoveredini.
ThusthegoalforCrowdRecruiteristoselectaminimalnumberofparticipantsfrom
asetofvolunteeringmobileusers,giventheirhistoricalcalandlocationtraces,in
ordertomeetthespatial-temporalcoverageconstraintthatspeciesthepercentage
ofcoveredceltowersinthetargetareashouldbeequaltoorgreaterthanacoverage
thresholdduringalsensingcycles. Withthesedenitions,weformalyformulatethe
participantselectionprobleminCrowdRecruiterasfolows.
GivenasetofvolunteeringmobileusersU,atargetareaconsistingofasetof
celtowersT,thecaltracesofalusersinU(includingthetimestampedcalsand
associatedceltowers),wedenoteSasthesetofparticipantsselectedfromU(i.e.,
S U),andci(S)asthesetofceltowersbeingcoveredintheithsensingcyclebyS.
TheproblemisthentondSasasubsetofU,withtheobjectiveto
minimizejSj;subjecttojci(S)jjTj Ratioand0 i<N
whereNisthetotalnumberofsensingcyclesforthePCStask.Itisworthnoting
thatwecannotforeknowwhenandwhereaparticipantwilplaceaphonecalduring
thePCStask(i.e.,ci(S)isunknownwhenweselectparticipants).Thuswedecompose
theparticipantselectionproblemintotwosub-problems:cal/mobilityprediction,and
participantselectionbasedontheprediction.
5.2.2 Overal DesignofCrowdRecuiter
CrowdRecruiterfolowsacentralizedparticipantselectionapproach,whereacentral
servercolectsandstoresthevolunteeringmobileusers'historicalcaltracesinthe
targetarea,andtheserverselectsparticipantsfromalvolunteeringmobileusers
beforethePCStaskexecution. Onlyselectedparticipantsarerequestedtoperform
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sensingtasksandreturnsensedresultsineachsensingcycle.Consideringthetwosub-
problemsinparticipantselection,weherebyproposeatwo-phaseapproach. Given
thehistoricalcaltracesofalusers,therstphasepredictseachuser'scal/mobility
duringthePCStask;andthesecondphaseselectsparticipantsbasedontheprediction
results.TheframeworkisshowninFig.5.2andworksasfolows.
PhaseI-DataPreparationandUserCal/MobilityProling.Giventhecaltraces
ofalvolunteeringmobileusers,thisphasecomputesthecal/mobilityproleofeach
user{i.e.,probabilityofeachuserplacingatleastonecalataparticularceltowerin
agivensensingcycle.Specicaly,CrowdRecruitercomputestheproleofeachuser
withfolowingtwosteps:
• MappingCal/MobilityTraces- Giventhehistoricalcal/mobilitytraces
ofal users,thisstepmapseachuser'shistoricalcal/mobilitytracesontoN
sensingcycles.Thenitcounts u;i;t{theaveragenumberofcalsplacedbyeach
user(u2U)ateachceltower(t2T)ineachsensingcycle(0 i<N);
• PredictingeachUser'sCal/Mobility- Given u;i;t,thisstepestimates
Pi;t(u){theprobabilityoftheuser(u2U)placingatleastonecalateachcel
tower(t2T)duringeachsensingcycle(0 i<N).
PhaseII-IterativeParticipantSelectionProcess.Giventhecal/mobilityprole
ofeachuser,weproposeaniterativeprocesstoselectparticipantsincrementaly:
•Thealgorithmrstpicksupthesingleuserhavingthemaximalutilityamong
alvolunteeringusersandselectsthatuserintothesolution,wheretheutility
isdenedformalyinthenextsection;
•Thealgorithmthenselectsanunselecteduserhavingthemaximalutilitywhen
combingwiththeselectedusersandaddsthatuserintothesolution;
•Thealgorithmkeepsselectingandaddingnewparticipantsuntiltheselected
participantscouldcoverapredenedpercentageofceltowersineverysensing
cycle.
Specicaly,aniterationconsistsoffolowingthreesteps:
• Utility-basedSelection- Giventhefulsetofvolunteeringusers(U)and
thesetofselectedparticipants(S),thissteprstcombineseachunselecteduser
(8u2UnS)withtheselectedparticipantsinordertogenerateacombinedset{
i.e.,fug[ S;8u2UnS;seconditcalculatestheutilityofeachcombinedset
(i.e.,Utility(fug[S));andthenitselectsthecombinedsethavingthemaximal
utilityandkeepsitasthenewlyselectedsetofparticipantsfornextiteration.
• CoveringProbabilityVectorCalculation- Giventhecombinedset(e.g.,
fug[S)havingthemaximalutility,thisstepcomputesavectorofprobabilities,
whereeachelementofthevectoristheprobabilityofthecombinedsetmeeting
thepredenedcoverageratioinaspecicsensingcycle.
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• StoppingCriterion- Giventhevectorofprobabilitiesbasedonthecombined
setwiththemaximalutility,thisstep rst ndstheminimalprobabilityin
thevectorandcomparestheittoagivenstoppingthreshold.Iftheminimal
probabilityisgreaterthanorequaltothestoppingthreshold,itreturnsthe
combinedsetasthe nalselectedusersetofthealgorithm. Otherwiseituses
thecombinedsetastheselectedparticipantsandstartsnextiteration.
5.3 CoreAlgorithmsofCrowdRecruiter
Inthissection,weintroducethecorealgorithmsofCal/MobilityPrediction,Utility
CalculationandCoveringProbabilityVectorEstimation.
5.3.1 Cal/MobilityPrediction
AssumingthecalsequencefolowsaninhomogeneousPoissonprocess[87],theprob-
abilityofauserutoplacenphonecalsatceltowert(t2T)insensingcycle
i(0 i<N)canbemodeledas:
pi;t(u;n)= nu;i;t e u;i;t=n! (5.1)
where u;i;treferstothePoissonintensity,whichisestimatedastheaveragenumber
ofcalsthatuhasplacedattinthehistoricaltracescorrespondingtothesensing
cyclei.Forexample,toestimate u;i;tforsensingcycleifrom08:00to09:00,wewil
counttheaveragenumberofcalsplacedbyuattduringthesameperiod08:00-09:00
inthehistoricalrecords.Therefore,wecanestimatetheprobabilityofuseruplacing
atleastonecalduringithroughtasEq.5.2.
Pi;t(u)=
+1X
n=1
Pi;t(u;n)=1 e u;i;t (5.2)
5.3.2 UtilityCalculationofEachCombinedSet
Giveneachcombinedset(S[fug)ofparticipants,thisalgorithmcomputestheutility
ofthecombinedset(Utility(S[fug)).Specicaly,wedenetheutilityofacombined
setastheexpectationofceltowersbeingcoveredbythecombinedsetinalsensing
cycles. Wecomputetheutilityas:
Utility(S[fug)= X
0 i<N
X
t2T
Qi;t(S[fug); (5.3)
whereQi;t(S[fug)referstotheprobabilityofagivenceltowertbeingcoveredby
thecombinedsetduringsensingcyclei,andtheprobabilityisestimatedas:
Qi;t(S[fug)=1
Y
82S[fug
(1 Pi;t()) (5.4)
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Giventheutilityofeachcombinedset,CrowdRecruiterpicksthebestsethaving
themaximalutilityandcontinuesfornextiterationuntilthestoppingcriterionis
met.OurtheoreticalanalysisinAlgorithmAnalysissectionshowsourapproach's
approximationtoanoptimalsolution.
5.3.3 CoverageProbabilityVectorCalculation
Giventhecombinedset(S[fug)withthemaximalutility,thisalgorithmcomputes
avectorofprobabilities,whereeachelementofthevectoristheprobabilityofat
leastapredenedpercentage(Ratio)ofceltowersbeingcoveredby(S[fug)inthe
correspondingsensingcycle.Eq.5.5givestheformulatoestimatetheprobabilityat
theithsensingcycle.
COVi(S[fug)=
jTcjX
Tc T
Y
8t2Tc
Qi;t(S[fug)
Y
8t02TnTc
(1 Qi;t0(S[fug))
(5.5)
where =djTj Ratioereferstotheminimumnumberofceltowersthatshouldbe
coveredineverysensingcycle,TcisasubsetofT,referringtoacombinationofcel
towersthatshouldbecovered(i.e.,jTcj ). Consideringthecomputationalcom-
plexityofEq.5.5,weintroduceanalgorithmtoreducethecostinAppendixA.2.1.
5.3.4 AlgorithmAnalysis
Inthissection,weanalyzetheproposedalgorithms.First,weproposeabruteforce
approachthatcan ndoptimalsolutiontotheparticipantselectionproblem. Sec-
ond,weanalyzethetimecomplexityofgettingtheoptimalsolutionusingthebrute
forceapproach.Finaly,weshowhowtheproposedalgorithmcouldapproximatethe
optimalsolutionbutwithlowcomputationalcomplexity.
Intuitively,itiseasytothinkofabruteforceapproachasfolows.Supposethere
existsanalgorithm,givenanumberk jUj,beingcapableofenumeratingalpossible
combinationsofkusersandfurther ndingthecombinationSkwiththemaximal
coverageofceltowersinalsensingcycles. Giventhisalgorithm,anidealsolution
istorunthisalgorithmfromk=1;2;3:::,untilitndsSk0makingapredened
numberofceltowersbeingcoveredineachcycle.TheresultingSk0shouldbethe
optimalsolution.
Itis,however,impossibletogettheoptimalsolutionusingthebruteforceap-
proachinpolynomialtime. Thetotalnumberofk-usercombinationsinsideUis
jUj!
(jUjK)!k!,whichgrowscombinatorialywhenthenumberofusers(jUj)increases.
Forexample,therearetotaly3:0 e+64combinationsforpicking50usersfrom1000
users.Thusweneedasolutionthatapproximatestheoptimalresultbutwithlow
computationalcomplexity.
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Table 5.1: Number of Selected Part icipants (CR. refers to CrowdRecruiter in all
Tables and Figures)
(a) B U SI N ESS Region
Task CR. M axMin MaxCom M axCov
Rat i o = 95%
1 523 601 810 1309
2 510 576 822 1266
3 414 475 748 2130
4 704 753 1424 1965
av g. 537.8 601.3 951 1667.5
Rat i o = 85%
1 261 289 413 525
2 257 274 390 454
3 198 255 379 455
4 318 354 506 822
av g. 258.5 293 422 564
(b) R ESI D EN T I A L Region
Task CR. M axMin MaxCom M axCov
Rat i o = 95%
1 501 598 911 2112
2 512 638 714 2251
3 508 624 768 1701
4 500 631 631 1576
av g. 505.3 622.8 756 1910
Rat i o = 85%
1 257 315 373 585
2 261 326 345 717
3 268 320 355 618
4 243 350 275 551
av g. 257.3 327.8 337 617.8
(c) M ERG ED Region
Task CR. MaxM in M axCom MaxCov
Rat i o = 95%
1 766 859 1239 2368
2 753 818 1113 2385
3 688 760 1109 2479
4 898 1012 1703 2537
av g. 776.3 862.3 1291 2442.3
Rat i o = 85%
1 320 419 547 902
2 329 348 599 892
3 285 305 465 959
4 353 437 620 1236
av g. 321.8 377.3 557.8 997.3
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TheproposedCrowdRecruiterapproachadoptsasimpleiterativeprocessbased
onGreedyAlgorithms.Intheworstcase,thealgorithmrunsjUj (jUj+1)=2iter-
ations(alusersbeingselected),inordertogetthesolution.Inthebestcase,the
algorithmneedstorunjUjiterations(i.e.,selectingasingleusermeetingthegoal).
Further,theutilityfunctionwedenedisanon-negative/non-decreasingsubmodular
setfunction(proofinAppendixA.2.2). Accordingtothetheoryofsubmodular
functionmaximization[95],thisgreedyparticipantselectionprocessgetsaNear-
Optimalsolutioninmaximizingtheutilityfunctionwithaconstanterrorbound.
SupposeSkcisthek usercombinationselectedbyCrowdRecruiterandSk0isthe
optimalsolutionhavingthemaximalutilityamongalk usercombinations.There
existsUtility(Skc) (1 1=e)Utility(Sk0) 0:63Utility(Sk0)[95].Asareference,
supposingouralgorithmhasselected10userswiththeexpectationofcovering63
celtowers,theoptimalsolutionamongalenumerated10-usercombinationscould
covernomorethan100celtowersinexpectation.Inthisway,whenCrowdRecruiter
ndsasetofusersbeingabletomeetthepredenedcoverageratioinalsensing
cycles,thesetofusersshouldbenear-minimal.Forthetheoreticaltreatmentofthis
approximation,thereadersareencouragedto ndmoredetailsin[94].
5.4 Evaluation
Inthissection,wereporttheevaluationresultsusinglarge-scalereal-worldcaltraces
toverifytheeectivenessofCrowdRecruiter'sparticipantselectionalgorithmsfor
PCStasks. We rstintroducethreebaselinemethodsforevaluation.Thenwepresent
threeD4Dphonecaltracesandthebasicexperimentsettings.Finaly,thedetailed
evaluationresultsofCrowdRecruiterwithrespecttothethreebaselinemethodsare
presentedandcompared.
5.4.1 BaselineMethods
Inourevaluation,weprovidethreebaselinemethodswithdierentutilityfunctions
fromCrowdRecruiter,butalofthemsharethesameiterationprocessandstopping
criterion.
1. MaxMin- Giveneachcombinedset(fug[S),MaxMincomputestheutilityas
theminimumprobabilityamongalsensingcycles,i.e.,min0 i<NfCOVi(fug[
S)g.MaxMinthenpicksthecombinedsetwithmaximumutilityastheselected
setineachiteration.Intuitively,theMaxMinalgorithmtriestomaximizethe
minimalprobabilitywhenaddingthenextparticipanttotheselectedsetinorder
tomaketheproposedstoppingcriterionbeingachievedasfastaspossible.In
asense,MaxMinmethodaimstoselecttheminimalnumberofparticipantsby
improvingtheminimalcoverageprobabilityoftheselectedsetineachiteration,
whileCrowdRecruiterintendstoachievethesameobjectivebyimprovingthe
overalcoverageprobabilityoftheselectedsetineachiteration.
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2. MaxCom- ThebasicideaofMaxComistoselectthenextparticipantwho
bestcomplementswiththeselectedsetofparticipantsintermsofcoverageprob-
ability.Giventheselectedusersandunselectedusers,MaxCom rstcomputes
thedierencebetweenthepredenedprobabilisticcoverageandthecoverageof
selectedusers,obtaininganerrormatrixcorrespondingtouser'scal/mobility
prole.SubsequentlytheMaxComalgorithmselectstheunselecteduserhav-
ingthemostsimilarcal/mobilityproletotheerrormatrix.FinalyMaxCom
combinestheuserwiththeselectedusersasthecombinedsetforfurthercom-
putation.MaxComisimplementedbasedontheideaproposedby[33].
3. MaxCov- ThebasicideaofMaxCovistosimplyselectthenextparticipant
whocoveredthemostceltowersinthehistoricalcaltraces,amongalthe
unselectedmobileusers.
5.4.2 DatasetandExperimentSetups
ThedatasetweusedinevaluationistheD4Ddataset[15],whichcontains50,000
users'phonecaltraces(eachcalrecordsincludesuserid,caltime,andceltower)
fromCoted'Ivoire. Altheseusersarere-selectedrandomlyevery2weekswith
anonymizeduserids.Thusinthisstudy,wedesignexperimentsbasedonsuchtwo-
weekperiods.Thecaltracesinthe rstweekwereusedforparticipantselection,and
wesimulatedthespatial-temporalcoverageofselectedparticipantsusingcaltraces
inthesecondweek.Specicaly,weextractthecaltracesoftwoconnectedregions
infourtwo-weekperiodsandbuildthefolowingthreedatasetsforourevaluation:
• BUSINESS- acommercialcenterofthecitywhere86celtowershaving
beeninstaledandaround7945-8799mobilephoneusersplacingphonecalsin
anytwo-weekperiod.
• RESIDENTIAL-aresidentialareawhere45celtowershavingbeeninstaled
andaround6034-6627mobilephoneusersplacingphonecalsinanytwo-week
period.
• MERGED-combinedareaofbothBUSINESSandRESIDENTIALregions
where131celtowershavingbeeninstaledandaround11363-12049unique
mobilephoneusersplacingphonecalsinanytwo-weekslot.
Weusedthefourperiods'caltracestosimulatefourPCStasks,eachlastingfor2
weeks. WeassumethateachPCStaskexecutes5daysperweek,10sensingcycles
everyworkingdayfrom8:00to18:00,witheachsensingcyclelastingfor1hour
(i.e.8:00-09:00,..,17:00-18:00).Inalexperiments,wesetthestoppingthresholdin
stoppingcriterionusinganempiricalvalueof(99:99%)1=(jTjN)forevaluatingCrow-
dRecruiteraswelasotherthreebaselines.
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(a) BUSINESS Region Ra t i o = 95% (b) RESIDENTIAL Region Rat i o = 95%
(c) MERGED Region Ra t i o = 95% (d) BUSINESS Region Ra t i o = 85%
(e) RESIDENTIAL Region Ra t i o = 85% (f ) MERGED Region Rat i o = 85%
Figure 5.3: Max/ Min/ Average Coverage of Cell Towers based on the Three Regions
and Set t ings
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5.4.3 NumberofParticipantsComparison
InTable5.1,wepresenttheperformancecomparisononnumberofselectedpar-
ticipantsbetweenCrowdRecruiterandbaselines.Itisclearthat CrowdRecruiter
outperformsMaxMin,MaxComandMaxCovmethodsinal PCStasks| Onaver-
age,CrowdRecruiterselects10.0%-21.5%fewerparticipantscomparedtoMaxMin,
selects23.7%-43.5%fewerparticipantscomparedtoMaxCom,andselects54.2%-
73.5%fewerparticipantscomparedtoMaxCov.
Intermsofcoverage,weshowtheMax/Min/Averagepercentageofceltowers
beingcoveredbytheselectedparticipantsforeachsensingcycleinFigure5.3.Foral
sensingcycles,therequiredpercentage(i.e.,95%and85%)ofceltowersarecovered
bytheselectedparticipantsforalfourmethodswithoutsignicantdierences.
5.4.4 SelectionProcessComparison
Hereweshowandcomparetheparticipantselectionprocessofthetopthreese-
lection methods,usingBUSINESSregionandRatio=95%asanexample. Fig-
ure5.4ilustratesthevariationoftheminimalcoverageamongal sensingcyles
(min0 i<NCOVi(S))overthenumberofalreadyselectedparticipants(jSj)using
CrowdRecruiter,MaxMinandMaxCom,wherewecanobservehowtheminimalcov-
erageprobabilityevolves:
1.InFigure5.4awecanseethatCrowdRecruitermakesmin0 i<NCOVi(S)grow
fastestofalthreemethods. Atthetailofthecurve,CrowdRecruitermakes
theMin0 i<NCOVi(S)convergetothepredenedthresholdwiththesmalest
numberofselectedparticipants.
2.Fromthezoom-inFigure5.4b,wecan ndMaxMinandMaxComhadhigher
min0 i<NCOVi(S)thanCrowdRecruiter whenjSj< 80. However, Crow-
dRecruiteroutperformsothertwomethodsinmaximizingmin0 i<NCOVi(S)
whenjSj 83.
Basedonabovetwoobservations,weconcludethat,thoughCrowdRecruiterisnot
designedtooptimizemin0 i<NCOVi(S),itcanapproximatetotheoptimalsolution
andperformthebestamongalthesemethods.
5.4.5 ParticipantSelectionOverlaps
NowwecomparetheparticipantsselectedbyalthesealgorithmsforBUSINESS
regionunderRatio=95%and85%. Wecountthenumberofcommonparticipants
sharedbyanytwoofalgorithms.Figure5.5showsamatrixdiagramcorrespondingto
thepercentageofcommonparticipantsselectedbybothAlgorithmxandAlgorithmy
insideAlgorithmx.Forexample,Figure5.5ashowsthatonaverage72%ofCrow-
dRecruiter'sselectedparticipantsaresharedwithMaxMinwhenRatio=95%,while
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(a)ParticipantSelectionProcess (b)Zoom-in65 jSj 105
Figure5.4:SelectionProcess:min0 i<NfCOVi(S)goverjSj
onaverage64%ofMaxMin'sselectedparticipantsaresharedwithCrowdRecruiter
underthesamesettings.FromFigure5.5a,wecanseethatCrowdRecruitershares
alargenumberofselectedparticipantswithMaxMin(72%), MaxCom(65%)and
MaxCov(61%)methods.Theseresultsshowthatthebiggerthenumberofshared
participantsbetweenCrowdRecruiterandthebaselinemethod,thebetterthebase-
linemethodperforms.AsimilarphenomenoncanbeobservedinFigure5.5bunder
thecoverageconstraintRatio=85%.
5.4.6 PerformanceEvaluationandComparison
Inthissectionweinvestigatehowtheproposedalgorithmsperformwhenapplyingto
alargeregionandtwoconnectedsub-regions.Specicaly,weevaluateandcompare
theperformanceofalparticipantselectionalgorithmsusingtheBUSINESS,RES-
IDENTIALandMERGEDdatasets,wheretheregionforMERGEDdatasetisjust
thesumoftwoconnectedsub-areasBUSINESSandRESIDENTIAL. Wemeasure
thecomputationtimeandexaminetheselectedparticipantsforthesethreeregions.
WecarriedoutexperimentsusingalaptopwithanIntelCorei7-2630QMQuart-Core
CPUand8GBmemory.CrowdRecruiterandbaselinealgorithmswereimplemented
withtheJavaSEplatformonaJavaHotSpot(TM)64-BitServerVM.
5.4.6.1 ComputationTimeAnalysis
Table6.1presentstheaveragetimeconsumedineachphaseusingRESIDENTIAL
(45celtowers),BUSINESS(86celtowers)andMERGED(131celtowers)datasets
withconstraintRatio=95%.Foranyregion,CrowdRecruiterconsumessignicantly
lesstimethanMaxMinwhileneedingsimilartimeasMaxComandMaxCov.The
timeconsumptiononMERGEDdataset(47.6sec.)isslightlylongerthanthesumof
BUSINESSandRESIDENTIAL(31.6sec.).However,thetotaltimeconsumptionof
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Table5.2:ComputationTimeComparison(inseconds,PhaseI:DataPreparationandUser
Cal/MobilityProling,PhaseII:IterativeParticipantSelectionProcess)
CR. MaxMin MaxCom MaxCov
BUSINESSRegion
PhaseI 4.9 5.0 4.9 4.9
PhaseII 16.4 1350.4 25.9 3.7
RESIDENTIALRegion
PhaseI 3.7 3.6 3.6 3.7
PhaseII 6.6 234.9 15.0 2.3
MERGEDRegion
PhaseI 10.2 11.1 9.8 10.3
PhaseII 37.4 4611.2 56.9 12.5
(a)Ratio=95% (b)Ratio=85%
Figure5.5:PercentageofSharedParticipantsamongDierentMethods(BestViewed
inDigitalFormat)
CrowdRecruiteronMERGEDdatasetisnomorethan1minute,whileMaxMinmay
needtospendmorethan1hourto ndthesolution.
5.4.6.2 AnalysisofSelectedParticipants
Nowweinvestigatethequestionwhetheritisbenecialtoselectparticipantsina
largecombinedregionorintwosub-regionswithCrowdRecruiter. Wecomparethe
combinedresultsbasedonBUSINESSandRESIDENTIALdatasetstotheresults
basedonMERGEDdataset,intermsofnumberofselectedparticipantsandspatial-
temporalcoverage.
Table5.3presentsthecombinednumberofselectedparticipantswhereapartici-
pantselectedforbothregionsiscountedonlyonce.Clearlythecombinednumberof
selectedparticipantsforal methodsissignicantlylargerthanthenumberofpartic-
ipantsselectedforMERGEDregionasshowninTable5.1c.That means,althese
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(a)BUSINESS85% (b)RESIDENTIAL85% (c)MERGED85%
Figure5.6:TemporalCoverageRatioofCelTowersinBUSINESS,RESIDENTIAL
andMERGEDRegions
methodsmayselect moreparticipantsiftheyapplytosubareasofatargetregion,
leadingtolesscomputationtimebutmoreincentivepayments.
Asthecoverageratiospeciedinthisworkisnot100%,itisconceivablethat
someceltowersmayhavelowtemporalcoverageorzerocoverage(e.g.,notcovered
inanysensingcycle).Thuswewouldliketoexaminethetemporalcoverageofthe
celtowersusingthethreedatasetswhenRatio=85%. AsshowninFigure5.6,
whilemostceltowerscanbecoveredinmorethan80%sensingcycleswhenusing
theBUSINESS,RESIDENTIALandMERGEDdatasets,thetwoleastcoveredcel
towersusingthreedatasetsfalintothetowerid=724andid=646intheMERGED
region,wherebothceltowerswerestilcoveredin59%ofthesensingcycles.
Theseresultssuggestthetradeo betweenincentivecostandcomputationtime
whendecidingwhethertoemploydivideandconquerselectionstrategy. Whenthe
computationcomplexityofparticipantselectionistoohighinalargearea,itcanbe
reducedbyselectingalessoptimalsetofparticipantsinmultiplesmalsub-areasand
payingmoreincentives.
5.4.7 CombineParticipantsfromEachCycle
CrowdRecruiterhasadoptedaper-taskselectionapproach,optimizingtheselected
participantsforalthesensingcycles.Analternativeapproachistoselectparticipants
foreachcycleandcombinethemintothesolutionforthetask. Hereweevaluate
thealgorithmsofCrowdRecruiterundersuchper-cycleselectionsettings(denotedas
CrowdRecruiter-A)usingtheMERGEDdataset,andcomparetheresulttothatof
CrowdRecruiter'sper-taskselectionapproach.Thekey ndingsaresummarizedas
folows:
1.Undertheper-cycle-selectionsetting,onaverage321participantsareselectedfor
eachsensingcyclebyCrowdRecruiter-A,wheremorethan65%oftheselected
participantsforeachsensingcyclearealsoselectedbyCrowdRecruiter(inper-
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Table5.3: The Combined Number of Selected Participantsusing BUSI-
NESS+RESIDENTIALDatasets
Task CR MaxMin MaxCom MaxCov
Ratio=95%
1 1007 1180 1678 3066
2 1009 1197 1502 3194
3 906 1084 1484 3390
4 1178 1354 1999 3201
avg. 1025 1203.8 1665.8 3212.8
Ratio=85%
1 515 602 774 1036
2 515 596 730 1114
3 462 570 729 1001
4 553 699 775 1280
avg. 511.3 616.8 752 1107.8
task-selectionsetting).
2.Combiningtheselectedparticipantsforalsensingcycles,onaverage1491par-
ticipantsareselectedbyCrowdRecruiter-AoverthefourPCStasks|i.e.,92.1%
moreparticipantsthanCrowdRecruiter. Speci caly,95.0%participantsse-
lectedbyCrowdRecruiteralsoappearinthecombinedresultofCrowdRecruiter-
A;whilemorethan50%participantsinthecombinedresultofCrowdRecruiter-
AarenotselectedbyCrowdRecruiter.
3.TheparticipantsselectedbyCrowdRecruiter-Aforanytwodierentsensing
cyclesaremostlydierent,onlyaround30%selectedparticipantsareshared.
ItcanbeseenthateventhoughCrowdRecruiter-Aselectsfewerparticipantsforeach
sensingcycle,thetotalnumberofselectedparticipantsforthewholePCStaskis
muchbiggerthanthatselectedbyCrowdRecruiter.
5.5 Discussion
Inthissection,wediscussissuesthatarenotreportedoraddressedinthiswork,
whichcanbeaddedtoourfuturework.RedundantCel TowerCoverage:CrowdRecruiterparticipantsreturnsensed
databypiggybackingovertheirphonecals.Ifaparticipantplacesmultiplecalsata
celtowerinonesensingcycle,theCrowdRecruiterclientonthephonewilonlysense
anduploadduringtherstcaltopreventredundancy.Inonesensingcycle,however,
aceltowermaystilbecoveredbymultipleparticipantsiftheyalplaceacal.This
redundantcoverageusualyisnotaproblemandforsomeapplicationsit mayeven
bedesirabletogathermultiplesamplesinonearea.ByanalyzingtheCrowdRecruit
Discussion 99
resultsonMERGEDdataset,onaverageaceltowergets2.0and3.2samplesfrom
dierentparticipantsineverysensingcyclewith85%and95%coverage,respectively.
Forcomparison,ifwesimplyselectalusersasparticipants,aceltowerwouldreceive
18samplesonaverageand79samplesinmaximum.Cal/MobilityandCoveragePrediction:TheactualcoverageofCrowdRecruiter
dependsonthesetofselectedparticipantsandtheaccuracyofcal/mobilitypredic-
tion. EventhoughthesimplepredictiontechniquesworkwelinCrowdRecruiter
forparticipantselection,weintendtofurtherimprovethecoverageevaluationand
cal/mobilitypredictionmethodsinfuturework.Notethatiftheactualcoveragewith
historicaltracesofalvolunteersislessthanthetargetcoverage,CrowdRecruitermay
notreturnasolutionasitwilstopwhenalusershavebeenselected.Insuchcases,
theMCSorganizerneedstoeitheradjustthedesiredcoverageconstraint,ortorecruit
morevolunteers.SensingCoverageandPrivacy:DuetothelimitationoftheD4Ddataset,we
canonlymeasurethesensingcoverageattheceltowerlevel.AstheCrowdRecruiter's
approachisgeneral,iftheuser'smobilitytracescanbeobtainedcontinuouslyat ne
granularity[96],wecouldsupportthePCSapplicationsmeetingthecoveragerequire-
mentalsoat negranularity. This,however,leadstoprivacyconcerns. Currently
CrowdRecruiteruseshistoricalcal/mobilitytracestoderivepredictivemodels.One
waytoreducetheprivacythreatsistoonlyprovidepredictivemodels,ratherthan
rawtraces,toCrowdRecruiter,assuppliedbythemobileoperators. OrtheCrow-
dRecruiterclientsoftwarerunningontheuser'sdevicecancapturerawdata,butonly
uploadpredictivemodelsforparticipantselection.LeveragingMultiplePiggybackSensingOpportunities:Inadditiontopig-
gybacksensingtasksovermobilephonecals,otherpiggybackmethodsalsoexist.For
instance,executingsensingtasksinparalelwithGoogleMapusagealsoreducesen-
ergyconsumptionwhenperformingPCStasks[18]. Weplantostudytheparticipant
selectionthatleveragesmultiplepiggybacksensingopportunitiesinaholisticmanner
asmanypredictivemodels,suchasforappusage[97],alreadyexist.Di erentIncentivePayment Models:Inthisworksweadoptthepayment
modelwhereeachparticipantreceivesa xedamountofincentivethroughthewhole
taskperiod.EachparticipantisrequestedtosenseanduploaddataforaPCStaskin
everysensingcycle.InotherMCSapplications,dierentincentivepayment models
maybeneeded.Forinstance,aper-jobpaymentmaybemoreengagingforsomePCS
tasksthatrequiremoreeort(e.g.,takingapictureorrecordinganaudioclip)[25].
Asafuturework,weplantostudydierentselectionstrategiesthataresuitablefor
thosepaymentmodels.UsingRealSensingDatasets:FormanyMCSapplications(e.g.,movingobject
searching[30]andtracking[98]),thespatialcoveragemightnotbetheappropriate
constraintrequired.Inourfuturework,otherperformancemeasuresneedtobe
derivedaccordingtotherequirementsofMCSapplicationsandsensingdatasets.
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6.1 Introduction
WhileChapter5introducesCrowdRecruiterframeworkleveragingtheenergy-ecient
piggybackcrowdsensing(PCS)taskmodelandaimingtominimizethetotalincentive
paymentunderprobabilisticcoverageconstraint,inthischapterweproposeannovel
PCStaskalocationframework,CrowdTasker,intendingtomaximizetheoveralcov-
eragequalityunderthe xedincentivebudgetconstraint.Insteadofcharacterizing
theMCSsensingdataqualityusingtheprobabilisticcoverage,CrowdTaskerleverages
anovelcoveragequalitymeasurementconsideringthenumberofsensedresultsobtain
ineachsubarea/time-slotandthespatial-temporalcoverage;further,ratherthanre-
wardingeachparticipantanequal-amountofincentives,CrowdTaskadoptsa exible
incentivemodel.Morespecic,Ourresearchismotivatedbyfolowingobservations:
1.Data Qualityof MCSTasks. Foreach MCStask(includingPCS),the
organizerneedstospecifythetargetsensingarea,whichoftenconsistsofa
setofsubareas.Theorganizeralsoneedstospecifythesensingduration(e.g.
10days),whichisusualydividedintoequal-lengthsensingcycles(e.g.each
cyclelastsforanhour).TheobjectiveofanMCStaskistypicalytocolect
certainenvironmentdatafrommobilecrowdinthetargetareaineachsensing
cycle,withthegoalofensuringcertaindataqualityineachsensingcycle.In
ordertoensuredataquality,acommonapproachistocolect morethanone
readingfromeachsubarea,sothattheactualvalueofeachsubareacanbe
deducedfrommultiplesensorreadings. Takingaone-weekurbanairquality
monitoringMCStaskasanexample,theMCSorganizer rstdividesthewhole
areainto1km2gridcelsandthensplitstheone-weekMCSsensingtimeinto
asequenceofone-hoursensingcycles[21].Ifwerequesttosenseonereading
withonemobiledevicefromeachgridcel,thereadingmightbeinaccurate
duetovariousreasonsrelatedtothesensingdeviceorsensingcondition.Ifwe
requesttosensemorereadingsfromseveralmobilephonesineachgridcel,the
deducedvaluefrommultiplereadingscanbettercharacterizethestatusofthe
gridcel. However,ifweincreasethenumberofsensingreadingsineachgrid
celaboveacertainnumber,thedataqualityofthededucedvaluemightnot
increaseanymore.Therefore,thedataqualityoftheMCStaskisassociated
withthenumberofsensorreadingsineachgridcel,butwilsaturatewhenthe
numberofsensorreadingsreachacertainthreshold[99].
2.CoverageQualityof MCSTasks. Asdataqualityisassociatedwiththe
numberofsensorreadingsineachgridcel,itisthusinuencedbymobilityof
mobileusersandthesensingcoverageineachsensingcycle.Inordertoquantify
thedataqualityinMCS,weproposetouseCoverageQualityasthesensing
metricsinthiswork.Thecoveragequalityofeachsubareaischaracterizedby
thenumberofsensorreadingsobtainedineachsensingcyclewhenthenumber
issmalerthanathreshold,anditremainsconstantwhenthenumberofsensed
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readingsexceedsthethreshold.Thecoveragequalityofthewholeareaisthe
sumofthecoveragequalityofalsubareas.Forexample,ifthecoveragequality
thresholdissetto3(i.e.3sensorreadingsaredesiredineachsubareaandeach
sensingcycle)foranairqualitymonitoringtrial,theMCStaskissaidtohave
thecoveragequalityof0,1,2,3,3inacertainsubareawhenitreceives0,1,
2,3,4sensorreadings,respectively.Namely,thedataqualitywilnotincrease
whenmorethan3sensorreadingsareobtainedineachsubarea.IfanMCStask
isdesignedforatargetregionconsistingofvesubareas,withcoveragequality
of0,1,2,3and3respectively,thentheoveralcoveragequalityoftheMCS
taskis0+1+2+3+3=9.Intherestofthiswork,wewilusetheoveral
coveragequalitytocharacterizethedataqualityofanMCStask,andsetthe
overalcoveragequalityastheoptimizationgoal.
3.IncentiveModelandTotalBudget.Inadditiontoensuringmobileusersto
saveenergyinMCS,oneeectivewaytoencouragemobileusers'participation
inMCStaskistoprovideincentives(e.g.,money,3Ginternetbandwidth,etc.)
toeachuser.Typicaly,eachselectedparticipantisoeredacertainamount
ofmoneyasincentiveandthustheMCSorganizerneedstoprepareabudget
equaltothetotalincentivespaidtoalparticipantsineachMCStask. Withthe
coveragequalityandtotalbudgetinmind,theMCSorganizerneedstoselect
participantswiththeobjectiveofeither
• minimizingthetotalbudgetwhileensuringthecoveragequality,or
• maximizingthecoveragequalitywithaxedbudget.
Insteadofprovidingeachparticipantanequalamountofincentive,itisrea-
sonabletogivemoreincentivestoactiveparticipantsiftheyarerequestedto
colectsensorreadingsinmoresensingcycles.Thusweadoptamore exible
incentivemodelthatconsistsofthefolowingtwocomponents:
• Baseincentive-axedincentivepaidtoeachselectedparticipant(e.g.,
$50),
• Bonusincentive-avaryingincentiveproportionaltothenumberofsensing
cyclesassigned(e.g.,$1bonusforparticipatinginonesensingcycle).
Forexample,fortheparticipantshowninFig.6.1whoisinvolvedinthree
sensingcyclesinaPCStask,shewouldbegiven$50+$1*3=$53.Inthecontext
ofaPCStaskforatargetsensingregionandthegivensensingduration,we
wouldliketoaddressthetaskalocationprobleminordertomaximizethe
coveragequalityofthePCSsystemwitha xedamountofincentives.
MotivatingExample{ThebasicideaofCrowdTaskercanbeilustratedbythe
folowingexample. Withthehelpofatelecomoperator,anenvironmentNGOplans
tomonitortheairpolutionforcitizensinAbidjanCity,Coted'Ivoire,updatingthe
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Figure6.1:PCSTaskAlocationandExecution
airpolutionindexeveryhourduringdaytimewithatotalbudgetof30000euros.For
thepurposeofairqualitysensing,asshowninFig.6.2,theNGOsplitstheurban
area(about100km2with131celtowersinstaled)into131subareasaroundeachcell
tower,wherethesizeofeachsubareaislessthan1km2;thentheNGOdivideseach
workingdayinto10sensingcycles(08:00{18:00)andeachsensingcyclelastsforone
hour.Toaccuratelydeducetheairqualityindex,theNGOaimstocolect3sensor
readingsfromeachsubareapersensingcycle.Ineachsubarea,thecoveragequalityis
countedas0,1,2,and3iftheMCStaskcolects0,1,2,and3readings,respectively,
andthecoveragequalityremains3ifmorethan3sensorreadingsarecolected.The
overalcoveragequalityofthetargetregionisthesumofcoveragequalityineachcel
tower.
Throughthetelecomoperator,theNGOmakesanagreementwith10000smartphone
users,whoarewilingtoparticipateina ve-dayairqualitysensingtrial(i.e.,50
cyclesintotal)andtoinstalaPCSapplication[18]ontheirsmartphones.According
totheagreement,(a)ave-day'scalandmobilityrecordsofthe10000candidates
(includingthetimestampandceltowerIDforeachcal)beforethetrialaremade
availabletotheNGObythetelecomoperator;(b)theNGOwilprovideeachselected
MCSparticipantabaseincentiveof50eurosandabonusincentiveof1eurofor
eachassignedsensingcycle;(c)thePCSapplicationwilsenseanduploadairquality
datawhentheselectedparticipantplacesa3Gcalatanewsubareaineachassigned
sensingcycle.
Thuseachselectedparticipantcouldreceive51to100eurosinthe ve-daysensing
trial,dependingonhowmanysensingcyclestheyareassignedsensingtasks. Given
thebudgetof30000euros,theMCSorganizercanrecruit300to588participantsand
eachselectedparticipantcouldbeassignedMCStaskfor1{50sensingcycles,thusthe
bestsolutiontothetaskalocationwiththe xedbudgetof30000eurosisto ndthe
bestusercombinationandeachselecteduser'sbestcyclecombination,tomaximize
thecoveragequalityacrossal50sensingcyclesthroughouttheve-dayPCStrial.
TechnicalChalenges.Giventheaboveusecaseandresearchobjectives,there
areatleastthreeresearchchalengesinthePCSsystemdesign:
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Figure6.2:TargetregionintheDowntownofAbidjanCity
1)Predictingeachuser'scall/mobilitybasedontheirhistoriccall/mobility
tracesandestimatingthecoveragequalityofaselectedsetofparticipants
withsensingtasksallocatedindi erentsensingcycles. Sinceweonlyhave
user'shistoricalcalrecordsandmobilitytraces,andthecal/mobilitypatternwil
changeinthePCSdeployment week,wethushaveto ndawaytopredictthe
cal/mobilitypatternofeachuseraccurately. Evenwithinaccuratepredictionre-
sults,weneedtocharacterizethespatialcoverageprobabilityofeachparticipantand
estimatethejointcoveragequalityoftheselectedsetofparticipantswithsensing
tasksalocatedindierentsensingcycles.
2)Loweringthecomplexityoftaskallocationinordertoachievenear-
maximalestimatedcoveragequalityunderthebudgetconstraint.Consider-
ingthemotivatingexample,abrute-forceapproachofPCStaskalocationistorst
enumeratealpossibleusercombinations,whereeachusercombinationisauserset
with300to588usersoutof10000candidates;thenforeachusersetcombination,
thealgorithmfurtherenumeratesalpossibleuser-cyclecombinations(usernumber
rangingfrom300to588,cyclenumberrangingfrom1to50)fortaskalocationin
dierentsensingcycles.Finalyforeachuser-cyclecombination(asetofparticipants
withsensingtasksalocatedinasetofsensingcycles),thebrute-forcealgorithm
estimatestheoveralcoveragequalityandtheoveralincentivepayment,andthe
setsatisfyingthebudgetconstraintwhileachievingthemaximalestimatedcoverage
qualityisselectedastheoptimalset. Thissearchproblem,however,isNPhard
innature[100,94].Thusitisnecessarytodevelopafastapproximationalgorithm
tosearchthenear-optimalcombinationsetachievingnear-maximalcoveragequality
withthegivenbudget.
3)Designingataskallocationprocesswhichcanapproximatethe\real
cost" ofeachparticipantandsearchthenear-optimalsetofuser-cycle
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combinationsaccordingtotheestimatedcoveragequalityandcost.Acom-
monapproachforsearchingthenear-optimaluser-cyclecombinationsetisthegreedy
algorithm[101],whichincrementalyaddsnewusertotheselectedsetofparticipants
andsearchesthebestuser-cyclecombinationintermsofestimatedcoveragequality,
whereeachuser-cyclecombinationreferstoalocatingasensingtasktoacertain
userinacertainsensingcycle. Specicaly,ineachiterationofthegreedysearch,
eachunselecteduser-cyclecombinationiscombinedwithalreadyselectedones.And
amongalthecombinedsets,thesetwiththehighestCoverageQualityImprovement
perIncentiveCostisselectedasthebestset.Ifthegivenbudgetisusedupbythe
selectedset,thenear-optimalcombinationsetissaidtobefoundandthegreedy
searchprocessterminates.Otherwiseanotheruser-cyclecombinationisaddedinthe
selectedsetuntilthebudgetisfulyutilized.Therealincentivecostofeachuser,
however,dependsonhowmanycycleshe/shegetsassignedwithsensingtasks.As
wecannotforeknowthisintheprocess,itishardtocomputethe\realcost"ofeach
user-cyclecombination.Therefore,weneedtodesignataskalocationprocesswhich
caniterativelyapproximatethe\realcost"ofeachparticipantandselectthenear-
optimalsetofuser-cyclecombinationsaccordingtotheestimatedcoveragequality
andcost.
Withtheabovementionedresearchobjectiveandchalenges,themaincontribu-
tionsofthisworkare:
1) Weformulatedtheproblemofmaximal-coverage-qualitytaskalocationinpig-
gybackcrowdsensing(PCS)giventhebudgetconstraint,witha exibleincentive
model.Tothebestofourknowledge,thisisthe rstworkaddressingthetaskalo-
cationissueinthecontextofPCS,whereweoptimalyselectparticipantsandassign
sensingtaskstoparticipantsindierentsensingcyclesaccordingtothepredicted
cal/mobilitypatternandleveragethecalopportunitiesofparticipantstosenseand
uploaddataforcrowdsensingtask.
2)Inordertomaximizethecoveragequalitywitha xedamountofincentives,
weproposedatwo-phasetaskalocationframeworknamedCrowdTasker.Ittakesa
novelapproachtosearchuser-cyclecombinationset,achievingnear-maximalcoverage
qualityunderthebudgetconstraint.Theoreticalanalysisshowsthattheproposed
searchalgorithmcanachievethenear-optimalitywithlowcomputationalcomplexity.
3) WeevaluatedourproposedalgorithmswiththerealworlddatasetD4D[15],
whichcontains4-monthcalrecordsof50,000usersfromCoted'Ivoire. Weshowthat
theproposedframeworkperformedbetterthanthreebaselineapproaches,usingthe
calrecordsoftwoseparateregionsinAbidjan.Specicaly,CrowdTaskerachieved
3.0%-60%highercoveragequalityonaveragethanthebaselineapproaches,underthe
samebudgetconstraint.
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6.2 CrowdTaskerSystemOverview
Inthissection,weformulatethetaskalocationproblemandpresenttheCrowdTasker
frameworkindetail.
6.2.1 TaskAlocationProbleminCrowdTasker
InCrowdTasker,assuming(1)aPCStaskrunsoveraperiodoftime(e.g.,aweek)
andeachdayiscomprisedof10one-hoursensingcyclesfrom08:00{18:00;(2)The
targetregionofthePCStaskconsistsofasetofsubareas,witheachsubareaaround
aceltower;(3)Eachselectedparticipantproducesonesensorreadinginasensing
cycleiifaparticipantplacesacal atthecorrespondingceltowertini. Note
thatifaparticipantplacesmultiplecalsatdierentceltowersini,althesecel
towersreceiveacopyofsensorreadingfromtheuserini;(4)CrowdTaskercomputes
coveragequalityofthesubareatincycleiastheminimumbetweenthenumberof
expectedsensorreadingsE(i.e.,thethreshold)andthatofreturnedsensorreadings,
whiletheoveralcoveragequalityisthesumofcoveragequalityinalsubareasacross
alsensingcycles.
Then,thegoalfortaskalocationistoselectanumberofparticipantsfromthe
volunteeringmobileusers,anddeterminesinwhichsensingcycleseachselectedpartic-
ipantisassignedthePCStask,inordertomaximizetheoveralcoveragequalitywith
thegivenbudget. Withthesedenitions,weformulatethetaskalocationproblem
inCrowdTaskerasfolows.
Givena xedbudgetforoveralincentivepaymentsB,theBaseincentivebaand
Bonusincentivebo,asetofvolunteeringmobileusersU,atargetareaconsistingofa
setofceltowersT,thecaltracesofalusersinU(includingthetimestampsand
associatedceltowersoftheircals),wedenoteSasthesetofparticipantsselected
fromU(i.e.,S U).Foreachselectedparticipant8u2S,wefurtherdenoteCuasa
setofcyclesassignedtouforPCStaskparticipation(e.g.,Cu=f0;2;::g),andNu;i;t
asthenumberofcalsmadebyuatceltowertincyclei.Theproblemisthento
ndSasasubsetofUandfor8u2StoassignasubsetofsensingcyclesCu,with
theobjectiveto
max X
0 i<I
X
t2T
minfX
u2S
minfNu;i;t;1gA(Cu;i);Eg
subjecttojSj ba+
X
u2S
jCujbo B
whereIisthetotalnumberofsensingcyclesforthePCStask;A(Cu;i)isabinary
functionidentifyingiftheparticipantuisassignedthePCStaskincyclei.Specicaly
ifi2CuthenA(Cu;i)=1,ifi=2CuthenA(Cu;i)=0.Itisworthnotingthatwe
cannotforeknowwhenandwhereaparticipantwilplaceaphonecalduringthePCS
task,i.e.,Nu;i;tisunknownwhenweselectparticipants.
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Figure6.3:TheCrowdTaskerFramework
6.2.2 Overal DesignofCrowdTasker
CrowdTaskerfolowsacentralizedtaskalocationapproach,whereacentralserver
colectsandstoresthevolunteeringmobileusers'historicalcaltracesinthetarget
area,andtheserverselectsparticipantsfromalvolunteeringusers(S U)andas-
signstaskstoeachparticipantinasetofsensingcycles(Cuforeach8u2S)before
thePCStaskexecution. Onlyselectedparticipantsareneededtoperformsensing
tasks,andeachselectedparticipantreturnssensorreadingsonlyintheassignedsens-
ingcycleswhenaphonecalismade.Inordertosolvetheabovetaskalocation
problem,CrowdTaskeremploysatwo-phasesolution.InPhase1,itpredictseach
user'scal/mobilityinthetrialstage,usingthehistoricalcalandmobilitytracesof
alusers.InPhase2,itincrementalyselectsparticipantsandassignssensingtasks
toeachparticipantindierentsensingcyclesbasedonthepredictionresults,thees-
timatedcoveragequalityandincentivecost.TheframeworkisshowninFig.6.3and
worksasfolows.
6.2.2.1 Predictingeachuser'scal/mobilityusingthehistoricalcal/mobility
traces
Giventhecaltracesofalvolunteeringmobileusers,thisphasecomputesthecal/mobility
proleofeachuser{i.e.,probabilityofeachuserplacingatleastonecalataparticular
celtowerinagivensensingcycle.Specicaly,CrowdTaskercomputestheproleof
eachuserwithfolowingtwosteps:
1a. MappingCal/MobilityTraces- Giventhehistoricalcal/mobilitytraces
ofalusers,thisstepmapseachuser'shistoricalcal/mobilitytracesontoIsensing
cyclesandTceltowers.Thenitcounts u;i;t{theaveragenumberofcalsplacedby
eachuser(u2U)ateachceltower(t2T)ineachsensingcycle(0 i<I);
1b.PredictingeachUser'sCal/Mobility- Given u;i;t,thisstepestimates
Pi;t(u){theprobabilityoftheuser(u2U)placingatleastonecalateachceltower
(t2T)duringeachsensingcycle(0 i<I).
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6.2.2.2 Selectingtheparticipantsanddeterminein whichsensingcy-
clestheparticipantsarealocatedsensingtasksusinganIterative
GreedyProcess
Giventhecal/mobilityproleofeachuserandtheoveralincentivebudgetB,we
proposeanIterativeGreedyProcessthatcanapproximatethe\realincentivecost"of
eachparticipantandsearchthenear-optimalsetofuser-cyclecombinationsaccording
totheestimatedcoveragequalityandcost.Inordertoestimatethe\realincentive
cost",PhaseII rstusesthegivenbudgetandagreedysearchprocesswithautility
functionconsideringonlytheestimatedcoveragequality(namelyUtility1)toselecta
setofuser-cyclecombinations(namelyX1),thenroughlyestimatestheincentivecost
ofeachuser-cyclecombinationusingtheselectedset. Withtheestimatedincentive
cost,PhaseIIgeneratesanewUtilityfunctionconsideringbothestimatedcoverage
qualityandcost(namelyUtility2);thenthegreedysearchprocessisrepeatedwith
Utility2tore-selectanewsetofuser-cyclecombinations(namelyX2).Inthisway,
PhaseIIrepeatstheprocessofestimatingtheincentivecostusingthelastselectedset
andsearchinganewset(i.e.,Xnandn=2;3;4::)withtheestimatedcoveragequality
andcost(i.e.,usingUtilitynandn=2;3;4::),untilthenear-optimalcombination
setisobtained.Specicaly,eachiterationoftheIterativeGreedyProcessconsistsof
folowingthreesteps:
2a. GreedyUser-CycleCombinationSetSearch- Giventhefuluserset
Uandalsensingcycles0 i<I,thealgorithmcombineseachvolunteeringuser
witheachsensingcyclesoastogetthecompletesetofuser-cyclecombinationsi.e.,
COM=fhu;iij8u2U;0 i<Ig,wherehu;iireferstotheuser-cyclecombination
ofuseruincyclei. WiththetotalBudgetBandtheUtilityfunctionUtilityn
(n=1;2;3:::),thealgorithmselectsasetofuser-cyclecombinationsincrementaly,
where:
•Thealgorithmrstselectsasingleuser-cyclecombinationhu;ii2COMhaving
themaximalutility(usingUtilityn)andaddsthecombinationintosolutioni.e.,
fhu;iig! Xn;
•Thealgorithmthenselectsoneunselecteduser-cyclecombinationhv;ji2COMnXn
havingthemaximalutilitywhencombiningwithXnusingUtilityn,andadds
thecombinationintosolutioni.e.,fhv;jig[Xn! Xn;
•ThealgorithmcalculatestheremainingbudgetasBR=B ba jSj jXnjbo
whereSisthesetofalparticipantsappearedinXn.Thenthealgorithmkeeps
selectinganotherunselecteduser-cyclecombinationineachiterationuntilthe
remainingbudgetisnotenoughtoselectonemoreuser-cyclecombination,i.e.,
BR<boorbo BR<ba+bowhen8u2Sand0 i<Ithere9hu;ii2Xn.
Thealgorithmnalyobtainsasetofuser-cyclecombinations(i.e.,Xn)withthegiven
budgetBandUtilityn.
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2b. Overal CoverageQualityEstimationandtheStoppingCriterion
- Giventhesetofselecteduser-cyclecombinationsXnfrom2a,thealgorithmes-
timatestheoveralcoveragequalityCQE(Xn),basedonpredictionresults. Then
thealgorithmcomparesCQE(Xn)totheoveralcoveragequalityofpreviousiter-
ationCQE(Xn 1).IfCQE(Xn) CQE(Xn 1)thenthealgorithmreturnsXn 1;
otherwisethealgorithmcontinuesforthenextstep.
2c. GeneratingnewUtilityFunction- Giventheselecteduser-cyclecombi-
nationsXn,thealgorithmcomputesanewUtilityfunctionUtilityn+1basedonnewly
estimatedincentivecostforthenextiterationof2a.
AftertheIterativeGreedyProcessterminates,alusersSappearedinXn 1from
2b(where8hu;ii2Xn 1;9u2S)areselectedasparticipantsandeachselected
participantu2SisalocatedsensingtasksinsensingcyclesCu(whereCu=fij0
i<Iand9hu;ii9Xn 1g).
6.3 CoreAlgorithmsandAnalysis
Inthissection,weintroducethecorealgorithmsofCal/MobilityPrediction,Utility
CalculationandCoverageQualityEstimation.
6.3.1 Cal/MobilityPrediction
AssumingthecalsequencefolowsaninhomogeneousPoissonprocess[87],theprob-
abilityofauserutoplaceatleastonephonecal atceltowert(t2T)insensing
cyclei(0 i<N)canbemodeledas:
Pi;t(u)=1 e u;i;t (6.1)
where u;i;treferstothePoissonintensity,whichisestimatedastheaveragenumber
ofcalsthatuhasplacedattinthehistoricaltracescorrespondingtothesensing
cyclei.Forexample,toestimate u;i;tforsensingcycleifrom08:00to09:00,wewil
counttheaveragenumberofcalsplacedbyuattduringthesameperiod08:00-09:00
inhistoricaltraces.
6.3.2 UtilityCalculation
WenowdescribetwotypesofutilityfunctionsUtility1andUtilityn(n 2).Utility1
isusedfortherstiterationoftheIterativeGreedyProcess,andanewutilityfunction
Utilityn(n 2)isgeneratedforeachconsecutiveiteration.
6.3.2.1 TheUtility1Calculation
Giventhesetofincrementalyselecteduser-cyclecombinationsX1intherstiteration
ofIterativeGreedyProcess(X1=;forinitializationthegreedysearchprocess).The
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utilityforaddingauser-cyclecombinationhv;iicombiningwithX1iscalculatedas:
Utility1(hv;jijX1)=CQE(hv;ji[X1) CQE(X1) (6.2)
whereCQE(X1)istheestimatedcoveragequalityofX1,andCQE(hv;ji[X1)isthe
estimatedcoveragequalityofthecombinedset merginghv;jiandX1.Intuitively
Utility1isthecoveragequalityimprovementafteraddinghv;jiintoX1.
6.3.2.2 TheUtilitynCalculation(n 2)
DuringnthiterationoftheIterativeGreedyProcess,giventheselectedsetofuser-
cyclecombinationsXn,thealgorithmcomputestheutilityforaddingeachuser-cycle
combinationhv;jitotheselectedsetXnas:
Utilityn(hv;jijXn)=CQE(hv;ji[X
n) CQE(Xn)
costnhv;ji (6.3)
wherecostnhv;jiisthemodularincentivecost[102]oftheuser-cyclecombination
hv;ji.IntuitivelyUtilitynisthecoveragequalityimprovementovertheincentivecost
ofallocatingasensingtasktoaspecicuserinaspecicsensingcycle.costnhv;jiis
computedas:
costnhv;ji=C(Xn 1)+
X
hu;ii2fhv;jignXn 1
(ba+bo)
X
hu;ii2Xn 1nfhv;jig
[C(Xn 1) C(Xn 1nfhu;iig)] (6.4)
whereXn 1istheuser-cyclecombinationsetselectedinthen 1thiterationof
IterativeGreedyProcess.ThecostfunctionC(X)=ba jSj+bo jXjisthetotal
budgetoftheuser-cyclecombinationsetX,whereSisthesetofparticipantsappeared
inX.
6.3.3 CoverageQualityEstimation
Givenasetofuser-cyclecombinationsX,whichconsistsofselectedparticipantsS
andeachselectedparticipantu'ssensingcyclesCuforPCStaskparticipation,the
coveragequalityofXis
CQE(X)= X
0 i<I
X
2T
X
8U S
minfjUj;Eg Y
8u2U
(Pi;u(t) A(Cu;i))
Y
8v2Sv=2U
(1 Pi;v(t) A(Cv;i))
(6.5)
whereUreferstothesetofparticipantsprobablyreturningtheirsensorreadingsin
cycleiandceltowert,Ereferstothethresholdofsensorreadingsexpectedtoreceive
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ineachsubarea/cycle,andthefunctionA(Cu;i)isdenedinSection6.2.1.Tosolve
Eq.6.5,weimplementedalowcomplexityalgorithmforEq.6.5computationusing
ProbabilityGeneratingFunction[103].
6.3.4 AlgorithmAnalysis
Inthissection,werstanalyzeabruteforceapproachthatcanndoptimalsolutionof
thetaskalocationproblem. WethencomparativelyshowthatCrowdTaskerachieves
near-optimalsolutionwithmuchlowercomputationalcomplexity.
Intuitively,abruteforceapproachcanenumerateal possiblecombinationsofk
userswhere Bba+boI k Bba+bo(Iisthetotalnumberofsensingcycles).Giveneachuser-combinationS2U,thealgorithmenumeratesthecyclesofeachuserineach
user-combination,and ndseachuser'scycle-combination(Cu;8u2S)inorderto
maximizetheestimatedcoveragequalitywhileensuringtheoveralincentivepayment
notexceedingthebudgetB.Amongaluser-combinations,thealgorithmselectsthe
user-combinationS andthecorrespondingcycle-combinations(Cu;8u2S)havingthemaximalestimatedcoveragequality.TheresultingS andCu;8u2Sshouldbe
theoptimalsolutionfortaskalocation.Itis,however,impossibletogettheopti-
malsolutionusingthisbruteforceapproachinpolynomialtime.Thetotalnumberof
k-usercombinationsinsideUis jUj!(jUjk)!k!,whichgrowscombinatorialywhenthenum-
berofusers(jUj)increases.Thetotalnumberofcycle-combinationsofak-usercom-
binationis2kI,whichgrowsexponentialywhenthenumberofcycles(I)increases.
Asareference,inourmotivatingexample,thereare1:0 e491user-combinationsfor
picking388usersfrom5000usersand1:121015possiblecycle-combinationsforeach
ofthe388users.Thusweneedasolutionthatapproximatestheoptimalresultbut
withlowercomputationalcomplexity.
CrowdTaskeradoptstheIterativeGreedyProcesswithNested-Loops.Inourex-
periencewhichwasalsodemonstratedin[104],theouterlooptypicalyruns5{7
iterationsintheworstcase.Theinner-loop(i.e.step2ainIII.B)runsjUj2 I+12 Iiterationsintheworstcase.Inthebestcase,thealgorithmneedstorunjUj I 2
iterationswheretheouterlooprunstwoiterationsandtheinnerlooprunsjUj I
times(i.e.,selectingasinglecycleofauser). BothCQE(X)andC(X)aresub-
modularfunctionsoverX,asprovedinAppendixA.3.1andA.3.2. According
tothetheoryofsubmodularfunctionmaximizationunderthesubmodularkapsack
constraint[104],CrowdTaskercanguaranteetogetaNear-Optimalsolutionwith
(;1e1)-approximationbound( ba+boba )whenmaximizingCQEwiththegivenbudget.Forexample,giventheBase/Bonusincentivesettingsba=$50andbo=$1,
supposingwith$10000budgettheoptimalsolutionobtainedbythebrute-forceenu-
merationalgorithmachievesthetotalycoveragequalityof1000inexpectation,then
CrowdTaskerwith$10000 50+150 =$10200budgetcanachieveatleastacoveragequalityof630.
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(a)BUSINESSRegion(thelegendintherightbottomgure)
(b)MERGEDRegion(thelegendintherightbottomgure)
Figure6.4:CoverageQualityComparisonintheBUSINESSandMERGEDRegions
(Bestviewedwith300%zoom-in)
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6.4 Evaluation
Inthissection,wereporttheevaluationresultsusinglarge-scalereal-worldcaltraces
toverifytheeectivenessofCrowdTasker'staskalocationalgorithmsforPCStasks.
We rstintroducethreebaselinemethods.ThenwepresentthethreeD4Dphone
caltracescolectedfromthreeregionsofdierentsizesandtheexperimentsettings.
Finaly,thedetailedevaluationresultsofCrowdTaskerwithrespecttothethree
baselinemethodsunderdierentincentivesettingsandcoveragequalitythresholds
arepresented.
6.4.1 BaselinesforEvaluation
Weprovidethreebaselinetaskalocationmethodsusingthegreedyandpartialenu-
merationforcomparativestudies.
1)MaxCQE- ThismethodadoptsthesameGreedyUser-CycleCombination
Setsearchalgorithm(2a.ofCrowdTasker):addingauser-cyclecombinationineach
iterationandusingthesamestoppingcriterionbutwithadierentutilityfunction.
Ineachiteration,givenanunselecteduser-cyclecombinationhu;ii,theselectedsetX,
MaxCQEcalculatestheutilityasthecoveragequalityimprovementofaddinghu;ii
totheselectedsetX,namelyCQE(hu;ii[X).
2)MaxUtils- ThismethodusesthesameGreedyUser-CycleCombinationSet
searchalgorithmasMaxCQEbutwithadierentutilityfunctionCQE(hu;ii[X) CQE(X)C(hu;ii[X) C(X) ,
whereX=fhv;jij8v2S;8j2Cvg,C(X)isspeciedinEquation6.4andrefersto
thetotalincentiveofX.TheutilityfunctionofMaxUtilsisdenedastheratioof
thecoveragequalityimprovementandthetotalincentivedierenceofaddingthenew
user-cyclecombination.
3) MaxEnum- Ratherthanselectinganunselectedcycleofauserineach
iteration,MaxEnumusesagreedyalgorithmtoselectanunselectedparticipantin
eachiteration.Ineachiteration,MaxEnum rstenumeratesalpossiblecyclesets
ofeachuser,andselectseachuser'sbestcycleset(e.g.,thecyclesetC#v foruserv)
havingthemaximalutilityCQE(C#v[X)CQE(X)ba+bo jC#vj ,whereC
#v =fhv;jij8j2C#vgand
theutilitystandsforthe\Performance/Cost"ratio(coveragequalityimprovement
versusthecost)ofaddingtheuservwiththecyclesetC#v.Thenamongalunselected
users,itselects/addstheuser(withtheselectedcycleset)havingthemaximalutility.
Thisalgorithmcontinuesselecting/addingusers(withthecyclesets)onebyoneuntil
theremainedbudgetislessthanba+bo,andtheparticipants(withcycles)already
selectedarereturnedastheresultfortaskalocation.
6.4.2 DatasetforEvaluation
ThedatasetweusedinevaluationistheD4Ddataset[15],whichcontains50,000
users'phonecalrecords(eachcalrecordincludesuserid,caltime,andceltower)
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(c)MERGEDRegion
Figure6.5:SpatialDistributionofSensorReadingsinthreeRegions(B=30000,E=
5,ba=50andbo=1)
fromCoted'Ivoire. Altheseusersarere-selectedrandomlyevery2weekswith
anonymizeduseridsandtotaly10two-weekperiodsofcalrecordsarestoredinthe
dataset.Ineachtwo-weekperiod,ourexperimentusesthecal/mobilitytracesinthe
rstweekfortaskalocation,andwetestedthecoveragequalityofselectedpartici-
pantswithassignedcyclesusingcal/mobilitytracesinthesecondweek.Specicaly,
weextractedthecal/mobilitytracesoftwoconnectedregions{BUSINESS(86cel
towerswith7945mobileusersinthecalrecords),RESIDENTIAL(45celtowers
with6034users),andamergedregioncontainingcal/mobilitytracesfromabovetwo
regions{MERGED(131celtowerswith11363users),asshowninFig.6.2. We
furtherassumethateachPCStaskexecutesfor5daysfromMondaytoFridayina
week,runs5sensingcycleseveryworkingdayfrom8:00to18:00,witheachcycle
lasting2hours(i.e.8:00-10:00,..,16:00-18:00).ThuseachPCStrialconsistsof25
sensingcycles.
6.4.3 CoverageQualityComparisonunderBudgetConstraint
InFig.6.4,wepresenttheaveragecoveragequalityineachsensingcycleandeach
celtowerofthefourmethodsunderthesamebudget/incentivesettings,when:
•TheBonusincentiveisxedtobo=1,whilethebaseincentiveissettoBa=10,
30,50and70;
•ThetotalamountofincentivebudgetissettoB=10000,20000and30000;
•Thecoveragequalitythresholdineachceltower/sensingcycleissettoE=1,
3and5.
NotethattheaveragecoveragequalitycouldnotbebiggerthanE,asthemaximal
coveragequalityofeachceltower/cycleisE.Duetothespacelimit,weonlyshow
theevaluationresultswithBUSINESSandMERGEDregionsforthetwo-weekperiod
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fromDec.12,2011toJan.01,2012.Fromthecoveragequalitycomparisonsshown
inFig.6.4,wecanobservethat:
•InalthecasesCrowdTaskeroutperformedthethreebaselinesunderthesame
budgetconstraint. Specicaly,CrowdTaskerachievedonaverage60%higher
coveragequalitythanMaxCQE,18%higherthanMaxEnum,and3%higher
thanMaxUtils.TheevaluationresultsbasedonRESIDENTIALregionshows
similarresults.
• Usinganyofthesefourmethods,higheraveragecoveragequality(perceltower/cycle)
canbeachievedintheBUSINESSregionthanthatintheMERGEDregionunder
thesamebudgetandincentivesetings. WhenusingCrowdTasker,thecover-
agequalityineachceltower/cycleoftheBUSINESSregionisonaverage21%
higherthanthatintheMERGEDregionunderalincentive/budgetsettings.
NotethatBUSINESSregionisasubsetoftheMERGEDregionwithfewercel
towersinstaled. Thus,itisreasonabletoexpectthatunderthesamebud-
getconstraint,CrowdTaskercouldachievehighercoveragequalityonaverage
insmaltargetregion(e.g. BUSINESS)thanthatinbigtargetregion(e.g.
MERGED).
6.4.4 SpatialDistributionoftheSensorReadings
AfterevaluatingtheperformanceofCrowdTaskerandthreebaselinesfromcoverage
qualityperspectives,weevaluatethespatialdistributionofsensorreadingsusing
CrowdTaskerwiththetargetregionsofdi erentsize.InFig.6.5,wepresentthe
averagenumberofsensorreadingsreturnedfromeachceltowerineachsensing
cycleusingCrowdTasker,usingthedataetsfromtheBUSINESS,RESIDENTIAL
andMERGEDregions,withthesamesettingB=30000,E=5,ba=50andbo=1.
FromFig.6.5,wecanseethatwhenusingCrowdTasker,thesensorreadingsare
uniformlydistributedacrossceltowersinanyofthethreeregions. Whilethecoverage
qualitythresholdineachceltower/cycleissettoE=5,theexperimentshows
thateachceltowergetsonaverage5:3,4:5and3:3sensorreadingsusingdatasets
fromRESIDENTIAL,BUSINESSandMERGEDregions,respectively.Furtherthe
standarddeviationis0:98,1:1and1:2forthreeregions,respectively.Thissuggests
thateachceltowercangetacomparablenumberofsensorreadingsinanyofthe
threeregionsusingCrowdTasker.
6.4.5 ComputationTimeofCrowdTasker
Inthissection,weevaluatethecomputationtimeofCrowdTaskerandthreebaseline
methods,andshowhowfasteachmethodcouldcompletethetaskalocationprocess.
WecarriedoutexperimentsusingalaptopwithanIntelCorei7-2630QMQuart-Core
CPUand8GB memory. CrowdTaskerandbaselinealgorithmswereimplemented
withtheJavaSEplatformonaJavaHotSpotTM64-BitServer.Table6.1presents
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Table6.1:ComputationTimeComparison(inseconds,B=30000,E=5,ba=50
andbo=1)
Regions CrowdTasker MaxCQE MaxEnum MaxUtils
RESIDENTIAL 929.9 113.1 83.5 408
BUSINESS 3022.4 168.7 224.2 786.1
MERGED 4112.3 217.9 276.1 843.3
theaveragetimeconsumedusingRESIDENTIAL(45celtowers),BUSINESS(86cel
towers)andMERGED(131celtowers)datasetswiththesettingB=30000,E=5,
ba=50andbo=1. FromTable6.1,wecanseethatthoughCrowdTaskertook
longertimethanotherthreemethods,thetotalcomputationtimeofCrowdTasker
onMERGEDdatasetwaslessthan70minutes. Asthetaskalocationprocessis
doneo-lineandthesequentialalgorithmwasrunonalaptop,shortercomputation
timecanbeeasilyachievedbyrunningonamorepowerfulcomputerorusingparalel
algorithms.
6.5 Discussion
Inthissection,wediscussissuesthatarenotreportedoraddressedinthisworkdue
tospaceandtimeconstraint,whichcouldbeaddedtoorexploredinourfuturework.
UsingMaxUtilsforUtility1calculation:InsomecasesMaxUtilsperformedas
wel asCrowdTasker.ItisreasonabletothinkwhetherCrowdTaskercouldbefurther
improvedwhenusingtheUtilityfunctionofMaxUtilsforUtility1calculation(i.e.,
usingMaxUtilstoinitializetheiterativegreedyprocess).Ourexperiment,however,
foundthissolutiondidnotobtainabetterresultbecausethecoveragequalityof
thesecondselectedsetofuser-cyclecombinationsdidnotimprovei.e.,CQE(X2)
CQE(X1)whenreplacingUtility1withtheUtilityfunctionofMaxUtils.
Cal/MobilityPredictionandPrivacy:Theactualcoveragequalityachieved
byCrowdTaskerdependsonthesetofselectedparticipants,eachparticipant'sselected
cyclesforPCStaskparticipation,andtheaccuracyofcal/mobilityprediction. While
thesimplepredictiontechniquesworkedwelinCrowdTaskerfortaskalocation,we
intendtofurtherimprovethecoveragequalityestimationandcal/mobilityprediction
methodsinfuturework. Toobtainthecal/mobilitypredictionmodels,currently
CrowdTaskercolects,storesandanalyzestherawcal/mobilitytracesofmobileusers.
This,however,leadstoprivacyissues. Onewaytoreducetheprivacythreatsisto
onlyprovidepredictivemodels,ratherthanrawtraces,toCrowdTasker,assupplied
bythemobileoperators. OrtheCrowdTaskerclientsoftwarerunningontheuser's
devicecancapturerawdata,butonlyuploadpredictivemodelsfortaskalocation.
CoverageQuality MetricsandIncentiveModels:Duetothelimitationof
theD4Ddataset,wecanonlymeasurethesensingcoverageattheceltowerlevel.
Iftheuser'smobilitytracescanbeobtainedcontinuouslyatanergranularity[96],
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CrowdTaskerisstilapplicableasitisageneralapproach.Furtherinthisworkwe
adopttheBase/BonusincentivemodelwhereeachparticipantreceivesbothBase{a
xedamountofincentivethroughthewholetaskperiodandBonus{axedamountof
incentiveforMCStaskparticipationineachsensingcycle.Eachparticipantisonly
requestedtosenseanduploaddataforaPCStaskintheassignedsensingcycles.
InotherMCSapplications,dierentincentivemodelsmaybeneeded.Forinstance,
areputation-basedincentivemodelmaybemoreengagingforsomePCStasksthat
giveeachparticipantdierentincentivesaccordingtohis/hertrustworthiness[105].
Asfuturework,weplantostudydi erenttaskalocationstrategiesthataresuitable
forthoseincentivemodels.
Leveraging MultiplePiggyback Opportunities:Inadditiontopiggyback
sensingtasksover mobilephonecals,otherpiggybackmethodsalsoexist.Forin-
stance,executingsensingtasksinparalelwithGoogleMapusagealsoreducesenergy
consumptionwhenperformingPCStasks[18]. Weplantostudytheparticipantse-
lectionthatleveragesmultiplepiggybacksensingopportunitiesinaholisticmanner
asmanypredictivemodels,suchasforappusage[97],alreadyexist.
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7.1 Summary
InthisThesis,westudiedthefundamentalquestion
Howcanwedesignamobilecrowdsensingapplication,inordertocolecthigh
qualitysensordataasenergy-e cientlyandcost-eectivelyaspossible?
Mostpreviousapproachesthataddressedthisquestionhaverelieduponpartialcon-
cernsofmobilecrowdsensingdesign,e.g.,consideringonlyoneorfewdesigningissues
amongenergyconsumption,incentive-basedencourage,privacy,overalsensingdata
qualityandtotalincentivepayment,withouttakingalthesevefactorsintoaccount.
InthisThesis,wepresentedfournovelframeworksformobilecrowdsensing,con-
sideringalaforementionedissues,andwithdierentoptimizationobjectives/constraints
(e.g.,maximizingsensingdataqualityunderbudgetconstraint,minimizingoveralen-
ergyconsumptionundersensingdataqualityconstraint,andetc.),soastomeetthe
requirementsofpracticalMCSapplications.Inordertoreduceenergyconsumption
ofeachparticipant,theframeworksareproposedtoleveragevariousnovelenergy-
savingstrategieslikeparaleldatatransferandpiggybackedsensingtaskmodel.In
ordertoselect MCSparticipantsandassignMCStaskprecisely,subjecttodier-
entobjectivesandconstraints,wedesignseveralparticipantselection/taskalocation
algorithmsadoptingthesequentialdecisionmaking,andcombinatorialoptimization
techniquesfortheseframeworks.
Infolowingsections,wewilbrieysummarizethekeycontributionspresentedin
thisThesis.
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7.1.1 SummaryofEEMC
InChapter3,wehavepresentedEEMC| aframeworktoenableenergy-ecient
mobilecrowdsensing,wherethegoalistoreduceenergyconsumptionindatatransfer
forbothindividualparticipantsandthewholecrowdswhilesecuringthesensedresult
colectionfromaminimumnumberofparticipantswithinaspecictimeframe(namely
asensingcycle).Theproposedframeworkembedsseveralmechanismsfromexisting
worksuchasparaleltransferandcycle-baseddelay-tolerantparticipatorysensing
intoanovelTwo-cal-basedMCSdatatransferscheme,whichiscapableofreducing
energyconsumptionindatatransferforindividualdeviceby75%comparedtothe
common3G-basedschemes.Inordertoreduceoveralenergyconsumptionforthe
wholecrowds,weproposeatwo-steptaskassignmentdecisionmakingalgorithmto
avoidredundanttaskassignments.Evaluationswithalarge-scalereal-worlddataset
showthat:theproposedalgorithmconstantlyoutperformsbaselineapproachesin
termsoftaskassignment;andEEMCcanreduceoveralenergyconsumptionindata
transferby54%{66%whencomparedtothe3G-basedschemes.
7.1.2 SummaryofEMC3
InChapter4,wehaveinvestigatedtheproblemofreducingenergyconsumptionof
bothindividualuserandalparticipantsindatatransfercausedbytaskassignment
anddatacolectionofMCStasks,consideringtheuserprivacyissue,minimalnumber
oftaskassignmentrequirementandsensingareacoverageconstraint.Thisproblemis
motivatedbytheneedsofencouragingmoremobileuserstoparticipateinurban-scale
crowdsensingapplications.Toaddresstheproblem,weproposeanovelMCSframe-
workcaledEMC3,leveragingaproposeddelay-tolerant MCSsetting,theparalel
transfertechnique,andathree-stepprocessfortaskassignment.Evaluationswitha
large-scalereal-worlddatasetshowthatourproposedEMC3frameworkoutperforms
thebaselineapproaches,anditcanreduce43%-68%overalenergyconsumptionin
datatransfercomparedtothe3G-basedsolution.
7.1.3 SummaryofCrowdRecruiter
InChapter5,weproposedanovelparticipantselectionframework,namedCrow-
dRecruiter,forPiggybackCrowdsensing(PCS),whichintendstominimizethetotal
incentivepaymentsbyselectingasmalnumberofparticipantswhilesatisfyingapre-
denedcoverageconstraint. ThePCSwasadoptedtoreduceenergyconsumption
ofindividualmobiledevice,byexploitingcalopportunitiestoperformsensingtasks
andreturnsensedresults.Inordertoselecttheminimalsetofparticipantsunder
probabilisticcoverageconstraint,CrowdRecruiter rstpredictsthecalandcoverage
probabilityofeachmobileuser,thenproposesautilityfunctiontomeasurethejoint
coverageprobabilityofmultipleusers,and nalydeploysalow-complexitybuteec-
tivealgorithmtoincrementalyselecttheparticipants.Evaluationswithalarge-scale
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real-worlddatasetshowthatourproposedCrowdRecruiteroutperformsthreebase-
lineapproaches,andonaverageitselects10.0%{73.5%fewerparticipantscompared
tobaselineapproachesunderthesameprobabilisticcoverageconstraint.
7.1.4 SummaryofCrowdTasker
InChapter6,weproposedanoveltaskalocationframework,CrowdTasker,forPiggy-
backCrowdsensing(PCS).CrowdTaskerisdesignedtomaximizetheoveralcoverage
qualityacrossalsensingcycleswitha xedbudgetbyselectinganumberofpar-
ticipantsanddetermininginwhichsensingcycleseachselectedparticipantisneeded
forthePCStaskparticipation.ThePCSwasadoptedtoreduceenergyconsumption
ofindividualmobiledevice,byexploitingcalopportunitiestoperformsensingtasks
anduploadsenseddata.InordertoalocatePCStaskmaximizingthecoveragequal-
itywhilesatisfyingthebudgetconstraint,CrowdTaskerrstpredictsthecoverage
probabilityofeachmobileuser,thenperformsanear-optimalparticipant/cycletask
alocationsearchalgorithmwithlowcomputationalcomplexity.Theoreticalanalysis
provesthatCrowdTaskercanachievenear-optimality,evaluationswithalarge-scale
real-worlddatasetshowthatCrowdTaskeroutperformedthreebaselineapproaches,
andonaverageitachieved3%{60%highercoveragequalitycomparedtobaseline
approachesunderthesamebudgetconstraint.
7.2 FutureWork
Thelong-termgoalofourresearchispushingatthefrontierofthetechniquesabout
mobilecrowdsensing,especialyinsituationswherealargegroupofparticipantsare
neededtodistributedlycolectsensordatainalargetargetregion. Withrespectto
thisresearchgoal,IplantocontinuedesigningnovelMCSframeworksandapplica-
tionsforurbanenvironmentalmonitoring.
Inmyfuturework,Iwiltrytoanswerfolowingparticularquestions:
• Howcanwedetermine,whichsensingdataqualitymetrics(e.g.,spatial-temporal
coverage,numberofsamples,condentiallevel,andetc.) shouldbeusedin
eachpracticalMCSapplication,inordertodeliveryaccuratesensedresultto
theend-users?
• Howcanwedetermine,whichtypeofincentives(e.g.,money)andhowmuch
incentivesshouldbepaidtoeachparticipant,inordertoencouragetheirpar-
ticipationinbothpsychologicalandeconomicalaspects?
• Howcanwemakeuseofmobileusers'historicaldigitalfootprints(e.g.,mobility
traces),inordertobetterunderstandeachuser'sbehavioral/mobilitypatterns
butwithoutscarifyingusers'privacy?
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• Howcanwebuildmobilecrowdsensingframeworksandapplications,whichop-
timalyrecruitparticipantsandalocatesensingtasks,subjecttothevarious
sensordatacolectiongoals/constraints,addressingtheenergy,incentive,sens-
ingdataqualityandprivacyissues?Isthereanytheoreticalguaranteeforthe
performanceofdatacolection,evenintheworst-case?
Inordertoanswerthesequestions,wemightneedtosolvequitealottechnicalchal-
lenges,bringtogethergeographicalinformationprocessing,humanfactorsofcomput-
ing,privacyprotecting,machinelearning,optimaldecisionmakingandothersensor
networkareas.Hereby,weneedtoidentifythenextstepsoffutureresearchandthe
directionsalongtheway,someofwhichIoutlineinthefolowing.
1.CharacterizingthetargetregionusingSparseandPartialObservations- Col-
lectingsensordatafulycoveringthetargetregionorcoveringthemostpartof
thetargetregionusualycostssomuch(e.g.,totalenergyandincentive).Re-
centstudiesincompressivesensingandspatialcorrelationshowsitispossible
torecoverthesensedresultsofthewholetargetregion,throughcolectingafew
sensedresultsthatsparselycoverthetargetregion.Exactly,wehavealready
startedstudyinganovelsparsesamplingstrategy[106]thatintendstocolect
sensordatafromaminimalnumberofsubareaswhileinferringsensordataof
therestsubareaswithhighaccuracy.
2. Makingtrade-o amongIncentives,PrivacyandEnergyconsumption- Recent
studiesinincentivepricingmechanism[56,57]showthattheremightexistsan
equilibriumpricesatisfyingboththeMCSorganizerandeachMCSparticipant,
accordingtothecost(energyconsumption,mobilephoneusage,riskyofpri-
vacyleakage,andetc.)ofeachparticipantobtainingasensedresultandthe
economicalvalueofthesensedresult.Inthefutureresearch,weplantostudy
theincentivepaymentmechanismsmakingtrade-oamongincentives,privacy
andenergyconsumption,consideringthebothpsychologicalandeconomical
aspects.
3.Onlinehumanbehavior/mobilitylearningusingpartialandincrementaltraces-
Inthisthesis,weuseusers'historicalcal/mobilitytracestolearnhumanmobil-
itypatternsandfurtheralocatesensingtasksaccordingtothepatterns.Inthe
practicalMCSapplications,however,theremightnotbeabletocolectusers'
completehistoricaltracesforalongtime.Thus,thereneedsamethodtoget
user'sreal-timemobilityandbehavioraldata,furtheraggregatethedatanewly
arrivedwiththetracesalreadycolected,inordertoobtaintheincremental
traces.Furtherthemethodshouldbeabletolearnusers'behavioral/mobility
patternsthroughminingtheincrementalmobility/behavioraltraces.
4.OptimalparticipantselectionandtaskalocationsubjecttocomplexMCSdata
colectionobjectives/constraints-Inthisthesis,westudyseveraloptimization
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algorithmsforoptimalparticipantselectionandtaskalocation,subjecttosome
specicMCSsensingdataqualityandincentiveobjectives/constraints. Our
futureworkplanstostudyageneraloptimizationframeworkthatisableto
handlemorecomplexobjectives/constraints.
Ibelievethatthesedirectionsmightposegreatpotentialsforacademicresearchas
wel asforbuildingMCSsystemsandapplicationsthatwil havegreatreal-world
inuencewithsignicantbenetstooursociety.
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A.1 AlgorithmsandProofsfromChapter3and4
A.1.1 Low-complexityAlgorithmsforPfulfilComputation
Asthecomputationcomplexityofenumeratingalsubsetsfroman-lengthsetis
O(2n),itisverytime-consumingtosolveEquation3.2throughasubset-enumeration
algorithm.Forexample,thereare250=1:126 e15subsetsinasetwith50elements.
ToreducethecomputationcomplexityofPfulfilinEquation3.2,weproposesan
algorithmwithO(n2)complexity.AccordingtotheProbabilityGeneratingFunction
Theory[103],PfXk;t(Ak Rk)=NgisequivalenttothecoecientofzN inthe
folowingpolynomialoverz:
Y
Um2Ak Rk
(zPk;tfxm 1g+(1 Pk;tfxm 1g)) (A.1)
Finaly,wecanresolvetheabovepolynomialsandcalculatealnecessarycoe cients
byusingalgorithm5.
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Algorithm5:ComputingCoe cients
Input :Ak,Rk,andPk;tfxm=ng
Output:coes{thearrayofcoecients
1begin
/*initiatethecoefficientsofpolynomial. */
2 coes NEWARRAYOFSIZE(1);
3 coes[0] 1;
/*CumulativeProductofBinomials */
4 for0 m<jAk Rkjdo
5 newlength LENGTHOF(coes)+1;
6 newcoes NEWARRAYOFSIZE(newlength);
7 for0 i<LENGTHOF(coes)do
8 newcoes[i]+=coes[i]*(1-Pk;tfxm 1g);
9 newcoes[i+1]+=coes[i]*Pk;tfxm 1g;
10 end
11 coes newcoes;
12 end
13 returncoes;
14end
A.1.2 Low-complexityAlgorithmforPfulfil
SimilartoEquation3.2,PfXk;t(FSUi[(Ak Rk))= Ngisequivalenttothe
coecientofzN inpolynomial:
Y
Um2(Ak Rk)[FSUi
(zP0k;t(Um)+1 P0k;t(Um)) (A.2)
Obviously,alcoe cientsinEquationA.2canberesolvedbyanalgorithmsimilarto
Algorithm5underO(n2)complexity.
A.2 AlgorithmsandProofsfromChapter5
A.2.1 Low-complexityAlgorithmsforCOVi(S)Computation
TheoveralcomputationcomplexityofthisapproachshouldbeO(PjTjk= jTj!(jTjk)!k!
k)=O(PjTjk= jTj!(jTjk)!(k 1)!),where
PjTj
k=
jTj!
(jTjk)!k!isthenumberofceltowercom-
binations(k2[;jTj]referstothesizeofeachcombination),andthecomplexity
ofprobabilitycomputationforak-sizecombinationisO(k). Howevertheoveral
computationcomplexityisunacceptable,sincethenumberofceltowercombinations
growscombinatorialywhenthesizeofTincreases.Forexample,givenanoveralset
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of120celtowers,thereare 120!(120100)!100! 1:1 10+10celtowercombinations,eachofwhichconsistsof100celtowers.
InordertosimplifythecalculationofEq.5.5,weproposeafastalgorithmbased
onProbabilityGeneratingFunctionTheory[103].Specicaly,wecomputeCOVi(S[
fug)as:
COVi(S[fug)
jTjX
k=
coei(k;S[fug); (A.3)
wherecoei(k;S[fug)denotesthecoecientofzkinthefolowingpolynomialover
z: Y
t2T
(z Qi;t(S[fug)+(1 Qi;t(S[fug))) (A.4)
Notethatusingaclassicpolynomialproductionalgorithm[107],wecanresolvethe
polynomialinEq.A.5andcalculatealnecessarycoecientswithO(jTj2)complexity.
A.2.2 Proof{Utility(S)isansubmodularfunction
First,weproveUtility(S)isannon-negative/non-decreasingfunctionoverSanda
simpleproofisasfolows.
Proof- Since8S Uand8u2Sthereexists0 Pi;t(u) 1,wecanconclude
Qi;t(S) 0.Further8u02UnSthereexistsQi;t(S[fu0g)=1 (1 Qi;t(S)) (1
Pi;t(u0)) Qi;t(S),wecanconcludeQi;t(S)anon-decreasingsetfunction.Finaly,as
Utility(S)isthesumofQi;t(S),theutilityfunctionisanon-negative/non-decreasing
function.
Second,weproveUtility(S)isasumbodularsetfunctionandasimpleproofisas
folows.
Proof-8S Uand8u0;u02UnS,thereexists
Qi;t(S[fu0;u0g) Qi;t(S[fu0g)
=Y
u2S
(1 Pi;t(u)) (1 Pi;t(u0)) (1 Pi;t(u0))
Y
u2S
(1 Pi;t(u)) (1 Pi;t(u0))
=Qi;t(S[fu0g) Qi;t(S)
Qi;t(S)thusisasubmodularsetfunction,accordingtothedenitionofsubmodu-
larity[95].Further,sinceUtility(S)isthesumofQi;t(S),Utility(S)isansubmodular
setfunctionaswel.
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A.3 AlgorithmsandProofsfromChapter6
A.3.1 Low-complexityAlgorithmsforCQE(X)Computation
ThestraightforwardsolutiontoEq.6.5isto rst,enumeratealpossibleusercom-
binationsfromalselectedparticipantsinS,tocomputetheprobabilityofeachuser
combinationreturningsensedresultineachsensingcycleandeachceltower(e.g,
PU;i;tfortheusercombinationUinceltowertandcyclei)andfurthercomputethe
expectedcoveragequalityofthiscombination(e.g.,minfjUj;Eg PU;i;t),andthen
tosumtheexpectedcoveragequalityofeachusercombinationineachceltower
andeachsensingcycleastheresult. Theoveralcomputationcomplexityofthis
approachshouldbeO((2jSj 1) jSjjTjI),where2jSj 1isthenumberofuser
combinationsandjSjreferstothecomplexityofprobabilitycomputation. However
theoveralcomputationcomplexityisunacceptable,sincethenumberofusercom-
binationsgrowsexponentialywhenthesizeofSincreases.Forexample,givenan
overalsetof100selectedusers,thereare2100 1=1:27 e+30usercombinations.
InordertosimplifythecalculationofEq.6.5,weproposeafastalgorithmbasedon
ProbabilityGeneratingFunctionTheory[103].Specicaly,wecomputeCQE(X)as:
CQE(X) X
0 i<I
X
2T
X
0 l<jSj
minfjlj;Egcoe(i;t;l;S)
where8hu;ii2Xthereexists9u2Sand9i2Cu,andcoe(i;t;l;S)denotesthe
coecientofzlinthefolowingpolynomialoverz:
Y
u2S
(zPi;u(t) A(Cu;i))+(1 Pi;u(t) A(Cu;i))) (A.5)
Notethatusingaclassicpolynomialproductionalgorithm[107],wecanresolvethe
polynomialinEq.A.5andcalculatealnecessarycoecientswithO(jSj2)complexity.
ThustheoveralcomputationalcomplexityofthisalgorithmisO(jTjI jSj2).
A.3.2 Proof{CQE(X)isansubmodularfunction
ProofI-CQE(X)isansubmodularfunction: Foreachceltowertandcyclei,
givenasetofusersUiassignedMCStaskinthecyclei,andthefunctiongi;t(Ui)=P
U2UiminfjUj;Eg
Q
8u2UPi;u(t)
Q
8v2Ui;v=2U(1 Pi;v(t))estimatingthecoveragequalityachievedbyusersUiinthecycleiandceltowert,wecansimplyprovethat
gi;t(U[fu;vg) gi;t(U[fug) gi;t(U[fug) gi;t(U)whereuandvaretwousers
assignedwithcyclei;thuswesaygi;t(U)isasubmodularfunctionoverthesetofusers
assignedwithcyclei.FurtherCQE(X)isthelinearsumofgi;t(U)overeachsensing
cycleiandeachceltowert.Thus,wecanconcludethatCQE(X)isansubmodular
function.
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A.3.3 Proof{ThetotalBase/Bonusincentivepaymentisansub-
modularfunctionoverX
ProofII-C(X)isansubmodularfunction: Givenanyuser-pair-setX,andtwouser-
cycle-pairshu;ii;hv;ji(hu;ii6=hv;ji,hu;ii =2X,hv;ji =2X),weproveC(X)asa
submodularfunctionasfolows.Ifthereexistsanotheruser-cycle-pairofuseruinX
thenC(X[fhu;ii;hv;jig)C(X[hv;ji)=C(X[hu;ii) C(X)=bo;elseifuisanew
userinXandu6=vthenC(X[fhu;ii;hv;jig)C(X[hv;ji)=C(X[hu;ii) C(X)=
bo+ba;elseifuisanewuserinXandu=vthenC(X[fhu;ii;hv;jig)C(X[hv;ji)=
bo<C(X[hu;ii) C(X)=bo+ba.Thus,C(X[fhu;ii;hv;jig) C(X[ hv;ji)
C(X[hu;ii) C(X)andwecanconcludeC(X)isasubmodularsetfunction.
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studentsupervisedbyProf. MoniqueBecker,Prof.DaqingZhangandDr.Vincent
GauthieratInstitut Mines-Telecom/TELECOMSudParisandUniversitePierreet
MarieCurie(ParisVI).HereceivedhisM.ScinInformationTechnologyfromthe
HongKongUniversityofScienceandTechnologyin2010,andB.EnginElectrical
EngineeringandAutomationfromHuazhongUniversityofScienceandTechnology
in2009. Hisresearchinterestsincludemobilecrowdsensing,participatorysensing,
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reviewerforIEEEI-SPAN'14,IEEE WCNC-IOT'14,IEEEUIC'13{14,andIEEE
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andSpringerPUC.
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1.HaoyiXiong,DaqingZhang,GuanlingChen,LeyeWang,andVincentGau-
thier,CrowdTasker: MaximizingCoverageQualityunderBudgetConstraint.
IEEEInternationalConferenceonPervasiveComputingandCommunications
(PerCom'15),toappear.
2.Haoyi Xiong,DaqingZhang,Leye WangandHakimaChaouchi,EMC3:
Energy-ecient DataTransferin MobileCrowdsensingunderFul Coverage
Constraint,2014.IEEETransactionsonMobileComputing(TMC),Preprint
Online.
3.HaoyiXiong,DaqingZhang,LeyeWang,PaulGibsonandJieZhu,EEMC:
EnablingEnergy-E cientMobileCrowdsensingwithAnonymousParticipants,
2014. ACMTransactionsonInteligentSystemandTechnology(TIST),to
appear.
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4.DaqingZhang,HaoyiXiong,LeyeWangandGuanlingChen,CrowdRecruiter:
SelectingParticipantsforPiggybackCrowdsensingunderProbabilisticCover-
ageConstraint,2014.ACMInternationalJointConferenceonPervasiveand
UbiquitousComputing(Ubicomp'14),Seatle, WA.
5.HaoyiXiong,DaqingZhang,DaqiangZhang,VincentGauthier,KunYang
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8.DaqingZhang,LeyeWang,HaoyiXiongandBinGuo,4W1HinMobileCrowd
Sensing.IEEECommunicationsMagazine,2014,IEEE.
9.DaqiangZhang,DaqingZhang,HaoyiXiong,LaurenceT.YangandVincent
Gauthier,NextCel:PredictingLocationUsingSocialInterplayfromCelPhone
Traces,IEEETransactionsonComputers,preprint,IEEE.
10.DaqiangZhang,DaqingZhang,HaoyiXiong,Ching-HsienHsu,Athanasios
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siveUrbanCrowdsensingArchitectureandApplications(PUCAA'13)withUbi-
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CCS-TA:TowardOnlineTaskAlocationinMobileCompressiveCrowdsensing,
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DataUploading,Submited.
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