Abstract-Takagi-Sugeno-Kang fuzzy model to assist with real estate appraisals is described and optimized using evolutionary algorithms. Two approaches were compared in the paper. The first one consisted in learning the rule base and the second one in combining learning the rule base and tuning the membership functions in one process. Moreover two model variants with three and five triangular and trapezoidal membership functions describing each input variable were tested. Several TSK fuzzy models comprising different number of input variables were evaluated using the MATLAB. The evolutionary algorithms were based on Pittsburgh approach with the real coded chromosomes of constant length comprising whole rule base or both the rule base and all parameters of all membership functions. The experiments were conducted using training and testing sets prepared on the basis of actual 150 sales transactions made in one of Polish cities and located in a residential section. The results obtained were not decisive and further research in this area is needed.
I. INTRODUCTION
The real estate appraisals has become a large research area with considerable literature. Many professional journals such as "Appraisal Journal", "Real Estate Appraiser", "The Appraisal Review and Mortgage Underwriting Journal", "The Journal of Real Estate Research", "Journal of Property Valuation and Investment,", and "International Real Estate Review" specialize on the topic and practice of appraisal methods.
Traditionally, three models have dominated the valuation of real estate: the sales comparison approach, the cost approach and the income capitalization approach [1] . More recently, hedonic pricing (multiple regression analysis) have been used to automate the comparison approach [2] . However, both groups of these methods have been criticized. The first group uses subjective judgments, whereas MRA has produced problems that result from the inclusion of outliers. Real data have several sources of error or imprecision generating difficulties to construct precision mass appraisal models. Automated valuation methodologies (AVM) using artificial methods have been offered as a solution for both problems [3] .
Automated valuation methodologies undergo many development during the last years. Mass appraisal modelling tries to replicate market behaviour. AVM usually demand patterns for groups of properties. For this reason, they refer to large groups rather than single property. The multiple regression analysis (MRA) remains the most reliable automated valuation method [2] , which was successfully applied, among other things, in constructing price indices in Geneva, Switzerland, determining rental values in Bordeaux, France, explaining the market in Tel Aviv, Israel. However, MRA has two known problems. First, the procedure requires, that the appraiser selects the best comparables. Second, it is significantly influenced by the presence of outliers.
An interesting direction for research has been the inclusion of the neural networks (NN) inside the AVM models [4] , but several criticisms have been raised [5] . The nature of the NN is informal, there is no clear function between the input and the output values. The algorithm learns by training. Inspired in the human brain, they save knowledge in weighted connections. The connections have an initial sum of the weighted inputs and an activation function which gave the output. The most widely used NN is based on multi-layer perceptron with a back propagation scheme of learning. A major drawback on NN is that knowledge is stored only in the weights with no direct significance to the valuation process. One of the most interesting problem in this area is the extraction of fuzzy rules from the trained NN. Some have argued that NN are better than MRA if the data set is large and if the right parameters are found. The mean absolute error resulted from NN model was lower (from 3,9 to 6.9%) than the mean absolute error from the regression model (from 7.5 to 11.3%) [1] , [3] . However, several authors arrived at the same conclusion how outcomes vary with different NN models. Results from [5] show that NN models give inconsistent results and long run times, which lead to reject this technique from mass appraisal.
Analysis of the current directions in research shows that the most prominent types of AVM are fuzzy systems and genetic fuzzy rule-based systems [6] .
Fuzzy models have emerged as an effective tool, when the data are both quantitative and qualitative. They could be applied to problems in classification, control and modelling. They can extract and verify expert knowledge. Fuzzy modelling is mainly characterized by two contradict features: interpretability and accuracy [7] . The first is a capability to express the behaviour of the system in a understandable way. With this term we usually associate concepts such as compactness, completeness, consistency, or transparency. The second term, accuracy refers to the capability to closer represent the modelled system. The scientific community looks for a good balance between interpretability and accuracy. Of course, the ideal solution would be to satisfy both criteria, but it is not possible. Fuzzy logic can reduce the subjectivity caused by the appraiser and allow for a appropriate adjustment of variables, which are very useful in considering vagueness or imprecision presents in real estate market. By replacing crisp numbers with membership functions the valuation process has been improved. However, this approach has the difficulty how to define the correct membership functions. Additionally, the fuzzy rule-based systems (FRBSs) are not capable of learning automatically the rules [8] . In general, the fuzzy systems are hybridized using NN or GA in the learning phase. Genetic algorithms and neural networks may be perceived as techniques to automated knowledge acquisition against exert knowledge acquisition.
Majority of the FRBS systems uses Mamdani or TSK (Takagi-Sugeno-Kang) rules. The main difference between them is that the TSK rules gave a function and Mamdani rules have a linguistic output. Therefore, TSK rules are more convenient to real estate appraisal.
Historically, the fuzzy models have been closely related to subjective estimation techniques based on question forms, interviews and others. Recently, they are directed towards optimization problem, with the goal to minimize the deviation between the model and the experimental outputs. This is an open problem on which recently much research is concentrated [9] . The optimization problem can, in general, be solved by applying an adequate search procedure. Usually, this is a back-propagation algorithm, a method of error correction in NN or a genetic algorithm (GA). Both algorithms are iterative and can lead to a near-optimal solution but are computationally complex and sill not suitable for on-line applications [10] .
The genetic algorithm (GA) is another recent direction comes from artificial intelligence [11] . According to many articles GAs have proved successful investigation of large search spaces. Inspired by the natural rule of biological systems they employ a random search to find near-optimal solutions. It begins with the initial population of chromosomes, then the algorithm generates the new one through selection and reproduction until the desired error is reached. Offspring chromosomes are created using crossover operator or a mutation operator. After the generation they are evaluated with respect to the fitness function. They are two approaches. In the first, so called Pittsburgh approach, all the rules are extracted from data simultaneously what gives more consistent system. In the second, co called Michigan approach, each rule is created individually what gives greater flexibility and less computation. GAs use principles inspired by genetics and have ability to avoid local maxima and minima. Outliers have no chance to become rule centres. An interesting direction for future research in this area could be a comparison between GF approach and MRA to see whether empirical results obtained in [2] can be confirmed in any other location.
Another contribution to AVM comes from rough set theory (RST). RST derives rules from actual market data, and not from expert knowledge. D'Amato [2] has developed a methodological improvement to RST with integration of the so-called valued tolerance relation. Multiple regression analysis and rough set theory is applied for mass appraisal problems to a sample of 600 residential property located in the centre of Helsinki, Finland. Although quality of output for MRA is higher than RST, this method gives a superior performance in valuation accuracy. The method based on RST is robust, but on the other hand, may be too subjective. Moreover, many models, including d'Amato, do not take into account the location variable, for example, the distance from the central business district.
The validation of models trained off-line does not guarantee a good performance in real situations, because of a fault or due to dynamic behaviour not represented in the training and validation data. The optimization should not be limited to the new parameter adjustment, but would evolve structure upgrading and refinement. For example, the aim of feature selection is to reduce the length of the training vector [12] . An ideal assessment model would combine the statistical appraisal models with no cross-sectional error by identifying the over-and under-valuation of individual characteristics across similar properties. The last aspects will be concerned later in this paper.
With our approach, the mentioned disadvantages are palliated and a better balance between interpretability and accuracy is attained. Therefore, Takagi-Sugeno-Kang fuzzy rule-based systems to assist with real estate appraisals are described and optimized using evolutionary algorithms. Initially, the first TSK model for real estate appraisal was built with the aid of experts. The model comprised 7 input variables relating to main attributes of a property being appraised, namely, front, area, infrastructure, neighbourhood arrangement, distance and communication which referred in turn to the most important price factors such as location, planned or actual land use, land management and infrastructure. Having constructed the fuzzy model with 7 input variables, the experts were not able to determine a rule base, therefore an evolutionary algorithm was developed to generate it. The model was implemented using the MATLAB Fuzzy Logic Toolbox and the evolutionary algorithm was programmed to generate the rule base and to tune membership functions, employing the functions included in the MATLAB Genetic Algorithm and Direct Search Toolbox. The set of data used in the process of generating rules comprised 150 sales transactions made in one of Polish cities and located in a residential section what assured comparable attributes of properties.
The data were taken from the governmental registry of real estate sales transactions. A few additional attributes of the properties embraced by those transactions were established by analyzing the map of a section and some more features were determined by an expert, who had visited and studied personally all of them. Finally some attributes comprised objective quantitative measures i.e. distance, front, area and the values of properties while others were the results of subjective qualitative assessments i.e. infrastructure, arrangement, neighbourhood and communication. The set of data was firstly cleaned by removing outliers and then bisected into training and testing sets by clustering the property attributes including their prices using the k-means method and then by splitting randomly each cluster into two parts.
Several experiments were conducted using the above mentioned fuzzy model up to now [13] , [14] , [15] , [16] . Rule bases were generated for seven-dimensional and reduced fuzzy model using evolutionary algorithms with different parameters and different splits of transactional data into training and testing sets. However time of generating was rather long from a few to several dozen of hours in those tests. In some cases the number of transactions in data sets seemed to be too low to obtain satisfactory results. In some cases the models suffered from overfitting. Moreover the appraisers use to say that sometimes only few criteria can be taken into account in order to assess the price of a property in a given section with known plans of land use. So we decided to test the model with reduced dimensionality. In this paper we present the results of investigation conducted using several reduced model variants comprising 3, 4, 5, and 6 input variables. As the criterion of eliminating the model dimensions the variability coefficient, which is expressed by the standard deviation divided by the mean, was employed. The coefficient was calculated for each system input using whole set of transaction data and input variables with the biggest value of variability coefficient (see Table 1 ). The codes of reduced models are shown in Table 2 . Moreover two more variants our fuzzy models were subjected to evaluation, the first one was given three linguistic terms for each of the inputs and the second one -five linguistic terms. Two methods of optimizing the models using evolutionary algorithms were compared. The first one consisted in learning the rule base of the model, and the second one in combining both learning the rule base and tuning the membership functions in one process.
II. TSK FUZZY MODELS FOR REAL ESTATE APPRAISAL
The fuzzy system assisting real estate appraisal is devoted to an information centres maintaining cadastral systems and property sales transaction registries. Due to the substantial dispersion in Poland, these systems are located in district local self-governments as well as in the municipalities of bigger towns, and there are above 400 such centres all over the country. All three systems together could create a complex data source for real estate appraisers accessible through internet (Fig. 1) . At present the information centres are the place which appraisers contact when they start evaluating properties. Moreover the appraisers are obliged to deliver the results of their estimates to the governmental registry of real estate transactions. Therefore the actual values and prices of properties are available in the registry. On the basis of data taken from the registry and the cadastral system the initial parameters of the fuzzy system aiding real estate appraisal can be determined such as the sections of comparable characteristics and the representative properties for each land section. The fuzzy model for real estate appraisal was based on sales comparison method. It was assumed that whole appraisal area, that means the area of a city or a district, was divided into sections of comparable property attributes. As the most important criteria distinguishing the sections location and land use characteristics were regarded. A representative property and rule bases were determined for each section. The architecture of the fuzzy system to assist with real estate appraisals is shown in Fig. 2 . The appraiser can access the system through the internet and choose an appropriate section and input the values of the attributes of the property being evaluated. Then the system using the parameters of the representative property for the section indicated, calculates the input values to the fuzzy model. The classic fuzzy inference mechanisms, applying a rule base generated for that section, calculates the output. Then on the basis of the parameters of the representative property the final result is determined and as a suggested value of the property is sent to the appraiser. Several TSK fuzzy models to assist with real estate appraisal were optimized during the investigation reported in the paper. The models comprised 3, 4, 5, and 6 input variables which referred to the difference or proportion of attribute values between a property being appraised and the representative one. The representative properties were determined for one section comprising residential properties, having similar characteristics, by means of calculating average values of attributes of all properties in the set of data used in the experiment. For each input variable three or five triangular and trapezoidal membership functions were defined the first model variant was denoted as 3FS and the second as 5FS. The linguistic values were as follows: much lower than (MLT), lower than (LT), equal (EQ), greater than (GT), and much greater than (MGT). Thus the inputs of the fuzzy models were defined by vectors composed of following variables: 1) Area: is the ratio of the area of the examined parcel to the area of the representative one. The domain of this variable is the interval form 0 to 10. Values greater than 1 indicate that the examined property has the bigger area. The membership functions of the model variants with 3 linguistic values are shown in Fig. 3 and with 5 in Fig 4. 2) Front: it is the difference in the length of fronts of parcels expressed in meters. The domain of this variable is the interval form -50 to 50 meters. Positive values mean that the examined parcel has longer front than the representative one what is considered as a more valuable case. The membership functions of the model variants with 3 linguistic values are presented in Fig. 5 and with 5 in Fig 6. 3) Arrangement -pertains to the subjective assessment of how better a given property was arranged than the representative one. Values of this attribute are the appraiser's judgments of what is the difference in this attribute between the appraised and the representative parcel. The values are taken from the range 0-200 where 100 means that both parcels are equal in this respect, values greater than 100 -that the examined parcel is better and the ones lower than 100 -the opposite. The membership functions of the model variants with 3 linguistic values are depicted in Fig. 7 and with 5 in Fig 8. 4) Distance: it is the difference in the distance from a local centre expressed in meters. The domain of this variable is the interval form -1000 to 1000 meters. Negative values denote that the representative property is located closer to the local centre than the appraised one. The membership functions of the model variants with 3 linguistic values are given in Fig. 9 and with 5 in Fig 10 . 
III. OPTIMIZING THE FUZZY MODELS WITH EVOLUTIONARY ALGORITHMS

1) SR and SM processes.
The models were implemented using MATLAB. The structure of an evolutionary algorithm was the same as the structure of a classic genetic algorithm [3] , but the algorithm applied differed in the way of chromosome coding and crossover and mutation operations. Two methods of optimizing the models using evolutionary algorithms were compared in each series of tests. The first one consisted in learning the rule base, and the second one in combining both learning the rule base and tuning the membership functions in one process. The optimization process of learning the rule base is depicted in Fig.  15 . It was assumed that the membership functions were determined earlier by the expert and were unchangeable. The process was denoted as the SR process. The second optimization process combined both learning the rule base and tuning the membership functions, previously determined by the expert, is shown in Fig. 16 and was denoted as the SM process. The way the membership functions were tuned within the SM process was adopted from [17] , but slightly differed between the model with 3 linguistic values and the one with 5 linguistic terms. The approach to tune a membership function for 3 linguistic values is illustrated in Fig. 17 For the models with 4, 5, and 6 inputs one rule was represented in a similar way by 5, 6, 7 genes respectively, but in the 5FS variant individual genes could contain integers from 0 to 5 (see Fig. 19 a-d) .
In the case of the SM process to each chromosome used in the SR process a constant length series of genes representing the membership functions was added. In the 3FS model variant the LT and GT functions are represented by trapezoids with two utmost parameters having big absolute values far beyond the minimal or maximal value of a respective domain. The EG functions in turn are expressed by 3 parameters of a triangle. In consequence each trapezoidal membership function was represented by four genes and a triangular function by three genes so that the string of genes for each input variable was 11 genes long (see Fig. 19 e) . In the 3FS model variant, in turn, each of five trapezoid functions is represented by 4 parameters so that the length of the string corresponding to one input variable was 20 genes (see Fig. 19 f) . Table 3 and 4 contain the lengths of individual chromosomes used in SR and SM processes for the size of rule base containing 50 rules in 3FS and 5FS model variants respectively. The denotation of the fuzzy models, introduced in Table 2 , indicates what variables constitute the inputs of a particular model. For example 1234 denote that the model comprises area, front, arrangement, and distance as input variables.
3) Initialization. Each chromosome was composed of rules taken randomly out of all rules (see Fig. 20 ) and so the initial population of randomly generated chromosomes was obtained. 
4) Fitness function.
The input variables of the system were not scaled, therefore the fitness function was defined as a mean relative error between values of properties included in the training set and the values of corresponding properties determined by the fuzzy system using a rule base produced by a subsequent generation of the evolutionary algorithm. The same function was employed to calculate the error producing by the model using the testing set of data.
5) Reproduction. MATLAB allowed the operator to set parameters of reproduction to determine how the genetic algorithm would create the next generation. So we set following parameters of reproduction: elite count was set to 2, crossover fraction was set to 0.8, and therefore the mutation fraction was close to 0.2. 6) Crossover. Uniform crossover operation was employed, where the pattern of the position of rules to be exchanged was determined randomly for each pair of parents separately with the probability of 0.5. According to this pattern whole rules were exchanged between the parents of a given pair instead of individual genes. In Fig. 21 it is shown that i-1-th and i+1-th rules are exchanged between parent chromosomes. 
7)
Mutation. The mutation operation consisted in altering rules randomly selected with the probability of 0.05 in each chromosome, remained in the mutation fraction. The selected rule was replaced in a chromosome by a new one taken randomly from the set of all rules (see Fig. 22 ).
IV. RESULTS OF THE EXPERIMENT
The main goal of the investigation was to compare different genetic fuzzy models designed to assist with real estate appraisal. The experiments were conducted with different number of input variables, different number of membership functions characterizing inputs, different number of rules in one chromosome, different size of population, and with different number of generations.
Comparison of models with different number of input variables
Four models 123, 1234, 12345, and 123456 in two variants were compared with the same number of rules in one chromosome equal to 50, the size of population counting 500 chromosomes, and for 350 generations. The graphs for best fitness achieved using training data are presented in Fig 23 and 25 , in turn the charts for mean relative error with testing set are shown in Fig 24 and 25 . In these figures the SR processes with 3FS and 5FS model variants were denoted as SR3 and SR5 respectively. Analogously, the SM processes with 3FS and 5FS model variants were denoted as SM3 and SM5 respectively. For training sets the SM process achieved better results for each model except one, in turn for testing set of data the results were not so decisive. The best fitness for 3FS variants gained values between 0.083 and 0.105 and the values of mean relative errors obtained using testing sets were between 0.133 and 0.199. In turn for 5FS variants the best fitness gained values between 0.061 and 0.089 and the values of mean relative errors obtained using testing sets were between 0.145 and 0.213. In table 5 the ratios of mean relative error with testing data sets to best fitness with training data sets were shown. Due to the fact that both mean relative error and best fitness are the same functions the ratios may be used as the indicators of overfitting. Only in the case of 12345 and 123456 in the 3FS variant their values were relatively low what indicates that these models achieved some generalization capability, but the rest of models revealed overfitting because of the small number of sales transactions comprised in the training and testing data sets. Many studies were devoted to the interpretability-accuracy balance in linguistic fuzzy modelling [7] , [18] . In this paragraph the results of investigation aimed to show how the simplification of the models will influence their generalization capabilities are presented. Two models with the smallest number of input variables in the lower number of linguistic values were compared for 5, 10, 15, 20, and 25 rules in a chromosome and for 50 generations and the population equal to 500. The results obtained using training and testing sets are presented in Fig. 27 and 28 respectively. For training sets all models produced almost the same values of best fitness (between 0.111 and 0.134). In the case of testing sets the 1234 models gained lower values of mean relative error (between 0.123 and 0.180) than the 123 ones (between 0.192 and 0.207). The lowest error produced the 1234 models with 10 and 15 rules. As in first series of tests the ratios of mean relative error with testing data sets to best fitness with training data sets were calculated and all 1234 models revealed relatively good generalization capability whereas the 123 models showed rather poor performance (see table 6 ). Three series of tests were conducted for different number of generations, rules and population using one selected model, namely the 12345 one. The results are presented in Fig. 29-34 . As for different number of generations, in the Fig. 29 it is shown that for training set of data the more generations the lower value of best fitness. However this trend could not be observed in the case of testing data set, mean relative error was almost at the same level for every number of generations tested (see Fig. 30 ). For models with different number of rules the tendency was analogous, the greater number of rules the model comprised the smaller value of best fitness with training data set and not clear relationships with testing set of data (see Fig. 31-32 ). In the case of population, the growing size enabled to obtain lower values of best fitness, but it did not lead to the better output using testing data set. Just the opposite, the lowest values of mean relative error were achieved for the population of 200 (see Fig.  33-34 ). So the results of this series of tests allow us to state that the model can be simplified without the negative impact on its generalization capabilities. The ratios of mean relative error with testing data sets to best fitness with training data sets, presented in Table 7 , are below 150% only for simpler models SR3 and SM3. Rules  25  141%  146%  236%  220%  50  154%  173%  237%  253%  75  153%  149%  197%  335%  100  145%  260%  242%  287%  Population  200  135%  131%  177%  293%  500  154%  173%  237%  253%  1000  143%  167%  248%  316%  2000  169%  189%  286%  348% Finally, for the 12345 model in SR3, SM3, SR5, and SM5 variants, for 50 rules and 200 generations, 10-fold cross-validation was accomplished. The results in Table 8 indicate that simpler models, namely SR3 and SM3, performed better. For comparison an attempt was also made to apply multiple regression method to our experimental data. The parameters estimated using the multiple linear regression method were then applied to calculate mean relative errors for both training and testing sets of all respective models. The results presented in Table 6 indicate that in each case the regression method provided worse results than fuzzy set models. This may be interpreted that there are nonlinear relationships between variables and the multiple linear regression models are inadequate. 
V. CONCLUSIONS
Two approaches to evolutionary optimization of a fuzzy model for assisting the property appraisers' work were compared in the paper. The first one consisted in learning the rule base (SR process) and the second one in combining learning the rule base and tuning the membership functions in one process (SM process). Several TSK fuzzy models comprising 3, 4, 5, and 6 input variables referring to the attributes of a property were evaluated. Moreover two model variants with three and five triangular and trapezoidal membership functions characterizing each input variable were tested. As an output they produced the suggested price for a given property.
The evolutionary algorithms were based on Pittsburgh approach where a single chromosome comprised whole rule base or both the rule base and all parameters of all membership functions. The constant length of chromosomes was assumed during whole investigation. The experiments were conducted with different number of rules in one chromosome, different size of population, and different number of generations. As the measure of the quality of results mean relative error between values of properties included in the training or testing sets and the values of corresponding properties determined by the fuzzy system was used. For selected models 10-fold cross-validation was accomplished. The ratio of mean relative error with testing data set to best fitness with training data set was used as a measure of overfitting.
The tests revealed that due to relatively small size of training and testing sets simpler models with three membership functions describing each input variable performed better. For these models mean relative errors obtained for testing sets were in fact bigger than when using the training one, but the ratios of their values were smaller than 150% in most cases, thus it can be stated that these models achieved some generalization capabilities. Moreover, the genetic fuzzy models outperformed a multiple regression model because the relationships between variables taken into account were not linear.
However, the results obtained cannot be decisive because only a small part of possible property attributes were taken into account and further research in this area is necessary. Different and numerous sets of data with various attributes, for example drawn from cadastral digital maps, should be used in the investigation and compared. The construction of evolving fuzzy models, able to adapt to dynamic changes of real estate prices and their drivers can be an interesting approach.
