Abstract: A Gaussian process is usually used to model the sea surface elevation in the oceanography. As the depth of the water decreases or the sea severity increases, the sea surface elevation departs from symmetry and Gaussianity. In this paper, a stationary non-Gaussian random process called the generalized hyperbolic process is used as an alternative model. The process generates a family of processes. We derive the rate of up-crossings for this process and the distribution of the height of the process. We also derive the duration distribution of an excursion for the generalized hyperbolic process. 
Introduction
In oceanography, the sea surface elevation, at a fixed location, is modelled by a stationary Gaussian random process. The statistical properties of the sea surface elevation are called the sea state. These properties are very important for the reliability analysis in the ocean engineering (Baxevani et al., 2005) . Both the distribution of the maximum sea surface elevation in a given period of time and the distribution of the time spent, above a given level, by the sea surface elevation after an up-crossing (see Figure 1 ) are of great interest in the oceanography. As the depth of the water decreases or the sea severity increases, the sea surface elevation departs from both symmetry and Gaussianity (Baxevani et al., 2005; Rychlik, 1993; Rychlik and Leadbetter, 2002; Cherneva et al., 2005) . Under these sea states, the Gaussian model will not capture the asymmetry in the data. Using the Gaussian model leads to nonconservative estimates. So we should not ignore the asymmetry when modelling the sea (Baxevani et al., 2005) . In this case, we need an alternative non-Gaussian stationary random process to model the sea surface elevation. The aim of this paper is to use a non-Gaussian process called the generalized hyperbolic process and to study some of its statistical properties. We derive the rate of up-crossings for this process. We also derive approximations to both the height distribution of the process and the duration distribution of its excursion.
The following notation is used. We use the symbols R and | . | for the set of real numbers and for the matrix determinant, respectively. The inverse of a matrix A is denoted by A −1 . The d-dimensional Euclidean space is denoted by R d . We use exp(θ) for exponential distribution and Z ∼ N (µ, σ 2 ) to mean that Z is a normal random variable with mean µ and variance σ 2 . The density and cumulative distribution function of the standard normal random variable are φ(.) and Φ(.), respectively.
Let Z ∼ N (µ, σ
2
) and Z + = max{0, Z}. The following basic result is from Adler (1981) and will be used later
2 ) .
Crossings and Duration of a Process
Let X(t), t ∈ [0, A], A > 0, be a random process. X(t) is said to be differentiable at t in the mean square sense or simply differentiable, if there exists a random processẊ(t) such that
refers to the derivative of X(t). The length of the interval between an up-crossing and the subsequent down-crossing is called the duration of the excursion of X(t). The excursion set of the process X(t) above a level u is defined to be the set of points t ∈ [0, A], where X(t) exceeds u, i.e., the set {t ∈ [0, A] : X(t) ≥ u}. This set represents the extreme events of X(t). According to the Poisson Clumping Heuristic (PCH), the excursion set can be viewed as a set of disjoint independent and identically distributed clumps (Aldous, 1989) . So the length of each clump is viewed as a duration. The number of such intervals is approximated a Poisson random variable. Let N (u, X) be the number of up-crossings of u by X(t). The mean number of the random variable N (u, X) is given (under certain conditions) by the Rice's Formulae
where f X,Ẋ (·, ·) is the joint density of X andẊ. The mean value of N (u, X) is very important in many applications of random processes. For example, it can be used to approximate the tail distribution of sup t∈ [0,A] 
For more information about the use of E{N (u, X)} see Leadbetter and Spaniolo (2002) and Rychlik (1993) . If X(t) is a differentiable Gaussian process and λ 2 = var(Ẋ(0)), 
The arrows ↑ and ↓ refer to up-crossings and down-crossings, respectively.
Generalized Hyperbolic Distribution
A random variable W is said to have a generalized inverse Gaussian distribution if it has the density function
where K λ (·) is the modified Bessel function of the third kind with index λ ∈ R. The GIG distribution was introduced by Good (1953) as a model for the species distribution. Jorgensen (1982) studied this distribution in details. We use the notation W ∼ N − (λ, χ, ψ) to mean that the random variable W follows a generalized inverse Gaussian distribution with parameters λ, χ, and ψ. The function K λ (x) has the following properties
and
It can be shown that
Blasild (1981) defines the multivariate generalized hyperbolic distribution as follows: A random vector V is said to have a d-dimensional generalized hyperbolic distribution with parameters λ, ψ, χ, γ, µ, and Σ if it has the joint density
Any d−dimensional generalized hyperbolic distribution has the following stochastic representation
where µ, γ are constant vectors and W is a GIG random variable independent of Z, a multivariate normal vector with mean vector 0 and covariance matrix Σ. The mean vector of V is given by
Consider the following partitions of V, γ, µ, and Σ:
Then the conditional distribution of V 2 given V 1 = v 1 is multivariate generalized hyperbolic distribution with parameters
The one-dimensional generalized hyperbolic distribution was introduced by BarndorffNielsen (1977) . In the recent years, the generalized hyperbolic distributions were used by many authors to fit the financial time series by stochastic processes (Rydberg, 1997; Bibby and Sorensen, 1997; Raible, 2000; Schoutens, 2003; Cont and Tankov, 2004; Emmer and Klüppelberg, 2004) . For example, if S t , t = 1, 2, . . . , represents the sequence of prices of a stock, then the sequence of the log returns, X t = log(S t ) − log(S t−1 ), t = 1, 2, . . . , is well fitted by a generalized hyperbolic process.
Generalized Hyperbolic Process
In this section, we define a continuous version of the generalized hyperbolic process. Let X(t), t ∈ [0, A], be a stationary and differentiable Gaussian random process with mean zero and variance equal one. We define the generalized hyperbolic process Y (t) by
where γ, µ ∈ R and W ∼ N − (λ, χ, ψ). It can be noted that every finite dimensional distribution of the process Y (t) is a multivariate generalized hyperbolic distribution.
It easy to see that stationarity of X(t) implies the stationarity of Y (t). If R X (t) is the covariance function of X(t), then the covariance function of Y (t) is
The last equation implies that Y (t) is differentiable in the mean square sense andẎ (t) = √ WẊ(t).
The random variables X(0) andẊ (0) are independent and normally dis- 0)) is bivariate normal with joint density function
with E{W } given by (4). Using total probability law and the Fubini's theorem, we get
Using (1), we simplify the last equation to
According to the PCH, the number of up-crossings, N (u, Y ), can be approximated by a Poisson point process with mean E{N (u, Y )}. We may use the standard parametric methods for the Poisson distribution to estimate the parameters λ, ψ, and χ if realizations of the point process N (u, X) are available.
Special Cases
If S is a chi-square random variable with ν degrees of freedom, then the random variable W = ν/S has density
is a Student-t random variable with ν degrees of freedom. Therefore,
Using (2) and (3), it is easy to show that
This leads to
which is the rate of the up-crossings of the Student-t process given in Alodat and Aludaat (2006) . As ν → ∞, the Student distribution goes to the Gaussian distribution. Note, as ν → ∞, the right hand side of (8) tends to E{N (u, X)}, the expected number of up-crossings of u by the Gaussian process X(t).
Height Distribution of Y (t)
The distribution of the height of Y (t) above the level u is defined to be the distribution of Y (0) − u, given that Y (t) has a local maximum of height exceeds u at t = 0. This can be calculated according to Rychlik (1993) . Since the expected number of up-crossings of Y (t) approximates the expected number of local maxima of Y (t), we may calculate the height distribution of Y (t) according to Adler (1981, p. 158) . So as u → ∞, the ratio
, where G(y) is the height distribution of the process Y (t). Using (2) and taking the limit as u → ∞, we get
Approximating the Duration Distribution
In this section, we suggest an approximation to the duration distribution of Y (t). To do this we propose the following steps:
1. Approximate Y (t) near its local maximum at t = 0 byỸ (t) = Y (0)+Ẏ (0)t+ 1 2Ÿ t 2 , the Taylor polynomial of degree 2.
2. Replace the random variableŸ by E{Ÿ |Y = u,Ẏ = 0}.
3. The difference between the two real roots of the equation u =Ỹ (t) represents an approximation to the duration of Y (t).
4. Find the distribution of the random variable in step 3.
We go over this step by step:
Step 1. Since Y (t) has a local maximum at t = 0, the Taylor polynomial of degree 2 is reduced toỸ
Step 2. Note thatẎ
Using (5), we see that (0)) is multivariate generalized hyperbolic distribution with parameters λ, ψ, χ
where λ * 2 = var(Ẍ). The conditional distribution ofŸ , given Y = u andẎ = 0, is univariate generalized hyperbolic distribution with parameters computed from the equations (??)-(??) as follows
Using (2), we get (γ, ψ, µ, γ, u) , say, for large u. If we set h = h (γ, ψ, µ, γ, u) ,
Step 3. The roots of the last equation
h approximates the duration of Y (t) above the level u. Section 6 provides the distribution of the random variable Y − u which is exp(1/ √ ψ).
So the density function of S is given by
and f S (s) = 0 for s < 0.
Simulation of Y (t)
To simulate from the generalized hyperbolic process Y (t) we follow the following steps 1. Simulate a generalized inverse Gaussian variable W .
Simulate a Gaussian process X(t).
3. Realize Y (t) as Y (t) = µ + γW + √ W X(t). Atkinson (1982) gives an algorithm to simulate from a generalized inverse Gaussian distribution. We follow the above algorithm to simulate a large sample from the exact duration distribution of the generalized hyperbolic process for the case µ = 0, γ = 0 and W ∼ exp(1). We also simulated a large sample from the density (9). The two samples are described by their empirical distribution functions in Figure 2 . It can be noted that the maximum difference between the two empirical distribution functions is very small for large values of u, which means that the approximation is good.
Conclusions
In this paper, we used a non-Gaussian process called the generalized hyperbolic process. This process generates a family of random processes. As limit processes, the Gaussian and the Student processes are members of this family. This makes the generalized hyperbolic process a flexible model in many practical problems. We derived a closed form approximation to the duration distribution its excursion. Simulation shows that the approximation works well.
