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THE MILNOR K-THEORY AND THE SHINTANI COCYCLE
SUNG HYUN LIM AND JEEHOON PARK
Abstract. The goal of this article is to complete the unfinished construction (due to Glenn Stevens in
an old preprint [13]) of a certain Milnor K-group valued group cocycle for GLn(Q) where n is a positive
integer, which we call the Stevens cocycle. Moreover, we give a precise relationship between the Stevens
cocycle and the Shintani cocycle, which encodes key informations on the zeta values of totally real fields
of degree n, using the dlog map of K-theory and the Fourier transform of locally constant functions
on Qn with bounded support. Roughly speaking, the Stevens cocycle is a multiplicative version of the
Shintani cocyle.
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1. Introduction
In an old unfinished preprint [13] around 2007, Glenn Stevens proposed a definition of a certain Milnor
K-group valued group cocycle for GLn(Q) which is related to period integrals of Eisenstein series and
the Milnor K-theory. Though his preprint has the crux of computations and key ideas, the definitions
(of GLn(Q)-group actions on various objects) and theorems were not stated and proved clearly. In fact,
the second named author clarified this issue for n = 2 case and published the result in [10]. He explained
how the Milnor K2-group valued symbol is related to periods of Eisenstein series and p-adic partial zeta
functions for real quadratic fields in n = 2 case. This n = 2 case also has intimate connections to [1] and
[11].
The first goal of this paper is to clarify Stevens’s construction in [13] for general n ≥ 2 and construct
a group cocycle for GLn(Q), as is done in [10] for n = 2 case. The second goal is to make precise its
relationship with the Shintani group cocycle for GLn(Q) constructed and studied by R. Hill, [7]. The
Shintani cocycle for GLn(Q) encodes key informations on the zeta values of totally real fields of degree
n. Its construction was given in [8] for n = 2, 3 case and later generalized to general n in [7]. It has
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an intimate relationship with the Eisenstein cocycle: see [3] and [4] for example. The p-adic integrality
of the Shintani cocycle and its relationship to the p-adic L-functions for totally real fields (and the p-
adic Shintani zeta functions) was studied in [12] and [5]. Moreover, the Shintani cocycle also plays an
important role in the Gross-Stark conjecture: see [6] for example.
We set up the notation for statements of main theorems. Let V = Qn be a rational vector space of
dimension n. Let V ∗ = Hom(V,Q) be the dual vector space. For any Q-algebra R, we define a R-module
VR = V ⊗QR. We use GL(V ) = GLn(Q) (respectively, GL
+(V ) = GL+n (Q)) to denote the general linear
group on V (respectively, with positive determinant). Let S(V ) be the abelian group of locally constant
functions on V with bounded support. Then S(V ) is generated by characteristic function
χa+dZn
on the affine lattice a+ dZn, where a ∈ Qn, d ∈ N. For any abelian group M , define the space of naive
distributions with values in M
Dist(V,M) := HomZ(S(V ),M).
The first main concept is the Shintani cocycle and the Naive Shintani function. The Shintani cocycle,
defined per each natural number n, is a homogeneous group n-cocycle:
[ΦShn ] ∈ H
n−1
(
GLn(R),Dist
(
Anf \{0},C((T1, · · ·Tn))
))
,
where Af is the ring of finite adeles of Q and C((T1, · · · , Tn)) is the field of Laurent power series with
n-variables T1, · · · , Tn (defined as the fraction field of C[[T1, · · ·Tn]]). We refer to [7] for its concrete
relationship with the zeta values of a totally real field of degree n. The Shintani cocycle ΦShn is defined
by the Solomon-Hu pairing (see 3.1 for its description and also see [8])
〈·, ·〉SH : LQn × S(A
n
f \{0})→ C((T1, · · ·Tn)),
where LQn is the abelian group generated by characteristic functions of open rational cones, modulo
constant functions, and an appropriate polyhedral cone function σShn :
ΦShn := 〈σ
Sh
n , ·〉SH ,
The polyhedral cone function σShn (see 3.2) is defined as a cone function in F
n for ordered field F =
R((ǫ1)) · · · ((ǫn)) followed by the restriction to R
n under the embedding Rn → Fn. We define a related
variant of the Shintani cocycle, which we call the Naive Shintani function:
Definition 1.1. Define a function ΦNShn
ΦNShn : (GLnQ)
n → Dist(Qn,C((T1, · · ·Tn)))
ΦNShn (γ1, · · · γn)(f) := 〈χR+e1γT1 +···+R+e1γTn , f〉SH .
It shares similar properties with the Shintani cocycle:
ΦShn (1, ρ, · · · ρ
n−1) = 〈χR+e1+···+R+en , f〉SH = Φ
NSh
n (1, ρ, · · · ρ
n−1), ρ−1 :=

0 1 0 · · · · · · 0
0 0 1 0 · · · 0
0 · · · · · · · · · · · · 0
0 0 · · · · · · 1 0
1 0 · · · · · · · · · 0

where the matrix ρ is the shift-permutation matrix defined by ρ1,n = 1, ρi+1,i = 1 for i = 1, · · ·n− 1 and
all other entries zero, and under the relevant group actions (see the appendix I, subsection 4.1 for our
precise description of the group actions) we have
ΦShn (γγ1, · · · γγn) = (signγ)Φ
Sh
n (γ1, · · ·γn)|γT , Φ
NSh
n (γγ1, · · · γγn) = Φ
NSh
n (γ1, · · ·γn)|γT ,
for γ, γ1, · · · , γn ∈ GLn(Q). See Proposition 3.1 for the first statement and Proposition 4.1 for the second
statement (the GLn(Q)-equivariance) for Φ
Sh
n and Φ
NSh
n . Observe that the Naive Shintani function and
the Shintani cocycle are both defined using the Solomon-Hu pairing, but the Naive version has a simpler
definition involving cone functions with basis vectors moved simply by matrices. This is indeed the most
naive way to proceed, but is not enough to make the Naive Shintani function into a group cocycle; much
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work has been done, for example in [7], to modify the cone function to fix the naive definition. Part
of our result (Corollary 1.3) is that the Naive Shintani function is a cocycle in an appropriate quotient
group.
Next we introduce the Stevens cocycle, whose definition involves Milnor K-theory. Let KMn (V ) be the
n-th Milnor K-group of the ring of trigonometric functions (see 2.1). There is an additive homomorphism
(see 3.4 for its precise definition and also look at section 2.3, [9] for its theoretical description):
dlog : KMn (V ) → C((z1, · · · zn))dz1 ∧ · · · ∧ dzn
{f1, · · · , fn} 7→ dlogf1 ∧ · · · ∧ dlogfn.
Let K˜Mn (V ) = K
M
n (V )/J
′
n(V ) is a certain quotient of K
M
n (V ) (see Definition 2.1) and
J ′n ⊆ C((z1, · · · zn))dz1 ∧ · · · ∧ dzn = C((T1, · · ·Tn))dT1 ∧ · · · ∧ dTn
be the image of J ′n(V ) under the map dlog, where we identify Tj = 2πizj, j = 1, · · · , n. Now we state
our main theorem.
Theorem 1.2. There exists a homogeneous group n-cocycle ΦStn
[ΦStn ] ∈ H
n−1
(
GLn(Q),Dist(Q
n, K˜Mn (V ))
)
with the following property: for given (γ1, · · · , γn) ∈ GLn(Q)
n and f ∈ S(Qn), we have
dlog(ΦStn (γ1, · · · , γn)(f)) ≡ (−1)
n · (ΦNShn (γ1, · · · , γn)(fˆ))dT1 ∧ · · · ∧ dTn (mod J
′
n),
where fˆ is the Fourier transform of f .
See the appendix, subsection 4.2 for the definition of fˆ . The key observation for the above theorem
is to use the Fourier transform fˆ on the right hand side for comparison. We refer to Theorem 2.7 and
Theorem 3.3 for further details and their proofs. The above theorem implies the following corollary.
Corollary 1.3. The Naive Shintani function ΦNShn mod J
′
n becomes a cocycle, i.e.
[ΦNShn mod J
′
n] ∈ H
n−1
(
GLn(Q),Dist(Q
n,
C((T1, · · · , Tn))dT1 ∧ · · · dTn
J ′n
)
)
.
Now we briefly explain contents of the article. Section 2 is devoted to the construction of the Stevens
cocycle. In subsection 2.1, we introduce the ring R(V ) of trigonometric functions and the Milnor K-ring
KM (V ). In subsection 2.2, we define an explicit map from the cohomology associated to simplexes
(sometimes called the cohomology with compact support) to group cohomology for GLn(Q). Then we
give a construction for the multiplicative Kubota-Leopoldt distribution (n = 1 case), which is a basis
for the Stevens cocycle in subsection 2.3. In subsection 2.4, we construct the Stevens cocycle using the
materials developed so far.
Section 3 is devoted to the comparison between the Shintani cocycle and the Stevens cocycle. In
subsection 3.1, we briefly review the Shintani cocycle. In subsection 3.2, we propose the definition of the
Naive Shintani function. Then we give the precise comparison in subsection 3.3.
In the appendix, we summarize our convention of group actions on various objects and the Fourier
theory for locally constant functions with bounded support in section 4.
1.1. Acknowledgement. The work of JP was partially supported by BRL (Basic Research Lab) through
the NRF (National Research Foundation) of South Korea (NRF-2018R1A4A1023590). Authors would
like to thank Glenn Stevens whose preprint is a starting point of this project and its influence on our
article is obvious.
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2. The Milnor K-group and the Stevens group cocycle
2.1. The Milnor K-group of trigonometric functions. For w = (r, λ) ∈ Q × V ∗, we consider a
trigonometric function εw(z) := exp(2πi(λ(z) − r)), z ∈ C
n, defined on VC = C
n. Let OQ(VC) be the
ring of meromorphic functions on VC with possible poles only on V = Q
n. We define a subgroup E(V )
(respectively, C(V )) of the unit group OQ(VC)
∗ generated by εw(z) (respectively, εw(z), 1− εw(z)):
E(V ) = 〈εw(z) : w = (r, λ) ∈ Q× V
∗, λ 6= 0〉,
C(V ) = 〈εw(z), 1− εw(z) : w = (r, λ) ∈ Q× V
∗, λ 6= 0〉.
Define the subring R(V ) of OQ(VC):
R(V ) := Z[εw(z), 1− εw(z) : w = (r, λ) ∈ Q× V
∗, λ 6= 0]
= {
m∑
j=1
mjεwj (zj) : wj = (rj , λj) ∈ Q× V
∗,mj ∈ Z}.
(2.1)
Note that R(V ) is a commutative ring with unity 1.
Let A be a commutative ring with 1. The Milnor K-groups are defined as follows:
KM0 (A) = Z, K
M
1 (A) = A
∗
KM2 (A) = A
∗ ⊗A∗/〈a⊗ b : a+ b = 0 or 1〉
KMn (A) = A
∗ ⊗ · · · ⊗A∗/〈a1 ⊗ · · · ⊗ an : there exists i, j such that ai + aj = 0 or 1〉
KM (A) =
⊕
n≥0
KMn (A).
Thus, KMn (A) is an abelian group and K
M (A) is the graded Z-algebra generated by KM1 (A) = A
∗
modulo the Steinberg relation (a+ b = 0 or 1) and we use the notation {x1, · · · , xn} ∈ K
M
n (A) to denote
the element x1 ⊗ · · · ⊗ xn modulo the Steinberg relation:
KMn (A)⊗K
M
m (A)→ K
M
n+m(A), {x1, · · · , xn} · {y1, · · · , ym} := {x1, · · · , xn, y1, · · · , ym}.
For the abelian group structure of KMn (A), we have the following multi-linearity by definition:
{x1, x2, · · · , xn}+ {x
′
1, x2, · · · , xn} = {x1 · x
′
1, x2, · · · , xn}.
The similar multi-linearity holds for other components. A straightforward computation shows that
{x, y} = −{y, x}, x, y ∈ A∗,
ξ · η = (−1)nmη · ξ, ξ ∈ KMn (A), η ∈ K
M
m (A),
{x, x} = {x,−1} = {−1, x}, {−x−1, x} = 0, x ∈ A∗.
For n ≥ 1, let Jn(V ) be the subgroup of K
M
n (V ) := K
M
n (R(V )) generated by elements of the form
{x1, · · · , xn} with xi ∈ C(V ) and at least one xi ∈ E(V ). Then J(V ) =
⊕
n≥0 Jn(V ) becomes an ideal
of KM (V ) := KM (R(V )).
Definition 2.1. Let J˜(V ) be the ideal of KM (V ) generated by J(V ) and {−1}.1 Put J˜n(V ) := J˜(V )∩
KMn (V ) be the subgroup of K
M
n (V ). Define
K˜Mn (V ) := K
M
n (V )/J˜n(V ), K˜
M (V ) := KM (V )/J˜(V ).
Stevens showed the following theorem, called the Dedekind reciprocity law.
Theorem 2.2. Let A be an arbitrary commutative ring. Let n ≥ 1 and u1, · · · , un ∈ A
×. Let u0 =
u1 + · · ·+ un. Suppose for all k = 1, · · · , n that u1 + · · ·+ uk ∈ A
×. Then
n∑
i=0
(−1)i{u1, · · · , uˆi, · · · , un}
lies in the ideal I generated by {−1}.
1Note that −1 /∈ E(Q) and so {−1} /∈ E(V ).
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Proof. We include Stevens’ proof for reader’s convenience. The proof goes by induction on n. The case
n = 1 is obvious. When n = 2, u1
u0
+ u2
u0
= 1. Thus
0 = {
u1
u0
,
u2
u0
}
= {u1, u2} − {u0, u2}+ {u0, u1}+ {u0, u0}
= {u1, u2} − {u0, u2}+ {u0, u1}+ {−1, u0},
which proves the n = 2 assertion. Now suppose m ≥ 2 and the result is true for n = m.
We will prove the result for n = m+ 1. Let v1, · · · , vm+1 ∈ A
× and set v0 = v1 + · · · + vm+1. Also,
let u0 = u1 + · · ·+ um with u1 = v1, · · · , um = vm. Then by the induction hypothesis
m∑
i=0
(−1)i {u0, · · · , uˆi, · · · , um} ∈ I.(2.2)
Multiplying 2.2 on the left by {vm+1} and {v0} we get
A :=
m∑
i=0
(−1)i {vm+1, u0, · · · , uˆi, · · · , um} ∈ I,
B :=
m∑
i=0
(−1)i {v0, u0, · · · , uˆi, · · · , um} ∈ I.
By using the fact v0 = u0 + vm+1 we obtain
{u0, vm+1} − {v0, vm+1}+ {v0, u0} ∈ I.
Therefore we have
A−B = {vm+1, u1, · · · , um}+
m∑
i=0
(−1)i {vm+1, v0, · · · , uˆi, · · · , um} − {v0, u1, · · · , um} ∈ I,
which means (after multiplying (−1)m) that
m+1∑
i=0
(−1)i {v0, · · · , vˆi, · · · , vm+1} ∈ I.
This proves the assertion for n = m+ 1. The theorem follows by induction. 
2.2. Cohomology associated to simplexes and group cohomology for GLn(Q). Let V = Q
n. For
k ≥ 0, let (V ∗)k+1ng be the subset of (V
∗)k+1 consisting of vectors λ0, · · · , λk such that every m-element
(with m ≤ n) subset of {λ0, · · · , λk} is linearly independent. The group (Q
+)k+1 acts componentwise
on (V ∗)k+1. The notation (V ∗)k+1ng /(Q
+)k+1 means the set of (Q+)k+1-orbits in (V ∗)k+1ng . The (Q
+)k+1-
orbit in (V ∗)k+1ng can viewed as a k-simplex, i.e. a k-dimensional polytope in VR with k+ 1 vertices. For
λ ∈ (V ∗)k+1ng we let [λ] denote the (Q
+)k+1-orbit of λ. Put C−1(V ) = Z. For each integer k ≥ 0, we
define
Ck(V ) := the free abelian group generated by (V
∗)k+1ng /(Q
+)k+1, C(V ) = C•(V ) :=
⊕
m≥−1
Ck(V ).
If we define the boundary map ∂ : Ck(V )→ Ck−1(V ), k ≥ 1,
∂([λ0, · · · , λk]) =
n∑
i=0
(−1)i[λ0, · · · , λˆi · · · .λk],
and ∂(C0(V )) = 0, then ∂
2 = 0. The standard computation shows that
· · ·
∂
−→ Ck(V )
∂
−→ Ck−1(V )
∂
−→ · · ·
∂
−→ C0(V )
deg
−−→ Z→ 0
is exact. The group GL(V ) acts on V ∗ by (γ · λ)(x) := λ(x · γ) for λ ∈ V ∗, x ∈ V, γ ∈ GL(V ). This
induces a left GL(V )-action on (V ∗)k+1ng /(Q
+)k+1:
γ · [λ0, · · · , λk] = [γ · λ0, · · · , γ · λk], γ ∈ GL(V ), [λ0, · · · , λk] ∈ Ck(V ),
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since GL(V )-action on (V ∗)k+1ng commutes with the (Q
+)k+1-action. Consequently, this induces a Z-linear
left GL(V )-action on Ck(V ).
For any right Z[GL(V )]-module M , we consider the following right GL(V )-action on Hom(C•(V ),M)
by
(ξ|γ) ([λ0, · · · , λk]) = ξ([γ · λ0, · · · , γ · λk])|γ , ξ ∈ Hom(C•(V ),M), γ ∈ GL(V ).
Let us define the cochain complex
C•(V,M) := HomGL(V )(C•(V ),M) := {ξ ∈ Hom(C•(V ),M) : ξ|γ = ξ, γ ∈ GL(V )}
with the induced coboundary operator ∂∗ from (C•(V ), ∂). Let Z
k(V,M) (respectvely, Bk(V,M)) be
the submodule of Ck(V,M) consisting of cocycles (respectively, coboundaries). Define
Hi(V,M) = Hi(C•(V,M)) := Zi(V,M)/Bi(V,M), i ≥ 0.
For any right Z[GL(V )]-module M , let C•(GL(V ),M) be the standard homogeneous group cochain
complex on GL(V ) with values in M . So the element in Ck(GL(V ),M) is a function f : GL(V )k+1 →M
such that
f |γ = f, where (f |γ)(σ0, · · · , σk) := f(γ · σ0, · · · , γ · σk))|γ , σi, γ ∈ GL(V ).
Recall the coboundary map δ : Ck−1(GL(V ),M)→ Ck(GL(V ),M) satisfying δ2 = 0:
δ(f)(σ0, · · · , σk) =
k∑
i=0
(−1)if(σ0, · · · , σˆi, · · · , σk).
Then the group cohomology Hi(GL(V ),M) can be described as
Hi(GL(V ),M) ∼= Hi(C•(GL(V ),M)).
Now we examine a relationship between C•(V,M) and C•(GL(V ),M). Choose a covector λ ∈ V ∗. The
assignment
Φλ(ξ)(γ0, · · · , γk) := ξ([γ0 · λ, · · · , γk · λ]),
where ξ ∈ Cn(V,M), (γ0, · · · , γk) ∈ GL(V )
k+1, induces a well-defined homomorphism from Ck(V,M) to
Ck(GL(V ),M), because
ξ|γ = ξ implies that Φ(ξ)λ|γ = Φ(ξ)λ.
Proposition 2.3. For any choice λ ∈ V ∗, the map ξ 7→ Φλ(ξ) is a cochain map from C
•(V,M) to
C•(GL(V ),M). If we change λ by λ′ = σλ for some σ ∈ GL(V ), then
Φλ(ξ)(γ0, γ1, · · · , γk−1)− Φλ′(ξ)(γ0, γ1, · · · , γk−1) = (δCσ)(γ0, · · · , γk−1), k ≥ 2,(2.3)
for some Cσ ∈ C
k−2(GL(V ),M). If ξ is a cocycle, then Φλ(ξ)(γ0)− Φλ′(ξ)(γ0) = 0.
Proof. The cochain property Φλ(∂(ξ)) = δ(Φλ(ξ)) follows from a straightforward computation.
If we define Cσ ∈ C
k−2(GL(V ),M), k ≥ 2, by the formula
Cσ(γ1, · · · , γk−1) :=
k∑
i=2
(−1)iξ([γ1 · λ, · · · , γi−1 · λ, (γiσ) · λ, (γi+1σ) · λ, · · · , (γk−1σ) · λ]),
a direct computation shows 2.3. In the case of k = 1, we have
Φλ(ξ)(γ0)− Φσλ(ξ)(γ0) = ξ([γ0λ]) − ξ([γ0σλ]) = 0,
since ξ is a cocycle, i.e. ξ ∈ Z0(V,M) := {f ∈ C0(V,M) : f is a constant function on C0(V )}. 
Corollary 2.4. Form ≥ 0, the assignment ξ 7→ Φλ(ξ) induces a homomorphism Z
m(V,M)→ Zm(GL(V ),M)
and consequently a homomorphism Φ = Φm : Hm(V,M) → Hm(GL(V ),M), which is independent of
λ ∈ V ∗.
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2.3. The multiplicative Kubota-Leopoldt distribution. We define η ∈ Dist(Q,C(Q)):=Hom(S(Q),C(Q)):
η
(
m∑
i=1
αi · χai+diZ
)
=
m∏
i=1
(
1− e(
z − ai
di
)
)αi
, z ∈ C,(2.4)
where e(z) = e2piiz and di, ai ∈ Q
+, ai < di, αi ∈ Z. We need to show that the definition of ξ does not
depend on a presentation of a test function f ∈ S(Q). If we write
a+ dZ=
m−1⋃
b=0
a+ d(b +mZ),
then
χa+dZ =
m−1∑
b=0
χa+db+dmZ.
The following computation shows that η is well-defined:
η(
m−1∑
b=0
χa+db+dmZ) =
m−1∏
b=0
(
1− e(
z − a− db
dm
)
)
= (1−X)(1−Xζm) · · · (1−Xζ
m−1
m ) where X = e(
z − a
dm
), ζm = e(
−1
m
)(2.5)
= (1−Xm) = 1− e(
z − a
d
) = η(χa+dZ)(z).
Proposition 2.5. The map η is a group homomorphism from (S(Q),+) to (C(Q), ·) such that
η|γ = η, γ ∈ GL
+
1 (Q) = Q
+.
Proof. By construction, η is a group homomorphism. For a, d ∈ Q+, a < d, γ ∈ GL+1 (Q), we compute
(η|γ) (χa+dZ) = η(γ · χa+dZ)|γ
= η(χa·γ−1+dZ·γ−1)|γ
=
(
1− e
(
z − a · γ−1
|d · γ−1|
))
|γ
= 1− e
(
z · γ−1 − a · γ−1
d · γ−1
)
= 1− e
(
z − a
d
)
= η(χa+dZ).
This proves the claim. 
When γ ∈ GL1(Q) is a negative rational number, we have that
(η|γ)(χa+dZ) = −e
(
−z + a
d
)
· η(χa+dZ),
for a, d ∈ Q+, a < d.
We can define a variant of the multiplicative Kubota-Leopoldt distribution which is invariant under
the action of γ ∈ GL1(Q):
η+
(
m∑
i=1
αi · χai+diZ
)
:=
m∏
i=1
(
e(
z − ai
2di
)− e(
−z + ai
2di
)
)αi
, z ∈ C,(2.6)
where e(z) = e2piiz and di, ai ∈ Q
+, ai < di, αi ∈ Z. Then
η+(χZ) = e
piiz − e−piiz = 2i sin(πz).
Proposition 2.6. The map η+ is a group homomorphism from (S(Q),+) to (C(Q), ·) such that
η+|γ = η
+, γ ∈ GL1(Q) = Q
×.
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Proof. When γ ∈ GL1(Q) is a negative rational number,
(η|γ) (χa+dZ) = η(γ · χa+dZ)|γ
= η(χa·γ−1+dZ·γ−1)|γ
= η(χa·γ−1+|d·γ−1|+|d·γ−1|Z)|γ
=
(
e
(
z − a · γ−1 − |d · γ−1|
2|d · γ−1|
)
− e
(
−z + a · γ−1 + |d · γ−1|
2|d · γ−1|
))
|γ
=
(
e
(
z · γ−1 − a · γ−1 − |d · γ−1|
2|d · γ−1|
)
− e
(
−z · γ−1 + a · γ−1 + |d · γ−1|
2|d · γ−1|
))
= −e
(
z · γ−1 − a · γ−1
−2d · γ−1
)
+ e
(
−z · γ−1 + a · γ−1
−2d · γ−1
)
= = e
(
z − a
2d
)
− e
(
−z + a
2d
)
= η(χa+dZ).
When γ ∈ GL1(Q) has a positive sign, the computation is trivial. 
2.4. Cocycle with values in a Milnor K-group valued distribution. Let {e∗1, · · · , e
∗
n} be the dual
basis to the standard basis {e1, · · · , en} of V = Q
n. Then (V ∗)nng is the set of n-tuples (λ0, · · · , λn−1) ∈
(V ∗)n such that {λ0, · · · , λn−1} is a Q-basis of V
∗. Then for (λ0, · · · , λn−1) ∈ (V
∗)nng, there is a unique
γ ∈ G = GLn(Q) such that
γλi = e
∗
i , for 0 ≤ i ≤ n− 1.
For f ∈ S(V ) and (λ0, · · · , λn−1) ∈ (V
∗)nng, we define a Q-linear map ξ : (V
∗)nng → Dist(V, K˜
n
M (V ))
by the following rule:
ξ(λ0, · · · , λn−1)(f) := (ξ(e
∗
1, · · · , e
∗
n)(γ · f)) |γ
:=
∑
j
bj{η(χa(1)
j
+djZ
)(z1), η(χa(2)
j
+djZ
)(z2), · · · , η(χa(n)
j
+djZ
)(zn)}
 |γ(2.7)
where we use the fact that γ · f can be written as
γ · f =
∑
j
bj · χaj+djZn
for some bj ∈ Z and aj = (a
(1),
j · · · , a
(n)
j ) and dj ∈ N.
Here we view η(χ
a
(i)
j
+djZ
)(zi) = 1− e
(
zi−a
(i)
j
dj
)
as a function of (z1, · · · , zn) ∈ VC = C
n. We need to
show that the definition of ξ does not depend on a presentation of a test function f ∈ S(V ). If we write
a+ dZn =
⋃
b
a+ d(b+mZn), a = (a1, · · · , an), b = (b1, · · · , bn),
then
χa+dZn = χa1+dZ ⊗ · · · ⊗ χan+dZ = (
m−1∑
b1=0
χa1+db1+dmZ)⊗ · · · ⊗ (
m−1∑
bn=0
χan+dbn+dmZ)
=
m−1∑
b1,··· ,bn=0
χa+db+dmZn .
ξ˜(e∗1, · · · , e
∗
n)(
m−1∑
b1,··· ,bn=0
χa+db+dmZn) =
m−1∑
b1,··· ,bn=0
{η(χa1+db1+dmZ)(z1), · · · , η(χan+dbn+dmZ)(zn)}
= {η(
m−1∑
b1=0
χa1+db1+dmZ)(z1), · · · , η(
m−1∑
bn=0
χa1+dbn+dmZ)(zn)}
= {η(χa1+dZ)(z1), · · · , η(χan+dZ)(zn)}.
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Note that λ ∈ V ∗ induces a map λ∗ : R(Q) → R(V ) by the pullback. In fact, if one wants to
define ξ ∈ Hom((V ∗)nng,Dist(V, K˜
M
n (V )) such that ξ|γ = ξ, ∀γ ∈ GL(V ), then it is enough to define
ξ(e∗1, · · · , e
∗
n)(f1 ⊗ · · · ⊗ fn) for any factorisable f = f1 ⊗ · · · ⊗ fn ∈ S(Q) ⊗ · · · ⊗ S(Q)
∼= S(V ) by the
GL(V )-invariance and Z-linearity of ξ. Our definition 2.7 of ξ(e∗1, · · · , e
∗
n)(f) is the same as
ξ(e∗1, · · · , e
∗
n)(f1 ⊗ · · · ⊗ fn) := {(e
∗
1)
∗(η(f1)), · · · , (e
∗
n)
∗(η(fn))} = {η(f1)(z1), · · · , η(fn)(zn)} in K˜
M
n (V ).
This gives another proof that the definition 2.7 does not depend on the presentation of the test function.
Theorem 2.7. The map ξ induces a well-defined map
ξ : Cn−1(V )→ Dist(V, K˜
M
n (V ))
such that
∂∗(ξ) = 0, ξ|γ = ξ for every γ ∈ G = GLn(Q).
In other words, ξ ∈ Zn−1(V,Dist(V, K˜Mn (V ))).
Proof. Now we show that ξ factors through Cn−1(V ) = (V
∗)nng/(Q
+)n. For b = (b1, · · · , bn) ∈ (Q
+)n,
let dia(b) be the diagonal matrix:
dia(b) =

b1 0 · · · 0 0
0 b2 0 · · · 0
0 0 · · · · · · 0
0 0 · · · 0 bn
 .
For b = (b1, · · · , bn) ∈ (Q
+)n, we compute
ξ(b1e
∗
1, · · · , bne
∗
n)(χa+dZn) = ξ(e
∗
1, · · · , e
∗
n)(dia(b)
−1 · χa+dZn)|dia(b)−1
= ξ(e∗1, · · · , e
∗
n)(χb1a1+b1dZ ⊗ · · · ⊗ χbnan+bndZ)|dia(b)−1
= {η(χb1a1+b1dZ)(z1), · · · , η(χbnan+bndZ)(zn)}|dia(b)−1
= {η(χb1a1+b1dZ)(b1z1), · · · , η(χbnan+bndZ)(bnzn)}|
= {η(χa1+dZ)(z1), · · · , η(χan+dZ)(zn)}
= ξ(e∗1, · · · , e
∗
n)(χa+dZn).
A same computation shows that
ξ(b1λ0, · · · , bnλn−1)(χa+dZn) = ξ(λ0, · · · , λn−1)(χa+dZn),
for (λ0, · · · , λn−1) ∈ (V
∗)nng. Therefore, ξ factors through Cn−1(V ) = (V
∗)nng/(Q
+)n.
By the construction, the GL(V )-invariance follows directly:
ξ|γ = ξ, γ ∈ GL(V ).
Finally, we prove the cocycle condition. For [λ0, · · · , λn] ∈ Cn(V ), the representative (λ0, · · · , λn)
satisfies that (λ0, · · · , λˆi, · · · , λn) ∈ (V
∗)nng for any i. The statement that (∂
∗ξ)([λ0, · · · , λn])(f) = 0 for
every [λ0, · · · , λn] ∈ Cn(V ) and every f ∈ S(V ) is equivalent to the statement that
(∂∗ξ)([e∗1 + · · ·+ e
∗
n, e
∗
1, · · · , e
∗
n])(χa+dZn) = 0, a ∈ Q
n, d ∈ N,
because of the GL(V )-invariance and Z-linearity of ξ. If we let
α =

1 0 · · · 0 0
1 1 0 · · · 0
· · · 0 · · · 1 0
1 0 · · · 0 1
 ,
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then α · e∗1 = e
∗
1 + · · ·+ e
∗
n and α · e
∗
j = e
∗
j for j = 2, · · · , n. We compute:
ξ([e∗1 + · · ·+ e
∗
n, e
∗
2, · · · , e
∗
n])(χa+dZn)
= ξ(α · [e∗1, · · · , e
∗
n])(χa+dZn)
= ξ([e∗1, · · · , e
∗
n])(χa·α+dZn·α)|α−1
= ξ([e∗1, · · · , e
∗
n])(χ(a1+···+an,a2,··· ,an)+dZn)|α−1
= {η(χa1+···+an+dZ)(z1), η(χa2+dZ)(z2), · · · , η(χan+dZ)(zn)}|α−1
= {η(χa1+···+an+dZ)(z1 + · · ·+ zn), η(χa2+dZ)(z2), · · · , η(χan+dZ)(zn)}.
This computation implies that
(∂∗ξ)([e∗1 + · · ·+ e
∗
n, e
∗
1, · · · , e
∗
n])(χa+dZn)
= {η(χa1+dZ)(z1), η(χa2+dZ)(z2), · · · , η(χan+dZ)(zn)}
+
n∑
i=1
(−1)i{η(χa1+···+an+dZ)(z1 + · · ·+ zn), η(χa1+dZ)(z1), · · · ,
̂η(χai+dZ)(zi), · · · , η(χan+dZ)(zn)}
= {1− e(
z1 − a1
d
), 1 − e(
z2 − a2
d
), · · · , 1− e(
zn − an
d
)}
+
n∑
i=1
(−1)i{1− e
(
z1 + · · ·+ zn − (a1 + · · ·+ an)
d
)
, 1− e(
z1 − a1
d
), · · · ,
̂
1− e(
zi − ai
d
), · · · , 1− e(
zn − an
d
)}
≡
n∑
i=0
(−1)i{u0, · · · , uˆi, · · · , un} ( mod J),
where
u0 := 1− e
(
z1 + · · ·+ zn − (a1 + · · ·+ an)
d
)
, u1 := 1− e(
z1 − a1
d
),
ui :=
(
1− e(
zi − ai
d
)
) i−1∏
m=1
e(
zm − am
d
).
Then u0 = u1 + · · · + un and u1 + · · · + uk ∈ R(V )
× for each k ≥ 1. Then Theorem 2.2 (Dedekind
reciprocity law) implies that (see Definition 2.1 for J˜)
n∑
i=0
(−1)i{u0, · · · , uˆi, · · · , un} ∈ J˜ .
This proves the cocycle property
∂∗(ξ) ≡ 0 in Dist(V, K˜Mn (V )).

Definition 2.8. For each n, we define ξStn to be the element
ξ ∈ Zn−1(V,Dist(V, K˜Mn (V ))) ⊆ HomGL(V )(Cn−1(V ),Dist(V, K˜
M
n (V )))
in Theorem 2.7.
When n = 1, then ξSt1 belongs to HomQ×(C0(Q),Dist(Q, K˜
M
1 (Q))). Note that C0(Q) is a free abelian
group of rank 2 generated [e∗1] and [−e
∗
1] and K˜
M
1 (Q) = K
M
1 (Q)/J˜1(Q). We have
ξSt1 ([e
∗
1])(χa+dZ) = {1− e
(
z − a
d
)
}, a, d ∈ Q+, a < d.
On the other hand,
ξSt1 ([−e
∗
1])(χa+dZ) = {
(
ξSt1 (e
∗
1)(χ−a−dZ)
)
}|−1 = {
(
ξSt1 (e
∗
1)(χ(d−a)+dZ)
)
}|−1 = {1− e
(
−z + a
d
)
}.
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Because
−e
(
z − a
d
)
·
(
1− e
(
−z + a
d
))
= 1− e
(
z − a
d
)
,
we have that
ξSt1 (e
∗
1)(χa+dZ)− ξ
St
1 (−e
∗
1)(χa+dZ) ∈ J˜1(Q)
and thus ξSt1 ([e
∗
1]) = ξ
St
1 ([−e
∗
1]).
Definition 2.9. Denote the image of the Stevens cocycle ξStn (given in Definition 2.8) under the map
in Corollary 2.4 by ΦStn := Φe∗1 (ξ
St
n ), which is a homogeneous group cocycle. We also refer to this as the
Stevens cocycle:
ΦStn : (GLnQ)
n → Dist(Qn, K˜Mn (V ))
ΦStn (γ1, · · · γn)(f) = ξ
St
n ([γ1 · e
∗
1, · · · γn · e
∗
1])(f).
3. The Shintani group cocycle and the comparison
3.1. The Shintani cocycle. The Shintani cocycle, defined per each natural number n, is a homogeneous
group n-cocycle:
[ΦShn ] ∈ H
n−1
(
GLn(R),Dist
(
Anf \{0},C((T1, · · ·Tn))
))
,
where Af is the ring of finite adeles of Q and C((T1, · · · , Tn)) is the ring of Laurent power series with
n-variables T1, · · · , Tn. We briefly recall its definition following [7], which we refer to the reader for more
details.
Let LQn be the abelian group generated by characteristic functions of open rational cones, modulo
constant functions. We recall the Solomon-Hu pairing from [7]:
〈·, ·〉SH : LQn × S(A
n
f \{0})→ C((T1, · · ·Tn))
〈c, f〉SH :=
1
1− ev1T1
· · ·
1
1− evr·Tr
∑
w∈Pc,f∩Qn
f(w)ew·T
(3.1)
where c = χR+v1+···+R+vr and vectors {v1, · · · vr} ⊂ Q
n are assumed to belong to the lattice of periods
of test function f (if Lf is the lattice of periods of f , by linear dependence ∀v ∈ Q
n, ∃n : n · v ∈ Lf ) and
Pc,f := (0, 1]v1 + · · · + (0, 1]vr is the fundamental parallelogram for c. Note that the pairing formally
expresses the quantity
∑
w∈Qn c(w)f(w)e
w·z , but this quantity is not well-defined as a formal power
series and thus we ‘multiply’ it by
∏
j(1− e
vjzj )−1 to obtain a finite sum
∑
w∈Pc,f
f(w)ew·z.
The Shintani cocycle is defined by supplying this pairing with an appropriate polyhedral cone function
σShn :
ΦShn := 〈σ
Sh
n , ·〉SH .
The polyhedral cone function σShn (see 3.2 below) is defined as a cone function in F
n for some ordered
field F followed by the restriction to Rn by the embedding Rn → Fn. Define F = R((ǫ1)) · · · ((ǫn)) and
give its monomials lexicographic ordering: if ǫr = ǫr11 · · · ǫ
rn
n and ǫ
s = ǫs11 · · · ǫ
sn
n are two monomials, then
ǫr ≻ ǫs iff for some 1 ≤ i ≤ n, rn = sn, rn−1 = sn−1, · · · ri+1 = si+1, ri < si. When ǫ
r ≻ ǫs, we say that
ǫr succedes ǫs. In a linear combination of such monomials, the most succeding term is called the leading
term.
Order elements of F by defining r > 0 (r ∈ F) iff the coefficient of its leading term is positive, and
defining r > s ⇐⇒ r − s > 0. This is a total order that is well-behaved under addition and positive
multiplication. Here we are using the opposite convention from that of [7]; preceding relation there is
changed to succeeding relation. This is done so that ≻ represents magnitude of monomials when we
think of ǫ1, ǫ2, ǫ3 · · · as infinitesimals that get progressively smaller. For example,
· · · ≻ ǫ−22 ≻ ǫ
−1
2 ≻ · · · ≻ ǫ
−2
1 ≻ ǫ
−1
1 ≻ · · · ≻ 1 ≻ · · · ≻ ǫ1 ≻ ǫ
2
1 ≻ · · · ≻ ǫ2 ≻ ǫ
2
2 ≻ · · · .
As an illustration, ǫ10001 ≻ ǫ2 since ǫ2 is another magnitude smaller than ǫ1, no matter ‘how small ǫ1
tries to get’. The sign of an element of F is determined by the coefficient of its leading term, which is
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intuitively the monomial of the largest magnitude. For example, ǫ10001 − 1000ǫ2 > 0 since ǫ2 is another
magnitude smaller than ǫ10001 regardless the coefficient −1000.
Define a polyhedral cone function σShn (see section 4, [7] for details):
[σShn ] ∈ H
n−1(GLn(R),LQn)
σShn (α1, · · ·αn)(w) := c(α1b(ǫ1), · · ·αnb(ǫn))(w), w ∈ R
n \ {0}.
(3.2)
Here b is defined by
b(ǫ) :=
[
1 ǫ · · · ǫn−1
]T
and c is a cone function defined per each basis (v1, · · · vn) ⊂ F
n given by
c(v1, · · · vn) : F
n → Z
c : (v1, · · · vn) : w 7→
{
sign det(v1, · · · vn) if w =
∑
j λjvj with ∀j, λj > 0
0 otherwise
(3.3)
(sign of determinant is given precisely by the ordering of F). The proof that c is indeed a polyhedral
cone function and σShn is a cocycle with values in LQn was given in [7]. The delicate sign conventions in
3.3 is the key to make σShn a group cocycle.
3.2. The Naive Shintani cocycle. The naive Shintani cocycle is a ‘naive’ version of the Shintani
cocycle, which is not a cocycle at first but becomes a cocycle modulo certain elements. The fact that
the naive Shintani cocycle is a cocycle will be a corollary of our comparison result between the naive
Shintani cocycle and the Stevens cocycle.
The following result on the usual Shintani cocycle motivates us to define the Naive Shintani function
(Definition 3.2).
Proposition 3.1. Let ρ ∈ GLn(R) be the shift permutation defined by ρ1,n = 1, ρi+1,i = 1 for i =
1, · · ·n− 1 and all other entries zero. Then
σShn (1, ρ, · · · ρ
n−1) = χ(R+)n .
Proof. Denote σ0 = σ
Sh
n (1, · · · , ρ
n−1). Let M = [1 · b(ǫ1), · · · ρ
n−1 · b(ǫn)]. Since ρ
k is permutation by
shifting k entries, Mi+j,j = ǫ
i
j where the index i + j is modulo n. In F = R((ǫ1)) · · · ((ǫn)), denote the
leading monomial of an element a ∈ F by Lead(a). Nonzero value of σ˜0 is sign detM = 1 and it remains
to find where σ˜0 is nonzero.
We first simplify the required computation. σ˜0(w) is nonzero iff the v such that Mv = w satisfies
v > 0 (M is nonsingular, as shown in [7]). This is again equivalent to M−1w > 0 (we write w > 0 if all
entries are positive). We have sign(M−1w) = sign(det(M)) adj(M)w = (signdetM) sign adj(M)w. Also
note that we only need to care about leading term of each entry of adj(M); the equation adj(M)w > 0
consists of n equations induced by each row, and as each row equation consists of n · (n − 1)! distinct
monomials, it suffices to consider the leading terms.
We now directly compute ξij := Lead(adj(M)ij):
ξ1,1 = 1
ξ1,i = −ǫ
n−i+1
i if i ≥ 2
and when k ≥ 2,
ξk,i = −ǫ
k−i
i if 1 ≤ i ≤ k − 1
ξk,k = 1
ξk,i = ǫ
k−1
1 ǫ
n−i+1
i if k + 1 ≤ i ≤ n.
Thus
ξ1,1 ≺ · · · ≺ ξ1,n
ξk,k ≺ ξk,1 ≺ · · · ≺ ξk,k−1 ≺ ξk,k+1 ≺ · · · ≺ ξk,n.
THE MILNOR K-THEORY AND THE SHINTANI COCYCLE 13
Denoting S±(i1, · · · ik) = {wi1 = · · · = wik−1 = 0,±wik > 0}, the row equations give:
1st row: R1 = S+(1) ∪
n⋃
i=2
S−(1, · · · i)
1 < kth row: Rk = S+(k) ∪
k−1⋃
i=1
S−(k, 1, · · · i) ∪
n⋃
i=k+1
S+(1, · · · i).
Our claim is that
R1 ∩ · · · ∩Rn = S+(1) ∩ · · · ∩ S+(n) = (R
+)n.
We can prove this inductively by showing R1 ∩ · · · ∩Rk = S+(1) ∩ · · · ∩ S+(k) for k ≥ 2. The base case
k = 2 is not hard to check. To prove the statement for k + 1 from k, note that at least one of the first k
coordinates of Rk+1\S+(k + 1) is non-positive, which has no intersection with S+(1) ∩ · · · ∩ S+(k). 
Definition 3.2. Define a function ΦNShn , which we call the Naive Shintani function:
ΦNShn : (GLnQ)
n → Dist(Qn,C((T1, · · ·Tn)))
ΦNShn (γ1, · · ·γn)(f) = 〈χR+e1γT1 +···+R+e1γTn , f〉SH ,
so that
ΦShn (1, ρ, · · · ρ
n−1) = ΦNShn (1, ρ, · · · ρ
n−1).
We emphasize that the Shintani cocycle develops machinery (such as 3.3) to replace the cone function
χR+e1γT1 +···+R+e1γTn into a cone function that includes faces of the cone. Such efforts make sure that the
map thus defined is indeed a homogeneous group cocycle. Our naive Shintani cocycle is not a cocycle by
itself.
3.3. Comparison between the Naive Shintani cocycle and the Stevens cocycle. Here we give
a comparison result between the naive Shintani cocycle and the Stevens cocycle. In order to compare
the naive Shintani cocycle to the Stevens cocycle, we recall the dlog map. First define:
dlog : R(V )× → C((z1, · · · zn))dz1 ⊕ · · · ⊕ C((z1, · · · zn))dzn
f 7→
1
f
(
∂f
∂z1
dz1 + · · ·+
∂f
∂zn
dzn).
The dlog map satisfies dlog(fg) = dlog(f)+ dlog(g) and thanks to this we can also define the wedged
dlog map (with the same notation):
dlog : R(V )× ⊗ · · · ⊗ R(V )× → C((z1, · · · zn))dz1 ∧ · · · ∧ dzn
f1 ⊗ · · · ⊗ fn 7→ dlogf1 ∧ · · · ∧ dlogfn.
Furthermore it can be easily checked that the wedged dlog map factors through KMn (V ):
dlog :KMn (V ) → C((z1, · · · zn))dz1 ∧ · · · ∧ dzn
{f1, · · · , fn} 7→ dlogf1 ∧ · · · ∧ dlogfn.
(3.4)
and becomes an additive homomorphism:
dlog({x1, x2, · · · , xn}+ {x
′
1, x2, · · · , xn}) = ∧
n({x1 · x
′
1, x2, · · · , xn})
= (dlog(x1) + dlog(x
′
1)) ∧ dlog(x2) ∧ · · · ∧ dlog(xn)
= dlog({x1, x2, · · · , xn}) + dlog({x
′
1, x2, · · · , xn}).
Let us define
J ′n := dlog
(
J˜n(V )
)
(3.5)
where J˜n(V ) was given in Definition 2.1. Then we get an additive homomorphism (with the same
notation dlog)
dlog : K˜Mn (V ) = K
M
n (V )/J˜n(V ) → C((z1, · · · zn))dz1 ∧ · · · ∧ dzn/J
′
n.
We now give our comparison result:
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Theorem 3.3. For given (γ1, · · · , γn) ∈ GLn(Q)
n and f ∈ S(Qn),
dlog(ΦStn (γ1, · · · , γn)(f)) ≡ (−1)
n · (ΦNShn (γ1, · · · , γn)(fˆ))dT1 ∧ · · · ∧ dTn (mod J
′
n),
under the identification Tj = 2πizj, j = 1, · · · , n.
We need two lemmas for its proof. Recall that ρ ∈ GLn(R) is the shift permutation matrix defined
by ρ1,n = 1, ρi+1,i = 1 for i = 1, · · ·n − 1 and all other entries zero. Since Φ
St
n (ρ
0, ρ1, · · · , ρn−1) and
ΦNShn (ρ
0, ρ1, · · · , ρn−1) will play a central role, we give some shorthand notations:
µStn = Φ
St
n (ρ
0, ρ1, · · · ρn−1), µNShn = Φ
NSh
n (ρ
0, ρ1, · · · ρn−1),
ωT = dT1 ∧ · · · ∧ dTn, ωz = dz1 ∧ · · · ∧ dzn.
Lemma 3.4. Under the identification Tj = 2πizj, for any test function f ∈ S(Q
n),
dlog(µStn (f)) ≡ (−1)
nµNShn (fˆ)ωT .
Proof. Let us first prove the 1-dimensional case:
dlogξSt1 ([e
∗
1])(f) ≡ −Φ
NSh
1 (1)(fˆ)dT.
In general, χaZ =
∑b−1
j=0 χja+abZ holds. For a =
a1
a2
, d = d1
d2
where aj , dj ∈ Z,
χˆa+dZ(y) =
1
d
e−2piiayχ 1
d
Z(y) =
1
d
d1a2−1∑
j=0
e−2piiayχ j
d
+a2d2Z
(y) =
1
d
d1a2−1∑
j=0
e−2pii
a
d
jχ j
d
+a2d2Z
(y).
Denote (a)′ := χZ(a) + {a} = χZ(a) + a − ⌊a⌋. For a test function of the form χa+dZ, we obtain the
following comparison:
ξSt1 (〈e
∗
1〉)(χa+dZ) ={1− e
2pii z−a
d } =⇒ dlogξSt1 (〈e
∗
1〉)(χa+dZ) =
2πi
d
−e2pii
z−a
d
1− e2pii
z−a
d
dz = −
1
d
e2pii
z−a
d
1− e2pii
z−a
d
dT
and
ΦNSh1 (1)(χˆa+dZ) =〈χR+ , χˆa+dZ〉
=
1
d
d1a2−1∑
j=0
e−2pii
a
d
j〈χR+ , χ j
d
+a2d2Z
〉
=
1
d
d1a2−1∑
j=0
e−2pii
a
d
j e
( j
da2d2
)′·a2d2T
1− ea2d2T
=
1
d(1− ea2d2T )
d1a2−1∑
j=0
e(
j
d1a2
)′·a2d2T−2pii
a
d
j
=
1
d(1− ea2d2T )
ea2d2T + d1a2−1∑
j=1
e
j
d
·T−2piia
d
j

=
1
d(1− ea2d2T )
ea2d2T + d1a2−1∑
j=1
ωj
 (where ω = eT−2piiad )
=
1
d(1− ωd1a2)
(
ωd1a2 +
ωd1a2 − ω
ω − 1
)
=
1
d(1− ωd1a2)
ωd1a2+1 − ω
ω − 1
=
1
d
ω
1− ω
=
1
d
e
T−2piia
d
1− e
T−2piia
d
.
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So for any test function f , by decomposing it into functions of the form χa+dZ, we see that
dlogξ(〈e∗1〉)(f) =
1
d
e2pii
z−a
d
1− e2pii
z−a
d
(2πidz) = −
1
d
e
T−2piia
d
e
T−2piia
d − 1
dT = −ΦSh(1)(fˆ)dT.
This proves the 1-dimensional case. More generally for f = χa1+d1Z ⊗ · · · ⊗ χan+dnZ,
ξStn ([e
∗
1, · · · , e
∗
n])(f) ={1− e
2pii
z1−a1
d1 , · · · , 1− e2pii
zn−an
dn }
=⇒ dlogξStn ([e
∗
1, · · · , e
∗
n])(f) =
n∏
j=1
1
dj
−e
2pii
zj−aj
dj
1− e
2pii
zj−aj
dj
(2πidz1) ∧ · · · ∧ (2πidzn)
=(−1)n
n∏
j=1
1
dj
e
Tj−2piiaj
dj
1− e
Tj−2piiaj
dj
ωT
=(−1)n
n∏
j=1
ΦNSh1 (1)(χˆaj+djZ)ωT
=(−1)nΦNShn (1, ρ, · · · , ρ
n−1)(χˆa1+d1Z ⊗ · · · ⊗ χˆan+dnZ)ωT
=(−1)nΦNShn (1, ρ, · · · , ρ
n−1)(fˆ)ωT
where we used F(χa1+d1Z⊗ · · ·⊗χan+dnZ) = χˆa1+d1Z⊗ · · ·⊗ χˆan+dnZ. By writing arbitrary test function
as a sum of functions of the form χa1+d1Z ⊗ · · · ⊗ χan+dnZ, we get the desired result. 
Lemma 3.5. For any γ ∈ GLn(Q), we have
dlogΦStn (γρ
0, · · · , γρn−1)(f) = γ · dlogΦStn (ρ
0, · · · , ρn−1)(γ−1 · f).
Proof. Let γ−1 · f = χa+dZn . Denote columns of γ by γ
(1), · · · , γ(n). Then
dlogΦStn (γρ
0, · · · , γρn−1)(f)
=dlog
[
(µStn |γ−1)(f)
]
=dlog
[
µStn (γ
−1 · f)|γ−1
]
=dlog
[{
1− e2pii
z1−a1
d , · · · , 1− e2pii
zn−an
d
}
|γ−1
]
=dlog
[{
1− e2pii
z·γ(1)−a1
d , · · · , 1− e2pii
z·γ(n)−an
d
}]
=
−e2pii
z·γ(1)−a1
d
1− e2pii
z·γ(1)−a1
d
· · ·
−e2pii
z·γ(n)−an
d
1− e2pii
z·γ(n)−an
d
(2πi)dz · γ(1)
d
∧ · · · ∧
(2πi)dz · γ(n)
d
=
−e2pii
z·γ(1)−a1
d
1− e2pii
z·γ(1)−a1
d
· · ·
−e2pii
z·γ(n)−an
d
1− e2pii
z·γ(n)−an
d
1
dn
(det γ)(2πi)dz1 ∧ · · · ∧ (2πi)dzn
and
γ · dlogΦStn (ρ
0, · · · , ρn−1)(γ−1 · f)
=γ · dlog[µStn (γ
−1 · f)]
=γ · dlog
({
1− e2pii
z1−a1
d , · · · , 1− e2pii
zn−an
d
})
=γ ·
(
−e2pii
z1−a1
d
1− e2pii
z1−a1
d
· · ·
−e2pii
zn−an
d
1− e2pii
zn−an
d
1
dn
(2πi)dz1 ∧ · · · ∧ (2πi)dzn
)
=
−e2pii
z·γ(1)−a1
d
1− e2pii
z·γ(1)−a1
d
· · ·
−e2pii
z·γ(n)−an
d
1− e2pii
z·γ(n)−an
d
1
dn
(det γ)(2πi)dz1 ∧ · · · ∧ (2πi)dzn.
Thus the two are equal. 
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Proof. (of Theorem 3.3) Let γ be the matrix defined by having its jth column equal to the first column
of γj . Because ∀j, γj · e
∗
1 = γρ
j · e∗1 and ∀j, e1 · γ
T
j = e1 · (γρ
j)T , we have
ΦStn (γ1, · · · , γn)(f) = Φ
St
n (γρ
0, · · · , γρn−1)(f)
ΦNShn (γ1, · · · , γn)(f) = Φ
NSh
n (γρ
0, · · · , γρn−1)(f).
(3.6)
Therefore,
dlog(ΦStn (γ1, · · ·γn)(f))
= dlog(ΦStn (γρ
0, · · · γρn−1)(f))
= γ · dlog(µStn (γ
−1 · f)) (by Lemma 3.5)
= γ · ((−1)n · µNShn (γ̂
−1 · f) · ωT ) (by Lemma 3.4)
= (−1)n · γ · (µNShn (| det γ|
−1 · γT · fˆ) · ωT ) (by Proposition 4.5)
= (−1)n| det γ|−1 · γ · (µNShn (γ
T · fˆ) · ωT )
= (−1)n| det γ|−1 · (det γ) · (γ · µNShn (γ
T · fˆ)) · ωT
= (−1)n(sign γ)(γ · µNShn (γ
T · fˆ)) · ωT
= (−1)nµNShn |γT (fˆ) · ωT (by definition of group action on measures)
= (−1)nΦNShn (γρ
0, · · · , γρn−1)(fˆ) · ωT (by Proposition 4.1)
= (−1)nΦNShn (γ1, · · · , γn)(fˆ) · ωT (by 3.6).

4. Appendix
4.1. Appendix I: A Summary of Group Actions. There are several GL(V )-actions in this article.
For reader’s convenience, we summarize our convention for group actions. We use a left action for test
functions and a right action for distributions with values in any right GL(V )-module M :
GL(V )× S(V ) → S(V )
(γ, f) 7→ γ · f, (γ · f)(x) := f(x · γ),
Hom(S(V ),M)×GL(V ) → Hom(S(V ),M)
(µ, γ) 7→ µ|γ , (µ|γ)(f) := µ(γ · f)|γ .
If M is a left GL(V )-module, then we instead use the action convention:
(µ|γ)(f) := γ
T · (µ(γ · f)) .(4.1)
We use a right action for trigonometric functions and relevant K-groups:
R(V )×GL(V ) → R(V )
(F, γ) 7→ F |γ , (F |γ)(x) := F (x · γ
−1),
KMn (V )×GL(V ) → K
M
n (V )
({F1, · · · , Fn}, γ) 7→ {F1, · · · , Fn}|γ , ({F1, · · · , Fn}|γ := {F1|γ , · · · , Fn|γ}.
We use a left action on a dual vector space V ∗ and the free abelian group Ck(V ) generated by
k-simplexes:
GL(V )× V ∗ → V ∗ := Hom(V,Q)
(γ, λ) 7→ γ · λ, (γ · λ)(x) := λ(x · γ).
GL(V )× Ck(V ) → Ck(V )
(γ, [λ0, · · · , λk]) 7→ γ · [λ0, · · · , λk], γ · [λ0, · · · , λk] := [γ · λ0, · · · , γ · λk].
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Finally, we use a right action on Hom(Ck(V ),M) for any right GL(V )-module M :
Hom(Ck(V ),M)×GL(V ) → Hom(Ck(V ),M)
(ξ, γ) 7→ ξ|γ , (ξ|γ)([λ]) := µ(γ · [λ])|γ .
Let GLn(Q) act on C((T1, · · ·Tn)) and C((T1, · · ·Tn))ωT on the left (where ωT = dT1 ∧ · · · ∧ dTn) by
γ · f = f((T1, · · · , Tn) · γ) = f(T · γ
(1), · · ·T · γ(n))
γ · (fωT ) = f((T1, · · · , Tn) · γ)(det γ)ωT = f(T · γ
(1), · · ·T · γ(n))(det γ)ωT
where T = (T1, · · · , Tn) and γ
(j) is the jth column of γ.
The group GL(V ) acts on LQ (the abelian group generated by characteristic functions of open rational
cones in Fn, modulo constant functions) on the left:
GL(V )× LQ → LQ
(γ, c) 7→ (γ · c)(x) := signγ · c(x · γ),
(4.2)
where we use the embedding Qn ⊂ Rn ⊂ Fn given in [7].
Proposition 4.1. The Shintani cocycle satisfies the following GLn(Q)-equivariance:
ΦShn (γγ1, · · ·γγn) = (sign γ)Φ
Sh
n (γ1, · · ·γn)|γT , Φ
NSh
n (γγ1, · · ·γγn) = Φ
NSh
n (γ1, · · · γn)|γT .
Proof. Since we have
ΦShn (γγ1, · · · γγn)(f) =〈σ
Sh
n (γγ1, · · ·γγn), f〉SH = 〈γ
−T · σShn (γ1, · · ·γn), f〉SH ,
(by Proposition 3 (ii) and the definition of (α ∗ c)(v) in subsection 3.1, [7])
ΦShn (γ1, · · ·γn)|γT (f) =γ · Φ
Sh
n (γ1, · · · γn)(γ
T · f) = γ · 〈σShn (γ1, · · ·γn), γ
T · f〉SH ,
it suffices to show that
〈γ · c, f〉SH = (sign γ)γ
−T · 〈c, γ−1f〉SH(4.3)
for each cone function c. Let f = χL with L = Zv1+ · · ·+Zvr and γ ·c = χS with S = R
+v1+ · · ·+R
+vr
with vj ∈ L. This implies γ
−1f = (v 7→ f(v · γ−1)) = χL·γ and c = γ
−1(γ · c) = (signγ) · (v 7→
χS(v · γ
−1)) = (sign γ) ·χS·γ . Let Pc = (0, 1]v1 + · · ·+(0, 1]vr. Then (with notation X = (T1, · · · , Tn) to
avoid confusion with the transpose γT of the matrix γ)
〈γ · c, f〉SH =
1
1− eX·v1
· · ·
1
1− eX·vr
∑
w∈Pc
f(w)eX·w
and
(signγ)γ−T · 〈c, γ−1f〉SH =(sign γ)γ
−T · 〈(signγ) · χS·γ , χL·γ〉SH
=(sign γ)2 · γ−T ·
 1
1− eX·(v1·γ)
· · ·
1
1− eX·(vr·γ)
∑
w∈Pc·γ
(γ−1f)(w)eX·w

=γ−T ·
(
1
1− eX·(v1·γ)
· · ·
1
1− eX·(vr·γ)
∑
w∈Pc
(γ−1f)(w · γ)eX·(w·γ)
)
=γ−T ·
(
1
1− eX·(v1·γ)
· · ·
1
1− eX·(vr·γ)
∑
w∈Pc
f(w)eX·(w·γ)
)
=
1
1− e(X·γ−T )·(v1·γ)
· · ·
1
1− e(X·γ−T )·(vr ·γ)
∑
w∈Pc
f(w)e(X·γ
−T )·(w·γ)
=
1
1− eX·v1
· · ·
1
1− eX·vr
∑
w∈Pc
f(w)eX·w
=〈γ · c, f〉SH .
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The GLn(Q)-equivariance for Φ
NSh
n follows from the following computation:
ΦNShn (γγ1, · · · , γγn)(f) =〈χR+e1(γγ1)T +···+R+e1(γγn)T , f〉SH
=sign(γ)〈γ−T · χR+e1(γ1)T+···+R+e1(γn)T , f〉SH (by 4.2)
= sign(γ)2γ · 〈χR+e1(γ1)T +···+R+e1(γn)T , γ
T · f〉SH (by 4.3)
=γ ·
(
ΦNShn (γ1, · · · , γn)
)
(γT · f) (by definition)
=
(
ΦNShn (γ1, · · · , γn)|γT
)
(f) (by 4.1).

4.2. Appendix II: Fourier Theory on S(V ). Here we summarize some results on the Fourier theory
on S(V ) with the Lattice Topology. We refer to [2] for more details on naive distributions and the Fourier
theory on S(V ).
As ιV,W : S(V )⊗ S(W ) ∼= S(V ×W ), we abuse notation and sometimes denote ιV,W (f ⊗ g) by f ⊗ g.
Let hL0 be the unique translation-invariant distribution satisfying hL0(L0) = 1. This gives, for example,
hZ(χa+dZ) =
1
d
. For a n-dimensional Q-vector space V , a lattice L ⊆ V , a symmetric non-degenerate
bilinear pairing 〈·, ·〉 and a Qab-algebra R, define the Fourier transform by
F : S(V,R)→ S(V,R)
F(y) = fˆ(y) :=
∫
V
f(x)e−2pii〈x,y〉dhL(x).
In our case, we assume that V = Qn, L = Zn, 〈(x1, · · ·xn), (y1, · · · yn)〉 =
∑
i xiyi. We only state the
necessary propositions without proofs except for Proposition 4.5.
Proposition 4.2. For f ∈ S(Qm), g ∈ S(Qn),
F(f ⊗ g) = F(f)⊗ F(g).
Proposition 4.3. For L = (a1 + d1Z)× · · · × (an + dnZ) and L
′ = ( 1
d1
Z)× · · · × ( 1
dn
Z),
χ̂L(y) =
1
d1 · · ·dn
e−2pii〈a,y〉χL′(y).
Proposition 4.4. For V = Qn, a Qab-algebra R, f ∈ S(V ), and γ ∈ GL(V ),∫
V
f(x · γ)dhZn(x) = | det γ| ·
∫
V
f(x)dhZn(x).
Proposition 4.5. For V = Qn, f ∈ S(V ) and γ ∈ GL(V ),
γ̂ · f = | det γ| · ((γ−1)T · fˆ).
Proof.
γ̂ · f(y) =
∫
V
(γ · f)(x)e−2pii〈x,y〉dhZn(x)
=
∫
V
f(x · γ)e−2pii〈x·γ·γ
−1,y〉dhZn(x)
=| det γ|
∫
V
f(x)e−2pii〈x·γ
−1,y〉dhZn(x) (Proposition 4.4)
=| det γ|
∫
V
f(x)e−2pii〈x,y·(γ
−1)T 〉dhZn(x)
=| det γ|fˆ(y · (γ−1)T )
=| det γ|((γ−1)T · fˆ)(y).

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