Abstract: Motor recovery in post-stroke and post-traumatic patients using exoskeleton controlled by the brain-computer interface (BCI) is a new and promising rehabilitation procedure. Its development is a multidisciplinary research which requires, the teamwork of experts in neurology, neurophysiology, physics, mathematics, biomechanics and robotics. Some aspects of all these fields of study concerning the development of this rehabilitation procedure are described in the paper. The description includes the principles and physiological prerequisites of BCI based on motor imagery, biologically adequate principles of exoskeleton design and control and the results of clinical application.
Introduction
According to the World Health Organization stroke incidences varies from 50 to 500 per 100 000 population depending on the world region, and the rate of stroke mortalities amounts about 50% of stroke incidence [88] . Thus tens of millions people in the world suffer from the effects of stroke. After the treatment in rehabilitation clinics, almost a half of post-stroke patients can move only on a wheelchair, 15% can move in the room alone, 10% can go out and only 5% are able to go upstairs, although lower limb dysfunctions are less serious than those of the upper limbs [72] . The recovery of motor functions can be achieved by a variety of exercises, in particular by the repetition of active intended movements. However, for the majority of patients this is not enough [62] . This leads to the search for new technologies in stroke rehabilitation, including development of technical devices in order to increase the intensity of training, i.e. increasing the number of repetitions, and using bio-feedback. These technologies include training in virtual reality in conditions when movements are facilitated with robotic devices [62] .
However, these methods require preserving at least a partial ability to make active movements of the paralyzed limb. In the case of a serious paresis or even paralysis, the promising method to stimulate brain plasticity is a motor imagery. As shown in many works [35, 35, 51, 51, 52, 84] , motor imagery follows the same principles as the motor execution and, therefore, may stimulate the brain plasticity by the same mechanisms as the actual execution of movements. Monitoring of the movement imagery can be done with the help of brain-computer interface (BCI), which converts the EEG signals of the brain resulting from the movement imagery into the controlling commands for an external device. The BCI operator (patient) checks his own concentration on the movement imagery with the help of biofeedback.
Two approaches to usage of BCI in the rehabilitation procedures are discussed in the literature [23] . One approach is based only on a visual feedback when the signal of the recognized type of the imaginary movement is presented to the patient in the form of a label on the computer screen. The second approach requires addition of the kinesthetic feedback, when an imagery is accompanied by a passive movement executed with the help of exoskeleton. It may be supposed that the convergence of central motor command and peripheral signals on its execution is the best condition to activate the mechanisms of brain plasticity to restore motor functions.
Application of BCI and robots (orthoses, exoskeletons) in neurorehabilitation is a new and rapidly developing field of research. One of the impulses of this development was the discovery of plasticity in the functional topography of the primary motor cortex as a result of training [69] . It was shown relatively soon that the motor ability can be restored even after a few years after a stroke has occurred [8, 87] . This resulted in the new principles for neurorehabilitation basing on intensive, regular and motivated movement execution [61] . Exoskeletons have become perfect technical devices to implement these principles. Different types of exoskeletons have been already actively used in the clinic, and the amount of their development in the last 10 years has grown exponentially [64] . Exoskeletons are often combined with a computer game in which the cursor movement relates to the movement of the operating point of the hand (via the joystick in the patient's hand). The patient with the help of visual feedback can solve the task of the given computer game. In some joints of exoskeletons passive spring mechanisms can be used for controlled removal of gravitation forces acting on the rehabilitated arms. This allows the patient to move his arm with minimal effort in the joints. In other exoskeletons active joints are used: the correct movement formation is achieved by their controllers. Some rehabilitation protocols (e.g. in computer games) contain adjustable parameters which allow for the formation of the correct movement. In other protocols, the physiotherapist initially performs a movement with patient's passive arm and after recording this movement it is reproduced with the help of exoskeleton or the patient performs the movement by the healthy arm and exoskeleton repeats this movement by paretic arm. Some examples of the most frequently used exoskeletons and the results of their clinical application are described in [33, 50] .
In the reviews of the exoskeleton performance in neurorehabilitation two aspects are notable: The first one that is definitely positive is the possibility of the efficient use of exoskeletons in the post-stroke rehabilitation practice and the second one, rather negative, is the mostly emphasized fact, that progress in the development of more advanced exoskeletons suffers from the lack of understanding the principles of motion control by the central nervous system (CNS) [27] . What is worse is that even well-known principles of the motion control in living systems are only rarely used in the development of exoskeleton control systems.
In the following two principles of motion control by the BCI in human like style are discussed. The first is the control of the exoskeleton movement by the P (Proportional) D (Derivative) controller. The second is the formation of motor synergies, i.e. coordination of joint angles and torques in a multi-joint limb.
Brain-Computer Interface

General principles
General scheme of BCI is depicted in Fig. 1 . It includes a system for the brain activity signals recording, then the interface that allows for their input into the computer, then the real-time classifier of data, next the real-time interface with an external device, and finally a feedback system (visual or/and proprioceptive) supplying information on the results of the command execution.
Two types of brain activity are used to create BCI: electrophysiological and hemodynamic.
Electrophysiological activity is due to electrochemical processes related to the transfer of information between neurons in the brain. There exist different variants how this activity can be acquired. For example, it can be registered in the form of electroencephalography (EEG) when electrodes are arranged at the head surface; in the form of magnetoencephalography (MEG) when magnetometers record magnetic field outside the head but produced by currents inside the brain; in the form of electrocorticography (ECoG) when electrodes are located at the brain surface, but not in the brain tissue; and in the form of individual neuron activity when electrodes are located in the brain tissue.
Hemodynamic activity is due to an increase in oxygen delivery rate for the active areas of the brain as compared to inactive ones. This leads to local changes in the concentration ratio of oxyhemoglobin and deoxyhemoglobin. Changes in this ratio can be recorded by using functional magnetic resonance imaging (fMRI) or near-infrared spectroscopy (NIRS). There are already positive experiences of the implementation of the hybrid BCI, in which the assessment of a person's intention is based on the simultaneous analysis of electrical and hemodynamic brain activity [19] . With the help of computer processing in real time, classifier recognizes the person's intention. According to the recognition, the command is formed and transmitted to an external device (e.g., computer monitor, exoskeleton or wheelchair).
Despite the fact that the first BCI was established in the early 70s of the last century [89, 90] , for many years the idea of decoding human thoughts and intentions by the signals of the brain seemed impossible or feasible only in the long-term future because of the high variability and low resolving power of these signals. Furthermore, BCI requires analyzing brain signals in real time, and until recently, the sufficiently powerful technologies were not available or were too expensive. However, over the past twenty years, mostly thanks to new technologies that have come on the market, the situation has radically changed. While twenty years ago in BCI studies only 3 teams of researchers were working actively, then there were 8 such teams ten years ago, and nowadays their number exceeds 100. Accordingly, the number of publications on this topic increases from 10 in the period 1993-95 to 500 between years 2008 and 2010 [58, 93] . The largest number of researches relate to the use of EEG because this technology is not invasive and requires cheap and compact equipment.
Types of BCI
In the previous section we classified BCIs according to the type of brain activity measured. On the other hand, they can be classified according to the method of the brain activity signals acquisition and according to the type of their transformation to the external device control command.
According to the method of the brain activity signals acquisition we can classify BCI as follows: The BCI using the brain signals recorded on the surface of the scalp (e.g. EEG, NIRS) or outside the head (MEG, fMRI) are non-invasive. The BCI based on the use of the individual neurons activity are invasive since this activity is recorded using microelectrode system that is implanted in the brain. Note that, despite undeniable encouraging results of invasive BCI, their mass-scale use in clinics is still too far. The main obstacles for this are 1) a short time of their effective functioning due to covering the recording electrodes with connective tissue, resulting in the loss of electrical contact with the brain tissue, and
2) the possibility of infection through open cable burr hole.
Therefore, it is expected that non-invasive BCI will be applied most massively in the coming years.
According to the method of brain signals transformation to the external device control command, BCIs can be classified as gradual or discrete. The gradual BCI learns new continuous sensorimotor transformation, linking brain activity with the direction of the desired movement.
A typical experimental protocol with gradual BCI is to ask a subject to shift the computer cursor to an arbitrary target on the screen with the help of mental effort. In the case of non-invasive BCI based on the EEG analysis, the subjects are able after several weeks of training to move the cursor from an arbitrary initial position to an arbitrary target within 2-5 seconds [94] .
However, in the case of invasive BCI, based on the registration of the activity of individual neurons, cursor control is facilitated, as there is direct link between neuronal activity in the motor areas of the cerebral cortex and the desired direction of movement [40] . Namely, each neuron has a preferred direction of movement at which its activity is maximal. In the case of other direction of movement, activity of the neuron is proportional to the cosine of the angle between current direction and the preferred direction. By recording the activity of multiple neurons one can identify their preferred directions in advance, so it is easy to calculate from their current activity the desired direction of movement. The use of gradual invasive BCI, based on the registration of the activity of individual neurons, is typical for experiments on monkeys [63] .
The discrete BCI, in contrast to gradual one, is able to send to external technical device only a limited set of commands. It is based on the recognition of spatiotemporal EEG patterns that arise as a response to a given set of carried mental tasks. The idea of this BCI was first proposed in [65] . In most of the studies, the spatial distributions of amplitudes of different EEG rhythms on the surface of the head, which are known to reflect the dominance of certain cognitive processes, are used as spatiotemporal EEG patterns.
The logic of using EEG patterns corresponding to performing different mental tasks is as follows. Initially, the participant is asked to perform several types of mental tasks. Adaptive classifier determines which types of tasks can be classified with the greatest accuracy. Then, in agreement with the participant, each of these tasks is associated with one of the control commands to the external technical device. After this the BCI operator, to execute a desired command, performs the proper mental task in the mind. The number of mental tasks and hence the number of available commands to the external device is formally not limited. The main limiting problem is that their respective EEG patterns would be well recognized. If the command for an external device is to perform a certain movement, then it is psychologically convenient to associate the command with some movement imagery. For example, turning the wheelchair to the left is easily associated with the imagery of the left hand movement, and to the right with the right hand movement imagery.
As an example, in Fig. 2 are depicted the results of our experiments with healthy subjects [17, 18, 32, 34] and post-stroke patients [14, 60, 66] to assess the accuracy of the classification of EEG patterns corresponding to the implementation of three tasks in motor imagery and three tasks in visual imagery. The tasks in the motor imagery were to imagine a flexion of the left or right hand and alternatively to relax. The tasks in the visual imagery were to imagine a house or a chair and alternatively a blank computer screen. Fig. 2 The proportion of correct classifications of EEG patterns corresponding to performance of three mental tasks in BCI experiments with motor and visual imagery according to [14, 17, 18, 32, 34, 60, 66] .
The experiments were performed using a standard protocol for this type of research. Each experimental series consisted of four consecutive sessions: preliminary, training and two testing sessions. During preliminary session participants were asked to seat quietly with eyes open and closed, to blink and to move eyes to left, right, up and down. The results of this session were later used to remove oculomotor artifacts and for identification of occipital alpha rhythm. Training and testing sessions served, respectively, for the initial setup of the BCI classifier and its testing. The participants carried out one of the three instructions pointing which mental task must be performed. Instructions were combined into blocks, each containing all instructions in random order. Classifier analyzed EEG patterns over one second window shifting each 250 ms. Classifier response was treated as correct if it coincided with the instruction. The details of the experimental protocol are described in [17, 18, 32, 34] .
The participants are ranked in Fig. 2 according to the quality of recognizing their EEG patterns. For the three mental tasks the rate of the accidental recognition is 1/3. The results are shown for the fifth day of training to control BCI. Recognition of EEG patterns was performed by the simple Bayesian classifier based only on comparing covariance matrices of EEG signals corresponding to different mental tasks [17, 18] . As shown in [31] this classifier only slightly loses to others more sophisticated classifiers significantly winning in computing cost.
As shown in the figure, for both types of tasks, the recognition quality exceeds the random level, but it is much higher in the case of motor imagery. There is a large variability in the quality of recognition between subjects. For about 15% of participants the proportion of correct recognition during the motor imagery is more than 80% and for about 20% of participants this proportion was barely higher than a random level. The similar results were obtained for 324 healthy subjects performing two mental tasks: imagination of left or right hand movement [79] . The quality of EEG pattern recognition is practically independent of classifier [10, 31] . However, the continuation of the training, as a rule, can significantly increase the recognition quality [46] . Fig. 2 also demonstrates that post-stroke patients are able to perform BCI control as healthy participants. In the frame of the inclusion criteria (see below) we could not find the dependence of recognition quality on location, duration and severity of the brain damage. Thus, the BCI based neurorehabilitation is acceptable for the wide range of post-stroke patients. Since BCI based on the motor imagery is mainly used for motor rehabilitation, we consider only this type of BCI in the following.
Neurophysiological prerequisites for the motor imagery BCIs development
Movement execution, preparation and even observation are usually accompanied by a decrease in µ-and β-rhythm in the cortical area representing the involved body segment. Such a reduction is called event-related desynchronization (ERD) [77, 78] . The increase in µ-rhythm, i.e. event-related synchronization (ERS), is observed in the regions of the brain representing body segments, which are not involved in the task [76] . According to M. Jeannerod [51, 52] the physiological phenomena accompanying the performance of these tasks are so similar because all of them require an internal movement presentation. The high efficiency of BCI, based on motor imagery, is due to the fact that the ERD and ERS arise also in the case of kinesthetic motor imagery [76] [77] [78] which is the prolonged internal motor presentation [51, 52] . Kinesthetic motor imagery must be distinguished from visual motor imagery. In the second case, a person imagines that he is seeing his own movement, treating it as if he is observing it from the outside. In the first case it generates kinesthetic filling of the movement. It is shown that kinesthetic motor imagery activates the same brain regions as the real motion, while visual imagery activates mostly visual areas of the brain [35, 68, 84] , so ERD and ERS are reactions to kinesthetic motor imagery. Areas representing the sensitivity of the body segments are widely distributed over the surface of the cortex [16] . Therefore, motor imagery of different body segments provides brain activity in different brain areas, consequently, different spatial patterns of EEG. This facilitates the task of recognizing which body segment movement was imagined.
The exact localization of the sources of the electrical brain activity, the most significant for the functioning of BCI, based on the imagination of hand movements, was carried out in [32, 34] . To find the sources which activity accompanies movement imagination, we used Independent Component Analysis (ICA), which provides representation of a multidimensional EEG signal X(t) (where components of X(t) represent electric potentials recorded from N individual electrodes at the head surface) as a superposition of activities of independent components ξ(t):
Columns W i of matrix W specify the contribution of the corresponding independent component (or source) into each of the electrodes and the components ξ i (t) of the vector ξ (t) specify sources activity in each time point. ICA becomes more and more widely used in the multichannel EEG recording analysis, in general, and in the analysis of BCI data, in particular [54] . Combining with the solution of inverse EEG problem [43] , ICA promises "to bring EEG once again to the forefront of brain imaging, merging its high time and frequency resolution with enhanced spatial resolution of its cortical sources" [71] .
To decompose recorded signals into independent components we used RUNICA, which is a part of the EEGLab package in MATLAB [24] . RUNICA provides selection of independent components by minimizing mutual information between component activities [49] . For each subject on each experimental day we identified three independent components that provide the best recognition of performed mental tasks according Cohen's kappa index [57] . Fig. 3 shows selected components for one of the participants.
The first two components, denoted µ1 and µ2, were identified in this participant regularly every experimental day. They demonstrate reaction of both ERD and ERS in response to hand movement imagery. Activity of the component µ1 is suppressed in the ranges 8-13 Hz and 20-25 Hz by the imagining the right hand movement and is enhanced by the imagining the left hand movement. The focus of this component is located in the left hemisphere, i.e. where the sensorimotor areas of the right hand are presented. For the component µ2, which focus is located in the right hemisphere, ERD and ERS behave reversely as compared with µ1: its activity is suppressed by imagining the left hand movement and is enhanced by imagining of the right hand movement. It should be noted that for these independent components, ERD and ERS are much more pronounced than in the case when they are observed directly from recording by individual electrodes. For example, for the participant which data are shown in Fig. 3 , the spectral power of the independent components decreased during ERD in the range 8-13 Hz by about 5 times, while recording from the central electrodes C3 and C4, where ERD and ERS were expressed most strongly, the spectral power decreased by only 30%. In contrast to the first two components in triplets shown in Fig. 3 the third component was rather variable and reflected activities of other sources. As an example, Fig. 4 demonstrates 64 topographic maps for the most regularly identified independent components during motor imagery. Components µ1 and µ2 can be easily recognized among them. It is reasonable to suppose that independent sources of electrophysiological brain activity are current dipoles distributed over the neocortex [25] . Topographic maps shown in Fig. 4 confirm this assumption: the distribution of electrical potential over the head produced by each of these sources could be actually interpreted in terms of electrical field produced by a single current dipole.
According to fMRI study, about 35 brain areas are activated during motor imagery [44, 47] . The number of sources of electrophysiological activity revealed by ICA is even higher but not all of them are specific to motor imagery. Explaining the functional meaning of the revealed sources is a task for future study.
Sources of electrical activity µ1 and µ2, which happened to be the most relevant for BCI performance, have been localized by solving the inverse EEG problem in a single dipole approximation [19, 32, 34] . In other words, position and orienta- Fig. 4 Topographic maps of independent components most often revealed by ICA during motor imagery.
tion of a single current dipole were searched to match maximally patterns of EEG distribution on the head surface given by ICA and by a dipole. The pattern of EEG distribution for dipole with a given position and orientation was calculated by solving the direct EEG problem. It was solved by the finite element method (FEM) which allows to take into account individual geometry of the brain and its covers. In FEM, one critical requirement for the mesh generation is proper representation of the geometric and electrical properties of the head volume conductors. To generate the FEM meshes from the MRI data, MR images were segmented into five sub-regions: white matter, gray matter, cerebrospinal fluid, skull and scalp. To construct the FE models of the whole head the FEM mesh generation was performed using tetrahedral elements with inner-node spacing of 2 mm. Thus, the total number of nodes amounted to about 1.5 millions. To solve the direct EEG problem, the FEM mesh along with electrical conductivities was imported into the commercial software ANSYS (ANSYS, Inc., PA, USA).
If direct EEG problem is solved taking into account the individual geometry of the brain and its coverings the mean coordinates of source µ1 in the standard head model presented in MNI (Montreal Neurologic Institute) brain atlas amount (−32.5 mm, −24.7 mm, 54.0 mm). The individual coordinates were scattered in the sphere of radius 5 mm. The mean coordinates correspond to source position in Brodmann area 3a in the depths of the central sulcus which is responsible for the proprioceptive sensitivity of the hand and fingers [55] . If direct EEG problem is solved using standard head model the mean source coordinates amount (−29.4 mm, −13.9 mm, 59.6 mm) and individual coordinated are scattered in the sphere of radius 15 mm, i.e. much larger than in the case when individual head geometry is taken into account. The mean sources coordinates are higher and more anterior and correspond to premotor Brodmann area 6. Similar results were obtained for µ2.
Localization of the sources µ1 and µ2 in the primary somatosensory area corresponds to the common notion that rhythms of alpha range are rhythms of the primary sensory areas. This is also consistent with the localization of the murhythm sources obtained by MEG in humans [53] and by ECoG in cats [82] . However, in [67] they were localized by EEG in the precentral motor area. We suppose that this localization is not correct because it was carried out without taking into account the individual geometry of the brain and its coverings.
Thus, ERD and ERS, i.e. suppression of mu-rhythm in the area responsible for proprioceptive sensitivity of the body segment whose movement is imagined and its enhancement in other brain areas, are the main neurophysiological prerequisites of successful BCI operation.
3. Movement control of human arm and exoskeleton
Proportional derivative controller
Within the BCI paradigm, signals of the brain activity associated with the imagined movement are processed in real time in order to form the proper command to exoskeleton moving the arm. Comfortable interaction between exoskeleton and the human arm is achieved when movements of the exoskeleton are controlled according to the same principles as human movements. Otherwise the movement produced by the exoskeleton are perceived by human as imposed and not corresponding to his intention. In this Section we describe some biologically adequate principles to control exoskeletons used in our experiments [33] . For goal-directed arm movement, the human intention can be formalized in the form of the working point (WP) trajectory, such as the hand trajectory to capture an object or the trajectory of the fingertip for getting into a point. Problem of transforming the working point trajectory into rotations in the joints has no unique solution due to the kinematic redundancy of the human arm. This transformation is learnt due to motor practice and one of the possible neural network models of such learning is given in [28] . The result of the transformation of the working point into the desired changes in joint angles is strictly individual and is related rather to the individual biomechanical properties than to the difference in control [45] . In our control system, the desired WP trajectory is transformed into the desired trajectory in the space of joint angles by transforming the WP velocity V W P into the joint angular velocity V JA as
where J is the Jacobian of transformation of joint angles into WP position.
It is shown in the numerous experimental physiological studies (for example, [15, 29, 30, 41, 74] ), that when the desired joint angle trajectory ϕ des (t) is given it is transformed into total joint muscle torques by a PD (Proportional Derivative) -controller
where ϕ is a vector of joint angles, τ is some time delay and −T gr is a vector of static muscle torques designed to compensate gravity forces. PD -controller is equivalent to visco-elastic spring with adjustable parameters: "equilibrium point" ϕ des , "stiffness" S and "viscosity" V. Stiffness and viscosity of the joints during goal-directed movements are determined experimentally using short random external perturbations applied to the moving body segments. It is reasonable to assume that the central nervous system does not have time to react to these perturbations, and therefore, ϕ des (t) remains to be the same in perturbed and unperturbed movements. Then stiffness, viscosity and time delay can be calculated using a linear regression model relating the change in joint torques ∆T = T up − T p with the change in joint angles ∆ϕ = ϕ up − ϕ p and angular velocities ∆φ =φ up −φ p caused by disturbance (e.g, [5, 6, 30, 42] ):
where
) and indices "up" and "p" relates to unperturbed and perturbed movements.
To use this method, one must record the kinematics of motion and calculate the total joint torques produced by muscle forces from Lagrangian dynamic equation:
where ϕ is a vector of joint angles, I is a matrix of inertia, T gr = −grad ϕ P is a vector of torques produced by gravity forces (P is a body potential energy in the gravitational field), T is a vector of joint torques produced by muscle forces, F ext is a vector of external forces producing perturbation, J ext is a Jacobian defining the relation between the points of external force application r ext and joint angles by equationṙ ext = J extφ , C is a tensor defining Coriolis and centripetal forces, so that (C (ϕ) ×φ×φ) i = j,k C i,j,kφjφk . A convenient way how to calculate matrix I and tensor C one can find in [59] . Torques produced by muscle forces are calculated by Eq. (5) when the movement is unperturbed (F ext = 0) and when it is perturbed. In order to record the movement kinematics used are goniometers [45] , optical [48] or electromagnetic [7] systems. In our studies recordings were taken by using electromagnetic spatial tracking systems (Fastrack Polhemus), Flock of Birds, MiniBirds, TrakSTAR (Ascension Technology Corp.). To record movement kinematics, the sensors are mounted at the body segments. During the movement, recorded are coordinates and orientation of each sensor relative to the stationary coordinate system associated with an electromagnetic field transmitter. Thus, the motion of each sensor is described by 6 parameters (3 coordinates and 3 Euler angles). Such a description is redundant: for example, to describe the human arm with 7-degrees of freedom (two in the wrist, two in the elbow and three in the shoulder joint), 24 (6 × 4) parameters are recorded from 4 sensors mounted at the hand, forearm, upper arm and scapula (Fig. 5 ). This allows for using different optimization methods for calculating the positions and orientations of the axes of rotations in the joints as well as angles of rotations around these axes during the arm movement [13, 80] .
In humans, stiffness and viscosity of the spring are determined by the interaction of three different physiological mechanisms: by visco-elastic properties of muscle fibers and tendons, spinal stretch reflex loop and the feedback loop passing through the brain [74] . In contrast to the first mechanism, second and third loops have significant delays. For the stretch reflex loop, this delay amounts to about 50 ms, and for the second loop -up to 150 ms [29, 30, 74] . The effective delay used in the PD controller is determined by the relative contributions of all these three mechanisms. The presence of a time delay imposes restrictions on the feedback parameters to ensure a stable control: the values of stiffness and viscosity should be bounded both from above and from below [5] . For a variety of published data stiffness amounts to the range 2-25 Nm/rad at the elbow and 10-35 Nm/rad in the shoulder joint (e.g. [30] ), that is orders less than those used in the industrial robots. Namely this makes the human movements smooth and flexible to the external perturbations. However, under the relatively small values of the feedback gain parameters, the biomechanical system obtains the resonance properties with the frequencies close to the frequencies of natural movements. This can result in the resonance oscillations of high amplitude. The visco-elastic nature of the joint torque under conditions of low values of joint stiffness has been formulated by N.A. Bernstein as one of the main difficulties of motor control by CNS [11] . To overcome, this problem the PD-control needs to take into account not only the kinematics of a given joint, but also those of all other joints. In this case, matrices of stiffness S and viscosity V in Eq. (3) are not diagonal. Such a kind of control is called "fullstate feedback control" [9, 73] . Moreover, the special selection of the feedback loop parameters is required to avoid instability and resonance oscillations. The most common approach to find such parameters is the LQR method (Linear Quadratic Regulation, [86] ). It cannot be used, however, in the presence of delays. As shown in [3] [4] [5] [6] this problem is overcome in humans by using of independent control of special motor synergies described in the next Section.
The adequacy of PD -controller with time delay, described by Eq. (3), as a model of controlling total joint torques produced by muscular forces has been shown for the case of controlling the elbow during unexpected and controlled forearm unloading [12] , human arm reaching movements [30] and human bending [5, 6] and sway [75] in the sagittal plane. However, there exist many more sophisticated models of movement control in human, e.g. the model which claims that joint torques required to execute a desired movement are directly calculated by CNS (e.g. [56] ) or the model which claims that time delays inherent for CNS are overcome by prediction of future kinematics [39] .
Motor synergies
In the process of motor learning so-called motor synergies are formed -coordinated motion in the limb joints controlled by a single command [11] . Motor synergies manifest themselves in the synchronized changes in the joint angles (kinematic synergies) or the joints torques (the dynamic synergy). The relationship between the kinematic and dynamic synergies is determined by a complex dynamic interaction between segments of a biomechanical chain. The movement of each segment has an effect on the motion of all the others, and any muscle activation involves movement of all segments, not only those in which this muscle is attached. As a consequence, the simplicity of the kinematic pattern does not guarantee the simplicity of dynamic pattern or the simplicity of control commands.
Controlling multi-joint biomechanical system would be much easier if there were such movement classes, for which the kinematic synergy would occur simultaneously with the dynamic one. Such movements could constitute a library of motor control modules. As was shown by studying human bending in sagittal plane, [3, 4] the movements along the eigenvectors of the linearized dynamic equation satisfy this condition: for them dynamic synergy is accompanied by kinematic synergy. Dynamic Eq. (5) in the vicinity of some equilibrium position ϕ 0 can be represented in the linear approximation as
where I 0 = I(ϕ 0 ), ϕ 1 = ϕ−ϕ 0 , T 1 = T − T 0 and matrix D 0 defines gravitational forces as T gr (ϕ) = T gr (ϕ 0 ) + D 0 ϕ 1 . In this case, the multi-joint movement can be represented as a superposition of "eigenmovements" which are the movements along the eigenvectors of Eq. (6) . By definition each eigenvector W i satisfies equation
where λ i is a corresponding eigenvalue. Presenting ϕ 1 = Wξ and T 1 = D 0 Wη we obtain the dynamic equation in the form:
where Λ is a diagonal matrix of eigenvalues. In terms of eigenmovements PDcontroller given by Eq. (3) takes the form:
are stiffness and viscosity matrices in terms of eigenmovement. The linked system of dynamic equations Eq. (6) splits into independent dynamic equations if S eig and V eig are diagonal matrices, that is, in the case when eigenmovements are controlled independently. As shown in [4] [5] [6] , this condition satisfies at least for human bending. We generalized this suggestion for any arbitrary movement [33] .
Independent control of eigenmovements allows for calculating parameters of the PD-controller to avoid instability and resonance oscillations even when this controller has a time delay. Dynamic Eq. (7) when the vector of generalized torques η satisfies Eq. (8) and matrices S eig and V eig are diagonal take the form: (10) defines the movement of the pendulum: if λ i > 0 it is inverted, if λ i < 0 it is not inverted.
The stability of each eigenmovement is defined by the roots µ of secular equation of Eq. (10):
As shown in [5] , when τ > 0, Eq. (11) has an infinite number of complex roots µ = α+iω, where α and ω are real and imaginary parts of the root and i is the imaginary unit. The solution of Eq. (10) 
which corresponds to the straight-line in the (S i eig × V (13) and (14) with ω as parameter. The more negative α is, the narrower the α-range becomes. Within the α-range for α = 0 the real parts of all the roots of Eq. (11) (11) corresponding to this minimal Lyapunov index has no imaginary part. Thus, this response is not oscillatory. All roots containing imaginary parts have much more negative real parts comparing to α min , so the probability of resonance oscillations is small.
The inverse transformation of Eq. (9) gives the stiffness and viscosity matrices S and V in Eq. (4) in terms of joint angles: It has been shown [5] that when matrices S eig and V eig are diagonal, then matrices S and V are symmetrical, but non-diagonal. Therefore, the independent control in terms of eigenmovements corresponds to full-state control in terms of joint angles.
The calculation of eigenvectors was carried out for the biomechanical model of the "standard" human arm, including seven its basic degrees of mobility: three at the shoulder joint (1 -flexion-extension, 2 -abduction-adduction, and 3 -rotation about the longitudinal axis), two at the elbow joint (4 -flexion-extension of the forearm with respect to the upper arm and 5 pronation -supination of the forearm with respect to the longitudinal axis) and two at the wrist (6 -flexion-extension and 7 -abduction-adduction). Mechanical parameters of the 'standard' arm were taken from [92] .
Shoulder joint Tab. I The eigenvectors of the linearized dynamic equation for the standard human arm.
The eigenvectors of the Lagrangian dynamic equation of the standard human arm are shown in Tab. I. The dynamic equation was linearized at the point (ϕ 1 = 0, ϕ 2 = 1.2, ϕ 3 = 0, ϕ 4 = 2, ϕ 5 = 0, ϕ 6 = 0.5, ϕ 7 = 0, where joint angles are given in radians. Zero joint angles correspond to the vertical arm directed downward. Numbering of joint angles correspond to numbering of degrees of mobility. The point of linearization corresponds to hand position in front of the chest at the distance of 20 cm. Columns in Tab. I define the contribution of joint angles into each eigenvector. In some of the eigenvectors only one of degree of mobility dominates (W 1 , W 5 ), others are more complex. Three first eigenvalues are positive. It means that the movement along these eigenvectors corresponds to the movement of the inverted pendulum. Other eigenvalues are negative. This corresponds to the movement of not inverted pendulum. The sign of eigenvalue depends on the arm position and configuration. In the point of linearization the forearm and the hand are directed upward and they create a double inverted pendulum. Since flexion-extension in the elbow and movements in the wrist most contribute into the first three eigenvectors, then the first three eigenvalues are negative. Upper arm is directed downward, thus it creates not inverted pendulum and the two last eigenvalues are negative since the movements in the shoulder joints mainly contribute to the corresponding eigenvectors. However, generally the sign of the eigenvalue depends on the contribution of all degrees of mobility into the eigenvector and the fifth eigenvalue is negative although the contribution of the wrist abductionadduction into the corresponding eigenvector is large.
For each eigenmovement, the values S eig i
and V eig i
were calculated for τ = 50 ms and α = −6s −1 so that the corresponding root of the secular Eq. (11) would be real, that is S are also shown in Tab. I. For α = −6 the movement is stable and characteristic time to response to external perturbation amounts to 160 ms.
Matrices S and V in terms of joint angles obtained by (15) are Their components are in the range of experimental values [30] . When moving along some trajectory the system can lose stability if it becomes far from the equilibrium position ϕ 0 , in which vicinity the dynamic equation was linearized. To avoid this loss, matrices S and V have to be recalculated according to (15) several times along the trajectory.
The reaching movements calculated with and without perturbation by solving dynamic Eq. (5) with total torques given by PD-controller (4) whose parameters are given by Eq. (15) are shown in [36, 37] . The same movement produced by the skeleton controlled by PD-controller with parameters obtained by the eigenmovement approach described above is shown in [38] . The exoskeleton was manufactured by the company "Android Technique", Russia. Mechanical parameters of each segment of the combined system of human arm and exoskeleton were calculated for "standard human" and data provided by the company. After calculating desired joint torques T des according to the described eigenmovement approach the signal of pulse width modulation P controlling the current joint torques T was calculated by the IP (integral proportional) controller aṡ
Clinical Application of Exoskeleton Controlled by BCI
General Patient Characteristic
The blind, randomized, controlled study has been conducted since December 2014 at three medical centers in Moscow, Russia. The study protocol was registered in the system clinicaltrials.gov: NCT02325947. The study will continue until 120 patients will have completed their whole rehabilitation course. The inclusion criteria were as follows: male or female patients aged from 18 to 80 years, with the post-stroke period of 1 month to 2 years; hand paresis, mild to plegia, according to the Medical Research Council Sum-Score scale [22] ; a single focus of ischemic or hemorrhagic stroke with the supratentorial localization (according to MRI or CT data); a signed informed consent. Patients could be treated at the medical centers or could receive outpatient treatment.
The exclusion criteria were as follows: left-handedness according to the Edinburgh Handedness Inventory [70] ; severe cognitive impairment (<10 points according to the Montreal Cognitive Assessment Scale [20] ); sensory aphasia; severe motor aphasia; severe vision impairment preventing execution of visual instructions shown on the computer screen; muscle contracture in the upper extremity (4 points according to the Modified Ashworth Scale [21] ).
The withdrawal criteria were as follows: patient refusal to continue participating in the study; development of an acute disease or decompensation of a chronic disease with the risk of a potential impact on the study results (repeated stroke, acute myocardial infarction, non-compensated diabetes, etc.); prescription of systemic muscle relaxants (or changing their dose after inclusion to the study); injection of botulinum toxin agents in muscles of the paretic upper extremity after inclusion of the patient to the study.
The examination data of a patient who signed an informed consent to participate in the study, which met the inclusion criteria, were added to a system for clinical research information support (ImagerySoft, Russia). The participants were assigned identification numbers; then, randomization at a 2:1 ratio was performed to assign a study group (main or control). Patients of the main group were trained with the BCI-exoskeleton technology, while patients of the control group were trained with a technology simulator: their hands were moved by exoskeleton with the same intensity as for the main group but not synchronously with BCI commands. A total of up to 12 training sessions, up to 40 mins, every day (tolerance interval of up to 3 days). Patients in both groups were also provided with kinesiotherapy and massage. Before and after the training course, patients were assessed for movements by upper limb using the Fugl-Meyer (FM) scale and Action Research Arm Test (ARAT). The FM is more versatile and detailed [83] while ARAT is a functional scale which evaluates hand movements required for daily tasks [26] .
Until May 2014 totally 245 patients were screened for participation in the study, 71 patients met the inclusion criteria, 11 of them refused to participate in the study after the first or second procedure. Thus, the study includes 60 patients, 46 patients had ischemic stroke, and 14 patients had hemorrhagic stroke. The median and 25%, 75% quartiles for stroke duration were 8 [3, 13] months and severity of upper extremity paresis was 4.5 [0, 30] ) scores (ARAT) or 22.5 [10, 40] scores (FM). 42 patients were trained with the BCI (main group), and 18 patients were trained with the simulator (control group). The groups were matched by age, post-stroke duration, and extent of neurological deficit (Mann-Whitney test, p-value p > 0.05). There were also no significant differences in these characteristics among patients from the three clinical centers (p > 0.05). Demographic and main baseline data of patients in both groups are shown in Tab. II. Tab. II Demographic and baseline characteristics of patients in both groups.
The protocol of the rehabilitation procedure was described in Section 2 and in [14, 60, 66] in more detail. To investigate the rehabilitation effect of the exoskeleton controlled by BCI, we used the hand exoskeleton with two degree of freedom: flexion -extension at the wrist and flexion -extension of hand fingers (Fig. 7) . The patients were asked by instruction to imagine extension of hand fingers. Exoskeleton produced extension if BCI recognized the performance of this task and flexion in the opposite case. The amplitudes of flexion and extension were limited not to damage the patient hand. Hand movement imagination was used because, first, the hand is represented in the brain by the large area [16] , and second, hand motion is more difficult to restore after stroke and brain trauma than proximal parts of the arm [85] . Thus, the use of BCI based on imaginary of hand movements may be especially beneficial. 
Clinical Results
No significant deterioration in the upper extremity function, according to ARAT or FM, was observed in the patients during the study. Three patients developed a slight headache: 2 patients of the main group (during 2 of 10 trainings in one of them and in the course of 10 trainings in the second patient) and 1 patient of the control group (in 3 of 10 trainings). Most patients of the main group reported fatigue associated with concentration of attention after about 20-30 mins of training. The fatigue was more pronounced in the case of insomnia on the eve of a training, propensity to depression, a large load of other procedures received by the patient before the training, and initial general weakness of a patient. Most patients believed that the sensation of fatigue was related to the training intensity and had a positive attitude towards this effect. Increased blood pressure of 200/100 mm Hg occurred in one patient of the main group after the third training, which was therapeutically reversed. In general, none of the patients withdrew from the study because of adverse events.
An improvement of the upper extremity motor function was observed in both groups assessed by ARAT and FM (hand-related sections: A-D, H, I). Improvements of the grasp, pinch, and gross movements were assessed by ARAT only in the main group (Tab. III). In this group, a clinically significant improvement of the upper extremity motor function according to ARAT (an increase by 5 points or more) and FM (an increase by 7 points or more, A-D sections) was observed in 30.1% of patients. The observed positive changes were mainly due to recovery of the hand motor function. In the control group, the percentage of patients with a clinically significant improvement of the hand motor function was only 11.1%. Upper extremity function recovery (according to ARAT and FM scores and subscores) did not depend on the stroke duration and patient age either in the BCI-group or in the control group. In each group, a moderate correlation between the extent of arm function recovery (in particular, hand function recovery) and initial severity of a neurological deficit according to ARAT was found (r = 0.4, p < 0.05); but in the main group, a statistically significant improvement of the hand function was observed in subgroups with initially severe, mild and moderate paresis (Tab. IV).
The results of our study are consistent with the data of other controlled studies in this area [1, 2, 81] . It should be noted that, in contrast to our study, patients in the previous studies were pre-screened for the ability to operate MI-based BCI. Another important difference of those studies is a much greater intensity of trainings: 18 hours for the entire course [1, 2] compared to our study where the overall training time was 5 hours on average. It was impossible to increase the duration of training because of the limited hospitalization time in Russia. However, three patients were additionally trained due to the next planned hospitalization 6-9 months later. The results of two sequential training courses for them are shown in Fig. 8 . According to ARAT scale motor functions worsened to the time of the second rehabilitation for none patients. FM scores (sections C-D) in patient 1 slightly decreased but continued to be higher than before the first course of training. Repeated course of the therapy including BCI training improved motor ability in all three patients, confirming the previous results [1, 2] that motor ability indices increase with training duration.
Initial paresis severity (FM, sections B-C) n FM scores Tab. IV Improvement of the hand motor function (FM scale) in patients of the main group, depending on baseline severity of paresis.
In addition to standard neurological scales FM and ARAT the efficiency of motor recovery was assessed also by recording movement kinematics using electromagnetic spatial tracking systems Flock of Birds, MiniBirds and TrakSTAR (Ascension Technology Corp.) described above. Results obtained for one of the patients of the main group are shown in Fig. 9 . Recording was performed by Trak-STAR. Four sensors were mounted at the arm segments, as shown in Fig. 5 . The patient was asked to move the arm sequentially in one of seven degrees of mobility periodically with maximal rate. Positions and orientations of joint axes of rotations and angles of rotations around them were calculated, as described in [13] . Fig. 8 Indices of motor ability for three patients undergoing the second course of BCI training. 1, 2 (before, after) the indices of the first and second course before and after training. Post-stroke period for the first and second hospitalization: 21 and 30 months for patient 1 (diamond), 9 and 14 months for patient 2 (triangle) and 6 and 12 months for patient 3 (square). Fig. 9 Maximal values of angular acceleration during periodic arm movement with maximal achievable rate along one of four degrees of mobility: F-Ee -flexionextension in the elbow, Ab -Ads -abduction -adduction in the shoulder, F-Esflexion -extension in the shoulder, Rots -rotation in the shoulder. A -movements by the paretic arm, black bars -before, grey bars -after ten days of training. Bmovements by the intact arm, black dashed bars -before, grey dashed bars -after ten days of training.
Maximal values of angular accelerations during periodic arm movement with maximal achievable rate along one of four degrees of mobility: F-Ee -flexionextension in the elbow, Ab -Ads -abduction -adduction in the shoulder, F-Esflexion -extension in the shoulder, Rots -rotation in the shoulder. A -movements by the paretic arm, black bars -before, grey bars -after ten days of training. Bmovements by the intact arm, black dashed bars -before, grey dashed bars -after ten days of training.
Before starting rehabilitation procedure the patient could move the arm only along four degrees of mobility, shown in Fig. 9 . Both for paretic and intact arms accelerations essentially increased as a result of training especially in the shoulder joint. Thus, training in distal parts of the arm has essentially improved movements also in proximal parts of the arm. Essential improvement of motor functions in intact arm demonstrates that a stroke usually results in bilateral impairment. FM revealed significant improvement in proximal part of the paretic arm (from 10 to 17), but did not reveal any change in the intact arm (34 before and after training, the maximal FM score for proximal part of the healthy arm is 42). Thus, kinematic recording is much a more precise test to assess movement ability than standard neurological tests.
Conclusions
Application of BCI is most promising for the creation of a new channel of communication with the outside world of completely paralyzed patients, instead of their natural communication channel, which was lost because it requires muscles activation. Another field of application is motor recovery due to the stimulation of brain plasticity by motor imagery controlled via the biofeedback provided by BCI. This rehabilitation technology seems to be the most efficient if the biofeedback is produced by the movements of the exoskeleton controlled by BCI. In this case, the central motor command is reinforced by the peripheral proprioceptive signal concerning its execution. Data on the successful usage of BCI for this task stimulate, besides developing BCI themselves, also the development of anthropomorphic prostheses and exoskeletons, for whose control the biologically appropriate principles seem to be useful, including independent control of eigenmovements, described in Section 3.2. Thus, the development of rehabilitation BCI-exoskeleton technology is a multidisciplinary research which requires the teamwork of experts in neurology, neurophysiology, physics, mathematics, biomechanics and robotics.
The preliminary findings of the blind, controlled study described in the present paper demonstrate that rehabilitation using the BCI-exoskeleton technology increases the percentage of patients with clinically significant recovery in the upper extremity motor function within 2-3 weeks. An improvement of grasp and pinch of the hand was observed only in the BCI-exoskeleton group. An improvement of the hand motor functions was observed in the subgroups with initially severe, mild to moderate paresis. Therefore, motor deficit severity is not a selection criterion of patients for BCI-exoskeleton training. Furthermore, these trainings are the only method involving the active movement paradigm in patients with plegia and severe paresis. None of the patients withdrew from the study due to a serious adverse event, which means that the technology is safe in general. Since fatigue during training was preceded by insomnia, large exercise load of preceding procedures, propensity to depression, and general weakness, the likelihood of this adverse event can be reduced by selecting the optimal sequence of rehabilitation procedures and surveying the patient about his current state of health and quality of sleep before each training.
In spite of many positive aspects of BCI-exoskeleton technology there were no found statistically significant differences between BCI and control groups in the total evaluation of motor function recovery, which may be due to an insufficient duration of trainings [2] , limited in our study by formal administrative reasons. Another possible drawback of our approach is using hand instead of the whole arm exoskeleton. Hand exoskeleton provides the simplest single joint movement. However, it is well known [8, 87] that multi-joint goal-directed movements are much more efficient for motor recovery than single joint movements. That is why experiments with the available arm exoskeleton with 7 degrees of freedoms produced by the company "Android Technique", Russia, is the next step of study.
In general, the described principles of motor recovery in the development of the hand and arm exoskeletons and link-up exoskeleton control system to the braincomputer interface are promising field of research which is at the forefront of the development of robotic neurorehabilitation systems.
