We present the design of Scoop, a system for indexing and querying stored data in sensor networks. Scoop works by collecting statistics about the rate of queries and distribution of sensor readings in a sensor network, and uses those statistics to build an index that tells nodes where in the network to store their data. Using this index, a queries over that stored data can be answered efficiently, without flooding those queries throughout the network. This approach offers a substantial advantage over other solutions that either store all data externally on a basestation (requiring every reading to be collected from all nodes), or that store all data locally on the node that produced it (requiring queries to be flooded throughout the network). Our results show that Scoop offers a factor of four reduction in message transmissions relative to existing techniques in a real implementation on a 64-node mote-based sensor network. These results also show that Scoop is able to efficiently adapt to changes in the distribution of data and queries.
Introduction
Sensor networks offer the promise of fine-granularity, low-cost data collection from difficult-to-reach remote environments.
Existing data collection tools (like Cougar [15] and TinyDB [11] ) as well as many deployments (e.g, [2, 6, 12] ) have demonstrated the potential of this technology. However, these existing approaches all tend to work by picking a sample rate and delivering all data from the network to some "root" node where the user receives data at that pre-selected rate.
In contrast, we have developed a system called Scoop that uses an adaptive storage index (which is centrally generated by the root, as we explain below) that tells nodes where to store data -either locally in their Flash memories, in the Flash memory of a nearby node, or perhaps even on the basestation. Users then query for readings that satisfy conditions of particular interestin certain time or value ranges, for example. Queries can be answered efficiently by using the storage index to determine which nodes have a particular value. This allows the network to transmit fewer packets than in existing systems when queries are infrequent (since most data doesn't have to be transmitted to the root), while allow it to perform as well as these existing systems with higher query frequencies as the storage index is adapted to cause data to be sent directly to the root.
Making a Scoop-like index work efficiently is tricky, because the multihop nature of sensor networks means that locating data that satisfies arbitrary query predicates inside the network is hard. In Scoop, we address this challenge by using a novel statistics-based approach: periodically, nodes report to the basestation histograms summarizing the data they have produced recently. The basestation aggregates these histograms together to produce a storage index that maps sensor values to nodes in the network that should store those values. The basestation disseminates this storage index throughout the network and uses it to answer queries. As nodes produce data, they use the mapping to determine where that data should be stored. Our results show that Scoop typically is able to use about a quarter of the transmissions (under a reasonable query workload) when compared to simple schemes collect all data to a basestation (such as Cougar and TinyDB), despite the additional overheads of statistics collection and storage index dissemination.
Scoop storage indices adapt over time, placing particular sensor values at different locations in the network over time. Because statistics are reported periodically, the basestation may recompute and re-disseminate an index when statistics have changed significantly.
We have built a complete implementation of Scoop for TinyOS-based motes [3] and evaluated its performance on a 62-node testbed and in the TinyOS simulator, TOSSIM. We show that our system scales well up to a few hundred nodes, which is comparable to the size of the largest single-basestation sensor network deployments in use today [6, 2] . An extended version of these results are presented in [5] .
Data and Query Model
Scoop operates on a network of nodes that sample and store data at a certain sample rate. Periodically, the user issues queries over this data from a basestation. Queries are of the form: SELECT attr 1 . . . attr n FROM sensors WHERE pred 1 . . . pred n . In this work, we focus on this type f snapshot query that retrieves the value of one or more attributes that are indexed by a Scoop index. Each attribute has an associated sampling rate, currently established at compile time. The attribute interface currently supports temperature, humidity, light, acceleration, and sound volume sensors.
Storage Indices
Scoop adapts between two extremes of sending all sensor readings to the base (as is done in TinyDB [11] , for example), and storing all data on the local node. In Scoop, data is stored closer to the basestation when the query rate is higher than data rates, and data is stored closer to sources when data rates are higher than query rates. Each value is stored on a specific node, as specified in the storage index that is periodically built by the basestation and then broadcast to all nodes.
A storage index is a value to The mapping is chosen to minimize the total number of messages the system sends, as described below. This approach relies on the insight that recently sensed values are likely to be a good predictor of values a node produces in the near future [8, 4] .
Clearly, the particular index that is chosen impacts the communication overhead. Assigning a value to a location far away from the basestation will result in high query/reply overhead. Storing the value closer to the basestation reduces this overhead, but increases the storage cost. Similarly, mapping a value v to a node p that is more likely to produce v reduces the overhead of sending p's data.
The algorithm the basestation runs periodically to find a storage index is outlined in Figure 2 . The goal is to find one owner, o, for each value, v, i.e., the node that is responsible for storing all readings of v. The set of value-to-node mappings is the storage index. This algorithm tries to pick an owner that will result in the fewest message transmissions, by placing a given sensor value (or class of value) on the node that will incur the minimum overall number of transmissions over time. (Section 4.2 discusses how the basestation obtains the various statistics needed in this algorithm.)
The outer loop iterates over all possible values v of the attribute to find an owner for it by trying out all possible nodes as owner (the second loop) and picking the best one. For each potential owner, o, it computes the cost (i.e., number of messages) if that node were the owner of v. (The current version of Scoop computes
} ratex: the rate at which node x produces data P(X): the probability that X happens xmits(x → y): the estimated number of transmissions required to get a packet from x to y. the cost in terms of number of messages.) The cost is twofold: sending v from all sensors that produce it to o (innermost loop) plus querying o from the basestation. The former is the product of the probability that each node p produces value v, the rate at which it does this, and the expected cost of sending data from p to o. Similarly, the cost to query node o is the product of the probability that a user queries value v, the query rate, and the expected number of transmissions to send the query from the basestation to o and back. The best owner for a value v is the one that minimizes this cost. Notice that this algorithm may generate a "send-tobase" policy (if all values get mapped to the basestation), but never a "store-local" policy (since the current version never maps overlapping ranges to more than one node). The basestation, therefore, also evaluates the expected cost of a "store-local" storage index and uses it if this cost is lower than the cost of the best storage index.
Scoop Design
Given this basic algorithm for index creation, we now describe how scoop collects statistics, disseminates indices, routes sensor readings, and answers queries.
Routing tree
Nodes collectively build and maintain a routing tree of the sort commonly used in sensor networks that allows nodes to route packets to the root. We use a variant of the MintRoute protocol described by Woo et al. [14] .
A node also maintains a "descendants list" of all its children, children's children, and so on, by tracking all nodes on whose behalf it routes packets up the routing tree. This list is used for routing data (Section 4.4) and routing queries (Section 4.5). Finally, each node keeps track of the nodes in its direct network neighborhood, independent of the routing tree.
Statistics Collection
To build the storage index, the basestation needs know about data that sensors have sampled and what their surrounding network topology looks like. To achieve this, sensors periodically transmit statistics in summary messages to the basestation. A summary message contains a coarse histogram over recent data, some network topology information, as well as the lowest, highest, and sum of all values over recent data, as well as the ID of the last complete storage index it has received from the basestation (see Section 4.3).
The basestation always saves the last histogram it receives from each node, thus allowing it to reason about a node even if newer summary messages are lost, due to network congestion.
Summary histogram: The histogram part of the summary message captures the distribution of sensor readings on that node over its recent history. It consists of a number of fixed-width bins (10, in our implementation.) A node needs its own recent readings to build this histogram and, therefore, writes its own readings in round-robin fashion to a fixed-size recent-readings buffer (size 30, in our experiments). This histogram allows the basestation to estimate P (p → v), i.e., the probability that a certain node, p, will produce a certain value v, by counting the fraction of the total readings in the histogram bin that contains v, and assuming that values are uniformly distributed within each bin.
Summary topology info: The topology part of the summary message contains a list of the node's n best connected neighbors (12, in our experiments), sorted by link-quality. A neighbor may or may not be a parent or child in the routing tree. In addition, the basestation learns about parent/child relationships in the routing tree through Scoop's custom packet header: each packet specifies the packet's origin and the origin's parent. This data, combined, allows the basestation to estimate xmits(x → y) in Figure 2 
Mapping messages
After generating a storage index (see Section 3), the basestation fragments it into different mapping messages. and then uses Trickle [10] , a gossip-based probabilistic flooding protocol, to disseminate these fragments to all nodes. To reduce communication overhead, the storage index is compacted by coalescing consecutive values that map to the same node into a single value range to node mapping. When a node has received all chunks for one storage index, it starts using that storage index, discarding the older index. Nodes do not synchronize this transition with other nodes.
Mapping packets may get lost, leaving nodes with incomplete storage indices. In that case, nodes continue to use the older complete storage index they have. This allows the basestation to avoid communication overhead by suppressing the dissemination of a storage index if it is very similar to the previous index; nodes will simply continue to use the older index.
Routing sensor data
When a node produces a data item, it looks up the value's owner in its local copy of the storage index and sends (if the node itself is not the value's owner) a data message to the owner telling it to store the data. This section explains how data messages are routed in Scoop. Though this routing algorithm does not always allow any node to contact any other node in the network, it is very simple, requires relatively little network state, and works quite well in our implementation.
The goal of Scoop's routing algorithm is to route a certain value, v, to a destination, δ, that will own the value, as dictated by the latest storage index that the producer v has received. To achieve this, a data message contains three fields: the data item itself (v), the destination node (δ), and a storage index ID (sid), all three of which are initialized by v's producer, i.e., the node that initiates routing. However, δ and sid may be overwritten by nodes with a newer storage index, i.e., a storage index with a higher ID than sid. On receiving or producing a data item, a node n applies the following routing rules (in order):
1. If n's storage index is newer than sid, look up v in n's storage index and update δ and sid in the packet header. 2. If δ == n, store data locally on n: write data to the circular data buffer. 3. If δ is in n's neighbor list, send the packet directly to that neighbor, irrespective of the routing tree. 4. If n is the base station, store it locally, i.e., don't route packets down the tree again. 5. If δ is a node in n's descendants list, send the packet down the appropriate child branch. 6. Otherwise, send data item to n's parent.
Step 1 allows nodes with storage index newer than sid to modify the destination of the packet.
Step 2 states that the packet has reached its destination. (Notice that the data buffer is separate from the recent readings buffer mentioned in Section 4.2.) Step 3 is an optimization that uses the neighbor list to take shortcuts through the routing tree.
Step 4 is an optimization that prevents packets from being routed needlessly once they have reached the basestation.
Step 5 sends the packet towards one of the node's descendants, if the destination is in the descendants list. In step 6, a node sends the packet to its parent-this step may be invoked repeatedly until a packet reaches the basestation (at which point, the value is simply stored on the basestation.)
Step 5 relies on a node's descendants list: if a packet is destined for a node that is n's child, but n does not have this destination in its descendants list, the packet will either end up going to the basestation through (multiple) invocation(s) of step 6 or will be routed through an alternate path (steps 3 and 5). In any case, all packets are either stored at the destination specified in an active storage index, or at the basestation.
Queries
A user issues queries from the basestation. A query consists of a select list of attributes (e.g. light, temperature), a time range specifying a minimum and maximum timestamp of interest, and a set of value ranges specifying the minimum and maximum ranges of interest for each of the attributes. With a megabyte of Flash memory, a Scoop node can store about 670,000 12-bit sensor readings, allowing users to to query about 1,000 minutes of historical data at 10Hz.
The basestation determines the set of nodes to be contacted for a query using the storage index(es) for the specified attribute(s) and time-range(s). (The basestation never discards old storage indices.) The value ranges in the query are used to find the appropriate entries in storage indices that were active at the time specified in the query. This yields the IDs of one or more nodes to be queried. The basestation also queries its own store for data values that ended up being routed to the root of the tree. Once it has established which nodes it needs to contact, the basestation encodes the query in a query packet and specifies which nodes it wants an answer from using a bitmap in the packet's header. (Consequently, the network size currently has an upper bound of 128 nodes.)
Scoop uses a modified version of Trickle [10] to disseminate query packets: our version uses both the packet's bitmap and a node's neighbor and descendants list to selectively re-broadcast query packets. If a node's ID corresponds to a 1 bit in the bitmap, the node tries to find matching tuples in its data buffer. The node sends a reply-even if no tuples matched the queryback to the basestation. If the user queries the entire attribute's domain, all nodes are involved in answering a query, but in all other cases a (much) smaller subset of nodes is queried, because of Scoop's index of value ranges to single nodes.
For each query it issues, the basestation updates its statistics that keep track of the query rate, and which attributes and what value ranges get queried. These numbers are used to estimate P(user queries v) and the query rate used in the algorithm from Figure 2 .
Experiments
We ran a Scoop TinyOS [7] implementation in TOSSIM, a packet-level network simulator [9] and on a 62-node indoor testbed consisting of Mica2 and Cricket [3] motes. The Scoop basestation was a PC connected to a mote using EmTOS [6] .
The goal of our experiments is to compare Scoop against other storage policies using communication overhead (number of messages sent) under different loads as metric. The systems involved in our experiments are SCOOP, LOCAL, BASE, and HASH. SCOOP is an implementation of the system we describe in this paper, without optimization from Section 3 where Scoop can default to "store-local" (aka LOCAL). In LOCAL, nodes store all data locally and queries are flooded. In BASE, all nodes send their data to the basestation; queries have zero cost. In HASH, a uniform, static hash function maps each value to a node in the network where it is stored. Particular data values can then be query by applying this hash function to find the desired nodes; this approach is similar to GHTs [13] . We expect BASE and HASH to be comparable, though HASH will incur additional costs for querying. Because we did not have a working implementation of HASH, we evaluate the cost of this HASH approach analytically.
Since Scoop is sensitive to the actual data distribution, we generate sensor data according to different methods: REAL, UNIQUE, EQUAL, RANDOM, and GAUSSIAN. For REAL, we use a trace of light data collected from a 50-node indoor sensor network deployment [1] . Each time a node in our experiments needs to produce a value, it reads the next number from this trace and produces that. Because these sensors were deployed in the same building, their light readings are highly correlated. However, since TinyOS has no file system support, we could only use the REAL data trace in simulation. For RANDOM, nodes produce random numbers in the range [0,100]. For EQUAL, all sensors in the network produce the same value for the duration of the experiment. For GAUSSIAN, each sensor i randomly selects a mean value µ i from the range [0,100], which it uses for the duration of the experiment. It generates readings by sampling from a uni-dimensional Gaussian with mean µ and variance of 10. This is meant to approximate the behavior of a number of independent sensors generating data. For UNIQUE, each sensor produces its own, unique node ID as its value for the duration of the experiment.
All results we present are averages over three trials of 40 minutes each; all experiments use the following default parameters, unless specified otherwise: network size is 62 nodes plus a basesation; by default, nodes sample their sensor (we measure only one attribute) once every 15 seconds based on the REAL data trace. The basestation issues a query once every 15 seconds over 1-5% of the attribute's value domain (the query width). Nodes send a summary packet every 110 seconds and the basestation creates a new storage index ("remap rate") every 240 seconds which were values that worked well across a range of experiments. We also experimentally varied the query width and data production rates in our experiments; these results are presented in the full version of the paper [5] .
The 62-node testbed is spread out across one floor of a large office building. The simulated topology also consisted of 62 nodes that, on average, can communicate with 20% of the nodes in the network at any given time, and of the pairs that can hear each other loss rates vary from twenty-five percent to about ninety percent. Connections are slightly asymmetric, as in most real wireless networks. The first 10 minutes of each experiment is spent stabilizing the network to form the routing tree. After the initialization period, nodes start sampling their sensor.
Comparison of Scoop to other methods: Figure 3 (left) shows, per storage method, the breakdown of cost into data, summary, mapping, and query/reply messages on our mote testbed. Scoop running with UNIQUE performs very well on our testbed-each node produces its own, unique sensor reading, which allows Scoop to generate an optimal storage index. On the GAUSSIAN data source, Scoop outperforms LOCAL and BASE. In the BASE case, the only packets are data packets (from sensors to the basestation). In the LO-CAL case, the only packets are query packets flooded to all nodes from the basestation and the resulting reply packets. SCOOP, with GAUSSIAN, adds some overhead for summary and mapping messages but, in doing so, finds an efficient storage index that vastly reduces the number of data, query, and reply packets. Note that we do not show HASH here because we can only evaluate it using an analytical model in our simulator.
Similarly, Figure 3 (middle) shows simulation results for different storage policies over the REAL data trace (in simulation). These results are similar to Figure 3 (left): Scoop adds overhead for summary and mapping packets for the storage index, but reduces overhead of other packet types. Note that HASH is included here, and performs similarly to BASE since the query and data production rate are approximately equal.
Figure 3 (right) shows Scoop's performance over different data sources in our simulation. Scoop performs very well over UNIQUE since it exploits data locality. In RANDOM, however, there is no data locality at all for Scoop to exploit and so it performs no better than BASE or HASH. In EQUAL all nodes produce the exact same value; it incurs very few mapping messages because the basestation suppresses new mappings that do not change over time. EQUAL outperforms RAN-DOM even though every value has to be transmitted to a random node in both cases; see the full paper [5] for an explanation.) Note that RANDOM represents the case where there is no predictability in the data; the system basically degenerates into performance that is equivalent to BASE or HASH. Encouragingly, the "unique" and "gaussian" columns in Figure 3 (right) , when compared to the "scoop/unique" and "scoop/gaussian" columns in Figure 3 (left), show that the relative performance of the simulation and real network are about the same, although the overall breakdown of messages is somewhat different due to variations in the topology used in the two cases.
We also ran experiments where we varied the query selectivity and the sample rate. In addition, we measured the effect of Scoop on network loss rates, and measured the number of messages sent by the root (as opposed to by the network as a whole.) These results are presented in the extended version of the paper [5] .
Conclusion
Scoop is a hybrid between several existing in-network storage approaches; it periodically creates a storage policy that optimizes where sensors should store their data such to minimize overall communication. Scoop runs quite well on current generation medium-scale motebased networks on the order of 100 nodes and almost always performs as well as, and usually much better, than existing approaches, even with high loss rates.
