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En el trabajo propuesto en esta tesis se han estudiado, analizado y desarrollado nuevas 
arquitecturas para la implementación de técnicas de acc so al medio en comunicaciones 
PLC de banda ancha. Estas arquitecturas se han incluido omo periféricos avanzados en un 
sistema SoC general basado en FPGAs que integra un microprocesador soft encargado de 
realizar la supervisión del sistema y la gestión de las transferencias de datos. Además, la 
arquitectura SoC general dispone de un módulo DMA que asegura el flujo de datos 
necesario para cada técnica de acceso al medio, permitiendo que todo el sistema opere en 
tiempo real, atendiendo a los requisitos del estándar de PLC de banda ancha. 
Para la definición de las distintas arquitecturas, se ha realizado un exhaustivo estudio 
de las técnicas de acceso al medio consideradas. Dentro de este estudio se ha efectuado un 
análisis de distintos algoritmos para su implementación, evaluándose las opciones más 
idóneas en cada caso. El análisis de distintas altern tivas ha permitido obtener una 
arquitectura con un bajo consumo de recursos y que a su vez disponga de un tiempo de 
cómputo que permita la implementación en tiempo real. Esto se ha conseguido con el ratio 
de paralelismo, el cual ha permitido una reutilización a lo largo del tiempo de los recursos 
implicados, obteniéndose un compromiso entre tiempo de procesamiento y recursos 
empleados. Asimismo, dado que las arquitecturas se van a implantar sobre un dispositivo 
FPGA, es necesario considerar en todo este estudio el efecto de la precisión finita, ya que 
es determinante a la hora de obtener unas prestaciones adecuadas. Para ello, se ha tenido 
en especial consideración el dispositivo en el que se iba a realizar la implementación, 
utilizando el ancho de palabra máximo de las celdas aritméticas y de las memorias 
disponibles. 
Para la comprobación de la calidad de las arquitectras diseñadas se han desarrollado 
modelos de simulación en coma flotante y en coma fija. La utilización de modelos de 
simulación permite realizar análisis cuantitativo del efecto de la precisión finita y a su vez 
comprobar que la implementación desarrollada es corre ta. Tanto los modelos de 
simulación, como las posteriores pruebas experimentales, han sido evaluados en distintas 
escenarios prácticos, permitiendo una verificación precisa de los datos obtenidos y su 
corroboración con los resultados simulados. Los escenarios considerados han tenido en 
cuenta distintos tipos de canales de transmisión, incrementando el nivel de ruido y 
atenuación gradualmente.  
En el primer caso se ha empleado un canal ideal, que ha permitido realizar un estudio 
del efecto de la precisión finita sobre las arquitecturas propuestas. En el segundo caso se 
ha empleado un cable SMA como canal de transmisión. El cable SMA presenta una buena 
respuesta en frecuencia y por tanto se puede comparar la calidad de las arquitecturas en un 
sistema de transmisión completo, cuyo canal se aproxima al ideal. Por último, el tercer caso 
introduce un canal más agresivo formado por un cable eléctrico de doce metros. Con este 
canal se ha realizado una estimación del comportamiento de la técnica de acceso al medio 






This thesis deals with the study, design and development of new architectures for 
medium access techniques in broadband PLC (PowerLine Communications). These 
architectures have been included as advanced peripheral in a general SoC (System-on-
Chip) system based on FPGAs (Field-Programmable Gat Arrays). It integrates a soft 
microprocessor which supervises the system and manages the data transfer. In addition, the 
general SoC architecture has a DMA (Direct Access Memory) module that assures the 
necessary data flow rate for every medium access technique, allowing the global system to 
operate in real time while meeting all these requirements from the broadband PLC standard. 
For the definition of the different architectures, an exhaustive study of the considered 
medium access techniques has been done. An analysis of different algorithms for the 
implementation has been carried out in this study, evaluating the most suitable option. The 
analysis of different approaches has allowed an architecture with a low resource 
consumption to be obtained, as well as a processing time that makes real-time 
implementation feasible. This has been achieved by means of the parallelism ratio, which 
has been enabled the reutilization of the implied resources over time, obtaining a balance 
between processing time and resource consumptions. Likewise, as the architectures are 
intended to be implemented on a FPGA device, it is necessary to consider in all the study 
the effect of the finite precision representation. The finite precision effect is significant 
when obtaining suitable performance. For it, the device on which the architecture is about 
to be implemented, has been carefully considered using the maximum word width for both, 
the arithmetical cells and the available memories.  
A floating point model and a fixed point model have b en developed to verify the 
correctness of the designed architectures. These mod ls allow to quantify the effect of the 
finite precision and in turn to verify that the developed implementation is correct. The 
simulation models and the experimental tests have been evaluated in different practical 
environments. This allows not only an accurate verification of proposals, but also the 
corroboration with the simulated results. The considered scenarios have taken into account 
different types of transmission channels, gradually increasing the level of noise and 
attenuation.  
The first case has used an ideal channel in order to study the effect of the finite precision 
representation on the proposed architectures. The second case has employed a SMA cable 
as a transmission channel. The SMA cable presents a good frequency response and 
therefore it is possible to compare the quality of the architectures in a complete transmission 
system, whose transmission channel is close to the ideal one. Finally, the third case includes 
a more aggressive channel formed by a twelve-meter electrical cable. With this channel, an 
estimation of the behavior of the medium access technique has been achieved in a channel 
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Desde el principio de los tiempos, el hombre se ha car cterizado por su capacidad para 
la comunicación. Los egipcios representaban sus ideas mediante jeroglíficos, escribiendo 
los símbolos en piedra, madera o papiros, que después odían ser transportados con el 
mensaje. Los griegos empleaban superficies que refljaban la luz del sol para la 
comunicación, mientras que los romanos utilizaban antorchas distribuidas en las cimas de 
las montañas para comunicarse. En África, se empleaban comunicaciones acústicas como 
el tambor o cantos, y en Norteamérica, los indios hacían señales de humo.  
Con el descubrimiento de la electricidad en el siglo XVIII, se abrió una nueva ventana 
de posibilidades para la realización de comunicaciones. Para el desarrollo de estas 
comunicaciones se emplean distintas técnicas de acceso al medio. Una de las primeras 
técnicas es el telégrafo, empleando el código Morse en las transmisiones en 1830. Le siguió 
el teléfono en 1860, el cual permitía la comunicación de dos personas mediante la voz. 
Después se dió paso a la era de las comunicaciones inalámbricas. Con ellas se comenzaron 
a aplicar distintas modulaciones en las señales. La primera de ellas fue la transmisión AM 
(Amplitud Modulada) a mitad de la década de 1870. Más tarde en 1926, apareció la 
modulación en frecuencia (FM) que permitía mejor calidad en la transmisión. En esta época 
nace también la televisión, las comunicaciones vía microondas (1930) y la multiplexión 
por división de tiempo (TDM).  
Con la transmisión del primer satélite en 1957, se produjo una ampliación de las 
posibilidades de comunicación. Junto a esto, se introduce la tecnología de banda ancha para 
 
1.1 Contexto de la tesis 
 
2 
la transmisión lo que permitía la distribución de numerosos canales de televisión, radio y 
telefonía. En esta época, también se realizan las primeras pruebas de trasmisión de datos 
mediante impulsos de luz.  
Hasta este momento se han trabajado con tecnologías de transmisión analógica, para a 
continuación centrarse en transmisiones digitales. Con esto, nacen tecnologías 
inalámbricas, como el Bluetooth o el Wi-Fi en 2000. Pero el nacimiento de Internet en 1969 
y de la telefonía móvil en 1973 son, sin duda, los d  mayores portales para la expansión 
de las comunicaciones. Con ellos, los tipos de transmisiones y las modulaciones han 
evolucionado de una manera exponencial, lo que ha permitido que en un periodo corto de 
tiempo se desarrollen sistemas inimaginables años atrá . Dado que en los últimos años ha 
aumentado la necesidad de un ancho de banda mayor y la necesidad de transmitir más datos 
en las comunicaciones inalámbricas, los sistemas actuales han intentado evolucionar con el 
fin de adaptarse a nuevas mejoras en las prestaciones. Para ello se han introducido nuevas 
modulaciones que emplean múltiples portadoras en latransmisión de datos, lo cual permite 
mejores prestaciones que las modulaciones con una únic  portadora. 
La modulación multi-portadora (MCM, multi-carrier modulation) basada en la 
Transformada Discreta de Fourier (DFT, Discrete Fourier Transform) ha sido la técnica de 
acceso al medio dominante en las comunicaciones de banda ancha (xDSL, Wi-Fi, WiMax, 
DAB, DVB, PLC, etc.) [1] [2] [3] [4] y recientemente también se ha propuesto su 
utilización en comunicaciones móviles (LTE y LTE-A, enlace descendente) [5]. La 
modulación multi-portadora presenta grandes ventajas, como su efectividad para combatir 
los efectos del multitrayecto o los desvanecimientos selectivos en frecuencia, o la 
posibilidad de utilizar algoritmos de asignación de bits (bit loading) [6] para mejorar el 
rendimiento del sistema con un incremento significat vo de la tasa de transmisión por 
subportadora. Sin embargo, la MCM basada en la DFT no está exenta de inconvenientes: 
sensibilidad a la sincronización en tiempo y especialmente en frecuencia, elevada relación 
entre la potencia de pico y la potencia media (PAPR), y escasa discriminación frecuencial. 
Esto conlleva un mal comportamiento del sistema en entornos ruidosos fijos y móviles, 
especialmente con interferencias de banda estrecha. Como consecuencia de las anteriores 
limitaciones, diversos estándares contemplan ya la utilización de otro tipo de técnicas de 
acceso al medio. Éste es el caso del IEEE 1901 para PLC (power-line communications), 
que establece las normas para las comunicaciones de alta velocidad a través de la red 
eléctrica, incluyendo bancos de filtros coseno modulado. Por otro lado, el estándar de 3GPP 
para LTE (long term evolution) propone el uso de modulación de portadora única con 
acceso múltiple por división en frecuencia (single-carrier frequency division multiple 
access, SC-FDMA) para el caso del enlace ascendente. 
Atendiendo a criterios de implementación, resulta cada vez más relevante la necesidad 
de, una vez desarrolladas nuevas técnicas de acceso al medio, proceder a la implementación 
de las mismas, adaptando y optimizando los algoritms en función de los estándares y 
aplicaciones. Por tanto, si se tiene en mente como bjetivo final el funcionamiento en 





adecuada elección de la tecnología para su implementació  [7]. Concretamente, en aquellas 
aplicaciones en las que la elevada e intensiva carga computacional de datos así como los 
requisitos de banda ancha suelen ser un denominador común, no resultan viables aquellas 
soluciones basadas únicamente en desarrollos software. 
El desarrollo actual de la tecnología permite llegar a un grado de integración tal que es 
posible incluir en un único circuito integrado un sistema electrónico basado en un 
microprocesador completo. Estos dispositivos, llamados normalmente Systems-on-Chip 
(SoC) [8] [9], pueden presentar distinta complejidad y abarcar procesadores, periféricos, 
memoria, o aceleradores hardware.  
Para la fabricación de los SoCs, aparte de la tecnología ASIC (Application-Specific 
Integrated Circuit), los dispositivos FPGA (Field-Programmable Gate Array) [10] se han 
postulado desde el principio como tecnología base debido a sus reducidos costes de 
desarrollo, dando lugar a veces a derivaciones del término, tales como CSoC (Configurable 
SoC), o rSoC (reconfigurable SoC) [11]. En este sentido, los SoCs basados en FPGAs 
presentan un área de Silicio dedicado a lógica configurable, cuyo uso puede ser destinado 
a procesamiento específico de cada aplicación particular [12]. De esta manera, se puede 
aprovechar toda la versatilidad de la reconfiguración de los dispositivos FPGA, y 
posteriormente, cuando ya se hayan realizado las comprobaciones de funcionamiento sobre 
la FPGA, fabricar el prototipo verificado en un SoC propiamente dicho. 
La tendencia actual de las comunicaciones hace que tanto el volumen de datos a 
transmitir, como la velocidad de la transmisión aumente exponencialmente. Este hecho se 
produce sobre todo por el empleo cada vez más grande de nuevos dispositivos y 
aplicaciones, siendo uno de ellos los consumibles wearables, que son sistemas que pueden 
monitorizar nuestra actividad. También es muy común la comunicación con el coche, o 
incluso, realizar la compra con el teléfono móvil. Otra de estas nuevas aplicaciones es el 
almacenamiento y procesamiento de la información en la nube (cloud computing), siendo 
una de las aplicaciones tecnológicas más empleadas en los últimos meses. Estos nuevos 
dispositivos generan el empleo cada vez más demandado e acceso a Internet de gran 
velocidad. Estos hechos provocan que cada vez sea más necesario nuevas técnicas de 
comunicación que permitan la transmisión de altas tasas de datos (en torno a los 
Gigabytes/s).  
1.1. Contexto de la tesis 
El trabajo realizado en esta tesis ha sido desarrollado bajo el marco de la investigación 
del proyecto DISSECT-SOC (ref. TEC2012-38058-C03-03), subvencionado por el 
Ministerio de Economía y Competitividad de España, y a través de la Universidad de Alcalá 
con el proyecto iPULSE (ref. CCG2014/EXP-084). Además, esta tesis ha sido apoyada 
económicamente por la Universidad de Alcalá con el programa FPI/UAH (ref. 
FPI/UAH2013) y su programa de movilidad. Con este programa, ha sido posible la 
realización de una estancia en la School of Engineeri g n la University College Cork. La 
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motivación del proyecto DISSECT es buscar técnicas de acceso al medio para 
comunicaciones multi-portadora y de portadora única con herramientas diferentes a la DFT, 
así como la definición de arquitecturas eficientes ba adas en SoC para acometer su 
implementación en tiempo real. Para la realización de estas arquitecturas eficientes se debe 
determinar las estructuras óptimas para el funcionamiento de los algoritmos propuestos en 
hardware dedicado, contemplando aspectos relativos al u o de los recursos a lo largo del 
tiempo (secuencial, semi-paralelo, o paralelo), a la representación en coma fija, el ancho de 
palabra, etc. También se debe tener en cuenta una solución de compromiso entre 
rendimiento (throughput y latencia) y recursos consumidos. En cuanto a las técnicas de 
acceso al medio que se van a desarrollar, se ha de buscar propuestas que incrementen la 
selectividad y la discriminación frecuencial, así como que estas propuestas sean capaces de 
trabajar con una tasa de error de bit menor cuando existen condiciones desfavorables típicas 
en las comunicaciones. 
Para la realización de las distintas propuestas, se ha de elegir una plataforma en la que 
poder implementar las arquitecturas, si bien ésta se ha de caracterizar por su versatilidad y 
adaptabilidad a distintos tipos de arquitecturas eficientes basadas en SoC. Esta plataforma 
debe permitir un diseño e integración de aceleradores hardware dedicados bajo la 
supervisión de un procesador de propósito general. 
1.2. Estructura de la tesis 
Aparte de este capítulo de introducción, la tesis ha sido dividida en los siguientes 
capítulos: 
• Capítulo 2: Estado del arte. 
Este capítulo contiene una revisión de las transmisione  de banda ancha, así como de 
las modulaciones multi-portadora. Primero se realiza una introducción de distintos tipos de 
canales para la transmisión en banda ancha, como puede ser la red eléctrica, inalámbrica, 
fibra óptica, etc, mostrando algunos de los estándares empleados para la comunicación en 
estos medios (WiMAX, PLC, DSL, etc). Después, se introduce la modulación multi-
portadora y se muestran sus ventajas respecto a mono-portadora. A continuación, se expone 
la técnica OFDM (Orthogonal Frequency Division Multiplexing) y diversas técnicas multi-
portadora que tratan de mejorar las prestaciones de ésta. Más tarde, se muestran distintas 
alternativas tecnológicas para realizar las arquitect ras. Después de esto, se muestran 
distintas implementaciones predecesoras de otras técnicas realizadas empleando distintas 
alternativas tecnológicas. Por último, los objetivos de esta tesis son descritos. 
• Capítulo 3: Definición del SoC. 
Este capítulo propone el diseño de una arquitectura SoC global para la integración de 
las distintos transmultiplexores de las técnicas de acceso al medio que se integren como 
periféricos avanzados. Esta arquitectura global será adaptable para poder dar soporte a las 





flujo de datos, así como disponer de interfaces para osibilitar la conexión de distintos tipos 
de arquitecturas. 
• Capítulo 4: Técnica basada en Transformada Trigonométrica Discreta. 
En este capítulo se estudia y analiza la técnica multi-portadora basada en transformadas 
trigonométricas discretas. En el estudio se propondrán distintas alternativas para la 
implementación de la Transformada Discreta del Cosen  (DCT, Discrete Cosine 
Transform), y se evaluarán en función del consumo de recursos, latencia, tiempo de 
procesamiento y throughput.  Para ello se utilizará como parámetro de diseño el ratio de 
paralelismo, el cual determinará el número de datapaths que se utilizarán para que los datos 
se procesen al mismo tiempo. Con este ratio de paralelismo se podrá analizar tanto la 
latencia del sistema como el número de recursos que e consumen. 
• Capítulo 5: Técnica basada en bancos de filtros polifásicos. 
En este capítulo se estudia y analiza la técnica multi-portadora basada en bancos de 
filtros. En este caso, se propondrán distintas alterna ivas para la arquitectura del banco de 
filtros polifásicos. El estudio y análisis del consumo de recursos, latencia, tiempo de 
procesamiento y throughput será realizado teniendo  cuenta el valor seleccionado en el 
ratio de paralelismo. 
• Capítulo 6: Técnica basada en portadora única. 
Se estudia y analiza la técnica basada en portadora únic . Al contrario de las técnicas 
anteriores, en este caso no existen varias portadoras para la transmisión de la información. 
A la hora de desarrollar la arquitectura, se utilizarán los módulos desarrollados 
anteriormente. Como en anteriores ocasiones se analiz rá tanto la latencia del sistema, 
como el consumo de recursos del mismo, en función del ratio de paralelismo. 
• Capítulo 7: Resultados experimentales. 
Primero, se describirá la metodología empleada para el desarrollo de las pruebas reales. 
Después, se presentarán los recursos empleados en las implementaciones en la FPGA 
considerada. Más tarde, se evaluarán los resultados obtenidos probando las técnicas en 
distintos canales de transmisión de distinta complejidad. Para realizar esta evaluación, se 
compararán los resultados del modelo en coma flotante, el modelo en coma fija y la prueba 
experimental realizada. 
• Capítulo 8: Conclusiones. 
Se expondrán  las conclusiones obtenidas del desarrollo de esta tesis, incluyendo las 
referencias a las publicaciones derivadas de la misma. Por último, se discutirán las distintas 




















Antecedentes / Estado del arte 
2.1. Transmisiones de banda ancha 
A diferencia de las transmisiones en banda base, las transmisiones en banda ancha [13] 
permiten la transmisión de una mayor información, con una mayor velocidad de 
transmisión, así como una multiplexación por división en frecuencia, lo que posibilita 
transmitir en paralelo varias señales independientes o la misma por varios canales. 
 Según la Federation Communications Commission (FCC) [14], existen distintos tipos 
de canales para las transmisiones de banda ancha. Digit l Subscriber Line (DSL) [15] es 
un tipo de tecnología por cable que permite el acceso a Internet transmitiendo datos 
digitales a través de los cables de la red telefónica. DSL de banda ancha proporciona 
transmisiones desde varios cientos de kbps hasta varios Mbps. Este tipo de transmisión se 
divide en distintos tipos de tecnologías: Asymetric DSL (ADSL) [16], capaz de alcanzar 
hasta 24 MBits/s; High bit rate DSL (HDSL) [17], hasta 2048 kbps; ISDN DSL (IDSL) 
[18], con 144 kbps, Very High data rate DSL (VDSL), hasta 52 Mbps. También se 
encuentra el cable modem [19], que proporciona transmisión de banda ancha empleando 
un cable coaxial para la transmisión de video, datos y voz. Esta tecnología es capaz de 
proporcionar tasas de transmisión de más de 1.5 Mbps, lo que lo hace comparable a DSL. 
En fibra óptica [20] la transmisión de datos supera al ctual DSL en velocidad, con tasas 
de Gbps. La transmisión de fibra óptica tiene varias ventajas: el peso y tamaño del cable se 
reduce significativamente respecto al cable convencional; la fibra posee una notable mejora 
del ancho de banda y es capaz de alcanzar una mayortasa de transmisión. 
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Por otro lado, se encuentra la transmisión inalámbrica, con distintos tipos de estándares, 
WiMAX [21] [22], WiFi [23],… Este último tipo de conexión es la preferida para 
comunicaciones inalámbricas gracias a que ofrece un gra  grado de movilidad con 
transmisión de banda ancha en la zona de cobertura de h sta 54 Mbps. En otra faceta, se 
encuentra la transmisión por satélite [24] [25], permitiendo la transmisión de datos a zona 
geográficas diversas, sin la necesidad de cableado, a velocidades de hasta 8 Mbps.  
Relacionada con las anteriores propuestas, se encuentra la comunicación por red 
eléctrica (Power-Line Communication, PLC) [26] [27], consistente en transmitir 
empleando las líneas de distribución de energía eléctrica. PLC proporciona comunicaciones 
de banda ancha añadiendo una señal modulada al cableado de la red eléctrica, evitando así 
tener que emplear cables adicionales para la transmisión. Esta tecnología es capaz de 
superar los 500 Mbps en la transmisión.  
La principal característica de esta tecnología es qu  es capaz de emplear la instalación 
desplegada para la red eléctrica, lo que reduce los costes por infraestructura. Esta ventaja 
supone que se pueda establecer un canal de transmisión en cualquier hogar o entorno que 
disponga de red eléctrica, proporcionando tasas de transmisión muy superiores a otros 
sistemas inalámbricos. Además, al emplear la red eléctrica se dispone de distintas tomas de 
corriente en distintos espacios, lo que permite que existan distintos puntos de conexión.  
Como se observa en la Figura 1, existen diversos tip de canales y sus correspondientes 
estándares de transmisión, cada uno con sus característi as particulares. A modo de 
resumen, en la Figura 1 se puede observar una comparativa entre ellos, en relación con el 
ancho de banda disponible y las tasas de transmisión alcanzadas. 
 
Figura 1. Comparativa de las tecnologías disponibles para la transmisión en banda ancha. 
2.2. Modulación Multi-portadora (MCM) 
La modulación multi-portadora MCM (Multi-Carrier Modulation) es un método de 
transmisión de datos basado en la división del ancho de banda del canal, y el envío de cada 
uno de los datos por portadoras independientes. Las portadoras tienen un ancho de banda 
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estrecho, pero la señal compuesta trabaja en banda cha. Este método permite una 
inmunidad relativa al desvanecimiento causado por multicamino, menos susceptible que 
los sistemas mono-portadora al desvanecimiento selectivo en frecuencia, y mejor 
inmunidad a las interferencias.   
En la Figura 2 se puede observar la diferencia en el espectro en un sistema mono-
portadora y en un sistema multi-portadora, y cómo los sistemas multi-portadora 
incrementan la eficiencia espectral, empleando varias portadoras a lo largo del ancho de 
banda de transmisión. 
La idea de usar múltiples portadoras es incrementar la eficiencia espectral del canal de 
transmisión, simplemente dividiendo la energía de una portadora en varias subportadoras. 
La modulación multi-portadora se selecciona a menudo para situaciones en las que la 
respuesta en frecuencia del canal y la interferencia de ruido varían con la frecuencia. En la 
Figura 3 se muestra un ejemplo de cómo puede ayudar una modulación multi-portadora 
frente a un canal selectivo en frecuencia permanente en el tiempo, evitando la transmisión 
por las subportadoras que se encuentran en las frecuencias que introducen una mayor 
atenuación o facilitando la posterior igualación del canal. 
 
Figura 2. Comparativa del espectro de frecuencia entre mono-portadora y multi-portadora. 
 
Figura 3. Ejemplo de canal con desvanecimiento selectivo en frecuencia para modulación multi-portadora. 
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Como se observa en la figura, al dividir un canal selectivo en frecuencia en un conjunto 
de subcanales se consigue un desvanecimiento aproximadamente plano en banda estrecha 
para cada subcanal. Esto habilita que determinando los subcanales en los que se produce 
un desvanecimiento en frecuencia permanente en el tiempo se puedan obviar, permitiendo 
que se transmita toda la información por el resto de los subcanales. Además, posibilita que 
la etapa de igualación necesaria se simplifique, ya que, al realizar la estimación de cada 
subcanal por separado, estos subcanales se pueden considerar planos. Esto hace que no se 
produzcan interferencias, al contrario de como ocurre en portadora única, en la que se ha 
de realizar una igualación adaptativa [28] de todo el canal de transmisión. Esta igualación 
se realiza para combatir tanto la dispersión del canal, como las interferencias 
adecuadamente, y ocasiona un aumento considerable de la complejidad de la arquitectura 
del igualador. 
Esto se produce debido a que para realizar una correcta transmisión en los sistemas 
mono-portadora, el canal debe estar perfectamente compensado por el igualador. Sin 
embargo, a medida que aumenta la velocidad de símbolo, el ancho de banda de la señal es 
mayor. Cuando el ancho de banda es mayor que el ancho de banda de coherencia, la 
transmisión sufre desvanecimiento por multicamino, lo que provoca interferencias. El 
ancho de banda de coherencia consiste en la medida stadística del rango de frecuencias, 
en la cual el canal puede considerarse plano. 
En general, los igualadores adaptativos basados en el dominio del tiempo se emplean 
para mitigar estas interferencias, con lo que la complejidad de los igualadores se incrementa 
con la tasa de transmisión. Esto provoca que, cuando la tasa de transmisión aumenta lo 
suficiente, sea poco viable la implementación del igualador. Sin embargo, con el empleo 
de la modulación multi-portadora se consigue dividir el ancho de banda del canal en un 
conjunto de subportadoras. Al dividir un canal selectivo en frecuencia en un conjunto de 
subcanales, se consigue un desvanecimiento plano en los subcanales de banda estrecha. 
Esto provoca que no existan dichas interferencias. Todo ello se consigue con un igualador 
en el dominio de la frecuencia (FDE) [29], el cual permite evitar la larga respuesta 
impulsiva que se produce en el canal. 
Debido al uso de modulación multi-portadora aparecen dos tipos de interferencias que 
deben ser descritas: interferencia entre símbolos ISI (Inter-Symbol Interference), la cual ya 
se produce en modulaciones mono-portadora; e interferencia entre portadoras ICI (Inter-
Carrier Interference). La interferencia ISI se produce cuando en el receptor un símbolo se 
ve afectado por símbolos anteriores, debido principalmente a la existencia de un canal 
multicamino. Un símbolo se conoce como el dato que se ncuentra en un ciclo de portadora. 
La interferencia ICI se produce cuando una subportad a interfiere con las subportadoras 
contiguas. En la Figura 4 se puede observar cómo se produce las interferencias ISI e ICI. 
 




Figura 4. Interferencias ICI e ISI en sistemas multi-portadora. 
Resumiendo, se puede considerar que las técnicas multi-portadora ofrecen una serie de 
ventajas respecto a las técnicas de portadora única. Las técnicas multi-portadora simplifican 
la igualación del canal, permitiendo emplear un igualador en el dominio de la frecuencia 
FDE (Frequency-Domain Equalizer). También se facilit  el uso de técnicas adaptativas, 
que modifican la amplitud de la modulación en cada subportadora, ajustándolo de acuerdo 
a las condiciones del canal. 
Por el contrario, las técnicas multi-portadoras tienen algunos inconvenientes. Poseen 
un mal comportamiento en ambientes ruidosos, especialmente con interferencias de banda 
estrecha de carácter aleatorio. Las técnicas multi-por adora también tienen una alta 
sensibilidad al desplazamiento en frecuencia de las subportadoras. En comparación, la 
modulación con portadora única es menos sensible al d splazamiento en frecuencia de la 
portadora, pero aumenta su sensibilidad a desplazamiento en el dominio del tiempo. 
2.3. Modulación multi-portadora ortogonal OFDM 
La modulación OFDM (Orthogonal Frequency División Multiplexing) [30] [31] [32] 
[33] es la técnica más empleada en las comunicaciones multi-portadora de banda ancha en 
las últimas décadas. OFDM se basa en el empleo de subportadoras ortogonales para realizar 
su transmisión. Esta propiedad le otorga la capacidad para emplear un número mayor de 
subportadoras en el ancho de banda, ya que al ser ortogonales pueden estar muy próximas 
entre sí, con lo que la banda de guarda que existía en re subportadoras se elimina. Con el 
empleo de subportadoras ortogonales se consigue aumntar la eficiencia espectral, debido 
a que el espectro de las subportadoras se puede superponer. Dos señales son ortogonales 
entre sí cuando el resultado de su producto escalar es nulo.  
En la Figura 5 se muestra el diagrama de bloques básico de una transmisión OFDM. En 
él se puede observar cómo los datos son introducidos en un módulo, en el que se pretende 
realizar algún tipo de modulación en amplitud. Despué , se modulan con la técnica OFDM 
propiamente dicha, para después añadir el intervalo de guarda, que en este caso es un prefijo 
cíclico. El intervalo de guarda consiste en duplicar parte de la trama de datos a transmitir. 
Esto permite que la interferencia ISI recaiga en este intervalo de guarda. Por último, los 
datos preparados se transmiten con la ayuda de un conversor digital-analógico. En el caso 
del receptor, primero se obtiene los datos digitales. Después se separa el prefijo cíclico 
añadido y con él se elimina la interferencia ISI y se demodulan los datos con la técnica 
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OFDM. Por último, se encuentra el módulo que elimina la modulación en amplitud 
introducida en el transmisor para obtener los datos. 
  
Figura 5. Diagrama de bloques típico de una transmisión OFDM. 
La forma general que permite la generación y separación de las subportadoras 
transmitidas y recibidas es, a través, de una Transformada Discreta de Fourier DFT 
(Discrete Fourier Transform) para la recepción, o una Transformada Inversa Discreta de 
Fourier IDFT (Inverse Discrete Fourier Transform) para la transmisión, o sus versiones 
rápidas FFT e iFFT (Fast Fourier Transform e Inverse Fast Fourier Transform). Las 
funciones sinusoidales de la FFT forman un conjunto de base de señales ortogonales, y una 
señal en el espacio vectorial de la FFT se puede repr s ntar como una combinación lineal 
de las funciones seno ortogonales. Dicho de otra manera, la FFT modula cada una de las 
señales de entrada con cada una de las funciones bas  seno. Por ejemplo, si la señal de 
entrada tiene energía a una frecuencia determinada, h brá un pico en la correlación de la 
señal de entrada con la función seno correspondiente a esa frecuencia. En la Figura 6 se 
muestra un ejemplo; la señal está formada por tres tonos distintos de frecuencia y éstos se 
pueden observar en el dominio de la frecuencia. Esta transformada se utiliza en el 
transmisor OFDM para mapear una señal de entrada en un conjunto de subportadoras 
ortogonales, es decir, las funciones base ortogonales de la FFT. Del mismo modo, la 
transformación se utiliza de nuevo en el receptor OFDM para procesar las subportadoras 
recibidas. Las señales de las subportadoras se combinan entonces para formar una 
estimación de la señal original del transmisor.  
Dado que las funciones base de la FFT son ortogonales, sólo se verá afectada la energía 
para una subportadora dada. La energía de otras subportadoras no contribuye en ésta, ya 
que es ortogonal. Esa separación de energía en la sñal es la razón por la que los espectros 
de las subportadoras de OFDM se pueden solapar sin causar ninguna interferencia. Gracias 
a esta ortogonalidad, se consigue minimizar la interfer ncia entre subportadoras ICI, un 
problema que sí existe en técnicas multi-portadora sin subportadoras ortogonales. En la 
Figura 7 se puede observar el espectro de emisión característico de la técnica OFDM. En 
ella, se observa cómo se aprovecha mejor el ancho de banda, al crear un espectro de emisión 
más plano que con la técnica mono-portadora. 
 




Figura 6. Señal compuesta de tres tonos representada en el tiempo y visualización de éstos en la representación en 
frecuencia. 
 
Figura 7. Espectro de emisión de OFDM. 
Otra propiedad de la técnica OFDM es su robustez frente al desvanecimiento selectivo 
de frecuencias constante en el tiempo, ya que, como se observa en el ejemplo de la Figura 
8, si se coloca el espectro de emisión de OFDM junto con la respuesta de un canal de 
transmisión con desvanecimiento selectivo en frecuen ia, sólo cierta subportadoras se ven 
afectadas, mientras que el resto se muestran intactas. 
 




Figura 8. Espectro OFDM y canal con desvanecimiento selectivo de frecuencias. 
Con estas características, OFDM se ha convertido en la técnica más utilizada, siendo 
empleada tanto en comunicaciones inalámbricas [31],como en comunicaciones de fibra 
óptica [34] [35], pasando por comunicaciones por cable [36]. Todos estos usos tienen un 
marco común: la mejora de la eficiencia espectral del ancho de banda del canal empleado, 
debido a la ortogonalidad de la técnica de acceso al medio. 
Por el contrario, la técnica OFDM presenta algunas restricciones. Una de ellas es que 
requiere un adecuado intervalo de guarda para eliminar la interferencia entre símbolos ISI. 
Para tratar de evitar esta situación, es muy común que se empleen prefijos cíclicos (CP). El 
prefijo cíclico se genera replicando la última parte de la secuencia a transmitir y 
colocándola al principio. Esto produce que sea el CP el que absorbe el efecto del ISI y, 
eliminando en el receptor el prefijo cíclico, se pueden obtener las subportadoras sin 
interferencia. El empleo de un CP genera un coste de nergía, y por tanto, una menor 
eficiencia energética.  
Otra de las restricciones que presenta OFDM es que tien  un mal comportamiento en 
ambientes ruidosos, principalmente con interferencias de banda estrecha aleatorias. Como 
se observa en la Figura 9, debido al hecho de transmitir múltiples subportadoras de banda 
estrecha, algunas de ellas podrían verse afectadas de manera aleatoria por este tipo de ruido, 
impidiendo obtener la señal transmitida por esa subportadora. 
 




Figura 9. Pérdida de información por interferencias de banca estrecha. 
Un último inconveniente de OFDM es su alta sensibilidad a errores de sincronización, 
en particular al desplazamiento en frecuencia de las subportadoras (Carry Frequency 
Offset, CFO) [37]. El desplazamiento en frecuencia de las subportadoras se produce como 
consecuencia de diferencias en los osciladores de transmisor y receptor, o por 
desplazamiento Doppler [38]. Con el desplazamiento  frecuencia de las subportadoras se 
producen dos efectos: la reducción en la magnitud de la señal, por no muestrear las 
subportadoras en el instante óptimo, y la aparición de ICI en el sistema, provocado por la 
pérdida de la ortogonalidad entre subportadoras. En la Figura 10 se muestra un ejemplo del 
error por offset en frecuencia de portadora. En azul se muestra el punto en el cual se debería 
muestrear la señal y en rojo el punto en el que realmente se muestrea debido al CFO. 
 
Figura 10. Representación del efecto de offset en la frecuencia de portadora de muestreo. 
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2.4. Alternativas a OFDM 
Dadas las desventajas que presenta la técnica OFDM, en los últimos años se ha 
comenzado a buscar alternativas viables a esta técnica. Esto ha permitido que estas nuevas 
técnicas de acceso al medio sean posibles candidatas p r  próximas transmisiones multi-
portadora [39]. 
Una de las alternativas que se han estudiado es la Transformada Trigonométrica 
Discreta (Discrete Trigonometric Transform, DTT) [40] [41]. Ésta ha sido comparada con 
OFDM y muestra que existe una mejora  en la calidad de las transmisiones respecto a 
OFDM. La DTT ofrece el uso de una Transformada Discreta del Coseno (Discrete Cosine 
Transform, DCT) frente al uso de DFT en OFDM, permitiendo la reducción del PAPR 
(Peak-to-Average Power Ratio). Como se ha mencionado anteriormente, un alto PAPR 
obliga al aumento del tamaño del rango dinámico empl ado en los conversores analógicos-
digitales, lo que favorece el incremento de la tasade error de bits de transmisiones. Con el 
uso de DCT se consigue una mayor concentración de la energía y compactación del 
espectro. Esto permite que, bajo condiciones de desplazamiento en frecuencia de las 
subportadoras (CFO), la DCT genera menos interferencias ICI a subportadoras adyacentes 
que empleando DFT [42], resultando en una mejor robustez frente al desplazamiento en 
frecuencia de las subportadoras (CFO).  
Otra de las características del uso de la DCT es qu este tipo de transformada sólo 
emplea la parte real en la aritmética. Esto quiere decir que a la hora de realizar las 
operaciones sobre las señales de transmisión, se reduce la complejidad del procesamiento 
y el consumo de recursos. En cuanto al resto de características que definen a OFDM se 
mantienen en DTT, siendo igual de ventajosas que en OFDM. Estas características son la 
ortogonalidad de las subportadoras, y su consiguiente eficiencia del espectro de 
transmisión. También se consigue robustez frente al desvanecimiento selectivo en 
frecuencias, al emplearse una gran cantidad de subportadoras. Al igual que sucedía en 
OFDM, se ha de emplear un intervalo de guarda entre subportadoras para eliminar la 
interferencia ISI.  
Por otro lado, se ha estudiado otra alternativa a OFDM, llamada multi-portadora basada 
en bancos de filtros FBMC (Filter Bank Multiple-Carrie ) [43] [44]. FBMC emplea junto 
con la Transformada Discreta del Coseno (DCT) un banco de filtros polifásicos. Este banco 
de filtros polifásicos permite una separación espectral entre los subcanales más efectiva 
[45]. Por lo tanto, el empleo de este banco de filtros polifásicos otorga a FBMC mayor 
eficiencia espectral que OFDM [46]. La estimación de canal y el rendimiento del sistema 
pueden ser mejorados en entornos ruidosos en comparación con OFDM. Además, el uso de 
este banco de filtros reduce los lóbulos laterales de cada subportadora, lo que permite 
prácticamente eliminar las interferencias por ICI [47]. En la Figura 11 se muestra esta 
reducción de los lóbulos laterales (rojo), comparándola con la generada por OFDM (azul).  
  
 




Figura 11. Diferencia espectral entre una portadora de OFDM (azul) y de FBMC (rojo). 
Otra de las ventajas que produce el empleo de un banco de filtros polifásico es que no 
es necesario utilizar ningún intervalo de guarda, como si ocurría en OFDM o DTT. Esto 
permite que la tasa de bits de la transmisión sea incluso mayor [48], consiguiendo una 
reducción mayor de la interferencia entre subportadas ICI y entre símbolos ISI, que con 
OFDM con prefijo cíclico. Una desventaja de la transformada basada en banco de filtros es 
que aumenta la complejidad de la arquitectura del sistema. Aunque esta complejidad se 
compensa debido a que los sistemas para realizar la sincronización de OFDM resultan aún 
más costosos computacionalmente que los empleados por FBMC [49]. La complejidad en 
la arquitectura de FBMC se puede observar en la Figura 12. En ella se observa el módulo 
encargado de la modulación, que en este caso es una DCT. Después se encuentran las 
matrices I  y J, encargadas de realizar operaciones aritméticas con los datos que entrega la 
DCT. Estas operaciones aritméticas proporcionan la sep ración de los distintos subcanales. 
Además éstas son operaciones reales, lo que simplifica la arquitectura de estos módulos. A 
continuación se encuentra el banco de filtros polifásicos; cada uno de los filtros 
(representados por Gm) posee unos coeficientes específicos para cada subportadora. Se 
puede observar que el receptor posee los mismos módulos utilizados en el transmisor, pero 
colocados en orden inverso.  
 
Figura 12. Diagrama de la técnica basada en Banco de filtros (FBMC). 
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Por último se va a analizar una técnica de portadora única. Se ha comentado que uno 
de los inconvenientes de la utilización de modulación de portadora única era la 
imposibilidad de realizar un igualador adaptativo en canales de banda ancha. Sin embargo, 
gracias al igualador en el dominio de la frecuencia FDE (Frequency Domain Equalization) 
[29], ésta se puede aprovechar de las ventajas que ofrece la igualación empleada en el 
dominio de la frecuencia [50]. La ecualización compensa la distorsión lineal introducida 
por el multicamino en el canal de propagación [51]. La modulación de portadora única con 
igualación en el dominio de la frecuencia (Single Carrier Frequency Domain Equalizer, 
SC-FDE) [52] [53] es una técnica práctica para mitigar los efectos de desvanecimiento 
selectivo en frecuencia. Y también ofrece una sensibilidad menor al desplazamiento en 
frecuencia de portadora (CFO) [54]. Ésta permite un rendimiento similar a OFDM con la 
misma complejidad global, aunque el tiempo de resputa impulsivo del canal sea largo. 
En las transmisiones de banda ancha, los igualadores en el dominio del tiempo 
convencionales son poco prácticos, debido a la larg respuesta al ruido impulsivo del canal 
en el dominio del tiempo. En cambio, una igualación en el dominio de la frecuencia (FDE) 
es más efectiva en este tipo de canales. Para cambiar al dominio de la frecuencia puede 
emplearse una Transformada Discreta de Coseno (DCT). Con esto, la señal puede ser 
ecualizada con una estimación de la respuesta en frecuencia del canal. La complejidad del 
igualador en el dominio de la frecuencia es mucho menor que la de un igualador en el 
dominio del tiempo equivalente para un canal de banda ancha.  
Por lo tanto, como se observa en la Figura 13, la modulación SC-FDE desplaza la DCT 
del transmisor, al receptor. Esto permite simplificar la arquitectura del transmisor. 
 
Figura 13. Diagrama de bloques de la modulación de portadora única con igualador en el dominio de la frecuencia 
SC-FDE. 
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La técnica SC-FDE emplea dos DCTs en el receptor, mientras que OFDM emplea una 
DCT en el transmisor y otra en el receptor. En el receptor, OFDM realiza la detección de 
datos por subportadora en el dominio de la frecuencia, mientras que SC-FDE realiza la 
detección de datos en el dominio del tiempo después de la operación adicional DCT. Esta 
diferencia significa que OFDM es más sensible a un espectro nulo del canal y requiere la 
codificación del canal o control de la potencia para superar esa vulnerabilidad, como se 
menciona en [55]. Además, la técnica de portadora única no se ve afectada por las no-
linealidades del amplificador del transmisor, lo que permite que puedan emplearse 
amplificadores de potencia más eficientes y baratos [56]. 
Por estas propiedades SC-FDE posee las siguientes ventajas frente al uso de OFDM: 
En [57] se menciona que SC-FDE genera un menor PAPR debido a emplear una 
modulación de portadora única en el transmisor. En [58] se comenta que tiene más 
resistencia ante un nulo espectral. SC-FDE posee baja sensibilidad al desplazamiento en 
frecuencia de la portadora (CFO) comparándolo con OFDM [59].  Y debido a que la DCT 
del transmisor se traspasa al receptor, SC-FDE posee una baja complejidad en la 
arquitectura del transmisor. 
2.5. Alternativas tecnologías 
El empleo de comunicaciones multi-portadora de banda ancha provoca que los flujos 
de datos, frecuencias de funcionamiento y número de señales a procesar aumenten. Esto 
implica la necesidad de buscar nuevas alternativas tecnológicas para la implementación de 
las técnicas multi-portadora de acceso al medio, ya que, tanto el procesamiento, como la 
transmisión de esas señales van a necesitar un rendimi to mayor. En este apartado, se van 
a estudiar distintas alternativas, y exponer cuáles son sus ventajas e inconvenientes. 
La primera alternativa que se presenta es el diseño usando procesadores de propósito 
general [60]. El procesador de propósito general es un circuito integrado capaz de ejecutar 
instrucciones, realizando operaciones aritméticas y lógicas, y accesos a memoria. El 
procesador de propósito general se compone normalmente d  una unidad de control, una 
unidad aritmético-lógica, varios registros y una unidad de coma flotante. La principal 
característica de los procesadores de propósito general es su velocidad de procesamiento, 
lo cual ofrece una elevada potencia de cálculo y la posibilidad de manejo de gran cantidad 
de memoria. En [61] se puede observar como un procesador de propósito general ha sido 
empleado para la realización de una comunicación PLC. Para ello, se emplea una 
comunicación por impulso en Ultra-WideBand (UWB), ya que este tipo de comunicación 
necesita una arquitectura más sencilla que permita su realización en el procesador de 
propósito general.  
Una segunda alternativa posible es el diseño basado en microcontroladores [62] [63]. 
Los microcontroladores se pueden definir como un circuito integrado programable, capaz 
de ejecutar las sentencias almacenadas en su memoria. Dentro de un microcontrolador se 
puede encontrar una unidad central de procesamiento (CPU), bancos de memoria, líneas de 
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entrada y salida (I/O), puertos serie y paralelo, temporizadores, e incluso, conversores 
analógico-digitales o digitales-analógicos. La gran ve taja del uso de microcontroladores 
es el alto nivel de integración, ya que en un chip se dispone de toda la electrónica para 
realizar un sistema. Además, la configuración del diseño es otra de las ventajas que aporta, 
a diferencia de otros tipos de tecnologías, en los que una modificación implicaba construir 
un nuevo circuito, o agregar o quitar integrados. En [64] se muestra una implementación 
de un sistema HC-OFDM (Hermite-symmetric subcarrier coded OFDM). Éste emplea una 
modulación QPSK (Quadrature Phase-Shift Keying) y utiliza una FFT de 64 puntos. La 
cuantificación empleada es de 8 bits con lo que la sensibilidad del sistema es reducida. La 
tasa de transmisión empleada es de tan sólo 25ksps, debido a que, por una limitación de 
recursos en el microcontrolador, el tiempo de latencia causado por el procesamiento de los 
datos reduce el ratio de transmisión. 
Otro ejemplo del empleo de microcontroladores se encu tra en [65], donde se puede 
observar una implementación en un microcontrolador de un sistema de comunicación en 
PLC. El diseño emplea una modulación on-off-keying OOK (es una caso especial de ASK, 
Amplitude Shift Keying) para reducir la complejidad del sistema. La frecuencia máxima 
de funcionamiento es de 140kHz. Su uso, debido al emp eo de un microcontrolador, está 
indicado para bajas tasas de transmisión de datos, como por ejemplo, lecturas métricas y 
aplicaciones de control remoto.  
A continuación, aparecen los procesadores digitales de señal (Digital Signal Proccesors, 
DSP) [66] [67] [68]; es un tipo de procesador específicamente diseñado para el procesado 
digital de señal. Los DSP utilizan arquitecturas especiales para acelerar los cálculos 
matemáticos que se realizan en los procesados de señal en tiempo real. Incluyen unidades 
MAC (Multiplier-Acumulator) para realizar de forma rápida operaciones de multiplicación 
y acumulación, además de arquitecturas de memoria que permiten un acceso múltiple. La 
mayoría de los DSP incluyen en el propio chip periféricos especiales e interfaces de entrada 
salida que permiten comunicaciones más eficientes, tales como conversores analógico-
digital. 
En [69] se presenta una modulación OFDM para comunicaciones acústicas 
implementada en un DSP TMS320C6713. Éste funciona a una frecuencia de 225MHz. El 
ancho de banda es de 5kHz y la tasa de transmisión se sitúa en 44.1ksps. La realización de 
la implementación en un DSP permite una arquitectura más avanzada que en el caso de un 
microcontrolador, como puede ser OFDM; si bien la tasa de transmisión es reducida. En 
[70] se realiza la implementación de un sistema OFDM. El sistema se ha implementado en 
dos DSPs TMS320C6201, uno para el transmisor y otro pa a el receptor. La tasa de 
transmisión es 1Mbps, empleando una frecuencia de reloj de 10MHz. Aunque la resolución 
interna de los DSP es de 16 bits, los conversores empleados tienen un ancho de palabra de 
10 bits, lo que limita aún más la resolución. El sistema emplea una modulación QPSK en 
un ancho de banda de 1MHz. Para la arquitectura emplea una FFT semi-paralela de 512 
subportadoras. 
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Como tercera alternativa tecnológica se encuentran los circuitos integrados de 
aplicación específica (ASIC) [71] [72]. En [73] se muestra un sistema 4x4 MIMO-OFDM 
para procesamiento de WLAN en banda base, implementado en un ASIC. La frecuencia de 
reloj del sistema es de 80MHz. La FFT que emplea es de 64 puntos y posee un ancho de 
banda de 20MHz. La tasa de transmisión alcanzada es 20M ps. Como se observa con esta 
alternativa tecnológica es posible la realización de sistemas más complejos y alcanzar tasas 
de transmisión más elevadas que con otras alternativas. Gracias a esta tecnología es posible 
alcanzar tasas de transmisión que superan ampliamente los MHz, mientras que con otras 
alternativas tecnológicas como los microprocesadores de propósito general esto no es 
posible. Además, se puede observar que el nivel de complejidad de las arquitecturas 
implementadas en ASIC es mucho mayor que las realizad s en otras alternativas. Esto 
permite la implementación de técnicas de acceso al medio mucho más elaboradas 
computacionalmente, ya que esta alternativa tecnológica lo permite. 
Por último, queda la alternativa de los dispositivos FPGAs. Comparando las FPGAs 
con los procesadores de propósito general, se puede observar que, mientras éstos están 
basados en CPU y ejecutan instrucciones de una manera secuencial, la FPGA son 
dispositivos de lógica programable, lo cual le permite implementar el algoritmo de una 
manera paralela. Esta característica hace idóneas a las FPGAs para la implementación de 
las arquitecturas paralelas para sistemas en tiempo real, a diferencia de los sistemas basados 
en micro-controladores o micro-procesadores de propósito general, que no son viables. En 
la comparación de las FPGAs con los ASICs se puede obs rvar que, pese a tener una 
funcionalidad similar, las FPGAs poseen un coste inicial menor; la capacidad de 
reconfigurarse, permitiendo una enorme flexibilidad al flujo de diseño; y sus costes de 
desarrollo y adquisición son mucho menores para pequeñas cantidades. Por el contrario, la 
FPGA ofrece un consumo de potencia mayor y una velocidad ligeramente inferior. 
Además, las FPGAs admiten menos complejidad y no permiten diseño mixto AMS (Analog 
Mixed Signal). 
Con la utilización de una FPGA es posible conseguir en ciertos casos un mejor 
rendimiento, reduciendo el consumo de recursos, mejorando la eficiencia computacional y 
empleando para ello un menor consumo de energía. Como se ha observado, la FPGA 
también permite una adaptabilidad a distintos tipos de técnicas y en distintos medios de 
transmisión. Es por esto que se ha decidido realizar un  búsqueda más exhaustiva de 
implementaciones de diseños de técnicas de acceso al medio en FPGA. Si bien, pese a la 
búsqueda, no se han encontrado apenas referencias e lo  que se muestre el desarrollo de 
un demostrador experimental y/o de arquitecturas eficientes. 
Entre todas las técnicas a implementar, destaca OFDM, al ser la técnica multi-portadora 
más empleada, existiendo multitud de implementaciones de esta técnica en diversos tipos 
de transmisión. A continuación se van a mostrar en detalle dos diseños de 
implementaciones realizadas en FPGA [74] [75]. Para la implementación de la arquitectura 
se ha tenido en cuenta el consumo de recursos y la latencia y throughput del sistema. 
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Además se ha considerado el ancho de palabra máximo que dispone cada DAC, ya que 
influye en la resolución final. 
Analizando más en detalle [74], se observa que la implementación ha sido realizada en 
una Zynq-7000 XC7Z020-2, conectando un front-end AD-FMCOMMS1-EBZ que posee 
un doble DAC de 16-bit. Este DAC posee una respuesta n frecuencia plana entre los 
450MHz y los 3.8GHz. Se ha implementado un transmisor OFDM y uno FBMC/OQAM 
(Offset Quadrature Amplitude Modulation) para comunicación LTE (Long-term 
Evolution). La técnica emplea 512 subcanales con una modulación 16-QAM. Para el 
desarrollo de la arquitectura se han segmentado los procesos; de esta manera, consiguen 
una frecuencia máxima de funcionamiento de 210MHz.  
En [75] se muestra una implementación en una Xilinx ML605 Virtex 6 de un transmisor 
OFDM para comunicaciones ópticas. Esta FPGA está conectada a un DAC AD9739A, que 
proporciona 2Gsps con 14 bits. La frecuencia de funcionamiento de la FPGA es de 
125MHz. En el caso del transmisor OFDM posee una FFT de 64 puntos y realiza una 
modulación 64-QAM. La tasa de transmisión es 3.5Gbps. En los resultados se puede 
observar que se consigue una buena precisión al generar la cuadrícula de los 64 puntos de 
la modulación QAM. 
Además de esas dos implementaciones, en [76] se diseña un transmisor OFDM para 
comunicación inalámbrica en una Virtex 2-Pro, con el qu  alcanzan una frecuencia máxima 
de funcionamiento de más de 200MHz gracias al diseño d  la FFT de manera secuencial. 
La FFT utilizada es de 512 subcanales y emplean una modulación QAM (Quadrature 
Amplitude Modulation). Para el desarrollo del sistema se han empleado 32 celdas 
multiplicadoras, el 18% de los slices de la FPGA y un 10% de las memorias internas. El 
empleo de una FFT secuencial permite una mejora en l  ficiencia del uso de los recursos 
empleados. En [77] se diseña un transmisor y receptor también para OFDM en una 
comunicación WLAN empleando una FPGA Quartux II. En este caso la FFT empleada es 
de 64 puntos. Para este trabajo se ha empleado una modulación QPSK, si bien, no se 
muestra la implementación realizada. En [78] se realiza la simulación de un transmisor 
OFDM sobre una Spartan-3A. Éste emplea modulaciones de 4-QAM, 16-QAM y 64-QAM, 
para una FFT de hasta 1048 puntos. Para la realización de las pruebas se emplea ruido 
AWGN (Additive White Gaussian Noise) con una SNR (Signal-Noise Ratio) comprendido 
entre 10 y 60dB. 
En [79] se muestra la implementación en una FPGA Virtex 5 de un sistema FBMC que 
se compara con OFDM. El sistema se emplea en una comunicación WiMAX. Éste se 
caracteriza por tener 1024 subportadoras, con un ancho de banda de 10MHz. La tasa de 
transmisión es 11.2Msps. 
Además de OFDM, existen implementaciones en FPGAs con otras técnicas multi-
portadora. En [80] se encuentra una breve descripción con enfoque LTE de un receptor 
FBMC. Un demostrador similar es propuesto en [81] para comunicaciones inalámbricas 
WiMAX, con una arquitectura multiplexada en el tiempo para un banco de filtros. Por otra 
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parte, se presenta una solución general de baja complejidad para un transmisor FBMC en 
[82]. En [83] se muestra la implementación de un sistema con modulación de portadora 
única con igualador en el dominio de la frecuencia. Para la implementación se ha utilizado 
una Virtex 4. La FFT empleada era de 128 puntos, utilizando modulación QPSK y con una 
tasa de transmisión de 3.125Msps. 
Por último, en [84] se realiza una comparativa de un sistema OFDM desarrollado en 
distintas tecnologías para una comunicación LTE. Las tecnologías elegidas son un 
procesador RISC de propósito general, un DSP TMS320C6416 y una FPGA XC2VP30-
7FF896. En la comparativa se prueban FFTs de distinto  puntos (128-2048), mostrando la 
latencia generada. Los resultados muestran que la implementación en la FPGA es la más 
eficiente computacionalmente, generando una latencia menor que el resto, y siendo la que 
menos potencia consume. 
2.6. Definición de objetivos 
El objetivo principal de la tesis es el diseño de arquitecturas SoC eficientes para técnicas 
de acceso al medio en comunicaciones PLC de banda anch . Para ello la arquitectura global 
debe ser lo suficientemente adaptable y configurable, como para soportar distintas tasas de 
transmisión, distintas interfaces y distintos números de subportadoras. Además, la 
arquitectura global tiene que dar cabida a las arquitect ras eficientes que se corresponden 
al hardware específico de las distintas técnicas de acc so al medio y que se implementan 
como periféricos avanzados de la arquitectura global. A su vez, la arquitectura global 
deberá ser capaz de controlar y utilizar las técnicas empleando un elevado flujo de datos, 
para lo cual necesitará tener la capacidad de generar y almacenar gran cantidad de 
información. 
A partir de este objetivo principal, se pueden desglosar varios puntos: 
• El primer punto es la elección de un medio de transmisión. Existen diversos medios 
para la transmisión de banda ancha, cada uno de los cuales ofrece distintas ventajas 
e inconvenientes. Dentro de esta tesis, se ha centrado en el empleo de los sistemas 
de comunicación de PLC de banda ancha. Este se caracteriz  por emplear una 
infraestructura ya desplegada, como es la de la red eléctrica. Gracias a ello este 
sistema posee un gran potencial para convertirse en uno de los medios de 
transmisión más empleados en el futuro. Los nuevos sistemas PLC de banda ancha 
son capaces de entregar mayores tasas de datos. Para ello utilizan modulaciones 
multi-portadoras, con el fin de difundir los datos a lo largo de un ancho de banda 
más amplio.  
• El segundo punto es el diseño de las arquitecturas de las técnicas de acceso al medio 
multi-portadora, creando un reto a la hora de su imple entación en un sistema de 
tiempo real, ya que se ha de trabajar con un gran flujo de datos. Esto provoca que 
se tenga que trabajar con arquitecturas semi-paralel s, o que hace que los sistemas 
basados en micro-controladores o micro-procesadores e propósito general no sean 
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viables. Por ello, se han propuesto arquitecturas System-on-Chip (SoC) [85], en 
concreto basadas en FPGAs. Con el uso de una FPGA, se consigue una flexibilidad 
y adaptabilidad en el dispositivo que permite el desarrollo de novedosas 
arquitecturas en tiempo real para técnicas de acceso al medio.  
• Una vez fijada como se va a diseñar la arquitectura, se va a desarrollar una 
arquitectura eficiente para la implementación de la técnica de acceso al medio 
basada en Transformadas Trigonométricas Discretras (DTT), a partir de la 
Transformada Discreta del Coseno (DCT). Para la imple entación de esta técnica 
se analizarán distintos algoritmos de la DCT de cara a la obtención de la arquitectura 
más eficiente, evaluando distintos parámetros como puede ser el consumo de 
recursos, el tiempo de procesamiento, la latencia y el throughput.  
• Por otro lado, se va a desarrollar una arquitectura eficiente para la implementación 
de la técnica basada en banco de filtros (FBMC). Ésta se aprovecha del uso de filtros 
polifásicos para mejorar la eficiencia espectral de a transmisión. Dentro de esta 
técnica, también se evaluarán distintas aproximaciones para la arquitectura del 
banco de filtros polifásico, determinando cuál es la que mejor se ajusta a las 
restricciones impuestas al diseño. 
• Además de estas dos técnicas multi-portadora, se vaa diseñar la arquitectura de una 
técnica de acceso al medio mono-portadora. Esta técnica reduce el PAPR y posee 
mayor inmunidad al desplazamiento en frecuencia de l s portadoras.  
• Las tres arquitecturas serán evaluadas en la FPGA seleccionada, implementándose 
como periféricos avanzados en la arquitectura SoC gl bal, y para ello, se debe tener 
especial cuidado con el efecto de la representación en coma fija. Se ha realizado un 
análisis de este efecto, y de cómo afecta a los resultados proporcionados por la 
arquitectura final. En este análisis, se ha tenido en cuenta los recursos internos 
disponibles en el dispositivo FPGA, como el uso de módulos específicos para la 
realización de multiplicaciones y acumulaciones, así como de memorias para 
realizar almacenamientos. Estos módulos suelen disponer de un ancho máximo de 
palabra limitado, que afecta a la cuantificación en la arquitectura global. Por tanto, 
en el análisis del efecto de la coma fija se evaluará de forma flexible al ancho de 
palabra a lo largo de los distintos datapaths existntes en las arquitecturas 
propuestas, de forma que puedan ser ajustados y minimizarse los errores 
procedentes de la representación en coma fija sobre l s r sultados finales. En este 
punto se hace imprescindible hablar de un nuevo parámet o, el ratio de paralelismo. 
La FPGA habilita la posibilidad de realizar un diseño totalmente paralelo, el cual 
permite aumentar el procesamiento de datos y el throug put, reduciendo la latencia 
del sistema. Una arquitectura completamente paralel dispara el consumo de 
recursos necesario para su desarrollo y reduce la eficiencia en el uso de los mismos. 
A partir del ratio de paralelismo se determina tanto el número de recursos 
empleados, como el tiempo de procesamiento y latenci  del sistema. Por lo tanto, 
el ratio de paralelismo se convierte en un parámetro determinante a la hora de 
realizar la implementación maximizando la eficiencia del uso de recursos y, 
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permitiendo a su vez, que el sistema cumpla los requisitos para operar en tiempo 
real. 
Para comprobar todo el análisis y arquitecturas desarrolladas, se van a realizar pruebas 
experimentales siguiendo la normativa del estándar para PLC, obteniendo resultados en 
distintos tipos de canales. Para realizar una correta valuación las técnicas se 
desarrollarán de tres maneras distintas. Primero se realizará un estudio sobre un modelo 
de simulación en coma flotante, el cual servirá de ref rencia al no incluir errores y 
limitaciones propias de las arquitecturas propuestas, como los procedentes de la 
cuantificación. Después se evaluará el modelo de simulación en coma fija, con el cual 
se podrá determinar la calidad del diseño y el ancho de palabra fijado a lo largo de los 
distintos elementos de la arquitectura. Y por último, se implementará la arquitectura de 
la técnica en un dispositivo FPGA. Los resultados obtenidos de estas tres 
aproximaciones serán comparados y analizados. Finalme te, para la realización de un 
demostrador experimental será necesario la configuración de sendos conversores 
analógico-digital y digital-analógico de altas prestaciones. Éstos deberán poseer un 
ancho de banda necesario para este tipo de transmisiones, así como ser capaces de 




















Definición del SoC 
En este apartado se presenta el diseño de una arquitectura SoC basada en FPGA [86] 
para la implementación en tiempo real de técnicas de acceso al medio (transmultiplexores) 
en PLC [26]. La arquitectura diseñada presenta la flexibilidad para acoplar como periféricos 
avanzados (coprocesadores hardware) el emisor y el ec ptor de las posibles técnicas de 
acceso al medio para PLC, soportando el flujo de datos de entrada y salida deseado 
mediante una solución basada en DMA (Direct Memory Access) [87]. Por tanto, la 
arquitectura supone una propuesta eficiente y flexib  de implementación de la capa de 
acceso al medio en el diseño de transmultiplexores para PLC. 
En la actualidad existen muchas técnicas multi-portad ras de acceso al medio para 
distintos estándares de comunicaciones [46] [88], como LTE (Long Term Evolution) [89] 
o PLC (Power-Line Communication) [26]. Concretamente, el estándar PLC es un tipo de 
comunicación que permite el uso de la red eléctrica para proporcionar información, 
reduciendo posibles cableados adicionales. Esto conlleva a menudo que, al emplear cables 
de red eléctrica, existan problemas de transmisión a elevadas frecuencias y de propagación, 
que son considerados en el diseño de la técnica de acceso. El nuevo sistema PLC de banda 
ancha es capaz de proporcionar mayores tasas de datos, mediante un conjunto de portadoras 
en paralelo, con el fin de difundir los datos a lo largo de un ancho de banda más amplio. 
A la hora de realizar la implementación en un sistema real, se han de considerar que la 
arquitectura sea capaz de generar un gran flujo de datos y tratar con sistemas paralelos, y 
sea capaz de trabajar a altas frecuencias, en torno a los MHz.  Por ello, se han propuesto 
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arquitecturas System-on-Chip (SoC) [85] en las que se pueden implementar en hardware 
las técnicas de acceso al medio deseadas, gracias a la flexibilidad y paralelismo que ofrecen. 
En consecuencia, es necesario proponer y diseñar nuevas arquitecturas hardware donde 
las técnicas de acceso al medio se puedan implementar en tiempo real, proporcionando el 
ancho de banda y régimen binario requerido. De esta manera, los dispositivos FPGA se ha 
utilizado en trabajos anteriores [90] [91], tratando de explotar el paralelismo, la flexibilidad 
y las altas frecuencias de operación ofrecidas por este tipo de dispositivos. 
Además, soportan frecuencias significativamente altas de reloj, necesarias para estos 
estándares de comunicaciones con altas velocidades e datos. Sin embargo, el diseño y la 
aplicación de estas técnicas multi-portadora complejas todavía tiene que considerar algunas 
cuestiones, como el efecto de la precisión de la coma fija  en el rendimiento, la latencia, el 
throughput y el consumo de recursos. Teniendo en cuta la implementación basada en 
FPGA, algunos trabajos previos ya se han ocupado de enfoques OFDM [92] [93] [94]. En 
cuanto a FBMC, se propone en [95] un transmultiplexor implementado en una FPGA, 
aunque no se proporcionan detalles sobre la arquitect ra hardware. Otro transmultiplexor 
FBMC está implementado en una FPGA para un estándar LTE 64-QAM en [74], 
proporcionando una descripción detallada de la arquitect ra paralela propuesta. También 
en [80] se puede encontrar un enfoque LTE para un receptor FBMC, con una breve 
descripción de la arquitectura propuesta. Un demostrador similar se expuso en [81], pero 
para el estándar WiMAX y con la arquitectura multiplexada en el tiempo para el banco de 
filtros, mientras que una solución general de baja complejidad se presenta en [82] para un 
transceiver FBMC, aunque no es descrita la arquitect ra en la FPGA. 
3.1. Arquitectura SoC propuesta 
Para la implementación de las distintas técnicas de acc so al medio, se ha propuesto un 
sistema SoC global en el que se integre la técnica de acceso al medio que se quiere probar 
como periférico avanzado. Para ello, el sistema global posee un módulo DMA que se 
encarga de proporcionar el flujo de datos demandado por el periférico avanzado, así como, 
un microprocesador soft, llamado Microblaze [96], que se encarga de la gestión y control 
de todos los periféricos. Para la implementación de est  sistema global, se ha decidido 
emplear una tarjeta ML605 de Xilinx que posee una FPGA Virtex 6 xc6vlx240t. Esta tarjeta 
se caracteriza por tener, entre otras cosas, dos puertos FMC necesarios para la conexión de 
conversores analógicos-digitales, memoria externa con capacidad para almacenar un 
número suficiente de datos, y recursos para la imple entación de las distintas técnicas. En 
la Figura 14 se puede observar el diagrama de bloques del sistema implementado. 
 




Figura 14. Diagrama de Bloques del SoC propuesto. 
Como se puede observar, el microprocesador Microblaze se encarga de la gestión de 
los distintos módulos del sistema: un controlador DMA (Acceso Directo a Memoria), el 
cual se encarga de proporcionar el flujo de datos que demande el periférico avanzado; un 
banco de memoria externo; y el periférico avanzado que integra la arquitectura hardware 
de la técnica de acceso al medio bajo análisis en cada momento. 
Dado que las técnicas de acceso al medio que se van a implementar poseen una solución 
multi-portadora, que suele presentar múltiples datapath de entrada y salida que se manejan 
simultáneamente y en tiempo real, se ha decidido emplear un módulo DMA. De esta 
manera, éste se encarga de enviar y recibir los dat el periférico avanzado, conectándose 
a la memoria DDR3 a través de un controlador de memoria [97]. Esto permite que el 
procesador Microblaze sólo realice la tarea de control en la transferencia de datos. Este 
módulo DMA posee dos buses, una para la escritura y otro para la lectura, lo que permite 
que se puedan realizar ambos procesos simultáneamente. 
La memoria empleada para el envío y recepción de datos desde nuestro periférico, así 
como para almacenar el código del microprocesador, es una memoria externa DDR3 de 
4GB, la cual asegura que se puedan transmitir y recibi  más de P=3000000 paquetes de 
datos para comprobar el sistema. Este tamaño se considera un número suficiente de 
paquetes para realizar el testeo del transmultiplexor de la técnica de acceso al medio. 
El sistema emplea, para la comunicación con los periféricos, el estándar de buses AXI 
[98]. Este estándar posee tres tipos diferentes de esp cificaciones, el bus AXI-Lite, un bus 
reducido para comunicaciones mediante mapa de registros; un bus AXI4, que es el bus 
completo de comunicaciones; y un bus AXI-Stream, que se trata de un bus punto a punto. 
De esta forma, se emplea un bus AXI-Lite para la comunicación con los registros de control 
de los periféricos, un bus AXI4 para el acceso a memoria a alta velocidad (DMA [87], 
controlador de memoria DDR3 [97]), y dos buses AXI-Stream, para el envío de datos entre 
el periférico avanzado y el DMA. 
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En este sentido, dentro del periférico avanzado, además de la técnica de acceso al medio 
propuesta, es necesario llevar cabo la arquitectura de l s correspondientes interfaces para 
el envío y recepción de los datos a través de los buses dedicados a ese fin, el bus AXI-
Stream en este caso. El empleo de interfaces entre la técnica de acceso al medio y el DMA 
es debido a que se hace necesario proporcionar los dat  según las necesidades de la técnica 
implementada. Con este módulo se consigue que, indepe ientemente de la técnica de 
acceso al medio que se desee implementar, el DMA sea capaz de entregar correctamente el 
flujo de datos demandado por el transmultiplexor. Además, se ha implementado un módulo 
de registros para la interacción y control, por parte del Microblaze, del periférico avanzado. 
A continuación, una vez se ha mostrado el funcionamiento general de la arquitectura 
global del SoC, se procede a explicar los distintos módulos que la componen. Estos 
módulos son: microprocesador Microblaze [96], encargado de la gestión de todos los 
periféricos; controlador de memoria externa DDR3 [97]; módulo DMA [87], encargado de 
proporcionar el flujo de datos al transmultiplexor; y el periférico avanzado, que contiene el 
transmultiplexor de la técnica de acceso al medio que se desea implementar. 
3.2. Controlador DMA 
El controlador DMA [87] es el módulo encargado de escribir en memoria los datos 
recibidos por el periférico avanzado y de leer de la misma los datos que necesita enviar el 
módulo de transmisión de éste. De esta manera, se libera a Microblaze de la realización de 
esta tarea y permite que pueda desempeñar otras funciones de control. El DMA se encarga 
de los accesos a memoria que generan el flujo de datos demandado por el periférico 
avanzado, ya sean de escritura o de lectura. 
Para realizar estos accesos de escritura y lectura a memoria, el controlador DMA 
emplea el bus AXI4 mencionado anteriormente [98]. Así mismo, emplea dos buses AXI-
Stream para la comunicación directa con el periférico avanzado, uno para la transmisión y 
otro para la recepción. Este bus tipo stream (ausencia de direcciones) es un tipo de bus 
punto a punto, unidireccional, capaz de alcanzar grandes flujos de datos, lo cual le convierte 
en ideal para la realización de este diseño. Para la utilización de este bus AXI-Stream será 
necesario, por parte del periférico avanzado, el uso de una interfaz que permita adaptar el 
flujo de datos que entrega el módulo DMA, para que se ajuste a la demanda que imponga 
el transmultiplexor de la técnica de acceso al medio implementada. Como se emplean dos 
realizaciones del bus AXI-Stream diferentes para transmisión y para recepción, se han 
desarrollado dos interfaces diferentes según la necesidad de cada una de ellas. 
A continuación, se va a describir el funcionamiento del controlador DMA con el bus 
AXI-Stream, pero primero, se van a describir las líneas que forman el bus. Éste está 
formado por la señal de datos, la señal de validación (Tvalid), la señal que indica que el 
módulo está listo (Tready) y la señal de último dato (Tlast). Como se puede observar en la 
Figura 15, el controlador DMA espera hasta que la sñal Tready está activa, lo cual indica 
que el módulo que va a recibir los datos está preparado. Una vez activa, el DMA activa la 
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señal de validación (Tvalid) y comienza a transmitir los datos. Cuando llega al último dato 
transmitido, se activa la señal Tlast. En la figura se puede observar un ejemplo del empeo 
del bus AXI-Stream. 
 
Figura 15. Ejemplo de comunicación del controlador DMA en el bus AXI-Stream. 
3.3. Transmultiplexor como Periférico Avanzado 
Para poder introducir la técnica de acceso al medio n el SoC [85], se ha realizado un 
periférico avanzado, mediante el cual poder integrar la arquitectura de la primera. Para 
realizar el control y la configuración del transmultiplexor, se emplea una interfaz AXI-Lite 
mediante una serie de registros de control (Axi_Lite_IPIF). También, como ya se ha 
comentado, se emplean dos interfaces para sendos buse AXI-Stream para proporcionar 
(Interfaz Tx) y transferir (Interfaz Rx) los datos btenidos por la técnica de acceso al medio. 
Con todo esto se consigue que, independientemente d la técnica de acceso al medio que 
se emplee, la interfaz externa en la arquitectura SoC, el control y manejo del periférico 
avanzado sea el mismo. A su vez, permite independizar el reloj de funcionamiento del 
periférico avanzado del sistema global, lo cual permit  que se puedan verificar distintas 
implementaciones de diversas técnicas de acceso al medio empleando distintas tasas de 
transmisión de datos. A continuación, se puede observar n la Figura 16 el diagrama de 
bloques del periférico avanzado propuesto, el cuál a nque se considere un único periférico 
a la hora de implementarlo, transmisor y receptor son dos periféricos independientes. 
 
Figura 16. Diagrama de bloques del periférico avanzdo. 
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En el diagrama se puede observar los dos buses AXI-Stream que se emplean, así como 
la interfaz que se ha desarrollado para cada uno de ellos y que se explica a continuación. 
3.3.1. Módulo interfaz de transmisión 
La interfaz de transmisión es la encargada de transferir al transmisor del 
transmultiplexor de la técnica de acceso al medio implementada los datos proporcionados 
por el módulo DMA. Además, debido a que el DMA es capaz de entregar una tasa de datos 
mayor de la que es capaz de procesar el transmisor del t ansmultiplexor de la técnica de 
acceso al medio, la interfaz debe ser capaz de indicar al DMA cuándo puede proporcionar 
los datos y a su vez, transferirlos adecuadamente al transmultiplexor. De este modo, el 
transmisor del transmultiplexor es el que impone la limitación del flujo de datos generado. 
A su vez, la interfaz de transmisión sirve para independizar el reloj de trabajo del sistema 
global fclk del reloj de funcionamiento del transmisor del transmultiplexor fper, ya que éste 
puede ser diferente debido a las distintas necesidades de tasas de transmisión que pueden 
presentar las diversas técnicas de acceso al medio. 
Para el desarrollo de las funciones de la interfaz, se ha de diseñar un sistema que sea 
capaz de entregar todos los datos proporcionados por el módulo DMA al transmisor de una 
manera correcta. Para ello, se deben diseñar unos módulos para generar distintas señales de 
control, tanto para el transmisor como para el bus AXI-Stream [98]. Estos módulos son el 
banco de memorias de doble puerto, cuyo espacio se divid  en dos memorias gestionadas 
en modo ping-pong; y un módulo generador de la señal de habilitación CEM. La señal CEM 
es la señal de habilitación de los datos de entrada al tr nsmisor, y depende del número M 
de subcanales de entrada. En la Figura 17 se muestra el diagrama de bloques de la interfaz 
de transmisión. 
 
Figura 17. Diagrama de bloques de la interfaz de transmisión. 
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Como se observa, los datos pasan a través del bancode memorias de doble puerto para 
su transmisión, mientras que, se genera la señal CEM para que se introduzcan correctamente 
en el transmisor. Se asume que una determinada técnica de acceso al medio dispone de una 
tasa de datos de entrada en cada subcanal de Tch=TTx/M, donde TTx es la tasa de datos en el 
medio de transmisión (o tasa de datos de transmisión), para un transmultiplexor que divide 
el ancho de banda disponible en M subcanales independientes. Por lo tanto, para poder 
realizar una transmisión completa, es necesario disponer de un dato en cada uno de los M 
subcanales; de este modo, se considera al conjunto de M datos necesarios un paquete de 
datos P, contemplando que cada uno de ellos es para un subcanal distinto. 
El puerto A del banco de memorias es el encargado de la comunicación con el bus AXI-
Stream, así como de proporcionar los datos obtenidos a icho banco. Para ello, genera tanto 
las direcciones y señales de control del puerto A del banco de memorias de doble puerto, 
como las señales del bus AXI-Stream.  
Como se ha comentado antes, el bus AXI-Stream es unbus punto a punto que permite 
la entrega de datos sin el empleo de direcciones de memoria. En la Figura 18 se muestra el 
diagrama de la máquina de estados que se emplea. Como se observa, el bus AXI-Stream 
está compuesto por los datos que se van a proporciona  (Tdata); una señal de validación 
(Tvalid); una señal de último dato (Tlast), que se activa cada M datos; y la señal Tready, 
que indica que la interfaz está lista para recibir los datos. El puerto A del banco de memorias 
se encarga de activar la señal Tready en función de si la memoria está llena o no (full), para 
indicar al módulo DMA que está disponible para recibir datos. A su vez, cuando la señal 
de habilitación Tvalid está activa, el puerto A del banco de memorias genera la señal fifo_we 
y comienza a generar direcciones de memoria, a la vez que, comienza a transmitir los datos 
que le proporciona Tdata. Cuando la señal Tlast se activa, el puerto A activa a su vez la 
señal wr_pkt, que a su vez activa la señal ful , y espera hasta que se vuelva a activar la señal 
de habilitación Tvalid de nuevo, para volver a enviar datos al banco de memorias de doble 
puerto.  
Dentro del banco de memorias existen dos memorias que funcionan en modo ping-
pong, que permite que mientras una está siendo leída, se pueda estar realizando una acción 
de escritura en la otra, y viceversa. Cada una de ls memorias tiene el tamaño para guardar 
un paquete de transmisión completo. Con estas características, el banco de memorias 
consigue independizar el reloj de funcionamiento del sistema global fclk del reloj de 
funcionamiento del periférico transmisor fper; además de asegurar que los datos 
proporcionados por el DMA se entreguen de la manera correcta al transmisor. 
Por último, el puerto B del banco de memorias se encarga de generar la dirección y la 
señal de habilitación de lectura (fifo_rd), sincronizada con la señal de habilitación CEM. La 
señal CEM es la señal de habilitación de los datos de entrada al transmisor, y depende del 
número M de subcanales de entrada. Cuando un buffer ha sido leído activa la señal Rd_pkt, 
que a su vez activa la señal empty, que indica que los bancos de memoria están vacíos, y 
por tanto se puede recibir nuevos paquetes del DMA. 
 




Figura 18. Diagrama de la máquina de estados de la interfaz del transmisor. 
Como se observa, en función de la señal de habilitación CEM, se produce la entrega de 
los datos a la entrada del transmisor. Con esto se consigue que el DMA proporcione los 
datos al ritmo que demanda el transmultiplexor, asegurando, además, que no se produce la 
pérdida de los datos que se desean transmitir, gracias l empleo de dos memorias en modo 
ping-pong, ya que este modo, permite escribir en una memoria, mientras se están realizando 
accesos de lectura en la otra. 
En el Figura 19 se pueden observar todas las señale que aparecen en la Figura 18. Con 
este cronograma se pretende mostrar la evolución de las señales internas de la interfaz de 
transmisión. Se puede observar cómo se asegura la tnsferencia de todos los datos al 
transmisor, ya que está sincronizado con la señal de habilitación de datos CEM. 
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3.3.2. Módulo interfaz de recepción 
La interfaz de recepción es la encargada de entregar al bus AXI-Stream los datos que 
recibe el receptor del transmultiplexor. Al igual que ocurría en el transmisor, el módulo 
DMA es capaz de recibir una tasa de datos mayor de la que puede proporcionar el receptor, 
por lo que la interfaz debe indicar al módulo DMA cuándo va a recibir los datos y, a su vez, 
proporcionárselos adecuadamente. De este modo, la realización concreta de la técnica de 
acceso al medio considerada vuelve a ser la que impone las limitaciones en las tasas de 
datos en las transferencias. 
Otra de las características que tiene la interfaz de recepción es la de independizar 
nuevamente el reloj del transmultiplexor de recepción de la del sistema global. Para ello, 
se emplea una memoria FIFO asíncrona que permite esta independencia. Y por último, la 
interfaz de recepción también ha de ser capaz de indicar cuándo se ha enviado el último 
dato, activando la señal T ast del bus AXI-Stream. Por tanto, los módulos que comp nen 
la interfaz de recepción son una FIFO asíncrona y una máquina de estados. En la Figura 20 
se puede observar el diagrama de bloques de la interfaz de recepción. 
 
Figura 20. Diagrama de bloques de la interfaz de recepción. 
Como se puede observar, la interfaz de recepción es más sencilla que la de transmisión. 
Si bien, en esta interfaz se introduce una serie de parámetros a considerar para transferir 
correctamente los datos, que son: la señal de start y el número de paquetes que se van a 
transferir (frame_length). Debido a que no se contempla por el momento un módulo de 
sincronismo, es necesario emplear estas dos señales para calcular cuándo se ha terminado 
de recibir los paquetes de datos transmitidos. 
Al igual que el transmisor, el receptor posee una tas de datos de salida en cada subcanal 
de Tch=TTx/M, donde TTx es la tasa de datos en el medio de transmisión (o tasa de datos de 
transmisión), asumiendo que el transmultiplexor divide el ancho de banda disponible en M 
subcanales independientes. Como sucedía en el transmisor, el módulo DMA es capaz de 
procesar una tasa de datos mayor que la que proporci na el receptor.  
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La memoria FIFO es la encargada de proporcionar los datos al bus AXI-Stream. 
Además, al tratarse de una memoria FIFO asíncrona permite independizar el reloj de 
funcionamiento del receptor fper del reloj del sistema global fclk. Para almacenar los datos, 
la FIFO sólo necesita la señal we y los datos de salida del receptor. Para entregarlos en el 
bus AXI-Stream, la memoria FIFO necesita la señal Tready que le proporciona el bus AXI-
Stream. Con esta señal, la FIFO genera los datos de sali a, junto con la señal de habilitación 
Tvalid. 
En la interfaz de recepción, la máquina de estados es la encargada de generar la señal 
Tlast. Para ello, debido a que no existe sincronización entre transmisor y receptor, la 
máquina de estado necesita la señal de comienzo de transmisión (start) y el número de 
paquetes de datos que se van a recibir. Con estos dat , la máquina de estados es capaz de 
calcular el momento en el que se debe activar la señ l Tlast. En la Figura 21 se puede 
observar el diagrama de la máquina de estados de la interfaz de recepción. 
 
Figura 21. Diagrama de la máquina de estados de la interfaz de recepción. 
Como se observa, en función del valor de frame-length se genera la señal Tlast, mientras 
que la señal start coincide con el primer flanco de la señal CEM del transmisor. Con estas 
dos señales, se asegura que el receptor y el transmisor estén sincronizados. Esta solución 
es provisional, y podría eliminarse en aquellas realizaciones del receptor del 
transmultiplexor que presenten un bloque de sincronismo. Con esta interfaz se consigue 
que el DMA reciba los datos al ritmo que le marca el transmultiplexor. 
 




Figura 22. Cronograma de la interfaz de recepción. 
En la Figura 22 se pueden observar todas las señale que aparecen en la Figura 20. Con 
este cronograma se pretende mostrar la evolución de las señales internas de la interfaz de 
recepción. Se puede observar cómo se asegura la recepción de todos los datos del receptor, 
ya que éste está sincronizado con la señal de habilitación de datos tart. 
3.4. Comunicaciones en la arquitectura propuesta 
Como se ha mostrado, la arquitectura SoC propuesta está basada en un microprocesador 
soft Microblaze [96], que controla varios periféricos para establecer la transmisión con el 
transmutiplexor bajo estudio en cada caso. Los periféricos que controla son: un periférico 
avanzado, en el que se implementa la técnica de acceso al medio que se quiere desarrollar; 
un módulo DMA, encargado de generar la tasa de flujo de datos que demanda el periférico 
avanzado; y un controlador de memoria DDR3, para realizar los accesos a memoria externa.  
Una transacción DMA consiste en transferir una serie de datos contiguos a través de 
una única transacción. En cambio, el DMA opera en modo Scatter-Gather [99]; este modo 
permite que se realicen varios accesos a distintas zonas de memoria no contiguas en una 
única transacción. Esto permite que no se tenga que reservar grandes espacios físicos de 
memoria contigua. Aunque esta característica no se aprovecha plenamente en este caso, se 
ha decidido abordar para futuras mejoras de sistema, n l s que incluso se pueda introducir 
un sistema operativo, para el control de sistemas de comunicación más complejos. 
En la Figura 23 se puede observar el diagrama de funcionamiento del modo Scatter-
Gather. Como se observa, en la configuración del modo, se crea un anillo de descriptores, 
que serán los encargados de realizar la transferencia de los datos. Con este anillo, se 
consigue ir realizando la transacción de los datos ininterrumpidamente, y colocándolos en 
los distintos bloques para su almacenamiento en memoria.  
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Figura 23. Diagrama de funcionamiento del modo Scatter-Gather. 
Como ya se ha mencionado antes, es importante recordar que no existe ningún tipo de 
alineación o módulo de sincronismo entre el transmisor y el receptor de la técnica de acceso 
al medio. Actualmente éstos se encuentran sincronizados al emplear el mismo reloj y la 
misma señal de comienzo, además de un pequeño módulo que estima el número de ciclos 
de reloj de latencia del canal, si bien, se plantea en trabajos futuros el desarrollo de un 
módulo de sincronismo que consiga independizar completamente el transmisor del 
receptor. 
El procesador Microblaze realiza la tarea de control de los periféricos. Además, también 
es capaz de generar la señal a transmitir que se desee, permitiendo de esta manera, poder 
enviar cualquier tipo de señal y conseguir realizar un estudio exhaustivo del 
transmultiplexor. Como complemento, para dotar a la rquitectura SoC global de una 
mayor capacidad de análisis del transmultiplexor imple entado, el procesador Microblaze 
también realiza el cálculo del error medio y la parámetros estadísticos entre la señal 
transmitida y recibida. 
Por último, una vez que se ha mostrado la arquitectra SoC global, se quiere exponer 
ciertos parámetros que definen el sistema SoC desarrollado. Estos parámetros permitirán 
conocer el límite para implementar cualquier transmultiplexor, ya que, con estos 
parámetros, se limita las posibilidades de desarrollo de la arquitectura del transmultiplexor. 
 Estos parámetros son la frecuencia máxima de funcionamiento, el máximo ancho de 
palabra y la cantidad de datos que se pueden transmitir, que dependen de la técnica acceso 
al medio que se haya implementado. Si bien, el único parámetro limitador de la arquitectura 
global es el ancho de palabra del bus de comunicaciones AXI, el cual limita la tasa de datos 
Tmax, como se observa en (1). 
  	 





Donde fclk es la frecuencia del sistema global y DWBus es el ancho máximo del bus. 
También, hay que mencionar el ratio de frecuencias tot l RT existente entre la frecuencia 
del sistema global fclk (procesador, buses y DMA) y la frecuencia de funcio amiento del 
periférico fper (2). 
   !  (2) 
Para el caso más desfavorable, ambas frecuencias son iguales y el parámetro RT = 1. 
Por lo tanto, la frecuencia máxima del periférico es fp r = fclk. Para cualquier caso, dentro de 
la arquitectura global realizada, el módulo DMA es capaz de proporcionar la tasa de flujo 
de datos demanda por la arquitectura implementada. 
Por otro lado, se puede calcular el número de subcanales Nch del transmultiplexor que 
pueden ser procesados simultáneamente y en paralelo por la arquitectura en (3). 
"#  $%&'($%) 
  (3) 
Donde DWDMA es el ancho de palabra que emplea el DMA; y DWch es el ancho de 
palabra de cada subcanal del transmultiplexor. 
3.5. Conclusiones 
En este apartado se ha mostrado el diseño de la arquitectura del SoC propuesta. Se ha 
expuesto la necesidad de crear un sistema SoC que permita la implementación en tiempo 
real de transmultiplexores de técnicas de acceso al medio. Además la arquitectura debe ser 
lo suficientemente flexible para acoplar las diferentes propuestas de técnicas de acceso al 
medio como periféricos avanzados del sistema. Para ello, se emplea un módulo DMA para 
asegurar la entrega de flujo de datos demandada por l técnica de acceso al medio. 
Para poder emplear el módulo DMA, es necesario el empleo de dos interfaces para 
asegurar que la transferencia de datos entre DMA y periférico avanzado se realiza 
correctamente.  
Por último se han mostrado los parámetros que muestran la limitación de la arquitectura 
SoC desarrollada, ya que la implementación de la arquitectura de los transmultiplexores 




















Técnica de acceso al medio basada en 
la Transformada Trigonométrica 
Discreta 
Dentro de la búsqueda de nuevas técnicas de acceso al medio multi-portadoras que 
eviten los inconvenientes que posee OFDM, se ha realizado el estudio de la técnica multi-
portadora basada en la Transformada Trigonométrica Discreta (DTT). Esta técnica permite 
una mejor compactación de la energía, lo cual provoca una reducción del PAPR (Peak-to-
Average Power Ratio), uno de los inconvenientes más acu ados de la técnica OFDM [40]. 
Un alto PAPR se produce al haber una gran diferencia entre la potencia máxima y la 
potencia media de la señal, lo cual hace que se incr mente el grado de distorsión de 
intermodulación, provocando un aumento de la tasa de error. Para realizar la transmisión, 
la DTT divide el ancho de banda en varios subcanales independientes en paralelo y además 
añade una secuencia al inicio y al final, conocida omo extensión simétrica (SE).  
La extensión simétrica es una extensión de la propia secuencia que se transmite, 
haciendo que la convolución lineal realizada se parzca a una convolución circular. Esto 
hace que, tanto la interferencia inter-símbolo (ISI) entre los sucesivos símbolos 
transmitidos, como la interferencia inter-portadora (ICI) entre los subcanales de frecuencia 
en cada bloque, se minimicen.  
Para la arquitectura de esta técnica de acceso al medio se ha realizado un estudio sobre 
distintas aproximaciones posibles, optando desde un diseño totalmente paralelo, a otro 





arquitectura realizada se conseguirá modificar el número de recursos, o el número de ciclos 
a emplear. Dado que el número de subcanales será elevado, se ha pensado en trabajar con 
éstos de manera semi-paralela, esto permite que se proc sen sin restricciones todos los 
canales y a su vez el número de recursos dedicados no se eleve demasiado. Para definir 
cuántos subcanales son procesados en paralelo, se defin  un ratio de paralelismo Rp. Este 
ratio se empleará en los diferentes cálculos para obtener tanto el número de recursos, como 
la latencia, el tiempo de procesamiento y el throughp t de las distintas partes que formaran 
la arquitectura de la técnica de acceso al medio.  
La introducción de un ratio de paralelismo Rp otorga a la arquitectura una flexibilidad 
que permite poder adaptar el diseño a distintos tip de restricciones. Este parámetro junto 
a la elección de distintos números de subcanales de entrada y la frecuencia de 
funcionamiento del sistema, permite que la arquitectura sea adaptable a distintas 
configuraciones que se desee considerar. 
A su vez, la Transformada Discreta del Coseno elegida es la de tipo DCT-IV [100] 
[101]. El empleo de la Transformada Discreta del Cosen  de tipo IV posee la ventaja, frente 
a otros tipos, de que tanto la transformada directa como la inversa poseen la misma 
expresión, lo que simplifica el diseño de la arquitectura. En la Figura 24 y Figura 25 se 
muestra el diagrama de bloques del transmisor y delrec ptor respectivamente. Siguiendo 
el diagrama de bloques del transmisor (Figura 24) se observa como la entrada Xm[k] se 
conduce a la Transformada Discreta del Coseno de tipo IV (módulo DCT). Más tarde, a la 
señal de salida pm[n] del bloque DCT se le añade una extensión simétrica SE, tanto delante 
como detrás de la trama de datos a enviar en la salid . Después de esto, las S=M+α+β salidas 
resultantes qs[n] son serializadas para obtener la señal [n], que será transmitida; donde M 
es el número de subcanales de la técnica de acceso al medio; α el número de datos de la 
extensión simétrica anterior; y β el número de datos de la extensión simétrica posteri r. 
 
Figura 24. Diagrama de bloques del transmisor DTT. 
Por otro lado, en el diagrama de bloques de la Figura 25, la señal de entrada r[n] se 
paraleliza obteniendo S=M+α+β señales q’s[n]; siendo de nuevo M el número de subcanales 
del receptor; α el número de datos de la extensión simétrica anterior; y β el número de datos 
de la extensión simétrica posterior. Después, el módulo SE procesa las señales q’ [n], para 
obtener p’m[n]. A continuación, la señal resultante p’m[n] se dirige al módulo DCT. 
Finalmente, se procesa para obtener la señal final de recepción X’m[k]. 
 




Figura 25. Diagrama de bloques del receptor DTT. 
A continuación, se va a realizar un estudio de las distintas partes que componen la 
arquitectura, abarcando los aspectos teóricos, efectos de la representación en coma fija, 
consumo de recursos y frecuencias de funcionamiento. Primero se analizará el módulo de 
la extensión simétrica; después se evaluará teóricamente tres propuestas distintas para la 
DCT-IV; una vez realizado este estudio teórico, se procederá a mostrar la arquitectura de 
la técnica basada en Transformadas Trigonométricas Discretas con cada una de estas 
propuestas; más tarde, se realizará una comparación de las tres propuestas de arquitectura; 
y por último, se elegirá la mejor de las propuestas para diseñar la arquitectura de la técnica 
para comunicaciones de banda estrecha. 
4.1. Extensión Simétrica 
Una vez se han procesado las señales en la Transformada Discreta del Coseno y justo 
antes de su transmisión, se incorpora la extensión simétrica. Para ello, se añade α datos 
delante de la trama de datos a transmitir y β datos detrás de esta trama. Estos datos añadidos 
se corresponden con los primeros α datos o los últimos β datos de la trama de datos que se 
transmiten. El duplicado de estos datos permite una mejor sincronización de la transmisión 
basada en DTT. Con esto, en el módulo SE tiene una entr da pm[n] de M elementos y una 
salida qs[n] de S=M+α+β elementos, en el caso del transmisor. En el caso del receptor, este 
tiene una entrada q’s[n] de S=M+α+β elementos y una salida p’m[n] de M elementos. 
La parte duplicada de la trama de datos a transmitir se añade en orden inverso. Además, 
en el caso de la parte posterior de la extensión simétrica β, los datos son invertidos. A 
continuación se explica cómo se produce la extensión simétrica anterior a partir de pm[n], 
según (4): 
*+,-.  	/0121+,-.  donde i=0,…, α-1. (4) 
Y en (5) se explica cómo se produce la extensión simétr ca posterior a partir de pm[n]: 
*+30,-.  4/5121+,-. donde i =0,…, β-1. (5) 
Una vez se ha explicado cómo se produce cada una de las extensiones simétricas, se 
procede a mostrar cómo se genera la salida qs[n] a partir de la entrada pm[n] en el transmisor. 
La salida del módulo de extensión simétrica en el transmisor se describe como se muestra 
en (6): 
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*+,-.  	/0121+,-.,          si 0< i < α  
*+,-.  /+10,-.,              si α ≤ i < M + α 
*+,-.  	4/5121+3530,-., si i ≥ M + α (6) 
Donde i = 0,.., M+α+β. 
En el caso del módulo de la extensión simétrica en el receptor, lo único que se ha de 
realizar es quitar esta extensión simétrica añadida, por lo que la salida p’ i[n] del módulo SE 
en el receptor se genera a partir de la entrada q’s[n], como se muestra en (7): 
/′+,-.  *7+10,-.    donde i = α,…, S-β-1. (7) 
4.1.1. Efecto de la precisión finita 
Como se ha observado anteriormente, no se produce ningún tipo de operación 
matemática en los datos, salvo en (5). Aquí se ha de realizar una inversión de los datos, sin 
embargo, se ha comprobado que esta inversión no añade ningún tipo de error debido a la 
cuantificación. 
4.1.2. Consumo de recursos 
Como se ha mencionado, se ha realizado una inversión de los datos en el transmisor. 
Para ello, se ha empleado un multiplicador, realizando la operación producto de la señal 
por la constante -1. Esta operación se podría realizar de distintas maneras, pero el hecho de 
emplear una multiplicación es la opción más rápida y que menos latencia genera. Por lo 
tanto, el número CmSE,Tx de multiplicadores empleados en este módulo es (8): 
89:,  1 multiplicador (8) 
En el caso del receptor, el número CmSE,Rx de multiplicadores empleados es cero, debido 
a que no es necesario realizar ningún tipo de operación ritmética. 
4.1.3. Latencia 
Aunque la latencia no tiene impacto en el diseño, se han realizado los cálculos para 
obtener una mejor definición del sistema. La latencia se ve incrementada respecto a la que 
añade la DCT, puesto que para conseguir añadir la extensión simétrica es necesario tener 
previamente almacenado toda la trama de transmisión. Co  esto, la latencia LSE,Tx de este 
módulo en el transmisor es (9): 
=9:,   + = (9) 
Siendo Lm=2 ciclos de reloj, debido a la multiplicación. 
En el caso del receptor, al igual que sucede en el transmisor, se ha de tener almacenado 
previamente toda la trama de datos, por lo que la latencia LSE,Rx que se obtiene es (10): 
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=9:,?   (10) 
4.2. Algoritmo 1 para la realización de la Transformada Discreta del 
Coseno 
Para la realización del módulo DCT se va a realizar un estudio en el que se van a 
desarrollar tres alternativas: El algoritmo 1, que fue propuesto en el artículo [102], trata de 
realizar una DCT a partir de una FFT de los mismos puntos. El algoritmo 2, el cual trata de 
reducir el número de puntos de la Transformada Rápida de Fourier (Fast Fourier Transform 
FFT). El algoritmo 2 ha sido tratado en artículos cmo [103], donde se ha realizado DCTs 
de 2N-puntos, a partir de FFTs de N-puntos, empleando para ello, propiedades de las 
señales complejas. Y por último, el algoritmo 3, el cual emplea una etapa de pre-filtrado 
para reducir el error que genera la cuantificación de la FFT. El algoritmo 3 ha sido 
empleado para realizar técnicas de compresión de imágenes como se puede observar en 
[104] [105]. 
En cada una de las propuestas se realizará un estudio de su algoritmo, el efecto de la 
precisión finita sobre éste, el consumo de recursos que supone su uso, y el tiempo de 
procesamiento y la latencia que genera. En este caso se va a analizar la DCT realizada con 
el algoritmo 1. Como se ha mencionado anteriormente, l módulo a implementar es la DCT 
(Discrete Cosine Transform) de tipo IV que incluye una FFT [106] [107] [108]. Esta 
transformada se define por (11): 
/,-.  ∑ A,B. cos FG5 H- + 2IJ HB + 2IJK		512LMN B  0,… , 4 1 (11) 
Donde p[n] es la salida de la señal de la DCT; M es el número de puntos de entrada; y 
X[k] es la señal de entrada. 
Tomando como referencia (11), el módulo DCT puede dividirse en cuatro fases: 
a) Generación de la secuencia Ym[k] a partir de la señal de entrada dada Xm[k] 
multiplicando por la constante Q1RSTU'  , según (12): 
V,B.  A,B. 
 Q1RSTU'  (12) 
b) Obtención de la señal ym[n] mediante la FFT de Ym[k] según (13): 
W,-.  XYV,B.Z (13) 
Donde el operador F{} realiza una FFT de M puntos. 
c) Reordenación de la señal ym[n], obteniendo la señal zm[n] según (14): 
[I+32,-.  W+,-.  
[I+,-.  \]-^	YW1+,-.Z (14) 
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Donde i = 0,…,
5
I 4 1; yi[n] es la salida de la FFT; y el operador c nj{} es el conjugado 
de la muestra. 
d) Generación de la secuencia pm[n] a partir de la señal zm[n] multiplicando por la 
constante Q1RTUS_`a'  según (15): 
/,-.  2 
 	1 √2 
 Q d[,-. 
 Q
1RTUS_`a' e (15) 
Donde zm[n] es la salida del reordenamiento de la trama; pm[n] es la salida del módulo 
DCT; y Re{} es la parte real. 
La arquitectura de la DCT del receptor (Figura 25), ya que las transformadas directa e 
inversa tienen la misma definición en la DCT-IV, es idéntica a la del transmisor. Sin 
embargo, nótese que la señal de entrada de la DCT del receptor es p’m[n] y la de salida 
X’m[k], en lugar de Xm[k] y pm[n] respectivamente. 
4.2.1. Efecto de la precisión finita del transmisor 
A continuación, se presenta el estudio del efecto de la representación en precisión finita 
(cuantificación) realizado en la DCT de tipo IV con el algoritmo 1. Dado que se va a 
emplear la tarjeta ML605 de Xilinx para la implementación del diseño en las pruebas 
experimentales y ésta posee una FPGA Virtex 6 xc6vl240t, se van a utilizar las celdas 
multiplicadoras DSP48E1 [109]. Éstas son proporcionadas por la arquitectura de esta 
FPGA y disponen de una entrada de 18 bits y otra de 25 bits. Como estos tamaños van a 
ser empleados para realizar las operaciones de multiplicación, se ha decidido emplear una 
cuantificación de 18 bits para las señales que se de an transmitir, variando el número de 
bits de la parte fraccionaria dependiendo de los valores máximos de cada zona. Se emplea 
la entrada de 25 bits para los coeficientes, intentando de esta manera el empleo de un único 
multiplicador por operación (sin necesidad de extensiones). En este documento, la 
cuantificación elegida se representa mediante dos enteros [t f], siendo t el número total de 
bits empleados en la representación numérica, y f el número de bits de la parte fraccionaria. 
La decisión de emplear la cuantificación de 18 bits para los datos es debida a que, en el 
core de la FFT empleado, éste es el máximo ancho de palabra para el empleo de un solo 
multiplicador por operación. 
En la Figura 26 se pueden observar los puntos de cuantificación utilizados, para el 
análisis detallado de los efectos de la precisión finita en el interior de la DCT y su valor, 
así como las distintas fases descritas anteriormente. 
 




Figura 26. Diagrama de bloques con cuantificación empleada en el módulo DCT con el algoritmo 1. 
Como se ha mencionado anteriormente, el módulo DCT está formado por 4 fases, que 
coinciden con las descritas teóricamente: La primera consiste en una multiplicación por una 
constante compleja Q1RSTU' , en la cual, como las celdas multiplicadoras son de 18x25 bits, 
la cuantificación en las constantes es de 25 bits de ancho de palabra. Para realizar la 
multiplicación compleja la parte real e imaginaria, tanto de los coeficientes como de los 
datos, se consideran independientes, disponiendo cada una de ellas del ancho de palabra 
fijado, lo cual favorece obtener una mayor precisión en los resultados. Después se encuentra 
la FFT, en este caso se emplea una cuantificación de 18 bits en todo su diseño. En la fase 
s3, se encuentra el cambio de orden, y por tanto, e esta fase no se produce ninguna 
operación, simplemente un reordenamiento de la trama de datos. Por último, se encuentra 
la fase s4 en la cual se realiza una multiplicación por una constante compleja Q1RTUS_`a'  y 
un coeficiente	1
√2
 . Al igual que como sucedía en la fase s1, los coefi ientes tienen 25 
bits de ancho de palabra. 
En la Figura 27 se muestra el error obtenido en una trama de salida de l  DCT-IV del 
transmisor, para una entrada aleatoria entre -1 y 1 que es el máximo rango de entrada. En 
la figura se puede observar el error obtenido en cada subportadora, correspondiente a cada 
subcanal de los M=512 disponibles. 
 




Figura 27. Error obtenido para una trama de datos en la DCT del algoritmo 1 del transmisor para una entrada 
aleatoria entre -1 y 1. 
Como se observa, en las primeras subportadoras el error es mayor. Este aumento es 
debido a que el efecto de la precisión finita en la FFT es mayor en las primeras 
subportadoras. 
A continuación en la Tabla 1 se van a mostrar los error s en puntos intermedios de la 
arquitectura cometidos en la DCT del algoritmo 1, debi os a la cuantificación. Los 
resultados obtenidos son el error parcial que introduce cada parte. Para su obtención se ha 
utilizado la cuantificación en cada punto, mientras que en el resto se encontraban sin 
cuantificación. Para obtener los valores se han realizado 1000 simulaciones, obteniéndose 
el error medio, error máximo y desviación típica. 
Tabla 1. Error medio, máximo y desviación típica en los puntos intermedios de la DCT del algoritmo 1. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Q1 [25 23] 9.0292·10-8 1.6257·10-7 3.1723·10-8 
Q2 [18 16] 1.1553·10-5 2.1268·10-5 4.1571·10-6 
Qfft [18 8] 6.3600·10-2 1.4037·100 7.7100·10-2 
Q4 [18 16] 0 0 0 
Q5 [25 23] 9.0496·10-8 1.6555·10-7 3.4069·10-8 
Q6 [18 12] 1.2195·10-4 2.4340·10-4 7.1295·10-5 
Donde Q1 es la cuantificación del primer coeficiente Q1RSTU' ; Q2 es la salida de la 
multiplicación por el primer coeficiente V,B.; Qfft es la salida de la FFT cuantificada; Q4 
es la salida del reordenamiento de la trama de datos zm[n]; Q5 es la cuantificación del 
segundo coeficiente Q1RTUS_`a' ; y Q6 es la salida de la multiplicación por el segundo 
coeficiente /,-.. 
Como se puede observar, la FFT es el punto en el que mayor error introduce la 
cuantificación, debido a que hay que reservar bits suficientes para la parte entera de su 
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salida. Este inconveniente determina en gran medida la c lidad de la transmisión, al reducir 
la precisión del transmisor. 
Después de explicar los errores intermedios debidos a la cuantificación, se procede a 
mostrar el error medio, máximo y desviación típica a la salida global de la DCT del 
algoritmo 1. El cálculo de estos errores se ha realizado introduciendo una entrada aleatoria 
entre [-1,+1], realizando 1000 simulaciones. Los resultados se observan a continuación en 
la Tabla 2. En ella se puede observar cómo se produce una acumulación de los errores de 
los puntos intermedios mostrados anteriormente. 
Tabla 2. Error medio, máximo y desviación típica en la salida de la DCT del algoritmo 1. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Salida DCT [18 12] 0.0023 0.0627 0.0033 
Aun con el inconveniente de que la FFT limita la cuntificación empleada en la DCT 
del transmisor, se observa que es posible conseguir un error absoluto medio bajo. Este valor 
se comparará más adelante con los valores obtenidos en l  demás algoritmos. 
4.2.2. Efecto de la precisión finita del receptor 
En la Figura 28 se muestra el error obtenido para una trama de datos en la DCT del 
algoritmo 1 del receptor para una entrada aleatoria entre -1 y 1. Esta DCT difiere de la del 
transmisor en la cuantificación elegida para cada punto intermedio, por lo que, los 
resultados obtenidos serán distintos. 
Se puede observar, como el error introducido por la DCT del receptor es mucho menor 
que la del transmisor. Esto es debido al empleo de una cuantificación distinta, que permite 
mayor precisión en el receptor. 
  
Figura 28. Error en la DCT del algoritmo 1 del receptor para una trama de datos con una entrada aleatori  de -1 y 1. 
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A continuación en la Tabla 3 se van a mostrar los error s en los puntos intermedios de 
la arquitectura cometidos en la DCT del algoritmo 1 en el receptor, debidos a la 
cuantificación. Para obtener los valores se han realizado 1000 simulaciones, calculando el 
error medio, error máximo y desviación típica. 
Tabla 3. Error medio, máximo y desviación típica en cada punto intermedio en la DCT del algoritmo 1 del receptor. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Q1 [25 23] 9.0292·10-8 1.6257·10-7 3.1723·10-8 
Q2 [18 16] 1.2092·10-5 2.1246·10-5 4.3146·10-6 
Qfft [18 16] 3.7435·10-4 5.7·10-3 4.6270·10-4 
Q4 [18 16] 0 0 0 
Q5 [25 23] 9.0496·10-8 1.6555·10-7 3.4069·10-8 
Q6 [18 16] 7.7131·10-6 1.5234·10-5 4.3278·10-6 
Donde Q1 es la cuantificación del primer coeficiente Q1RSTU' ; Q2 es la salida de la 
multiplicación por el primer coeficiente W′,-.; Qfft es la salida de la FFT cuantificada; Q4 
es la salida del reordenamiento de la trama de datos Z’m[k]; Q5 es la cuantificación del 
segundo coeficiente Q1RTUS_`a' ; y Q6 es la salida A′,B.	de la multiplicación por el segundo 
coeficiente. 
Como se observa, la FFT sigue siendo el elemento que mayor error introduce, si bien, 
en este caso el error se ha reducido. Esta reducción se debe a que la FFT del receptor permite 
una cuantificación con un menor número de bits reservados para la parte entera. Gracias a 
estos, se consigue una mayor precisión en el receptor. 
En la Tabla 4 se muestra el error medio, máximo y desviación típica a la salida global 
de la DCT del algoritmo 1, para una entrada aleatoria entre [-1,+1]. Para su obtención se 
han realizado 1000 simulaciones. Este resultado acumula el error parcial de cada punto 
intermedio mostrado antes. 
Tabla 4. Error medio, máximo y desviación típica en la salida de la DCT del algoritmo 1 del receptor. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Salida [18 16] 1.4216·10-5 4.7302·10-4 2.4604·10-5 
El error que se obtiene a la salida de la DCT del receptor es menor que el obtenido en 
el transmisor. Esto se produce por el empleo de una c antificación distinta en los puntos 
intermedios, lo que favorece una mejor precisión del receptor. 
4.3. Diseño de la arquitectura de la técnica de acceso basada en la DCT 
del algoritmo 1 
Una vez se han estudiado todos los módulos que componen la Transformada 
Trigonométrica Discreta, se van a fijar los parámetros de diseño con los que se va a realizar 
la arquitectura, así como a establecer el ratio de paralelismo Rp y el ratio de frecuencias Rf
que se va a emplear. La FPGA en la que se va a realizar l  implementación es una Virtex 6 
xc6vlx240t [110]. Esta FPGA dispone de McFPGA=768 celdas multiplicadoras DSP48E1. 
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Teniendo en cuenta los diagramas de bloques generals del transmisor y receptor 
basado en DTT que se muestran en la Figura 24 y Figura 25 para el algoritmo 1, 
respectivamente, el correspondiente diseño se ha implementado considerando tres 
parámetros generales. Primero, se analizó el consumo de recursos, especialmente las celdas 
DSP48E1 (multiplicador-acumulador) [109], debido a la gran presencia de esta operación 
en la propuesta DTT. Segundo, se calculó la latencia, el throughput y el tiempo de 
procesamiento que hay que considerar para operaciones e  tiempo real. Finalmente, se 
estudió la representación en coma fija y el error de cuantificación asociado. 
Se asume una tasa de transmisión de TTx=62.5Msps en el canal, propuesta en el estándar 
de PLC [27]. Teniendo en cuenta M=512 subcanales de entrada correspondientes cada uno 
a una subportadora, se considera que la tasa de datos a la entrada y la salida para cada 
subcanal es de Tch=TTx/M=122.07ksps. Estas tasas de datos se convierten en la limitación 
de frecuencia a tener en cuenta para el diseño de la arquitectura. En este punto, no se 
considera ningún tipo de latencia, aunque cada muestra de entrada Xm[k] debe ser procesada 
y transmitida, antes de que la siguiente Xm[k+1] esté disponible a una velocidad de 
Tch=122.07ksps. 
Con respecto al diseño, se han analizado tres tiposdiferentes de arquitectura. La 
primera, un enfoque paralelo, donde M=512 muestras de entrada Xm[k] son procesadas 
simultáneamente. Esta estrategia logra un procesaminto rápido de los datos, pero el 
consumo de recursos es demasiado alto y la eficienca del uso de cada recurso a lo largo 
del tiempo no está garantizada. El segundo enfoque está basado en un sistema secuencial, 
donde las M=512 muestras de entrada Xm[k] son multiplexadas en el tiempo a través del 
mismo recurso, con lo que se consigue más eficiencia en el uso del mismo. Esta opción 
tiene el riesgo de que el throughput y el tiempo de procesamiento final conseguido no 
permita una implementación en tiempo real, debido a que no se alcance la tasa de 
transmisión TTx. Finalmente, un enfoque semiparalelo permite obtener u  compromiso 
entre ambos enfoques: el procesamiento paralelo de datos y la reutilización de los recursos 
de computación. Para ello, en lo sucesivo, es necesario remarcar la importancia del ratio de 
paralelismo Rp en el desarrollo final de la arquitectura. El ratio de paralelismo Rp está 
definido como el número de muestras que son simultáneamente procesadas por la 
arquitectura y está relacionado con el número de datapaths que existen en la propuesta. El 
parámetro Rp puede ser modificado, dependiendo de las necesidades que requiera la 
arquitectura. Valores elevados de Rp implican mayor consumo de recursos, mientras que 
bajos valores de Rp significan menor uso de recursos, reutilizándolos en el tiempo, lo que 
implica menor throughput y mayor tiempo de procesamiento. El parámetro Rp debe fijarse 
de acuerdo con algunos parámetros clave del diseño: la tasa de transmisión TTx, el número 
de subcanales M, el throughput de la arquitectura Tc y la frecuencia de reloj de la 
arquitectura fper. Esta dependencia se describe en (16). Nótese que l throughput Tc viene 
determinado por el número Rp de datapaths disponibles en la arquitectura. 
 F fgh		igK 
 fgj,k[. ≥  FfgghLm K (16) 
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En este caso, la solución más adecuada es la que cumple con la tasa de transmisión 
requerida de TTx=62.5Msps, Tch=122.07ksps por subcanal, mientras que el consumo de 
recursos se minimice lo máximo posible. Del anterior análisis de la propuesta llevado a 
cabo en el apartado 1, una solución totalmente paralel  con Rp=M=512 puede descartarse, 
ya que implica que se agoten los multiplicadores en los dispositivos FPGA actuales. Por 
otra parte, el grado de reutilización de estos multiplicadores se reduciría, ya que una tasa 
de datos Tch=122.07ksps es mucho menor que la frecuencia normal del reloj de estas FPGA 
(incluso más de 100MHz). 
Por otro lado, una aproximación totalmente multiplexada en el tiempo, considerando 
sólo los recursos para la ejecución del procesamiento asociado a un solo subcanal (Rp=1), 
no consigue un tiempo de procesamiento adecuado, ya que las M=512 muestras de entrada 
Xm[k] no se procesan y transmiten antes de la llegada del próximo bloque de M=512 
muestras Xm[k+1] a Tch=122.07ksps. En este sentido, el ratio de paralelismo e ha fijado en 
Rp=2, que es el valor mínimo para reducir el número d recursos y para lograr el tiempo de 
procesamiento suficiente para alcanzar la tasa de dtos e entrada de Tch=122.07ksps en los 
M=512 subcanales.  
El ratio de paralelismo Rp indica cuántos datapath (o líneas de proceso) son realmente 
implementados en el diseño, para ser luego reutilizadas para procesar los M subcanales. 
Gracias a esta arquitectura semi-paralela, se consigue una optimización de los recursos, ya 
que son empleados para procesar varios subcanales a lo largo del tiempo. En la Figura 29 
se puede observar el diagrama de bloques general del receptor para un Rp=2, siendo el 
inverso para el transmisor del sistema. 
 
Figura 29. Diagrama de bloques del receptor para Rp=2, con la tasa de datos que se emplea en cada punto. 
Si la arquitectura del sistema se realizara de una manera completamente paralela, se 
tendría a la entrada una tasa de datos para cada uno de los M=512 datapath desplegados de 
Tch=TTx/M=122.07ksps, donde Tch es la tasa de datos requerida por subcanal en el 
transmultiplexor. Sin embargo, debido a que la arquitectura se implementa de una manera 
semi-paralela con un ratio de paralelismo Rp=2, la tasa de datos en cada uno de los dos 
datapath realmente implementados es Tch=TTx/Rp=32.5Msps, siendo este valor el mismo en 
los dos datapaths de salida implementados en el receptor. El número de subcanales sigue 
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siendo en todo caso, tanto para el transmisor como para el receptor, de M=512, 
independientemente de la arquitectura considerada en el diseño y los correspondientes 
datapaths desplegados en función del ratio de paralelismo Rp. 
Una vez se han fijado los parámetros propios de la arquitectura como pueden ser el ratio 
de paralelismo, el número de subcanales y la tasa de transmisión, se ha de realizar un 
estudio de la frecuencia de funcionamiento de la arquitectura. Esta frecuencia de reloj fper
es la que se proporcionará a la arquitectura de la técnica de acceso al medio implementada 
en el periférico avanzado. Dependiendo de la frecuencia que se fije, se modificará el ratio 
de frecuencia Rf entre la frecuencia del periférico y la frecuencia de muestreo del conversor 
fs. Este ratio   n ! influye directamente en el tiempo de procesamiento máximo Mcmax 
de la arquitectura, según la función Mcmax=Rf·M. Esto significa que dependiendo de la 
frecuencia del periférico elegida, se modificará el número de ciclos de reloj disponibles 
para el procesamiento de las señales. 
Para la realización de la arquitectura, gracias a que se ha elegido un ratio de paralelismo 
Rp adecuado, se puede emplear una frecuencia del periférico fper=62.5MHz. Como la 
frecuencia de muestreo del conversor es de fs=62.5MHz, se fija el ratio de frecuencia Rf=1 
y, por tanto, el tiempo de procesamiento máximo en Mcmax=512 ciclos de reloj. 
Por otro lado, conociendo que la plataforma sobre la que se va a trabajar es la ML605 
de Xilinx, se conoce el número máximo de multiplicadores disponibles en la FPGA 
CmFPGA=768. Conocidos estos datos se pueden determinar parámetros como el consumo de 
recursos, la latencia y el tiempo de procesamiento de la arquitectura de la técnica de acceso 
al medio. 
4.3.1. Consumo de recursos 
Como se ha explicado anteriormente, el módulo DCT del algoritmo 1 está formado por 
4 fases (véase la Figura 26). A continuación se van a estimar los recursos empleados en 
cada fase de la DCT. La primera y cuarta fase consisten en una multiplicación por una 
constante compleja. En la segunda fase se realiza una FFT, para lo cual se propone el uso 
de un core generado por Spiral [111]. Se ha seleccionado este core, en lugar del que 
proporciona Xilinx, debido a que este core se ajust mejor a las necesidades de 
implementación que se requieren para el diseño de arquitecturas semi-paralelas. El core de 
Spiral permite modificar el ratio de paralelismo de la arquitectura de la FFT, mientras que 
el proporcionado por Xilinx sólo permite una arquitectura secuencial. Teniendo en cuenta 
estos comentarios, se puede establecer el número de multiplicadores Cm y número de 
sumadores Cs necesarios para el algoritmo 1: 
Fase 1 y 4, multiplicación por una constante compleja: 
82  8o  4 
 	f multiplicadores por cada fase (17) 
82  8o  2 
 	f  sumadores por cada fase (18) 
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Fase 2, realización de un FFT de M puntos: 
8I  8qq multiplicadores (19) 
8I  8qq sumadores (20) 
Donde CmFFT y CsFFT son los consumos de recursos de la FFT generada por Spiral. 
La fase 3 no necesita ninguna operación matemática, al tratarse de un reordenamiento 
de los datos de la trama de datos. Sin embargo, si que empleará memorias BRAM para 
realizar este reordenamiento. 
Por lo tanto, el número total de multiplicadores CmDCT a emplear por la DCT se obtiene 
al considerar el consumo de recursos parcial de cada fase que la compone, según (21): 
8$r  82 + 8I + 8o  4 
 f + 8qq + 4 
 f  8qq + 8 
 f (21) 
4.3.2. Cálculo de las restricciones de la arquitectura 
Se va a realizar un estudio conjunto de la latencia y el tiempo de procesamiento de la 
DCT del algoritmo 1 y del consumo de multiplicadores que puede emplear la FFT, para 
obtener las restricciones que impone la implementación de la arquitectura en la FPGA 
elegida. Para ello se tiene en cuenta la frecuencia de reloj del periférico fper, el número de 
multiplicadores CmDCT usados, el ratio de frecuencia Rf entre la frecuencia del periférico y 
la frecuencia de muestreo del conversor Rf=fper/fs, y el ratio de paralelismo Rp. 
Para realizar el cálculo del tiempo de procesamiento y el consumo de multiplicadores 
se van a plantear dos restricciones: la primera teniendo en cuenta el número máximo de 
multiplicadores disponibles; y en la segunda el tiempo de procesamiento disponible para 
realizar las operaciones, teniendo como parámetros l tiempo de procesamiento máximo 
Mcmax en ciclos de reloj, el número CmFFT de multiplicadores usado por la FFT y el tiempo 
de procesamiento McFFT necesario. 
La primera restricción se obtiene del número de multiplicadores CmDCT (21), con el 
número máximo de multiplicadores disponibles CmFPGA, siendo en el caso de las 
multiplicaciones dependiente del ratio Rp. Para la segunda restricción se ha calculado el 
tiempo de procesamiento McDCT disponible para la DCT, a partir del que se emplea en cada 
fase, y el tiempo de procesamiento Mcmax límite fijado anteriormente.  
8$r  8qq + 8 
 f ≤ 8quvw (22) 
$r  2 +I +x +o ≤  (23) 
Despejando en cada ecuación, Mcs1=Mcs4=4 (ciclos de reloj empleados en 
multiplicación compleja), y Mcs3=2 (ciclos para leer una memoria BRAM), se puede 
determinar el número máximo de multiplicadores Cms2=CmFFT y ciclos de reloj Mcs2=McFFT 
que se pueden utilizar para la FFT empleada en función del valor de Rp. 
8qq ≤ 8quvw 4 8 
 f (24) 
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qq  I ≤  4 4 
 2 4 2 (25) 
Por otro lado, la latencia LDCT de la DCT es la suma de las latencias de cada fase según, 
(26): 
=$r  =2 + =I + =x + =o (26) 
Donde Ls1=Ls4=8, son las latencias de la multiplicación compleja; Ls2 es la latencia de 
la FFT; y Ls3=M es la latencia del cambio de orden. En este punto, se recuerda que la 
latencia no tiene impacto en el diseño, solamente se emplea para tener una mejor definición 
de la arquitectura. 
4.3.3. Obtención de los parámetros para la FFT y la DCT 
Una vez se han fijado los valores que se emplearán en la arquitectura de la técnica de 
acceso al medio y la plataforma en la cual se desarrollará, y se han obtenido las restricciones 
de la arquitectura, se procede a realizar el estudio de la FFT. Pese a que se dispone de un 
rango bastante amplio de multiplicadores, siempre interesará utilizar el menor número de 
ellos. La FFT se ha estudiado en función del número d  datos que se proporcionan en 
paralelo (Rp), observando el número de multiplicadores, tiempo de procesamiento y 
throughput. Estos valores han de tenerse en cuenta para el diseño de la arquitectura. Indicar 
que Spiral [111] proporciona un core cuyo mínimo número de entradas en paralelo es 
RpminFFT=2, no pudiéndose elegir una FFT totalmente secuencial. 
En la Tabla 5 se muestra los datos para cada FFT, y si no cumpliera las restricciones, 
por qué se descarta. 
Tabla 5. Latencia, tiempo de procesamiento (Mc) y multiplicadores empleados para cada tipo de FFT. 
GRADO PARALELISMO FFT 
(RP) 
LATENCIA  MC MULTIPLICADORES DESCARTADA 
2 728 256 32  
4 414 128 44  
8 240 64 68  
16 150 32 136  
32 100 16 256  












Atendiendo al ratio de paralelismo Rp, existen varias configuraciones de FFT que se 
pueden utilizar, primando ante todo el empleo del mnor número de multiplicadores 
posible. En este caso, como se ha mencionado anteriorm nte, se ha fijado el tiempo de 
procesamiento Mcmax=512 ciclos de reloj, siendo la FFT elegida la de Rp=2. Con esto se 
obtiene el número de multiplicadores CmFFT (27), y el tiempo de procesamiento McFFT que 
necesita para procesar la trama de datos, junto con la latencia LFTT (28): 
8qq  32 multiplicadores (27) 
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qq  256	ciclos,					=qq  728 ciclos (28) 
Una vez conocido los parámetros de la FFT que se va a utilizar, se emplean sobre (24) 
y (25), para obtener (29) (30): 
8qq  32	 ≤ 8quvw 4 8 
 f$r  768 4 16  752 (29) 
qq  I  256 ≤  4 4 
 2 + 2  502 (30) 
Como se observa, con la FFT con RpDCT=2, se cumplen los límites especificados, por lo 
que ésta será la FFT implementada en el diseño. 
Por lo tanto, se puede establecer, a su vez, el número de multiplicadores CmDCT y la 
latencia LDCT empleados en la DCT. De esta manera, a partir de la formula descrita en (21), 
se calcula el número de multiplicadores CmDCT obteniendo el resultado mostrado en (31) y 
despejando en (26) se calcula la latencia del sistema LDCT, obteniendo (32): 
8$r  82 + 8I + 8o  8 + 32 + 8  48  multiplicadores (31) 
=$r  =2 + =I + =x + =o  8 + 728 + 512 + 8  1256  ciclos (32) 
Conociendo Ls1=Ls4=8, la latencia de la multiplicación compleja; y Ls3=M=512, el 
periodo completo de lectura para la memoria ping-pong.  
4.3.4. Arquitectura del transmisor 
A continuación se va a mostrar la arquitectura parael desarrollo de la propuesta DTT, 
en este caso empleando la DCT del algoritmo 1, junto con el módulo de la extensión 
simétrica (SE). Para la arquitectura, se han realizado dos modificaciones respecto a lo 
mostrado en el apartado 4.2, ya que se ha buscado reducir lo máximo posible tanto el 
consumo de recursos como el número de ciclos. Para ello, se ha decidido que la extensión 
simétrica y la tercera fase de la DCT, se realicen conjuntamente, con lo que de este modo 
se puede ahorrar la latencia empleada en la extensión simétrica (9). Para ello, se ha 
modificado el orden de la fases s3 y s4 de la DCT para, de esta manera, poder unir las 
memorias empleadas en la fase s3, con las memorias empleadas para realizar el módulo 
SE, ya que de este modo, se ahorra un número significativo de ciclos de reloj. En la Figura 
30 se muestra la arquitectura del módulo DCT, en la que se pueden distinguir las 4 fases 
que posee. 
 




Figura 30. Diagrama de bloques de la arquitectura del transmisor DTT con la DCT del algoritmo 1. 
Dado que el ratio de paralelismo se ha fijado en Rp=2, Cms1=8 multiplicadores son 
necesarios en la fase s1 (12). Además, la latencia s de Ls1=8 ciclos de reloj. Después, la 
segunda fase s2 es una FFT que requiere, no sólo multiplicadores y sumadores, sino 
también memoria donde almacenar los valores intermedios (13). Este módulo es 
parametrizado con un tamaño de M=512 muestras y una representación en coma fija de 18 
bits, valor fijado debido a que el ancho de palabra de una de las entradas de los 
multiplicadores de la FPGA es de 18 bits. La FFT presenta una arquitectura radix-2 semi-
paralela, con log2M bloques en cascada. De nuevo, la selección del ratio de paralelismo es 
Rp=2, que implica que sólo dos muestras de entrada Ym[k] son procesadas cada ciclo de 
reloj. Una FFT se completa cada McFFT=256 ciclos de reloj, con una latencia LFFT=728 
ciclos, compatible con el tiempo de procesamiento disponible indicado en las restricciones. 
La cuarta fase s4 del módulo DCT es similar a la primera fase s1 (15), donde se usan 
Cms4=8 multiplicadores y la latencia es de Ls4=8 ciclos de reloj. Por último, la tercera fase 
s3 de la DCT es un reordenamiento de la trama de datos (14), donde todas las muestras de 
la trama ym[n] deben estar disponibles al mismo tiempo. Por lo tanto, los datos deben ser 
almacenados en memoria, para que sean leídos en el orden correcto. Para evitar pérdida de 
datos, se han empleado dos memorias en modo ping-pong, r lo que en una se puede 
acceder para organizar los datos en el orden correct , mientras que los nuevos datos se 
escriben en la otra. Esta fase implica una latencia de Ls3=512 ciclos.  
Como se puede observar, las cuatro fases que forman el módulo DCT están 
segmentadas. Gracias a que, los datapaths emplean un thro ghput de Tch=1 dato por ciclo 
de reloj y como el ratio de paralelismo es Rp=2, el throughput global de la DCT es 
TcDCT=Tch·Rp=2. Con todo esto, todas las muestras de entrada Xm[k] son procesadas cada 
McDCT=256 ciclos. Como una nueva trama de muestras de entrada Xm[k] está disponible 
cada Mcmax= 512 ciclos, la arquitectura propuesta cumple la limitación de tiempo debida a 
este parámetro. 
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Por lo tanto, el número CmTx de multiplicaciones empleadas para la realización de la 
arquitectura del transmisor de la DTT con la DCT del algoritmo 1 es (33): 
8  82 + 8qq + 8o + 89:,  8 + 32 + 8 + 1  49  multiplicadores (33) 
Donde Cms1=8 es el número de multiplicadores en la fase s1; CmFFT=32 es el número de 
multiplicadores empleados en la FFT; Cms4=8 es el número de multiplicadores empleados 
en la fase s4; y CmSE,Tx=1 es el número de multiplicadores empleados en el módulo SE. 
La latencia LTx de la arquitectura propuesta para la DCT del algoritm  1 y el módulo de 
la extensión simétrica se obtiene en (34): 
= 	=2 + =I + =9:, + =o  8 + 728 + 514 + 8  1258  ciclos (34) 
Donde Ls1=8 es la latencia de la fase s1 (12); Ls2=728 es la latencia de la FFT (13); 
LSE,Tx=514 es la latencia del módulo SE (9), que contiene también a la fase s3 (14); y Ls4=8 
es la latencia de la fase s4 (15). 
Una vez se ha explicado la arquitectura realizada, se procede a mostrar un cronograma 
del funcionamiento de la DCT del algoritmo 1 y el módulo de la extensión simétrica, que 
se puede observar en la Figura 31. En este cronograma se observan las principales señales 
de la propuesta y gráficamente los retardos internos. 
Primero, se recibe la señal Xm[k], sincronizada con la señal CEM, junto con esta señal 
CEM se activa el enable y se comienza a generar direcciones para la memoria que almacena 
los coeficientes Q1RSTU'  de la primera multiplicación (12) (muestra de reloj 2). A continuación 
se añade un retardo en Xm[k], para que esté sincronizado con el coeficiente Q1RSTU'  en la 
entrada del multiplicador (muestra de reloj 3), produciéndose 4 ciclos de reloj después la 
salida Ym[k] del multiplicador (muestra de reloj 7). Esta señal Ym[k] se retrasa para que esté 
sincronizada con la señal de comienzo de la FFT next_in (muestra de reloj 9). 
Cuando la FFT ha sido realizada (13), se activa la señal next_out y a continuación, 
comienza a proporcionarse la salida ym[n] de la FFT (muestra de reloj 13). Esta señal se 
sincroniza con los coeficientes Q1RTUS_`a'  de la segunda multiplicación (15) (muestra de reloj 
15). La salida zm[n] se produce a la vez que las direcciones para el puerto A de la memoria 
ping-pong que realiza el reordenamiento de la trama de datos (14) (muestra de reloj 20). La 
salida pm[n] se produce un ciclo después de la dirección del pu rto B de la memoria ping-
pong (muestra de reloj 22). Por ultimo esta salida, se multiplica por el coeficiente -1 para 
generar la extensión simétrica SE y, por tanto, la sa ida qs[n] (muestra de reloj 25). 
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4.3.5. Arquitectura del receptor 
En el caso de la arquitectura del receptor, no se pueden realizar las mismas adaptaciones 
de sistema para ahorrar recursos y latencia en la arquitectura, debido al orden inverso de 
aparición de los módulos. Por lo tanto, la unión que se producía entre la fase s3 de la DCT 
y el módulo de la extensión simétrica, no se puede r alizar, aumentando la latencia final. 
En la Figura 32 se muestra la arquitectura realizada para el receptor DTT. 
 
Figura 32. Diagrama de bloques de la arquitectura del receptor DTT con la DCT del algoritmo 1. 
En el caso del receptor, al igual que en el del transmisor, el ratio de paralelismo se ha 
fijado en Rp=2. Debido a que la DCT implementada es ortogonal, sigue el mismo proceso 
de arquitectura que la DCT del transmisor. 
Por lo tanto, el número de multiplicaciones CmRx empleadas para la realización de la 
arquitectura del receptor de la DTT con la DCT del algoritmo 1 es (35): 
8?  82 + 8qq + 8o + 89:,?  8 > 32 > 8 > 0  48  multiplicadores (35) 
Donde Cms1=8 es el número de multiplicadores en la fase s1 (12); CmFFT=32 es el 
número de multiplicadores empleados en la FFT (13); Cms4=8 es el número de 
multiplicadores empleados en la fase s4 (15); y CmSE,Rx=0 es el número de multiplicadores 
empleados en el módulo SE. 
La latencia LRx de la arquitectura propuesta para la DCT del algoritm  1 y el módulo de 
la extensión simétrica se obtiene en (36): 
=? 	=9:,? > =2 > =I > =x > =o  512 > 8 > 728 > 512 > 8  1768 ciclos 
 (36) 
Donde LSE,Rx=512 es la latencia del módulo SE (10); Ls1=8 es la latencia de la fase s1 
(12); Ls2=728 es la latencia de la FFT (13); Ls3=512 es la latencia de la fase 3 (14); y Ls4=8 
es la latencia de la fase s4 (15). 
Una vez se ha mostrado la arquitectura realizada, se procede a mostrar en la Figura 33 
un cronograma del funcionamiento de la DCT y el módulo de la extensión simétrica. En 
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este cronograma se observan las principales señales de la propuesta y gráficamente los 
retardos internos. 
Primero, se recibe la señal q’s[n], sincronizada con la señal CEM (muestra de reloj 2). A 
partir de esta señal se quita la extensión simétrica, para obtener p’m[n] (muestra de reloj 3). 
También, se activa el enable y se comienzan a generar direcciones para la memoria que 
almacena los coeficientes Q1RSTU'  de la primera multiplicación (12). A continuación se añade 
un retardo en p’m[n], para que esté sincronizado con el coeficiente Q1RSTU'  en la entrada del 
multiplicador (muestra de reloj 4), produciéndose 4 ciclos de reloj después la salida del 
multiplicador y’m[n] (muestra de reloj 8). Esta señal y’m[n] se retrasa para que esté 
sincronizada con la señal de comienzo de la FFT next_in (muestra de reloj 9). 
Cuando la FFT (13) ha sido realizada, se activa la señal next_out y a continuación, 
comienza a proporcionarse la salida Y’m[k] de la FFT(muestra de reloj 13). Esta señal se 
sincroniza con los coeficientes Q1RTUS_`a'  de la segunda multiplicación (15) (muestra de 
reloj 15). La salida Z’m[k] se sincroniza con las direcciones para el puerto A de la memoria 
ping-pong que realiza el reordenamiento de la trama de datos (14) (muestra de reloj 20). La 
salida X’m[k] se produce un ciclo después de la dirección del pu rto B de la memoria ping-
pong (muestra de reloj 22). 
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4.4. Algoritmo 2 para la realización de la Transformada Discreta del 
Coseno 
Uno de los problemas de la DCT del algoritmo 1 es la cuantificación en la FFT, la cual 
reduce la precisión del transmisor. Por lo tanto, se ha desarrollado un segundo algoritmo 
tratando de mitigar este efecto, el cual se menciona en [103]. Para la realización de este 
segundo algoritmo, se ha buscado el empleo de una iFFT en la arquitectura de la DCT, la 
cual, además de emplear una cuantificación distinta, reduce el tamaño de la iFFT a la mitad 
de puntos. Esto se consigue empleando señales complejas en la entrada en lugar de señales 
puramente reales. Con esto se ha intentado reducir, además del efecto de la cuantificación, 
el consumo de recursos y la latencia de la misma. 
En esta propuesta el cálculo de la DCT se realiza en cinco pasos: 
a) Se reordena la señal de entrada Xm[k], obteniendo la señal Wl[k] según el siguiente 
método (37): 
QY+,B.Z  AI+,B.,	i= 0, … M/2-1      (37) 
+,B.  4A51I+,B.,	i= 0, … M/2-1 
Donde el operador Re{} indica la parte real y el operador Im{} indica la parte 
imaginaria. 
b) Generación de la secuencia Yl[k] a partir de la señal de entrada dada Wl[k] según (38), 
donde l es el índice de cada uno de los M/2 canales de entrada. 
V,B.  ,B.QG/5          l=0, ... M/2-1 (38) 
c) Dado un instante de tiempo n=n0, se obtiene la señal yl[n0] mediante la iFFT de M/2 
puntos de Yl[k0] según (39). 
W,-N. 	 	iXXYV,BN.Z (39) 
Donde el operador iFFT{} realiza la FFT inversa de M/2 puntos. 
d) Generación de la secuencia zl[n] a partir de la señal yl[n] según (40). 
[,-.  W,-.Q
RT_` a ' 
 5I               l= 0, ... M/2-1 (40) 
e) Se reordena la señal de salida zl[n], obteniendo la señal pm[n] según el siguiente método 
(41): 
/I+,-.  QY[+,-.Z, i= 0, … M/2-1     (41) 
/51I+,-.  Y[+,-.Z, i= 0, … M/2-1 
Donde el operador Re{} indica la parte real y el operador Im{} indica la parte 
imaginaria. 
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4.4.1. Efecto de la precisión finita del transmisor 
Al igual que sucedía para la anterior DCT, el objetivo de esta propuesta es su 
arquitectura en sistemas basados en FPGA. Por lo tant , es necesario realizar un estudio 
sobre el efecto de la cuantificación (representación en precisión finita) en la arquitectura, 
tratando de determinar el número de bits y su configuración más adecuada. Para ello se 
tendrá en cuenta que la plataforma en la que se desea implementar es la ML605 de Xilinx, 
que dispone de una FPGA Virtex 6 xc6vlx240t. Esta FPGA dispone de celdas 
multiplicadoras DSP48E1, las cuales poseen una entrda de 18x25 bits. 
En la Figura 34 se puede observar los puntos de cuantific ción utilizados en el interior 
de la DCT y su valor. Se ha decidido emplear una cuantificación de 18 bits para el datapath 
de los datos, variando el número de bits de la parte fraccionaria dependiendo de los valores 
máximos de cada zona; y emplear la entrada de 25 bits para los coeficientes. 
 
Figura 34. Diagrama de bloques con cuantificación empleada en el módulo DCT del algoritmo 2. 
Como se observa en la figura, el módulo DCT está formado por 5 fases, las cuales se 
corresponde con las fases descritas teóricamente. La primera consiste en un reordenamiento 
de la trama de datos, en el cual no se producen operaciones matemáticas. La segunda fase 
s2 realiza una multiplicación compleja, empleando un ancho de palabra de 25 bits para los 
coeficientes. La tercera fase s3 consisten en la iFFT, en este caso de M/2 puntos. En la 
cuarta fase s4, se realiza otra multiplicación compleja, y al igual que en la fase s2, se 
emplean 25 bits para los coeficientes. Por último, en la fase s5 se realiza otro cambio de 
orden para el cual no es necesario realizar ninguna operación matemática. 
A modo de ejemplo, en la Figura 35 se muestra el error puntual obtenido para una trama 
de datos a la salida de la DCT, para una entrada aleatoria entre -1 y 1. La figura representa 
el error obtenido en cada subcanal de entrada de la DCT. 
Como se observa, se ha conseguido reducir el error n las subportadoras iniciales, 
gracias al empleo del nuevo algoritmo. Esto permite qu  la precisión del transmisor 
aumente considerablemente. 
 




Figura 35. Error obtenido para una trama de datos en la DCT del algoritmo 2 del transmisor con una entrada 
aleatoria entre -1 y 1. 
A continuación en la Tabla 6 se van a mostrar los error s en puntos intermedios de la 
arquitectura cometidos en la DCT del algoritmo 2, debi os a la cuantificación. En la tabla 
se muestra el error que introduce cada punto intermedio independientemente. 
Tabla 6. Error medio, máximo y desviación típica en cada punto de cuantificación en la DCT del algoritmo 2. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Q1 [25 23] 8.9611·10-8 1.6022·10-7 3.5229·10-8 
Q1.2 [25 20] 0 0 0 
Q2 [25 23] 9.3981·10-8 1.5828·10-7 3.2882·10-8 
Q3 [18 16] 1.1337·10-5 2.0865·10-5 4.5055·10-6 
Qifft [18 16] 2.8106·10-5 1.2284·10-4 2.1728·10-5 
Q4 [18 12] 1.9369·10-4 3.2186·10-4 6.6521·10-5 
Q5 [18 12] 0 0 0 
Donde Q1 es la cuantificación intermedia del segundo coeficiente QRT_
` a '  (40); Q1.2 
es la cuantificación del segundo coeficiente, despué  de multiplicar por 5I ; Q2 es la 
cuantificación del primer coeficiente QRT'  (38); Q3 es la salida de la multiplicación por el 
primer coeficiente V,B.; Qifft es la salida de la iFFT cuantificada (39); Q4 es la salida de 
la multiplicación por el segundo coeficiente [,-. (40); y Q5 el último cambio de orden de 
la trama de datos pm[n] (41). 
El objetivo de este algoritmo era la reducción del error de cuantificación de la FFT, el 
cual ha sido conseguido. En este algoritmo el mayor error lo introduce la multiplicación 
posterior a la FFT. En esta multiplicación existe un coeficiente bastante grande que hace 
que se reduzca la precisión final del transmisor. 
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Después de mostrar los errores en los puntos intermedios de la DCT, se va a mostrar el 
error medio, máximo y desviación típica a la salida global de la DCT del algoritmo 2, con 
una entrada aleatoria entre [-1,+1]. Para obtener los resultados se han realizado 1000 
simulaciones. Estos resultados acumulan los errores d  los puntos intermedios 
observándose el error medio, error máximo y desviación típica en la Tabla 7. 
Tabla 7. Error medio, máximo y desviación típica en la salida de la DCT del algoritmo 2. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Salida DCT [18 12] 3.0470·10-4 1.5000·10-3 2.6470·10-4 
El error introducido por el algoritmo 2 es menor que el introducido por el algoritmo 1 
en el transmisor. Esto se produce gracias a la reducción de la iFFT empleada que reduce a 
la mitad los puntos empleados. 
4.4.2. Efecto de la precisión finita del receptor 
En la Figura 36 se muestra el error obtenido para una trama de datos en la DCT del 
algoritmo 2 que se emplea en el receptor (y por tanto sus cuantificaciones son distintas que 
la DCT del transmisor) para una entrada aleatoria entre -1 y 1. 
  
Figura 36. Error en la DCT del algoritmo 2 del receptor para una trama de datos con una entrada aleatori  de -1 y 1. 
Se puede observar que en este algoritmo, tanto el transmisor como el receptor, aportan 
errores similares. A continuación en la Tabla 8 se van a mostrar los errores en los puntos 
intermedios de la arquitectura cometidos en la DCT del receptor, debidos a la 
cuantificación. Se han realizado 1000 simulaciones para la obtención del error medio, error 
máximo y desviación típica. 
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Tabla 8. Error medio, máximo y desviación típica en cada punto intermedio de la DCT del algoritmo 2 del receptor. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Q1 [25 23] 8.9611·10-8 1.6022·10-7 3.5229·10-8 
Q1.2 [25 20] 0 0 0 
Q2 [25 23] 9.3981·10-8 1.5828·10-7 3.2882·10-8 
Q3 [18 16] 1.1171·10-5 2.0711·10-5 4.5197·10-6 
Qifft [18 16] 2.7473·10-5 1.3423·10-4 2.1233·10-5 
Q4 [18 16] 1.1643·10-4 2.0345·10-4 4.1667·10-5 
Q5 [18 16] 0 0 0 
Donde Q1 es la cuantificación intermedia del segundo coeficiente QRT_
` a '  (40); Q1.2 
es la cuantificación del segundo coeficiente, despué  de multiplicar por 5I ; Q2 es la 
cuantificación del primer coeficiente QRT'  (38); Q3 es la salida de la multiplicación por el 
primer coeficiente W′,-.;	Qifft es la salida de la iFFT cuantificada (39); Q4es la salida de 
la multiplicación por el segundo coeficiente ’,B. (40); y Q5 el último cambio de orden 
de la trama de datos A′,B. (41). 
Como se observa, de nuevo la multiplicación posterior a la iFFT es la que más error 
introduce debido a la cuantificación. A continuación, en la Tabla 9 se obtiene el error 
medio, máximo y desviación típica a la salida global de la DCT del algoritmo 2 del receptor. 
Estos valores contienen una acumulación de los errores de los puntos intermedios. Se han 
realizado 1000 simulaciones, para una entrada aleatoria entre [-1,+1]. 
Tabla 9. Error medio, máximo y desviación típica en la salida de la DCT del algoritmo 2 del receptor. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Salida [18 16] 2.8744·10-4 1.6000·10-3 2.59470·10-4 
El error que se observa a la salida de la DCT del receptor es similar al obtenido en el 
transmisor. Sin embargo, este valor es mayor que el obt nido con la DCT del algoritmo 1 
en el receptor. 
4.5. Diseño de la arquitectura de la técnica de acceso basada en la DCT 
del algoritmo 2 
Para la implementación de la arquitectura de la DCT del algoritmo 2 se van a emplear 
los mismos parámetros que los utilizados en el algoritm  1. Estos parámetros son la tasa de 
transmisión TTx=62.5Msps, el número de subcanales de entrada M=512 y el ratio de 
paralelismo Rp=2. 
Además, como la implementación se va a realizar en la misma FPGA Virtex 6 
xc6vlx240t [110], las restricciones a la arquitectura van a ser las mismas. Estas restricciones 
son el número máximo de multiplicadores disponibles CmFPGA=768 y la frecuencia de 
muestreo del conversor fs=62.5MHz. Con estas restricciones se ha decidido fijar la 
frecuencia de la técnica de acceso a fper=62.5MHz, lo que fija el ratio de frecuencia en  
 




 !  1. Con este ratio se obtiene el tiempo de procesamiento máximo Mcmax=512 ciclos 
de reloj. 
4.5.1. Consumo de recursos 
Para el diseño de la DCT, se evalúan las operaciones necesarias para el algoritmo 
descrito anteriormente. De las cinco fases en los que se puede dividir, la segunda y la cuarta 
constituyen una multiplicación por una constante compleja. En la tercera fase se realiza una 
iFFT, para lo cual se utilizará otro core generado por Spiral [111]. Para definir este formato 
semi-paralelo, se establece un ratio de paralelismo (Rp), que indica el número de datos que 
trabajan en paralelo. Finalmente, en la primera fase se produce un cambio en el orden de 
los elementos y en la quinta fase el reordenamiento contrario. Teniendo en cuenta estos 
comentarios, se puede establecer la siguiente cargaomputacional para el algoritmo: 
Fases 2 y 4, multiplicación por una constante: 
8I  8o  4 
 	f   multiplicadores por cada etapa   (42) 
8I  8o  2 
 	f   sumadores por cada etapa (43) 
Siendo el parámetro Rp el ratio de paralelismo utilizado para proporcionar d tos tanto a 
la iFFT como a las multiplicaciones. El valor de Rp puede variar desde 1 hasta M para 
cambiar el ratio de paralelismo. Esta modificación afecta tanto al número de recursos 
utilizados, como a los tiempos de procesamiento y latencia de la arquitectura. 
Fase 3, realización de una iFFT, para L= M/2 muestras de entrada: 
8x  8qq 	 multiplicadores    (44) 
8x  8qq  sumadores (45) 
Fase 1 y 5: no es necesario ningún cálculo matemático, al tratarse de un reordenamiento 
de la trama de datos. 
Por lo tanto, si se suman todas las fases que componen la DCT, se obtiene el número 
de multiplicadores CmDCT empleados para la DCT en (46): 
8$r  8I + 8x + 8o  4 
 f$r + 8qq + 4 
 f$r  8qq + 8 
 f$r (46) 
Siendo Cms1 y Cms5 igual a 0. 
4.5.2. Cálculo de las restricciones de la arquitectura 
Se va a realizar un estudio conjunto de la latencia y el tiempo de procesamiento de la 
DCT del algoritmo 2 y del consumo de multiplicadores que puede emplear la arquitectura, 
teniendo en cuenta la frecuencia de reloj del periférico fper, el número de multiplicadores 
CmDCT  usados, el ratio de frecuencia Rf entre la frecuencia del periférico y la frecuencia del 
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conversor Rf=fper/fs, y el ratio de paralelismo Rp. Con este estudio se pretende determinar 
cuáles son las restricciones de la arquitectura par re lizar su implementación. 
Para realizar el cálculo del tiempo de procesamiento y el consumo de multiplicadores 
se van a plantear dos restricciones: la primera teniendo en cuenta el número máximo de 
multiplicadores disponibles; y la segunda el tiempo de procesamiento disponible para 
realizar las operaciones, teniendo como parámetros l tiempo de procesamiento máximo 
Mcmax en ciclos de reloj, el número CmFFT de multiplicadores usados por la FFT y el tiempo 
de procesamiento McFFT necesario. 
La primera restricción se obtiene del número de multiplicadores CmDCT (46), con el 
número máximo de multiplicadores disponibles CmFPGA, siendo en el caso de las 
multiplicaciones dependiente del ratio Rp. Para la segunda restricción se ha calculado el 
tiempo de procesamiento McDCT disponible para la DCT, a partir del que se emplea en cada 
fase, utilizando para ello, el tiempo de procesamiento Mcmax límite fijado anteriormente. 
8$r  8qq + 8 
 f ≤ 8quvw (47) 
$r  2 +I +x +o + ≤  (48) 
Despejando en cada ecuación, Mcs2=Mcs4=4 (ciclos de reloj empleados en la 
multiplicación compleja), y Mcs1=Mc5=2 (ciclos para leer una memoria BRAM), se puede 
determinar el número máximo de multiplicadores Cms3=CmFFT  y ciclos de reloj Mcs3=McFFT 
que se pueden utilizar para la iFFT utilizada en función del valor de Rp. 
8qq ≤ 8quvw 4 8 
 f (49) 
qq  x ≤  4 4 
 2 4 2 
 2 (50) 
Por otro lado, la latencia LDCT de la DCT es la suma de las latencias de cada fase según, 
(51): 
=$r  =2 + =I + =x + =o + = (51) 
Donde Ls2=Ls4=8, son las latencias de la multiplicación compleja, Ls3 es la latencia de 
la iFFT y Ls1=Ls5=M es la latencia del cambio de orden. Se recuerda que la latencia no tiene 
impacto en el diseño, solamente se emplea para tener una mejor definición de la 
arquitectura. 
4.5.3. Obtención de los parámetros para la FFT y la DCT 
Existen varias configuraciones de iFFT que se pueden utilizar, primando ante todo el 
empleo del menor número de multiplicadores posible. Para generar la iFFT se ha empleado 
un core que proporciona Spiral [111], el cual permite generar distintas arquitecturas con 
distintos ratios de paralelismo Rp. En este caso se ha elegido también una iFFT con un ratio 
de paralelismo Rp=2, de tamaño M/2=256 puntos cuyos parámetros más característicos son 
el número de multiplicadores CmFFT (52), y el tiempo de procesamiento McFFT que necesita 
para procesar la trama de datos, junto con la latencia LFTT (53): 
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8qq  28 multiplicadores (52) 
qq  128 ciclos ,					=qq  403	ciclos (53) 
Estos datos permiten que la DCT cumpla con los límites calculados en (49) y (50). Y 
por tanto se puede obtener el número final de multiplicadores CmDCT empleados descrito en 
(46), según (54): 
8$r  8I > 8x > 8o  8 > 28 > 8  44 multiplicadores (54) 
Donde Rp=2. 
Por otro lado, la latencia LDCT queda definida por (55): 
=$r  =2 > =x > =x > =o > =  1443 ciclos (55) 
Donde Ls1=M, latencia de la fase s1 (37), debida a las memorias ping-pong; Ls2=8 es la 
latencia de la fase s2, debida a la multiplicación ompleja (38); Ls3=LFFT=403 es la latencia 
de la iFFT (39); Ls4=8 es la latencia de fase s4, debida a la multiplicación compleja (40); 
Ls5=M es la latencia de la fase s5 (41), debida a las memorias ping-pong. 
4.5.4. Arquitectura del transmisor 
Para el caso del emisor se puede unir el módulo de la extensión simétrica con la última 
fase s5 de la DCT, consiguiendo de esta manera, reduci  la latencia y el consumo de 
recursos final del diseño. En la Figura 37 se puede obs rvar la arquitectura propuesta para 
el transmisor de la DTT. 
La primera fase s1 de la DCT del algoritmo 2 es un reordenamiento de la trama de datos 
(37), donde todas las muestras de la trama X [k] debe estar disponible al mismo tiempo. 
Por lo tanto, los datos deben ser almacenados en memoria, para que sean leídos en el orden 
correcto. Para evitar pérdida de datos, se han empleado dos memorias en modo ping-pong, 
por lo que en una se puede acceder para organizar los datos en el orden correcto, mientras 
que los nuevos datos se escriben en la otra. Esta fa e implica una latencia de Ls1=M=512 
ciclos. 
 
Figura 37. Diagrama de bloques de la arquitectura del transmisor DTT con DCT del algoritmo 2. 
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Dado que el ratio de paralelismo se ha fijado en Rp=2, Cms2=8 multiplicadores son 
necesarios en la fase s2 (38), donde la latencia es de Ls2=8 ciclos de reloj. Después, la 
tercera fase s3 es una iFFT que requiere no sólo multiplicadores y sumadores, si no también 
memoria donde almacenar los valores intermedios (39). Este módulo es parametrizado con 
un tamaño de M/2 = 256 muestras y una representación en coma fija de 18 bits, valor fijado 
por el ancho de palabra que proporcionan una de las ntradas de los multiplicadores de la 
FPGA. La iFFT presenta una arquitectura radix-2 semi-paralela, con log2M/2 bloques en 
cascada. De nuevo, la selección del ratio de paralelismo Rp=2 implica que sólo dos muestras 
de entrada Yl[k] son procesadas cada ciclo de reloj. Una iFFT se completa cada McFFT=128 
ciclos de reloj, con una latencia LFFT=403 ciclos, compatible con el tiempo de 
procesamiento disponible indicado en las restricciones. 
La cuarta fase s4 del módulo DCT es similar a la segunda fase s2 (40), donde Cms4=8 
multiplicadores son usados y la latencia es de Ls4=8 ciclos de reloj. Por último, la quinta 
fase s5 de la DCT es un reordenamiento de la trama de d tos (41), donde todas las muestras 
de la trama de datos zl[n] deben estar disponibles al mismo tiempo. Por lo tanto, los datos 
deben ser almacenados en memoria, para que sean leídos en el orden correcto. Para evitar 
pérdida de datos, se han empleado dos memorias en modo ping-pong. Esta fase implica una 
latencia de Ls5=M=512 ciclos. 
Como se puede observar, las cinco fases que forman el módulo DCT están segmentadas. 
En consecuencia, el throughput de cada datapath es de Tch=1 dato por cada ciclo de reloj y 
como el ratio de paralelismo es Rp=2, el throughput global de la DCT es TcDCT=Tch·Rp=2. 
Con todo esto, todas las muestras de entrada Xm[k] son procesadas cada McDCT=128 ciclos. 
Como una nueva trama de muestras de entrada Xm[k] está disponible cada Mcmax=512 ciclos, 
la arquitectura propuesta cumple con esta restricción. 
Por lo tanto, el número de multiplicaciones CmTx empleadas para la realización de la 
arquitectura del transmisor de la DTT con la DCT del algoritmo 2 es (56): 
8  8I + 8x + 8o + 89:,  8 + 28 + 8 + 1  45 multiplicadores (56) 
Donde Cms2=8 es el número de multiplicadores en la fase s2 (38); Cms3=28 es el número 
de multiplicadores empleados en la iFFT (39); Cms4=8 es el número de multiplicadores 
empleados en la fase s4 (40); y CmSE,Tx=1 es el número de multiplicadores empleados en el 
módulo de la extensión simétrica (8). 
La latencia LTx de la arquitectura propuesta para el transmisor basado en Transformadas 
Trigonométricas Discretas con la DCT del algoritmo 2 y el módulo de extensión simétrica 
se obtiene en (57): 
= 	=2 + =I + =x + =o + =9:,  1445 ciclos (57) 
Donde Ls1=512 es la latencia de la fase s1 (37), debida a las memorias ping-pong; Ls2=8 
es la latencia de fase s2, debida a la multiplicación ompleja (38); Ls3=LFFT=403 es la 
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latencia de la iFFT (39); Ls4=8 es la latencia de fase s4, debida a la multiplicación compleja 
(40); LSE,Tx=514 es la latencia del módulo SE (9), debida a las memorias ping-pong. 
Una vez se ha mostrado la arquitectura realizada, se procede a mostrar un cronograma 
del funcionamiento del transmisor basado en la DTT con la DCT del algoritmo 2 y el 
módulo de extensión simétrica, que se puede observar n l  Figura 38. En este cronograma 
se observan las principales señales de la propuesta y gráficamente los retardos internos para 
producir la salida. 
Primero, se recibe la señal Xm[k], sincronizada con la señal CEM; junto con esta señal 
CEM se activa el enable y se comienzan a generar direcciones para la memoria que almacena 
los coeficientes QG/5 de la primera multiplicación (38) (muestra de reloj 1). A 
continuación se genera el cambio de la trama de datos obteniendo la señal Wl[k] a partir de 
Xm[k] (37) (muestra de reloj 2). Esta señal está sincro izada con el coeficiente QG/5 en la 
entrada del multiplicador, produciéndose 4 ciclos de reloj después la salida del 
multiplicador Yl[k] (muestra de reloj 7). Esta señal Yl[k] se retrasa para que esté sincronizada 
con la señal de comienzo de la iFFT next_in (muestra de reloj 8). 
Cuando la iFFT (39) ha sido realizada, se activa la señal next_out y a continuación, 
comienza a proporcionarse la salida yl[n] de la FFT (muestra de reloj 13). Esta señal se 
sincroniza con los coeficientes QRT_
` a ' 
 5I  de la segunda multiplicación (40) (muestra de 
reloj 15). La salida zl[n] se sincroniza con las direcciones para el puerto A de la memoria 
ping-pong que realiza el reordenamiento del array (41) (muestra de reloj 20). La salida qs[n] 
se produce un ciclo después de la dirección del puerto B de la memoria ping-pong (muestra 
de reloj 22). Por último, esta salida se multiplica por el coeficiente -1 para generar la 
extensión simétrica y por tanto la salida qs[n] (muestra de reloj 24). 
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4.5.5. Arquitectura del receptor 
En el caso del receptor, el módulo de la extensión imétrica se une con la fase s1 de la 
DCT del algoritmo 2. Con lo que en este caso también se consigue reducir la latencia del 
receptor, al igual que sucedía en el transmisor. En la Figura 39 se muestra la arquitectura 
realizada para el receptor DTT. 
 
Figura 39. Diagrama de bloques de la arquitectura del receptor DTT con DCT del algoritmo 2. 
En el caso del receptor, al igual que en el del transmisor, el ratio de paralelismo se ha 
fijado en Rp=2. Debido a que la DCT implementada es ortogonal, sigue el mismo proceso 
de arquitectura que la DCT del transmisor. Por lo tanto, el número de multiplicaciones CmRx 
empleadas para la realización de la arquitectura del rec ptor de la DTT con DCT del 
algoritmo 2 es (58): 
8?  8I + 8x + 8o  8 > 28 > 8  44 multiplicadores (58) 
Donde Cms2=8 es el número de multiplicadores en la fase 2 (38); Cms3=28 es el número 
de multiplicadores empleados en la FFT (39); Cms4=8 es el número de multiplicadores 
empleados en la fase 4 (40); y CmSE,Rx=0 es el número de multiplicadores empleados en el 
módulo SE. 
La latencia LRx de la arquitectura propuesta para la DCT del algoritm  2 y el módulo de 
la extensión simétrica es obtenida en (59): 
=? 	=2 > =I > =x > =o > =  1443 ciclos (59) 
Donde Ls1=512 es la latencia de la fase s1(37), debida a memorias ping-pong, y también 
contiene al módulo de la extensión simétrica (10); Ls2=8 es la latencia de fase s2, debida a 
la multiplicación compleja (38); Ls3=LFFT=403 es la latencia de la iFFT (39); Ls4=8 es la 
latencia de fase s4, debida a la multiplicación compleja (40); Ls5=512 es la latencia de la 
fase s5 (41), debida a las memorias ping-pong. 
Una vez se ha mostrado la arquitectura realizada, se procede a mostrar un cronograma 
del funcionamiento de la DCT y el módulo SE, que se pu de observar en la Figura 40. En 
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este cronograma se observan las principales señales de la propuesta y gráficamente los 
retardos internos para producir la salida. 
Primero, se recibe la señal q’s[n], sincronizada con la señal CEM, junto con esta señal 
CEM se activa el enable y se comienzan a generar direcciones para la memoria que almacena 
los coeficientes QG/5 de la primera multiplicación (38) (muestra de reloj 1). A 
continuación se genera el cambio de la trama de datos obteniendo la señal w’ l[n] a partir de 
q’s[n] (37) (muestra de reloj 2). Esta señal está sincronizada con el coeficiente QG/5 en la 
entrada del multiplicador, produciéndose 4 ciclos de reloj después la salida del 
multiplicador y’ l[n] (muestra de reloj 7). Esta señal y’ l[n] se retrasa para que esté 
sincronizada con la señal de comienzo de la iFFT next_in (muestra de reloj 9). 
Cuando la iFFT (39) ha sido realizada, se activa la señal next_out y a continuación, 
comienza a proporcionarse la salida Y’l[k] de la FFT (muestra de reloj 13). Esta señal se 
sincroniza con los coeficientes QRT_
` a ' 
 5I  de la segunda multiplicación (40) (muestra de 
reloj 15). La salida Z’ l[k] se sincroniza con las direcciones para el puerto A de la memoria 
ping-pong que realiza el reordenamiento de la trama de datos (41) (muestra de reloj 20). La 
salida X’m[k] se produce un ciclo después de la dirección del pu rto B de la memoria ping-
pong (muestra de reloj 22). 
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4.6. Algoritmo 3 para la realización de la Transformada Discreta del 
Coseno 
Se va a estudiar un nuevo algoritmo que, como característica principal, posee un pre-
filtro a la salida. Con este pre-filtrado se pretende eliminar parte del ruido de cuantificación 
que se introduce en la FFT. La característica de pre-filtrado en la DCT se comenta en 
artículos como [104] [105]. En esta propuesta el cálculo de la DCT se realiza en seis pasos: 
a) Generación de la secuencia Wm[k] a partir de la señal de entrada dada Xm[k] según (60): 
,B.  A,B.Q132 I G/I5          (60) 
b) Se reordena la señal Wm[k], obteniendo la señal Ym[k] según el siguiente método (61): 
VI+32,B.  +,B.,     i= 0, … M/2-1 (61) 
VI+,B.  51+,k.,      i= 0, … M/2-1 
c) Dado un instante de tiempo n=n0, se obtiene la señal ym[n0] mediante la FFT de M 
puntos de Ym[k0] según (62). 
W,-N. 	 	XYV,BN.Z (62) 
Donde el operador F{} realiza la FFT de M puntos. 
d) Generación de la secuencia zm[n] a partir de la señal ym[n] según (63). 





√I5 Z              m= 0, ... M-1 (63) 
Donde Re{} toma la parte real de los datos calculados. 
e) Se divide el primer coeficiente de la señal de zm[n], según el siguiente método (64): 
[N,-.  ,L.I   (64) 
f) Se realiza una etapa de pre-filtrado en zm[ ], obteniendo la señal pm[n] según (65): 
/,-.  QY[,-., kZ (65) 
Donde el operador filter{} realiza una etapa de pre-filtrado sobre la señal ym[n], 
empleando k  I,`3	2.. 
4.6.1. Efecto de la precisión finita del transmisor 
Como se hizo para los otros modelos de DCT, se ha ralizado un estudio del efecto de 
la cuantificación (representación en precisión finita) en la arquitectura, tratando de 
determinar el número de bits y su configuración másadecuada. También se ha considerado 
que la plataforma en la que se desea implementar es l  ML605 de Xilinx con una FPGA 
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Virtex 6 xc6vlx240t y que ésta posee celdas multiplicadoras DSP48E1 con entrada de 
18x25 bits. 
En la Figura 41 se puede observar los puntos de cuantific ción utilizados dentro de la 
DCT y su valor. Se ha decidido emplear una cuantificación de 18 bits, variando el número 
de bits de la parte fraccionaria dependiendo de los valores máximos de cada zona, y una 
cuantificación de 25 bits para los coeficientes. 
 
Figura 41. Diagrama de bloques con cuantificación empleada en el módulo DCT del algoritmo 3. 
Este diseño posee 6 fases, siendo la primera una multiplicación por una constante 
compleja y emplea 25 bits para los coeficientes. Después, en la fase s2, se realiza un 
reordenamiento de la trama de datos. En la fase s3 realiza la FFT de M puntos. En la fase 
s4 se realiza otra multiplicación por una constante compleja. En la fase s5 se divide entre 
dos el primer elemento de la trama. Y por último, en la fase s6 se realiza el pre-filtrado, 
utilizando para ello las celdas multiplicadoras DSP48E1. En la Figura 42 se muestran el 
error obtenido en la DCT para una trama de datos, para una entrada aleatoria entre -1 y 1. 
En la figura se muestra el error en cada subportadora de la DCT del transmisor. 
 
Figura 42. Error obtenido para una trama de datos en la DCT del algoritmo 3 del transmisor con una entrada 
aleatoria entre -1 y 1. 
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Como se observa, el pre-filtro consigue eliminar el error que produce la FFT en las 
primeras subportadoras, pero en cambio, introduce mayor error en otras subportadoras del 
transmisor. 
A continuación en la Tabla 10 se van a mostrar los errores en los puntos intermedios de 
la arquitectura cometidos en la DCT, debidos a la cu ntificación. Para obtener los 
resultados se han realizado 1000 simulaciones con una señal aleatoria entre [-1,+1]. 
Tabla 10. Error medio, máximo y desviación típica en cada punto intermedio en la DCT del algoritmo 3. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Q1 [25 23] 5.9287·10-8 1.1845·10-7 3.3473·10-8 
Q2 [18 16] 7.8496·10-6 1.5253·10-5 4.2421·10-6 
Q3 [18 16] 0 0 0 
Q4 [25 23] 9.1838·10-8 1.6251·10-7 3.3019·10-8 
Qfft [18   8] 5.2800·10-2 9.7020·10-1 6.1900·10-2 
Q5 [18 12] 6.2728·10-5 1.2182·10-4 3.5489·10-5 
Q6 [18 13] 0 0 0 
Q7 [18 12] 1.37·10-2 2.6400·10-2 5.9000·10-3 
Donde Q1 es la cuantificación del primer coeficiente Q132 I G/I5; Q2 es la salida 
de la multiplicación por el primer coeficiente (60); Q3 es el reordenamiento de la trama de 




√I5 ; Qfft es la salida de la 
FFT cuantificada (62); Q5 es la salida de la multiplicación por el segundo coeficiente (63); 
Q6 es la división del primer parámetro entre dos (64); y Q7 la etapa de pre-filtrado (65). 
En este caso, la FFT vuelve a ser el elemento que mayor error introduce debido a la 
cuantificación. Además en este algoritmo, existe un segundo elemento que introduce un 
error considerable, siendo este elemento el pre-filt ado. 
Una vez se han mostrado los errores en los puntos itermedios que se cometen en la 
DCT del algoritmo 3, se procede a mostrar el error medio, máximo y desviación típica que 
se obtiene a la salida global de la DCT, para una entr da aleatoria entre [-1,+1], realizando 
1000 simulaciones. En la Tabla 11 se muestran los valores obtenidos a la salida de la DCT, 
produciéndose en éstos una acumulación de los resultados parciales mostrados 
anteriormente 
Tabla 11. Error medio, máximo y desviación típica en la salida de la DCT del algoritmo 3. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Salida DCT [18 12] 3.8200·10-2 1.5410·10-1 2.6700·10-2 
4.6.2. Efecto de la precisión finita del receptor 
En la Figura 43 se muestra el error obtenido en la DCT del algoritmo 3 del receptor 
para una trama de datos, empleando una entrada aleatoria entre -1 y 1. 
 




Figura 43. Error en la DCT del algoritmo 3 del receptor para una trama de datos con una entrada aleatori  de -1 y 1. 
Como se observa en la figura, el receptor introduce menos error que el transmisor. Esto 
se produce por la cuantificación empleada en el recptor. A continuación en la Tabla 12 se 
van a mostrar los errores en los puntos intermedios de la arquitectura cometidos en la DCT 
del receptor, debidos a la cuantificación. Para obtener estos errores, se han realizado 1000 
simulaciones, empleando una señal aleatoria entre [-1,+1]. 
Tabla 12. Error medio, máximo y desviación típica en cada punto intermedio en la DCT del algoritmo 3 del receptor. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Q1 [25 23] 5.9287·10-8 1.1845·10-7 3.3473·10-8 
Q2 [18 16] 7.6149·10-6 1.5254·10-5 4.3862·10-6 
Q3 [18 16] 0 0 0 
Q4 [25 23] 9.1838·10-8 1.6251·10-7 3.3019·10-8 
Qfft [18 15] 3.1271·10-4 4.0000·10-3 4.0551·10-4 
Q5 [18 15] 7.7933·10-6 1.5231·10-5 4.2374·10-6 
Q6 [18 16] 0 0 0 
Q7 [18 16] 1.1340·10-4 3.6621·10-4 9.3847·10-5 
Donde Q1 es la cuantificación del primer coeficiente Q132 I G/I5; Q2 es la salida 
de la multiplicación por el primer coeficiente (60); Q3 es el reordenamiento de la trama de 




√I5 ; Qfft es la salida de la 
FFT cuantificada (62); Q5 es la salida de la multiplicación por el segundo coeficiente (63); 
Q6 es la división del primer parámetro entre dos (64); y Q7 la etapa de pre-filtrado (65). 
Al igual que sucedía en el transmisor, la DCT del receptor posee dos elementos que 
introducen mayor error. Si bien estos errores son me ores que los que se introduce en el 
transmisor. Estos dos elementos son la FFT y la etapa de pre-filtrado. 















Error en la DCT en el receptor
 
 Técnica de acceso al medio basada en la Transformada Trigonométrica Discreta 
 
81 
En la Tabla 13 se puede observar el error medio, máximo y desviación típica obtenidos 
a la salida global de la DCT con una entrada aleatoria entre [-1,+1]. Para la obtención de 
los datos se han realizado 1000 simulaciones. Se recu rda que este error acumula el error 
parcial de cada punto intermedio mostrado antes. 
Tabla 13. Error medio, máximo y desviación típica en la salida de la DCT del algoritmo 3 del receptor. 
  Error absoluto medio Error absoluto máximo Desviación típica 
Salida [18 16] 1.8200·10-4 1.4000·10-3 1.8672·10-4 
El error generado por el receptor, es significativamente menor que el generado por el 
transmisor. Aunque este valor no mejora el obtenido por el algoritmo 1 en la recepción. 
4.7. Diseño de la arquitectura de la técnica de acceso basada en la DCT 
del algoritmo 3 
Para la implementación de la arquitectura de la DCT del algoritmo 3 se van a emplear 
los mismos parámetros que los utilizados anteriormente. Estos parámetros son la tasa de 
transmisión TTx=62.5Msps, el número de subcanales de entrada M=512 y el ratio de 
paralelismo Rp=2. 
Además, como la implementación se va a realizar en la misma FPGA Virtex 6 
xc6vlx240t [110], las restricciones a la arquitectura van a ser las mismas. Estas restricciones 
son el número máximo de multiplicadores disponibles CmFPGA=768 y frecuencia de 
muestreo del conversor fs=62.5MHz. Con estas restricciones se ha decidido fijar la 
frecuencia de la técnica de acceso a fper=62.5MHz, lo que fija el ratio de frecuencia en  
n
 !  1. Con este ratio se obtiene el tiempo de procesamiento máximo Mcmax=512 ciclos 
de reloj. 
4.7.1. Consumo de recursos 
Para el diseño de la DCT, se ha evaluado las operaciones necesarias para el algoritmo 
descrito anteriormente. De las seis fases en los que se puede dividir, la primera y la cuarta 
constituyen una multiplicación por una constante compleja. En la tercera fase s3 se realiza 
una FFT, para lo cual se utilizará un core generado por Spiral [111]. En la segunda fase s2 
se produce un cambio en el orden de los elementos y en la quinta fase s5 la división entre 
dos del primer elemento de la trama de datos. Finalmente, en la fase s6, se produce un pre-
filtrado de la señal de salida. Teniendo en cuenta stos comentarios, se puede establecer la 
siguiente carga computacional para el algoritmo: 
Fases s1 y s4, multiplicación por una constante: 
82  8o  4 
 	f    multiplicadores por cada etapa   (66) 
82  8o  2 
 	f    sumadores por cada etapa (67) 
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La fase s2, realiza un reordenamiento de la trama de datos, por tanto no emplea ningún 
multiplicador. 
Fase s3, realización de una FFT para M muestras de entrada: 
8x  8qq 	 multiplicadores    (68) 
8x  8qq  sumadores (69) 
Fase s5: división del primer elemento de la trama de datos entre 2. O lo que es lo mismo, 
se produce un desplazamiento de los bits hacia la derecha, y por lo tanto, no se emplea 
ningún operador. 
Fase s6: pre-filtrado de la salida. Se realiza un pre-filtrado de la señal de salida con la 
función k  I,`3	2.. Por lo tanto el número de multiplicadores empleados es el calculado 
según (70) y (71): 
8  8fjgq+jh multiplicadores (70) 
8  8fjgq+jh  sumadores (71) 
Donde CmpreFiltro = 1·Rp multiplicadores y CspreFiltro = 1·Rp sumadores. 
Por lo tanto, si se suman todas las fases que componen la DCT, se obtiene el número 
de multiplicadores CmDCT empleados para la DCT del algoritmo 3 en (72): 
8$r  82 + 8x + 8o + 8  4 
 f + 8qq + 4 
 f + 1 
 f  8qq + 9 
 f 
 (72) 
Recuerde que Cms2 y Cms5  no emplean ningún multiplicador. 
4.7.2. Cálculo de las restricciones de la arquitectura 
Se va a realizar un estudio conjunto de la latencia y el tiempo de procesamiento de la 
DCT del algoritmo 3 y del consumo de multiplicadores que puede emplear la arquitectura, 
teniendo en cuenta la frecuencia de reloj del periférico fper, el número de multiplicadores 
CmDCT usados, el ratio de frecuencia entre la frecuencia del periférico y la frecuencia del 
conversor Rf=fper/fs, y el ratio de paralelismo Rp. Con este estudio se pretende obtener las 
restricciones de la arquitectura. 
Se plantean dos restricciones: la primera teniendo en cuenta el número máximo de 
multiplicadores disponibles; y la segunda el tiempo de procesamiento disponible para 
realizar las operaciones, teniendo como parámetros l tiempo de procesamiento máximo 
Mcmax disponible en ciclos de reloj, el número de multiplicadores CmFFT usado por la FFT  
y el tiempo de procesamiento McFFT necesario. 
La primera restricción se obtiene del número de multiplicadores CmDCT (72) empleando 
el número máximo de multiplicadores disponibles CmFPGA, siendo en el caso de las 
multiplicaciones dependiente del ratio de paralelismo Rp. Para la segunda restricción se ha 
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calculado el tiempo de procesamiento McDCT disponible para la DCT, a partir del que se 
emplea en cada fase, y el tiempo de procesamiento Mcmax límite fijado anteriormente. 
8$r  8qq + 9 
 f ≤ 8quvw (73) 
$r  2 +I +x +o + ≤  (74) 
Despejando en cada ecuación, Mcs1=Mcs4=4 (ciclos de reloj empleados en la 
multiplicación compleja),  Mcs2=2 (ciclos para leer una memoria BRAM), y Mcs6= 6 (ciclos 
para realizar multiplicación y acumulación), se puede saber el número máximo de 
multiplicadores Cms3 y ciclos de reloj Mcs3 que se pueden utilizar para la FFT empleada en 
función del valor de Rp. 
8qq ≤ 8quvw 4 9 
 f     (75) 
qq  x ≤  4 4 
 2 4 8    (76) 
Por otro lado, la latencia LDCT de la DCT es la suma de las latencias de cada fase según 
(77): 
=$r  =2 + =I + =x + =o + = + = (77) 
Donde Ls2=Ls4=8 son las latencias de la multiplicación compleja; Ls3 es la latencia de la 
FFT; Ls2=M es la latencia del cambio de orden; Ls5=1 es la latencia del desplazamiento de 
primer elemento; y Ls6=6 es la latencia del pre-filtro.  
Asimismo, se recuerda que la latencia no tiene impacto en el diseño, solamente se 
emplea para tener una mejor definición de la arquitectura. 
4.7.3. Obtención de los parámetros para la FFT y la DCT 
Existen varias configuraciones de FFT que se pueden utilizar, primando ante todo la 
utilización del menor número de multiplicadores posible. Para generar la FFT se ha 
empleado un core que proporciona Spiral [111], el cual permite generar distintas 
arquitecturas con distintos ratios de paralelismo Rp. Como se ha realizado con los otros 
algoritmos, se ha elegido la FFT con un ratio de paralelismo Rp=2, de un tamaño de M=512 
puntos cuyos parámetros más característicos son (78) y 9): 
8qq  32 multiplicadores (78) 
qq  256	ciclos,					=qq  728		ciclos (79) 
Estos datos permiten que la DCT cumpla con los límites calculados en (75) y (76). 
Por otro lado, la fase s5 se puede unir con la fase s4 para ahorrar ciclos de reloj en la 
latencia y reducir el consumo de recursos. Con estos datos se puede obtener el número final 
de multiplicadores CmDCT empleados descrito en (72), según (80): 
8$r  82 + 8x + 8o + 8  8 + 32 + 8	 + 2  50  multiplicadores (80) 
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Por otro lado, la latencia LDCT queda definida por (81): 
=$r  =2 + =I + =x + =o + =  1262 ciclos (81) 
Donde Ls1=8 es la latencia de la fase s1, debida a la multiplicación compleja (60); Ls2=M 
es la latencia de la fase s2, debida a las memorias ping-pong (61); Ls3=LFFT=728 es la 
latencia de la FFT (62); Ls4=8 es la latencia de la fase s4, debida a la multiplicación 
compleja (63), aunque también se realiza el desplazamiento de bits (64); y Ls6=6 es la 
latencia en la fase s6, debida al pre-filtro (multiplicación más acumulación, 65). 
4.7.4. Arquitectura del transmisor 
En el caso de esta arquitectura, no se puede unir el módulo de la extensión simétrica 
con ninguna de las fases de la DCT del algoritmo 3 desarrollada, por lo que el número de 
recursos y la latencia empleada aumentarán respecto a las anteriores DTT. A continuación 
en la Figura 44, se muestra el diagrama de bloques de la arquitectura de la DTT con la DCT 
del algoritmo 3 y el módulo de la extensión simétrica para el transmisor. 
 
Figura 44. Diagrama de bloques de la arquitectura del transmisor DTT con la DCT del algoritmo 3. 
Dado que el ratio de paralelismo se ha fijado en Rp=2, Cms1=8 multiplicadores son 
necesarios en la fase s1 (60). Además, la latencia s de Ls1=8 ciclos de reloj. Después, la 
segunda fase s2 de la DCT del algoritmo 3 es un reordenamiento de la trama de datos (61), 
donde todas las muestras de la trama de datos Wm[k] deben estar disponibles al mismo 
tiempo. Por lo tanto, los datos deben ser almacenados en memoria, para que sean leídos en 
el orden correcto. Para evitar pérdida de datos, se han empleado dos memorias en modo 
ping-pong, por lo que en una se puede acceder para organizar los datos en el orden correcto, 
mientras que los nuevos datos se escriben en la otra. Esta fase implica una latencia de 
Ls2=M=512 ciclos. 
La tercera fase s3 es una FFT que requiere no sólo multiplicadores y sumadores, sino 
también memoria donde almacenar los valores intermedios (62). Este módulo se ha 
parametrizado con un tamaño de M=512 muestras y una representación en coma fija de 18 
bits, valor fijado por el ancho de palabra que propo cionan una de las entradas de los 
multiplicadores de la FPGA. La FFT presenta una arquitectura radix-2 semi-paralela, con 
log2M bloques en cascada. De nuevo, la selección del ratio de paralelismo es Rp=2, que 
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implica que sólo dos muestras de entrada Ym[k] son procesadas cada ciclo de reloj. Una FFT 
se completa cada McFFT=256 ciclos de reloj, con una latencia LFFT=728 ciclos. 
La cuarta fase s4 del módulo DCT es similar a la primera fase s1 (63), donde Cms4=8 
multiplicadores son usados y la latencia es Ls4=8 ciclos de reloj. Además esta fase se fusiona 
con la quinta fase s5 (64), que realiza una división entre dos del primer elemento de la trama 
de datos. En el caso de la sexta fase s6 de la DCT es un pre-filtrado de la señal zm[n] (65), 
con la función k  I,`3	2..  Esta fase implica una latencia de Ls6=6 ciclos. 
Como se puede observar, las seis fases que forman el módulo DCT están segmentadas. 
En consecuencia, como el throughput de cada datapath es de Tch=1 dato por cada ciclo de 
reloj y el ratio de paralelismo es Rp=2, el throughput global de la DCT es TcDCT= Tch·Rp=2. 
Con todo esto, todas las muestras de entrada Xm[k] son procesadas cada McDCT=256 ciclos. 
Como en las anteriores propuestas, la arquitectura c mple con la restricción de 
procesamiento máximo Mcmax=512 ciclos de reloj. 
Por lo tanto, el número de multiplicaciones CmTx empleadas para la realización de la 
arquitectura del transmisor de la DTT con la DCT del algoritmo 3 y el módulo de la 
extensión simétrica es (82): 
8  82 + 8x + 8o + 8 + 89:,  8 + 32 + 8 + 2 + 1  51 multiplicadores
 (82) 
Donde Cms1=8 es el número de multiplicadores en la fase s1 (60); Cms3=28 es el número 
de multiplicadores empleados en la FFT (62); Cms4=8 es el número de multiplicadores 
empleados en la fase s4 (63); Cms6=2 es el número de multiplicadores empleados en la fase 
s6 (65); y CmSE,Tx=1 es el número de multiplicadores empleados en el módulo de la 
extensión simétrica (8). 
La latencia LTx de la arquitectura propuesta para la DCT del algoritm  3 y el módulo de 
extensión simétrica es obtenida en (83): 
= 	=2 + =I + =x + =o + = + =9:,  1776 ciclos (83) 
Donde Ls1=8 es la latencia de fase s1, debida a la multiplicación compleja (60); Ls2=512 
es la latencia de la fase s2 (61), debida a las memorias ping-pong; Ls3=LFFT=728 es la 
latencia de la FFT (62); Ls4=8 es la latencia de la fase s4, debida a la multiplicación 
compleja (63), aunque también contiene a la fase s5 (64); Ls6=6 es la latencia de fase s6, 
debida al pre-filtro (multiplicación más acumulación, 65); y LSE,Tx=514 es la latencia del 
módulo de la extensión simétrica (9), debida a las memorias ping-pong. 
En la Figura 45 se puede observar el cronograma de l arquitectura realizada en el 
transmisor, que incluye la DCT del algoritmo 3 y el módulo de extensión simétrica. 
Primero, se recibe la señal Xm[k], sincronizada con la señal CEM (muestra de reloj 1). Esta 
señal CEM activa la señal de enable y hace que se comiencen a g erar direcciones para la 
memoria que almacena los coeficientes Q132 I G/I5 de la multiplicación (60) (muestra 
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de reloj 1). De esta multiplicación se obtiene Wm[k] (muestra de reloj 7), y a esta señal se 
le realiza un cambio en el orden de la trama de datos para obtener Ym[k] (muestra de reloj 
9). La señal next_in se activa para indicar a la FFT el comienzo de una nueva trama de 
datos (muestra de reloj 9). 
Una vez la FFT se ha producido, se activa la señal next_out y a continuación, se 
comienzan a entregar la señal ym[n] (muestra de reloj 13). También se comienzan a 




√I5  para la multiplicación 2 (63) (muestra de reloj 15). 
En esta operación también se realiza la división de la fase s5 (64). Con todo esto, se obtiene 
la señal zm[n] (muestra de reloj 19), la cual se filtra, para obtener pm[n] (muestra de reloj 
25). Por último, se añade la extensión simétrica, obteniendo qs[n] (muestra de reloj 26). 
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4.7.5. Arquitectura del receptor 
En el receptor no se puede unir el módulo de la extensión simétrica con ninguna de las 
fases de la DCT del algoritmo 3. Por lo tanto, el diagrama de bloques queda como se 
muestra en la Figura 46. 
 
Figura 46. Diagrama de bloques de la arquitectura del receptor DTT con la DCT del algoritmo 3. 
El ratio de paralelismo se ha fijado en Rp=2. Y debido a que la DCT implementada es 
ortogonal, sigue el mismo proceso de arquitectura qe la DCT del transmisor. Por lo tanto, 
el número de multiplicaciones CmRx empleadas para la realización de la arquitectura del 
receptor de la DTT con la DCT del algoritmo 3 y el módulo de la extensión simétrica es 
(84): 
8?  82 + 8x + 8o + 8  8 > 32 > 8 > 2  50 multiplicadores (84) 
Donde Cms1=8 es el número de multiplicadores en la fase s1 (60); Cms3=28 es el número 
de multiplicadores empleados en la FFT (62); Cms4=8 es el número de multiplicadores 
empleados en la fase s4 (63); Cms6=2 es el número de multiplicadores empleados en la fase 
s6 (65); y CmSE,Rx=0 es el número de multiplicadores empleados en el módulo de la 
extensión simétrica. 
La latencia LRx de la arquitectura propuesta para la DCT del algoritm  3 y el módulo de 
la extensión simétrica es obtenida en (85): 
=? 	=2 > =I > =x > =o > = > =9:,?  1774 ciclos (85) 
Donde Ls1=8 es la latencia de fase s1, debida a la multiplicación compleja (60); Ls2=512 
es la latencia de la fase s2 (61), debida a las memorias ping-pong; Ls3=LFFT=728 es la 
latencia de la FFT (62); Ls4=8 es la latencia de fase s4, debida a la multiplicación compleja 
(63), que también contiene a la fase s5 (64); Ls6=6 es la latencia de la fase 6, debida al pre-
filtro (multiplicación más acumulación, 75); y LSE,Rx=512 es la latencia del módulo de la 
extensión simétrica (10), debida a las memorias ping- ong. 
Como se observa en el cronograma de la Figura 47, la señal q’s[n] llega sincronizada 
con CEM (muestra de reloj 1). A partir de esta señal, se obti ne p’m[n] (muestra de reloj 2). 
Junto con esta señal, se comienzan a proporcionar ls coeficientes Q13
2
I G/I5 de la 
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primera multiplicación (60) (muestra de reloj 3). De esta multiplicación se obtiene la señal 
w’m[n] (muestra de reloj 7), la cual recibe un reordenamiento de la trama de datos, 
generando y’m[n] (muestra de reloj 9). Esta señal se introduce en la FFT, sincronizada con 
la señal next_in. 
Una vez que se ha producido la FFT, se activa la señ l n xt_out para indicar que se va 
a comenzar a proporcionar la señal Y’m[k] (muestra de reloj 13). Esta señal se introduce en 




√I5  para la multiplicación 2 (63) (muestra 
de reloj 15). En esta operación también se realiza la división de la fase s5 (64). Por último, 
la señal generada Z’m[k] (muestra de reloj 19) es filtrada, obteniendo la señal de salida 
X’m[k] (muestra de reloj 25). 
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4.8. Comparativa de los tres algoritmos desarrollados en la técnica 
basada en Transformadas Trigonométricas Discretas 
Después de realizar una explicación detallada de las tres posibles DCT que se pueden 
implementar, y de completar un exhaustivo estudio de cada una de ellas en términos de 
consumo de recursos, latencia, efecto de la precisión finita y arquitectura a desarrollar, se 
procede a mostrar una comparativa de los tres algoritmos empleados para la arquitectura 
de la DCT dentro del diseño de la arquitectura de la DTT. Primero, se realiza una 
comparativa del consumo de recursos de cada una de l s aproximaciones evaluadas; 
después, se realiza una comparativa del error en lasalida del transmisor; más tarde, en la 
salida del receptor; luego, se muestra el error comparando la salida del sistema completo 
con la entrada, y por último, se muestra los valores de SNR obtenidos para cada una de las 
implementaciones. 
4.8.1. Comparativa de consumo de recursos 
Se procede a reunir el consumo de multiplicadores empleados por cada una de las 
aproximaciones empleadas, ya que estos valores han ido calculados particularmente en 
cada apartado. Por tanto, se puede observar en la Tab 14 el consumo de multiplicadores 
de cada aproximación, tanto en el transmisor, como en el receptor. 
Tabla 14. Comparativa de consumo de multiplicadores por los tres algoritmos implementados. 
 transmisor receptor 
DCT del algoritmo 1 49 48 
DCT del algoritmo 2 45 44 
DCT del algoritmo 3 51 50 
Se observa que en los tres algoritmos se emplea un multiplicador más en la transmisión 
que en la recepción. Esto es debido a que ese multiplicador adicional se corresponde con el 
empleado para realizar la extensión simétrica. A su vez, se observa que la técnica que 
menos multiplicadores utiliza es la arquitectura con la DCT del algoritmo 2. 
4.8.2. Comparativa salida del transmisor 
En esta comparativa se estudia el error absoluto de ca a arquitectura del transmisor 
propuesto con su arquitectura ideal.  En la Tabla 15 se observa los valores obtenidos por 
cada uno de los algoritmos. Estos valores provienen de distintas tablas que se han 
presentado a lo largo de este apartado. En ellas se puede observar una tabla con el error 
medio, absoluto y desviación típica, siendo en la Tabla 2 los valores obtenidos para la DCT 
del algoritmo 1, en la Tabla 7 los valores obtenidos para la DCT del algoritmo 2, y en la 
Tabla 11 los valores obtenidos para la DCT del algoritm  3. 
Tabla 15. Comparativa de errores obtenidos por los tre algoritmos implementados en el transmisor. 
  Error absoluto medio Error absoluto máximo Desviación típica 
 algoritmo 1 [18 12] 2.3000·10-3 6.2700·10-2 3.3000·10-3 
 algoritmo 2 [18 12] 3.0470·10-4 1.5000·10-3 2.6470·10-4 
 algoritmo 3 [18 12] 3.8200·10-2 1.5410·10-1 2.6700·10-2 
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Como se observa en estos resultados, la comparativa en l  salida del transmisor 
dictamina que la arquitectura con la DCT del algoritmo 2 es la que mejores errores obtiene. 
La principal diferencia en los errores obtenidos se debe a que la DCT del algoritmo 2 realiza 
una iFFT de la mitad de elementos, lo cual implica que el peor caso tenga una amplitud 
menor, y por tanto, el número de bits empleados en la parte entera sea menor. Esto permite 
que se utilicen en las operaciones intermedias de la DCT más bits en la parte fraccionaria. 
4.8.3. Comparativa salida del receptor 
En este caso, se realiza la comparativa de los errores absolutos de los receptores 
implementados con su arquitectura ideal. Estos errores se han mostrado anteriormente en 
los estudios de efectos de precisión finita de los receptores. A continuación, se muestra una 
tabla en la que se pueden observar el error absoluto, máximo y desviación típica de cada 
uno de los algoritmos de DCT empleados en el receptor. Estos valores provienen de las 
tablas aportadas en cada apartado, siendo en la Tab4 los valores obtenidos para la 
algoritmo 1, en la Tabla 9 los valores obtenidos para la DCT del algoritmo 2, y en la Tabla 
13 los valores obtenidos para la DCT del algoritmo 3. 
Tabla 16. Comparativa de errores obtenidos por los tre algoritmos implementados en el receptor. 
  Error absoluto medio Error absoluto máximo Desviación típica 
 algoritmo 1 [18 16] 1.4216·10-5 4.7302·10-4 2.4604·10-5 
 algoritmo 2 [18 16] 2.8744·10-4 1.6000·10-3 2.5947·10-4 
 algoritmo 3 [18 16] 1.8200·10-4 1.4000·10-3 1.8672·10-4 
Como se observa en la Tabla 16, la comparativa en lsalida del receptor dictamina que 
la arquitectura con la DCT del algoritmo 1 es la que menores errores obtiene. Esto es debido 
a que, la DCT del algoritmo 1 es capaz de aprovechar mejor la cuantificación de la FFT, 
para los datos de entrada que se proporcionan en el r ceptor. 
4.8.4. Comparativa salida del sistema implementado 
Una vez se han mostrado el error absoluto que se genera n el transmisor y en el receptor 
de cada arquitectura, se procede a mostrar el error obtenido a la salida del sistema. Para ello 
se ha desarrollado una simulación del sistema completo trabajando en un canal ideal, sin 
ruido externo y empleando un canal de conversión de 16 bits. Se han realizado 1000 pruebas 
en la simulación con una entrada aleatoria entre [-1,+1] y el resultado es la obtención del 
error medio absoluto del sistema para cada subportadora. En la Figura 48 se muestra el 
error absoluto para cada una de las subportadoras del istema empleando la DCT del 
algoritmo 1. 
 




Figura 48. Error medio absoluto del sistema con la DCT del algoritmo 1, para una entrada aleatoria entre [-1,1]. 
Con estos valores absolutos se obtiene un error medio d  0.0033, para el caso de la 
arquitectura de la DCT del algoritmo 1. En la Figura 49 se muestra el error medio absoluto 
para cada subportadora del sistema empleando la DCT del algoritmo 2. 
 
Figura 49. Error medio absoluto del sistema con la DCT del algoritmo 2, para una entrada aleatoria entre [-1,1]. 
Con estos valores absolutos se obtiene un error medio d  0.0095, para el caso de la 
arquitectura de la DCT del algoritmo 2. En la Figura 50 se muestra el error absoluto para 
cada subportadora del sistema empleando la DCT del algoritmo 3. 
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Figura 50. Error medio absoluto del sistema con la DCT del algoritmo 3, para una entrada aleatoria entre [-1,1]. 
Con estos valores absolutos se obtiene un error medio d  0.0213 para el caso de la 
arquitectura de la DCT del algoritmo 3. 
Por lo tanto, en el sistema completo la implementación on la DCT del algoritmo 1 
obtiene unos errores más bajos que las otras dos implementaciones. Este hecho se produce 
debido a la cuantificación empleada en el receptor, que permite que el error en el receptor 
sea 10 veces más pequeño que en las otras dos implementaciones. 
4.8.5. Comparativa de prestaciones 
Por último, se va a mostrar en la Tabla 17 los valores obtenidos para el sistema con las 
tres implementaciones realizadas. Los sistemas están formados por los tres tipos de 
algoritmos de la DCT y el módulo de la extensión simétrica. Aunque, el módulo SE no 
añade ningún tipo de error por el efecto de la precisión finita. Los valores calculados son 
el SNR medio, el error cuadrático medio, el SNR máxi o y el máximo error. 
Tabla 17. Parámetros obtenidos de simulación del DTT cuantificado con distintas DCT, para el caso con ca al ideal, 
sin ruido y con conversor de 16 bits. 
 SNR medio Error cuadrático 
medio 
SNR máximo Error máximo 
 algoritmo 1 43.4817 dB 4.4940·10-5 43.4953 dB 0.0632 
 algoritmo 2 34.9841 dB 3.1748·10-4 34.9846 dB 0.0823 
 algoritmo 3 19.8667 dB 1.3700·10-2 19.9075 dB 2.2737 
Como se puede observar de la Tabla 17, la arquitectra que obtiene un mejor SNR es 
la que contiene a la DCT del algoritmo 1. Fundamentalmente, obtiene un mejor SNR que 
los otros dos algoritmos gracias a aprovechar de una manera más eficiente la cuantificación 
en el receptor. En cambio la arquitectura de la DCT del algoritmo 3, se ve perjudicada por 
el empleo de un pre-filtro a la salida de la DCT que introduce más ruido.
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4.9. Arquitectura de la Transformada Trigonométrica Discreta para 
banda estrecha 
Una vez se ha realizado el estudio comparativo entre las distintas implementaciones de 
la DCT para banda ancha, obteniendo en la comparativ  que la DCT del algoritmo 1 es la 
que obtiene mejores resultados, se procede a mostrar los valores obtenidos para la 
arquitectura de la DTT, empleando la DCT del algoritmo 1 para banda estrecha. El empleo 
de banda estrecha implica que el número de subcanales queda reducido a M=256 y la 
frecuencia de transmisión reducida a fTx=500ksps. Este cambio en los parámetros implica 
que el efecto de la precisión finita mejora, debido a que hay que modificar la cuantificación 
para adaptarse a un menor número de subcanales; y además, se dispone de más ciclos de 
reloj para realizar las operaciones, debido a la menor tasa de transmisión. 
La arquitectura del sistema para banda estrecha es similar a la arquitectura empleada 
para banda ancha. Por lo tanto, como ya se ha realizado todo el estudio de la arquitectura 
para la DCT del algoritmo 1 para banda ancha, en est  apartado sólo se realizará un resumen 
de las características de la DTT, empleando la DCT del algoritmo 1. 
4.9.1. Estudio de la precisión finita 
La Tabla 18 muestra la representación en coma fija definida para cada módulo y señal 
en el diseño propuesto, no sólo para el transmisor s n  también para el receptor. El ancho 
de palabra más común en el sistema es de 18 bits, fijado por el ancho de palabra de las 
celdas multiplicadoras (DSP48E1) disponibles en la FPGA. 
Tabla 18. Representación en coma fija del ancho de palabra para la arquitectura propuesta DTT. 




Entrada Tx Xm[k] 18 16 
Tx DCT 
Entrada Xm[k] 18 16 
Constante e-jmπ/2M 25 23 
Multiplicador eq. (59) 36 32 
Ym[k] 18 16 
Ym[k0] 18 9 
ym[n0] 18 9 
zm[n] 18 9 
Constante e-jπ(2m+1)/4M 25 23 
Multiplicador eq. (62) 36 32 
Módulo SE 
Entrada pm[n] 18 13 
Salida qs[n] 18 13 
Salida Tx 
Constante 1/√2 25 23 
Salida e[n] 18 13 
Entrada Rx 
Entrada r[n] 18 16 
Constante 1/√2 25 23 
Salida  q’s[n] 18 16 
Módulo SE 
Entrada q’s[n]  18 16 
Salida p’m[n] 18 16 
Rx DCT 
Entrada p’m[n] 18 16 
Constante e-jmπ/2M 25 23 
Multiplicador eq. (59) 36 32 
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ym[n] 18 16 
ym[n0] 18 16 
Ym[k0] 18 15 
Zm[k] 18 15 
Constante e-jπ(2m+1)/4M 25 23 
Multiplicador eq. (62) 36 31 
Salida X’m[k] 18 16 
Salida Rx X’m[k] 18 16 
Con estos valores de tamaño de ancho de palabra, los diferentes módulos del sistema 
tienen que ser evaluados y comparados con un modelo en c ma flotante. Las simulaciones 
se han llevado a cabo, proporcionando una señal de entrada aleatoria Xm[k], de 1000 
muestras de longitud y normalizada al máximo rango de entrada [-1,+1], para cada uno de 
los M=256 canales de entrada. La Tabla 19 describe el error medio y la desviación estándar 
para algunas señales intermedias de la arquitectura. Como puede observarse, desde un 
punto de vista global, el error medio absoluto es de 1.3096 ·10-4 para el transmisor, mientras 
que en el receptor es de 0.0031. Es importante destacar que la FFT es la que tieneuna 
influencia más remarcable en las figuras finales. 
Tabla 19. Error medio y desviación estándar para las señales intermedias en la arquitectura propuesta DTT, 
asumiendo una rango de entrada de [-1,+1] en Xm[k]. 
Módulo Parámetro error medio desviación 
estandar 
Tx DCT pm[n] 1.3096·10-4 2.0792·10-4 
Módulo SE qs[n] 0 0 
Salida Tx  e[n] 1.3096·10-4 2.0792·10-4 
Entrada Rx r[n] 0 0 
Módulo SE q’s[n] 0 0 
Rx DCT X’ m[k] 3.1000·10-3 2.8000·10-3 
4.9.2. Consumo de recursos 
El número de multiplicaciones CmTx empleadas para la realización de la arquitectura del 
transmisor de la DTT con la DCT del algoritmo 1 queda modificado respecto al calculado 
en (33), según (86): 
8  82 + 8qq + 8o + 89:,  8 + 4 + 8 + 1  21  multiplicadores (86) 
Donde Cms1=8 es el número de multiplicadores en la fase s1 (12);  CmFFT=4 es el número 
de multiplicadores empleados en la FFT (13); Cms4=8 es el número de multiplicadores 
empleados en la fase s4 (15); y CmSE,Tx=1 es el número de multiplicadores empleados en el 
módulo de la extensión simétrica (8). 
El empleo de un número menor de multiplicadores en la FFT se debe a que, al disponer 
de un mayor número de ciclos de reloj en el tiempo de procesamiento para la arquitectura, 
gracias a trabajar en banda estrecha, se ha decidido emplear un diseño basado en una 
arquitectura iterativa. Esta arquitectura posee una m yor latencia y tiempo de 
procesamiento, pero a cambio necesita emplear un número menor de multiplicadores. 
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El número de multiplicaciones CmRx empleados para la realización de la arquitectura del 
receptor de la DTT con la DCT del algoritmo 1 también se modifica respecto al calculado 
en (35), según (87): 
8?  82 + 8qq + 8o + 89:,?  8 + 4 + 8 + 0  20  multiplicadores (87) 
Donde Cms1=8 es el número de multiplicadores en la fase s1 (12); CmFFT=4 es el número 
de multiplicadores empleados en la FFT (13); Cms4=8 es el número de multiplicadores 
empleados en la fase s4 (15); y CmSE,Rx=0 es el número de multiplicadores empleados en el 
módulo de extensión simétrica. 
Como ocurre en el transmisor, para el diseño de la FFT en el receptor se ha decidido 
emplear una arquitectura iterativa que reduce el número de multiplicadores utilizados. 
4.9.3. Cálculo de la latencia 
Aunque la latencia no tiene impacto en el diseño, se emplea para tener una mejor 
definición de la arquitectura desarrollada. En estecaso, la latencia LTx del transmisor de la 
arquitectura propuesta para la DCT del algoritmo 1 y el módulo SE se modifica respecto a 
la calculada en (34), según (88): 
= 	=2 + =I + =9:, + =o  8 + 1157 + 514 + 8  1687  ciclos (88) 
Donde Ls1=8 es la latencia de la fase s1 (12); Ls2=LFFT=1157 es la latencia de la FFT 
(13); LSE,Tx=514 es la latencia del módulo SE (9), que contiene también a la fase s3 (14); y 
Ls4=8 es la latencia de la fase s4 (15). 
El incremento del número de ciclos se debe al empleo de la arquitectura iterativa en la 
FFT, que aumenta la latencia a LFFT=1157 ciclos. 
La latencia LRx del receptor de la arquitectura propuesta para la DCT del algoritmo 1 y 
el módulo SE también se modifica respecto a (36), según (89): 
=? 	=9:,? + =2 + =I + =x + =o  512 + 8 + 1157 + 512 + 8  2197  ciclos
 (89) 
Donde LSE,Rx=512 es la latencia del módulo SE (10); Ls1=8 es la latencia de la fase s1 
(12); Ls2=LFFT=1157 es la latencia de la FFT (13); Ls3=512 es la latencia de la fase s3 (14); 
y Ls4=8 es la latencia de la fase s4 (15). 
Como sucede en el transmisor, el aumento del número de ciclos se debe al empleo de 
la arquitectura iterativa en la FFT, que aumenta la l tencia a LFFT=1157 ciclos. 
4.9.4. Resultado SNR 
En el apartado de resultados, se va a realizar una comparación entre el modelo en coma 
flotante y el modelo en coma fija, teniendo en cuenta la relación señal-ruido (SNR) del 





máximo absoluto como se define en [112]. La Tabla 20 muestra estas figuras de mérito, y 
también para una simulación con una entrada aleatoria Xm[k] entre [-1,+1] de 1000 muestras 
de longitud y una amplitud normalizada al máximo valor de entrada. 
Tabla 20. Comparación entre los modelos en coma fija y coma flot nte de la arquitectura propropuesta para DTT de 
banda estrecha. 
 Coma flotante Coma fija 
SNR  301.28 dB 49.7527 dB 
error cuadrático medio  1.1638·10-31 1.0599·10-5 
Pico SNR 309.3471 dB 49.7504 dB 
Error absoluto máximo 8.9689·10-16 2.4800·10-2 
Como se observa, al emplear la DTT para banda estrecha, se ha mejorado los resultados 
obtenidos respecto a banda ancha. Esto se debe a que para banda estrecha se ha empleado 
un número menor de subcanales, que influye directamente en la cuantificación de la FFT, 
aumentando los bits en la parte fraccionaria. El hecho de disponer de un número mayor de 
bits en la parte fraccionaria reduce el error debido a la precisión finita. 
4.10. Conclusiones 
Para el estudio de la técnica multi-portadora basada en transformadas trigonométricas 
se han establecido tres posibilidades de arquitectura de la Transformada del Coseno 
Discreta (DCT). Estas transformadas han sido analizadas en cuanto a consumo de recursos, 
efecto de la precisión finita y latencia necesaria, obteniendo que la DCT del algoritmo 1 es 
la arquitectura más eficiente a realizar en la FPGA seleccionada.  
Como se ha visto, gracias a la flexibilidad del diseño, éste se ha podido implementar 
tanto para banda estrecha, como para banda ancha. Esto se consigue modificando los 
parámetros de entrada y la frecuencia de funcionamiento del diseño para adaptarlo a la 
demanda solicitada. 
Estos parámetros de entrada permiten modificar, por ejemplo, el ratio de paralelismo 
del sistema (Rp), lo cual indica el número de datapaths que se procesan simultáneamente. 
Este parámetro afecta también al consumo de recursos, ya que al seleccionar más datapaths, 
aumenta el número de recursos necesarios para realizarlo. 
Por otro lado, también se puede seleccionar el número M de subcanales de entrada, así 
como, el número de elementos que se repetirán con la extensión simétrica (SE). Gracias a 
lo cual, se puede ajustar el número según el medio en el que se quiera transmitir. 
Por último, como se ha observado al diseñar tres tipo  diferentes de arquitecturas de la 
DCT, se ha realizado un estudio exhaustivo del efecto de la precisión finita para minimizar 




















Técnica de acceso al medio basada en 
bancos de filtros polifásicos 
La técnica multi-portadora basada en banco de filtros (FBMC) se presenta como una 
alternativa real a las basadas en DFT [43]. FBMC presenta una serie de ventajas a tener en 
cuenta: mayor separación espectral de la información transmitida en cada subportadora y 
mayor robustez frente al ruido. Además al igual que la técnica de acceso anterior, emplea 
una DCT en lugar de un DFT. Esto hace que se produzca na mayor compactación de la 
energía, y junto al empleo de un banco de filtros, se genere mayor eficiencia espectral. A 
su vez, FBMC no necesita extensión simétrica para eliminar las interferencias ICI, ya que 
gracias al banco de filtros polifásico se reducen los lobulos laterales de las subportadoras. 
Gracias a estas características, FBMC es un serio candidato para la tecnología 5G [45] 
[113]. El sistema FBMC propuesto tiene su base en la capa física de banda base de wavelet 
OFDM definido en [26]. Los coeficientes de la respuesta impulsiva de los M canales de 
transmisión de los filtros son dados por (90), para el transmisor. 
,-.  I5 
 ℎ,-. 
 cos FHB + 2IJ G5 H- + 532I JK (90) 
Donde m=0 … M-1. 
Usando matrices, estos filtros en el dominio Z son (91): 




Que pueden expresarse como (92): 
[  	[ 
 ,[I5[15[I5. 
   ¡ 4 ¢4¡ 4 ¢£ 
 ¤¥ 
 Ө (92) 
Donde Ө es una matriz diagonal de (M x M); C4e es una DCT-IV de M elementos; y g0 
y g1 son matrices diagonales de (M x M) con los elementos de (93): 
,[.,  §¨4[  
,[.,  §¨34[ (93) 
Donde Gl(z2M), con 0 ≤ l ≤ (2M-1), son las 2M descomposiciones de los filtros tipo I 
polifásicos de la función del sistema prototipo H(z) [114]. 
Con el receptor, se ha seguido el siguiente esquema d  modulación coseno (94): 
ℎ,-.  I5 
 ℎ,-. 
 cos FHB + 2IJ G5 
 H" 4 1 4 - + 532I JK (94) 
Donde N = 2048 es la longitud del filtro prototipo. 
La expresión de la matriz de los filtros del receptor h(z) es (95): 
©[  Ө 
 ¤¥ 




 [ (95) 
Una vez se ha introducido teóricamente la técnica multi-portadora basada en banco de 
filtros, se procede a definir la arquitectura que la compondrá. Dado que el número de 
subcanales será elevado, se ha pensado en procesar éstos de manera semi-paralela. Esto 
permite que todos los canales se procesen cumpliendo los tiempos de procesamiento para 
su ejecución en tiempo real y a su vez el número de recursos dedicados no se eleve 
demasiado. Para definir cuántos subcanales son procesados en paralelo, se define un ratio 
de paralelismo Rp. Este ratio se empleara en los diferentes cálculos para obtener tanto el 
número de recursos, como la latencia, tiempo de procesamiento y throughput de las 
distintas partes que formarán la técnica de acceso al medio. La introducción de un ratio de 
paralelismo Rp otorga a la arquitectura una flexibilidad que permite poder adaptar el diseño 
a cualquier tipo de dispositivo. Junto a la elección de distintos números de subcanales de 
entrada y la frecuencia de funcionamiento del sistema, permite que sea adaptable a 
cualquier entorno que se desee considerar. 
Con estos parámetros configurables, se ha definido el transmisor y el receptor FBMC. 
El diseño consta de varios módulos en los que se podrán configurar estos parámetros, para 
definir el número de subcanales, el ratio de paralelismo y la frecuencia de funcionamiento. 
En la Figura 51 y Figura 52 se muestra el diagrama de bloques del transmisor y del receptor 
respectivamente. Siguiendo el diagrama de bloques del transmisor (Figura 51) se observa 
como la entrada Vm[k] se introduce en el módulo multiplicador Ө. Después, la señal 
procesada Xm[k] se conduce a la Transformada Discreta del Coseno d  tipo IV (módulo 
DCT). Más tarde, cada señal de salida pm[n] del bloque DCT es duplicada e introducida en 
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un módulo de matrices. Después de esto, las S=2·M salidas resultantes qs[n] son procesadas 
por el banco de filtros polifásicos y, finalmente, las señales ts[n] son sumadas y serializadas 
para obtener la señal e[n], que será transmitida. 
 
Figura 51. Diagrama de bloques del transmisor FBMC. 
Por otro lado, en el diagrama de bloques de la Figura 52, la señal de entrada r[n] se 
paraleliza obteniendo S=2·M señales t’ s[n]. Después del banco de filtros polifásicos, el 
módulo Matriz procesa las señales q’ [n], y más tarde la suma en pares. A continuación, la 
señal resultante p’m[n] se dirige al módulo DCT. Finalmente, las señales X’m[k] se procesan 
en el módulo multiplicador Ө, para obtener la señal final de recepción V’m[k]. 
 
Figura 52. Diagrama de bloques del receptor FBMC. 
A continuación, se va a realizar un estudio de las distintas partes que componen la 
arquitectura, abarcando los aspectos teóricos, efectos de la representación en coma fija, 
consumo de recursos y frecuencia de funcionamiento. Primeramente, se va a describir la 
DCT (Discrete Cosine Transform), básicamente constituida por una FFT (Fast Fourier 
Transform) y las multiplicaciones por los cosenos; después se analizarán las matrices de 
transformación I-J ; y por último el banco de filtros polifásicos FIR. Una vez descrita la 
arquitectura de cada módulo, se procede a describir la arquitectura completa del sistema. 
Después se realizará un estudio del consumo de recursos, representación en coma fija y 
latencia del sistema completo. 
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Por último, se realizará un estudio para el diseño del banco de filtros polifásico, en el 
que se evaluarán distintas aproximaciones, realizando tanto un análisis del efecto de la 
precisión finita, como del consumo de recursos de cada una de las aproximaciones que se 
propongan. 
5.1. Módulo multiplicación Ө 
La multiplicación Ө consiste en un módulo que multiplica cada señal de entrada Vm[k] 
por la constante Өm. Este módulo se describe matemáticamente según (96), donde m es el 
índice de cada uno de los M subcanales de entrada: 
A,B.  Ө 
 ª,B.						  0,… , 4 1 (96) 
La constante Өm está formada por 1 y -1, por lo que la acción que se realiza sobre la 
señal de entrada Vm[k] es invertir la señal o dejarla igual. 
El efecto de precisión finita que se comete al trabajar en coma fija, en este caso es nulo, 
puesto que la acción de invertir la señal de entrada no supone introducir ningún error. 
Después se va a realizar una estimación de consumo de recursos para la realización de 
esta acción. Para ello, se va a considerar el empleo de celdas multiplicadoras DSP48E1 
[109] y de sumadores. Como se observa en (96), sólo e realizan operaciones de 
multiplicación, por lo que el empleo de sumadores es nulo.  
Para el cálculo de multiplicadores se va a emplear el ratio de paralelismo del diseño Rp.
Este ratio indica el número de subcanales de entrada que son procesados en paralelo, por 
lo que el gasto de multiplicadores CmTheta en el módulo Ө queda definido por (97): 
8#g 	f (97) 
Pese a que la latencia no tiene impacto en el diseño, s  ha decidido calcular para tener 
una mejor definición de la arquitectura desarrollada. La latencia LTheta que presenta en el 
módulo Ө se corresponde con (98): 
=#g  2 (98) 
Que se corresponde con 2 ciclos de reloj, para realizar la multiplicación. 
5.2. Transformada Discreta del Coseno 
El siguiente módulo a implementar es la DCT (Discrete Cosine Transform); este 
módulo consiste en una DCT de tipo IV que incluye una FFT [106] [107] [108]. La DCT 
que se va a desarrollar es la misma que la empleada en el apartado 4.2. Se recuerda que esta 
transformada se define por (99): 
/,-.  ∑ A,B. cos FG5 H- + 2IJ HB + 2IJK		512LMN B  0,… , 4 1 (99) 
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Donde p[n] es la salida de la señal de la DCT; M es el número de puntos de entrada; y 
X[k] es la señal de entrada. 
Tomando como referencia (99), el módulo DCT puede dividirse en cuatro fases: 
a) Generación de la secuencia Ym[k] a partir de la señal de entrada dada Xm[k] 
multiplicando por la constante Q1RSTU'  , según (100): 
V,B.  A,B. 
 Q1RSTU'  (100) 
b) Obtención de la señal ym[n] mediante la FFT de Ym[k] según (101): 
W,-.  XYV,B.Z (101) 
Donde el operador F{} realiza una FFT de M puntos. 
c) Reordenación de la señal ym[n], obteniendo la señal zm[n] según (102): 
[I+32,-.  W+,-.  
[I+,-.  \]-^	YW1+,-.Z (102) 
Donde i = 0,…,
5
I 4 1; yi[n] es la salida de la FFT; y el operador c nj{} es el conjugado 
de la señal. 
d) Generación de la secuencia pm[n] a partir de la señal zm[n] multiplicando por una 
constante Q1RTSa'  según (103): 
/,-.  2 
 Q d[,-. 
 Q1RTUS_`a' e (103) 
Donde zm[n] es la salida del reordenamiento de la trama de datos; pm[n] es la salida del 
módulo DCT; y Re{} es el operador parte real. 
La arquitectura de la DCT del receptor (véase la Figura 52) es idéntica a la del 
transmisor, ya que las transformadas directa e inversa tienen la misma definición en la 
DCT-IV. Sin embargo, nótese que la señal de entrada de l  DCT del receptor es p’m[n] y la 
de salida X’m[k], en lugar de Xm[k] y pm[n] respectivamente. 
5.2.1. Efecto de la precisión finita 
A continuación, se presenta el estudio del efecto de la representación en precisión finita 
(cuantificación) realizado en la DCT. Para la realizac ón de este diseño, al igual que sucedía 
en la arquitectura de la DTT, se ha buscado el empleo de un único multiplicador por 
multiplicación, sin necesidad de extensiones de palabr . Como se va a emplear la tarjeta 
ML605 de Xilinx para la implementación del diseño y ésta posee una FPGA Virtex6 
xc6vlx240t, las celdas multiplicadoras DSP48E1 [109] proporcionados por la arquitectura 
de esta FPGA disponen de una entrada de 18 bits y otra de 25 bits. Por esto, se ha decidido 
emplear una cuantificación de 18 bits para los datos  transmitir, variando el número de bits 
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de la parte fraccionaria dependiendo de los valores máximos de cada zona. La 
cuantificación de 25 bits se deja para los coeficientes. La decisión de emplear la 
cuantificación de 18 bits para los datos es debida a que, en el core de la FFT, éste es el 
máximo ancho de palabra para el empleo de un solo mu tiplicador por operación. En la 
Figura 53 se puede observar los puntos de cuantificación utilizados y su valor, así como las 
distintas fases descritas anteriormente. 
 
Figura 53. Diagrama de bloques con cuantificación empleada en el módulo DCT. 
Con el objetivo de analizar la influencia de la cuantificación, además de la 
cuantificación de 18 bits, se ha probado una cuantificac ón menor y otra superior para 
comprobar la idoneidad de la propuesta de 18 bits, obteniendo los resultados mostrados en 
la Tabla 21. El parámetro error absoluto indica la máxima diferencia obtenida entre la señal 
en coma fija y en doble precisión en coma flotante, mi ntras que el error relativo divide el 
error absoluto entre el mayor valor de la salida en coma flotante. Para la realización de esta 
comprobación se han transmitidos 100 tramas de datos con valores aleatorios entre [-1,1]. 
Tabla 21. Error obtenido en el módulo DCT4e  para cada caso de cuantificación. 
 [16 10] [18 12] [20 14] 
error absoluto 0.2364 0.0692 0.0150 
error relativo 1.264 0.3372 0.0791 
Se observa que a medida que se aumenta el número de bits  la cuantificación se reduce 
el error. En el caso de la cuantificación [18 12] se obtienen unos valores adecuados para 
realizar la DCT-IV. En la Figura 54 se puede observar la diferencia entre el módulo DCT4e 
con y sin efecto de la precisión finita. Para ello, se ha transmitido una trama de datos con 
un valor constante de 0.5. La media del error introducido por la cuantificación [18 12] es 
del 0.64% respecto al máximo valor de salida en coma flotante. 
 




Figura 54. Error absoluto de la salida de DCT4e de sistema con coma fija [18 12] y con coma flotante para una 
entrada X[k] constante de 0.5. 
5.2.2. Consumo de recursos 
Como se ha explicado anteriormente, el módulo DCT está formado por 4 fases (véase 
la Figura 53). Al igual que ocurría en el módulo Ө, se va a emplear un ratio de paralelismo 
en el bloque RpDCT. Con este ratio se consigue una reducción del número d  recursos a 
emplear, indicando el número de subcanales que se entregarán en paralelo, tanto a la FFT, 
como a las multiplicaciones de la DCT. Modificando el valor de RpDCT, que puede variar 
desde 1 hasta M, se puede modificar este ratio de paralelismo, aunque también afecta al 
número de recursos que se emplea y al tiempo de proc samiento final. 
A continuación se van a desarrollar los recursos empl ados en cada fase de la DCT. La 
primera y cuarta fase consisten en una multiplicación por una constante compleja. En la 
segunda fase se realiza una FFT, para lo cual se propone el uso de un core IP generado por 
Spiral [111]. Esto es debido a que el core proporcionado por Spiral se ajusta mejor a los 
requisitos de un modelo semi-paralelo que se va a emplear en esta arquitectura. Teniendo 
en cuenta estos comentarios, se puede establecer la siguiente carga computacional para el 
algoritmo: 
Fase s1 y s4, multiplicación por una constante compleja: 
82/o  4 
 	f$r multiplicadores por cada fase (104) 
82/o  2 
 	f$r  sumadores por cada fase (105) 
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Fase s2, realización de un FFT de M elementos: 
8I  8qq         multiplicadores (106) 
8I  8qq         sumadores (107) 
La fase s3 no necesita ninguna operación matemática, al tr tarse de un reordenamiento 
de los datos de la trama de datos. Sin embargo, si que empleará memorias BRAM para 
realizar este reordenamiento. 
El número total de multiplicadores CmDCT a emplear por la DCT se obtiene de la suma 
de las distintas fases que la componen, según (108): 
8$r  82 + 8I + 8o  4 
 f$r + 8qq + 4 
 f$r  8qq + 8 
 f$r (108) 
5.2.3. Cálculo de las restricciones de la arquitectura 
Se va a realizar un estudio conjunto de la latencia de la DCT y del consumo de 
multiplicadores que puede emplear la FFT, teniendo en cuenta la frecuencia de reloj del 
periférico fclk, el número de multiplicadores CmDCT usados, el ratio de frecuencia entre la 
frecuencia del periférico y la frecuencia del conversor Rf=fclk/fs, y el ratio de paralelismo 
Rp. Con este estudio se pretende obtener las restricciones de la arquitectura que se imponen 
al emplear la FPGA Virtex6 xc6vlx240t.  
Para realizar el cálculo de la latencia y el consumo de multiplicadores se van a plantear 
dos restricciones: la primera teniendo en cuenta el número máximo de multiplicadores 
disponibles; y en la segunda el tiempo de procesamiento disponible para realizar las 
operaciones; teniendo como parámetros tiempo de procesamiento máximo Mcmax, el 
número CmFFT de multiplicadores usado por la FFT y el tiempo de procesamiento McFFT 
necesario. 
La primera restricción se obtiene de la suma del número de multiplicadores CmDCT (108) 
siendo este valor dependiente del ratio RpDCT. Esta suma esta restringida por el número 
máximo de multiplicadores disponibles CmFPGA. Para la segunda ecuación se ha calculado 
el tiempo de procesamiento McDCT disponible, a partir del que se emplea en cada fase,
empleando para ello, la limitación del tiempo de procesamiento Mcmax límite. 
8$r  8qq + 8 
 fqq ≤ 8quvw (109) 
$r  2 +I +x +o ≤  (110) 
Despejando en cada ecuación, de Mcs1=Mcs4=4 (ciclos de reloj empleados en la 
multiplicación compleja), y de Mcs3=2 (ciclos para leer una memoria BRAM), se puede 
saber el número máximo de multiplicadores Cms2 y tiempo de procesamiento Mcs2 que se 
pueden utilizar para la FFT en función del valor de RpDCT. 
8qq ≤ 8quvw 4 8 
 f$r (111) 
qq  I ≤  4 4 
 2 + 2 (112) 
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Por otro lado, se recuerda que la latencia no tieneimpacto en el diseño, pero sí se emplea 
para tener una mejor definición de la arquitectura. Dicho esto, la latencia LDCT de la DCT 
queda según (113): 
=$r  =2 + =I + =x + =o (113) 
Donde Ls1=Ls4=8 son las latencias típicas de la multiplicación compleja; Ls2 es la 
latencia de la FFT; y Ls3=M es la latencia del cambio de orden. 
5.3. Matrices I – J 
Este módulo realiza la multiplicación de la señal de entrada pm[n] con dos matrices 
diagonales I y J. Estas dos matrices I  y J se combinan de manera que generan S señales de 
salida qs[n] en el transmisor. Nótese que hay M señales de entrada pm[n] en el módulo 
transmisor, mientras que se generan S = 2·M salidas qs[n], según (114) y (115): 
*,-.  /,-. 4 /5112,-.«¬¬¬¬¬­¬¬¬¬¬®
5j+¯1°
 (114) 
*35,-.  4/,-. 4 /5112,-.«¬¬¬¬¬¬­¬¬¬¬¬¬®
5j+1¯1°
   donde m = 0,…, M-1. (115) 
En el caso del receptor, como se ve en la Figura 52, la señal de entrada del módulo es 
q’s[n], mientras que p’m[n] es la señal de salida, que se combina con las matrices I  y J según 
(116): 








Donde s = 0,…, S-1. 
Las matrices empleadas utilizan la señal de entrada (matriz I ) o la señal de entrada en 
orden inverso (matriz J). Con esto, la combinación de ambas matrices es la sum  o resta de 
la entrada consigo misma, por lo que no se han de emplear multiplicaciones para realizar 
estas operaciones. 
En este caso, no se producen errores por cuantificación, ya que las sumas y restas que 
se realizan por las combinaciones de las matrices no producen acarreo. Por lo tanto, no es 
necesario modificar la cuantificación asignada anteriormente [18 12]. También se ha 
observado que no se produce desbordamiento, ya que las multiplicaciones de la DCT-IV 
así lo favorecen. 
Para esta fase, no habrá multiplicaciones, ya que sólo se realiza una suma por cada 
elemento, por lo que el número de sumadores Csmatriz depende del ratio de paralelismo Rp 
de la matriz. El número de sumadores queda según (117). 
8j+  2 
 f (117) 
La latencia LMatriz que presenta en la Matriz I  y J se corresponde con (118): 
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=5j+  4 + (118) 
Que se corresponde con 2 ciclos del acceso a memoria, más otro ciclo por las 
operaciones de suma y un último ciclo de reloj correspondiente al retardo de M=512 ciclos 
de reloj que se implementa en qm+M[n]. Además hay que considerar una latencia extra de 
M ciclos producida por el empleo de memorias ping-pong para producir los datos en el 
orden correcto. 
5.4. Banco de filtros polifásicos 
El banco de filtros polifásicos consiste en un banco Gs(z) de S=2·M filtros FIR (Finite 
Impulse Response) de orden siete. Sólo el primer y tercer coeficiente, cs,0 y cs,2, no son 
nulos, por lo que el banco de filtros queda definido según (119): 
²[  \,N + \,I 
 [1I (119) 
Esto reduce significativamente la carga computacionl. Tanto el transmisor como el 
receptor incluyen el mismo banco de filtros polifásico . En la Figura 55 se muestran los 
coeficientes proporcionados para el filtro diseñado. 
 
Figura 55. Coeficientes empleados en el banco de filtros FIR polifásicos. 
Como se observa, los coeficientes de los filtros no uperan la unidad en ningún caso. 
Este dato es importante en términos de efecto de laprecisión finita, puesto que se ha de 
determinar el número de bits que se destinan a la prte entera y a la parte fraccionaria. 
Para la realización del filtro se ha buscado un compr iso entre utilización de recursos 
y número de ciclos de reloj necesarios para operar. Por ello, se optó por realizar bloques de 
filtros que trabajan en paralelo. Con esto se consigue disminuir el número de ciclos para 
realizar todos los filtros, pero se utiliza un número reducido de recursos al realizar cada 
bloque M/RpF filtros, siendo RpF el ratio de paralelismo en los filtros. 
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5.4.1. Efecto de la precisión finita 
La representación en coma fija utilizada en los coefi ientes que determinan el filtro es 
de 25 bits con 23 bits de parte fraccionaria (véase el apartado 5.2.1), mientras que la 
cuantificación de los datos proporcionados desde las m trices I-J  es de 18 bits con 12 bits 
de parte fraccionaria. En la Figura 56 se pueden observar las distintas cuantificaciones 
utilizadas en el sistema a partir de la Matriz I  y J. 
 
Figura 56. Diagrama de bloques de Matriz y banco de filtros indicando zonas de cuantificación. 
Por tanto, una vez definida la precisión finita en los coeficientes del filtro, se realiza el 
filtrado de las señales proporcionadas por las matrices I-J . En la Figura 57 se muestra la 
comparativa entre la salida del filtro en coma fija y la salida del filtro en coma flotante, 
mostrando la diferencia de ambas. Para esta comparativa se ha empleado una sola trama de 
datos con un valor constante de 0,5.  
 
Figura 57. Error absoluto a la salida del banco de filtros de sistema con coma fija [18 12] y con coma flotante para 
una entrada x[k] constante de 0.5. 
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5.4.2. Consumo de recursos 
Por cada bloque del filtro se utilizan dos multiplicadores para la realización de la etapa 
de filtrado, ya que, como se ha descrito antes, el filtro posee tres coeficientes, aunque el 
segundo es nulo. Así, en función del parámetro RpF (ratio de paralelismo en el banco de 
filtros), el número de multiplicadores CmF utilizados será (120): 
8q  hgq 
 fq + 8r: (120) 
Donde CmCTE se corresponde con la multiplicación final por la constante 1 √2⁄ ; y McoefF 
es el número de coeficientes no nulos. 
5.4.3. Latencia 
Se recuerda que la latencia no tiene impacto en el dis ño, solamente se emplea para 
tener una mejor definición de la arquitectura. Para l  realización de la etapa de filtrado, se 
va a emplear una celda básica de multiplicación másacumulador. Esta celda, llamada 
DSP48E1 [109], necesita LDSP=3 ciclos de reloj para realizar las operaciones. Por tanto, 
para la obtención del primer dato de la etapa de filtrado y suma, se necesitan LF ciclos de 
reloj (121): 
=q  2 
 =$9u + = + =r: (121) 
Siendo Lsuma=3 el número de ciclos necesario para la suma de los pares de señales del 
filtro tm[k] y tm+M[k]; y LCTE=2 el número de ciclos de reloj necesario para realizar a 
multiplicación por la contante 1 √2⁄ . 
5.5. Arquitectura del sistema 
Para la implementación de la arquitectura de FBMC se van a emplear los mismos 
parámetros que los utilizados en la DTT. Estos parámetros son la tasa de transmisión 
TTx=62.5Msps, el número de subcanales de entrada M=512 y el ratio de paralelismo Rp=2. 
Además, como la implementación se va a realizar en la misma FPGA Virtex 6 
xc6vlx240t [110], las restricciones a la arquitectura van a ser las mismas. Estas restricciones 
son el número máximo de multiplicadores disponibles CmFPGA=768 y la frecuencia de 
muestreo del conversor fs=62.5MHz. Con estas restricciones se ha decidido fijar la 
frecuencia de la técnica de acceso a fper=62.5MHz, lo que fija el ratio de frecuencia en  
n
 !  1. Con este ratio se obtiene el tiempo de procesamiento máximo Mcmax=512 ciclos 
de reloj. 
5.5.1. Obtención de parámetros de la FFT y de la DCT 
Como se va a emplear el algoritmo 1 de la DCT desarroll da para la Transformada 
Trigonométrica Discreta, los parámetros carácteristico  de la FFT van a ser los mismos. 
Para generar la FFT se ha empleado un core que proporci na Spiral [111], el cual permite 
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generar distintas arquitecturas con distintos ratios de paralelismo Rp. Como se ha realizado 
anteriormente, se ha elegido la FFT con un ratio de paralelismo Rp=2, de un tamaño de 
M=512 puntos cuyos parámetros más característicos son (122) (123): 
8qq  32 multiplicadores (122) 
qq  256		ciclos,			=qq  728		ciclos (123) 
Con estos nuevos datos y trabajando sobre las restricciones calculadas sobre la 
arquitectura de la FFT en (111) y (112), se obtiene (124) (125): 
8qq  32	 ≤ 8quvw 4 8 
 f$r  768 4 16  752 (124) 
qq  I  256 ≤  
  4 4 
 2 + 2  502 (125) 
Como se observa, con la FFT con RpDCT=2, se cumplen las restricciones especificadas, 
por lo que ésta será la FFT implementada en el diseño. 
Se puede establecer, a su vez, los valores de número de multiplicadores y el tiempo de 
procesamiento empleado en la DCT. Empleando los valores obtenidos en la FFT se puede 
calcular el número de multiplicadores CmDCT empleados en la DCT (109) y también, 
calcular el valor de la latencia LDCT de la DCT (113), obteniendo los resultados mostrados 
para CmDCT (126) y para la latencia LDCT (127): 
8$r  4 
 fqq + 8qq + 4 
 fqq  8 + 32 + 8  48  multiplicadores (126) 
=$r 	=2 + =I + =x + =o  8 + 728 + 512 + 8  1256  ciclos (127) 
Conociendo que Ls1=Ls4=8 (latencia de la multiplicación compleja); y que Ls3=512 
(periodo completo por memoria ping-pong). 
5.5.2. Obtención parámetros del Banco de filtros y el módulo Matriz 
Una vez se han fijado los parámetros para la arquitect ra del FBMC se procede a 
calcular los multiplicadores empleados y latencia en los bloques de las matrices I  y J y el 
banco de filtros. 
Con los valores fijados en este apartado, se puede resolver la latencia introducida por 
el módulo Matriz calculada anteriormente en (118), obteniendo la latencia LMatriz (128): 
=5j+  4 +  4 + 512 ciclos (128) 
También, a su vez se puede resolver el número de multiplicadores CMF empleados por 
el banco de filtros, calculado en (120) y la latencia LF que introduce, calculada en (121), 
obteniendo (129) y (130): 
8q  hgq 
 fq + 8r:  2 
 2 + 1  5  multiplicadores (129) 
=q  2 
 =$9u + = + =r:  6 + 3 + 2  11  ciclos (130) 
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Eso supone que se utilizarán CmF=5 multiplicadores y se tendrá una latencia en procesar 
datos de entrada LF=11 ciclos de reloj. 
5.5.3. Arquitectura del transmisor 
5.5.3.1. Bloque DCT y bloque Theta 
A continuación se va a mostrar la arquitectura realizada en cada uno de los bloques 
implementados para el desarrollo de la propuesta FBMC, en este caso la DCT y el módulo 
Theta. Para la arquitectura, se ha realizado dos modificaciones respecto a lo mostrado en el 
apartado 5.2, ya que se ha buscado reducir lo máximo posible tanto el consumo de recursos 
como el número de ciclos del tiempo de procesamiento. Para ello, se ha decidido que el 
bloque multiplicador Theta y la primera fase de la DCT, se realicen conjuntamente, ya que 
de este modo se puede ahorrar los multiplicadores empleados en el módulo de 
multiplicación Theta (97). A su vez, se ha modificado el orden de la fase s3 y s4 de la DCT 
para de esta manera, poder unir las memorias empleadas en la fase s3, con las memorias 
empleadas para realizar el bloque de Matrices I  y J, ya que, se ahorra un número 
significativo de ciclos de reloj y recursos. Con estos cambios, las ecuaciones (96) y (100) 
pasan a formar la siguiente expresión (131): 
V,B.  Ө 
 ª,B. 
 Q1RSTU'  (131) 
Con todos estos cambios se procede a mostrar la arquitectura realizada. En la Figura 58 
se muestra el módulo DCT implementado.  
 
Figura 58. Diagrama de bloques de la arquitectura del módulo DCT. 
Dado que el ratio de paralelismo se ha fijado en RpDCT=2, Cms1=8 multiplicadores son 
necesarios en la fase s1 y, la latencia es de Ls1=8 ciclos de reloj. Después, la segunda fase 
s2 es una FFT que requiere no sólo multiplicadores y sumadores, sino también memoria 
donde almacenar los valores intermedios (101). Estemódulo es parametrizado con un 
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tamaño de M=512 puntos y una representación en coma fija de 18 bits, valor fijado por el 
ancho de palabra que proporciona una de las entradas de los multiplicadores de la FPGA. 
La FFT presenta una arquitectura radix-2 semi-paralela, con log2M bloques en cascada. De 
nuevo, la selección del ratio de paralelismo es RpDCT=2, que implica que sólo dos muestras 
de entrada Ym[k] son procesadas cada ciclo de reloj. Una FFT se completa cada McFFT=256 
ciclos de reloj, con una latencia LFFT=728 ciclos. 
La tercera fase s3 de la DCT es un reordenamiento de la trama de datos (102), donde 
todas las muestras de la trama ym[n] deben estar disponible al mismo tiempo. Por lo tanto, 
los datos deben ser almacenados en memoria, para que sean leídos en el orden correcto. 
Para evitar pérdida de datos, se han empleado dos memorias en modo ping-pong, por lo 
que en una se puede acceder para organizar los datos en el orden correcto, mientras que los 
nuevos datos se escriben en la otra. Esta fase implica una latencia de Ls3=512 ciclos. Por 
último, la cuarta fase s4 del módulo DCT es similar a la primera fase s1 (103), donde Cms4=8 
multiplicadores son usados y la latencia es de Ls4=8 ciclos de reloj. 
Como se puede observar, las cuatro fases que forman el módulo DCT están 
segmentadas. Como los datapaths empleados tienen un thro ghput de Tch=1 dato por ciclo 
de reloj, y como el ratio de paralelismo es RpDCT=2, el throughput global de la DCT es 
TcDCT=Tch·Rp=2. Con todo esto, todas las muestras de entrada Vm[k] son procesadas cada 
Mc=256 ciclos. Como un nuevo conjunto de muestras de entrada Vm[k] está disponible cada 
Mcmax=512 ciclos, la arquitectura propuesta cumple esta limitación. 
Por lo tanto, el número de multiplicaciones CmDCT empleadas para la realización de la 
arquitectura de la DCT es (132): 
8$r  82 + 8qq + 8o  8 + 32 + 8  48  multiplicadores (132) 
Donde Cms1=8 es el número de multiplicadores en la fase s1, que se realiza junto a la 
multiplicación por theta (Ө); CmFFT=32 es el número de multiplicadores empleados en la 
FFT; y Cms4=8 es el número de multiplicadores empleados en la fase s4. 
La latencia LDCT de la arquitectura propuesta para la DCT y el módulo Theta es obtenida 
en (133): 
=$r 	=2 + =I + =x + =o  8 + 728 + 512 + 8  1256  ciclos (133) 
Donde Ls1=8 es la latencia de la fase s1 junto con el módulo Theta (131); Ls2=728 es la 
latencia de la FFT (101); Ls3=512 es la latencia de la fase s3 (102); y Ls4=8 es la latencia de 
la fase s4 (103). 
Una vez se ha mostrado la arquitectura realizada, se procede a mostrar un cronograma 
del funcionamiento de la DCT y el módulo Theta, quese puede observar en la Figura 59. 
Primero, la señal de entrada Vm[k] entra sincronizada con la señal CEM (muestra de reloj 1). 
Con esta señal se comienza a generar las direcciones y s  activa el enable de la memoria 
que almacena los coeficientes Ө 
 Q1RSTU'  para la primera multiplicación (131) (muestra de 
reloj 3). Los coeficientes y la señal de entrada entran en el multiplicador para generar Ym[k] 
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cuatro ciclos de reloj después (muestra de reloj 7). La señal generada se sincroniza con la 
señal next_in, para indicarle a la FFT cuando comienza a recibir los datos (muestra de reloj 
9). 
Una vez ha sido realizada la FFT, se activa la señal next_out y se comienzan a 
proporcionar la señal ym[n] (muestra de reloj 13). A su vez, se comienza a entregar los 
coeficientes Q1RTUS_`a'  para realizar la segunda multiplicación (103) (muestra de reloj 15). 
La señal que se obtiene es zm[n], que a su vez está sincronizada con las direcciones de la 
puerta A de las memorias ping-pong, para realizar la fase de reordenación de la trama de 
datos (102) (muestra de reloj 20). Una vez se ha realizado el reordenamiento, se obtiene la 
señal pm[n] (muestra de reloj 22). 
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5.5.3.2. Módulo Matriz 
En este apartado se va a mostrar la arquitectura realizada para las matrices I  y J. Como 
se ha mencionado anteriormente, las memorias empleadas en la última fase de la DCT y 
las memorias empleadas en el módulo Matriz se han unido para reducir significativamente 
el número de ciclos de latencia y consumo de recursos. En la Figura 60 se muestra el 
diagrama de bloques de la arquitectura realizada, sin tener en cuenta esta fusión de 
memorias, para las matrices I  y J. 
 
Figura 60. Diagrama de bloques de la arquitectura re lizada para el módulo de matrices I  y J. 
Como se ha mencionado, la Matriz I  es la matriz diagonal identidad, con lo que la 
entrada pm[n] va directamente a la salida qs[n]; por otro lado, la Matriz J es la matriz 
diagonal invertida identidad, que realiza una inversión en el orden de la señal pm[n] en las 
salidas qs[n]. 
Al igual que sucedía en la tercera fase s3 de la DCT, es necesario tener dos memorias 
ping-pong para invertir la trama de datos. Después, las señales de salida de ambas matrices 
I  y J son sumadas o restadas para obtener la combinación aritmética para qs[n]. Como se 
va a realizar una arquitectura semi-paralela, con un ratio de paralelismo Rp=2, ambas 
matrices se pueden reducir en la arquitectura como dos sumadores. Las correspondientes 
señales pm[n] se proporcionan en los sumadores a través del correspondiente 
direccionamiento de las memorias ping-pong, de acuerdo con la máquina de estados finitos 
(FSM). 
 Existe un retardo de M=512 ciclos para cada salida qs[n] que proviene de la 
combinación de (-I J), como se puede observar en la Figura 60. Este retardo de M=512 
ciclos está implementado con una memoria BRAM. En la Figura 51 este retardo está 
representado solamente con un bloque [12 en la salida de la Matriz (I -J), ya que este 
diagrama representaba un enfoque totalmente paralelo. Sin embargo, la propuesta que se 
describe aquí es semi-paralela, con un ratio de paralelismo Rp=2, con lo que el nuevo 
retardo pasa a ser de M=512 ciclos. 
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Es importante remarcar que el módulo matriz presenta u a arquitectura similar en el 
receptor, lo que implica los mismos recursos y latencias y solamente se diferencia en las 
operaciones aritméticas, de acuerdo con (116). La propuesta tiene una latencia de LMatriz=4 
ciclos de reloj y no requiere del empleo de multiplicadores. Ambos sumadores han sido 
calculados para no tener desbordamiento, y así evitar errores adicionales. 
5.5.3.3. Banco de filtros 
Por último se muestra la arquitectura realizada en el banco de filtros polifásicos. Este 
módulo consiste en S=2·M=1024 filtros FIR, de tres coeficientes cada uno, como se muestra 
en (119). En la Figura 61 se muestra la arquitectura propuesta para este módulo, donde dos 
filtros trabajan en paralelo para las señales qm[n] y qm+M[n], debido al ratio de paralelismo 
RpF=2. El proceso de filtrado puede ser reducido a dos estados McoefF (dos coeficientes no 
nulos), implementando dos memorias para almacenar las últimas tres muestras de la entrada 
qm[n] y qm+M[n], mientras que los coeficientes para los S filtros son almacenados en 
McoefF·RpF=4 memorias ROM (Read-Only Memory) [115]. 
 
Figura 61. Diagrama de bloques del banco de filtros implementado. 
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En la arquitectura del filtro, dos celdas multiplicadoras-acumuladores (DSP48E1) son 
empleadas para las correspondientes multiplicaciones y acumulaciones de las señales  qs[n] 
y qs[n-2] con los coeficientes cs,0 y cs,2, respectivamente. Después de los filtros polifásicos, 
la señales qm[n] y qm+M[n] son sumadas, y el resultado es multiplicado por una constante 
1 √2⁄ , para obtener la señal e[n] que será transmitida. 
Al igual que en el bloque DCT, el banco de filtros ha sido implementado en modo 
semiparalelo, con un ratio de paralelismo de RpF=2, con lo que según (120) el número de 
multiplicadores es CmF=5, y según (121), la latencia es LF=11 ciclos de reloj, mientras el 
throughput es de TcF=1 ciclo de reloj. 
Una vez se ha mostrado la arquitectura realizada tanto para el módulo Matriz como para 
el banco de filtros, se procede a mostrar un cronograma del funcionamiento de ambos, que 
se refleja en la Figura 62. Como se puede observar, primero, a partir de la señal CEM se 
comienzan a generar las direcciones de memoria para re lizar tanto la Matriz I , como la 
Matriz J (muestra de reloj 3). Para ello, se genera las direcciones en orden directo e inverso 
(muestra de reloj 2). Con esto se obtiene el dato I  y el dato J, para un ciclo de reloj después 
obtener las operaciones de I -J y -I -J (muestra de reloj 4). La señal de -I -J, se retarda hasta 
el siguiente grupo de señales, pasando a llamarse qm+M[n], mientras que la otra operación 
se sitúa en qm[n] (muestra de reloj 5). Estas señales se retardan hasta dos grupos de señales 
más tarde para la realización del filtro (muestra de reloj 6-8), y se realizan las operaciones 
intermedias de multiplicación y acumulación (muestra de reloj 10). A la salida de los filtros 
se obtiene tm[n] y tm+M[n] (muestra de reloj 11), las cuales se suman en pares, obteniendo 
la señal sm[n] (muestra de reloj 13). Esta señal se multiplica por la constante 1 √2⁄  para 
obtener la señal e[n] (muestra de reloj 15). 
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5.5.4. Arquitectura del receptor 
En el caso de la arquitectura del receptor, no se pueden realizar las mismas adaptaciones 
de sistema para ahorrar recursos y latencia en la arquitectura, debido al orden inverso de 
aparición de los módulos. Por lo tanto, la unión que se producía entre la fase s3 de la DCT 
y el módulo Matriz no se puede realizar, aumentando la latencia final. A su vez, la unión 
que se producía entre la fase s1 de la DCT y el módulo Theta se modifica, realizándose 
para el receptor estas operaciones por separado. En la Figura 63 se muestra la arquitectura 
realizada para el banco de filtros y las matrices I  y J en el receptor. 
 
Figura 63. Diagrama de bloques de la arquitectura re lizada en el receptor. 
Una vez se ha mostrado la arquitectura realizada tanto para el módulo Matriz como para 
el banco de filtros en el receptor, se procede a mostrar un cronograma del funcionamiento 
de ambos, que se puede observar en la Figura 64. La señal de entrada r[n] entra sincronizada 
con la señal CEM (muestra de reloj 1). Con esta señal se generan las direcciones de memoria 
para las memorias que almacenan los coeficientes de los filtros (muestra de reloj 2). 
Después de las operaciones intermedias del filtro, se obtiene a la salida la señal q’s[n] 
(muestra de reloj 9). Esta señal pasa a las memorias par  poder realizar las operaciones de 
las matrices I y J, obteniendo la señal q’m[n] (muestra de reloj 13). Por último, se sincroniza 
la señal p’m[n] con la señal next_in (muestra de reloj 14). 
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Como se ha mencionado, la arquitectura de la DCT no sufre cambios, a excepción de 
los coeficientes, ya que la multiplicación por la constante Ө pasa a implementarse por 
separado de la DCT. En la Figura 65 se muestra la aquitectura desarrollada para el receptor. 
 
Figura 65. Diagrama de bloques de la arquitectura del módulo DCT y multiplicador Ө  en el receptor. 
Al igual que para el conjunto matriz-banco de filtros, se muestra en la Figura 66 el 
diagrama de tiempos de la arquitectura en el receptor. Este cronograma es muy parecido al 
que se explicaba en la DCT del transmisor, y es debido a que ambas DCT son iguales. 
Primero se recibe la señal p’m[n], sincronizada con la señal CEM (muestra de reloj 1). Con 
esta señal se comienza a generar las direcciones y s  activa el enable de las memorias que 
almacenan los coeficientes Q1RSTU'  de la primera multiplicación (100) (muestra de reloj 1). 
En la salida de esta multiplicación se obtiene y’m[n] (muestra de reloj 7), la cual se 
sincroniza con la señal next_in, para ser procesada por la FFT (muestra de reloj 9). 
A la salida de la FFT, una vez se activa next_out, se obtiene la señal Y’m[k] (muestra de 
reloj 13). Esta señal se multiplica por el coeficiente Q1RTUS_`a' 	de la segunda multiplicación 
(103) (muestra de reloj 15). La salida que se produce Z’m[k] se multiplica por la constante 
Өm (96) (muestra de reloj 20). La salida de la multiplicación por Өm se introduce en las 
memorias ping-pong para realizar el reordenamiento de la trama de datos (102) (muestra 
de reloj 22). Por último, a la salida del reordenamiento se tiene la señal X’m[k] (muestra de 
reloj 24). 
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5.6. Sistema completo basado en FBMC 
5.6.1. Estudio de la precisión finita 
La Tabla 22 muestra la representación en coma fija definida para cada módulo y señal 
en el diseño propuesto, no sólo para el transmisor s n  también para el receptor. El ancho 
de palabra más común en el sistema es de 18 bits, fijado por el ancho de palabra de una de 
las entradas de las celdas multiplicadoras (DSP48E1) disponibles en la FPGA. 
Tabla 22. Representación en coma fija del ancho de palabra pa la arquitectura basada en FBMC. 




Entrada Tx Vm[k] 18 16 
DCT Tx 
Entrada Vm[k] 18 16 
Constante e-jmπ/2M 25 23 
Multiplicador eq. (3) 36 32 
Ym[k] 18 16 
Ym[k0] 18 8 
ym[n0] 18 8 
zm[n] 18 8 
Constante e-jπ(2m+1)/4M 25 23 
Multiplicador eq. (6) 36 32 
Salida pm[n] 18 12 
Matriz  I y 
J Tx 
Datos internos 18 12 




Entrada qm[n] 18 12 
Coeficientes c 25 23 
Producto 36 28 
Acumulador 36 28 
Salida ts[n] 18 12 
 Sumador final de salida 18 12 
Salida Tx 
Constante 1/√2 25 23 
Salida e[n] 18 12 
Entrada Rx 
Entrada r[n] 16 15 
Constante 1/√2 25 23 




Entrada t’ s[n] 18 16 
Coeficientes c 25 23 
Producto 36 32 
Acumulador 36 32 
Salida q’s[n] 18 16 
Matriz  I y 
J Rx 
Datos internos  18 16 
Salida p’s[n] 18 16 
DCT Rx 
Entrada p’m[n] 18 16 
Constante e-jmπ/2M 25 23 
Multiplicador eq. (3) 36 32 
ym[n] 18 16 
ym[n0] 18 15 
Ym[k0] 18 15 
Zm[k] 18 15 
Constante e-jπ(2m+1)/4M 25 23 
Multiplicador eq. (6) 36 31 
Salida V’m[k] 18 16 
Salida Rx V’m[k] 18 16 
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Con estos valores de tamaño de ancho de palabra, los diferentes módulos del sistema 
tienen que ser evaluados y comparados con un modelo en c ma flotante. Las simulaciones 
se han llevado a cabo proporcionando una señal de entrada aleatoria vm[n], de 1000 
muestras de longitud y normalizada al máximo rango de entrada [-1,+1], para cada uno de 
los M=512 canales de entrada. La Tabla 23 describe el error medio absoluto y la desviación 
estándar para algunas señales intermedias de la arquitectura. Como puede observarse, desde 
un punto de vista global, el error medio absoluto es d  0.0023 para el transmisor, mientras 
que en el receptor es 0.0034. Es importante destacar que la FFT es la que tiene una 
influencia más remarcable en las cifras finales. 
Tabla 23. Error medio absoluto y desviación estándar para las señales intermedias en la arquitectura popuesta 
FBMC, asumiendo una rango de entrada de [-1,+1] en vm[k]. 




Entrada Tx Vm[k] 0 0 
DCT Tx pm[n] 0.0022 0.0020 
Matriz I y J Tx qs[n] 0.0032 0.0028 
Filtro polifásico Tx ts[n] 0.0033 0.0028 
Salida Tx e[n] 0.0023 0.0020 
Entrada Rx r[n] 0.0019 0.0014 
Filtro polifásico Rx q’s[n] 0.0012 0.9665·10-3 
Matriz I y J Rx p’s[n] 0.0027 0.0020 
Salida Rx V’m[k] 0.0034 0.0021 
5.6.2. Consumo de recursos 
Para obtener el consumo de multiplicadores CmTx en el transmisor, se realizará una suma 
de los recursos utilizados por cada módulo calculado previamente. Los parámetros se han 
fijado para  RpDCT=2 y RpF=2. De esta manera se obtiene (134): 
8  8$r + 8q  48 + 5  53 multiplicadores (134) 
A su vez, se realiza la misma operación para obtener los multiplicadores CmRx 
empleados en el receptor, obteniéndose (135): 
8?  8$r + 8q + 8#g  48 + 5 + 2  55 multiplicadores (135) 
5.6.3. Latencia  
Como se ha comentado, la latencia se muestra para un  mejor definición del diseño y 
no tiene impacto en el mismo. En este caso, la latencia LTx, al igual que sucedía con el 
consumo de recursos, se obtiene sumando las distintas la encias de los módulos que 
componen el transmisor, obteniéndose (136): 
=  =$r + =5j+ + =q  1256 + 4 + 11  1271 ciclos (136) 
Recuérdese que la fase s3 de la DCT y el módulo Matriz se implementan de manera 
conjunta para reducir el número de ciclos de la latencia, al igual que el módulo Ө y la fase 
s1 de la DCT. 
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En el caso del receptor, no se puede realizar la unión de la fase s3 de la DCT con el 
módulo de las matrices I  y J, ni el módulo Ө con la fase s1 de la misma; por lo que, la 
latencia LRx obtenida es (137): 
=?  =q + =5j+ + =$r + =#g  11 + 260 + 1256 + 2  1785 ciclos (137) 
Como se observa, debido a la imposibilidad de unir módulos, el número de ciclos de 
latencia es mayor que en el transmisor. 
5.6.4. Comparativa entre los distintos modelos y la implementación real 
Una vez se ha obtenido los datos del estudio del sist ma completo, se procede a realizar 
una comparación del sistema modelado en VHDL con el sistema modelado en coma 
flotante y el sistema modelado en coma fija. Para la ealización de la comparación entre los 
tres modelos se ha empleado en la entrada el peor cas , el valor Ө. Este valor es el peor 
caso debido a que provoca que la FFT genere una delta de valor M (valor máximo en la 
FFT). Se han realizado tres comparaciones entre los distintos modelos. La primera es la 
comparativa entre el modelo en coma flotante y coma fija, después una comparativa entre 
el modelo en coma fija y la implementación en la FPGA y por último una comparativa entre 
el modelo en coma flotante y la implementación en la FPGA. En la Tabla 24 se puede 
observar el error y la desviación que existe en las comparativas. 
Tabla 24. Comparativa del error absoluto y la desviación típica del modelo en coma flotante, fija y arquitectura vhdl. 
ERROR FLOTANTE-FIJA FIJA-VHDL FLOTANTE-VHDL 
 Error Desviación Error Desviación Error Desviación 
THETA 0 0 0 0 0 0 
DCT 0.0020 2.7262·10-17 8.5783·10-4 0 0.0019 2.4949·10-17 
MATRIZ I-J 0.0031 9.8073·10-5 0.0013 4.0391·10-5 0.0029 9.0623·10-5 
FILTRO 0.0031 1.1739·10-4 0.0013 5.0286·10-5 0.0029 1.0748·10-4 
EMISOR 0.0022 8.5113·10-5 9.0862·10-4 3.7122·10-5 0.0021 7.6425·10-5 
ENTRADA 
RECEPTOR 
0.0018 8.8827·10-5 6.3939·10-4 4.1155·10-5 0.0017 8.2720·10-5 
FILTRO 0.0011 8.5521·10-5 3.8883·10-4 3.6816·10-5 0.0011 8.1072·10-5 
MATRIZ I-J 0.0027 1.8486·10-4 9.4368·10-4 8.1792·10-5 0.0026 1.7599·10-4 
DCT 0.0038 2.4123·10-4 0.0013 1.1191·10-4 0.0038 2.3645·10-4 
SALIDA 
RECEPTOR 
0.0038 2.4108·10-4 0.0013 1.1233·10-4 0.0038 2.3632·10-4 
El error entre el sistema en coma flotante y el sistema en coma fija se debe al efecto de 
cuantificación, mientras que el error entre el sistema en coma fija y el sistema 
implementado en VHDL se debe a que el modelo no caracteriza el comportamiento interno 
exacto del core de la FFT empleada, creada por Spiral [111]. 
5.6.5. Resultados obtenidos para el modelo en coma fija y el modelo en coma 
flotante 
En el apartado de resultados, se va a realizar una comparación entre el modelo en coma 
flotante y el modelo en coma fija, teniendo en cuenta la relación señal-ruido (SNR) del 
transmultiplexor, el error cuadrático medio, la relación señal-ruido de pico y el error 
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máximo absoluto como se define en [112]. La Tabla 25 muestra estas figuras de mérito, 
para una simulación con una entrada aleatoria vm[n] de 1000 muestras de longitud y una 
amplitud normalizada al máximo valor de entrada [-1,+1]. 
Tabla 25. Comparación entre los modelos en coma fija y coma flot nte de la arquitectura para FBMC. 
 Coma flotante Coma fija 
SNR  137.3148 dB 44.5217 dB 
error cuadrático medio  6.1865·10-15 2.7016·10-5 
Pico SNR 142.0791 dB 49.2860 dB 
Error absoluto máximo 1.4214·10-7 9.4000·10-3 
Se observa una pérdida de 93dB en la relación señal-ruido, aunque esta pérdida parece 
excesiva hay que mencionar que gran parte de este error proviene de la limitación en el 
ancho de palabra de los conversores. El máximo ancho de palabra es de 16 bits aplicado 
sólo en el caso del modelo en coma fija. El convertir n este punto los valores de entrada 
de coma flotante a coma fija hace que se produzca una pérdida de más de 50dB. 
5.7. Estudio para la mejora de los filtros polifásicos 
Una vez se ha desarrollado el diseño completo, se ha analizado una mejora en la 
arquitectura de los filtros polifásicos. Para ello, se propuso la utilización de arquitectura en 
celosía, que a priori, mejoran en el SNR al filtro directo que se implementaba. Para evaluar 
cuál de las propuestas era mejor, se ha procedido a realizar un estudio comparativo entre 
distintas arquitecturas de filtros, para su integración dentro de la arquitectura de la técnica 
de acceso basada en banco de filtros (FBMC). Dentro de esta comparativa, se van a estudiar 
los filtros directos y los filtros en celosía genérico, tipo I y tipo II. Para implementar esta 
técnica de acceso al medio se va a emplear una FPGA Virtex 6 xc6vlx240t [110], por lo 
que se ha de tener en cuenta las limitaciones de impl mentación que esta FPGA presenta, 
tanto en el máximo datapath disponible, como en las celdas lógicas que posee en su interior 
para desarrollar los algoritmos. 
Para la realización de este estudio, primero se ha r alizado una comparativa del error 
de representación en coma fija (cuantificación), tanto de coeficientes, como de los filtros 
(para transmisión y recepción). Más tarde, se ha realizado un estudio de consumo de 
recursos para cada versión de filtro y, por último, un estudio de las variaciones en la relación 
señal-ruido obtenidas en cada caso. 
5.7.1. Efecto de la cuantificación del coeficiente 
Para el estudio del efecto de cuantificación en los coeficientes, se ha considerado los 
coeficientes para los S=2·M=2·512=1024 filtros, y a partir de ellos, se ha calcul do la 
media, máximo y desviación típica del error producio en los coeficientes por el efecto de 
la coma fija respecto a los coeficientes en coma flot nte. Para esto, se ha tenido únicamente 
en cuenta el efecto de la cuantificación en los coefi ientes del filtro. El ancho de palabra 
considerado es el máximo disponible que se corresponde con 25 bits. En la Tabla 26 se 
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muestra la comparativa de los errores de cuantificac ón en los coeficientes de los distintos 
tipos de filtros. 
Tabla 26. Comparación de errores de cuantificación en los coeficientes. 
---- error medio ---- 
Celosía general: 7.6240·10-6 
Celosía tipo 1: 0.0313 
Celosía tipo 2: 7.6616·10-6 
Filtro directo: 2.3522·10-4 
---- error máximo ---- 
Celosía general: 1.5255·10-5 
Celosía tipo 1: 0.0625 
Celosía tipo 2: 1.5255·10-5 
Filtro directo: 6.3136·10-4 
---- desviación típica ---- 
Celosía general: 4.4795·10-6 
Celosía tipo 1: 0.0194 
Celosía tipo 2: 4.3926·10-6 
Filtro directo: 1.1554·10-4 
Como se puede observar, el error producido por el efecto de cuantificación en los 
coeficientes cuantificados del filtro directo es mayor que en los coeficientes del filtro de 
celosía general y tipo II, siendo el tipo I peor debi o a que sus coeficientes tienen mayor 
rango dinámico, y esto empeora el efecto de la cuantific ción para este filtro. 
5.7.2. Efecto de la precisión finita sobre la estructura del filtro 
Para el estudio del efecto de la cuantificación en la estructura global de los filtros, 
analizando sus salidas, se ha diferenciado el filtro de la transmisión, del de la recepción, 
puesto que, en la transmisión se produce una suma en p r s de las salidas de los filtros. 
También se ha considerado para este estudio el valor máximo posible de anchura de 
datapath para cada punto intermedio del filtro, ya que este valor afecta directamente al 
efecto de cuantificación. A continuación, se muestran las arquitecturas para cada una de las 
opciones propuestas. Dentro de las figuras, entre corchetes, se muestra la dimensión para 
cada una de las señales intermedias. Esta dimensión e  la que se empleará en las 
simulaciones para la cuantificación en esas señales intermedias. Las distintas dimensiones 
en las señales intermedias se deben a que se está con iderando la FPGA en la que se van a 
implementar (Virtex 6) y que ésta dispone de unas celdas multiplicadoras específicas, que 
incluye un multiplicador y un sumador en cascada. Esta celda multiplicadora, DSP48E1 
[109] dispone de un datapath interno a la salida de la multiplicación de 36 bits, lo que 
permite que en ciertas señales intermedias se pueda disponer de hasta 36 bits para la 
cuantificación. A continuación se muestra el diagrama de bloques para el filtro en celosía 
genérico para transmisión (Figura 67) y para recepción (Figura 68). 
 




Figura 67. Diagrama de bloques de filtro en celosía genérico para transmisión. 
 
Figura 68. Diagrama de bloques de filtro en celosía genérico para recepción. 
El caso del filtro de celosía tipo I es distinto a los demás, ya que los coeficientes 
presentan mayor rango dinámico, con lo que la cuantificación se debe ajustar a este rango 
y de esta manera se empeora su efecto. En la Figura 69 se muestra el filtro diseñado para 
transmisión y en la Figura 70 para recepción. 
 
Figura 69. Diagrama de bloques de filtro en celosía tipo I para transmisión. 
 
Figura 70. Diagrama de bloques de filtro en celosía tipo I para recepción. 
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En la Figura 71 se muestra el diagrama de bloques del filtro en celosía tipo II para la 
transmisión, mientras que en la Figura 72 se muestra l diagrama de bloques del filtro en 
celosía tipo II para la recepción. 
 
Figura 71. Diagrama de bloques de filtro en celosía tipo II para transmisión. 
 
Figura 72. Diagrama de bloques de filtro en celosía tipo II para recepción. 
El filtro directo es idéntico para transmisión y para recepción, ya que su arquitectura se 
basa en una multiplicación más acumulación. Esto permit  un diseño modular, fácilmente 
replicable. En la Figura 73 se muestra el filtro directo para transmisión y en la Figura 74 se 
muestra el filtro directo para la recepción. 
 
Figura 73. Diagrama de bloques de filtro directo para transmisión. 
 




Figura 74. Diagrama de bloques de filtro directo para recepción. 
En los distintos diagramas de bloques se ha observado distintos parámetros (A1, A2, 
A3, B1, B2, B3, B4, C0, C2). Estos se corresponden con los distintos coeficientes aplicados 
en las distintas arquitecturas. Para estos coeficientes se ha empleado un ancho de palabra 
de 25 bits. 
Una vez se ha mostrado la arquitectura de las propuestas así como los tamaños de 
datapath considerados en cada caso para las señales intermedias, se procede a mostrar los 
resultados estadísticos del error de cuantificación obtenidos. Estos errores han sido 
estimados generando señales a la entrada aleatorias, con una amplitud entre ±1, o lo que es 
lo mismo, el máximo rango de entrada posible. Se han generado 200 simulaciones, 
formadas por 1024 señales de entrada y se ha obtenido la media, máximo y desviación 
típica de los S=1024 filtros. En la Tabla 27 se muestra el error de cuantificación con cada 
una de las arquitecturas para la salida del transmisor y en la Tabla 28 el  error de 
cuantificación con cada una de las arquitecturas para la salida del receptor. 
Tabla 27. Comparación del error de cuantificación evaluado a la salida del transmisor. 
---- error medio ---- 
Celosía general: 1.2076·10-4 
Celosía tipo 1: 0.6170 
Celosía tipo 2: 1.2092·10-4 
Filtro directo: 5.9500·10-5 
---- error máximo ---- 
Celosía general: 4.9740·10-4 
Celosía tipo 1: 1.9748·102 
Celosía tipo 2: 4.8318·10-4 
Filtro directo: 1.8565·10-4 
---- desviación típica---- 
Celosía general: 8.7964·10-5 
Celosía tipo 1: 4.6381 
Celosía tipo 2: 8.8328·10-5 
Filtro directo: 3.9439·10-5 
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Tabla 28. Comparación del error de cuantificación en la salida del receptor. 
---- error medio ---- 
Celosía general: 7.0047·10-6 
Celosía tipo 1: 1.7950 
Celosía tipo 2: 8.9552·10-6 
Filtro directo: 5.0663·10-6 
---- error máximo ---- 
Celosía general: 2.7127·10-5 
Celosía tipo 1: 2.7035·102 
Celosía tipo 2: 2.7464·10-5 
Filtro directo: 1.4346·10-5 
---- desviación típica ---- 
Celosía general: 5.2871·10-6 
Celosía tipo 1: 1.3048·101 
Celosía tipo 2: 6.1601·10-6 
Filtro directo: 3.7021·10-6 
Como se puede observar, tanto para el caso de transmisión como para el caso de 
recepción, el filtro directo obtiene mejores cifras. E to es debido a que se dispone de un 
tamaño mayor de datapath en las señales intermedias del filtro directo. Esto principalmente 
permite que se produzca un error menor por el efecto de la cuantificación en estas 
multiplicaciones característica que no se puede conseguir en los filtros de celosía. 
5.7.2.1. Ampliación del datapath 
Una vez se han realizado las simulaciones con el tamaño de datapath considerado, se 
ha decidido aumentar éste para poder mejorar los err res de cuantificación obtenidos. El 
tamaño de datapath empleado es de 18 bits, que se corresponde con el máximo tamaño de 
datapath de entrada de los recursos. Ahora, se ha considerado duplicar el tamaño del 
datapath, evaluándose los nuevos resultados. La generación de la entrada es idéntica a la 
anterior, calculándose los errores medios, máximos y desviaciones típicas para los S=1024 
filtros con cada tipo de arquitectura. A continuación se exponen los mismos. 
Tabla 29. Error de cuantificación evaluado a la salid  del transmisor para cada una de las arquitecturas. 
---- error medio ---- 
Celosía general: 4.6151·10-10 
Celosía tipo 1: 1.8342·10-5 
Celosía tipo 2: 4.5217·10-10 
Filtro directo: 2.2218·10-10 
---- error máximo ---- 
Celosía general: 1.7588·10-9 
Celosía tipo 1: 0.0027 
Celosía tipo 2: 1.5644·10-9 
Filtro directo: 6.6419·10-10 
---- desviación típica ---- 
Celosía general: 3.4616·10-10 
Celosía tipo 1: 1.4912·10-4 
Celosía tipo 2: 3.4953·10-10 
Filtro directo: 1.4835·10-10 
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Tabla 30. Error de cuantificación evaluado a la salid  del receptor para cada una de las arquitecturas. 
---- error medio ---- 
Celosía general: 2.6903·10-11 
Celosía tipo 1: 2.7261·10-5 
Celosía tipo 2: 6.2451·10-10 
Filtro directo: 2.0041·10-11 
---- error máximo ---- 
Celosía general: 1.1244·10-10 
Celosía tipo 1: 0.0033 
Celosía tipo 2: 1.8370·10-9 
Filtro directo: 5.7274·10-11 
---- desviación típica ---- 
Celosía general: 1.9476·10-11 
Celosía tipo 1: 1.6316·10-4 
Celosía tipo 2: 4.5203·10-10 
Filtro directo: 1.4051·10-11 
Como se observa, al duplicar el tamaño en el datapath, el error de cuantificación 
disminuye. Pero como todas las arquitecturas amplían su datapath la arquitectura del filtro 
directo sigue siendo la mejor, ya que las señales int rmedias siguen teniendo un mejor 
datapath. Este hecho se debe al empleo de las celdas DSP48E1, en la arquitectura de la 
FPGA, que permiten que la salida del multiplicador p sea un datapath de mayor anchura, 
que las arquitecturas en celosía. 
5.7.3. Estudio del consumo de recursos 
Para el estudio del consumo de recursos de cada una de las opciones, se ha evaluado de 
forma teórica cada una de las arquitecturas a partir de los modelos en coma fija en Matlab, 
según las estructuras mostradas en las figuras anteriores. A partir de esos diagramas de 
bloques se ha obtenido una estimación del número de multiplicaciones, sumas y bloques 
de retardos empleados por cada propuesta. Esta estimación está realizada para la 
arquitectura de un solo filtro. Para la arquitectura de todo el banco, entra en juego el ratio 
de paralelismo Rp [116] empleado en el diseño, con lo que la estimación del número total 
de recursos empleados no es directa. A continuación en la Tabla 31 se muestra el número 
de operaciones empleadas para el diseño de un filtro para el transmisor y en la Tabla 32 
para la recepción. 
Tabla 31. Evaluación de las operaciones empleadas para el filtro de transmisión. 
Filtro Multiplicaciones Sumas Bloque retardo 
Celosía general 6 3 1 
Celosía tipo I 4 3 1 
Celosía tipo II 4 3 1 
Directo 4 3 2 
Tabla 32. Evaluación de las operaciones empleadas para el filtro de recepción. 
Filtro Multiplicaciones Sumas Bloque retardo 
Celosía general 6 2 1 
Celosía tipo I 4 2 1 
Celosía tipo II 4 2 1 
Directo 4 2 2 
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Debe aclararse que el bloque z-2 realiza un retardo de dos ciclos de reloj, para de esta 
manera poder obtener el valor x[n-2], referido al coeficiente cs,2 del filtro implementado. 
Hay que destacar que el filtro directo genera sólo una salida para transmisión y tiene sólo 
una entrada para recepción. Por tanto, para obtener los mismos resultados que en los filtros 
de celosía, se necesitan dos estructuras de filtrado directo y una suma adicional, según se 
muestra en la Figura 74.  
Una vez se ha obtenido el número de operaciones necarias para cada filtro, se procede 
a calcular el número de celdas de la FPGA que se van a emplear. Debe destacarse que la 
Virtex6 a utilizar dispone de la celda DSP48E1 [109], que incluye un multiplicador y una 
sumador en cascada. De este modo, empleando este bloque dedicado, se puede realizar las 
operaciones para los filtros de una manera más efectiva. Por su parte, para la arquitectura 
del bloque de retardo, se emplearán bloques de memoria interna BRAM. En la Tabla 33 se 
muestra el consumo de ambos tipos de recursos para el diseño de un filtro para la 
transmisión, mientras en la Tabla 34 se recoge el mismo consumo para la recepción. Ambos 
consumos se representan para la arquitectura de un solo filtro. La extrapolación a todo el 
banco con S filtros dependerá del ratio de paralelismo fijado en la arquitectura. 
Tabla 33. Estimación del consumo de recursos en el dispositivo Virtex6 para transmisión. 
Filtro DSP48E1 BRAM 
Celosía general 6 1 
Celosía tipo I 4 1 
Celosía tipo II 4 1 
Directo 4 1 
Tabla 34. Estimación del consumo de recursos en el dispositivo Virtex6 para recepción. 
Filtro DSP48E1 BRAM 
Celosía general 6 1 
Celosía tipo I 4 1 
Celosía tipo II 4 1 
Directo 2 1 
Como se puede observar en las tablas, los resultados obtenidos indican que, salvo el 
caso de celosía general, el consumo de recursos dentro de la FPGA es muy parecido. 
Además, a los valores obtenidos en el consumo de recursos, se añadiría otro importante 
factor para el diseño de la arquitectura: la regularidad. En este sentido, el diseño del filtro 
directo permite un mejor aprovechamiento y modularidad de las celdas DSP48E1 que el 
que ofrecen los filtros en celosía, como se puede obs rvar en la Figura 74, donde la salida 
para transmisión se obtiene de la suma de dos filtros directos 
5.7.4. Análisis de la relación señal-ruido en el diseño final 
Una vez se han obtenido los efectos de cuantificación del banco de filtros 
independientemente, se va a implementar con el resto del diseño FBMC en coma fija, 
calculando posteriormente el efecto de cuantificación que se obtiene para cada uno de las 
propuestas de filtro abordadas. A continuación, en la Tabla 35 se pueden observar los 
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valores obtenidos, para una entrada generada de manra leatoria. La amplitud de ésta es 
el máximo rango posible: de -1 a 1. Los datos obtenidos son la media obtenida por 1000 
simulaciones. 
Tabla 35. Parámetros obtenidos de simulación del FBMC cuantificado con distintos bancos de filtros. 
 Directo General Tipo I Tipo II 
SNR en media 44.5121 dB 44.4816 dB 0.0143 dB 44.4743 dB 
Error cuadrático medio en media 2.2770·10-5 2.3540·10-5 0.3328 2.3556·10-5 
Pico SNR en media 49.2760 dB 49.2453 dB 4.7704 dB 49.2379 dB 
Máximo error en media 0.0093 0.0094 0.9979 0.0094 
Como se puede observar en la tabla, la arquitectura FBMC con filtros directos es mejor 
que las opciones de filtros en celosía, siendo la del filtro en celosía tipo I la peor, debido al 
mayor rango dinámico que posee. 
5.8. Conclusiones de la transformada basada en banco de filtros 
Se ha presentado el diseño de la técnica de acceso al medio multi-portadora basada en 
banco de filtros. Se ha presentado la arquitectura q e se ha desarrollado, realizando un 
exhaustivo estudio tanto del consumo de recursos, como de la latencia generada. También 
se ha calculado el error que se introduce en el disño debido al efecto de la precisión finita. 
Por último, se ha mostrado un estudio para obtener la mejor arquitectura para el banco de 
filtros polifásicos, con el fin de mejorar el SNR y reducir el error generado por 
cuantificación. 
El diseño presenta una serie de características a de t car, que son: 
La arquitectura realizada permite que modificando una serie de parámetros, se pueda 
procesar distinto número de subcanales, trabajar con una tasa de transmisión distinta o 
aumentar el número de datapaths empleados. Todo ello p rmite que la arquitectura se 
adapte a distintos tipos de transmisiones. A su vez, modificando el ratio de paralelismo Rp
se puede modificar el número de entradas que son procesadas en paralelo. Esto permite 
modificar la arquitectura interna del diseño, lo cual hace que se modifique el número de 
recursos que se emplean en el diseño. Además, la modificación de la arquitectura hace que 
se modifique el tiempo de procesamiento, la latencia y throughput del diseño. 
La arquitectura que se ha llevado a cabo permite que el sistema trabaje en tiempo real. 
Esto se consigue con un tiempo de procesamiento bajo, ya que se procesan los M subcanales 
de forma semi-paralela y obteniendo en la salida del receptor estos mismo datos 
transmitidos. Este tiempo de procesamiento bajo permit  que el diseño pueda transmitir 
toda la trama de datos de entrada antes de que comince con la siguiente trama.  
Optimización del error por efecto de la precisión finita: El estudio que se ha realizado, 
permite conocer el rango dinámico de cuantificación en cada punto del diseño, permitiendo 
que se distribuyan el mayor número de bits en la parte fraccionaria, sin que se pierda 




















Técnica de acceso al medio basada en 
portadora única 
Después de mostrar e implementar dos técnicas multi-portadora, se ha decidido 
implementar una técnica mono-portadora con igualación en el dominio de la frecuencia  
(SC-FDE, Single-Carrier Frequency Domain Equalizer) pa a realizar una comparativa más 
completa. Si bien en el desarrollo de esta tesis no se ha realizado el módulo de igualación, 
realizándose en su lugar una multiplicación por unopara cada subportadora. Para el 
desarrollo de esta técnica mono-portadora, se ha partido de la técnica de la Transformada 
Trigonométrica Discreta, pero traspasando la Transformada del Coseno Discreta de tipo IV 
del transmisor al receptor, para de esta manera, transmitir los datos con una única portadora. 
En la técnica de portadora única que se va a implementar se mantiene el uso de la extensión 
simétrica para ofrecer en el receptor el efecto de la convolución circular, que ofrece mayor 
robustez frente a interferencias entre portadoras (ICI). Esta extensión simétrica consiste en 
añadir tanto en la parte anterior, como en la posteri r, parte de la trama de datos a transmitir, 
aunque en sentido inverso, para generar la convolución circular. 
Al traspasar la DCT-IV del transmisor al receptor, se implementan dos DCT-IV 
contiguas en el receptor, empleándose una para pasar los datos al dominio de la frecuencia 
y otra para pasar los datos ecualizados al dominio del tiempo. Aunque la arquitectura de la 
DCT-IV es idéntica para la transformada directa e inv rsa, en este caso se va a diferenciar 
cada una de las DCT-IV implementadas dependiendo de su función. Según este criterio, la 





DCT, y la segunda DCT-IV encargada del paso al dominio del tiempo se denomina iDCT 
Entre ellas, se inserta una etapa de igualación, para compensar el error producido por el 
efecto del canal, si bien en este estudio no ha sido incluida. En la Figura 75 se puede 
observar cómo queda implementado el transmisor de la técnica mono-portadora y en la 
Figura 76 la arquitectura del receptor de la técnica mono-portadora.
 
Figura 75. Diagrama de bloques del transmisor de la técnica de portadora única. 
Como se observa, la señal xm[n] entra en el módulo que añade la extensión simétrica 
para generar, a partir de xm[n], la señal ps[n] a su salida, siendo S=M+α+β el nuevo tamaño 
de la trama de datos que se transmite en [n]; donde M es el número de subcanales de la 
técnica de acceso al medio, α es el número de datos de la extensión simétrica anterior, y β 
es el número de datos de la extensión simétrica posteri r. 
La señal r[n] que llega al receptor se paraleliza para obtener q’s[n]. Ésta se envía al 
módulo que quita la extensión simétrica, con lo quese obtiene la señal v’m[n]. La señal 
v’m[n] se envía a la DCT, de donde se genera S’m[k]. A esta señal S’m[k] se le aplica el 
algoritmo de igualación deseado, aunque en este caso no e analizará, multiplicando cada 
señal S’m[k] por 1 en el módulo FDE. Después de la igualación la señal P’m[k] pasa a la 
iDCT, de la cual se obtiene x’m[n]. 
 
Figura 76. Diagrama de bloques del receptor de la técnica de portadora única. 
Dado que, tanto la Transformada Discreta del Coseno (DCT-IV), como el módulo de 
extensión simétrica se han estudiado y evaluado previam nte, en este apartado simplemente 
se van a recordar los parámetros más relevantes. En el caso de la extensión simétrica, tal y 
como sucedía en la DTT (apartado 4.1), se recuerda que tanto el valor de α como de β es 
de 32 muestras. La extensión simétrica duplica las α primeras muestras del array, 
colocándolas en orden inverso; y también duplica las β últimas muestras del array, 
colocándolas en orden inverso e invertidas. El valor de α y β indica que el tamaño de la 
trama de datos que se va a transmitir pasa de M muestras a la entrada al valor de S=M+α+β 
muestras a la salida. 
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En el caso de la DCT-IV, al igual que sucedía en la técnica basada en la Transformada 
Trigonométrica Discreta (DTT) y en la técnica basada en la multi-portadora con banco de 
filtros (FBMC), se ha decidido emplear la DCT con el algoritmo 1 desarrollado en el 
apartado 4.2. Esta DCT se caracteriza por estar compuesta por cuatro fases: la primera es 
una multiplicación por una constante Q1RSTU' ; la segunda es la FFT; la tercera propone un 
cambio de orden en la trama de datos; y la cuarta consiste en la multiplicación por otra 
constante Q1RTSa' . 
Los valores de latencia, throughput y consumo de recursos serán los mismos que los 
aplicados en los cálculos obtenidos previamente para c da una de las fases mencionadas, 
por lo que se pasará directamente a mostrar el resultado final de la latencia y el consumo 
de recursos de la DCT-IV completa. Recordando los valores para la DCT-IV que se 
obtuvieron en la arquitectura desarrollada para la Transformada Trigonométrica Discreta 
(DTT), se observa en (138) el número de multiplicadores CmDCT necesarios, y en (139) la 
latencia LDCT: 
8$r  48  multiplicadores (138) 
=$r  1256  ciclos (139) 
En el caso de la extensión simétrica, existe una diferenciación entre la parte del 
transmisor y la del receptor. En la parte del transmisor se añade la extensión simétrica, tanto 
en la parte posterior, como anterior. Si bien, en la parte posterior estos datos añadidos son 
invertidos, por lo que será necesario además de memorias, un multiplicador para realizar 
esta inversión. Por lo tanto, en el transmisor de la extensión simétrica se obtuvo el consumo 
de multiplicadores CmSE,Tx en (140)  y la latencia LSE,Tx (141) : 
89:,  1 multiplicador (140) 
=9:,   + = ciclos (141) 
Siendo Lm=2 ciclos de reloj, producidos por la multiplicación de la constante para la 
inversión y M=512 subcanales de transmisión. 
En el caso del receptor de la extensión simétrica, sólo se realiza una extracción de esta 
extensión, por lo que no es necesario ninguna multiplicación CmSE,Rx (142). Además debido 
a que no se emplean multiplicaciones la latencia es m nor que en el caso del transmisor 
LSE,Rx (143). 
89:,?  0 multiplicadores (142) 
=9:,?    ciclos (143) 
Se recuerda que para todos los casos la latencia no tiene impacto en el diseño, solamente 
se emplea para tener una mejor definición de la arquitectura. 
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6.1. Arquitectura del sistema 
La FPGA empleada para la implementación de la técnica de acceso mono-portadora es 
una FPGA Virtex 6 xc6vlx240t [110]. Además, se van a emplear los mismos parámetros 
para realizar la transmisión que los utilizados anteriormente. Estos parámetros son la tasa 
de transmisión TTx=62.5Msps, definida por el standard de PLC de banda cha [27]; y el 
número de subcanales de entrada M=512. Esto supone que las restricciones a la arquitect ra 
van a ser las mismas que anteriormente. Estas restricciones son el número máximo de 
multiplicadores disponibles CmFPGA=768 y la frecuencia de muestreo del conversor 
fs=62.5MHz. Con estas restricciones se ha decidido fijar la frecuencia de funcionamiento 
del periférico donde se implementa la técnica de acc so a fper=62.5MHz, lo que fija el ratio 
de frecuencia   n !  1. Con este ratio se obtiene el tiempo de procesamiento máximo 
del array Mcmax=512 ciclos de reloj.  
La forma de realizar la arquitectura va a ser de manera semi-paralela con un ratio de 
paralelismo de Rp=2, tal y como se ha estudiado en la arquitectura de l s otras técnicas de 
acceso al medio. Este ratio indica cuántos datapath (o líneas de proceso) son realmente 
implementados en el diseño, para ser luego reutilizadas para procesar los M subcanales. 
Gracias a esta arquitectura semi-paralela, se consigue una optimización de los recursos, ya 
que son empleados para procesar varios subcanales a lo largo del tiempo. 
6.1.1. Arquitectura del transmisor 
Dado que en el transmisor solamente se realiza la extensión simétrica, la arquitectura  
de éste se simplifica considerablemente. Para el dis ño del transmisor se necesitarán dos 
memorias en modo ping-pong de M=512 posiciones y una lógica para la transmisión de los 
S=M+α+β datos. En la Figura 77 se puede observar el diagrama de bloques de la 
arquitectura del transmisor realizada. 
 
Figura 77. Diagrama de bloques de la arquitectura del transmisor para portadora única. 
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Como se observa en la Figura 77, los datos llegan a l s memorias ping-pong a través de 
la señal xm[n]. El empleo de una memoria dividida en dos bancos o partes y operando en 
modo ping-pong se usa para evitar la pérdida de datos, por lo que a una se puede acceder 
en modo lectura para enviar los datos con la extensión simétrica ya realizada, mientras que 
los nuevos datos entrantes xm[n] se escriben en la otra. Una vez se ha añadido la extensión 
simétrica, se multiplican los últimos datos para provocar su inversión, ya que, en la 
extensión simétrica empleada, los datos posteriores se invierten respecto a los datos 
transmitidos. Con todo esto, se obtiene la señal ps[n] lista para transmitirse. 
Con lo explicado anteriormente, se observa que el throughput del transmisor para la 
técnica mono-portadora es un dato por cada ciclo de reloj. Además, el número de 
multiplicadores CmTx empleados para la realización de esta arquitectura es (144): 
8  89:,  1  multiplicador (144) 
Donde CmSE,Tx=1 es el número de multiplicadores empleados en el módulo de la 
extensión simétrica para el transmisor (140). 
Por otro lado, la latencia LTx de la arquitectura propuesta en el transmisor de portadora 
única es obtenida en (145): 
= 	=9:,  514  ciclos (145) 
Donde LSE,Tx=514 ciclos es la latencia del módulo de la extensión imétrica para el 
transmisor(141). 
Una vez se ha mostrado la arquitectura realizada, se procede a mostrar un cronograma 
del funcionamiento del transmisor en la Figura 78. En este cronograma se observan las 
principales señales de la propuesta y gráficamente los retardos internos para producir la 
salida. 
Primero, como se observa en la muestra de reloj 1 se recibe la señal CEM. La señal CEM 
hace que se active un ciclo de reloj después el enabl  sincronizada con la señal xm[n] y se 
comienzan a generar direcciones para introducir los datos en el puerto A de la memoria 
ping-pong (muestra de reloj 2).  
Después se generan las direcciones de memoria para la salida del puerto B de las 
memorias ping-pong, con el orden correcto para generar la extensión simétrica (muestra de 
reloj 4). Los coeficientes para la realización de la inversión de la extensión simétrica 
posterior están sincronizados con la entrada de datos en el multiplicador (muestra de reloj 
6). De esta manera se obtiene después la salida ps[n] (muestra de reloj 8). 
 




Figura 78. Cronograma del transmisor de portadora única. 
6.1.2. Arquitectura del receptor 
La arquitectura del receptor de la técnica de portad a única con igualación en el 
dominio de la frecuencia se encuentra determinada por el hecho de emplear dos DCT-IV, 
con lo que su diseño tendrá una complejidad añadida. Junto con las dos DCT-IV se 
implementará el módulo que quita la extensión simétr ca que se añade en el transmisor. En 
este caso, puesto que el igualador en el dominio de la fr cuencia no se implementa, la señal 
de salida S’[k] de la DCT es igual a la señal de entrada P’[k] de la iDCT. De este modo, en 
la Figura 79 y la Figura 80 se puede observar el diagrama de bloques de la arquitectura 
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la iDCT la arquitectura es la misma, la cuantificacón de la representación en coma fija en 
cada punto es distinta, y por tanto se hará una diferenciación en las señales internas. 
 
Figura 79. Diagrama de bloques de la arquitectura del receptor de la técnica de portadora única (SE y DCT). 
 
Figura 80. Diagrama de bloques de la arquitectura del receptor de la técnica de portadora única (iDCT). 
Como se observa en las figuras, la señal paralelizada q´s[n] de entrada al receptor pasa 
a través del módulo que quita la extensión simétrica, para convertirse en v’m[n]. Esta señal 
se multiplica por la primera constante Q1RSTU'  para obtener y’m[n]. La señal y’m[n] pasa a la 
FFT, de la cual se obtiene Y’m[k]. Ésta se multiplica por la segunda constante Q1RTUS_`a'  y 
se obtiene Z’m[k]. La señal Z’m[k] se introduce en las memorias ping-pong, de las cules 
sale la señal S’m[k], que se corresponde con la salida de la DCT. 
En este punto es donde se introduce el módulo del igualador en el dominio de la 
frecuencia, ecualizando la señal S’m[k] de salida de la DCT, en la señal P’m[k] de entrada a 
la iDCT. 
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La señal P’m[k] se introduce en la iDCT y será multiplicada por la constante Q1RSTU' , 
obteniendo la señal Y2’m[k]. Esta señal se introduce en la FFT para generar la señal y2’m[n]. 
La señal y2’m[n] se multiplica por la segunda constante Q1RTUS_`a'  y se obtiene la señal 
z2’m[n]. Esta señal pasa a las memorias ping-pong para obtener a la salida la señal x’m[n], 
que se corresponde con la salida de la iDCT y, a su vez, con la salida del receptor de la 
técnica de portadora única. 
Al igual que en el transmisor, el throughput de un datapath del receptor de la técnica 
mono-portadora es Tch=1 dato por ciclo de reloj y, al implementarse con un ratio de 
paralelismo Rp=2, el throughput del receptor es Tc=Tch·Rp=2 datos por ciclos de reloj. Con 
todo esto, todas las muestras de entrada xm[n] son procesadas cada Mc=256 ciclos. Como 
un nuevo conjunto de muestras de entrada xm[n] está disponible cada Mcmax=512 ciclos, la 
arquitectura propuesta cumple esta limitación (Mc<Mcmax). 
Como la DCT y la iDCT se componen de la misma forma, el número de recursos se 
multiplica por dos, por lo que el número de multiplicadores CmRx empleados para la 
realización de la arquitectura del receptor de la técnica mono-portadora es (146): 
8?  89:,? + 2 
 8$r  0 + 2 
 48  96  multiplicadores (146) 
Donde CmDCT=48 es el número de multiplicadores empleado por una DCT (138); y 
CmSE,Rx=0 es el número de multiplicadores empleados en el módulo de la extensión 
simétrica (142). 
Por otro lado, la latencia LRx de la arquitectura propuesta para el receptor de la técnica 
mono-portadora es obtenida en (147): 
=? 	=9:,? + 2 
 =$r  512 + 2 
 1256  3024  ciclos (147) 
Donde LSE,Rx=512 ciclos es la latencia del módulo SE (143); y LDCT=1256 ciclos es la 
latencia de la DCT (139). 
A continuación, se muestra en la Figura 81 y en la Figura 82 el cronograma de 
funcionamiento del receptor de la técnica de portada única. En éste se observan las 
principales señales del diseño así como los retardos que existen entre ellas. En la primera 
parte del cronograma, se recibe la señal de entrada al receptor q’s[n], sincronizada con la 
señal enable que se produce un ciclo de reloj después de CEM (muestra de reloj 2). A partir 
de esta señal se quita la extensión simétrica, para obtener v’m[n] (muestra de reloj 3). Con 
la activación del enable, se comienza a generar direcciones para la memoria que almacena 
los coeficientes Q1RSTU'  de la primera multiplicación (12) (muestra de reloj 2). A continuación 
se añade un retardo en v’m[n], para que esté sincronizado con el coeficiente Q1RSTU'  en la 
entrada del multiplicador (muestra de reloj 4), produciéndose 4 ciclos de reloj después la 
salida del multiplicador y’m[n] (muestra de reloj 8). Esta señal y’m[n] se retrasa para que 
esté sincronizada con la señal de comienzo de la FFT next_in (muestra de reloj 10). 
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Cuando la FFT ha sido realizada (13) (muestra de reloj 12), se activa la señal next_out 
y en el siguiente ciclo de reloj, comienza a proporcionarse la salida de la FFT Y’m[k] 
(muestra de reloj 13). Esta señal se sincroniza con los coeficientes Q1RTUS_`a'  de la segunda 
multiplicación (15) (muestra de reloj 15). La salid Z’m[k] se sincroniza con las direcciones 
para el puerto A de la memoria ping-pong que realiza el reordenamiento de la trama de 
datos (14) (muestra de reloj 20). La salida P’m[k] se produce un ciclo después de la 
dirección del puerto B de la memoria ping-pong (muestra de reloj 22). 
En la segunda parte del cronograma se describe la iDCT. Ésta se caracteriza por tener 
la misma arquitectura que la DCT anterior. Primero, se activa el enable y se producen las 
direcciones para la memoria que almacena los coeficientes Q1RSTU'  de la primera 
multiplicación (12) (muestra de reloj 21). La señal P’m[k] llega un un ciclo de reloj después, 
para que esté sincronizado con el coeficiente Q1RSTU'  en la entrada del multiplicador (muestra 
de reloj 23). Cuatro ciclos de reloj después se genera la salida del multiplicador Y2’m[k] 
(muestra de reloj 27). Se añade un retardo a la señl Y2’m[k] para que se sincronice con la 
señal de comienzo de la FFT next_in (muestra de reloj 29). 
Cuando la FFT ha terminado (13), se activa la señal next_out (muestra de reloj 31) y se 
proporciona la señal de salida y2’m[n] de la FFT un ciclo de reloj después (muestra de reloj
32). Esta señal se entrega junto a los coeficientes Q1RTUS_`a'  en la segunda multiplicación 
(15) (muestra de reloj 34). La multiplicación produce la señal z2’m[n] que se entrega en el 
puerto A de la memoria ping-pong que realiza el reord namiento de la trama de datos (14) 
(muestra de reloj 39). La salida x’m[n] se produce en el puerto B de la memoria ping-pong, 
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6.2. Sistema Completo de la técnica de portadora Única 
6.2.1. Estudio de la precisión finita, consumo de recursos y latencia 
Como ya se realizó en las otras dos técnicas, se va a mostrar en la Tabla 36 la 
representación en coma fija de cada módulo y señal n el diseño propuesto, para el 
transmisor y el receptor. El ancho de palabra más común es de 18 bits, debido a las celdas 
multiplicadoras DSP48E1 empleadas. 
Tabla 36. Representación en coma fija del ancho de palabra para la arquitectura de portadora única. 




Entrada Tx xm[n] 18 16 
Módulo SE 
Entrada xm[n] 18 16 
Salida ps[n] 18 16 
Salida Tx Salida e[n] 18 16 
Entrada Rx Entrada r[n] 18 16 
Módulo SE 
Entrada q’s[n]  18 16 
Entrada v’m[n] 18 16 
Rx DCT 
Entrada v’m[n] 18 16 
Constante e-jmπ/2M 25 23 
Multiplicador eq. (59) 36 32 
y'm[n] 18 16 
y'm[n0] 18 8 
Y’m[k0] 18 8 
Z’m[k] 18 8 
Constante e-jπ(2m+1)/4M 25 23 
Multiplicador eq. (62) 36 32 
Salida P’m[k] 18 12 
 
Entrada P’m[k] 18 12 
Constante e-jmπ/2M 25 23 
Multiplidor eq. (59) 36 32 
Y2’ m[k] 18 12 
Rx iDCT 
Y2'm[k0] 18 12 
y2’ m[n0] 18 12 
 z2’ m[n] 18 12 
Constante e-jπ(2m+1)/4M 25 23 
Multiplicador eq. (62) 36 32 
Salida Rx x’m[k] 18 16 
Una vez que se tienen los anchos de palabra de cada módulo, se realiza una comparación 
de ellos con el modelo en coma flotante, para comprbar tanto su error medio, como su 
desviación máxima. Para la realización de esta simulación se ha empleado una entrada 
aleatoria xm[n], de 1000 muestras de longitud y normalizada al máxi o rango de entrada [-
1,+1], para cada uno de los M=512 canales de entrada. En la Tabla 37 se puede observar el 
error medio y la desviación estándar en cada una de l s señales intermedias. 
El consumo de recursos ha sido calculado anteriormente, obteniéndose para el 
transmisor el resultado de 1 multiplicador (144). En el caso del receptor el resultado 
obtenido es de 96 multiplicadores (146). La latencia de la técnica mono-portadora también 
ha sido calculada previamente con lo que aquí solo se expondrá el resultado final. En el 
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caso del transmisor la latencia LTx es la calculada en (145), que se corresponde con 514 
ciclos. Para el caso del receptor, la latencia LRx es de 3024 ciclos (147). 
Tabla 37. Error medio y desviación típica para las señales intermedias en la arquitectura de portadora única, 
asumiendo una rango de entrada de [-1,+1] en xm[n]. 





Módulo SE ps[n] 0 0 
Salida Tx e[n] 0 0 
Entrada Rx r[n] 0 0 
Módulo SE v’m[n] 0 0 
Rx DCT S’m[k] 0.0020 0.0038 
Rx iDCT x’m[n] 0.0032 0.0035 
6.2.2. Resultados obtenidos para el modelo en coma fija y el modelo en coma 
flotante 
A continuación se va a realizar una comparación entre el modelo en coma flotante y el 
modelo en coma fija, obteniendo los parámetros de SNR (Signal Noise Ratio), MSE (Mean 
Square Error), PSNR (Peak Signal Noise Ratio), y ME ( aximum Error), tal y como se 
define en [112]. En la Tabla 38 se muestran los resultados obtenidos, empleando una 
simulación con una entrada aleatoria xm[n] de 1000 muestras de longitud y una amplitud 
normalizada al máximo valor de entrada. 
Tabla 38. Comparación entre los modelos en coma fija y coma flotante para la técnica mono-portadora. 
 Coma flotante Coma fija 
SNR  310.5491 dB 45.1182 dB 
Error cuadrático medio 
MSE  3.0154 10
-32 1.8700 10-5 
Pico SNR 315.2686 dB 49.8376 dB 
Error absoluto máximo 
ME 4.6847 10
-16 7.6000 10-3 
6.3. Conclusiones  
La técnica de portadora única con igualación en el dominio de la frecuencia ha sido 
implementada realizando un estudio tanto del consumo de recursos y la latencia del sistema, 
como del efecto de la precisión finita.  
Una de las características a destacar nuevamente es la fl xibilidad del diseño, ya que 
modificando distintos parámetros se puede emplear la técnica mono-portadora en distintos 
ámbitos o medios de transmisión. Los parámetros que se pueden modificar son el número 
de subcanales empleados, el número de elementos que e duplicarán por la extensión 
simétrica, y el cambio de la frecuencia de funcionamiento del diseño. 
A su vez, el empleo de un ratio de paralelismo Rp permite modificar la arquitectura 
interna del diseño, lo cual hace que se varíe el número de recursos que se emplean en el 
diseño. Además, la modificación de la arquitectura hace que se altere el tiempo de 





sistema sea capaz de trabajar en tiempo real, consiguiendo un tiempo de procesamiento 
bajo. Esto demuestra la versatilidad del diseño para adaptarse a distintos tipos de 
transmisiones.  
Otra característica que ofrece la técnica mono-portad a es la simplificación obtenida 
en la arquitectura del transmisor, debido a que se de plaza al receptor la iDCT. Este hecho 
supone que se pueda emplear una plataforma de menores prestaciones y por tanto más 
barata para implementar el transmisor, que la que se use en el receptor. 
Por último, se ha de destacar la optimización de la cuantificación empleada para reducir 
el efecto de la precisión en coma fija. Gracias al estudio realizado previamente sobre la 
arquitectura de la DCT-IV, y la elección de la cuantificación óptima para cada señal 
intermedia, se ha conseguido obtener unas prestaciones similares a las obtenidas en las 




















En este punto el diseño de las arquitecturas de las distintas técnicas de acceso al medio 
se ha terminado. Para su realización se ha llevado a cabo un estudio del algoritmo, un 
análisis de la arquitectura a desarrollar y una optimización de los recursos empleados. 
Además de la implementación eficiente de las arquitecturas como periféricos específicos 
en el SoC, se ha desarrollado la propia arquitectura del SoC. A partir de aquí se procede a 
evaluar cada una de las arquitecturas y analizar las prestaciones obtenidas de estas 
arquitecturas con las pruebas reales. Para ello, se utiliza un conversor digital-analógico 
DAC FMC204 [117] y un conversor analógico-digital ADC AD9467 [118] para efectuar 
la correcta transmisión de los datos que envía el transmisor fuera de la FPGA, y también 
proceder con la correcta recepción de estos datos en el receptor. Ambos conversores 
trabajarán con una frecuencia de muestreo fTx=62.5MHz y ambos tienen un ancho de 
palabra de 16 bits. Debido a la imposibilidad de encontrar unos AFEs (Analog Front-Ends) 
comerciales para la conexión a la red eléctrica, se con ctarán los conversores directamente 
al canal de transmisión, pero siempre sin red eléctrica; de este modo, se verificará todo el 
diseño a TTx=62.5Msps en un entorno simplificado. Se ha elegido esta tasa de transmisión 
de TTx=62.5Msps en el canal por ser una de las propuestas n el estándar de PLC [27]. 
Para comprobar el diseño de las arquitecturas impleentadas se van a realizar tres tipos 
de pruebas experimentales: en la primera se va a conectar el transmisor con el receptor 
dentro de la FPGA, con lo que se van a obtener los resultados de las técnicas sin emplear 
la conversión analógica. De este modo, la conexión del transmisor con el receptor se realiza 





Con esto se consigue comprobar la idoneidad de las arquitecturas, ya que el canal de 
transmisión es ideal. En la segunda prueba experimental, para la conexión del transmisor 
con el receptor se utiliza el DAC y el ADC que se encuentran conectados mediante un cable 
SMA de 30cm. El cable SMA presenta una buena respuesta en frecuencia y por tanto se 
aproxima mucho a un canal ideal. Esto permite comprbar el diseño completo 
introduciendo los conversores analógicos en un canal de transmisión ideal. Por último, en 
la tercera prueba experimental, el DAC y el ADC se conectan a un cable de red eléctrica 
de 12m de longitud. En esta prueba se podrá evaluar el diseño en un canal de transmisión 
con unas condiciones más parecidas a las reales. 
Para la obtención de los resultados en las pruebas definidas se han utilizado tres 
aproximaciones diferentes para las técnicas desarrolladas. Primero se ha realizado la 
simulación del modelo en coma flotante, después otra simulación con el modelo en coma 
fija, y por último, una prueba experimental con la técnica implementada en la FPGA. En 
estas simulaciones se pretende evaluar la arquitectura desarrollada en las condiciones más 
parecidas a la prueba experimental, por ello tanto l  entrega y recepción de datos, como los 
conversores siempre están desarrollados con modelos en precisión finita idéntica a la que 
poseen en la implementación de la FPGA. Con el uso de la simulación en coma flotante se 
obtienen los resultados que obtendría la arquitectura, sin el efecto de la precisión finita. La 
simulación en coma fija ha sido realizada considerando las limitaciones de ancho de palabra 
que se fijan en la FPGA, con lo que los resultados obtenidos deben ser iguales a los 
obtenidos con el diseño en la FPGA. Por último, se realiza la prueba empírica, con el objeto 
de constatar el diseño desarrollado en la FPGA con los diseños simulados. 
En los tres casos se empleará la misma señal de entrada, definida por un tamaño de 
40960 muestras, y generada de manera aleatoria en el rango de amplitud de [-1,1]. De esta 
manera, será posible establecer una comparativa directa entre los resultados obtenidos en 
la prueba empírica y los obtenidos en las simulaciones. 
Para la evaluación de los resultados obtenidos, se ha decidido calcular los parámetros 
de SNR (Signal Noise Ratio), MSE (Mean Square Error), PSNR (Peak Signal Noise Ratio) 
y ME (Maximum Error). El SNR (relación señal-ruido) (148) calcula la relación media que 
existe entre la potencia de la señal que se transmite y la potencia del error, considerando al 
error la diferencia de la señal que se transmite con la que se recibe. Este parámetro permite 
determinar la media de la calidad de la señal recibida, respecto a la que se ha transmitido. 
´"  10 log 9¶·U9¶·19¸·U (148) 
 Por otro lado, el MSE (error cuadrático medio) (149) calcula la media de la diferencia 
entre la señal que se transmite y la que se recibe, al cuadrado. El MSE determina el error 
introducido en la señal recibida respecto a la transmitida.  





El PSNR (pico de relación señal-ruido) (150) calcula la relación entre la máxima 
potencia de entrada y el MSE. Con este parámetro se obtiene la máxima calidad de la señal 
recibida respecto a la señal transmitida.  
»´"  10 log 9¶·U59:  (150) 
Por último, el ME (error máximo) (151) calcula la máxima diferencia que existe entre 
la señal que se transmite y la señal recibida.  
¹  ¼½|´ 4 ´?| (151) 
Estos parámetros se calcularán para cada subcanal de las arquitecturas implementadas, 
realizando después una media para obtener el valor que define a la arquitectura completa.  
Además, será posible integrar una fase de modulación previa a la técnica de acceso al 
medio. En este caso, se han empleado distintas modulaciones PAM (Pulse Amplitude 
Modulation) [119], debido a que así lo indica el estándar de PLC de banda ancha. La 
modulación PAM consiste en asignar niveles de amplitud a la señal a transmitir. Además 
de aplicar esta modulación se ha decidido realizar también la transmisión de los datos sin 
ningún tipo de modulación. Con el empleo de la modulación PAM se calculará el parámetro 
SER (Symbol Error Rate) para cada una de las técnicas implementadas. El SER  calcula la 
relación de símbolos erróneos recibidos respecto al número total de símbolos. Este 
parámetro permite determinar qué porcentaje de los datos modulados recibidos han llegado 
con error. 
En estas pruebas experimentales no se ha considerado el uso de un igualador de canal, 
al estar el estudio de la igualación y sincronización del canal de transmisión fuera de los 
objetivos de esta tesis. En su lugar, se ha empleado n todos los casos un módulo de 
sincronismo ideal sin igualación de canal. 
El empleo de los conversores digital-analógico y analógico-digital implica la 
modificación de la arquitectura presentada en la sección 3, introduciendo un módulo de 
control para el DAC y otro para el ADC. Asimismo, dado que la latencia del bucle 
analógico es constante pero no determinista al transmitir las señales fuera de la FPGA, es 
necesario la introducción de otro periférico extra para la sincronización del transmisor y el 
receptor. De este modo, la sincronización realiza el alineamiento de la trama de datos de 
entrada en el receptor, situando el primer valor en el primer subcanal. En la Figura 83 se 
muestra el diagrama de bloques del diseño del SoC implementado con las modificaciones 
añadidas. 
 




Figura 83. Diagrama de bloques del sistema completo para realizar pruebas reales. 
Como se observa en el diagrama de bloques, tanto la señal transmitida, como la señal 
recibida, entran al módulo de sincronismo, de forma que sea posible llevar a cabo una 
sincronización ideal de la señal recibida. 
7.1. Etapas de calibración y sincronización 
Para la realización de las pruebas experimentales, es imprescindible asegurar que los 
datos recibidos en el receptor son correctos y que se ncuentran sincronizados con su 
subportadora correspondiente. Para realizar esto, es necesario realizar una configuración de 
la frecuencia empleada, una calibración de los datos recibidos y un alineamiento de la trama 
de datos. La configuración de la frecuencia consiste en que el transmisor y el receptor 
dispongan de la misma frecuencia real. Esto es necesario para que no se produzcan pérdidas 
de datos originado por el desplazamiento en frecuencia de portadoras (CFO) [37], debido 
a que la frecuencia del receptor sea distinta que la del transmisor. Por otro lado, se debe 
garantizar una correcta captura en la FPGA de los datos proporcionados por el ADC. Para 
ello, se lleva a cabo una calibración consistente e centrar el flanco del reloj de captura en 
la zona estable del dato que proporciona el ADC, ya que si el flanco no se encuentra en esta 
zona, se puede entregar información mezclada de datos e dos ciclos de reloj distintos (el 
ADC transmite los datos en DDR). Por último, se realiza el alineamiento de la trama de 
datos, ya que como se trata de una transmisión multi-portadora es necesario que el primer 
dato se introduzca en el primer subcanal, pues de otro modo la decodificación de los datos 
no se producirá correctamente. En la Figura 84 se muestran las tres fases necesarias para 






Figura 84. Fases para una correcta recepción de los datos para la realización de las pruebas reales. 
Para asegurar que los datos transmitidos se reciben orrectamente en la entrada del 
receptor, es necesario que las tres fases se cumplan. Con este objetivo se han desarrollado 
los módulos de control del DAC, ADC y el módulo de sincronismo. 
7.1.1. Módulo de control del DAC 
El módulo de control del DAC, además de realizar el control y la entrega de los datos 
al conversor, proporciona el reloj que utilizan todos los bloques involucrados en el proceso 
(Transmisor, Receptor, ADC,…). El módulo de control obtiene el reloj que se genera en el 
DAC y lo distribuye por el resto de la FPGA, puesto que este reloj es el que se empleará en 
todo el diseño, para asegurar que todos los periféricos disponen de la misma frecuencia 
real. En la Figura 85 se puede observar el diagrama de bloques del módulo de control del 
DAC. Este módulo está formado por un enlace SPI, encargado de la comunicación con el 
DAC; un registro de estado y control, que permite qu el microprocesador se comunique y 
configure el módulo y el DAC; y la parte encargada de entregar los datos a transmitir.  
La transmisión de los datos al DAC se realiza en modo DDR (Double Data Rate), esto 
implica que se transmitan datos tanto en el flanco de subida de reloj, como en el de bajada. 
Para la correcta transmisión de los datos al DAC se toma el reloj que genera el propio DAC 
y se introduce en un MMCM (Mixed-Mode Clock Manager). Este módulo permite generar 
las señales de reloj necesarias. Por un lado, genera la señal de reloj global del sistema, la 
cual se empleará tanto en el transmisor, como en el rec ptor. Y por otro lado, se genera una 
señal de reloj desfasada 90º respecto a la anterior, que se transmitirá al DAC junto con los 
datos. Como los datos del transmisor se generan en DDR con la señal de reloj del sistema, 
y la señal de reloj que se envía al DAC está desfasada 90º, se consigue que los flancos del 
reloj siempre estén alineados en la mitad de la ventana de bit, asegurando la correcta entrega 
de éstos. Aparte, la señal To_adc_clk es la señal de reloj que se proporciona al ADC, ya 
que está configurado para que reciba la señal de reloj de manera externa. Por lo tanto, al 
entregar el reloj al ADC, se asegura que tanto transmisor y receptor, como el DAC y el 
ADC, dispongan de la misma frecuencia real. 
 




Figura 85. Diagrama de bloques del módulo de control del DAC. 
7.1.2. Módulo de control del ADC 
El módulo de control del ADC, además de realizar la configuración y el control del 
ADC, realiza la calibración de los datos del ADC. Como se va a emplear el reloj del sistema 
proporcionado por el DAC, es necesario ajustar el flanco del reloj de captura en la ventana 
de los datos que proporciona el ADC, para asegurar q e el flanco del reloj se encuentra en 
la zona estable de los datos proporcionados. 
En la Figura 86 se muestra el diagrama de bloques del control del ADC. Como se 
observa, para realizar esta calibración, se va a emplear la señal de reloj que proporciona el 
ADC como patrón de calibración, puesto que el fabric nte del ADC asegura que la señal 
de reloj y los datos tienen un skew mínimo menor a los 100ps. Además, el ADC 
proporciona los datos en formato DDR; esto quiere decir que se entrega un dato con el 
flanco de subida y otro con el flanco de bajada. Se va a emplear un bloque iodelay que 
permite introducir retardos de hasta 5ns, y un bloque IDDR para capturar la señal de 
calibración. Combinando estos dos elementos, se puede d terminar la posición de los 
flancos del reloj del ADC en función del flanco delr loj que proporciona el DAC a todo el 
sistema (sys_clk), controlando el retardo introducido hasta situar el flanco de reloj del 
sistema en el centro de los flancos de reloj del ADC. Como el reloj y los datos del ADC 
están en fase, si se introduce el mismo retardo en l s datos que el calculado para el reloj, se 





flancos dependerá de si los datos están en fase con l fla co de subida o de bajada. Para 
ello el módulo de calibración se encarga de ajustar el bloque multiplexor dependiendo de 
los valores obtenidos. Toda esta operación es controlada por Microblaze a través de la 
interfaz AXI-LITE y el registro de estado y control. 
 
Figura 86. Diagrama de bloques del periférico encargada del control del ADC. 
7.1.3. Módulo de sincronismo 
El módulo de sincronismo se encarga de realizar el lineamiento a nivel de trama, que 
consiste en que cada dato recibido se introduzca en su subcanal correspondiente del 
receptor. Como se observa en el diagrama de bloques del módulo de sincronismo de la 
Figura 87, para realizar este alineamiento se emplea una señal de entrenamiento 
(senal_sync) que está multiplexada con la señal del transmisor. Esta señal se transmite en 
la fase de inicialización y cuando es recibida, un co tador determinará el número de ciclos 
de reloj que está desfasada una señal respecto a la otra. Conociendo este valor, se 
introducirá el número de retardos obtenido en el bloque retardos, con lo que la señal que 
se introduce en el receptor, ya estará sincronizada. A emás, el módulo de sincronismo 
posee una serie de registros de control accesibles a través de la interfaz AXI-LITE, que 
permite añadir los retardos manualmente desde Microblaze. Con estos registros también se 
puede monitorizar el número de retardos que se están aplicando a la señal y elegir que se 
transmita una señal patrón de tipo seno. Una vez el sist ma está alineado a nivel de trama, 
se cambia el multiplexor disponible en el módulo de sincronismo para que se emita la señal 
del transmisor.  
 




Figura 87. Diagrama de bloques del periférico de sincronismo. 
Con este bloque, se termina la configuración, calibrac ón y sincronización de los datos 
recibidos por el ADC, con lo que a partir de este momento se pueden obtener los resultados 
de las pruebas experimentales, independientemente d la longitud del cable empleado, ya 
que se asegurará que los datos recibidos siempre estén sincronizados. 
7.2. Recursos empleados por las arquitecturas en la FPGA 
Se van a mostrar los recursos consumidos por las distintas implementaciones realizadas. 
Para el cálculo de los recursos consumidos se ha considerado que el diseño de las 
arquitecturas ha sido realizado en la FPGA Virtex 6 xc vlx240t [110], la cual dispone de 
301440 flip-flops, 150720 LUTs, 416 BRAMs de 36 bits de ancho de palabra, 768 celdas 
DSP48E1 y 600 pines de entrada salida. 
Primero, se van a mostrar los recursos empleados por el sistema global. El sistema 
global está formado por el microprocesador Microblaze, el controlador de memoria externa, 
el módulo DMA, el módulo de sincronismo y el control de los conversores. En la Tabla 39 
se muestra el valor obtenido para los flip-flops, LUTs, BRAMs y DSP48E1. El consumo 
de recursos global incluye además el consumo de cada mó ulo que forma parte del sistema 
global. Junto a éste, se muestra el porcentaje de utilización respecto a la arquitectura total, 
para mostrar cómo repercute cada módulo en la arquitect ra. 
Tabla 39. Consumo de recursos del sistema global en una FPGA Virtex 6 XC6VLX240T. 
 flip-flops LUTs BRAMs DSP48E1 
Sistema global 12993 31659 107 93 
Sistema global sin periférico avanzado 11314 25726 36 4 
Microblaze 1445(11.12%) 3746 (11.83%) 19 (17.76%) 4 (4.30%) 
AXI4 3658(28.15%) 9230(29.15%) 9 (8.41%) 0 (0.00%) 
Controlador DDR3 3123(24.04%) 6506 (20.55%) 0 (0.00%) 0 (0.00%) 
DMA 1170 (9.00%) 2608 (8.24%) 2 (1.87%) 0 (0.00%) 
Módulo sincronismo 57 (0.44%) 131 (0.41%) 3 (2.80%) 0 (0.00%) 
Control DAC 594 (4.57%) 1178 (3.72%) 3 (2.80%) 0 (0.00%) 





Cabe destacar que el porcentaje de utilización de recursos de la FPGA es bajo, ya que 
el sistema completo ocupa un 4.3% de los flip-flops, un 21% de LUTS, 25.7% de BRAMs 
y un 12.1% de DSP48E1. 
Una vez se ha mostrado el consumo de recursos del sistema global, se procede a mostrar 
el consumo de recursos de cada una de las técnicas empleadas. En primer lugar, se mostrará 
el consumo de recursos para la técnica DTT en la Tabla 40. Nótese que el porcentaje 
indicado es respecto al total de recursos consumidos. 
Tabla 40. Consumo de recursos de la técnica DTT en una FPGA Virtex 6 XC6VLX240T. 
 flip-flops LUTs BRAMs DSP48E1 
Sistema global 12993 31659 107 93 
Interfaz Tx 90 (0.69%) 181 (0.57%) 2 (1.87%) 0 (0.00%) 
Transmisor 1245 (9.58%) 3567 (11.27%) 33 (30.84%) 45 (48.39%) 
Interfaz Rx 172 (1.32%) 393 (1.24%) 0 (0.00%) 0 (0.00%) 
Receptor 1060 (8.16%) 3197 (10.10%) 36 (33.64%) 44 (47.31%) 
Como se observa, la mayor parte de las celdas DSP48E1 empleadas se utilizan en la 
técnica implementada, debido al procesamiento realizado; mientras que el sistema global 
no necesita realizar ningún tipo de procesamiento, ya que sólo realiza la tarea de 
proporcionar los datos. 
En la Tabla 41 se muestra el consumo de recursos empleado por la técnica FBMC. Dado 
que emplea un banco de filtros polifásicos, además de un módulo Matriz y una 
multiplicación por una constante theta (Ө), su consumo de recursos es más elevado que la 
anterior técnica.  
Tabla 41. Consumo de recursos de la técnica FBMC en una FPGA Virtex 6 XC6VLX240T. 
 flip-flops LUTs BRAMs DSP48E1 
Sistema global 12993 31659 141 104 
Interfaz Tx 87 (0.67%) 185 (0.58%) 2 (1.42%) 0 (0.00%) 
Transmisor 1397 (10.75%) 3724 (11.76%) 45 (31.91%) 49 (52.68%) 
Interfaz Rx 200 (1.54%) 403 (1.27%) 0 (0.00%) 0 (0.00%) 
Receptor 1096 (8.44%) 3232 (10.21%) 58 (41.13%) 51 (54.84%) 
Por último, se va a mostrar en la Tabla 42 los resultados obtenidos para la técnica mono-
portadora. En este caso, dado que en el transmisor no se realiza ningún tipo de 
procesamiento, salvo añadir la extensión simétrica (SE), el número de recursos se verá 
reducido; si bien, en el receptor se verá aumentado este consumo debido al empleo de dos 
DCT-IV. 
Tabla 42. Consumo de recursos de la técnica de portad a única en una FPGA Virtex 6 XC6VLX240T. 
 flip-flops LUTs BRAMs DSP48E1 
Sistema global 12993 31659 107 93 
Interfaz Tx 88 (0.68%) 205 (0.65%) 2 (1.87%) 0 (0.00%) 
Transmisor 42 (0.32%) 116 (0.37%) 5 (4.67%) 1 (1.08%) 
Interfaz Rx 219 (1.69%) 401 (1.27%) 0 (0.00%) 0 (0.00%) 
Receptor 1942 (14.95%) 5976 (18.88%) 68 (63.55%) 88(94.62%) 
 
7.3 Resultados obtenidos con un canal ideal 
  
160 
Comparando el consumo de recursos obtenido de las distintas técnicas implementadas, 
se puede observar que la técnica FBMC es la que más recursos consume, dado que es la 
que realiza un procesamiento más complejo de la señl (DCT-IV más filtrado). Por otro 
lado, se observa que la utilización de celdas DSP48E1 entre la técnica DTT y la mono-
portadora es el mismo. Esto es debido a que ambas técnicas emplean los mismos módulos 
(DCT-IV y SE), pero ubicados de distinta manera entre transmisor y receptor. 
Como conclusión se confirma que pese al desarrollo de arquitecturas de técnicas de 
acceso al medio que realizan operaciones complejas, se ha conseguido emplear un número 
de recursos reducido que permite que en un futuro se puedan integrar nuevos periféricos al 
sistema. Para lograr este objetivo ha sido de vitalimportancia el ratio de paralelismo Rp, 
que como se ha explicado previamente, permite la reutilización de cada recurso a lo largo 
del tiempo, evitando así que se dispare el uso de éstos. 
7.3. Resultados obtenidos con un canal ideal 
Una vez analizado el consumo de recursos se procede  a caracterizar la calidad de las 
técnicas empleadas. Para ello, en este primer caso se van a conectar el transmisor y el 
receptor internamente en la FPGA, y de esta manera conseguir un canal ideal. Por tanto, en 
este caso, no se emplearán los conversores analógico-di tales, aunque sí que se considerará 
la limitación del ancho de palabra de 16 bits. Asimi mo, los datos de entrada y salida de la 
arquitectura de la técnica de acceso al medio también disponen de una limitación de ancho 
de palabra de 16 bits. 
Con la utilización del canal ideal se pretende obtener una evaluación de las arquitecturas 
de las técnicas implementadas sin la aportación de ningún ruido o efecto adicional. De esta 
forma, se podrá conocer cómo se comportan las implementaciones realizadas, respecto a 
los modelos en coma flotante y coma fija obtenidos para la simulación. 
En la Tabla 43 se muestran los resultados obtenidos para los distintos parámetros, tanto 
para la implementación en la FPGA de las técnicas de acceso al medio estudiadas, como 
de las simulaciones realizadas en Matlab con los modelos en coma flotante y coma fija. 














FBMC 45.3532 dB 2.4296 10-5 50.0426 dB 0.0073 
DTT 45.4423 dB 1.8541 10-5 50.1318 dB 0.0072 
MONO 45.4654 dB 1.7301 10-5 50.1544 dB 0.0071 
Modelo coma 
fija 
FBMC 43.6433 dB 2.8862 10-5 48.3327 dB 0.0115 
DTT 43.8381 dB 2.6555 10-5 48.5476 dB 0.0089 
MONO 44.4524 dB 1.9415 10-5 49.1419 dB 0.0083 
Modelo coma 
flotante 
FBMC 57.3448 dB 1.5711 10-6 62.0342 dB 0.0080 
DTT 65.8419 dB 3.1352 10-7 70.5314 dB 7.9971 10-4 





Como se observa, tanto los valores obtenidos en el modelo en coma fija, como los 
obtenidos en la prueba empírica no son iguales. Este hecho se debe a que el modelo de la 
FFT utilizado en el modelo de punto fijo no caracteriza el comportamiento interno exacto 
del core de la FFT empleado en la implementación. Esta afirmación se corroboró 
eliminando el modelo de la FFT y realizando una nueva comprobación parcial del sistema. 
En este caso sí se observó que la diferencia entre los valores obtenidos en la 
implementación y los de la simulación realizada en coma fija era nula. 
Por otro lado, en el caso del modelo en coma flotante, los mayores valores de SNR se 
obtienen al no tener el error por el efecto de la cu ntificación del modelo. Esta diferencia 
con el modelo en coma fija se genera en su gran mayoría en la FFT, debido a que a la hora 
de realizar la cuantificación del sistema es necesario tener en cuenta el peor caso posible, 
para evitar desbordamientos de señales que provocarían l  degradación de los datos. En la 
FFT el peor caso se encuentra cuando todas las salida  se encuentra a cero, menos una que 
posee el valor máximo. Este valor máximo se corresponde con el número de puntos M de 
la FFT. Por lo tanto, la cuantificación debe ser capaz de poder soportar este valor generado. 
Para ello, es necesario reservar bits adicionales pra la parte entera, reduciendo el número 
de bits para la parte decimal; como consecuencia se producirá una reducción de la 
resolución del sistema. 
Prestando atención a la simulación en coma flotante, se puede observar que la técnica 
mono-portadora obtiene unos valores mayores de SNR y menores de error que las técnicas 
DTT y FBMC. Esta diferencia se debe a la limitación del ancho de palabra del canal de 
transmisión, limitación impuesta por los conversore y que aunque no se utilizan en esta 
primera prueba, sí se ha tenido en cuenta. La limitación del ancho de palabra del canal de 
transmisión en el caso de la técnica mono-portadora n  genera ningún error, ya que no se 
produce ningún tipo de tratamiento de los datos en el transmisor. Mientras, en las técnicas 
DTT y FBMC se produce un efecto de atenuación a bajs frecuencias que se observará en 
la Figura 88, Figura 89 y Figura 90 y que se explicará más adelante. 
Profundizando un poco más en los resultados que se han obtenido, se procede a mostrar 
en las figuras mencionadas una representación del valor medio de la relación señal-ruido 
(SNR) en cada uno de los subcanales definidos en la técnicas multi-portadora 
correspondiente (M=512), para las dos simulaciones y la prueba experimental. 
 




Figura 88. Representación de SNR en el canal ideal para las distintas subportadoras en la técnica DTT. 
 
Figura 89. Representación de SNR en el canal ideal para las distintas subportadoras de la técnica FBMC. 







































Figura 90. Representación de SNR en el canal ideal para las distintas subportadoras de la técnica de portadora única. 
Como se observa en las figuras, en la simulación en coma flotante de la técnica DTT y 
FBMC se produce una atenuación en las primeras subportadoras. Como se ha comentado, 
esto es debido a la limitación de la cuantificación de los conversores combinado con el 
procesamiento de la FFT realizado en el transmisor. También se puede observar que en el 
caso de la técnica mono-portadora, al no producirse ningún tipo de procesamiento en los 
datos del transmisor, este hecho no se produce, obsrvándose un mayor valor de SNR. 
Por otro lado, tanto en la simulación en coma fija,como en la prueba empírica de las 
tres técnicas, se observa que existe una caída del valor de SNR en torno a la portadora 
número 120. Este efecto en los valores de los SNR de ca a subportadora se debe al hecho 
de que existe una cuantificación que limita la precisión de las arquitecturas desarrolladas y 
en este caso es generado por la limitación de la precisión en la FFT del transmisor. 
También se puede observar que aunque el modelo empleado para la FFT no caracteriza 
exactamente el comportamiento interno del core de la FFT utilizado en la implementación, 
los valores de SNR obtenidos para cada subportadora son muy parecidos, sirviendo para 
comprobar que el modelo en coma fija se ajusta a la rquitectura implementada en la FPGA. 
Asimismo, se observa que pese a la reducción del valor del SNR generado por el efecto 
de la precisión finita en las arquitecturas, se obtiene un SNR suficiente para realizar 
transmisiones por un canal PLC de banda ancha. 
Por último, se realizaron pruebas experimentales y simulaciones en los modelos, 
introduciendo las distintas modulaciones PAM (2, 4, 8, 16, 32) según el estándar de PLC, 
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para calcular el SER (Symbol Error Rate). Al tratarse de un canal ideal y disponer de SNR 
elevados, el SER obtenido en todas las pruebas era nulo, lo cual indica que no se produce 
ningún error de transmisión en los datos enviados. 
7.4. Resultados obtenidos con un canal consistente en un cable SMA 
Para la conexión del cable SMA es necesario el empleo de los dos conversores 
analógico-digitales. Estos conversores han sido evaluados, observándose que el ADC no 
introduce ninguna atenuación en la transmisión. Asimismo, en el caso del DAC se observa 
que la salida no alcanzaba la amplitud que se determinan en las hojas de características del 
mismo. Esto es debido a que este conversor DAC dispone a su salida de un transformador 
que introduce pérdidas como se observa en la Figura 91. Esto provocaba que los datos 
transmitidos fuera de la FPGA sufran una pérdida de 14dB respecto a la salida del 
transmisor. Por otro lado, se puede observar en la gráfica que este transformador atenúa 
mucho las frecuencias comprendidas entre 0-3MHz, con lo que este rango de frecuencias 
no será considerado en las pruebas reales. 
 
Figura 91. Pérdida a la salida del DAC por el transformador TC4-1W (imagen del datasheet de TC4-1w). 
Pese a que se emplea un cable SMA que puede considerar e prácticamente ideal, gracias 
a su buena respuesta en frecuencia, el hecho de que xista esta atenuación debida al 
transformador hace que los resultados de SNR obtenidos se reduzcan. 
Para la realización de las simulaciones se ha generado un modelo del canal de 
transmisión. Para obtener el modelo de canal se han realizado transmisiones en el canal a 
lo largo de las distintas subportadoras y almacenando los datos recibidos. Con los datos 
almacenados de distintas transmisiones se ha obtenido la estimación para cada subcanal, 
obteniendo así un modelo de atenuación para cada una de las subportadoras. Este modelo 
se ha empleado en todas las simulaciones realizadas, tanto en coma fija, como en coma 
flotante. De igual modo, se mantiene la limitación de ancho de palabra de 16 bits en la 
entrada y salida de la arquitectura de la técnica de cceso al medio. 
 Como se observa en la Tabla 44, en este caso existe una mayor diferencia entre los 
valores obtenidos con el modelo en coma fija y la prueba experimental, debido a que el 





cable SMA, y por tanto, no se corresponde exactamente co  la realidad. Si bien, pese a este 
inconveniente, se puede observar como la técnica basada en banco de filtros y en DTT son 
ligeramente mejores en prestaciones que la técnica mono-portadora. 














FBMC 29.9597 dB 5.0000·10-4 34.6636 dB 0.0581 
DTT 31.0939 dB 5.0000·10-4 35.7978 dB 0.0475 
MONO 27.1159 dB 6.0000·10-4 33.7458 dB 0.0809 
Modelo coma 
fija 
FBMC 35.8589 dB 3.3256·10-4 40.5629 dB 0.0351 
DTT 35.9611 dB 3.2851·10-4 40.6650 dB 0.0331 
MONO 30.1301 dB 2.7838·10-4 36.7607 dB 0.0432 
Modelo coma 
flotante 
FBMC 37.1366 dB 3.1648·10-4 41.8406 dB 0.0332 
DTT 37.5151 dB 3.1322·10-4 42.2190 dB 0.0304 
MONO 30.4274 dB 2.5763·10-4 37.0580 dB 0.0418 
De la tabla se puede extraer que vuelve a existir una diferencia entre el modelo en coma 
fija y la prueba experimental. Este diferencia se debe no sólo al hecho de disponer de un 
modelo que no caracteriza exactamente el comportamiento interno del core de la FFT, sino 
también al hecho de que el modelo del canal de transmisión es una estimación. El modelo 
del canal es menos agresivo que el cable SMA y por lo tanto se observa la diferencia de 
hasta 6dB del modelo en coma fija, respecto a la prueba experimental. 
En el caso del modelo en coma flotante, también se utiliza este modelo del canal de 
transmisión. Atendiendo a los valores de las simulaciones en coma flotante y coma fija, se 
observa que se ha reducido significativamente la diferencia que existía entre ellos respecto 
a la prueba con el canal ideal. Esto se debe a que el error que introduce el canal de 
transmisión es predominante sobre el error producido por el efecto de la precisión finita. 
Por último, los resultados obtenidos con la técnica mono-portadora son diferentes que 
los obtenidos con las técnicas multi-portadoras DTT y FBMC. Debido a que sólo se realiza 
procesamiento de datos en el receptor, el efecto del canal de transmisión afecta de una 
manera mayor que en los casos de las otras técnicas, las cuales realizan en el trasmisor una 
modulación de las señales en distintas subportadoras en el dominio de la frecuencia.  
Al igual que para el anterior canal, a continuación se procede a mostrar la 
representación de la media de la relación señal ruido de las subportadoras de las técnicas, 
para las simulaciones y la prueba experimental. 
 




Figura 92. Representación de SNR en el canal SMA para las distintas subportadoras de la técnica DTT. 
 
Figura 93. Representación de SNR en el canal SMA para las distintas subportadoras de la técnica FBMC. 







































Figura 94. Representación de SNR en el canal SMA para las distintas subportadoras de la técnica mono-portadora. 
De la observación de las figuras se pueden extraer consideraciones similares a las que 
ya se obtuvieron en la Tabla 44. La diferencia que existía entre la simulación en coma 
flotante y en coma fija y la prueba empírica se ha reducido. Esto es debido a que el efecto 
del canal de transmisión es predominante sobre el ef cto de la precisión finita. 
Por otro lado, existe una diferencia entre las simulaciones y la prueba empírica. Ésta se 
produce por la utilización de una estimación del canal empleado en la prueba empírica, que 
no se ajusta totalmente a la realidad. Este modelo del canal de transmisión ha sido estimado 
a partir de la media de varias transmisiones, lo cual da lugar a la obtención de un modelo 
menos agresivo que el empleado en la realidad. 
Además, en las técnicas DTT y FBMC se produce una atenu ción progresiva de mayor 
a menor frecuencia en las subportadoras. Esto se produce a causa del efecto del canal de 
transmisión combinado con el procesamiento de la FFT realizada en el transmisor. También 
se puede observar que en el caso de la técnica mono-portadora, al no producirse ningún 
tipo de procesamiento en los datos del transmisor, este hecho no se produce. Si bien, el 
resultado final es que la atenuación media de la técnica mono-portadora es mayor, debido 
a que los datos son transmitidos sin empleo de subportadoras y por tanto está más expuesta 
al efecto del canal. 
Para este canal de transmisión, además de obtener los parámetros definidos para cada 
subportadora, se ha realizado el cálculo del SER (Symbol Error Rate). Para ello, se han 
transmitido los datos con distintas modulaciones PAM (2, 4, 8, 16, 32) según indica el 
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estándar de PLC. En la Tabla 45 se muestran los parámet os obtenidos para cada una de 
ellas en las distintas técnicas. 
Tabla 45. SER obtenido para distintas modulaciones PAM en el canal SMA. 
 PAM 2 4 8 16 32 
Prueba 
experimental 
FBMC 0.0000 0.0000 0.0002 0.0170 0.1142 
DTT 0.0000 0.0000 0.0003 0.0186 0.1094 
MONO 0.0000 0.0000 0.0011 0.0169 0.1491 
Modelo 
coma fija 
FBMC 0.0000 0.0000 3.1465·10-4 0.0156 0.0792 
DTT 0.0000 0.0000 7.3242·10-5 0.0132 0.0693 




FBMC 0.0000 0.0000 2.2883·10-4 0.0149 0.0764 
DTT 0.0000 0.0000 6.7656·10-5 0.0127 0.0667 
MONO 0.0000 0.0000 0.0000 0.0100 0.0795 
Como se observa en la tabla, el valor del SER aumenta con el número de niveles 
empleados en la modulación PAM debido a que, al usar n número mayor de niveles, la 
distancia entre ellos es menor y por tanto existe una mayor probabilidad de error entre ellos.  
Al mismo tiempo, se observa que para las modulaciones PAM de 2 y 4 niveles la tasa 
de error es nula. Esto indica que pese a la pérdida de dB debido al efecto del canal de 
transmisión y del transformador, es posible recuperar todos los datos transmitidos con estas 
modulaciones. 
7.5. Resultados obtenidos con un canal similar al real 
Esta prueba emplea un canal similar al real, ya que se conecta la salida del DAC a un 
cable eléctrico de doce metros de longitud, pero sin alimentación eléctrica debido a que no 
se dispone en el momento de las pruebas de un AFE comer ial para la conexión. Con este 
canal se van a observar tanto efectos de multi-camino, como efectos de atenuación de la 
señal transmitida.  
Al igual que en el anterior apartado, para la realización de las simulaciones se empleará 
un modelo del canal de transmisión. Para la generación de este canal se enviarán señales a 
través del canal para cada subportadora, almacenando los valores recibidos. De este modo, 
se realizará una estimación de la atenuación de cada subcanal, generando el modelo del 
canal. Como se observa en la Tabla 46 existe una diferencia entre los valores obtenidos con 
el modelo en coma fija y la prueba experimental, debido a que el modelo de canal empleado 
en simulación no se corresponde exactamente con la realidad. 
De acuerdo a los resultados de la tabla, continúa existiendo diferencias entre la prueba 
experimental y el modelo en coma fija, debido al empl o en la simulación de un modelo 
del canal de transmisión que no se ajusta exactamene al empleado en la prueba real. No 
obstante, es lo suficientemente parecido como para poder continuar con la comparativa. 
Adicionalmente, se observa que los resultados obtenidos por la técnica mono-portadora 
difieren de las otras dos técnicas. Se observa que la prueba empírica obtiene un resultado 





implementado afecta en mayor medida a la técnica que no emplea las subportadoras y por 
tanto está más expuesta al efecto del canal. 














FBMC 4.6250 dB 0.1095 10.4919 dB 0.7393 
DTT 4.3635 dB 0.1141 10.2529 dB 0.7744 
MONO 5.0397 dB 0.1045 9.7292 dB 0.6659 
Modelo coma 
fija 
FBMC 5.7819 dB 0.1127 10.4714 dB 0.5853 
DTT 5.7616 dB 0.1123 10.4510 dB 0.5799 
MONO 4.4173 dB 0.1208 9.1076 dB 0.8018 
Modelo coma 
flotante 
FBMC 5.7850 dB 0.1126 10.4745 dB 0.5846 
DTT 5.7632 dB 0.1122 10.4526 dB 0.5791 
MONO 4.4182 dB 0.1207 9.1077 dB 0.8012 
También hay que destacar el hecho de que los resultados del modelo en coma flotante 
sean prácticamente iguales que el modelo en coma fija. Esto se produce porque el error 
introducido por el canal de transmisión enmascara ls diferencias que existen entre la 
simulación en coma flotante y coma fija. 
Por último, la excesiva pérdida de dB sufrida por las técnicas en esta prueba es debida 
a la gran atenuación y a la respuesta no plana en frecuencia sufrida por la transmisión de 
los datos a través de un cable eléctrico de semejante lo gitud, junto al hecho de que no se 
emplea ningún tipo de igualación o de amplificación de señal. Además, sigue presente la 
atenuación introducida por el transformador del DAC.  
A continuación se muestra la representación de la media de la relación señal-ruido para 
cada subportadora de las técnicas analizadas, tanto p ra la prueba empírica, como para las 
simulaciones. 
 




Figura 95. Representación de SNR para  el canal basado en el cable eléctrico de 12 m para las distintas subportadoras 
de la técnica DTT. 
 
Figura 96. Representación de SNR para el canal basado en el cable eléctrico de 12 m para las distintas subportadoras 
de la técnica FBMC. 







































Figura 97. Representación de SNR para el canal basado en el cable eléctrico de 12 m para las distintas subportadoras 
de la técnica de mono-portadora. 
Como se observa en las imágenes, no existe diferencia tre la simulación en coma 
flotante y en coma fija y la prueba empírica, debido a que el efecto del canal de transmisión 
es tan predominante que enmascara cualquier otro efecto de diferencia entre las pruebas. 
Por su parte, se observa en las técnicas multi-portad ra una atenuación progresiva del 
SNR según aumenta la frecuencia de transmisión en las subportadoras. Esto se debe 
principalmente a que el canal de transmisión empleado no está diseñado para transmisiones 
a altas frecuencias. Sin embargo, este efecto no se percibe en la técnica mono-portadora, 
debido a que los datos transmitidos no son enviados en múltiples subportadoras a distintas 
frecuencias. 
Al igual que en la anterior prueba, para este canal de transmisión se ha realizado el 
cálculo del SER (Symbol Error Rate), transmitiendo los datos con distintas modulaciones 
PAM (2, 4, 8, 16, 32) según indica el estándar de PLC. Los resultados obtenidos se 
muestran en la Tabla 47.  
Tabla 47. SER obtenido para las modulaciones PAM en el canal basado en el cable eléctrico de 12 m. 
 PAM 2 4 8 16 32 
Prueba real 
FBMC 0.0719 0.4807 0.7424 0.8767 0.9396 
DTT 0.0838 0.5111 0.7540 0.8787 0.9365 
MONO 0.1064 0.5286 0.7692 0.8807 0.9409 
Modelo 
coma fija 
FBMC 0.0712 0.4976 0.7542 0.8773 0.9400 
DTT 0.0785 0.5089 0.7563 0.8783 0.9392 




FBMC 0.0919 0.5047 0.7563 0.8766 0.9379 
DTT 0.0971 0.5062 0.7543 0.8763 0.9370 
MONO 0.2230 0.5875 0.7856 0.8900 0.9452 
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Se observa que los valores de SER obtenidos con este tipo de canal se incrementan 
respecto a la anterior prueba realizada, debido princi almente a la fuerte presencia de ruido 
y a una respuesta no plana en frecuencia en la señal provocado por el canal de transmisión, 
sumado a la existencia de la atenuación por transmitir los datos a cierta distancia. En 
cualquier caso, dado que los módulos de sincronismo y estimación e igualación de canal 
son básicos en cualquier etapa de transmisión PLC, así como el empleo de un AFE para la 
conexión de la técnica al cable eléctrico, cabe esprar la mejora de las cifras obtenidas con 




















Como resultado de la investigación, estudio, análisis y desarrollo presentado, se 
concluye el diseño satisfactorio de arquitecturas eficientes para la implementación en 
tiempo real sobre dispositivos FPGA de diversas técnicas de acceso al medio para un canal 
PLC de banda ancha. Para ello, se ha propuesto una arquitectura SoC global en la cual se 
insertan las arquitecturas particulares para cada transmisor y receptor. Las pruebas 
experimentales han validado de forma preliminar las propuestas realizadas. A partir de esta 
conclusión general, se pueden deducir las siguientes conclusiones parciales: 
Como se ha descrito en el estado del arte, pese a qu  l técnica OFDM ha sido la técnica 
multi-portadora de acceso al medio más empleada en l s últimas décadas, posee varios 
inconvenientes que hacen necesario la búsqueda de alternativas a ésta. Por ello, en diversos 
artículos se ha propuesto el uso de la Transformada Discreta del Coseno como alternativa 
a la Transformada Discreta de Fourier, ya que se consigue una mejor compactación de la 
energía y una mejora del PAPR. 
Para el desarrollo de las arquitecturas de estas nuevas técnicas de acceso al medio se 
hace necesario la búsqueda de alternativas tecnológicas adecuadas que se revisan en el 
estado del arte. Entre las posibles destaca la utilización de las FPGAs. Éstas se caracterizan 
por la posibilidad de implementar arquitecturas paralelas en tiempo real, lo cual es inviable 
en microcontroladores y microprocesadores. Además, el uso de FPGAs permite una 





ASIC. Por tanto, estas características hacen idóneas a las FPGAs para la definición y diseño 
de nuevas arquitecturas para las técnicas de acceso al medio analizadas en esta tesis. 
Para la implementación de las distintas arquitecturas de las técnicas de acceso al medio 
se ha diseñado una arquitectura SoC general en la que poder implementarlas como 
periféricos avanzados. Esta arquitectura general se ha diseñado a lo largo de todo el trabajo 
desarrollado en el capítulo 3 dedicado a la descripción de la arquitectura SoC propuesta. La 
arquitectura ha integrado un microprocesador Microblaze para realizar, tanto la supervisión 
del sistema, como la gestión de la transferencia de los datos. Además Microblaze también 
realiza una comprobación de la calidad de la transmisión, al comparar los datos transmitidos 
con los datos recibidos. Por otro lado la arquitectura general incluye un módulo DMA 
encargado de proporcionar los datos a transmitir y almacenar los datos recibidos. Gracias 
a sus propiedades, el DMA es capaz de proporcionar el flujo de datos necesario para cada 
técnica de acceso al medio. 
Esta arquitectura ha permitido que se puedan implementar distintas técnicas de acceso 
al medio, tanto multi-portadora como mono-portadora, siguiendo el estándar de PLC de 
banda ancha y permitiendo que todo el sistema opere en ti mpo real. Este estándar indica 
una tasa de transmisión y un número de subportadoras tal, que hacen que la implementación 
sea un reto.  
En el capítulo 4 referente a la implementación de la arquitectura para la técnica de 
acceso al medio basada en la Transformada Trigonométrica Discreta, se ha realizado el 
estudio de tres algoritmos para el desarrollo de la arquitectura de la Transformada Discreta 
del Coseno (DCT). Con estos algoritmos se ha buscado un bajo consumo de recursos, un 
tiempo de ejecución que permita su implementación en tiempo real, y obtener el menor 
efecto de la precisión finita. Como se ha observado a lo largo del capítulo, la DCT y más 
exactamente la FFT, ha sido el módulo que más consumo de recursos emplea debido a la 
realización de una operación tan compleja. Además, debido a esta operación tan compleja, 
el efecto de la precisión finita tiene un mayor impacto en el módulo. 
El capítulo también ha servido para mostrar la versatilidad de la arquitectura diseñada, 
ya que es totalmente configurable, y gracias al ratio de paralelismo Rp es posible obtener 
una reutilización de los recursos empleados, consiguiendo un compromiso entre throughput 
y recursos empleados. Además, gracias al desarrollo y comparación de los tres algoritmos 
estudiados se ha podido apreciar cómo el algoritmo 1 pr puesto en [102] y presentado para 
la arquitectura de la DCT genera un menor error debido al efecto de la precisión finita para 
la técnica de acceso al medio. 
En el capítulo de la técnica de acceso al medio basada en filtros polifásicos se ha 
realizado el estudio y diseño de la correspondiente arquitectura. Como esta técnica también 
se basa en una DCT, se ha decidido emplear el mismo algoritmo expuesto en el capítulo 
anterior. Asimismo, debido a la existencia de un banco de filtros, se ha realizado un estudio 
de cuatro tipos de estructuras de filtros para reducir el efecto de la precisión finita en este 





contemplado la utilización de filtros directos y los filtros en celosía genérico, tipo I y tipo 
II, realizándose una comparativa entre ellos tanto  nivel de consumo de recursos, como de 
efecto de la precisión finita. Como se ha observado en el estudio para el desarrollo de los 
filtros polifásicos en la FPGA Virtex 6 xc6vlx240t [110] la arquitectura de filtros directos 
es la mejor opción, gracias a que la FPGA dispone de unas celdas de multiplicación-
acumulación idóneas para el mismo.  
En el capítulo 6, se ha desarrollado la arquitectura para una técnica de acceso al medio 
mono-portadora. La característica de esta arquitectra es que la DCT empleada en el 
transmisor se sitúa en el receptor. De esta manera, el transmisor queda simplificado, 
mientras que la recepción incluye dos DCTs para incluir etapa de igualación de canal en el 
dominio de la frecuencia (FDE), si bien, en esta tesis no se ha abordado la misma. De este 
capítulo se deduce que debido al algoritmo propuesto n la técnica mono-portadora hace 
que se produzca una simplificación muy considerable de la arquitectura del transmisor. 
Mientras, el estudio realizado en la DCT de la precisión finita demuestra que es posible la 
implementación de dos DCTs contiguas para poder realizar la igualación en el dominio de 
la frecuencia, sin que el efecto de la precisión finita genere error adicional. 
En el capítulo de resultados se ha explicado cómo se han evaluado las arquitecturas 
implementadas, realizando distintas pruebas reales con canales de transmisión de distintas 
longitudes y diferentes tipos de ruidos. A su vez, para realizar un estudio más completo, 
estas pruebas reales han sido comparadas con simulaciones de los modelos implementados 
en coma fija y coma flotante. Esto ha permitido obtener una comprobación directa entre los 
datos obtenidos y los simulados.  
Para comprobar las arquitecturas implementadas se han realizado tres pruebas reales. 
La primera prueba realizada conecta internamente en la FPGA el transmisor con el receptor, 
lo que permite obtener una canal de transmisión ideal en modo digital. Con esta prueba se 
obtienen las prestaciones de las técnicas de transmisión de formas aislada, sin canal, 
pudiendo comparar claramente los efectos de la precisión finita en la arquitectura. 
Asimismo, se deduce que el hecho de tener una limitación en el ancho de palabra del canal 
de transmisión hace que exista una atenuación en las primeras subportadoras, aún en el caso 
del modelo en coma flotante. En la técnica mono-portad ra esto no se produce, al no 
realizar ningún procesamiento de datos en el transmisor. Para el modelo en coma fija y la 
prueba empírica esta atenuación se acentúa, debido al efecto de la precisión finita.  
La segunda prueba realizada emplea un conversor digital-analógico y un conversor 
analógico-digital para transmitir los datos fuera de la FPGA y de esta manera, realizar una 
prueba con el diseño completo implementado. Para la conexión entre los conversores se 
emplea un canal SMA que presenta una buena respuesta en frecuencia y por tanto se 
aproxima a un canal ideal. Al realizar esta prueba se observa una caída significativa del 
SNR respecto a la anterior prueba, generada por un transformador situado a la salida del 
DAC. Pese a este inconveniente se observa cómo se cnsigue realizar una transmisión 
correcta, e incluso sin errores al aplicar modulación en amplitud (PAM). 
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Por último, en la tercera prueba se conectan los conversores a un cable eléctrico de 12 
metros, con lo que se obtiene un entorno más próximo a la situación real para probar las 
arquitecturas desarrolladas. En este caso se alcanzn u os resultados bajos de SNR, debido 
a los distintos ruidos que se introducen, junto al hecho de que no se utiliza un AFE para 
atacar la parte analógica, ni se emplea una estimación e igualación de canal. Sin embargo, 
pese al bajo SNR, aplicando modulación PAM es posible una transmisión con un SER 
(Symbol Error Rate), variable según las condiciones de la prueba. 
Se advierte que las mayores fuentes de error se deben principalmente a los siguientes 
factores: a la fuerte presencia de ruido en la señal y a la respuesta en frecuencia no plana, 
ya que no se realiza ningún tipo de igualación del canal de transmisión; y al hecho de no 
disponer de un AFE (Analog Front-End) comercial para l  conexión a la red eléctrica. En 
cualquier caso, dado que los módulos de sincronismo y estimación e igualación de canal, 
así como el empleo de un AFE comercial son básicos en cualquier etapa de transmisión 
PLC, cabe esperar la mejora de las cifras obtenidas con la presencia de los mismos en 
futuras pruebas experimentales. 
8.1. Trabajos futuros 
En esta sección se perfilan las líneas de investigación futuras que se derivan del trabajo 
realizado en esta tesis. Aunque los resultados obtenidos establecen un sólido punto de 
partida en cuanto al diseño de una arquitectura parel desarrollo de nuevas técnicas de 
acceso al medio para comunicaciones PLC de banda anch , existen sin embargo evidentes 
márgenes de mejora en diversos ámbitos que el autor considera que deben ser la 
continuación de los trabajos que se han desarrollado en la tesis. La ampliación y mejora de 
estos trabajos tendrá que ver, tanto con la realización de una estimación e igualación de 
canal y la realización de una sincronización apropiada, como con el desarrollo de un AFE 
para realizar pruebas en un entorno completamente ral. 
En primer lugar, después de observar la gran influecia que posee el módulo FFT en 
los resultados obtenidos, debido al efecto de la precisión finita, se hace necesario el estudio 
y desarrollo de un módulo propio de la FFT. Se tendrá que realizar un estudio de distintas 
arquitecturas, un análisis de cuál es la arquitectura con mejor optimización posible y el 
desarrollo final. Será de vital importancia conseguir reducir el efecto de la precisión finita 
en la arquitectura, ya que a lo largo de toda la tesis se ha observado que su impacto en el 
resultado final es considerable. 
Desde el punto de vista de la estimación e igualación de canal y la sincronización, la 
idea en un futuro próximo es la implementación de un n evo módulo en la arquitectura 
general que permita, no sólo la sincronización de transmisor y receptor en una misma 
FPGA, sino que sea capaz de realizar esta sincronización cuando transmisor y receptor 
están en distintas FPGA, con la dificultad añadida que implica. La realización de esta 
sincronización supone también la realización de una estimación e igualación de canal que 





En la parte que concierne al desarrollo de un AFE y la transmisión de los datos fuera 
de la FPGA, son varias las mejoras que se tiene intención de llevar a cabo. Estas mejoras 
esencialmente tienen que ver con la creación y diseño d  un AFE capaz de trabajar a la tasa 
de transmisión que se determina en el estándar de PLC de banda ancha [27]. De este modo, 
se buscará hacer un sistema capaz de conectarse en cualquier entorno para la realización de 
transmisiones, y obteniendo por tanto, una notable mejora en la transmisión de los datos. 
Otra de las líneas futuras de trabajo que se llevará a cabo tiene que ver con el desarrollo 
de la modulación previa a la transmisión con las técnicas de acceso al medio. Dado que en 
el trabajo desarrollado en la tesis sólo se ha contemplado la transmisión de los datos directos 
o aplicando un tipo de modulación sencilla, se considera que introduciendo una modulación 
más compleja y técnicas de corrección de errores se pueden mejorar las prestaciones 
obtenidas en las técnicas de acceso al medio. En este s ntido, existen numerosos trabajos 
previos que determinan que las técnicas de bit loading reducen el número de bits que se 
reciben de manera errónea, mejorando la calidad de la transmisión en técnicas multi-
portadoras. 
Por último, gracias a que la idea de esta propuesta es albergar distintas arquitecturas de 
técnicas de acceso al medio y que se puedan adaptar a distintos estándares, la propuesta en 
sí se convierte en una perfecta herramienta de trabajo para implementar nuevas técnicas de 
acceso al medio que se desarrollen en el futuro. Si bien, se debe incidir en la actualización 
de la plataforma SoC utilizada hasta ahora, dado que han aparecido nuevas plataformas 
hardware y entornos de desarrollo, quedando el empleado hasta ahora obsoleto. Asimismo, 
gracias a los conversores analógicos-digitales que permiten trabajar con distintas 
frecuencias de muestreo, sería posible conectar la plat forma a distintos canales y/o 
estándares.  
8.2. Publicaciones relacionadas con la Tesis 
En esta sección se relacionan las publicaciones en revistas indexadas y las 
contribuciones a congresos nacionales e internacionles derivadas del trabajo realizado en 
esta tesis. 
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Fernando Cruz-Roldan, Design of a filter bank multi-carrier system for broadband 
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Pablo Poudereux, Álvaro Hernández, Raúl Mateos. A comparison between real time 
implementations for Broadband PLC channel, IEEE Transactions on Circuits and 
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