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Abstract 
The maximum entropy formalism is used to predict the droplet size and 
velocity distribution in a spray resulting from the breakup of a liquid sheet. The 
physics of the process are described by simple conservation constraints for mass, 
momentum, surface energy and kinetic energy. The predicted size distribution is 
compared with four empirical distributions and found very similar to a Rosin -
Rammler distribution with the same parameters. 
The predicted velocity distribution has a Gaussian cross section at any par-
ticular droplet diameter. The variance of the Gaussian decreases with increasing 
droplet diameter, so that the velocity is nearly single valued for large droplets, 
but varies widely for smaller droplets. 
This size and velocity distribution is propagated downstream using a simple 
physical model which assumes a uniform velocity air flow field, no evaporation, 
and treats the droplets as solid spheres. Although this is a substantial simplifica-
tion, it shows that, in the absence of fluctuations in the air stream around the 
droplets, droplet velocity distributions collapse towards single values. This pro-
cess takes place over distances which are short when compared to the scale of 
common spray systems. 
iv 
Acknowledgements 
This research has been made possible by the Natural Sciences and Engineer-
ing Research Council, through an operating grant to Dr. T.A. Brzustowski. I 
would like to thank Dr. Brzustowski for his supervision of this project. He has 
helped me discover many useful insights, and his editorial skills have substan-
tially improved this thesis. 
I a.m grateful to my office mates, Alex Brena, John Rapanotti and Beth 
Weckman, for their help and constructive criticism. My thanks also go to Dr. 
H.K. Kesavan, Dr. M. Renksizbulut and Dr. D.R. Spink for their reading of this 
thesis. 
I would also like to acknowledge the contribution of my new son, Jamie. His 
arrival delayed this work by a term, however his gummy smile has kept me 
cheerful through some of the more tedious and frustrating phases of assembling 
this thesis. He and my wire Peggy deserve substantial credit. 
V 
Table of Contents 
Abstract ........................................................................................................ IV 
Acknowledgements ...................................................................................... v 
Table or Contents ······················································································· VI 
-
List or Tables ............................................................................................... XI 
List or Figures .. ......... .. ... . . . ...... ... ........... ...... .. . . .. .... ..... .. . ...... ... . . . ...... ........ .. . . Xll 
Nomenclature XIV 
Introduction .................................................................................................. 1 
Chapter One 
THE MAXIMUM ENTROPY FORMALISM 
AND ITS SOLUTION ....................................................................... 4 
1.1. The Shannon Entropy ................................................................... 4 
vi 
1.2. Edwin Jaynes and Myron Trlbus ................................................ 5 
1.3. The Maximum Entropy Formalism ............................................ 6 
1.3.1. "Extension" or the Maximum Entropy Formalism 
to a Multi-Dimensional Solution Space .......................... 10 
1.4. An Equivalent Continuous Formalism ..................................... 12 
1.4.1. The Meaning or a Non-Unlrorm Discretization ............. 15 
1.5. Solution or the Equations In the Continuous Form .............. 16 
1.5.1. Solution or Doubly Truncated Gaussian Distributions 21 
Chapter Two 
THE CASE OF SHEET BREAKUP: 
CONSTRAINTS AND SOLUTION ......................................... 23 
2.1. The Model ...................................................................................... 23 
2.1.1. Weighted Mean Diameters ................................................. 25 
Vil 
2.1.2. The Solution Space .............................................................. 26 
2.1.3. Conservation or Mass .......................................................... 26 
2.1.4. Conservation or Momentum .......................................... .... 27 
2.1.6. Conservation or Energy ············:········································· 27 
2.1.6.1. The Kinetic Energy Constraint ............................. 29 
2.1.6.2. The Surface Energy Constraint ........................ ,... 30 
2.1.6. The Source Terms ............................................................... 31 
2.2. The Formal Solution .................................................................... 32 
2.3. The Numerical Solution .............................................................. 33 
2.3.1. Constraints and Source Terms ......................................... 33 
2.3.2. Description of the Solution Algorithm ............................ 35 
2.4. The Resulting Distribution ........................................................ 36 
2.4.1. The Integrated Size Distribution ...................................... 37 
2.6. Number Distributions versus Mass Distributions .................. 39 
Vlll 
2.8. Empirical Distributions ............................................................... 41 
2.8.1. The Rosin - Rammler Distribution .................................. 41 
2.8.2. The Nukiyama - Tanasawa Distribution ........................ 43 
2.8.3. The Log Probability Distribution ..................................... 44 
2.8.4. The Upper Limit Distribution ........................................... 45 
2.8.6. A Basis ror Comparing Distributions ............................... 47 
2.7. Results and Discussion ................................................................ 48 
Chapter Three 
DOWNSTREAM DEVELOPMENT OF THE 
VELOCITY DISTRIBUTION ........................................................ 58 
3.1. Downstream Behaviour ............................................................... 58 
3.2. Downstream Velocity or a Single Droplet ............................... 59 
3.3. An Initial Temptation .... .... . . .... ........ ... . . ..... .. ...... ....... ......... ... .. . . . . 65 
3.4. The Separation or Drop Sizes ........... ......................................... 66 
lX 
3.4.1. Downstream Moments or a PDF ...................................... 67 
3.6. Results and Discussion ................................................................ 70 
Conclusion .................................................................................................. 78 
Recommended Future Work ............................................................ 80 
References ................................................................ :................................. 81 
Appendix A 
Detailed Numerical Results ............................................................... 83 
Appendix B 
Commented Source Listing .............................................................. 100 
X 
List of Tables 
Table 2.1. 
Parameters for the five distributions at different r. values ............................ 55 
Xl 
List of Figures 
Figure 1.1. 
Matrix of linear equations used to solve for the Lagrange multipliers 
........................................................................................................................... 20 
Figure 2.1. 
The sheet breakup system under consideration .............................................. 24 
Figure 2.2. 
Available transfer paths between energy modes ............................................ 28 
Figure 2.3 (a). 
Comparison of Number Distributions for T* = 0.350 ................................... 49 
Figure 2.3 (b). 
Comparison of Mass Distributions for T* = 0.350 ........................................ 50 
Figure 2.3 (c). 
Comparison of Number Distributions for T* = 0.375 ................................... 51 
Figure 2.3 ( d). 
Comparison of Mass Distributions for T* = 0.375 ........................................ 52 
Figure 2.3 ( e). 
Comparison of Number Distributions for T* = 0.400 ................................... 53 
xii 
Figure 2.3 (f). 
Comparison of Mass Distributions for T* = 0.400 ........................................ 54 
Figure 3.1. 
A droplet in an air flow field. ....... ..... ... . . .... ........ .. . ... . . . ... . . ... . . . ........... ............ 59 
Figure 3.2 (a). 
Downstream Mean Droplet Velocities for T* = 0.350 .................................. 71 
Figure 3.2 {b ). 
Downstream Variance of Droplet Velocities for T * = 0.350 ............ ......... ... 72 
Figure 3.2 (c). 
Downstream Mean Droplet Velocities for T* = 0.375 .................................. 73 
Figure 3.2 (d). 
Downstream Variance of Droplet Velocities for T* = 0.375 ........................ 74 
Figure 3.2 ( e). 
Downstream Mean Droplet Velocities for T* = 0.400 .................................. 75 
Figure 3.2 (f). 
Downstream Variance of Droplet Velocities for T * = 0.400 ..................... ... 76 
xiii 
Nomenclature 
A,roj 
a 
b 
C 
err( ) 
I 
Jr, 
Im 
Iv 
g 
<g> 
h( ) 
projected surface area 
coefficient for Upper Limit distribution 
size parameter for the Nukiyama - Tanasawa distribution 
constant of integration or proportionality 
drag coefficient 
general weighted mean diameter 
surface mean diameter 
mass or volume mean diameter 
Sauter mean diameter 
error function or the argument 
drag force 
general probability density function, or droplet number probabil-
ity density function over size and velocity space 
droplet number probability density function over size space only 
droplet mass probability density function over size space only 
droplet number probability density function over velocity space 
only 
some function or location in solution space 
the average or expectation value or g 
arbitrary scaling function 
xiv 
K 
k 
M 
m 
N 
n 
p 
q 
R 
Re 
s 
8 
t 
u 
V 
V 
X 
-X 
y 
z 
proportionality constant 
Boltzman constant 
total mass in the system 
cumulative mass fraction or mass of a droplet 
total number of droplets in the system 
cumulative number fraction 
probability of a particular discrete event 
constraint functional 
dimensional source term (subscripted) 
Reynolds Number 
Shannon Entropy, or a dimensionless source term (subscripted) 
constant exponent for the Upper Limit distribution 
time, or a dummy variable for the error function 
air velocity 
sheet velocity 
droplet velocity 
independent dimension of solution space, or downstream spatial 
dimension in the velocity solution 
size parameter for the empirical distributions 
log scaling function in empirical distribution equations 
dummy variable 
xv 
/3 
f() 
1 
6 
). 
p 
u 
T 
Subscripts 
a 
b 
ke 
I 
m 
mv 
new 
r 
Rosin - Rammler distribution exponent 
Nukiyama - Tanasawa distribution exponent 
the gamma function of the argument 
Log Probability distribution exponent 
droplet diameter 
Upper Limit distribution exponent 
arbitrary Lagrange multiplier 
density 
surface tension 
sheet thickness 
solution space (usually <hi, = dv,.d6,.) 
air 
base case for continuous form derivation 
kinetic energy 
liquid 
maximum, or mass for a PDF or a source term 
momentum 
downstream value, usually in terms of the upstream values 
relative 
xvi 
8 
* 
0,1 
1,2, ... ,i, ... ,m 
surf ace energy 
normalized by either D30 in the case of a length or V in the case 
of a velocity. 
upstream and downstream in the velocity solution 
association with a particular independent dimension of the solu-
tion space 
0,1,2, ... ,i , ... ,n association with a particular constraint number 
0,1,2, ... ,j,... association with a particular discrete state 
co free stream, i.e. U:ic 
Superscripts 
current guess of a quantity in an iterative solution 
XVll 
Introduction 
Atomization is an essential process in the combustion of liquid fuels which 
has been the subject of a great deal of research. Nevertheless, there remains a 
large gap in the understanding of its essential features. This thesis is a step in 
the direction of bridging that gap. 
The research literature on atomization can be divided into two parts. The 
first deals with the stability of liquid sheets and ligaments subject to some 
specific forms of disturbances. This work begins with Rayleigh's famous 1878 
paper on the stability of cylindrical jets1. It goes on to include the effects of 
liquid viscosity (Weber, 1Q31)2, deformation wavelength and asymmetry (Levich, 
1Q62)3, aerodynamic effects of relative gas-liquid velocity (Weber, Levich), 
growth and breakup of surface waves (Mayer, 1Q61)4, liquid sheet breakup 
(Dombrowski and Johns, 1Q63)5 and secondary droplet breakup at very high 
relative gas velocities (Hinze, 1Q48)6• These theoretical studies of various 
mechanisms involved in the breakup of liquid sheets and ligaments are supported 
by many experimental studies. However, such work does not yield any descrip-
tion of the spray produced beyond some expression for an average or maximum 
drop diameter on the basis of the parameters of the disturbances which are most 
readily amplified. The main features of this research are well summarized by 
Rice7. 
The remaining research literature on atomization deals with the description 
of sprays. Papers in this area deal with models of droplet size distributions, with 
their mathematical descriptions, and with the practical parameters such as the 
1 
2 
Sauter mean diameter which can be derived from them. The experimental work 
involves measuring droplet size distributions produced by practical devices and 
their models, fitting the data with one of the canonical distributions, and relat-
ing the various mean quantities of these distributions to the design and operat-
ing parameters of the atomizers used. Much of the modern work of this kind 
has been reported in the proceedings of the International Conferences on Liquid 
Atomization and Spray Systems (ICLASS). 
This work was undertaken to find out if the actual form of the droplet size 
and velocity distribution in a spray could be predicted from first principles, given 
only the parameters of a liquid sheet whose surface area has already been 
increased to the maximum. The first principles are the conservation of mass, 
momentum and energy. 
What is sought is the solution to the following problem: given a certain 
mass of liquid having a specified volume and momentum, as well as surf ace and 
kinetic energy, what is the most likely distribution of droplet diameters when 
this liquid is atomized? This problem statement is ideally suited to solution using 
the maximum entropy formalism pioneered by Edwin Jaynes and Myron Tribus 
which is described fully in Chapter One. This formalism is a tool of statistical 
inference which is of growing importance in science and engineering. It is often 
identified with statistical thermodynamics, but that identification is too limiting. 
This work is not an application of thermodynamic principles to atomization in 
the classical sense. It is an application of statistical inference in which some of 
3 
the constraints are expressed in terms of thermodynamic variables, e.g. surface 
energy. 
The approach taken here is similar in a fundamental way to that employed 
by Kelly8 in his studies of electrostatic sprays, but differs from his work both in 
purpose and in detail. 
Chapter One 
THE MAXIMUM ENTROPY FORMALISM 
AND ITS SOLUTION 
1.1. The Shannon Entropy 
In 1948 Claude Shannon9 proposed a definition or entropy as it relates to 
communication theory as: 
S = - k :I Pi In Pi 
i 
"(t.1.1) 
This entropy is a measure or the information present in a message. Consider a 
communication line whose state (perhaps voltage) is varying with time so as to 
transmit information. Ir the state remains constant then the minimum amount 
or information is transmitted and the entropy from equation (1.1.1) is a max-
imum. Any deviation from a uniform state provides some information, either 
message or noise, and correspondingly reduces the entropy. The more unlikely 
the event (smaller probability), the greater the amount of information carried by 
such an event. 
4 
5 
If the entire signal is of interest, then both the noise and message com-
ponents of the signal provide information. The former provides information 
about the noise sources in the system, while the latter provides information 
about the message sent. However, the noise content is usually not of interest 
and acts only to mask the message. The base, or maximum entropy, state must 
then be taken as a constant null message state with a statistical representation 
of the noise superimposed. In this case any message signals must be larger, or 
contain greater redundancy, in order to be discernible from the noise. Only the 
discernible portions of the message will provide any additional information, and 
thus a reduction in entropy. 
Shannon applied this idea to the design of communications hardware, calcu-
lating such things as the channel capacity of a communications link in the pres-
ence of different noise conditions. The effect of his work has, however, been felt 
over a far wider range of subjects. 
1.2. Edwin Jaynes and Myron Tribus 
The work of Edwin Jaynes10 starting in 1Q57 builds on Shannon's informa-
tion theory and shows that the methods of statistical mechanics are in fact a 
special case of statistical inference based on the entropy measure of information. 
Jaynes proposed a formalism for the maximization of entropy subject to con-
straints which can be applied in any type of problem with incomplete informa-
tion. Myron Tribus has done substantial work in applying this formalism and 
making it available to the engineering profession as it relates to 
6 
thermodynamicsll as well as problems in design and resource management12. 
The following section presents the maximum entropy formalism in much the 
same form as it is presented by Tribus in references 11 and 12. 
1.3. The Maximum Entropy Formalism 
The maximum entropy formalism is useful when the information available 
describing tbe system under consideration is macroscopic in nature, describing 
some average or moment of the system. Examples of this type of information 
include: 
• the temperature of a system of molecules as a statement of the average 
kinetic energy of molecules in that system. 
• the mean and variance of a part's diameter over a production run as inf or-
mation on a set of quality control measurements. 
• any other measure which is the average of some property over all the ele-
ments in the system. 
Any information of this type can be written as a constraint on the probability 
distribution of the form 
(1.3.1) 
where P; is the probability of some state j, 9; is some function of state 
evaluated at state j and <9> is the (known) expectation or average value of 
7 
the function g over the entire system. The summation is over some range of j so 
that all possible states of the system are evaluated. 
If a set of such constraints is combined with a normalization constraint 
reqmrmg the sum of the probabilities to be unity, this system of equations 
results: 
:I P.i = 1 
.i 
:I Pi 9;,i = <9; > 
.i 
i = 1,2,3, ... ,n 
{l.3.2) 
{l.3.3) 
In cases of interest there are generally many more possible states than there are 
constraints available, making this system of equations indeterminate. A method 
is needed to choose the most appropriate solution which satisfies the constraints. 
The Shannon Entropy provides the criterion. 
If a solution is found to fit the constraints, then all the information that is 
present in the constraints must be present in the resulting solution, for each of 
the constraints may be obtained by taking the appropriate moment of the distri-
bution. By maximizing the entropy, subject to the constraints, one obtains the 
distribution of probabilities containing the least amount of information, while 
still containing all the information present in the constraints. This solution will 
be the most appropriate because it conveys all the available information without 
adding any unjustified bias in the form of additional information. 
r 
8 
The solution of the system of equations which produces the maximum 
entropy can be found using the method of Lagrange multipliers. Differentiation 
of equation (1.1.1) with respect to the P; yields 
dS = -kl: (lnp; + l)dp; 
; 
and setting dS = 0 for a maximum gives 
l: (lnp; + 1) dp; = 0 
; 
(1.3.4) 
(1.3.5) 
Similar differentiation of equations (1.3.2) and (1.3.3), noting that the <Yi> are 
constant, yields 
(1.3.6) 
~ g. -dp· = 0 
,,, :J i = 1,2,3, ... ,n (1.3.7) 
; 
To obtain the solution the above n + 1 equations are multiplied by some set of 
arbitrary multipliers. For simplicity in solution the first equation is multiplied by 
(A0-1) and the rest by the set Ai ; i = 1,2,3, ... ,n. If these multiplied equa-
tions are then summed in combination with the previous equation the result is 
n 
l: (lnp; + l)dp; + l: (A0-l)dp; + l: l: Ai Yi,;dP; = 0 (1.3.8) 
; ; i•l ; 
or, combining terms, 
r 
g 
(1.3.0) 
To ensure that this equation is satisfied for arbitrary dp;, the quantity within 
the square brackets is set to zero. 
n 
lnp· + >.0 + ~ >. · g .. = o J M I 1,J (1.3.10) 
i•l 
so that, after dropping the state index j 
(1.3.11) 
where values of the probability p and the functions gi vary with the state point 
being evaluated and the >.i are constant. Equation (1.3.11) is the solution to the 
problem. It is the probability distribution which maximizes the entropy under 
the given constraints. However, the Lagrange multipliers are still undetermined. 
They must be chosen in such a way as to satisfy the constraint equations. 
Substituting equation (1.3.11) into the normalization constraint equation 
( 1.3.2) gives 
(1.3.12) 
or with rearrangement 
(1.3.13) 
which permits the direct evaluation of >.0, given the values of the other 
10 
multipliers. This is simply a restatement of the normalization constraint and >.0 
is a normalization parameter which alters only the magnitude of the probabili-
ties, not their relative distribution. 
Since equation (1.3.11) can be used to replace P; in all the constraint equa-
tions the system is now a set of n + 1 equations in n + 1 unknowns. The equa-
tions are the n physical constraints derived from the problem and set in the 
form of equation (1.3.3), plus the normalization constraint expressed as either 
equation (1.3.2) or equation (1.3.13). Then+ 1 variables are the Lagrange multi-
These summation equations are not easily solved, except in trivial cases. 
The problem can be simplified by translating these discrete summation equations 
and their solution to some equivalent continuous form where the familiar 
methods of calculus can be applied. 
1.3.1. "Extension" or the Maximum Entropy Formalism 
to a Multi-Dimensional Solution Space 
It is easy to see how the previously derived formalism can be applied to a 
one dimensional problem. One simply maps the state index j directly onto the 
one dimensional variable in question. Many problems in thermodynamics involve 
quantum states and are easily viewed as an ensemble of possible discrete states. 
Even if the problem concerns a variable that is continuous in one dimension, it 
can be readily discretized to match the formalism. 
11 
It is important to note that in the derivation of the formalism there is no 
assumption of the "shape" of the solution space. It is said only that the summa-
tions are over the set or possible state points and that each gi is some function 
of which state point j is being considered. The j is an index only, and need not 
have any correlation with the physical parameters of the solution space. The 
index j can map into a one, two, or even n dimensional solution space with 
equal validity. The index need not map into the solution space completely, or 
even in a contiguous manner. There may be states which are in general possible, 
but which are excluded Crom a specific solution because or the nature of the 
problem. These excluded states may be those beyond some maximum or 
minimum bound, or they may be "forbidden" states which lie within the general 
domain. 
This can be verified by deriving the formalism with a different number of 
index parameters. Ir the number of index parameters was significant one would 
not obtain the same results using two parameters as one. However, the only 
difference in results is that which was introduced explicitly: the requirement for 
two index subscripts instead of one. 
12 
1.4. An Equivalent Continuous Formalism 
Many physical problems do not naturally lend themselves to solution in a 
space consisting of a finite number of discrete states. On a macroscopic level the 
physical variables are usually continuous rather than discrete. This can be han-
dled in two ways; either the continuous physical space can be discretized to give 
a solution space which matches the formalism, or an equivalent formalism can 
be developed for the continuous solution space. The latter is preferable both 
because it provides a more natural representation of the physical problem and 
because it leads to the more familiar continuous mathematics and integrals 
rather than discrete mathematics and summations. 
Consider a solution space having m dimensions represented by the indepen-
dent variables x 1,x2,x3, ••. ,xm. The solution space is discretized into elements 
which are uniform with respect to some set of monotonically increasing or 
decreasing functions h 1(x 1), h 2(x 2), h 3(x3), •.. ,hm(xm) so that for any mesh 
element 
h·(X· + Llx·)- h-(x·) = a constant 
' ' ' ' ' 
(1.4.1) 
If Llxi is small, one can make the approximation 
ah. h•(X· + Llx·)- h·(X·) 
·- '' ''' -- (1.4.2) 
ax- Llx• 
' ' 
which, in combination with equation (1.4.1), gives the relation 
13 
( h 1-1 .::ix- cc !_J_ • ax-
• 
{1.4.3) 
Now define .::it as a small element of the solution space -t, so that 
..:::1•1. • .::ix .::ix .::ix · · · .::ix 
.., 1 2 3 m (1.4.4) 
and define some base set of discretization volumes {..::it6} to work from so that 
(1.4.5) 
where C6 is a proportionality constant. A proportionality constant K is used to 
define a corresponding set of smaller volumes with the same discretization shape 
(1.4.6) 
From application of the maximum entropy formalism over {..:::lt6} 
(1.4.7) 
is the probability associated with a particular .::it, where 91, 92, ... , 9n are func-
tions of location in -t,. Ir the probability density is continuous and {..:::1-t, 6} is fine 
enough to resolve it, then 
{p} == w.l 
K 
14 
{l.4.8) 
is a good approximation for the set of probabilities associated with the smaller 
volumes {Ll+}. Substituting in equation (1.4.7) yields the following expression for 
the probability. 
(1.4.9) 
Define a set of probability densities and rewrite the above equation for /, a pro-
bability density function or PDF, rather than p, a probability. 
{/} I!!! {p} 
{Ll+} (1.4.10) 
(1.4.11) 
L1"16 
Recalling that K = L1"1 , or lnK = InL1"1 6 - lnLl+, the above expression can 
be reduced to 
{l.4.12) 
Substituting in from equation {l.4.5) and redefining the Lagrange multipliers as 
>-o = >-ob+ ln06; >-1 = >.u; >-2 = >-26 · · · >.n = >.n6, gives the final expression 
for the equivalent continuous probability density function. 
15 
ah 1 ah 2 ah 3 ahm I = --- · · · -- exp(->. - X g - >. g - · · · - >. fl ) ax ax ax ax O 1 1 2 2 n n 1 2 3 m (1.4.13} 
If the original solution space was discretized uniformly over each of the 
Bh· 
independent variables then each of the --• will be constant over the solution 
Bx· 
• 
space. If these constants are absorbed into >.0 in the same way that C6 was, the 
result is an expression for the PDF over a continuous field, equivalent to a 
discrete formulation with uniform discretization over each of the independent 
variables. 
(1.4.14) 
Examination shows that equation (1.4.14) gives the PDF / in the same 
form that equation (1.3.11) gives the discrete probability P;· The only difference 
is in the value of >.0, and this difference reflects a constant of proportionality 
between P; and / which will depend on the magnitude of the grid used in the 
discrete solution. 
1.4.1. The Meaning or a Non-Uniform Discretization 
In the previous section a continuous formalism was developed based on 
some potentially non-uniform discretization of the solution space. What .does it 
mean to use a non-uniform discretization with the maximum entropy formalism? 
16 
Discretization is the first task required in applying the formalism. It must 
be done on some rational basis. What is the most reasonable way to divide a 
continuous field? In the absence of information to the contrary, any field should 
be divided into uniform elements based on the unit of measure being applied. To 
do anything else would imply further information that allows one part of the 
field to be differentiated from another on some basis other than the applied unit 
of measure. If one has such information it would be preferable to apply it as a 
constraint, through the usual means of the formalism. 
In some cases, however, the field might best be described physically by some 
other unit of measure, but for practical reasons it is desirable to represent it in 
the chosen units. (i.e. it may be appropriate to consider specific kinetic energy as 
the best physical description, rather than velocity, but velocity is the desired 
scale for reasons of presentation.) In this one may apply a discretization which 
is non-uniform in the scale units to provide a discretization which is uniform in 
the units which are felt to be most physically representative. 
In any event, the use of a non-uniform discretization implies prior inf orma-
tion of some sort which is not necessarily present in the constraints. In the 
absence of all physical constraints each state is equally probable and a non-
uniformity of discretization puts more divisions, or states, in one area of the 
field than another. This results in a non-uniform probability density which has 
some information content beyond the minimum for the definition of the field. 
17 
1.5. Solution or the Equations In the Continuous Form 
The transformation to a continuous solution space yields a system of 
integral equations which take the form 
f I Uocl+ = <Uo> 
"' 
(1.5.1 (a)) 
(1.5.1 (b)) 
(1.5.1 (c)) 
(1.5.1 ( d)) 
(1.5.2) 
(1.5.3) 
where g0 and <Uo> are defined as equal to one to put the normalization con-
straint equation in the same form as the other constraint equations. 
18 
Agmon, Alhassid and Levine13 give a method for solution of a discrete max-
imum entropy formalism problem. They dismiss the use of an iterative method 
of the Newton - Rhapson type as generally non-convergent, even in a system 
with only a single constraint. In this section a slightly modified solution method 
of the Newton - Rhapson type is developed for the continuous problem. The 
new method converges well, even in a system of £our constraints. 
-
The co-nstraints can be rewritten as functionals q0 , q1, q2, ••• , qn with values 
of zero. 
qo = JI gocJ.+ - <go> = O 
"' 
q1=ffg1cJ.+ -<g1>=0 
"' 
q2 = J f g2cJ.+ - <g2> = 0 
"' 
qn - J f gn chJJ - < gn > = 0 
"' 
(1.5.4 (a)) 
(1.5.4 (b)) 
(1.5.4 (c)) 
(1.5.4 (d)) 
Consider q, as a general constraint functional and a quantity 
q'; = q;(>.'0, >.'1, >.'2, .•• , >.'n) where the prime indicates values which are used as 
a guess in the current iteration. Taking a first order Taylor series expansion 
about q', gives 
1g 
a~ a~ (). - ).' )- + ... + (). - ).' )-2 2 a). n n a). 2 n {1.5.5) 
and setting qi equal to zero to satisfy the ith constraint yields: 
aq. aq. aq. aq. 
- q'; + -'-).' + -'-).' + -'-).' + ... + -'-).' 
• a).o O a).l 1 a).2 2 a).n n (1.5.6) 
Applying this approach to each of the constraints in turn gives a system or 
n + 1 linear equations inn+ 1 unknowns. This system is shown in Figure 1.1. As 
the solution space, the 9; values, and the expectation values are independent of 
the Lagrange multipliers it is a simple matter to evaluate the derivatives. 
qi - ff 9; <bl, - <U; > 
iii 
{1.5.7) 
{1.5.8) 
aq. 
The derivatives + can be evaluated at q';. It would be convenient if this sys-
a"; 
tern of equations converged nicely over a few iterations to a solution. However, 
as observed by Agmon et al, this system is unstable and generally does not con-
verge without intervention. 
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aqo aqo aqo aqo 
>.o --
a.>.o a>.1 a>.2 a>.n 
aq1 aq1 aq1 aq1 
>.1 -- -- --
a.>.o a>.1 a.>.2 a>.n 
aq2 aq2 aq2 aq2 
>.2 -- --
a.>.o a>.1 a.>.2 a>.n 
aqn aqn aqn aqn ).n -- -- -- --
a.>.o a>.1 a.>.2 a>.n 
aqn aqn aqn aqn 
- q' + --.>.' + --.>.' + --.>.' + ... + --.>.' 
n a>. 0 a>. 1 a>. 2 a>. n 0 1 2 n 
Figure 1.1. Matrix of linear equations used to solve for the Lagrange multi-
pliers. 
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In fact, this system can be stabilized by using equation (1.5.3) after each 
iteration to ensure that normalization is maintained. On reflection it is clear 
that the definition of the PDF is fundamental, and that if normalization is not 
maintained the system will fall apart. The Newton - Rhapson approach by itseH 
does not ensure normalization at all stages of solution. 
1.6.1. Solution or Doubly Truncated Gaussian Distributions 
· In cases where the mean and variance are known for a distribution of pro-
bability density over a finite range, entropy maximization yields a doubly trun-
cated Gaussian distribution. This distribution has the same mathematical form 
as an unbounded Gaussian, 
(1.5.Q) 
but the Lagrange multipliers are such as are necessary to fit the constraints 
within the finite range. 
' If the range is wide in relation to the variance and the mean is well away 
from the limits of the range, then the truncated Gaussian will have a shape 
nearly identical to the unbounded Gaussian. As the range is narrowed for the 
same mean and variance the curve will become "flatter" due to the encroach-
ment of the range limits on the practical limits of the distribution. For a cen-
trally located mean, the distribution will flatten out to a horizontal line as the 
range is decreased and then will actually become concave to maintain the same 
variance. Although the doubly truncated Gaussian often has the familiar 
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appearance of the unbounded Gaussian, it can have almost any shape, with the 
appropriate mean, variance and range. 
The doubly truncated Gaussian is important in the downstream velocity 
solution presented in Chapter Three. This distribution is discussed, and a spe-
cialized solution method presented by Tribus in reference 12 (pp. 141-144). This 
method is applied in Chapter Three. 
,: 
Chapter Two 
THE CASE OF SHEET BREAKUP: 
CONSTRAINTS AND SOLUTION 
2.1. The Model\ 
In many atomization applications the nozzle produces a thin sheet of liquid 
which subsequently breaks up into droplets. In the swirl jet nozzle, which is com-
monly used in moderate capacity oil burners, the fuel is given swirl by tangential 
entry into a central chamber. The fuel exits through an orifice as a cylindrical 
jet, but the swirl causes the jet to expand radially forming a conical sheet. As 
this sheet moves out it is thinned by the radial expansion and will generally 
develop undulations. At some point the instability of the undulations and the 
stretching of the sheet become critical and the sheet breaks up into ligaments of 
fluid. These ligaments then break up into droplets, perhaps by the Rayleigh ins-
tability or a similar mechanism. 
As noted in the introduction, the fluid mechanics of this problem are 
extremely complex and have not yet provided anything close to a complete solu-
tion. This model applies only the constraints that one can feel reasonably sure of 
and dismisses many of the complexities with the statement "We have no 
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information". If these complexities are important to the results their importance 
will be reflected in the differences between the predicted and observed distribu-
tions. 
Consider the system shown in Figure 2.1. A sheet of liquid has been 
stretched and has reached its breakup length. The location of the breakup, and 
the amount of stretching that takes place before the sheet reaches that point are 
functions of the atomizer parameters and the fluid properties, particularly sur-
face tension. This model presumes knowledge of the sheet properties at the 
instant before breakup. 
v-~• 
• 
• • • • • • 
• • •••• 
• • •• 
• • • • • •• 
• • • • 
• • 
••••••• 
. . . . : , 
• • • • 
Figure 2.1. The sheet breakup system under consideration. 
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The sheet has a certain streamwise velocity V, and thickness T. At the 
breakup length a process begins, which over a relatively short distance breaks up 
the sheet into droplets of some characteristic size. It turns out that the mass 
mean diameter Dao is a useful measure of that characteristic size. This model 
presumes no information about the process of breakup, except that it must obey 
simple conservation constraints. Mass, momentum and energy must be con-
served. 
2.1.1. Weighted Mean Diameters 
The important features or drop size distributions have traditionally been 
characterized by weighted mean diameters defined as 
D(q-pJ = 
qp (2.1.1) 
This allows description of the moments of a distribution using values such 
as the mass mean diameter, Dao, or the surface mean diameter, D20. Weighted 
mean diameters can also be used to represent the ratio of moments of a distribu-
tion, as is done by the Sauter mean diameter, Da2, which characterizes the mass 
to surface ratio. 
In this work the mass and surf ace mean diameters appear in the constraints, 
and general expressions for Dqp are given in the section on empirical distribu-
tions. 
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2.1.2. The Solution Space 
Parameters are non-dimensionalized by the mass mean diameter D30, for 
lengths and the sheet velocity V, for velocities. Non-dimensionalized parameters 
are denoted by the subscript *· The solution space is defined by droplet diameter 
6, and velocity v, in their dimensionless forms, so that an element of solution 
space is cht, = do.dv •. The PDF is then defined by the relation 
p = I chll = I do.dv. (2.1.2) 
2.1.3. Conservation of Mass 
To ensure conservation of mass the system of droplets must be constrained 
to have the same amount of mass as the corresponding portion of the sheet. If a 
sample of N droplets resulting froQ.I the breakup of a section of sheet with a 
total mass of M is considered, then: 
• 
Noting that 
M = ff N f p~f d6.dv. + mass sources 
"' 
(2.1.3) 
M 
-= 
N 
p1rDaoa 
6 , and that o. • 6/D30 , rearrangement yields 
ff Io! d6.dv. = 1 + Sm 
.i, 
(2.1.4) 
The mass source term Sm represents any exchange of mass with the environ-
ment. The primary mechanism for this exchange would be evaporation. 
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2.1.4. Conservation or Momentum 
Similarly, for momentum to be conserved from the sheet to the spray, the 
following constraint must apply. 
ff I o;v. <l.i.dv. = 1 + smtJ (2.1.5) 
"' 
The momentum source term Smv accounts for any momentum transfer between 
the liquid and its environment through such actions as aerodynamic drag. 
2.1.5. Conservation of Energy 
Initially, one would expect the conservation of energy to provide a single 
constraint. However, this would leave out important information concerning the 
irreversibility of certain energy transformations and the prior knowledge of the 
energy distribution between various modes before breakup. 
Figure 2.2 shows the possible energy modes which make up the total energy 
of the system and the energy transfer paths between them. Note that there are 
some paths which allow transfer in only one direction. This represents the com-
plete irreversibility of certain processes. In addition, some sets of transition 
mechanisms act more strongly in one direction than the other. This is the case 
for transitions which are subject to significant losses and are therefore only par-
tially reversible. These losses may be energy reductions, or entropy increases 
due to a loss of order or "directedness", as in the transition from the kinetic 
energy of a mean flow to undirected turbulent kinetic energy. This difference 
Potential 
(pressure) 
l 
Kinetic ---------~-~ Surf ace ( directed) 
' 
Kinetic 
(turbulent) 
~ Internal .,.._.  _________ Kinetic 
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(circulatory) 
Interaction with 
Environment 
Figure 2.2. Available transfer paths between energy modes. 
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has been emphasized in the figure by using lines of differing widths for the dif-
ferent paths. 
For example, an element of liquid may easily be deformed by the action of 
aerodynamic drag and new surface area formed as a result of the reduction in 
velocity. However, the reverse process is not possible. This is because the 
directed kinetic energy, part of which is transferred to the environment and part 
of which is transformed to surf ace energy by the drag deformation, is more 
ordered than the surf ace energy it has been transformed into. Even if the fluid 
element snaps back and shatters, transforming a substantial portion of its sur-
face energy into kinetic energy, that energy will be undirected. The resulting 
droplets will have velocities in a variety of directions. \ 
2.1.6.1. The Kinetic Energy Constraint 
To conserve kinetic energy through the breakup region the value for the 
droplet distribution must balance with the initial value for the moving sheet plus 
any sources of kinetic energy in the breakup region. If the sheet is presumed to 
have a uniform liquid velocity, V, then the kinetic energy of an element of the 
sheet, having mass M, is simply ! MV2• The corresponding quantity for the 
spray may be obtained by by integration. Setting the two equal to each other 
and including the source term yields 
ff N f p~t,3 ~2 d.6.dv. = ! MV2 + kinetic energy sources 
11, 
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(2.1.6) 
Noting, as before, that 
rearrangement yields 
M 
-= 
N 
p1rD3o3 
6 
, and that v. • vN and o. • 6/D30 , 
J ff f>.3v.2 df>.dv. = 1 + S1ce 
11, 
(2.1.7) 
where S1ce is a dimensionless kinetic energy source term, analogous to the 
momentum source term Smv mentioned earlier. 
2.1.6.2. The Surf'ace Energy Constraint 
If the surface tension, u, is taken as a constant, the conservation of surf ace 
energy, uA, becomes equivalent to the conservation of surface area. The surface 
area of an element of mass in the sheet just before breakup is 2Ml(pr) , where T 
is the thickness of the sheet. Balancing this with the surf ace area of the resulting 
droplets and a source term yields 
ff N f ,r{J2 df>.dv. = 2M + surface area sources 
.i, PT 
(2.1.8) 
Rearrangement, as before, gives 
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(2.1.9) 
where s. is a dimensionless surf ace energy source term. 
2.1.6. The Source Terms 
It is important to note that, although they are all dimensionless, the source 
terms cannot be directly compared. Consider R as a dimensional source term, on 
a per droplet basis, equivalent to the dimensionless source term S. 
Mass 
p1rD30 3 
Rm - Sm 6 
(2.1.10 (a)) 
Rmv 
p1rD3o3 
- 6 vsmfJ (2.1.10 (b)) Momentum 
Kinetic Energy (2.1.10 (c)) 
Surface Energy (2.1.10 (d)) 
The mass, momentum and kinetic energy source terms each have very similar 
dimensional parts, differing only by the order of the velocity element. The sur-
face energy source term, however, has a dimensional portion which is completely 
different from the kinetic energy source term. This is particularly important, as 
it means that transfers from kinetic energy to surf ace energy cannot be applied 
simply as offsetting source terms of equal magnitude. They must be adjusted to 
allow for the differing definitions of the dimensionless source terms. 
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2.2. The Formal Solution 
The four constraints developed for conservation of mass, momentum, sur-
f ace energy and kinetic energy are combined with a normalization constraint as 
described in Chapter One, giving the following system of equations. 
ff f o.3 do.dv. = 1 + Sm 
"' 
J JI a.av. do.dv. = 1 + sm" 
"' 
J JI o.3v.2 do.dv. = 1 + ske 
"' 
(2.2.1 (a)) 
(2.2.1 (b)) 
(2.2.1 (c)) 
(2.2.1 (d)) 
(2.~.l (e)) 
Applying the formal solution of Chapter One to this system yields an expression 
for the probability density 
(2.2.2) 
and for the normalization parameter >.0 in terms of the other multipliers. 
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(2.2.3) 
2.3. The Numerical Solution 
Having found the form of the solution, the Lagrange multipliers must be 
determined numerically. This is done using the modified Newton - Rhapson tech-
nique developed in Chapter One. 
2.3.1. Constraints and Source Terms 
The mass and surface energy constraints are used in the solution in the 
same form as they were developed. The source terms for both are set to zero. 
The effects of this idealization are discussed later in this chapter. 
If a velocity distribution is to be obtained, the source terms in the momen-
tum and kinetic energy equations cannot both be set to zero. This would result 
in two constraints which say essentially: 
• The first moment of the velocity distribution is one. 
• The second moment of the velocity distribution is one. 
The only distribution satisfying both of these constraints at any particular drop 
size is a single valued velocity distribution. Conceivably, a more complex velocity 
distribution, having different means for different diameters, could be obtained 
which would satisfy the constraints. This, however, would imply more 
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information than is present in the constraints. None of the constraints show any 
reason for one size of droplets to have velocities different Crom others. 
Ir solution of the system is attempted with the source terms in both the 
momentum and kinetic energy constraints set to zero, the solution does not con-
verge. This is because the solution would require a delta function in velocity, 
which can be thought of as a degenerate form of the Gaussian terms in the solu-
tion. For )..3 and )..4 very large, the distribution will become sharper and sharper 
in velocity, until in the limit a delta function is obtained. Unfortunately, because 
of the discontinuous nature of this solution, it is not readily obtainable Crom a 
numerical model. 
This problem is dealt with by arbitrarily setting the momentum source term 
Smv to some small fraction of the initial expectation value. Typically a value of 
-0.05 has been used, reducing the expectation value Crom 1.0 to o.gs. This 
changes the variance of the velocity Crom zero to some small amount for the sys-
tem, and allows a solution to be reached. The implications of this arbitrary 
change are discussed in Chapter Three. 
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2.3.2. Description or the Solution Algorithm 
The solution algorithm for the initial distribution is described below. A list-
ing of the program, with comments, is provided in Appendix B. 
1. Make an initial guess at the Lagrange multiplier values. For most cases it is 
adequate to start with all zeroes, however a better guess will give faster 
convergence. The results of previous runs can serve this purpose, as well as 
allowing one to "work one's way out" to more sensitive cases which will not 
converge from a zero guess. 
2. Equation (2.2.3) is then used to calculate >.0 from the values of the other 
Lagrange multipliers. This ensures that the guessed distribution, being the 
whole of which the multipliers are parts, meets the normalization con-
straint. Without this, the guess would be fundamentally, and not just quan-
titatively, wrong. 
3. The values in the Newton - Rhapson matrix of Figure 1.1 are calculated by 
performing the necessary integrals of the guessed distribution over the solu-
tion space. The integration is done using a simple summation over elements. 
This method was originally chosen because of its similarity to the summa-
tions in the discrete formalism. It has been retained because the calculation 
of the initial distribution does not represent a large part of the total execu-
tion time and because its simplicity does not introduce large errors for 
integration of the smooth continuous surfaces involved. 
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4. The matrix is solved for new values of ~0, ~ 1, ~ 2, ~ 3 and ~ •. The solver is a 
simple full matrix solver, translated from Fortran. 
5. Again, equation (2.2.3) is used to calculate a new value for ~o which ensures 
that normalization is maintained. As described in Chapter One, this is the 
critical step for the solution to converge. 
6. The change in the value of ~o is tested for convergence, and if the change is 
significant processing returns to step 3. 
7. If the convergence test was passed then the current ~i values represent a 
solution to the system of constraints. 
2.4. The Resulting Distribution 
As can be seen from equation (2.2.2), the PDF takes the form of a Gaussian 
in velocity, with a higher order curve in drop size. The velocity distribution is 
much broader (has a far larger variance) at small drop sizes than at large drop 
sizes. This is due to the mass weighting of the momentum and kinetic energy 
constraints. All other things being equal, the larger, more massive droplets con-
tribute a far greater portion to the constraint integrals than the smaller, lighter 
droplets, and thus the constraint provides more information about the larger 
droplets, narrowing the distribution in that area. The velocity distribution is dis-
cussed more fully in Chapter Three. 
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2.4.1. The Integrated Size Distribution 
Most of the published information in this area is empirical, and consists of 
droplet size distributions, rather than combined size - velocity distributions such 
as the one developed here. Accordingly, it is desirable to put the distribution in 
this form for comparison. This can be done by integrating the distribution 
described by equation {2.2.2) over the velocity domain, from zero to the max-
imum velocity, v~. If '6 is a size PDF defined by p = f6d8. then 
h = f I dv. 
0 
or, substituting in from equation (2.2.2), 
h = f exp( - A0 - A1 o.2- A2 f>.3 - A3o.3v. - A4o.3v.2) dv. 
0 
{2.4.1) 
{2.4.2) 
Rearranging this to express the velocity terms as the square of a sum, and bring-
ing the independent terms outside the integral yields 
J exp [- (~v.+ >.3o; )2] dv. 
0 2~ 
Define a dummy variable t as 
so that the integral portion of equation {2.4.3) can be rewritten as 
vr:J!v_ + (>.:A3)/(2~ 
J.-,·,~dt 
(>.:A3)/(2~ 
Recalling that the error function is defined as 
this integral becomes 
z 
2 f -t2 erf(z) • ... , e dt 
V ,r 0 
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{2.4.3) 
{2.4.4) 
{2.4.5) 
{2.4.6) 
3g 
(2.4.7) 
When this is substituted back into equation (2.4.3) it becomes 
(2.4.8) 
Equation (2.4.8) is a readily evaluable form of the combined distribution, 
expressed as a function of droplet size alone. This can now be compared with 
equivalent empirical distributions. This maximum entropy distribution of droplet 
size will be ref erred to as the ME distribution in later sections. 
2.6. Number Distributions versus Mass Distributions 
The PDF '6 is a number distribution, meaning that the resulting probability 
is the proportion of the total number of droplets which lie in a particular size 
range. If n is the cumulative number fraction, then 
dn 
'6= -d6. (2.5.1) 
In the literature results have generally been reported in terms of a mass PDF 
which relates to the proportion of the total mass lying in a particular size range. 
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A mass PDF Im can be defined in terms of m, the cumulative mass fraction as 
dm Im= -d-£ 
u. 
(2.5.2) 
Recalling that mass is proportional to number of drops multiplied by diameter 
cubed gives the expression 
3 dn /, cc 6 - = ,..A.3 m • do. JbV• (2.5.3) 
The constant of proportionality can be evaluated by forcing normalization on 
Im. The integral of Im over the drop size range must be one. Recalling from the 
mass constraint and the definition of the mass mean diameter D30 tliat the 
integral of Ill over the drop size range must also be one yields a proportionality 
constant of unity, so that 
(2.5.4) 
This simple relationship allows an easy transition between the two types of 
PDF which is possible only when using the non-dimensional drop size, o •. The ME 
distribution appears as a mass PDF in the Corm 
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(2.5.5) 
only slightly different from the number distribution. 
2.6. Empirical Distributions 
A variety of empirical drop size distributions have been proposed in the 
literature. Four of the more significant distributions are presented here in both 
mathematical form and graphically for comparison. 
2.6.1. The Rosin - Rammler Distribution 
The Rosin - Rammler distribution14 has been widely used to model sprays 
from a variety of atomizers. It is commonly expressed as 
dn 
-= do 
otf..o- 4) exp (-( olx)°) 
x(o- 3)r(l - 3/o) 
(2.6.1) 
In addition, an equation can be derived for the general weighted mean diameter 
of a Rosin - Rammler distribution. 
Recalling that 
o(q-,) = 
qp 
zlr•lr (~ + 1) 
· r(P:3 +1) 
and defining x. a x/030 , equation (2.6.1} can be rewritten as 
06}0 - 4lexp ((6/x.)°) 
1s=--------
x}0-3)r(I-3/o) 
Equation (2.6.2) can be used to evaluate x •. 
-3 
x. = 
Simplification yields 
x(3-o) 
----
D (3-0) 30 
r(~ + 1) 
r(a:a + 1) 
1 
x. = (r(I-3/o)) 3 
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(2.6.2) 
(2.6.3) 
(2.6.4) 
(2.6.5) 
(2.6.6) 
Substitution into equation {2.6.4) gives a completely non-dimensionalized equa-
tion for the Rosin - Rammler distribution. 
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exp a13 ( 
6.a ) 
(r(I-3/o)) (2.6.7) 
Note that by non-dimensionalizing the distribution equation the size parameter 
x has been eliminated. The remaining expression describes fully the shape of the 
distribution, but does not locate it in an absolute size range. 
2.6.2. The Nukiyama - Tanasawa Distribution 
The Nukiyama - Tanasawa distribution15 is described by 
dn 
-= d6 
and the general weighted mean diameter is 
r.J?... 
0(9 -p) = b-( P l 
qp 
r ((q+a)/ p) 
r ((p+a)/ p) 
(2.6.8) 
(2.6.9) 
Applying a technique similar to that used for the Rosin - Rammler distribution 
yields an expression for the non-dimensionalized PDF containing only the 
exponent parameter p. 
6;p r(6/P) 
16 
= (r(atp) ) 2 
p r(6/P) 3 ( 
f!_) 
exp -o, ( r(3/P)) (2.6.10) 
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2.8.3. The Log Probabillty Distribution 
The Log Probability distribution16 is based on the premiss that the drop 
size distribution is a simple one, but that the probability is traditionally distri-
buted over the wrong scale for droplet size. The Log Probability distribution is 
a simple Gaussian distribution, but plotted over a logarithmic size scale y. The 
equations describing the distribution are 
.!!:!1_ = _1_ exp (- (''ly + ~12) dy '\/7r 21 (2.6.11) 
and 
v = In(o/x) (2.6.12) 
The prime advantage of this form is that it allows the use of "probability 
paper" to graphically fit a distribution to a known set of data. It can be easily 
recast as a distribution over drop size, rather than over y. 
dn 
-= 
dh [ ( 12) dn dy 1 - 3 -- = -- exp - 1ln(6/x) + -dy dh DV7r 21 (2.6.13} 
dn D301 [ ( 3 12) h = - = -- exp - 1ln(6/x) + -do. DV7r 21 (2.6.14) 
The expression for the general weighted mean diameter for this distribution is 
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(p+q-6) D = zexp ..._ _ _ qp 4"12 (2.6.15) 
which can be rearranged as before to show that 
(2.6.16) 
Substituting this into equation (2.6.14) and simplifying yields 
!, = •• ~ exp [- (-rln6, + :'Ir] (2.6.17) 
This is the non-dimensionalized Log Probability distribution equation. Note that 
it also depends on only a single parameter for shape, the size parameter having 
been eliminated. 
2.6.4. The Upper Limit Distribution 
The Upper Limit distribution17 is a variation on the Log Probability distri-
bution which defines a new drop size scale over which probability is distributed. 
For the Upper Limit distribution the scale is 
( a8' ) [ ao: ] y = In 6!. - 8' = In 6!n - o: (2.6.18) 
where s is a constant generally taken equal to one. The value a is a constant, 
describing the relative location of the maximum drop size, such that 
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a= (2.6.19) 
where 6m is the maximum droplet diameter and 650 is the volume median droplet 
diameter. The Upper Limit distribution is expressed as a distribution of mass 
fraction 
dm 
--= 
dy 
(2.6.20) 
which can be recast in terms of the non-dimensional variables as either a mass 
PDF 
(2.6.21) 
or a size PDF 
(2.6.22) 
Both equations describe only the shape of the distribution, but not the drop size 
magnitudes associated with it. 
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2.8.6. A Basis for Comparing Distributions 
The basic descriptive parameter in the maximum entropy formulation is the 
dimensionless sheet thickness T_. Applying the definition of D20 to the surface 
energy conservation constraint yields an expression for T. which can be ev~luated 
for other distributions where the mass and surface mean diameters are known. 
1 
T.= -------
3 ((D20 /D30)2- S6 ) 
or, for S6 set to zero, 
T• = 
Using equation (2.6.23 (b)) for the Rosin-Rammler distribution gives 
1 
(r(1- 3/o)) 3 
3f(l - 1/o) 
For the Nukiyama - Tanasawa distribution 
2 1 
(r(6/,B)) 3 (r(3/,B)) 3 
ar(s1,B) 
(2.6.23 (a)) 
(2.6.23 (b)) 
(2.6.24) 
(2.6.25) 
For the Log Probability distribution 
T. = .!. exp (-1 ) 3 212 
For the Upper Limit distribution 
[· +3aexp (~) + 3a 2exp (~) + a3exp(~) r 
+ + • exp ( 4: 2 ) ) 
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(2.6.26) 
(2.6.27) 
Given T., and for the Upper Limit distribution a, these expressions can be used 
to define distributions which have the same essential characteristics as the 
maximum entropy formulation. For the present work a has been taken equal to 
one, as Mugele and Evans did in their work. 
2.7. Results and Discussion 
The parameters for each of the distributions at three different T. values are 
given in Table 2.1. Number and mass PDFs for each of the three conditions are 
shown in Figures 2.3 (a-f). The ME distribution was evaluated for a momentum 
source term Smv = -0.05 as discussed earlier. A solution space having the 
range O s 6. s 2.5 and O s v. s 2.0 was used for the integrations. For more 
detailed numerical results see Appendix A. 
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Maximum Rosin Nukiyama Log Upper 
Entropy Rammler Tanasawa Probability Limit 
T• 0 f3 "1 IC a 6*"' 
0.350 6.92 158.6 3.20 1.75 1.00 2.1g 
0.375 4,g3 2.45 2.06 1.23 1.00 2.45 
-
0.400 4.27 1.41 1.66 1.05 1.00 2.70 
Table 2.1. Parameters for the five distributions at different T. values. 
As shown in Figures 2.3 (a-f), all five distributions have similar features. 
The Rosin-Rammler and the maximum entropy distribution are particularly 
close in shape, with only minor deviations in the magnitude and location of the 
peak and in the behaviour of the distributions for diameters near zero. 
The present work would not provide much, if any, advantage if its object 
was to derive another distribution with which to correlate data. However, the 
maximum entropy formulation has a fundamental analytical basis. The fact that 
it is in reasonable agreement with certain empirical distributions lends legi-
timacy to those distributions. The analytical foundation of the ME distribution 
also indirectly explains empirical distributions which differ from it. In this light, 
such distributions reflect physical processes which are not included in the con-
straints which give rise to the ME PDF. The maximum entropy formalism 
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provides a means for adding information about such processes and deriving the 
PDF which corresponds exactly to the new information without the risk of inad-
vertently introducing any extraneous information, or bias. 
The ME droplet size distribution derived in this work can be considered as 
an ideal case. It represents the results of a loss-free atomization process in which 
liquid mass, momentum, surface energy and kinetic energy are all conserved. For 
a real atomization process these conditions would be approximations, more accu-
rate for some atomizers than for others. 
For example, is it reasonable to assume conservation through the sheet 
breakup region? If evaporation is small then mass conservation is a good approx-
imation. If drag losses and conversion to surface energy are small then conserva-
tion of momentum and kinetic energy are good approximations. Surface energy 
is probably not conserved during breakup, but is lost since it is the reduction in 
surf ace area which drives the breakup of liquid sheets and ligaments. In any 
case, the change in the surface energy would likely be small in relation to the 
overall kinetic energy for common atomizers, and so would not substantially 
affect S1ce. This change would be reflected in the source term Se which could 
introduce the surface tension into the distribution. 
As shown in equation (2.6.23 (a)), the link between the ME distribution and 
the others is defined by the resulting surf ace to volume ratio. This can be 
expressed as a combination of Se and T .. This ideal case where Se = 0 may be 
unrealistic, however, the basis for comparison of distributions is still valid. 
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If one were to combine the ME distribution with a "front end" calculation 
which predicts some average droplet diameter as a function of the parameters of 
the sheet and the properties of the liquid, the resulting distribution would be 
over absolute size rather than relative size, and would show a dependence on 
surface tension and other liquid properties. 
Finally, the region in space where the predicted PDF could be expected to 
occur cannot be localized in relation to the atomizer, but it can be specified pre-
cisely. It is that region where the random processes governed by the original con-
straints have gone to completion, and no processes governed by different con-
straints have had a measurable influence. 
Chapter Three 
DOWNSTREAM DEVELOPMENT OF THE 
VELOCITY DISTRIBUTION 
3.1. Downstream Behaviour 
As the processes represented by the atomization model of Chapter Two go 
to completion, the relative importance of interactions with the surrounding gas 
increases. These interactions will include changes in droplet velocities due to 
drag, as well as a reduction in droplet size due to evaporation. 
The model used here for the downstream development of the velocity distri-
bution is very simple. The air flow field is assumed to have a uniform and con-
stant velocity, with no turbulent dispersion of droplets taking place. Evaporation 
is ignored so that droplets will retain their mass throughout the downstream 
development. For drag calculations the droplet is treated as a solid sphere, 
ignoring any effects due to internal circulation or deformation. Although these 
are very substantial simplifications, this model provides some insight into the 
importance of different factors to the downstream velocity distributions. 
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3.2. Downstream Velocity or a Single Droplet 
Before the downstream velocity behaviour or an arbitrary number of dro-
plets with distributed velocities can be modelled, a model of the behaviour of a 
single droplet is needed. Ir the spray under consideration is not dense, then colli-
sions can be ignored and the behaviour of the droplets collectively will be the 
sum of the behaviours of each of the individual drops in the spray. 
UCX) V 
-----t.-~ X 
Figure 3.1 A droplet in an air flow field. 
Consider the simple system pictured in Figure 3.1. A spherical droplet or 
diameter 6 is moving in the positive x direction with some velocity v through an 
air flow field of constant and uniform velocity Uac. A relative air velocity can be 
defined as 
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(3.2.1} 
so that it is positive for an air velocity greater than the droplet velocity. This 
gives a signed Reynolds Number 
(3.2.2} 
and a signed drag coefficient defined by the expression 
U 2 A 
F _ C Pa r~ -proj D - D 2 (3.2.3} 
F0 is a drag force in the positive x direction. F0 will have, from examination of 
Figure 3.1, the same sign as Ur. From the defining equations the signed Rey-
nolds Number and drag coefficient will also have that same sign. For example; if 
the air velocity is lower than the droplet velocity, all four of these quantities will 
be negative. 
Equation (3.2.3} can be rewritten as 
(3.2.4} 
The droplet will experience an acceleration governed by Newton's Law. 
dv Fo Pa 1rV;o2 6 
-=-=C0 x--dt m 8 p1,rt,3 
(3.2.5} 
Multiplying both sides by D3ofV2 gives 
d(vN) 
d(tV/030) 
3pa(UrN)2CD 
4pz(61Dao) 
If dimensionless diameter, velocity and ti.me are defined, respectively, as 
6 
6. - --
• Dao 
V 
V 
- -. v 
t a tV 
• Dao 
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(3.2.6) 
(3.2.7) 
(3.2.8) 
(3.2.g) 
then equation (3.2.6) becomes an expression for a non-dimensional acceleration. 
Noting that 
dVr• dUora dv. 
--= --= 
dt. dt. dt. 
equation (3.2.10) can be rewritten as 
Integration yields 
dv. 
for Uar:: constant dt. 
(3.2.10) 
(3.2.11) 
(3.2.12) 
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(3.2.13) 
where C is a constant of integration. 
This manipulation requires that (p4 C0 )/(p16.) be nearly constant with time. 
This is approximation is valid when applied locally over a small increment in 
time and distance, as is done in this model. For the drag coefficient this is simi-
lar to a fully developed flow assumption, and should be quite reasonable. 
Assuming that the density ratio and drop size are constant requires that tem-
perature changes be small and that evaporation be negligible. 
An expression for droplet velocity is obtained by expanding the relative 
velocity. 
( )
-1 
3paCD 
v. = UQC.- . £ t. + C 
4p1u. 
(3.2.14) 
Applying the boundary condition that v. = Vo, at time t. = 0 allows the evalua-
tion of the constant of integration C. 
(3.2.15) 
This can also be expressed as a spatial rather than temporal relation by defining 
some average velocity v, as 
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v. - for t0 .,, = 0 (-3.2.16) 
where x.,, is a non-dimensionalized downstream distance, to yield 
(3.2.17) 
Note that Uro• is the initial relative velocity, U:c•-vo-. The average velocity v.,, 
can then be approximated as a linear average of the two velocities. 
(3.2.18) 
This is substituted into equation (3.2.17), and the result is rearranged as 
(3.2.lQ) 
If the drag coefficient is taken to be a constant of some average value over the 
distance Llx.,,, then this expression can be evaluated from the general solution for 
the roots of a quadratic equation. 
Vt•= -
3pa CoLlx.,,UrO• 
4pzo. 
(3.2.20) 
The term 
3pa Co~x.urO• 
2p,h. 
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(3.2.21) 
must always be positive, as C0 and Uro• are or the same sign and all other ele-
ments are positive. Then, by examination, equation (3.2.20) always gives one 
positive root and one negative root for Uac• > 0. Ir Vo- is also positive t4en the 
negative root is absurd and the solution is 
3pa Co~x.urO• 
4p,h. 
(3.2.22) 
This expression must be evaluated iteratively to be sure the correct value of 
the average drag coefficient is used. The sequence is: 
1. Evaluate C0 at Vo- and use this value to obtain v1 •. 
2. Evaluate C0 for a relative velocity based on v. = (v1.+vo-)/2. 
3. Evaluate a new v 1• based on the current C0 • Ir v 1• has not converged then 
return to step 2. 
This procedure allows the evaluation or droplet velocity a short distance 
~x. downstream. Ir desired this solution could be "marched" downstream to get 
the spatial velocity history or one drop over an extended distance. 
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In this model the drag coefficient is evaluated from the relation 
C :::::: 24 + 6 + 0 4 
D Re l+Re · O <Re~ 2x10
5 (3.2.23) 
which is given by White18 as an empirical curve fit for drag coefficients of solid 
spheres within the given range of Reynolds Numbers. Although this correlation 
is less accurate than the use of several separate correlations, it is sufficient to 
show the general behaviour or the model. 
' 
3.3. An Initial Temptation 
One is initially tempted to apply the simple drag model or the previo.us sec-
tion in an integral fashion over the entire distribution. This will result in values 
for the changes in total mom~ntum and total kinetic energy for the entire sys-
tem. These changes could then be applied to obtain new expectation values for 
the constraints, and the system could be re-solved for a new size-velocity distri-
· bution. 
This represents the same type of error as was discussed in Chapter Two, in 
regard to conservation of energy. The simple approach outlined above ignores 
known information about the physical behaviour of the system. Ir the spray is 
not dense, and hence collisions unimportant, then the momentum and kinetic 
energy lost by a droplet or a particular size are lost by that droplet alone. Ir the 
results are integrated over the entire solution space and applied in an average 
sense, then that information is lost. 
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If calculations are actually carried out on this basis, the result is a down-
stream development that does not show the strong variations in behaviour with 
droplet size that would be expected to occur. The physics of acceleration due to 
drag make it clear that the velocities of small droplets will move toward the sur-
rounding gas velocity much more readily than the velocities of larger droplets. 
Inherent in this physical model is the understanding that there is no momentum 
transfer be~ween droplets, except through the rather weak link of interaction 
with the surrounding gas. When drag losses are applied in an average sense, 
there is no expression of this localization of accelerations. The result is a model 
that, in effect, permits momentum and kinetic energy transport between dro-
plets in order to maximize the entropy of the distribution. This is clearly not 
realistic. 
3.4. The Separation or Drop Sizes 
The problem of excessive averaging may be eliminated completely by con-
sidering each droplet individually. This would require substantial computing 
resources and, for this simple model, would not provide results of corresponding 
accuracy. 
A large part of the averaging error can be removed by considering each dro-
plet size range separately. The droplet size range is divided into 25 segments, 
each of which is O.lc5. wide, to cover the range from c5. = 0 to c5. = 2.5. Calcula-
tions can then be made for each range separately, making the assumption that 
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all the droplets have the same diameter, namely the arithmetic mean diameter 
for that range. 
3.4.1. Downstream Moments ot a PDF 
The information available from the initial solution for each size range is 
limited. The number fraction of droplets falling into that size range may be 
-
obtained from k The velocity distribution within the size range consists of a 
doubly truncated Gaussian, which was discussed in Chapter One. 
This doubly truncated Gaussian is fully described by three pieces of inf or-
mation. These are the mean velocity, the variance of the velocity, and the range 
of permitted velocities. If this distribution is to be propagated downstream it 
would be unreasonable to expect the information content of the downstream dis-
tribution to be qualitatively higher than the original. Using this logic it is rea-
sonable to apply the drag model to obtain only new values of the mean and the 
variance, from which the new distribution may be inf erred. 
The doubly truncated Gaussian distribution is of the form 
(3.4.1) 
The Lagrange multipliers are initially determined from the solution for the size-
velocity PDF /, and are subsequently determined from constraints on the expec-
tation values for v. and v.2• These constraints are expressions of the mean and 
variance, respectively. 
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Having obtained the current distribution fv, it is necessary to evaluate the 
expectation values for the constraints which will define the distribution some 
small distance Llx,. downstream. The constraints are 
v_ 
J fvv.dv. = <v.> (3.4.2) 
0 
and 
v_ 
J fvv,.2dv,. = <v.2> (3.4.3) 
0 
Define v.,,ew(v,.) as the velocity that will be achieved by a droplet, having current 
velocity v,., after it has moved Llx,. further downstream. The calculations 
required for the function v.,,ew( ) are given in section 3.2. The expectation values 
for the distribution at a position Llx,. further downstream may then be calcu-
lated as 
and 
<v,.>new - J fvv.,,ew(v,.) dv,. 
0 
(3.4.4) 
<v.2>new - J fv (v"new(v.)) 2 dv. 
0 
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(3.4.5) 
Knowing the expectation values, a new solution can be found for the doubly 
truncated Gaussian. This is done using a special solution method presented by 
Tribus in reference 12 (pp. 141-144). Using this method one may obtain the new 
velocity distribution for each of the drop size ranges in turn, and then repeat the 
entire process to march the solution downstream by a further Llx •. 
In the numerical solution the integrations are made over the entire velocity 
range if the distribution is broad. When the distribution narrows substantially 
the integration bounds are also narrowed to maintain sufficient resolution in the 
area of interest. The integration is then performed within a range of ± 3 stan-
dard deviations of the mean and the results are corrected based on the integral 
of the PDF over the same range. If the standard deviation is less than one per-
cent of the mean, then the distribution is considered as a single valued velocity 
and calculations are made accordingly. 
Since the droplet velocities vary, the set of droplets passing one location at 
any particular time will not all arrive at a downstream position at the same 
time. If, however, the spray system is steady in time then this problem may be 
ignored. The droplets passing any point will not share the same starting time 
from the nozzle, but for steady flow they will have experienced the same inter-
mediate conditions, and thus the starting time will be immaterial. 
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3.5. Results and Discussion 
The results of this velocity solution are presented graphically in Figures 3.2 
(a-f) for the same three cases as were presented in Chapter Two. These figures 
are for a sheet having an initial velocity of 10 metres per second breaking up 
and moving downstream in a uniform air flow field having a velocity of 5 metres 
per second. The D30 is 100 microns and properties used are for number 2 fuel oil 
in air at 20 degrees Celsius. Because all of the solutions show similar charac-
teristics, they will be discussed as a group. 
The initial velocity distribution shows a near uniform mean velocity at just 
less than the initial sheet velocity. This reduction is due to negative momentum 
source term used to generate the distribution, as discussed in Chapter Two. 
Also, as noted in Chapter Two, the variance is initially very high for the smaller 
droplet sizes and lower for the larger droplet sizes. 
As the solution is propagated downstream the mean velocity values behave 
exactly as expected. All of the mean velocities move towards the air velocity. 
The rate at which the mean velocity moves towards the air velocity is larger for 
smaller drop sizes and larger relative velocities. This is explained by a simple 
examination of the drag relation. 
The behaviour of the variance values is much more interesting. The vari-
ances at all drop sizes show substantial reductions as the drops move down-
stream. This is easily explained for the very small droplets whose velocities are 
collapsing quickly onto the air velocity, however the effect was not expected to 
be so pronounced in the larger drop sizes. The phenomenon results from the 
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dependence of the acceleration of a droplet in the air field on the square of the 
relative velocity. Those droplets with velocities farther away from the mean 
velocity move toward the mean at a greater rate than those with velocities 
closer to the mean. This results in a narrowing of the distribution which is 
reflected as a decrease in the variance. 
For example, from Figure 3.2 (b), the variance associated with the 100 
micron drop size is reduced by more than seventy percent by the time the spray 
reaches the downstream point where x. = 512. This corresponds to an actual 
distance of 5.12 centimetres downstream, only a small part of the overall length 
of a typical spray. This result is typical of a wide range of drop sizes in each of 
the three cases. 
This result suggests that, whatever the initial droplet velocity distribution, a 
substantial part of the identity of that initial distribution is lost over a distance 
which is short in comparison with the length of a typical spray. This would 
mean that for efficient atomizers, which produce small droplets, the velocity dis-
tribution in the flame zone would be much more strongly dependent on the 
nature of the gas flow field in the vicinity of the spray than on the characteris-
tics of the initial velocity distribution. 
This also calls into question the momentum source term used to force a dis-
tributed velocity. If the velocity distribution is affected this strongly it may be 
unreasonable to apply this source term from the "knowledge" that velocity is a 
distributed variable, even right at the base of the spray. The question of a dis-
tributed velocity versus a single valued velocity requires further work. 
Conclusion 
It is possible to predict the droplet size and velocity distribution in a spray 
from first principles. The Jaynes - Tribus maximum entropy formalism predicts 
the most p-robable distribution under the constraints of constant liquid mass, 
momentum, kinetic energy and surface energy. 
The projection of this distribution on the size dimension is the ME distribu-
tion. It agrees quite well with with corresponding empirical distributions, partic-
ularly the Rosin - Rammler distribution. 
The velocity distribution found is Gaussian in form. When the system is 
propagated downstream using a simple drag model, the variance of the velocity 
distribution drops substantially over distances which are short in relation to typ-
ical spray lengths. On this basis one may conclude that droplet velocity distri-
butions in sprays are strongly dependent on the surrounding gas stream, and 
that the downstream development of the distribution is relatively insensitive to 
the initial velocity distribution. 
The use of the maximum entropy formalism provides a framework for 
studying more complex distributions, since such distributions reflect processes 
which are described by constraints which are more complex than the indepen-
dent conservation laws which produce the ME distribution. This added 
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complexity could be introduced through the interactions between the different 
energy modes, which have been neglected in this work, or through further con-
straints such as the additional momentum constraint arising from a two dimen-
sional spatial model. 
7g 
Recommended Future Work 
The close fit with the Rosin - Rammler distribution underscores the poten-
tial of this approach in atomization modeling. Further work is required in this 
area to fully explore that potential. 
The weak link in the current work concerns the development of the velocity 
distribution. In particular, the application of the momentum source term is 
completely arbitrary. This area requires clarification and a better understand-
ing. Perhaps the consideration of an undulating sheet in a two dimensional velo-
city field would produce a distributed velocity from a more fundamental basis. 
This approach should be explored. 
The current work considers only a sheet breaking up through undulations 
and ligament formation. Many practical sprays are formed from direct atomiza-
tion of a highly turbulent jet. It may be possible to model the breakup of a tur-
bulent jet based on the creation of surface energy from turbulent kinetic energy 
at the liquid/ gas interface. Further work in this direction would require some 
complex modeling of the behaviour of a free liquid surf ace in a gas. 
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Appendix A 
Detailed Numerical Results 
83 
-Three sets of detailed numerical results from the program are given on the 
following pages. These results are presented graphically in Chapters One and 
Two. ( Figures 2.3 (a-f) and 3.2 (a-f) ) 
The calculations were made using the following parameter values: 
Air Velocity 5.0 mis 
Sheet Velocity 10.0 mis 
Kinematic Viscosity of Air l.6X 10-5 m 2ls 
Mass Mean Diameter I.OX 10- 4 m 
Liquid Density 860.0 kglm 3 
Air Density 1.2 kglm 3 
84 
Solution of Entropy Maximization Equations 
Drop Size Distributions 
Constraints: 
0 - normalization 
1 - surface energy 
2 - mass 
3 - momentum 
4 - kinetic energy 
Acceleration= 1.00 
TSTAR = 0.3500 
1 ambda O to 4 = 
d**2 dH3 
d**3 XV 
d**3 X V**2 
4.1410EO -1. 3187El l.2237El 
I= 24 
J = 25 
-8.3608EO 
DSMAX = 2.5000 
VSMA)< = 2. 0000 
4.4115EO 
Alpha= 6.9167EO Beta= 1.5860E2 Gamma= 3.2012EO 
Kappa= 1.7523EO a = 1.0000EO dsm = 2 .1890EO 
dstar Max Ent R.R. N.T. Log Prob Upper Limit 
0.05 3.2838E-2 3.9102E-4 3.7521E-3 3.4965E-37 2.4776E-14 
0, 10 3.5943E-2 2.9527E-3 1.5008E-2 1.3680E-21 4.9684E-9 0, 15 4.1414E-2 9.6348E-3 3.3769E-2 1.8817E-14 1 ,7356E-6 
0.20 4.9864E-2 2,2297E-2 6.0034E-2 2.8306E-10 6.2440E-5 
0.25 6.2288E-2 4.2747E-2 9.3803E-2 1.5302E-7 7.2382E-4 
0.30 8,0145E-2 7,2750E-2 1 ,3507E-1 1,2265E-5 4.3174E-3 
0.35 1.0547E-1 1, 1403E-1 1.8385E-1 2,9347E-4 1.6734E-2 
0.40 1 .4100E-1 1,6827E-1 2.4013E-1 3.0977E-3 4.8071E-2 
0.45 1.9022E-1 2.3706E-1 3.0392E-1 1,8284E-2 1.1090E-1 
0.50 2.5730E-1 3.2187E-1 3.7521E-1 7.0333E-2 2 .1654E-1 
0.55 3.4685E-1 4.2387E-1 4.5401E-1 1.9557E-1 3,7076E-1 
0.60 4.6328E-1 5.4379E-1 5.4030E-1 4.2283E-1 5.7080E-1 
0.65 6.0979E-1 6.8158E-1 6.3411E-1 7.4937E-1 8.0460E-1 
0.70 7.8689E-1 8.3595E-1 7.3542E-1 1.1323EO 1.0524EO 
0.75 9.9056E-1 1,0037EO 8.4423E-1 1 . 5028EO 1,2901EO 
0.80 1,2105EO 1,1792EO 9.6055E-1 1,7929EO 1.4935EO 
0.85 1,4291EO 1. 3532EO 1.0843EO 1.9579EO 1 • 6420EO 
0.90 1.6218EO 1,5123EO 1,2157EO 1.9856EO 1,7216EO 
0.95 1.7600EO 1 ,6393EO 1. 3545EO 1 .8918EO 1,7267EO 
1.00 1,8166EO 1,7136EO 1. 5008EO 1.7096EO 1.6600EO 
1.05 1.7730EO 1 ,7150EO 1 • 6547EO 1.4768EO 1.5316EO 
1.10 1.6267EO 1.6285EO 1.8160EO 1,2274EO 1.3569EO 
1.15 1.3943EO 1,4507EO 1.9848EO 9.8679E-1 1.1538EO 
1.20 1,1097EO 1,1960EO 2,1606EO 7.7091E-1 9.4083E-1 
1.25 8.1487E-1 8.9790E-1 1.9829EO 5.8751E-1 7.3428E-1 
1.30 5.4856E-1 6,0206E-1 5.7870E-37 4.3821E-1 5.4709E-1 
1.35 3.3640E-1 3.5250E-1 O.OOOOEO 3.2080E-1 3.8772E-1 
1.40 1.8674E-1 1. 7551 E-1 O.OOOOEO 2.3105E-1 2.6013E-1 
1.45 9.3243E-2 7.2072E-2 O.OOOOEO 1. 6407E-1 1.6420E-1 
1.50 4.1612E-2 2.3562E-2 O.OOOOEO 1 .1507E-1 9.6747E-2 
1.55 1,6493E-2 5.8896E-3 O.OOOOEO 7.9846E-2 5.2657E-2 
1.60 5.7699E-3 1,0748E-3 O.OOOOEO 5.4884E-2 2.6122E-2 
1.65 1.7702E-3 1,3588E-4 O.OOOOEO 3,7418E-2 1.1604E-2 
1. 70 4,7333E-4 1,1217E-5 O.OOOOEO 2.5330E-2 4.5071E-3 
1. 75 1.0961E-4 5,6557E-7 O.OOOOEO 1.7041E-2 1.4813E-3 
1.80 2.1845E-5 1,6158E-8 O.OOOOEO 1,1404E-2 3,9333E-4 
1.85 3,7235E-6 2,4054E-10 O.OOOOEO 7.5965E-3 7.8814E-5 
1.90 5.3943E-7 1 .6994E-12 O.OOOOEO 5.0404E-3 1.0728E-5 
1.95 6.6002E-8 5.1349E-15 O.OOOOEO 3.3331E-3 8.3427E-7 
2.00 6.7783E-9 5.9134E-18 O.OOOOEO 2 .1979E-3 2,7138E-8 
2,05 5.8063E-10 2.2848E-21 O.OOOOEO 1,4458E-3 1,9455E-10 
2, 10 4,1227E-11 2,5736E-25 O.OOOOEO 9.4931E-4 5.9553E-14 
2, 15 2,4113E-12 7.2394E-30 O.OOOOEO 6.2230E-4 9.6505E-22 
2,20 1,1545E-13 4.2913E-35 O.OOOOEO 4.0742E-4 O.OOOOEO 
2,25 4.4968E-15 4.4507E-41 O.OOOOEO 2.6648E-4 O.OOOOEO 
2.30 1,4160E-16 6.5900E-48 O.OOOOEO 1.7418E-4 O.OOOOEO 
2,35 3.5824E-18 1,1159E-55 O.OOOOEO 1.1380E-4 O.OOOOEO 
2.40 7.2365E-20 1.6973E-64 O.OOOOEO 7.4337E-5 O.OOOOEO 
2.45 1,1598E-21 1.7833E-74 O.OOOOEO 4.8556E-5 O.OOOOEO 
2.50 1,4658E-23 9,7356E-86 O.OOOOEO 3.1721E-5 O.OOOOEO 
Total 1,9982E1 2,0000E1 2.0367E1 1.9999E1 2,0000El 
Initial Conditions de 1 ta, mean v* and variance. 
0.0500 1 • 0000 3.3328E-1 
0 .1500 0.9995 3.3201E-1 
0.2500 0.9976 3.2724E-1 
0.3500 0.9937 3.1680E-1 
0.4500 0.9874 2,9894E-1 
0.5500 0.9790 2,7278E-1 
0.6500 0.9696 2,3896E-1 
0.7500 0.9609 2,0018E-1 
0.8500 0.9543 1.6078E-1 
0.9500 0.9503 1.2522E-1 
1 • 0500 0.9484 9.6237E-2 
1 • 1500 0.9478 7.4204E-2 
1. 2500 0.9476 5.7982E-2 
1.3500 0.9476 4.6060E-2 
1.4500 0.9476 3.7176E-2 
1.5500 0.9476 3.0435E-2 
1.6500 0.9476 2.5230E-2 
1.7500 0.9476 2,1147E-2 
1.8500 0.9476 1.7900E-2 
1.9500 0.9476 1.5285E-2 
2.0500 0.9476 1.3155E-2 
2 .1500 0.9476 1,1404E-2 
2.2500 0.9476 9.9501E-3 
2.3500 0.9476 8.7331E-3 
2.4500 0.9476 7.7068E-3 
xstar· = 2.00 delta, mean<v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.8906 1.6524E-1 1 • 0000 0,0000 2.0000 
0 .1500 0.9901 2.8856E-1 1.0000 0.0000 2.0000 
0.2500 0.9951 3.0567E-1 1 . 0000 0.0000 2.0000 
0.3500 0.9926 3.0369E-1 1 ,0000 0.0000 2.0000 
0.4500 0.9867 2.9033E-1 1.0000 0.0000 2.0000 
0.5500 0.9783 2.6702E-1 1.0000 0,0000 2,0000 
0.6500 0.9689 2.3519E-1 1. 0000 0.0000 2.0000 
0.7500 0.9601 1.9780E-1 1, 0000 0.0000 2.0000 
0.8500 0.9534 1.5935E-1 1 , 0000 0.0000 2.0000 
0.9500 0.9494 1.2440E-1 1 . 0000 0.0000 2.0000 
1.0500 0.9468 9.4657E-2 0.9987 0.0178 1.8791 
1 .1500 0.9468 7.2239E-2 0,9976 0 .1306 1,7650 
1.2500 0.9469 5,6303E-2 0.9973 0.2253 1.6700 
1 I 3500 0.9470 4.4714E-2 0.9973 0.3038 1 ,5915 
1. 4500 0.9471 3,6096E-2 0.9973 0.3692 1 • 5260 
1.5500 0.9471 2.9557E-2 0,9973 0,4242 1,4710 
1.6500 0.9472 2.4507E-2 0.9973 0.4711 1.4241 
1. 7500 0.9472 2.0544E-2 0.9973 0,5113 1 I 3839 
1.8500 0.9472 1.7392E-2 0.9973 0,5462 1,3490 
1.9500 0.9472 1.4853E-2 0.9973 0.5767 1 • 3185 
2.0500 0.9473 1,2785E-2 0,9973 0.6035 1 I 291 7 
2 .1500 0.9473 1.1084E-2 0,9973 0,6272 1 ,2680 
2.2500 0.9473 9.6717E-3 0.9973 0,6483 1.2469 
2.3500 0.9473 8.4895E-3 0 ,9973 0.6672 1. 2280 
2.4500 0.9473 7.4923E-3 0. 9973 0.6842 1. 2110 
. xstar = 4.00 delta, mean(v*), var(v*), check and bounds . 
curve plotted for this set of data. 
0.0500 0.7840 8.0009E-2 1.0000 0.0000 2.0000 
0 .1500 0.9783 2.5220E-1 1 • 0000 0.0000 2.0000 0.2500 0.9918 2,8605E-1 1 .0000 0.0000 2.0000 
0.3500 0.9912 2.9136E-1 1.0000 0.0000 2.0000 
0.4500 0.9858 2,8209E-1 1.0000 0.0000 2.0000 
0.5500 0. 9776 2.6145E-1 1.0000 0.0000 2.0000 
0.6500 0.9681 2,3150E-1 1 .0000 0.0000 2.0000 
0.7500 0.9592 1 .9547E-1 1.0000 0.0000 2.0000 
0.8500 0.9525 1.5795E-1 1 , 0000 0.0000 2.0000 
0.9500 0.9485 1,2358E-1 1 • 0000 0.0000 2.0000 
1.0500 0.9459 9,4029E-2 0.9998 0.0238 1. 8698 
1 .1500 - 0.9461 7.1759E-2 0.9996 0 .1405 1. 7532 
1. 2500 0.9462 5.5943E-2 0.9996 0.2351 1. 6588 
1.3500 0.9464 4.4443E-2 0.9996 0.3126 1 • 5814 
1.4500 0.9465 3.5887E-2 0.9996 0, 3771 1 • 5170 
1.5500 0.9466 2,9393E-2 0.9996 0.4313 1.4629 
1, 6500 0.9467 2.4376E-2 0.9996 0 .4775 1.4168 
1. 7500 0.9468 2.0438E-2 0.9996 0.5172 1. 3772 
1,8500 0.9468 1.7304E-2 0.9996 0.5516 1 , 3429 
1.9500 0.9469 1.4780E-2 0.9996 0.5816 1,3129 
2.0500 0. 9469 1,2724E-2 0.9996 0.6081 1.2865 
2 .1500 0.9470 1,1032E-2 0.9996 0.6315 1,2631 
2.2500 0.9470 9,6274E-3 0.9996 0.6523 1 . 2424 
2.3500 0.9471 8.4513E-3 0.9996 0.6709 1, 2237 
2.4500 0.9471 7.4592E-3 0.9996 0. 6877 1. 2070 
xstar = 8.00 delta, mean(v*)_, var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.6253 1.3769E-2 0.9974 0 .1347 1.2533 
0. 1500 0.9504 1.9500E-1 1. 0000 0.0000 2.0000 
0.2500 0.9834 2.5176E-1 1. 0000 0.0000 2.0000 
0.3500 0.9876 2.6880E-1 1 • 0000 0.0000 2.0000 
0.4500 0.9837 2,6663E-1 1 • 0000 0.0000 2.0000 
0.5500 0.9759 2,5083E-1 1.0000 0.0000 2.0000 
0.6500 0.9665 2.2439E-1 1 • 0000 0.0000 2.0000 
0.7500 0.9575 1. 9092E-1 1 .0000 0.0000 2.0000 
0.8500 0.9508 1,5519E-1 1 • 0000 0.0000 2.0000 
0.9500 0.9468 1. 2196E-1 1 .0000 0.0000 1. 9989 
1 , 0500 0.9442 9.3014E-2 0.9999 0. 0277 1. 8625 
1 .1500 0.9445 7.1151E-2 0.9999 0 .1434 1.7472 
1. 2500 0.9448 5.5533E-2 0.9999 0,2373 1.6537 
1.3500 0.9451 4.4151E-2 0.9999 0.3144 1 , 5771 
1. 4500 0.9454 3.5673E-2 1 • 0000 0.3785 1,5134 
1.5500 0.9456 2.9232E-2 1. 0000 0.4325 1.4597 
1 , 6500 0.9458 2.4252E-2 1.0000 0.4785 1 • 4140 
1.7500 0.9459 2.0342E-2 1 • 0000 0.5180 1.3747 
1 .8500 0.9460 1,7229E-2 1.0000 0.5523 1. 3406 
1. 9500 0.9462 1,4719E-2 1. 0000 0.5822 1.3108 
2.0500 0.9463 1,2675E-2 1. 0000 0,6086 1.2847 
2 .1500 0.9464 1.0991E-2 1 .0000 0.6319 1 • 2615 
2.2500 0.9464 9.5941E-3 1.0000 0.6526 1. 2408 
2.3500 0.9465 8.4235E-3 1 .0000 0.6712 1,2223 
2.4500 0.9466 7,4358E-3 1 • 0000 0.6880 1.2057 
xstar = 16.00 delta, mean<v*>, var(v*), checK and bounds. 
curve plotted for this set of data. 
0.0500 0.5144 1.6428E-4 0.9973 0.4563 0.5953 
0 .1500 0.8876 1,1974E-1 1 .0000 0.0000 2.0000 0.2500 0.9620 1,9809E-1 1.0000 0.0000 2.0000 0.3500 0.9778 2,3063E-1 1 , 0000 0.0000 2.0000 
0.4500 0.9781 2.3924E-1 1. 0000 0.0000 2.0000 
0.5500 0.9718 2.3142E-1 1.0000 0.0000 2.0000 0.6500 0.9629 2,1110E-1 1.0000 0.0000 2.0000 0.7500 0.9540 1.8228E-1 1. 0000 0.0000 2.0000 
0.8500 0.9472 1.4987E-1 1 .0000 0.0000 2.0000 
0.9500 0.9431 1.1857E-1 0.9999 0.0000 1.9807 
1.0500 0.9408 9 .1065E-2 0.9999 0.0340 1.8494 
1 , 150 0 0.9414 7.0000E-2 0.9999 0 .1468 1.7375 
1.2500 0.9421 5,4763E-2 0.9999 0.2395 1. 6460 1.3500 0.9426 4.3609E-2 1.0000 0.3158 1 .5707 
1.4500 0.9431 3.5277E-2 1 • 0000 0.3794 1.5080 
1, 5500 0.9436 2.8936E-2 1 • 0000 0.4331 1.4550 
1 , 6500 0.9439 2.4027E-2 1.0000 0.4788 1.4099 1, 7500 0.9442 2.0167E-2 1.0000 0.5181 1 . 3711 
1.8500 0.9445 1.7091E-2 1.0000 0.5523 1. 3375 
1.9500 0.9447 1.4610E-2 1 .0000 0.5821 1. 3080 
2.0500 0.9449 1,2587E-2 1.0000 0.6084 1 , 2821 
2 .1500 0.9451 1,0920E-2 1 • 0000 0.6317 1 .2592 
2.2500 0.9453 9.5353E-3 1 .0000 0.6524 1 .2387 
2.3500 0.9454 8.3749E-3 1.0000 0.6709 1 .2204 
2.4500 0.9455 7.3952E-3 1.0000 0.6876 1 • 2040 
xstar = 32.00 de 1 ta, mean(v*), var(v*), checK and bounds. 
curve plotted for this set of data. 
0.0500 0.5001 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.7622 4.3291E-2 0.9986 0.1115 1.4413 
0.2500 0.9104 1,2758E-1 1, 0000 0.0000 2.0000 
0.3500 0.9522 1.7395E-1 1 .0000 0.0000 2.0000 
0.4500 0.9632 1.9542E-1 1 .0000 0.0000 2.0000 
0.5500 0.9616 1.9870E-1 1. 0000 0.0000 2.0000 
0.6500 0.9546 1.8778E-1 1.0000 0.0000 2.0000 
0.7500 0.9465 1.6660E-1 1.0000 0.0000 2.0000 
0.8500 0.9400 1.3997E-1 1.0000 0.0000 2.0000 
0.9500 0.9356 1,1213E-1 0.9999 0.0000 1, 9446 
1.0500 0.9341 8,7340E-2 0.9999 0.0460 1.8238 
1.1500 0.9352 6.7755E-2 0.9999 0 .1535 1, 7185 
1,2500 0.9366 5.3256E-2 0.9999 0.2437 1,6308 
1.3500 0.9377 4.2543E-2 1 , 0000 0.3186 1 , 5581 
1. 4500 0.9387 3.4499E-2 1,0000 0.3813 1.4972 
1, 5500 0.9395 2,8353E-2 1.0000 0.4342 1.4458 
1.6500 0.9402 2,3582E-2 1.0000 0.4795 1 • 4019 
1.7500 0.9409 1.9822E-2 1.0000 0.5184 1 , 3641 
1, 8500 0.9414 1,6820E-2 1 .0000 0.5523 1.3312 
1 • 9500 0.9418 1.4394E-2 1. 0000 0.5819 1 • 3025 
2.0500 0.9423 1.2413E-2 1 • 0000 0.6081 1 • 2771 
2 .1500 0.9426 1,0778E-2 1 , 0000 0.6312 1.2546 
2.2500 0.9429 9.4191E-3 1.0000 0.6518 1,2346 
2.3500 0.9432 8.2785E-3 1.0000 0.6703 1,2166 
2.4500 0.9435 7.3147E-3 1 , 0000 0.6870 1,2005 
90 
xstar = 64.00 delta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0,5999 5.2559E-3 0.9986 0.3735 0.8398 
0.2500 0,8004 5.3275E-2 0.9993 0, 0959 1.5176 0.3500 0,8900 1,0327E-1 0.9997 0.0000 1.8741 ' 0.4500 0.9257 1.3566E-1 1.0000 0.0000 2,0000 
0.5500 0.9361 1 , 5030E-1 1.0000 0.0000 2.0000 
0.6500 0.9352 1.5097E-1 1 .0000 0.0000 2.0000 
0.7500 0,9301 1,4047E-1 1.0000 0.0000 2.0000 0.8500 0.9248 1,2239E-1 0.9999 0.0000 1. 9800 0.9500 0,9208 1.0052E-1 0.9999 0.0000 1.8760 1.0500 0.9207 8.0483E-2 0.9999 0.0683 1, 7748 1 , 1500_ 0.9232 6.3486E-2 0.9999 0 .1665 1,6813 
1.2500 0.9258 5.0362E-2 0.9999 0,2520 1 .6008 
1.3500 0.9280 4.0486E-2 1.0000 0.3240 1.5332 1.4500 0.9300 3.2990E-2 1.0000 0.3848 1.4762 
1.5500 0.9316 2,7221E-2 1.0000 0.4365 1.4277 
1.6500 0.9330 2.2715E-2 1.0000 0.4808 1. 3861 
1.7500 0.9342 1.9149E-2 1.0000 0.5190 1. 3502 1, 8500 0.9352 1.6290E-2 1.0000 0.5523 1 • 3189 
1.9500 0.9362 1.3972E-2 1.0000 0.5816 1.2915 
2.0500 0.9370 1,2072E-2 1 , 0000 0,6074 1 • 2672 
2 .1500 0.9377 1,0501E-2 1,0000 0,6303 1.2457 
2.2500 0.9383 9, 1907E-3 1.0000 0.6508 1.2264 
2.3500 0.9389 8.0891E-3 1.0000 0.6691 1 ,2092 
2.4500 0.9394 7, 1564E-3 1 , 0000 0.6857 1, 1936 
xstar = 128.00 de 1 ta, mean(v*), var<v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0,5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.5105 4.2544E-5 0.9985 0.4902 0.5325 
0.2500 0.6431 1.0007E-2 0.9993 0.3383 0.9549 
0.3500 0.7696 3,8928E-2 0.9996 0 .1723 1.3734 
0.4500 0.8404 6.7772E-2 0.9997 0.0540 1.6320 
0.5500 0.8751 8.9115E-2 0.9999 0.0000 1. 7797 
0.6500 0,8893 9.9960E-2 0.9999 0.0000 1.8453 
0.7500 0.8926 1.0072E-1 0.9999 0.0000 1 .8508 
0.8500 0.8920 9,3496E-2 0.9999 0.0000 1 .8141 
0.9500 0.8922 8.1371E-2 0.9999 0.0346 1.7516 
1.0500 0,8949 6,8644E-2 0.9999 0 .1078 1.6836 
1 .1500 0.8999 5.5753E-2 0.9999 0 .1908 1.6104 
1. 2500 0.9049 4,5027E-2 0.9999 0.2678 1.5433 
1. 3500 0.9093 3.6656E-2 1.0000 0.3346 1. 4851 
1.4500 0.9130 3,0161E-2 1.0000 0.3918 1.4352 
1.5500 0,9161 2.5084E-2 1 .0000 0.4409 1 , 3924 
1. 6500 0.9189 2,1074E-2 1.0000 0.4833 1.3553 
1, 7500 0.9212 1,7869E-2 1.0000 0,5201 1 • 3231 
1 .8500 0.9232 1,5278E-2 1.0000 0.5524 1.2948 
1, 9500 0.9250 1.3162E-2 1.0000 0.5808 1.2699 
2.0500 0.9266 1,1417E-2 1.0000 0.6060 1.2477 
2 .1500 0.9280 9.9666E-3 1 .0000 0.6285 1. 2280 
2.2500 0.9292 8,7501E-3 1.0000 0.6486 1,2103 
2.3500 0.9303 7,7229E-3 1,0000 0.6667 1.1944 
2.4500 0.9313 6,8497E-3 1.0000 0.6831 1.1800 
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xstar = 256.00 delta, mean(v*), var(v*), checK and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.5001 O.OOOOEO 0.0000 0.0000 0.0000 0.2500 0.5269 2.6253E-4 0.9993 0 .4775 0.5776 
0.3500 0.6158 5.9151E-3 0.9996 0.3832 0.8517 0.4500 0.7031 1.9832E-2 0.9997 0.2783 1 .1314 
0.5500 0.7633 3.5466E-2 0.9998 0 .1960 1.3337 
0.6500 0.7995 4.7955E-2 0.9998 0 .1403 1 , 4613 0.7500 0.8194 5,5418E-2 0.9999 0.1112 1. 5298 0.8500 0.8306 5.7666E-2 0.9999 0, l 085 1 , 5545 
0.9500 0.8386 5.5488E-2 0.9999 0 .1307 1.5481 1 , 0500 0.8472 5.0363E-2 0.9999 0 .1730 1.5227 
1.1500 0.8570 4.3019E-2 0.9999 0.2341 1. 4811 
1 • 2500 0.8661 3.5958E-2 0.9999 0.2968 1 .4366 
1.3500 0.8742 3.0016E-2 1.0000 0.3541 1,3953 
1. 4500 0.8810 2.5186E-2 1 .0000 0.4047 1.3583 1, 5500 0.8869 2,1286E-2 1 ,0000 0.4491 1.3256 
1. 6500 0.8920 1.8128E-2 1.0000 0.4880 1.2968 
1.7500 0.8964 1,5553E-2 1. 0000 0,5222 1.2713 1.8500 0.9002 1.3435E-2 1.0000 0.5525 1. 2486 1.9500 0.9036 1,1678E-2 1.0000 0.5794 1.2284 
2.0500 0.9066 1.0211E-2 1. 0000 0.6035 1 ,2103 
2 .1500 0. 9092 8.9761E-3 1. 0000 0.6250 1 .1940 
2.2500 0.9116 7.9301E-3 1 .0000 0.6445 1 .1792 
2.3500 0.9137 7.0386E-3 1 , 0000 0.6621 1 .1658 
2.4500 0.9156 6.2745E-3 1.0000 0.6781 1 .1537 
xstar = 512.00 de 1 ta, mean<v*), var(v*>, checK and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.2500 0.5010 O.OOOOEO 0.0000 0.0000 0.0000 
0.3500 0.5193 1,1246E-4 0.9996 0.4872 0.5518 
0.4500 0.5663 1.6425E-3 0.9997 0.4441 0.6897 
0.5500 0.6216 6.1591E-3 0.9998 0.3853 0.8594 
0.6500 0.6689 1.2677E-2 0.9998 0,3302 1.0092 
0.7500 0.7043 1,9158E-2 0.9999 0.2880 1,1219 
0.8500 0.7298 2,4136E-2 0.9999 0.2629 1 .1981 
0.9500 0.7496 2,6909E-2 0.9999 0.2567 1.2437 
1.0500 0.7671 2,7411E-2 0.9999 0.2698 1.2655 
1, 1500 0.7840 2,5593E-2 0.9999 0.3036 1.2654 
1.2500 0.7993 2.2849E-2 0.9999 0.3454 1,2540 
1 , 3500 0.8127 2.0052E-2 1 • 0000 0.3877 1,2386 
1. 4500 0.8244 1,7507E-2 1.0000 0.4273 1,2223 
1.5500 0.8346 1.5289E-2 1.0000 0.4635 1, 2064 
1. 6500 0.8434 1.3387E-2 1.0000 0.4962 1 .1913 
1.7500 0.8512 1.1764E-2 1.0000 0.5258 1 .1772 
1 .8500 0.8580 1.0375E-2 1.0000 0.5524 1 .1642 
1 , 9500 0.8641 9, 1849E-3 1 , 0000 0.5766 1 • 1521 
2.0500 0.8695 8.1605E-3 1.0000 0.5985 1,1410 
2 .1500 0.8743 7.2762E-3 1.0000 0.6184 1 , 130 7 
2.2500 0.8786 6.5103E-3 1.0000 0.6366 1 .1211 
2.3500 0.8826 5.8444E-3 1.0000 0.6533 1 .1123 
2.4500 0.8861 5.2636E-3 1.0000 0.6685 1.1041 
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xstar = 1024,00 delta, mean<v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 0 .1500 0.5000 O.OOOOEO 0.0000 0,0000 0.0000 0.2500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.3500 0.5006 O.OOOOEO 0.0000 0.0000 0.0000 0.4500 0.5074 O,OOOOEO 0.0000 0.0000 0,0000 0.5500 0.5256 1.8508E-4 0.9998 0.4847 0.5669 0.6500 0.5525 8.9895E-4 0.9999 0.4623 0.6431 0.7500 0.5817 2.3738E-3 0.9999 0.4352 0.7287 0.8500 0.6093 4.3953E-3 0.9999 0.4100 0, 8091 0.9500 0.6343 6,4874E-3 0.9999 0. 3923 0.8769 1 , 0500 0.6576 8.1784E-3 0.9999 0.3860 0.9299 1 .1500 0.6798 9.0084E-3 0.9999 0.3947 0.9654 
1. 2500 0.7003 9.1371E-3 0.9999 0.4133 0.9879 
1.3500 0.7190 8,8631E-3 1.0000 0.4364 1.0022 1.4500 0.7358 8.3903E-3 1 , 0000 0.4609 1.0113 1.5500 0.7508 7.8364E-3 1, 0000 0.4852 1.0170 
1. 6500 0.7643 7,2637E-3 1.0000 0.5085 1 , 0205 
1.7500 0.7763 6.7032E-3 1 .0000 0.5307 1.0224 
1.8500 0.7871 6.1687E-3 1.0000 0.5515 1 , 0232 1, 9500 0.7969 5.6671E-3 1 , 0000 0.5710 1 , 0232 
2.0500 0.8057 5.2020E-3 1 , 0000 0.5893 1.0225 
2 .1500 0.8137 4.7741E-3 1.0000 0.6064 1.0214 
2.2500 0.8210 4.3827E-3 1, 0000 0.6224 1 , 01 99 
2.3500 0.8276 4.0260E-3 1 .0000 0.6373 1.0183 
2.4500 0.8337 3.7017E-3 1 , 0000 0.6512 1 , 0165 
xstar = 2048,00 delta, mean(v*), uar(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0,2500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.3500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 0.4500 0.5001 O.OOOOEO 0.0000 0.0000 0.0000 0.5500 0.5015 O,OOOOEO 0.0000 0.0000 0.0000 
0.6500 0.5061 O.OOOOEO 0.0000 0.0000 0.0000 
0.7500 0.5146 4.6473E-5 0.9999 0.4942 0.5352 
0.8500 0.5267 1. 7117E-4 0.9999 0.4874 0.5662 
0.9500 0.5412 4.1923E-4 0.9999 0.4797 0.6028 
1.0500 0.5573 7.7692E-4 0.9999 0.4736 0.6412 
1.1500 0.5746 1,1544E-3 0.9999 0.4726 0.6769 
1. 2500 0.5925 1 .4840E-3 0.9999 0,4768 0.7084 
1.3500 0.6101 1,7432E-3 1 , 0000 0.4848 0.7357 
1.4500 0.6273 1.9329E-3 1 .0000 0.4953 0.7595 1, 5500 0.6436 2.0622E-3 1.0000 0, 5073 0,7801 
1.6500 0.6590 2.1414E-3 1, 0000 0.5202 0.7981 
1, 7500 0.6735 2,1793E-3 1 .0000 0.5334 0.8138 
1.8500 0.6870 2.1833E-3 1.0000 0.5468 0.8274 
1. 9500 0.6996 2 .1603E-3 1 , 0000 0.5602 0.8393 
2 .0500 0.7114 2,1168E-3 1.0000 0.5734 0.8497 
2 .1500 0.7223 2,0583E-3 1, 0000 0.5862 0.8587 
2.2500 0.7325 1.9894E-3 1 , 0000 0.5987 0.8666 
2.3500 0.7420 1,9137E-3 1 , 0000 0.6108 0.8735 
2.4500 0.7509 1,8339E-3 1.0000 0,6224 0.8796 
Solution of Entropy Maximization Equations 
Drop Size Distributions 
Cons tr a i n ts: 
0 - normalization 
1 - surface energy 
2 - mass 
3 - momentum 
4 - kinetic energy 
Acceleration= 1.00 
TSTAR = 0.3750 
lambda O to 4 = 
dH2 
d**3 
d**3 XV 
d**3 X V**2 
2.0563EO -5.2896EO 6.2975EO 
I= 24 
J = 25 
-6.7083EO 
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DSMAX = 2.5000 
VSMAX = 2,0000 
3.5433EO 
Alpha= 4.9348EO Beta = 2,4510EO Gamma = 2, 0603EO 
Kappa= 1,2325EO a= 1,0000EO dsm = 2,4512EO 
dstar Max Ent R.R. N.T. Log Prob Upper Limit 
0.05 2.5910E-1 7.8198E-2 9,4364E-3 5.1878E-14 1,4628E-5 
0.10 2,6858E-1 1,4949E-1 3.7601E-2 5,4092E-8 1.9161E-3 0, 15 2.8401E-1 2, l 838E-1 8,3933E-2 2,7057E-5 1,7621E-2 
0.20 3,0541E-1 2,8575E-1 1.4729E-1 9.5440E-4 6.4309E-2 0,25 3,3292E-1 3,5197E-1 2.2590E-1 9.3299E-3 1.4968E-1 
0.30 3.6671E-l 4.1721E-1 3.1731E-1 4.3913E-2 2.6909E-1 
0.35 4.0693E-1 4.8151E-1 4 .1841 E-1 1.3054E-1 4.1054E-1 
0.40 4.5358E-1 5.4478E-1 5.2558E-1 2,8496E-1 5.6005E-1 
0.45 5.0641E-1 6,0684E-1 6.3478E-1 5.0034E-l 7.0510E-1 
0.50 5.6485E-1 6.6734E-1 7.4176E-1 7.4924E-l 8.3605E-1 
0.55 6.2791E-l 7,2581E-1 8.4225E-1 9.9537E-1 9.4649E-l 
0.60 6..9414E-l 7,8158E-1 9,3221E-1 1,2060EO 1,0328EO 
0,65 7.6164E-l 8.3380E-1 l.0080EO 1.3596EO l.0939EO 
0.70 8,2804E-1 8.8142E-l 1,0668EO 1 .4472EO 1,1300EO 
0.75 8.9066E-l 9.2319E-l 1.1064EO 1.4709EO 1,1429EO 0,80 9.4654E-1 9,5770E-1 1,1256EO 1,4397EO 1, 1349EO 
0.85 9.9262E-l 9.8336E-l 1,1243EO 1.3664EO 1.1088EO 
0.90 1,0258EO 9,9855E-1 1.1030EO 1,2640EO l.0676EO 
0.95 1.0435EO 1,0017EO 1,0636EO 1.1446EO 1 • 0142EO 
1.00 l,0431EO 9.9137E-1 1.0082EO 1.0181EO 9.5143E-1 
1.05 1.0231EO 9.6654E-1 9.3986E-1 8.9219E-1 8.8189E-1 
1.10 9.8276E-1 9,2668E-1 8.6175E-1 7.7195E-1 8.0798E-1 
1.15 9,2253E-1 8.7201E-1 7.7728E-1 6,6079E-1 7.3181E-1 
1.20 8.4448E-1 8.0363E-l 6.8976E-1 5.6051E-1 6.5524E-1 
1.25 7.5209E-1 7,2358E-1 6.0224E-1 4.7178E-1 5.7983E-1 
1.30 6.5010E-1 6.3486E-1 5.1738E-1 3.9451E-1 5.0691E-1 
1.35 5,4408E-1 5,4124E-l 4.3735E-1 3.2805E-1 4.3755E-1 
1.40 4.3979E-1 4.4696E-1 3.6375E-1 2.7150E-1 3.7260E-1 
1.45 3.4250E-1 3.5634E-1 2.9768E-1 2,2380E-1 3,1269E-1 
1.50 2,5635E-1 2,7329E-l 2.3967E-1 1.8386E-1 2.5828E-1 
1.55 1,8396E-1 2.0083E-1 1.8984E-1 1.5062E-1 2.0962E-1 
1.60 1.2625E-1 1 ,4084E-1 1.4793E-1 1 • 231 OE-1 1.6684E-1 
1.65 8,2668E-2 9.3839E-2 1.1339E-1 1.0041E-1 1.2990E-1 
1. 70 5.1518E-2 5,9122E-2 8.5485E-2 8 .1770E-2 9.8626E-2 
1. 75 3.0482E-2 3.5048E-2 6.3384E-2 6.6506E-2 7.2738E-2 
1.80 1,7082E-2 1,9445E-2 4,6215E-2 5.4035E-2 5 .1856E-2 
1.85 9.0457E-3 1.0041E-2 3.3134E-2 4.3870E-2 3.5511E-2 
1.90 4.5150E-3 4.7979E-3 2.3356E-2 3.5596E-2 2,3169E-2 
1.95 2,1191E-3 2, 1078E-3 1.6185E-2 2.8872E-2 1,4247E-2 
2,00 9.3310E-4 8.4590E-4 1.1024E-2 2.3413E-2 8.1357E-3 
2,05 3.8450E-4 3,0796E-4 7.3806E-3 1.8985E-2 4.2258E-3 
2, 10 1,4792E-4 1.0098E-4 4.8557E-3 1.5396E-2 1.9373E-3 
2, 15 5.3007E-5 2,9595E-5 3.1390E-3 1,2487E-2 7.4889E-4 
2.20 1,7649E-5 7.6913E-6 1.9937E-3 1.0131E-2 2,2665E-4 
2,25 5.4474E-6 1,7577E-6 1.2439E-3 8,2221E-3 4.7150E-5 
2,30 1.5548E-6 3.5018E-7 7.6235E-4 6,6759E-3 5,2097E-6 
2.35 4.0946E-7 6.0268E-8 4.5885E-4 5,4232E-3 1.6467E-7 
2.40 9.9247E-8 8,8757E-9 2.7120E-4 4.4081E-3 1,7228E-10 
2,45 2,2088E-8 1,1075E-9 1.5739E-4 3.5853E-3 2,5160E-37 
2,50 4.5034E-9 1.1589E-10 8.9672E-5 2,9180E-3 O.OOOOEO 
Total l.9869E1 1,9992E1 1.9999E1 1,9986E1 2.0000El 
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Initial Conditions de 1 ta, mean v* and variance. 
0.0500 1. 0000 3.3329E-1 
0 .1500 0.9996 3.3227E-1 
0.2500 0.9981 3.2843E-1 
0.3500 0.9948 3,2001E-1 
0.4500 0.9895 3.0548E-1 
0.5500 0.9821 2.8389E-1 
0.6500 0.9735 2,5526E-1 
0.7500 0.9647 2,2103E-1 
0.8500 0.9571 1.8416E-1 
0.9500 0.9518 1,4839E-1 
1 • 0500 0.9487 1,1698E-1 
1 .1500 0.9473 9.1536E-2 
1.2500 0.9468 7,1989E-2 
1.3500 0.9466 5.7309E-2 
1.4500 0.9466 4.6280E-2 
1.5500 - 0.9466 3.7892E-2 
1 , 6500 0.9466 3,1412E-2 
1. 7500 0.9466 2.6329E-2 
1.8500 0.9466 2,2286E-2 
1, 9500 0.9466 1. 9030E-2 
2.0500 0.9466 1,6379E-2 
2 .1500 0.9466 1,4198E-2 
2.2500 0.9466 1,2388E-2 
2.3500 0.9466 1.0873E-2 
2.4500 0.9466 9.5952E-3 
xstar = 2.00 de 1 ta, mean(v*), var<v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.8906 1.6525E-1 1 • 0000 0.0000 2.0000 
0 .1500 0.9902 2.8878E-1 1.0000 0.0000 2.0000 
0.2500 0.9955 3,0675E-1 1. 0000 0.0000 2.0000 
0.3500 0.9938 3.0671E-1 1.0000 0.0000 2.0000 
0.4500 0.9888 2.9660E-1 1.0000 0.0000 2.0000 
0.5500 0.9816 2.7780E-1 1 .0000 0.0000 2.0000 
0.6500 0.9729 2,5110E-1 1.0000 0.0000 2.0000 
0.7500 0.9640 2.1827E-1 1 , 0000 0.0000 2.0000 
0.8500 0.9564 1.8240E-1 1.0000 0.0000 2.0000 
0.9500 0.9510 1,4732E-1 1. 0000 0.0000 2.0000 
1 , 0500 0.9476 1.1601E-1 0.9997 0.0000 1.9748 
1. 1500 0.9459 8.9812E-2 0.9983 0.0396 1.8549 
1.2500 0.9459 7.0070E-2 0.9975 0.1419 1.7517 
1.3500 0.9460 5.5665E-2 0.9973 0,2285 1,6648 
1.4500 0.9461 4.4940E-2 0.9973 0,3012 1.5920 
1.5500 0.9461 3.6800E-2 0.9973 0.3626 1. 5306 
1. 6500 0.9462 3.0512E-2 0.9973 0,4149 1.4783 
1. 7500 0.9462 2.5578E-2 0.9973 0.4598 1,4334 
1, 8500 0.9462 2,1654E-2 0.9973 0.4988 1.3945 
1, 9500 0.9463 1,8492E-2 0.9973 0.5328 1, 3605 
2.0500 0.9463 1,5918E-2 0.9973 0,5627 1. 3306 
2 .1500 0.9463 1,3800E-2 0.9973 0.5891 1 • 3041 
2.2500 0.9463 1,2041E-2 0.9973 0,6127 1,2805 
2.3500 0.9463 1.0569E-2 0.9973 0.6338 1,2594 
2.4500 0.9464 9.3281E-3 0.9973 0.6527 1. 2405 
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xstar = 4.00 delta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.7840 8,0012E-2 1 I 0000 0.0000 2.0000 
0 .1500 0.9784 2,5238E-1 1.0000 0.0000 2,0000 0.2500 0.9923 2.8705E-1 1.0000 0.0000 2.0000 
0.3500 0.9924 2.9421E-1 1.0000 0.0000 2.0000 
0.4500 0.9881 2,8811E-1 1 , 0000 0.0000 2.0000 
0.5500 0.9809 2,7190E-1 1.0000 0.0000 2.0000 
0.6500 0.9722 2,4704E-1 1.0000 0.0000 2.0000 
0.7500 0.9633 2,1556E-1 1.0000 0.0000 2.0000 0.8500 0.9556 1. 8066E-1 1.0000 0.0000 2.0000 
0.9500 0.9502 1,4625E-1 1.0000 0.0000 2.0000 
1.0500 0.9467 1, 1530E-1 0.9999 0.0000 1.9694 
1 , 1500 0.9451 8,9260E-2 0.9997 0.0468 1,8450 
1, 2500 0.9453 6,9633E-2 0.9996 0 .1518 1 • 7401 
1.3500 0.9454 5.5329E-2 0.9996 0.2382 1,6538 1.4500 0.9455 4.4680E-2 0.9996 0.3101 1, 5820 
1.5500 0.9456 3.6596E-2 0.9996 0.3706 1,5216 
1 .6500 0.9457 3.0349E-2 0.9996 0.4221 1. 4702 
1,7500 0.9458 2,5446E-2 0.9996 0.4664 1 .4260 
1 I 8500 0.9458 2,1545E-2 0.9996 0.5048 1, 3877 
1. 9500 0.9459 1.8402E-2 0.9996 0.5383 1.3542 
2.0500 0.9460 1.5842E-2 0.9996 0.5678 1.3248 
2, 1500 0.9460 1.3735E-2 0.9996 0.5939 1.2987 
2.2500 0.9460 1,1986E-2 0.9996 0.6171 1. 2755 
2.3500 0.9461 1.0522E-2 0.9996 0.6379 1.2548 
2.4500 0.9461 9.2869E-3 0.9996 0.6566 1.2361 
xstar = 8.00 de 1 ta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.6253 1,3769E-2 0.9974 0 .1347 1. 2533 
0. 1500 0.9505 1.9514E-1 1.0000 0.0000 2.0000 
0.2500 0.9840 2.5260E-1 1 , 0000 0.0000 2.0000 
0.3500 0.9889 2,7136E-1 1 .0000 0.0000 2.0000 
0.4500 0.9861 2,7219E-1 1.0000 0.0000 2.0000 
0.5500 0.9795 2.6066E-1 1 .0000 0.0000 2.0000 
0.6500 0.9708 2.3921E-1 1.0000 0.0000 2.0000 
0.7500 0.9619 2.1028E-1 1.0000 0.0000 2.0000 
0.8500 0.9541 1.7726E-1 1.0000 0,0000 2.0000 
0.9500 0.9487 1,4416E-1 1.0000 0.0000 2.0000 
1.0500 0.9451 1.1393E-1 0.9999 0.0000 1.9616 
1 .1500 0.9436 8.8445E-2 0.9999 0.0502 1. 8386 
1. 2500 0.9439 6.9111E-2 0.9999 0 .1545 1.7347 
1, 3500 0.9442 5.4963E-2 0.9999 0.2403 1.6492 
1.4500 0.9444 4.4414E-2 1.0000 0,3118 1. 5781 
1, 5500 0.9446 3.6396E-2 1 , 0000 0,3720 1,5182 
1.6500 0.9448 3.0195E-2 1 , 0000 0,4233 1.4672 
1.7500 0.9449 2.5327E-2 1.0000 0.4674 1. 4233 
1, 8500 0.9451 2.1450E-2 1.0000 0.5056 1.3853 
1 , 9500 0.9452 1.8326E-2 1 , 0000 0,5390 1 • 3521 
2.0500 0.9453 1.5780E-2 1, 0000 0,5684 1.3228 
2 .1500 0.9454 1,3685E-2 1 .0000 0.5944 1.2969 
2.2500 0.9455 1.1945E-2 1.0000 0.6176 1.2739 
2.3500 0.9455 1,0487E-2 1. 0000 0.6383 1,2533 
2.4500 0.9456 9.2578E-3 1 , 0000 0.6570 1,2347 
97 
xstar = 16.00 delta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5144 1,6429E-4 0.9973 0.4563 0.5953 
0 .1500 0.8877 1.1982E-1 1.0000 0.0000 2.0000 0.2500 0.9625 1,9872E-1 1.0000 0.0000 2.0000 
0.3500 0.9792 2,3273E-1 1.0000 0.0000 2.0000 
0.4500 0.9807 2,4403E-1 1 . 0000 0.0000 2.0000 
0.5500 0.9757 2.4019E-1 1.0000 0.0000 2.0000 
0.6500 0.9677 2,2464E-1 1.0000 0.0000 2.0000 
0.7500 0.9588 2.0030E-1 1.0000 0.0000 2.0000 
0.8500 0.9510 1. 7074E-1 1 .0000 0.0000 2.0000 
0.9500 0.9455 1,4009E-1 1.0000 0.0000 2.0000 
1 • 0500 0.9418 1.1127E-1 0.9999 0.0000 1.9463 
1 .1500 0.9406 8.6882E-2 0.9999 0.0551 1.8276 
1. 2500 0.9411 6.8125E-2 0.9999 0 .1574 1.7263 
1. 3500 0.9417 5.4281E-2 1.0000 0.2423 1.6423 
1 • 4500 0.9422 4.3920E-2 1 • 0000 0.3131 1. 5723 
1.5500 0.9426 3.6028E-2 1.0000 0.3729 1.5132 1,6500 0.9429 2,9915E-2 1 • 0000 0.4239 1.4629 
1.7500 0.9432 2,5109E-2 1 .0000 0.4678 1.4196 
1 • 8500 0.9435 2, 1280E-2 1 .0000 0 .505.8 1, 3820 
1. 9500 0.9437 1.8190E-2 1.0000 0.5391 1.3491 
2.0500 0.9439 1,5671E-2 1 .0000 0.5684 1. 3202 
2 .1500 0.9441 1.3596E-2 1.0000 0.5943 1.2945 
2.2500 0.9443 1.1871E-2 1 .0000 0.6174 1,2717 
2.3500 0.9444 1.0427E-2 1 .0000 0,6381 1,2513 
2.4500 0.9446 9,2073E-3 1 • 0000 0.6568 1.2329 
xstar = 32.00 delta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5001 O.OOOOEO 0.0000 0.0000 0.0000 
0, 1500 0.7623 4.3324E-2 0.9986 0.1113 1.4417 
0.2500 0.9109 1.2797E-1 1.0000 0.0000 2.0000 
0.3500 0.9537 1.7543E-1 1 .0000 0.0000 2.0000 
0.4500 0.9660 1,9909E-1 1.0000 0.0000 2.0000 
0.5500 0.9659 2.0579E-1 1.0000 0.0000 2.0000 
0.6500 0.9600 1.9920E-1 1.0000 0.0000 2.0000 
0.7500 0.9520 1,8231E-1 1 .0000 0.0000 2.0000 
0.8500 0.9445 1.5868E-1 1.0000 0.0000 2.0000 
0.9500 0.9392 l,3241E-1 1 • 0000 0.0000 2.0000 
1.0500 0.9353 1.0617E-l 0.9999 0.0000 1.9165 
l .1500 0.9347 8.3864E-2 0.9999 0.0647 1 • 8061 
1. 2500 0.9357 6.6197E-2 0.9999 0 .1631 l. 7096 
1. 3500 0.9368 5.2943E-2 1. 0000 0.2460 1.6288 
1.4500 0.9378 4,2949E-2 1 , 0000 0.3157 1. 5609 
1. 5500 0.9386 3.5303E-2 1.0000 0.3747 1 • 5035 
1.6500 0.9393 2.9363E-2 1.0000 0.4251 1. 4544 
1.7500 0.9399 2,4681E-2 1 • 0000 0.4685 1.4121 
1 • 8500 0.9404 2,0943E-2 1 .0000 0.5062 1.3754 
1 • 9500 0.9409 1.7922E-2 1 • 0000 0.5392 1 • 3432 
2.0500 0.9413 1.5455E-2 1.0000 0.5683 1.3149 
2 .1500 0.9416 1,3420E-2 1 .0000 0,5941 1,2898 
2.2500 0.9420 1,1727E-2 1 .0000 0.6171 1,2674 
2.3500 0.9422 1.0307E-2 1 , 0000 0.6377 1.2473 
2.4500 0.9425 9.1071E-3 1.0000 0.6563 1,2292 
98 
xstar = 64.00 delta, mean<v*), var<v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0, 1500 0.5999 5.2606E-3 0.9986 0.3734 0.8400 
0.2500 0.8009 5.3450E-2 0.9993 0.0952 1 • 5193 0,3500 0.8915 1.0418E-l 0.9997 0.0000 1,8799 
0.4500 0.9287 1. 3803E-1 1 • 0000 0.0000 2.0000 0,5500 0.9408 l.5524E-1 1 .0000 0.0000 2.0000 
0.6500 0.9414 1.5940E-1 l. 0000 0.0000 2.0000 
0.7500 0.9366 1.5269E-1 l • 0000 0.0000 2.0000 0.8500 0.9307 1,3793E-1 1. 0000 0.0000 2.0000 
0.9500 0.9257 1.1813E-1 0.9999 0.0000 1 • 9615 
1. 0500 0.9224 9.6832E-2 0.9999 0.0000 1 .8594 
1, 1500 0.9229 7.8208E-2 0.9999 0.0828 1.7644 
1. 2500 0.9250 6.2508E-2 0.9999 0 .1743 1 • 6771 
1.3500 0.9272 5.0362E-2 1, 0000 0.2535 1. 6021 1,4500 0.9290 4 .1070E-2 1.0000 0.3208 1.5384 
1.5500 0.9307 3.3896E-2 1.0000 0,3781 1,4842 
1. 6500 0.9321 2.8287E-2 1.0000 0.4273 1.4377 
1. 7500 0.9333 2.3845E-2 1.0000 0.4699 1.3974 
1,8500 0.9343 2,0284E-2 1 .0000 0.5070 1 • 3624 
1,9500 0.9352 1,7396E-2 1 • 0000 0.5395 1 • 3316 
2.0500 0.9360 1.5031E-2 1. 0000 0.5682 1 . 3045 
2, 1500 0.9367 1.3074E-2 1.0000 0.5937 1. 2803 
2.2500 0.9373 1.1443E-2 1 • 0000 0.6165 1. 2588 
2,3500 0.9379 1.0071E-2 1. 0000 0.6369 1.2395 
2.4500 0.9384 8.9100E-3 1 • 0000 0.6553 1. 2220 
xstar = 128,00 delta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0,5105 4.2586E-5 0.9985 0.4902 0.5325 
0.2500 0.6433 1.0043E-2 0.9993 0.3381 0.9557 
0.3500 0.7707 3,9256E-2 0.9996 0.1710 1. 3771 
0.4500 0.8432 6.8969E-2 0.9997 0.0498 1.6418 
0.5500 0,8800 9,2017E-2 0.9999 0.0000 1.7992 
0.6500 0.8962 1.0539E-1 0.9999 0.0000 1.8779 
0.7500 0.9006 1.0914E-1 0.9999 0.0000 1 • 8981 
0,8500 0.8997 1.0461E-1 0.9999 0.0000 1,8751 
0.9500 0.8977 9.4258E-2 0.9999 0.0000 1.8228 
1.0500 0.8976 8.0973E-2 0.9999 0.0424 1. 7543 
1 .1500 0.9001 6.8188E-2 0.9999 0, 1158 1,6859 
1 • 2500 0.9044 5.5746E-2 0.9999 0 .1954 1.6146 
1. 3500 0.9085 4.5565E-2 1.0000 0.2677 1. 5505 
1. 4500 0.9121 3.7546E-2 1.0000 0.3305 l .4948 
1, 5500 0.9153 3.1242E-2 1 • 0000 0.3848 1.4467 
1 .6500 0.9180 2,6249E-2 1.0000 0.4318 1. 4050 
1 • 7500 0.9203 2.2254E-2 1 .0000 0.4727 1. 3687 
1.8500 0.9223 1 • 9026E-2 1.0000 0.5085 1.3369 
1.9500 0.9241 1.6390E-2 1.0000 0.5400 1 • 3089 
2.0500 0.9256 1.4217E-2 1.0000 0.5679 1.2840 
2, 1500 0.9270 1,2409E-2 1 .0000 0.5929 1 • 2618 
2,2500 0.9283 1.0894E-2 1.0000 0.6152 1,2419 
2.3500 0.9294 9.6157E-3 1 • 0000 0.6352 1,2240 
2.4500 0.9304 8.5283E-3 1.0000 0.6534 1.2078 
C/9 
xstar = 256,00 delta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.5001 O.OOOOEO 0.0000 0.0000 0.0000 0.2500 0.5269 2.6357E-4 0.9993 0. 4775 0.5778 
0.3500 0.6164 5.9693E-3 0.9996 0.3827 0.8533 
0.4500 0.7049 2.0176E-2 0.9997 0.2765 1 .1369 
0.5500 0.7671 3.6509E-2 0.9998 0, 1915 1.3458 
0.6500 0.8054 5.0176E-2 0.9998 0 .1311 1. 4823 
0.7500 0.8269 5.9211E-2 0.9999 0.0948 1 . 5611 
0.8500 0.8382 6.3169E-2 0.9999 0.0823 1. 5958 
0.9500 0.8448 6.2535E-2 0.9999 0.0932 1 • 5981 
1.0500 0.8505 5,8393E-2 0.9999 0 .1245 1. 5780 
1 • 150 0 0.8577 5.2125E-2 0.9999 0 .1720 1. 5447 
1. 2500 0.8659 4.4353E-2 0.9999 0.2336 1. 4994 
1.3500 0.8736 3,7274E-2 1.0000 0.2940 1.4542 
1. 4500 0.8803 3.1356E-2 1.0000 0.3488 1. 4128 
1.5500 0.8861 2.6523E-2 1.0000 0.3973 1,3758 
1.6500 0.8912 2.2589E-2 1.0000 0.4401 1. 3430 
1. 7500 0.8955 1.9376E-2 1. 0000 0. 4779 1 . 3140 
1.8500 0.8994 1.6734E-2 1.0000 0.5112 1. 2882 
1. 9500 0.9027 1.4544E-2 1.0000 0.5409 1,2652 
2.0500 0.9057 1.2715E-2 1 .0000 0.5674 1, 2446 
2 .1500 0.9083 1.1177E-2 1 .0000 0.5912 1. 2260 
2.2500 0.9107 9.8745E-3 1 , 0000 0.6126 1.2093 
2.3500 0.9128 8.7642E-3 1. 0000 0.6320 1 .1941 
2.4500 0.9147 7.8126E-3 1.0000 0.6496 1 .1803 
xstar = 512.00 delta, mean(v*), var(v*>, check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0, 1500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.2500 0.5010 O.OOOOEO 0.0000 0.0000 0.0000 
0.3500 0.5193 1,1353E-4 0.9996 0.4872 0,5521 
0.4500 0.5669 1 .6726E-3 0.9997 0.4436 0.6914 
0.5500 0.6234 6.3461E-3 0.9998 0.3835 0.8648 
0.6500 0.6724 1,3254E-2 0.9998 0.3261 1.0204 
0.7500 0.7094 2.0378E-2 0.9999 0.2801 1 .1401 
0.8500 0.7356 2,6197E-2 0.9999 0.2491 1,2235 
0.9500 0.7548 2,9948E-2 0.9999 0.2348 1. 2761 
1.0500 0.7703 3.1391E-2 0.9999 0.2381 1 .3037 
1 .1500 0.7850 3.0721E-2 0.9999 0.2586 1 • 3125 
1. 2500 0.7993 2.8069E-2 0.9999 0.2963 1 , 30 33 
1. 3500 0.8123 2.4881E-2 1 , 0000 0.3388 1.2867 
1.4500 0.8238 2,1811E-2 1.0000 0.3806 1,2679 
1 • 5500 0.8339 1.9071E-2 1.0000 0.4195 1. 2491 
1.6500 0.8427 1,6698E-2 1.0000 0.4549 1 • 2312 
1. 7500 0.8504 1,4665E-2 1.0000 0.4871 1,2145 
1.8500 0.8573 1,2929E-2 1.0000 0.5161 1,1990 
1.9500 0.8633 1.1442E-2 1 , 0000 0.5424 1 .1848 
2.0500 0.8687 1.0164E-2 1 • 0000 0.5662 1.1717 
2 .1500 0.8735 9.0624E-3 1.0000 0.5879 1 .1596 
2.2500 0.8778 8.1078E-3 1.0000 0.6077 1.1484 
2.3500 0.8817 7.2781E-3 1.0000 0.6258 1 .1381 
2.4500 0.8853 6.5544E-3 1.0000 0.6424 1,1285 
100 
xstar = 1024,00 delta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 0.2500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 0.3500 0.5006 O.OOOOEO 0.0000 0.0000 0.0000 0.4500 0.5074 O.OOOOEO 0.0000 0.0000 0.0000 0.5500 0.5260 1.9051E-4 0.9998 0.4845 0.5678 0.6500 0.5536 9.3926E-4 0.9999 0.4614 0.6462 
0.7500 0.5837 2.5222E-3 0.9999 0.4327 0.7353 0.8500 0.6121 4.7575E-3 0.9999 0.4048 0.8200 0.9500 0.6372 7 .1839E-3 0.9999 0.3826 0.8926 1.0500 0.6596 9.3071E-3 0.9999 0.3699 0.9501 1 .1500 _ 0.6806 1.0755E-2 0.9999 0.3691 0.9927 
1.2500 0.7004 1.1206E-2 0.9999 0.3826 1 • 0189 
1. 3500 0.7187 1.1011E-2 1.0000 0.4037 1.0344 
1 , 4500 0.7354 1.0478E-2 1 .0000 0.4281 1.0432 
1. 5500 0.7503 9.7992E-3 1 • 0000 0.4532 1.0480 
1.6500 0.7637 9.0785E-3 1 • 0000 0. 4778 1 . 0502 
1. 7500 0.7757 8.3689E-3 1.0000 0.5012 1. 0507 
1 . 8500 0.7865 7,6950E-3 1.0000 0.5233 1. 0502 
1.9500 0.7963 7.0656E-3 1. 0000 0.5441 1.0489 
2.0500 0.8050 6.4834E-3 1. 0000 0.5635 1 • 0470 
2 .1500 0.8130 5.9487E-3 1. 0000 0.5817 1.0448 
2.2500 0.8203 5.4601E-3 1 • 0000 0.5986 1 .0423 
2.3500 0.8269 5.0150E-3 1. 0000 0.6145 1.0397 
2.4500 0.8330 4,6105E-3 1. 0000 0.6293 1 • 0370 
xstar = 2048.00 delta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.2500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.3500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.4500 0.5001 O.OOOOEO 0.0000 0.0000 0.0000 
0.5500 0.5015 O.OOOOEO 0.0000 0.0000 0.0000 
0.6500 0.5062 O.OOOOEO 0.0000 0.0000 0.0000 
0.7500 0.5150 4.9100E-5 0.9999 0.4939 0.5361 
0.8500 0.5273 1.8435E-4 0.9999 0.4865 0.5683 
0.9500 0.5420 4.6257E-4 0.9999 0.4774 0.6067 
1.0500 0.5579 8.8291E-4 0.9999 0.4687 0.6474 
1 .1500 0.5749 1.3806E-3 0.9999 0.4633 0.6867 
1 • 2500 0.5924 1.8287E-3 0.9999 0.4640 0.7210 
1.3500 0.6099 2.1792E-3 1 .0000 0.4698 0.7503 
1.4500 0.6269 2.4287E-3 1.0000 0.4790 0.7751 
1. 5500 0.6432 2.5919E-3 1 • 0000 0.4905 0.7963 
1.6500 0.6586 2.6867E-3 1 .0000 0.5031 0.8145 
1.7500 0.6731 2.7284E-3 1.0000 0.5163 0.8301 
1.8500 0.6866 2.7292E-3 1. 0000 0.5298 0.8436 
1.9500 0.6992 2.6977E-3 1 , 0000 0.5434 0.8553 
2.0500 0.7109 2.6415E-3 1.0000 0.5567 0.8654 
2 .1500 0.7218 2.5673E-3 1 • 0000 0.5699 0.8741 
2.2500 0.7320 2,4804E-3 1 • 0000 0.5826 0.8817 
2.3500 0.7415 2.3853E-3 1.0000 0.5950 0.8883 
2.4500 0.7503 2.2854E-3 1.0000 0.6070 0.8940 
r 
Solution of Entropy Maximization Equations 
Drop Size Distributions 
Constraints: 
0 - normalization 
1 - surface energy 
2 - mass 
3 - momentum 
4 - Kinetic energy 
Acceleration= 1.00 
TSTAR = 0.4000 
lambda O to 4 = 
d**2 
d**3 
d**3 XV 
d**3 X V**2 
1.3856EO -2.4787EO 4.0071EO 
I= 24 
J = 25 
-5.4506EO 
IOI 
DSMAX = 2.5000 
VSMAX = 2. 0000 
2.8813EO 
102. 
Alpha= 4.2666EO Beta= 1,4057EO Gamma= 1.6560EO 
Kappa= 1,0530EO a = 1 , OOOOEO dsm = 2.7034EO 
dstar Max Ent R.R. N.T. Log Prob Upper Limit 
0.05 5.0328E-1 3,9772E-1 2.5320E-2 2.7883E-8 2,4567E-3 
0, 10 5.1165E-1 4.7844E-1 9.4933E-2 1.1662E-4 4.7242E-2 0, 15 5.2476E-1 5,3303E-1 1.9720E-1 4.5149E-3 1,6793E-1 
0.20 5.4199E-1 5.7543E-1 3 .1990E-1 3.4975E-2 3,3713E-1 0,25 5.6273E-1 6.1049E-1 4.5161E-1 1,2521E-1 5.1596E-1 
0.30 5.8632E-1 6.4048E-1 5.8252E-1 2,8985E-1 6.7813E-1 
0.35 6,1203E-1 6,6659E-1 7.0474E-1 5.1120E-1 8.1085E-1 
0 .40 6.3901E-1 6.8951E-1 8, 1242E-1 7.5214E-1 9.1038E-1 0,45 6.6634E-1 7.0957E-1 9.0162E-1 9.7493E-1 9.7800E-1 
0.50 6.9299E-1 7,2695E-1 9.7015E-1 1,1528EO 1. 0173EO 
0.55 7.1791E-1 7,4164E-1 1,0173EO 1 • 2730EO 1.0329EO 
0.60 7,4005E-1 7,5355E-1 1,0435EO 1,3342EO 1,0291EO 
0.65 7.5841E-1 7.6250E-1 1 ,0502EO 1,3431EO 1 .0102EO 
0.70 7.7214E-1 7.6823E-1 1.0395EO 1,3096EO 9.7976E-1 0,75 7.8056E-1 7,7047E-1 1 • O 136EO 1,2450EO 9.4066E-1 
0.80 7.8318E-1 7.6890E-1 9.7523E-1 1,1598EO 8.9545E-1 0,85 7.7975E-1 7,6320E-1 9,2699E-1 1,0626EO 8.4616E-1 0,90 7.7018E-1 7.5307E-1 8.7141E-1 9.6069E-1 7.9441E-1 0,95 7.5456E-1 7.3825E-1 8.1086E-1 8.5895E-1 7.4147E-1 
1.00 7.3310E-1 7.1855E-1 7.4742E-1 7.6104E-1 6.8834E-1 
1.05 7 .0607E-1 6.9388E-1 6.8293E-1 6.6927E-1 6.3581E-1 
1.10 6.7383E-1 6.6427E-1 6.1890E-1 5.8494E-1 5.8445E-1 
1.15 6.3681E-1 6.2990E-1 5.5657E-1 5.0863E-1 5.3472E-1 
1.20 5.9551E-1 5.9111E-1 4.9690E-1 4.4042E-1 4.8694E-1 
1.25 5.5057E-1 5.4844E-1 4.4059E-1 3.8004E-1 4,4134E-1 
1.30 5.0273E-1 5,025BE-1 3.8813E-1 3.2701E-1 3.9808E-1 
1.35 4,5290E-1 4,5438E-1 3.3981E-1 2.8074E-1 3.5726E-1 
1.40 4,0208E-1 4.0484E-1 2.9575E-1 2.4057E-1 3 .1893E-1 
1.45 3.513BE-1 3.5504E-1 2.5596E-1 2,0585E-1 2.8312E-1 
1.50 3.0191E-1 3.0610E-1 2.2032E-1 1,7594E-1 2.4981E-1 
1.55 2.5475E-1 2,5909E-1 1.8867E-1 1. 5025E-1 2,1897E-1 
1.60 2,1085E-1 2 .1500E-1 1,6076E-1 1,2823E-1 1.9057E-1 
1.65 1 .7099E-1 1,7467E-1 1.3632E-1 1.0940E-1 1.6454E-1 
1. 70 1,3569E-1 1,3872E-1 1 .1506E-1 9.3312E-2 1.4081E-1 
1. 75 1,0526E-1 1,0753E-1 9.6688E-2 7.9584E-2 1 .1932E-1 
1.80 7.9731E-2 8,1224E-2 8.0894E-2 6.7880E-2 9.9993E-2 
1.85 5.8896E-2 5.9683E-2 6.7395E-2 5.7908E-2 8.2735E-2 
1.90 4.2382E-2 4.2588E-2 5.5921E-2 4.9415E-2 6.7465E-2 
1.95 2.9676E-2 2.9459E-2 4.6216E-2 4.2183E-2 5,4094E-2 
2.00 2,0197E-2 1.9716E-2 3.8049E-2 3.6025E-2 4,2527E-2 
2,05 1.3346E-2 1,2742E-2 3 .1208E-2 3.0782E-2 3.2665E-2 
2, 10 8.5525E-3 7,9374E-3 2.5504E-2 2.6317E-2 2,4402E-2 
2, 15 5.3091E-3 4.7553E-3 2.076BE-2 2.2514E-2 1.7626E-2 
2.20 3.1891E-3 2.7342E-3 1.6853E-2 1,9272E-2 1.2214E-2 
2,25 1.8516E-3 1,5056E-3 1.3629E-2 1.6509E-2 8.0356E-3 
2,30 1.0379E-3 7.9218E-4 1.0986E-2 1,4152E-2 4.9450E-3 
2,35 5.6118E-4 3.9734E-4 8.8268E-3 1,2141E-2 2.7863E-3 
2,40 2.9228E-4 1,8954E-4 7.0694E-3 1,0424E-2 1.3916E-3 
2,45 1.4649E-4 8.5784E-5 5.6443E-3 8.9566E-3 5.8461E-4 
2,50 7.0582E-5 3.6741E-5 4.4927E-3 7.7019E-3 1,8847E-4 
Total 1.9747El 1,9876E1 1.9983E1 1.9950El 2.0000El 
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Initial Conditions delta, mean v* and variance. 
0.0500 1.0000 3.3330E-1 
0, 1500 0.9996 3,3247E-1 
0.2500 0.9984 3.2934E-1 
0.3500 0.9957 3.2247E-1 
0.4500 0.9912 3.1055E-1 
0.5500 0.9848 2,9265E-1 
0.6500 0.9770 2.6846E-1 
0.7500 0.9686 2,3867E-1 
0.8500 0,9606 2.0513E-1 
0.9500 0.9542 1.7068E-1 
1.0500 0.9499 1,3837E-1 
1.1500 0.9475 1.1046E-1 
1.2500 0.9464 8.7873E-2 
1.3500 0.9460 7.0311E-2 
1.4500 0.9459 5.6880E-2 
1.5500 0.9459 4,6593E-2 
1,6500 0.9459 3,8629E-2 
1.7500 0.9459 3,2378E-2 
1.8500 0.9459 2.7407E-2 
1. 9500 0.9459 2.3403E-2 
2.0500 0.9459 2.0142E-2 
2, 1500 0.9459 1.7460E-2 
2.2500 0.9459 1.5234E-2 
2.3500 0.9459 1.3371E-2 
2.4500 0.9459 1,1799E-2 
xstar = 2.00 delta, mean(v*), var(v*>, check and bounds. 
curve plotted for this set of data. 
0.0500 0.8906 1.6525E-1 1.0000 0.0000 2.0000 
0 .1500 0.9903 2,8895E-1 1 • 0000 0.0000 2.0000 
0.2500 0.9959 3.0759E-1 1 .0000 0.0000 2.0000 
0.3500 0.9947 3. 0903E-1 1 • 0000 0.0000 2.0000 
0.4500 0.9906 3.0146E-1 1.0000 0.0000 2.0000 
0.5500 0.9843 2,8628E-1 1 • 0000 0.0000 2.0000 
0.6500 0.9765 2.6398E-1 1.0000 0.0000 2.0000 
0.7500 0.9680 2.3557E-1 1.0000 0.0000 2.0000 
0.8500 0.9600 2.0305E-1 1 • 0000 0.0000 2.0000 
0.9500 0.9536 1.6934E-1 1.0000 0.0000 2.0000 
1.0500 0.9492 1,3753E-1 1.0000 0.0000 2.0000 
1 • 150 0 0.9462 1.0933E-1 0.9993 0.0000 1.9446 
1. 2500 0.9452 8.6076E-2 0.9981 0.0571 1,8357 
1.3500 0.9453 6.8432E-2 0.9975 0 .1505 1 , 7415 
1.4500 0.9453 5.5261E-2 0.9973 0.2304 1.6614 
1.5500 0.9454 4,5255E-2 0.9973 0.2983 1,5934 
1.6500 0.9454 3.7523E-2 0.9973 0.3562 1.5355 
1, 7500 0.9455 3.1456E-2 0.9973 0.4060 1.4857 
1. 8500 0.9455 2,6629E-2 0.9973 0.4492 1.4425 
1.9500 0.9455 2,2742E-2 0.9973 0.4869 1.4048 
2.0500 0.9455 1.9575E-2 0.9973 0.5201 1,3716 
2, 1500 0.9456 1,6970E-2 0.9973 0.5494 1.3423 
2.2500 0.9456 1,4808E-2 0.9973 0.5756 1. 3162 
2.3500 0.9456 1.2998E-2 0.9973 0.5990 1, 2928 
2.4500 0.9456 1,1471E-2 0.9973 0,6200 1,2717 
IOi 
xstar = 4.00 delta, mean(v*), var<v*), check and bounds, 
curve plotted for this set of data. 
0.0500 0.7840 8.0013E-2 1.0000 0.0000 2.0000 
0 .1500 0.9785 2,5252E-1 1.0000 0.0000 2.0000 
0.2500 0.9927 2.8781E-1 1.0000 0.0000 2.0000 
0.3500 0.9934 2,9640E-1 1.0000 0.0000 2.0000 
0.4500 0.9899 2,9277E-1 l .0000 0.0000 2.0000 
0.5500 0,9838 2,8012E-1 l.0000 0.0000 2,0000 
0.6500 0.9760 2.5961E-1 1,0000 0.0000 2.0000 
0.7500 0.9674 2,3253E-1 1.0000 0,0000 2.0000 
0.8500 0.9594 2,0101E-1 1 .0000 0.0000 2.0000 
0.9500 0.9529 1,6802E-1 1.0000 0.0000 2.0000 
1.0500 0.9485 1, 3670E-l 1.0000 0.0000 2.0000 
l , 1500 0.9454 1,0874E-1 0.9999 0.0000 1.9382 
1,2500 0.9445 8,5579E-2 0.9997 0.0651 l.8254 
l I 3500 0.9447 6,8028E-2 0.9996 0 .1605 1.7301 
1 I 4500 0.9448 5,4943E-2 0.9996 0.2401 1. 6506 
l.5500 0.9449 4.5004E-2 0.9996 0,3072 1,5836 
1,6500 0.9450 3,7322E-2 0.9996 0.3643 1,5265 
l.7500 0.9450 3 .1293E-2 0.9996 0.4134 1,4775 
l I 8500 0.9451 2,6495E-2 0.9996 0.4559 1 .4350 
1.9500 0.9452 2.2630E-2 0.9996 0.4931 1.3979 
2.0500 0.9452 1.9482E-2 0.9996 0.5258 1.3653 
2, 1500 0.9453 l,6891E-2 0.9996 0.5547 1.3364 
2.2500 0.9453 1,4740E-2 0.9996 0.5805 1.3107 
2.3500 0.9453 1.2939E-2 0.9996 0.6036 1.2876 
2.4500 0.9454 1.1420E-2 0.9996 0.6243 1.2669 
xstar = 8.00 de 1 ta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.6253 1,3770E-2 0.9974 0 .1347 1,2533 
0 .1500 0.9506 1.9525E-1 1 I 0000 0.0000 2.0000 
0.2500 0.9844 2.5325E-1 1.0000 0.0000 2.0000 
0.3500 0.9899 2,7332E-1 l I 0000 0,0000 2.0000 
0.4500 0.9880 2.7649E-1 1.0000 0.0000 2.0000 
0.5500 0.9825 2.6839E-1 1.0000 0.0000 2.0000 
0.6500 0.9748 2.5119E-l 1.0000 0.0000 2.0000 
0.7500 0.9662 2,2662E-1 1.0000 0.0000 2.0000 
0.8500 0.9581 1.9700E-1 1,0000 0.0000 2.0000 
0.9500 0.9515 1.6541E-1 1.0000 0.0000 2.0000 
1 I 0500 0.9471 1,3506E-1 1.0000 0.0000 2.0000 
1 I 1500 0.9439 1,0764E-1 1 • 0000 0.0000 1.9314 
1 .2500 0.9432 8.4899E-2 0.9999 0.0681 1.8197 
1 I 3500 0.9434 6.7570E-2 0.9999 0 .1630 1 I 7251 
1 I 4500 0.9437 5,4613E-2 1.0000 0,2421 1,6463 
1.5500 0.9439 4.4758E-2 1 • 0000 0.3089 1. 5799 
1 .6500 0.9440 3.7134E-2 1.0000 0.3657 1 .5233 
1.7500 0.9442 3.1147E-2 1 • 0000 0.4146 1.4746 
1 • 8500 0.9443 2.6380E-2 1.0000 0.4570 1.4325 
1.9500 0.9444 2,2537E-2 1.0000 0.4940 1. 3956 
2.0500 0.9445 1.9406E-2 1.0000 0.5266 1. 3632 
2 .1500 0.9446 1.6829E-2 1. 0000 0.5554 1.3345 
2.2500 0.9447 1.4689E-2 1 .0000 0.5811 1.3089 
2.3500 0.9448 l,2897E-2 1 .0000 0.6041 l .2860 
2.4500 0.9448 l,1385E-2 1.0000 0.6248 1.2654 
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xstar = 16.00 delta, rnean<v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5145 1,6430E-4 0.9973 0.4563 0.5953 
0, 1500 0.8878 1,1989E-1 1.0000 0.0000 2.0000 
0.2500 0.9629 1, 9920E-1 1.0000 0.0000 2.0000 
0.3500 0.9804 2.3433E-1 1, 0000 0.0000 2.0000 
0.4500 0.9828 2.4774E-1 1 • 0000 0.0000 2.0000 
0.5500 0.9790 2,4707E-1 1,0000 0.0000 2.0000 
0.6500 0.9720 2.3556E-1 1 . 0000 0.0000 2.0000 
0.7500 0.9635 2,1547E-1 1.0000 0.0000 2.0000 
0.8500 0.9553 1,8934E-1 1,0000 0.0000 2.0000 
0.9500 0.9487 1 .6036E-1 1.0000 0.0000 2.0000 
1 .0500 0.9444 1. 3186E-1 1.0000 0.0000 2.0000 
1 .1500 0.9411 1.0549E-1 1 , 0000 0.0000 1.9186 
1, 2500 0.9405 8.3601E-2 0.9999 0.0721 1, 8103 
1. 3500 0.9410 6.6710E-2 1.0000 0 .1655 1. 7177 
1,4500 0.9414 5,4001E-2 1.0000 0.2439 1.6401 
1, 5500 0.9419 4.4305E-2 1.0000 0.3101 1.5746 
1.6500 0.9422 3,6790E-2 1.0000 0.3666 1.5188 
1.7500 0.9425 3.0880E-2 1. 0000 0.4152 1.4707 
1.8500 0.9428 2.6170E-2 1,0000 0.4574 1,4290 
1.9500 0.9430 2.2371E-2 1 , 0000 0.4942 1.3925 
2.0500 0.9432 1,9272E-2 1.0000 0.5267 1 , 3604 
2 .1500 0.9434 1.6720E-2 1 .0000 0.5555 1.3319 
2.2500 0.9435 1.4599E-2 1 .0000 0.5811 1 , 3066 
2.3500 0.9437 1,2822E-2 1 .0000 0.6040 1.2839 
2.4500 0.9438 1,1322E-2 1, 0000 0.6246 1.2635 
xstar = 32.00 delta, rnean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5001 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.7624 4.3349E-2 0.9986 0.1112 1. 4420 
0.2500 0.9113 1.2827E-1 1 , 0000 0.0000 2.0000 
0.3500 0.9548 1,7657E-1 1.0000 0.0000 2.0000 
0.4500 0.9683 2,0193E-1 1.0000 0.0000 2.0000 
0.5500 0.9696 2,1136E-1 1 , 0000 0.0000 2.0000 
0.6500 0.9648 2.0839E-1 1 • 0000 0.0000 2.0000 
0.7500 0.9574 1.9549E-1 1.0000 0.0000 2.0000 
0.8500 0.9495 1,7528E-1 1.0000 0.0000 2.0000 
0.9500 0.9430 1,5092E-1 1.0000 0.0000 2.0000 
1, 0500 0.9387 1,2577E-1 1.0000 0.0000 2.0000 
1 , 1500 0.9353 1,0134E-1 1 .0000 0.0000 1. 8935 
1.2500 0.9352 8 .1078E-2 0.9999 0.0800 1,7918 
1, 3500 0.9361 6.5026E-2 1 • 0000 0 .1705 1, 7030 
1.4500 0.9371 5.2798E-2 1.0000 0.2473 1.6279 
1.5500 0.9379 4.3413E-2 1.0000 0.3125 1.5642 
1 • 650 0 0.9386 3.6112E-2 1.0000 0.3682 1 • 5098 
1 , 7500 0.9392 3.0355E-2 1, 0000 0.4163 1, 4628 
1, 8500 0.9397 2,5757E-2 1.0000 0.4581 1. 4220 
1.9500 0.9401 2.2041E-2 1.0000 0.4947 1.3863 
2.0500 0.9405 1,9006E-2 1,0000 0.5269 1.3548 
2 .1500 0.9409 1,6504E-2 1.0000 0.5555 1,3269 
2.2500 0.9412 1,4422E-2 1.0000 0.5810 1.3021 
2.3500 0.9415 1,2675E-2 1 .0000 0.6038 1.2798 
2.4500 0.9418 1,1199E-2 1 , 0000 0.6243 1 ,2597 
106 
xstar = 64.00 delta, mean<v*>, var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.6000 5.2641E-3 0.9986 0.3734 0.8401 
0.2500 0.8013 5.3586E-2 0.9993 0.0947 1. 5206 
0.3500 0.8927 1.0488E-1 0.9997 0.0000 1.8845 
0.4500 0.9310 1.3986E-1 1.0000 0.0000 2.0000 
0.5500 0.9447 1.5911E-1 1.0000 0.0000 2.0000 
0.6500 0.9467 1.6619E-1 1 .0000 0.0000 2.0000 
0.7500 0.9428 1.6290E-1 1. 0000 0.0000 2.0000 
0.8500 0.9367 1 • 5134E-1 1.0000 0.0000 2.0000 
0.9500 0.9311 1.3424E-1 1.0000 0.0000 2.0000 
1 • 0500 0.9265 1.1387E-1 0.9999 0.0000 1,9428 
1.1500 - 0.9240 9.3606E-2 0.9999 0.0045 1.8448 
1 • 2500 0.9248 7.6297E-2 0.9999 0.0952 1.7557 
1.3500 0.9266 6 .1785E-2 1.0000 0 .1803 1.6741 
1. 4500 0.9284 5.0470E-2 1.0000 0.2540 1 .6038 
1. 5500 0.9300 4.1681E-2 1 .0000 0.3172 1.5437 
1.6500 0.9313 3.4792E-2 1 .0000 0.3716 1 • 4920 
1.7500 0.9325 2.9329E-2 1. 0000 0.4186 1.4473 
1. 8500 0.9336 2.4948E-2 1 • 0000 0.4596 1. 4083 
1. 9500 0.9345 2.1396E-2 1.0000 0.4956 1 , 3741 
2.0500 0.9353 1.8486E-2 1 • 0000 0.5274 1.3438 
2 .1500 0.9360 1 .6080E-2 1.0000 0,5556 1.3170 
2.2500 0.9366 1.4073E-2 1. 0000 0.5807 1 • 2931 
2.3500 0.9372 1.2385E-2 1.0000 0.6033 1.2716 
2.4500 0.9377 1.0957E-2 1.0000 0.6237 1.2522 
xstar = 128.00 de 1 ta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.5105 4.2618E-5 0.9985 0.4902 0.5325 
0.2500 0.6435 1.0070E-2 0.9993 0.3379 0.9564 
0.3500 0.7716 3.9512E-2 0.9996 0 .1700 1. 3800 
0.4500 0.8454 6.9907E-2 0.9997 0.0466 1.6494 
0.5500 0.8840 9.4321E-2 0.9999 0.0000 1.8147 
0.6500 0.9022 1.0981E-1 0.9999 0.0000 1.9042 
0.7500 0. 9080 1.1623E-1 0.9999 0.0000 1 • 9375 
0.8500 0.9074 1.1442E-1 0.9999 0.0000 1.9277 
0.9500 0.9045 1.0619E-1 0.9999 0.0000 1,8865 
1.0500 0.9022 9.3968E-2 0.9999 0.0000 1.8252 
1 • 1500 0.9021 8.0343E-2 0.9999 0.0505 1 • 7551 
1.2500 0.9045 6.7671E-2 0.9999 0 .1233 1.6870 
1 • 3500 0.9081 5.5790E-2 1.0000 0 .1990 1.6184 
1.4500 0.9116 4.6113E-2 1.0000 0.2669 1 .5572 
1 • 5500 0.9146 3.8416E-2 1 • 0000 0.3263 1.5038 
1. 6500 0.9173 3.2290E-2 1.0000 0.3780 1.4574 
1. 7500 0.9196 2.7379E-2 1.0000 0.4231 1.4169 
1.8500 0.9216 2.3405E-2 1 .0000 0.4626 1.3814 
1. 9500 0.9234 2.0160E-2 1 , 0000 0.4974 1.3501 
2.0500 0.9249 1.7486E-2 1.0000 0.5282 1.3223 
2 .1500 0.9263 1.5263E-2 1.0000 0.5557 1.2975 
2.2500 0.9275 1 .3399E-2 1.0000 0.5803 1.2754 
2.3500 0.9286 1.1825E-2 1 .0000 0.6024 1.2554 
2.4500 0.9296 1.0488E-2 1 .0000 0.6224 1 .2373 
,07 
xstar = 256.00 delta, mean(v*), var(v*), check and bounds. 
curve plotted ior this set oi data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.5001 O.OOOOEO 0.0000 0.0000 0.0000 0.2500 0.5270 2.6437E-4 0.9993 0.4775 0.5779 
0.3500 0.6168 6.0117E-3 0.9996 0.3823 0.8546 
0.4500 0.7064 2.0447E-2 0.9997 0.2750 1 .1412 
0.5500 0.7702 3.7343E-2 0.9998 0 .1880 1.3554 
0.6500 0.8104 5.1993E-2 0.9998 0. l 240 1. 4995 
0.7500 0.8336 6.2415E-2 0.9999 0.0819 1 .5875 
0.8500 0.8457 6.8000E-2 0.9999 0.0614 1 • 6318 
0.9500 0.8519 6.8924E-2 0.9999 0.0626 l.6427 
1 • 0500 0.8559 6.6027E-2 0.9999 0.0838 1.6295 
1 .150 0 0.8603 6.0529E-2 0.9999 0 .1213 l • 6006 
1.2500- 0.8665 5.3438E-2 0.9999 0 .1723 1.5618 1.3500 0.8734 4.5501E-2 1.0000 0.2330 1.5149 
1.4500 0.8798 3.8478E-2 1.0000 0.2910 1.4696 
1.5500 0.8856 3.2616E-2 1.0000 0.3435 1.4285 
1.6500 0.8905 2,7799E-2 1.0000 0.3902 1.3917 
1.7500 0.8949 2.3847E-2 1.0000 0.4315 1. 3591 
1.8500 0.8987 2.0592E-2 1.0000 0.4681 1.3300 
1. 9500 0.9021 1.7894E-2 1 • 0000 0.5007 1.3041 
2.0500 0 .9050 1.5642E-2 1.0000 0.5298 1 .2809 
2 .1500 0. 9077 1.3749E-2 1.0000 0.5559 1.2600 
2.2500 0.9100 1,2145E-2 1 .0000 0.5794 1.2412 
2.3500 0.9121 1.0779E-2 1 .0000 0.6007 1.2241 
2.4500 0.9140 9.6089E-3 1.0000 0.6200 1.2086 
xstar = 512.00 de 1 ta, mean(v*), var(v*), check and bounds. 
curve plotted ior this set oi data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.1500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.2500 0.5010 O.OOOOEO 0.0000 0.0000 0.0000 
0.3500 0.5194 1.1436E-4 0.9996 0.4871 0.5523 
0.4500 0.5674 1.6964E-3 0.9997 0.4432 0.6928 
0.5500 0.6249 6.4965E-3 0.9998 0.3822 0.8692 
0.6500 0.6754 1.3729E-2 0.9998 0.3229 1.0296 
0.7500 0.7140 2.1410E-2 0.9999 0.2739 1.1555 
0.8500 0.7414 2.7984E-2 0.9999 0.2385 1.2456 
0.9500 0.7607 3.2620E-2 0.9999 0.2179 1. 3047 
1.0500 0.7752 3.5025E-2 0.9999 0.2129 1.3386 
1 . 1500 0.7877 3.5256E-2 0.9999 0.2237 1.3527 
1.2500 0.8002 3.3546E-2 0.9999 0.2502 1. 3511 
1. 3500 0.8124 3.0269E-2 1 • 0000 0.2901 1.3356 
1.4500 0.8235 2.6746E-2 1.0000 0.3326 1 • 3153 
1. 5500 0.8335 2,3464E-2 1.0000 0.3737 1 .2940 
1. 6500 0.8422 2.0568E-2 1.0000 0.4118 1.2733 
1. 7500 0.8499 1.8066E-2 1.0000 0.4466 1.2539 
1. 8500 0.8567 1 .5922E-2 1.0000 0.4781 1.2359 
1.9500 0.8627 1.4085E-2 1.0000 0.5066 1 • 2194 
2.0500 0.8681 1.2509E-2 1.0000 0.5325 1.2042 
2 .1500 0.8729 1.1150E-2 1 .0000 0.5561 1 .1902 
2.2500 0.8772 9.9747E-3 1.0000 0.5776 1.1773 
2.3500 0.8811 8.9532E-3 1 • 0000 0.5973 1 .1654 
2.4500 0.8846 8.0625E-3 1.0000 0.6153 1.1544 
xstar = 1024,00 delta, mean<v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.2500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.3500 0.5006 O.OOOOEO 0.0000 0.0000 0.0000 
0.4500 0.5075 O.OOOOEO 0.0000 0.0000 0.0000 
0.5500 0.5263 1,9488E-4 0.9998 0.4843 0.5686 
0.6500 0.5545 9.7253E-4 0.9999 0.4607 0.6487 
0.7500 0.5855 2.6484E-3 0.9999 0.4308 0.7408 
0.8500 0.6148 5,0725E-3 0.9999 0.4008 0.8295 
0.9500 0.6405 7.7939E-3 0.9999 0.3752 0.9064 
1 , 0500 0.6627 1.0321E-2 0.9999 0.3575 0.9685 
1.1500 0.6825 1,2259E-2 0.9999 0.3499 1.0156 
1.2500 0.7012 1,3323E-2 0.9999 0.3546 1.0484 
1.3500 0.7189 1.3374E-2 1 , 0000 0.3717 1.0667 
1 , 4500 0.7352 1,2861E-2 1.0000 0.3947 1.0762 
1. 5500 0.7500 1,2082E-2 1,0000 0.4201 1 • 0804 
1.6500 0.7633 1,1208E-2 1.0000 0.4456 1,0816 
1.7500 0.7753 1.0329E-2 1.0000 0.4703 1.0808 
1. 8500 0.7861 9.4896E-3 1. 0000 0.4938 1.0789 
1.9500 0.7958 8.7063E-3 1 • 0000 0.5158 1.0762 
2.0500 0.8046 7.9847E-3 1 .0000 0.5365 1 .0731 
2 .1500 0.8125 7.3237E-3 1.0000 0.5558 1.0697 
2,2500 0.8198 6,7204E-3 1 .0000 0.5738 1 . 0661 
2.3500 0.8264 6.1715E-3 1 .0000 0.5907 1.0624 
2.4500 0.8324 5.6730E-3 1 • 0000 0,6065 1.0587 
xstar = 2048,00 delta, mean(v*), var(v*), check and bounds. 
curve plotted for this set of data. 
0.0500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0 .1500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.2500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.3500 0.5000 O.OOOOEO 0.0000 0.0000 0.0000 
0.4500 0.5001 O.OOOOEO 0.0000 0.0000 0.0000 
0.5500 0.5015 O.OOOOEO 0.0000 0.0000 0.0000 
0.6500 0.5063 O.OOOOEO 0.0000 0.0000 0.0000 
0.7500 0.5153 5,1299E-5 0.9999 0.4937 0.5369 
0.8500 0.5279 1.9561E-4 0.9999 0.4859 0.5701 
0.9500 0.5429 4.9982E-4 0.9999 0.4757 0.6102 
1.0500 0.5589 9.7621E-4 0.9999 0.4651 0.6530 
1, 1500 0.5755 1.5717E-3 0.9999 0.4565 0.6948 
1.2500 0.5926 2,1770E-3 0.9999 0.4525 0.7330 
1, 3500 0.6098 2,6573E-3 1 .0000 0.4551 0.7649 
1, 4500 0.6267 2.9972E-3 1.0000 0.4624 0,7913 
1 , 550 0 0.6429 3.2133E-3 1 .0000 0.4728 0.8134 
1.6500 0.6583 3.3327E-3 1 , 0000 0.4851 0.8319 
1, 7500 0.6727 3,3801E-3 1.0000 0.4983 0.8475 
1.8500 0.6862 3.3748E-3 1, 0000 0.5119 0.8608 
1 , 9500 0.6988 3.3310E-3 1 .0000 0.5257 0.8723 
2.0500 0.7106 3,2584E-3 1 .0000 0.5393 0.8821 
2 .1500 0.7215 3.1646E-3 1 .0000 0.5527 0.8905 
2.2500 0.7316 3.0560E-3 1.0000 0,5658 0.8978 
2.3500 0.7411 2,9377E-3 1 , 0000 0.5785 0.9040 
2.4500 0.7499 2,8140E-3 1.0000 0,5908 0.9093 
l 
The code on the following pages will perform the calculations for the origi-
nal size - velocity distribution and the velocity calculations for the downstream 
flow. In addition, it calculates comparison values for the four empirical distribu-
tions. 
The code is written in the C language and has been run using the DeSmet C 
compiler on an IBM PC with an 8087 numeric coprocessor installed. The IBM 
PC was chosen for this project both because there was one available for use, and 
because it is the smallest machine that the code will run on with reasonable exe-
cution times. One run, taking the solution out to an x. value of 2048, requires 
about 8 hours of computing. Without the 8087 the execution time would be on 
the order of a week or more. If the program had been attempted in an interpre-
tive language such as BASIC the execution time could be on the order of 
months. 
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l 
linclude 
linclude 
linclude 
linclude 
linclude 
Ii ncl ude 
ldef ne 
ldef ne 
ldef ne 
ldef ne 
ldef ne 
ldef ne 
ldef ne 
ldef ne 
ldef ne 
ldef ne 
ldef ne 
ldef ne 
ldef ne 
ldefine 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
int 
int 
double 
double 
"stdio.h" 
"rtath.h" 
"mathfns.h" 
•drops. h· 
"pix.h" 
"pix.dcl• 
I 24 /* index for ds tu space 0 - I 
IP 25 /* plus one 
J 25 /* index for vs tar space 0 - J 
JP 26 /* plus one 
NCON 4 I* I of physic a 1 cons tr a i n ts 
NCONP s /* plus one 
NDIM s /* array dimension for solver 
PANELS 30 /* I of panels for simpint 
XPANELS 60 /* Xtra large I of panels 
DSt1AX 2.5 /* max value for dstar 
VSHAX 2, /* rtax value for vs.tar 
Dl.NIEXP 1. /* discretization exponent 
VlJ-.1 I EXP 1 • /* discretization exponent 
USE-EXP FALSE /* set false if above 2 equa 1 
1 a.mnot< > ,pdf( > ,cd.r.lh i te< > ,vnew< >; 
phinot<>,dtgf(),dtgfp<); 
vnewl(),vnewlp(),pdfv() 1 pdfvp<>; 
fvvn(),fvvnp(),fvvn2(),fvvn2p(>; 
fvv<} ,fvvp() 1 fvv2() ,fvv2p(); 
me_fdt O; 
plot_me_fdt(),plot_rr_fd(),plot_nt_fd() ,plot_Jp_fd<>; 
plot_ul_fd<>,plot.JTte_fmt<>,plot_rr_fm(),plot_nt_fm(); 
plot_lp_fm<>,plot_ul_fm<>; 
data_i no; 
verbosity; 
cycles; 
dds; 
dvs; 
/* output detail level 
/* iterations between output 
/* the dstar increment 
/* the vstar increment 
1 
111 
*/ 
*/ 
*/ 
*/ 
*/ 
V 
*/ 
*/ 
*/ 
*I 
*/ 
V 
*/ 
f:/ 
r 
' 
t 
t 
' l 
ruinO{ 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
double 
nt 
nt 
nt 
nt 
nt 
nt 
nt 
nt 
lambdat12l = < 1,3856, -2,4787, 4.0071, -S.4506, 2.8813 ); 
lamstoretIPlt3l; /* lambda storage area •/ 
n1111'1CNCONPl; /* nornal ized lambda values */ 
gCNCONPl; /* expectation values •/ 
gcal CNCONPl; 
dstart IP]; 
vs ta.r C JP] ; 
dvpa.rmtIPltJPlCNCONPJ; I* conservation pa.rameters */ 
fOCIPlCJPl; /* the field of PDF values •/ 
fdCIPl; /* the 1D size PDF field */ 
vbarCIPlt3l; /* a.vg of vs, vsA2 and variance •I 
converge= 0.00001; I* a. convergence test value */ 
con2 = 0.0001; /*a.less demanding value •I 
old; 
cond; 
a.cc = 1 , ; 
ts ta.r; 
u_ai r; 
u_ai r_star; 
v_shee t; /* mis 
/* an acceleration parameter 
/* the tau star value •I 
I* the air free stream velocity*/ 
non-dimensional ized •I 
sheet velocity */ 
kinenatic viscosity of air 
non-dimensionalized 
nu; 
nu_star; 
d30; 
rho_liq; 
rho_air; 
dratio; 
alpha.; 
be ta.; 
gam; 
kappa; 
/* m mass mean diameter 
/* kg/mA3 liquid density 
/* l<g/mA3 a.ir density *I 
a; 
dxstar = 2.0; 
xstar = 0.; 
/* density ratio air/liq 
/* Rosin Ra.mmler exponent 
I* Nukiya.r1a Tansawa exponent 
/* Log Probability exponent 
I* Upper Limit exponent 
/* Upper Limit parameter 
/* the xstar increment 
/* current xstar space location •I 
I* naximum value for xstar */ xs...rnax; 
lasLploLxs = O.; /* last xstar plotted *I 
1 ,d2; 
vlow,vhigh,varhigh 
lower,upper,ra.nge; 
X, X 1 j 
i,j,I<; 
count; 
prcnt = O; 
prfl ag = FALSE; 
plotfla.g = FALSE; 
singlevCIPl; 
equal vt IP]; 
infile; 
I* nornal ized mean a.nd variance*/ 
= 0.; 
/* counters and stuff 
I* counters and stuff 
/* cycle counter 
/* I of outputs printed 
/* output print flag 
/* output plot flag 
/* single velocity flag 
/*vs= u_air_star flag 
II Z 
f 
l 
verbos i ty = 1 ; 
cycles = 1; 
count= cycles-1; 
dds = D~IP; 
dvs = VSMAX/JP; 
for(i=O;i<=I;i++){ 
singlev[il = FALSE; 
equalv[il = FALSE; 
} 
/* initialization of externals */ 
/* I of cycles bet~een outputs */ 
/* to give output after cycles */ 
I* Get some parameter values from the input file. 
infile = fopen(•ddrag_in.dta• ,•r•>; 
tstar = data_in(infile>; 
u_air = data_in(infile>; 
v_sheet = data_in(infile>; 
nu= data_in(infile>; 
d30 = data_in(infile); 
rhe>-1 iq = data_in(infile); 
rho_air = data_in(infile>; 
xs_nax = data_in(infile); 
f c 1 ose < inf i 1 e) ; 
I* Initialize and solve initial distribution. 
u_air_star = u_air/v_sheet; 
nu_star = nu/(v_sheet*d30); 
dratio = rhe>-air/rho_l iq; 
gtOl = 1.; 
g[1J = 1./(3,*tstar>; 
g[ 2J = 1 I ; 
g[3] = .95; 
g[4] = 1.; 
if(verbosity > 0) prtheader(acc,I,D~X,tstar,J,VSMAX>; 
parninit(dvparm,dstar,vstar>; 
lambda[OJ=lamnot(dvparm,lambda,dstar,vstar>; 
fsolve<lanbda,dvparm,dstar,vstar,g,acc,converge); 
fOcal(dstar,vstar,dvparm,lambda,fO>; 
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I* Print Lagrange multiplier values. 
if(verbosity > O> 
fprintf(stdout,•\n\th2,4e\t/o2,4e\tX2.4e\t%2,4e\tY.2.4e\n\n• 
1 1ambda[OJ,lambda[1J,lambda.[2l ,lambda[3J,lambda.[4l); 
if(verbosity > 1> gcheck(g,gcal ,f0 1dYparB); 
if<verbosity > 0) fprintf(stdout,•\-f">; 
I* Set up two graphics pa.ges for mean and Yar of Yelocity. */ 
pixinitO; 
if(num..pa.ge < l)( 
fprintf(stderr,•ca.n't open 2 graphics pages. Run aborted"); 
exit-< l > ; 
} 
canpare(lambda,tstar); 
I* EYolYe the distribution downstream by increasing xsta.r. */ 
laminit(lambda,lamstore,vbar,dds,dstar);/* initialize lamstore •/ 
va.rh i gh = 0; 
-for< i=O; i <=I; i ++)( 
/* Calculate and store fd Yalues -for the distribution. */ 
fd[il=me_fd(lambda,dstar[iJ,V~X>; 
/• Find largest va.ria.nce for setting graph 1 imits. */ 
varhigh = max(varhigh,vbartilt2J>; 
} 
I* Set high and low v limits for graphs and do set up. */ 
vhigh = max(l,,u_air_star>; 
vlow = min(l,,u_air_star>; 
vel_graph_setup(vlow,vhigh,va.rhigh>; 
I• Draw initial state lines on graphs. 
p i X-P age< 0 > ; 
for < i =O ; i < I ; i ++ ) 
1 ine(dstar[ i J ,vbar[ i HO] ,dstar[ i +l J ,vba.rt i +1 JCOJ >; 
pix_pa.ge(l); 
for ( i =O ; i < I ; i + + > 
1 i ne ( ds tar C i J , vbar t i ][ 21 , ds tar [ i + l J , v bar t i + l JC 2J > ; 
lambda.[3l=u_air_star; /i- Set the values of some fixed 
1ambda.[4l=dratio; /* a.rguBents passed to functions 
1ambda.[6l=dxstar; /* in the evolution phase of the 
1ambda.[7l=converge; /* program. 1 a.mbda[ J no 1 onger 
lambda.[Bl=nu_sta.r; /i- contains initial dist'n values. 
*/ 
*/ 
1-/ 
*/ 
i-/ 
11 ', 
/* Work downstream, increasing xstar by dxstar each time, */ 
while(xstar <= xs..max){ 
xsh.r+=dxstar; 
if(verbosity > 1) fprintf(stderr, 
'Calculating values for xstar = /.8,lf \tmax = X8.1f\r', 
xstar,xS-max); /* tracking to follow the program *I 
/* Plot each time xstar grO'As by a factor of 2, 
if(xstar >= 2,*last_plot_xs){ 
plotflag = TRUE; 
last_plot_xs = xstar; 
) 
else plotflag = FALSE; 
/* Do accounting on whether to print out this iteration*/ 
prflag=FALSE; 
if(verbosi ty > 2 11 (verbosity> 1 && count <= 0) 11 plotflag){ 
if(xstar/dxstar >= lO*cycles) cycles*=2; 
count=cycles; 
prflag=TRUE; 
prcnt++; 
if(even(prcnt)) fprintf(stdout,'\f'); /* new page*/ 
fprintf(stdout,"\n\n,txstar = /o6,2f',xstar>; 
fprintf(stdout, 
"\tdelta, mean<v*), var(v*), check and bounds.\n\n'); 
if(plotflag) fprintf(stdout, 
•\tcurve plotted for this set of data,\n\n">; 
} 
/* Separately for each drop size increment. 
for< i =O; i <=I ; i ++ ){ 
/* Load the lambdas for the velocity distribution. */ 
lambdatOJ=lamstore[il[Ol; 
lambda[ll=lamstore[iltll; 
lambdat2J=lamstoretil[2l; 
lambdaCSl=dstartil; 
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/* Do calculations based on a single valued velocity*/ 
/* if the variance has become small, */ 
ii(singlev[il II sqrt<vbart ilt2l) < vbarCilCOl/100){ 
vbarC i l C2l=O; 
si nglevC i l=TRUE; 
/* Check to see if droplet velocity ha.s beccne */ 
/* equal to the a.ir velocity. V 
if<equa.lvCil II 
fabs((u_air_star-vba.rtilCOJ)/u_air_star) 
< converge> C 
equa.lv[il = TRUE; 
vbarCilCOl = u_air_sta.r; 
) 
else vbar[iJCOl=vne~lCvbar[iJ[OJ,lambda>; 
if(prflag) fprinti(stdout, 
) 
•\tY.8.4f Y.8,4f Y.12,4e X8.4f Y.8.4f Y.8.4i\n', 
dshr[ i l ,vbar[ i l CO] ,vba.r[ i l [2] 10, 10. ,o.); 
/* If the variance is still significant do integral */ 
/* calculations for new mean and variance. Integrate*/ 
/* over 3 standard deviations on ea.ch side of the */ 
/* mean. */ 
else< 
x=3*sqrt(vbarCiJ[2l>; 
lCMer=maxCvba.r[ilCOl-x,O.>; 
upper=min(vbar[il[Ol~x,V~>; 
ra.nge=upper-lower; 
/* Need to divide through by the integral of the *I 
I* PDF to a.void normalization problems with the */ 
/* truncated distribution. *I 
x=simpint(pdfv,pdfvp,lower,upper,PANELS,lambda>; 
vbar[il[Ol=simpint(fvvn,fvvnp,lCMer,upper, 
PANELS,la.nbda)/x; 
vba.r[il[ll=simpint(fvvn2,fvvn2p,1CMer,upper, 
P~ELS,la.nbda)/x; 
vba.r[ilC2l=vba.r[ilC1l-vbarCilCOl*vba.rCil[Ol; 
if(prflag> fprintf(stdout, 
•\t/o8,4i Y.8.4f X12.4e /o8,4f /o8.4f X8,4f\n", 
dstartil,vbarCilCOl,vbar[ilC2l,x,lower,upper); 
I /.b 
/* Use dtgsolve to get new distribution based on *I 
/* the new mean and variance. */ 
lambda[1l=-vbar[il[Ol/vbar[il[2l; 
1ambda[2l=,S/vbarCilC2l; 
nlamC1l=<la.mbdaC1l+2*1a11bda[2l*lower>*range; 
nlamC2l=lanbda[2l*range*range; 
l=(vbarCil[Ol-lower)/range; 
d2=vbar[il[2l/(range*range>; 
dtgsolve(l ,d2,con2,nlam); 
if(verbosity > 3) 
fprinti(stdout, 
•Jambda 0-2 (geuss>,tXe\t%e\t%e\n•, 
o.,1ambdaC1l,1a11bdaC2l>; 
/* Store lambda values back ior use in next round. */ 
1amstoreCilC2l=lanbdat2l=nlamC2l/(range*range>; 
1amstore[ilC1l=lambda£1l=nli11C1l/range-
2*1ambda[2l*lower; 
lamstore[ilCOJ=lambda[Ol=nlaniCOl+log(range)-
1ambda[1l*lower-1ambda[2l*lower*lower; 
if(verbosity > 3) 
} 
fprintf(stdout,•Jambda 0-2\t\t%e\t%e\t%e\n•, 
1ambda[Ol,1ambda[1l 1 1ambda[2l>; 
if(verbosity > 4} 
iprintf(stdout,•check (1.0) =\t%e\n•,xt>; 
} 
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/* Plot 1 ines on graphs. 
if(plotflag>< 
pix_page<O>; 
for(i=O;i < I;i++) 
1 i ne < ds tar C i l , vbar C i JC OJ , ds tar C i + 1 l , v ba.r C i + 1 ][ 0]) ; 
pi x_page < 1>; 
i or< i =O ; i < I ; i ++) 
1 i ne(dsta.rC i l ,vbar[ i JC2l ,dsta.rC i +1 l ,vba.r[ i +1 lC2D; 
} 
count--; 
) 
fprintf(stdout,·~f'); 
I* Print out graphs. 
pix_pa.ge(O); 
griprtO; 
pix_pa.ge(l); 
griprtO; 
) 
double da.ta_in(infile> 
I* Takes a 1 ine from infile, trims lea.ding alpha and space */ 
I* cha.rs, takes chars up next space and returns a double •I 
I* equivalent. Returns zero on error */ 
int i nf i I e ; 
{ 
extern double a.tof<>; 
char 1 ine_in[81l ,*p,*q; 
if(!fgeh(I ine_in,80,infile)) return O.; 
I* point to first non alpha non space character *I 
for(p = line_in;isa.lpha<•p> II isspace(*p>;p++>; 
I* end string at next space character */ 
for(q = p; ! isspace<*q> ;q++>; 
*q = O; 
/* set double from string */ 
re turn a tof< p); 
) 
prthea.der<acc, i ,dsmax, tsta.r ,j ,vsmax) 
I* Print header information*/ 
double a.cc,dsmax,tstar,vsma.x; 
int i,j; 
{ 
fprintf(stdout, 
•,tSolution of Entropy Ma.xinization Equa.tions\n\n•); 
fprintf(stdout,•\tDrop Size Distributions\n\n•); 
fprintf(stdout,•\tConstra.ints:\n•>; 
fprintf(stdout,•\tO - normal ization\n'); 
fprintf(stdout,•\t1 - surface energy d**2\n•>; 
fprintf(stdout,•\t2 - mass d**3\n•>; 
fprintf(stdout,•\t3 - nomentum d**3 x v\n•); 
fprintf(stdout,•\t4 - kinetic energy d**3 x V**2\n\n'); 
fpr i ntf ( stdout, 
1 \tAccelera.tion = %2,2f\t\t\tl = %cf\t\t DSHAX = h2.4f\n', 
ace, i ,dsrnax>; 
f pr i n tf < st dou t , 
1 \tTSTAR = %2,4f\t\t\tJ = %cf\t\t VSHAX = h2.4f\n\n', 
ts tar 1 j ,vsmax); 
fprintf(stdout,•\tlambda. 0 to 4 =\n\n•>; 
) 
par~init(dvpa.rm,dstar,vsta.r) 
I* Initializes dvpa.rrn, dstar and vstar */ 
double dvpa.rmCIPl[JPlCNCCNPl,dstarCIPl,vsta.rCJPl; 
{ 
double d,v, ix,jx,re; 
int it j; 
for ( i =O ; i <= I ; i ++) { 
i x=i; 
dsta.r[il=<ix/IP+.5/IP>*DSMAX; 
) 
for(j=O;j<=J;j++){ 
jx=j; 
vsta.r[jl=(jx/JP+.5/JP)~SMAX; 
) 
for ( i =O; i (= I ; i + + >< 
for(j=O;j <= J;j++){ 
} 
) 
dvpa.rm[ i JC j lC O l=l ; 
dvpa.rrn[il[jl[ll=dstar[il*dstar[il; 
dvpa.rm[il[jl[2l=dvpa.rm[ il[jl[1l•dsta.r[il; 
dvpa.rrn[i][jl[3J=dvparm[i][j][2l*vstar[jl; 
dvpa.rm[i][j][4l=dvpa.rm[il[j][3l•vstar[jl; 
} 
ll.O 
fsolve<lanibda,dvparm,dstar,vstar,g,acc,convtrge) 
I* Solve for the lambda values subject to constraints g */ 
double l~bdaCl,dvparmCIPJCJPlCNCCNPl,dstarCJ,vstarCl; 
double gCJ,acc,converge; 
{ 
double sumCNCCNPJCNCCNPJ,~atCNDIHlCNDIMl ,bCNDIHl,work(NDIHl; 
double old,cond; 
int ipvt[NDlHl,i ,j,flag; 
flag=O; 
while(flag != 1){ 
) 
old=la.mbda[OJ; 
/* Calculate the Newton Rhapson equation matrix *I 
integrate(sum,la.mbda,dvparm,dstar,vstar>; 
forCi=O;i<=NCCN;i++>< 
b[il=acc*(g(il-sumCilCOJ>; 
for(j=O;j<=NCCt,l;j++){ 
mat[iJCjJ=-sumCiJ(jl; 
} 
b[ il-=sum[il[j]*lambda[jJ; 
} 
/* Solve the matrix for the ne~ lambda values *I 
dtcomp(NCCt,1,mat,cond,ipvt,worK>; 
solve(NCON,mat,b,ipvt); 
for(i=O;i<=NCCt,l;i++) lambda[ il=b[il; 
/* Calculate new la.mbda[OJ to ensure normalization *I 
lanibda[OJ=lamnot(dvparm,lambda,dstar,vstar); 
/* Test for convergence 
if(fabs((old-lambda[Ol)/lambda[OJ><converge> flag=l; 
if(verbosity > 2> 
fprintf(stdout,•,tx2.4e,t%2,4e\t/o2,4e,t%2.4e\tX2.4e,n• 
,lambda(Ol,1ambda(1J ,1anibda[2J,1ambdaC3l,lanibdat4J); 
} 
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integrate(sU11,1a.mbda,dvparm,dstar,vstar) 
/* Performs integrations for constrained quantities */ 
double sumCNCCNPlCNCCNPl,lambdaCNCONPl,dvparmCIPlCJPlCNCONPl; 
double dstarCIPl,vstarCJPl; 
< 
double exponent,x,f; 
int i ,j,k,m; 
for ( i =O ; i <=NCON; i ++ > 
for(j=O;j<=NCCN;j++) 
sum[ i ][j J=O.; 
for(i=O; i<=I;i++){ 
for(J=O;j<=J;j++){ 
f=pdf(dstar,vstar,dvparB,1ambda, i,j); 
for(k=O;k<=NCCN;k++){ 
x=f*dvparrn[il[jl[kl; 
} 
} 
for(rn=k;m<=NCON;rn++) sumCkJCrnl+=x*dvparrnCi]Cjl[ml; 
) 
for(i=l;i<=NCCN;i++) 
for ( j=O; j < i ; j ++) 
sumCiJ[jJ=sum[jJ[iJ; 
for( i=O; i <=NCCN; i ++) 
for(j=O;j<=NCCN;j++) 
sumCil[jJt=dds*dvs; 
) 
double la.mnot(dvparm,1rn,dstar,vstar) 
/* Returns 1a.mbda[Ol for other lambda values based on 
normalization requirement •I 
double dvparrnCIPlCJPJCNCCNPJ,lmCl,dstarCl,vstarCl; 
< 
int i,j,k; 
double xsum,exponent; 
xsum=O.; 
for( i=O; i <= I; i++) 
for(j=O;j <= J;j++) 
xsurn+=pdf(dstar,vstar,dvparm,lm,i,j); 
return log(xsum*dds*dvs*exp(lBCOJ>>; 
) 
,22. 
deccnp<n,a.,cond, ipvt,worl<> 
/* 
< 
decomposes a matrix to estimate its condition 
n order of the matrix - 1 <zero base matrix) 
a matrix to be solYed. triangulari2ed matrix on output 
ipYt ouput pivot vector for use by soJye 
Converted from FORTRAN 84-03-11 by RicK Sellens 
Converted for a zero base matrix 84-04-19 by Rick Sellens 
int n,ipYt[NDIHJ; 
double a[NDIMJCNDIHl,cond,~orl<CNDIMJ; 
double fa.bsO; 
doub 1 e ek, t, a.norm, ynorm, znorm; 
int nml,i,j 1 1< 1 kp1,kb,km1,m; 
ipYHnl=1; 
if(n != OH 
nml=n-1; 
a.norm=O.; 
for(j=O;j<=n;j++)C 
} 
t=O.; 
for(i=O;i<=n;i++) t=t+fabs(a[ iJ[jJ); 
if(t < a.norm) anornFt; 
for(k=O;l<<=nrnl;k++){ 
kp1=K+1; 
} 
ff'FK; 
for(i=kpt;i<=n;i++){ 
if(fabs(a[il[kl) > fabs(a[~J[kl>> m=i; 
) 
ipvtcKl=rn; 
if(m != K> ipYtcnl=-ipYtcnl; 
t=a[mHkl; 
a.Cml[kl=a.Ck]Ckl; 
a.Ckl[l<l=t; 
if(t != 0){ 
} 
for(i=l<p1;i<=n;i++) a[ il[l<J=-a[ il[kl/t; 
for(j=l<pl;j<=n;j++){ 
} 
t=a.[mJC j l ; 
a.Cmlt j l=a[ I<][ j l ; 
a[k][jJ=t; 
if<t != O>< 
for(i=kpl;i<=n;i++) ati][jl+=a.Cil[l<l*t; 
) 
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} 
) 
for(k=O;l<<=n;l<++)C 
t=O.; 
j,f(k != 0){ 
l<ml=k-1; 
for( i=O; i <=l<ml; i++} t+=a( i J Cl<Jl\llork[ i l; 
} 
el<=l • ; 
ii(t < O.> ek=-1.; 
if(a[kl[kl == O.>< 
cond=l • e32; 
goto exit; 
} 
work[kl=-(ek+t)/a[kl[kl; 
) 
forCl<b=l;kb<=n;kb++){ 
k=n-l<b; 
t=O,; 
kp1=k+1; 
ior<i=kpl;i<=n;i++) t+=a[iJCkJ*Work[kl; 
work[l<l=t; 
rn=ipvtcl<J; 
ii<rn != k){ 
} 
t=worl<Cml; 
work[ml=work[kJ; 
worl<[kl=t; 
} 
ynor1TFO. ; 
for( i=O;i<=n;i++> ynorm+=fabs(~orl<Cil); 
solve<n,a,worl<,ipvt); 
znorrn=O,; 
forCi=O;i<=n;i++) znorm+=fabs(~orktil>; 
cond=anorm*znorm/ynorm; 
ii(cond < l.> cond=l .; 
els.eC 
cond=l.; 
ii(a[Ol[Ol ~ 0.) cond=l .e32; 
) 
exit:return; 
solve(n,a,b,ipYt) 
/* 
f:/ 
{ 
} 
solves the linear system a*x=b 
n order of the matrix - 1 <zero base matrix) 
a triangularized matrix output frcn decomp 
b right hand side Yector. solution on output 
ipvt piYot vector output by decomp 
Converted from FORTRAN 84-03-11 by Rick Sellens 
Converted for zero base matrix 84-04-19 by Rici< Sellens 
int n,ipvt[NDIMJ; 
double a[NDIMlCNDIMl,bCNDIHJ; 
int kb 1 km1,nm1 1Kpl,i,k,m; 
doublet; 
i f<n != 0)( 
nml=n-1; 
for(k=O;K<=nm1 ;K++){ 
kp1=1<+1; 
ITFipvt[I<]; 
t=b[ml; 
bCml=b[l<l; 
b[l<l=t; 
for<i=kpl;i<=n;i++) b[iJ+=aCiltkl*t; 
) 
for(Kb=1 ;kb<=n;l<b++){ 
kr11=n-kb; 
} 
k=km1+1; 
bCKl=bCKJ/aCKJCkl; 
t=-b[k]; 
for(i=O;i<=km1;i++) b[il+=a[il[Kl*t; 
} 
b[Ol=btOl/aCOJCOJ; 
return; 
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fOcal(ds,vs,parms,lm,fO) 
I* Calculate a matrix of PDF values and return in fO */ 
double ds[l,vsCJ,parmsCIPJCJPllNCOiPJ,lmCJ,fOCIPl[JPl; 
{ 
int i I j j 
f or ( i =O ; i <=I ; i + + ) 
for(j=O;j<=J;j++) 
fO[il[jl=pdf(ds,vs,parms,lm,i ,j); 
) 
double pdf(dstar,vstar,dvparm,lambda,i ,j) 
I* Returns the value of the PDF at a given 1 ,J */ 
double dstar[l,vstar[l,dvparmCJPlCJPJCNCONPJ,lambda[l; 
int i,jf 
( 
int k; 
double exponent,f; 
exponent=-lambdaCOl; 
for<k=l;k<=NCCN;k++) exponent-=lambda[Kl*dvparm[il[jl[kl; 
f=exp(exponent); 
/* Onl~ compile this I ine if the discreti2ation is non uniform */ 
lif USE-EXP 
f*=pCM(dstar[il,DLNIEXP-1.)*pow(vstar[jJ,VU,IIEXP-1,); 
lendif 
return f; 
) 
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gcheck<g,gcal,fO,dvparm) 
/* Calculate expectation values based on calculated PDF 
values in fO and print coraparison figures. *I 
double gtl,gcaltl,fO[IPJCJPl,dvparmCIPl[JPJCNCct,1PJ; 
< 
int i,j,k; 
for(i=O; i<=NCCN;gcalti++l=O.>; 
for(i=O;i<=I;i++) 
for(j=O;j<=J;j++) 
for<k=O;k<=NCCN;k++> 
gcalCkl+=fOtiJCjl*dvparm( iJ[jJCkl; 
for< i=O; i <=NC(JII; i ++ > < 
gcal[il*=DSHAX/IP; 
gcalCili!=VSHAX/JP; 
} 
fpr intf<stdout, 
•,tExpectations of constraints Oto 4 (set/calculated>,n•>; 
fprintf(stdout,•\tX2.4e\tY.2.4e\t%2.4e\t%2.4e\t%2.4e\n• 
, g[ 0] , g[ 1 ] , g[ 2] I g[ 3] , g[ 4] ) j 
fprintf(stdout,•\tX2.4e\tY.2.4e\t%2.4e\t%2.4e\t%2.4e\n• 
,gcal [Ol ,gcal C 1 l ,gcal (2] ,gcal C3l ,gcal C4J >; 
) 
compare(la.mbda,ts) 
I• Calculates and graphs comparisons bet~een the HE *I 
/* distribution and the empirical distributions. */ 
double la.mbdatl,ts; 
{ 
double alpha,beta,ga.m,a,kappa,ds,fdC8J,fdt[8J; 
extern int squareCl,open_squareCl,onetl,twoCl,threeCJ,fourCJ; 
extern int fivetl,sixll,seventl,eightCJ,nineCl,zeroCl; 
extern int decCl,neg[l,plustl; 
I• Set parameter vector lambda for passing to functions.*/ 
lambdaCSJ = VSHAX; 
lambda[6l = alpha=rr_alpha(ts>; 
lambdaC7l = beta=nt_beta(ts>; 
lambda[8l = gam=lp_garnma(ts>; 
lambda[10l = a=1.0; 
lambda[9l = kappa=ul_kappa(ts,a>; 
lambdaC11l = ul_dsm<a,kappa>; 
fprintf(stdout,•\n\tAlpha = %2.4e\tBeta = Y.2.4e\t'\tGarnma = %2.4e\n" 
,alpha,beta,garn); 
fprintf(stdout,•\tKappa = X2.4e\t 
kappa,a,1ambdal11l); 
fprintf(stdout,•\tdstar Max Ent 
fprintf(stdout,• N.T. Log Prob 
R.R. •>; 
Upper Limit,n\n•>; 
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fdttOl=fdtC1l=fdtC2l=fdtC3l=fdtt4l=O; 
for(ds=.05;ds<=DSMAX;ds+=,OS>< 
fdt[Ol+=fd(Ol=me_fdt(lambda,ds,VSHAX); 
fdt[1l+=fd[1l=rr_fd(alpha,ds); 
fdtC2l+=fd(2l=nt_fd(beta,ds); 
fdt[3l+=fd[3l=lp_fd(ga.m,ds); 
fdtC4l+=fd(4l=ul_fd(kappa,a,1a.mbda[tll,ds); 
fprintf(stdout,•\tY.5.2fY.12.4eX12.4eX12.4eY.12,4eY.12.4e,n•, 
ds,fdCOl,fdCtJ,fdt2J,fd[3l,fdt4l); 
) 
fprintf(stdout,•\n\tTota1%12.4e%12.4e%12,4e%12.4eY.12.4e,f", 
fdtCOJ,fdtC1J,fdtC2l,fdtt3J,fdt[4l>; 
comp_graph_setup(); 
plot_fxp(plot..me_fdt,la.mbda,.01,2.s,o>; 
plot_fxp(plot_rr_fd,la.mbda,.01,2.s,o>; 
plot_fxp(plot_nt_fd,lambda,.01,2.s,o>; 
plot_fxp(plot_lp_fd,la.mbda,.01,2.s,o>; 
plot_fxp(plot_ul_fd,1ambda,.01,.995~1anbda[lll,0); 
grfprt<>; 
comp_graph_setup<>; 
plot_fxp(plot...rne_frnt,lambda,.01 ,2,5,0); 
plot_fxp<plot_rr_fm,lambda,.01,2.5 10); 
plot_fxp<plot_nt_frn,larnbda,.01,2.5,0>; 
plot_fxp(plot_lp_fm,lambda,.01,2.5,0); 
plot_fxp(plot_ul_frn,la.mbda,.01,.995*1ambda[11l,O); 
grfprt<); 
) 
comp_graph_setup() 
/* Draws up axes and stuff for the plots 
{ 
extern int square[l,open_square[l,one[l,two(l,three(l,four[l; 
extern int fiveCl,six(l,seven(l,eightCl,nineCl,zero[l; 
extern int decCl,neg[l,plusCl; 
pix_page<O>; 
pixclr(); 
set-landscape<>; 
windCM(-,8,-.6 13.,2.7); 
axis(0.,2.s,.s,s,0.,2.2,.s,s>; 
point(0.,-15.•ydot(),zero>; 
point(l.-6*xdot<>,-15.*ydot<>,one>; 
point(l.~-15.•ydot<>,dec); 
point<l.+S*xdot(),-15.*Ydot<>,zero>; 
point(2.-6•xdot<>,-15,*ydot(),t~o>; 
point(2.,-15.•rdot<>,dec>; 
point(2.+5•xdot(),-15,*rdot<>,zero>; 
point<-15,*xdot(),O,,zero>; 
point<-25*xdot<>,1.,one>; 
point<-19*xdot<>,1.,dec>; 
point(-14*xdot<>,1.,zero>; 
point(-25*xdot<>,2.,two>; 
point(-19*xdot(),2.,dec>; 
point<-14*xdot<>,2.,zero>; 
) 
double ne_fdt(lm,ds,vsm> 
/* returns fd based on an analytical integration method *I 
double lmCl,ds,vsm; 
< 
double x 1x1,x2,exponent,ds3; 
ds3 = ipCM(ds,3>; 
x = sqrt(ds3/lm[4l>*lm(3l/2; 
x1 = x+sqrt(lm[4l*ds3>*vsm; 
x2 = (eri(xl)-erf(x))*sqrt<PI/(4*1n(4l*ds3)>; 
exponent= -lm(Ol-lm(1l*ds*ds-(ln[2l-ln(3l*lm(3l/(4*1mC4l))*ds3; 
return x2*exp<exponent>; 
) 
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laminit(lambda,lamstore,vbar,dds,dstar) 
I* lnitial izes lamstore based on lar1bda O - 4 from */ 
I* initial distribution. Also calculates vbar by */ 
I* integration. */ 
double lambdaCl,lamstore[IPJC3l,vbartlPJ[3l,dds,dstarCJ; 
< 
int i i 
double x,d3,dumlamt3l; 
if(verbosity > 0) fprintf(stdout, 
•'\n\tlnitial Conditions\tdelta, mean V* and variance.\n\n•>; 
for(i=O;i<=l;i++)C 
d3;::ipow(dstar[il,3>; 
dumlam[OJ=lamstoreCilCOJ=luabdaCOJ+lambdaCll*dstarCil 
*dstar[il+lambdaC2l*d3+1og(~e-fd(lambda,dstarCiJ,VSMAX>>; 
dumlam[ll=lamstoreCilC1l=luabdaC3l*d3; 
du~lar1C2l=lamstoreCilC2l=lambdaC4l*d3; 
vbar[il(Ol=simpint(fvv,fvvp,O. ,VSHAX,XPANELS,dumlam>; 
vbartiltll=simpint(fvv2,fvv2p,O.,VSHAX,XPANELS,dumlam>; 
vbar[il(2l=vbar[ilC1l-vbar[ilCOJ•vbarCilCOJ; 
) 
if(verbosity > 0) fprintf(stdout, 
•\t/a8,4f /a8.4f h12.4e\n", 
dstar[il,vbartilCOl,vbarCilC2J); 
} 
vel_graph_setup(vlow,vhigh,varhigh) 
I* Dra1,41s up axes and stuff for the velocity plots 
double vlow,vhigh,varhigh; 
< 
*I 
extern int squareCJ,open_squareCJ,oneCl,twoCJ,threeCJ,fourtl; 
extern int fiveCJ,sixCl,seven[l,eighttl,nine[l,zero[l; 
extern int decCl,negCJ,plusll; 
I* set up mean velocity graph on page one *I 
pix_page(O) i 
pixclrO; 
set_Jandscape(); 
V 1 CM-=.1 j 
vhigh+=.1; 
windCM(-,7,vlCM-(vhigh-vlow)/3,,3, ,vhigh+(vhigh-vlow)/3,); 
axis(0.,2.5,.5,5,vlow,vhigh,.1,2>; 
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point(O, ,vlow-15,*ydot(),zero); 
point(l.-6*xdot(),v1CM-15,*rdot<>,one>; 
point(1, 1vlow-15,*ydot() 1dec>; 
point(l.+5*xdot<>,v1CM-15,*rdot<>,zero); 
point(2,-6*xdot(>,vlow-15,*ydot() 1 two>; 
point<2.,vlow-15,*ydot<>,dec>; 
point(2.~5•xdot(),vlow-15.•ydot() 1zero>; 
if(vlow <= 0, && vhigh >= 0.) point(-15.•xdot<>,O.,zero); 
if(vlow <= ,2 && vhigh >= ,2){ 
point<-2S*xdot<>,.2,zero>; 
point<-19•xdot(),,2,dec>; 
point(-14*xdot<>,.2,t~o>; 
) 
if(vlow <= .4 && vhigh >= .4){ 
point<-25*xdot<>,.4,zero>; 
point(-19•xdot<>,.4,dec>; 
point(-14•xdot<>,.4,four>; 
) 
if(vlow <= .6 && vhigh >= .6){ 
point(-25*xdot(),.6,zero>; 
point(-19•xdot<>,.6,dec>; 
point<-14*xdot<>,.6,six>; 
} 
if<vlow <= .a && vhigh >= .8>< 
point(-2S•xdot<>,.8,zero>; 
point(-19•xdot(),.8,dec>; 
point(-14*xdot(),.8,eight>; 
) 
if(vlow <= 1. && vhigh >= 1,){ 
point(-25•xdot<>,1.,one>; 
poi nt(-19•xdot(), 1, ,dee>; 
point(-14•xdot(),1.,zero>; 
) 
if(vlow <= 1,2 && vhigh >= 1 ,2>< 
point(-25•xdot<>,1.2,one>; 
point<-19•xdot(),1,2 1dec>; 
point<-14*xdot<>,1.2,t~o>; 
) 
if(vlow <= 1,4 && vhigh >= 1 .4>< 
point<-25*xdot<>,1.4,one>; 
point(-19*xdot<>,1.4 1dec>; 
point(-14*xdot<>,1,4,four>; 
) 
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if(vlow <= 1.6 && vhigh >= 1.6){ 
point(-25*xdot<>,1,6,one>; 
point(-19*xdot(),1.6 1dec); 
point(-14*xdot<>,1.6,six>; 
} 
if(vlow <= 1.8 && vhigh >= 1.8>< 
point(-25*xdot<>,1,8,one>; 
point(-19*xdot() 1 1.8,dec>; 
point(-14*xdot(),1,8,eight>; 
} 
if(vlow <= 2. && vhigh >= 2,)( 
point(-25*xdot<>,2.,two); 
point(-19*xdot(),2.,dec>; 
point(-14*xdot<>,2.,zero); 
} 
/* set up velocity va.ria.nce gra.ph on pa.ge one */ 
pix_pa.ge(l); 
pixclrO; 
set_la.ndsca.pe<>; 
windc,.,,(-,7,0.-va.rhigh/3.,3.,va.rhigh*l .333>; 
va.rh i gh*=l .1 ; 
ax i s < 0 • , 2. 5, • 5, 5, 0 , , v a.r h i gh , , 1 , 2 > ; 
pointC0.,-15,*ydot<>,zero>; 
point<1,-6*xdot<>,-15,*rdot<>,one>; 
pointCl.,-15,*ydot(),dec>; 
point(l,iS*xdot(),-15,*rdot<>,zero>; 
pointC2.-6*xdot<>,-15.*ydot<>,two>; 
point(2, ,-15.*ydot<>,dec>; 
point<2.+5*xdot<>,-15.*ydot<>,zero); 
point(-15.*xdot<>,O.,zero>; 
ifCvarhigh >= .1){ 
point(-25*xdot<>,.1,zero>; 
pointC-19*xdot<>,.l,dec>; 
point(-14*xdot<>,.1,one); 
) 
if(va.rhigh >= ,2){ 
pointC-25*xdot<>,.2,zero); 
point(-19*xdotC),,2,dec>; 
point<-14*xdot<>,.2,two>; 
} 
if(varhigh >= .3>< 
point(-25*xdotC),,3,zero>; 
point(-19*xdot<>,.3,dec>; 
point(-14*xdot<>,.3,three>; 
) 
) 
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double ivv(vs,l111bda) 
I• Return the product of fv and vs based on the values *I 
I* in the vector of doubles, lambda[]. */ 
double vs,lambdaCl; 
< 
return vs*pdfv<vs,lambda>; 
) 
double fvvp<vs,lambda) 
I* Return d(fv*us)/dvstar (fv•vs prime) based on the */ 
I* values in the vector of doubles, lar1bda[l. */ 
double vs,lambda[l; 
< 
return vs*pdfvp(vs,lambda)+pdfv(vs,lar1bda); 
) 
double fvv2(vs,lambda) 
/* Return the product of fu and vs~2 based on the */ 
I* values in the vector of doubles, lar1bdatl. */ 
double vs,lambdatl; 
< 
return vs*vs*pdfv(vs,lambda); 
) 
double fvv2p(vs,lambda) 
I* Return d(fv*vsA2)/dvstar (iv*vsA2 prime> based on */ 
I* the values in the vector of doubles, lambda[]. */ 
double vs,lambdaCl; 
( 
double x; 
return vs*vs*pdfup(us,lambda)+2*pdfv(us,lambda)*us; 
) 
double pdfv<vs,lambda) 
I* Return the value of fv(vs> based on the values */ 
I* in the vector of doubles, lambda[]. */ 
double vs,lambda[l; 
< 
return expC-lambda[Ol-lambdat1l*vs-lanibdat2l*vs*us>; 
) 
double pdfvp<vs,lambda) 
I* Return d(fv)/dustar <fv prime) based on the values */ 
I* in the vector of doubles, lambda[]. *I 
double us,lambda[l; 
< 
return -(larabdat1l+2*1ambda[2l•vs>*pdfv(vs,lambda>; 
) 
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double vnew<vO,uini,dratio,delta,dx,converge,nu,cd) 
I* Returns the velocity of a droplet at dx downstream based 
on the initial velocity and simple drag relations. 
uini must be a value greater than zero. 
Will correctly return vi= vO for vO == uinf. 
Tests correct 84-09-07 RWS *I 
double vO,uinf,dratio,delta,dx,converge,nu,(*cd)(); 
< 
double x,K,vold=0 1vl,vbar,ur; 
x=1 .5•dratio*dx•<uini-v0)/delta; 
v1=v0+0.0000001; /* to make sure vnew != 0 
if(verbosity > 5){ 
fprintf(stdout,•\tln vnew<>, vO = Xe \n•,vo>; 
fprintf(stdout,•\tuinf, dratio, delta, dx, nu\n•); 
fprintf<stdout,•\tXe Xe he Xe %e\n', 
uinf,dratio,delta,dx,nu>; 
} 
while(fabs((v1-vold)/vl)}converge>< 
vbar=(v1+v0)/2; 
YOld=Vlj 
ur=uinf-vbar; 
k=x•<*cd)Cur•delta/nu); 
v1=-k/2+sqrt<K•k/4+vO*vO+k*uinf>; 
if(verbosity > 5) 
fprintf(stdout,'\tvbar = he \t vl = Xe\n',vbar,v1); 
) 
if(verbosity > 5) fprintf(stdout,'\tv1 = %e\n\n•,vt); 
return v1; 
) 
double vne~l<vs,lambda) 
I• Return the new value oi vstar based on the values •I 
I* in the vector of doubles, lambda[]. *I 
I• larnbdaCOl = lambdaO - multipliers for the *I 
I* lambda[!]= lambdal doubly truncated *I 
I* 1arnbdaC2l = lambda2 gaussian distribution. *I 
I* lambdat3l = uastar - air velocity *I 
I• 1ambdaC4l = dratio - density ratio (air/I iq) *I 
I* lambdatSl = dstar - drop size */ 
I• 1ambda(6l = dxstar - x increment *I 
I* lambdaC7l = converge - convergence test value *I 
I• lambda(Sl = nustar - air viscosity *I 
double vs,lambdaCl; 
< 
return vnew(vs,lambda(3l,lambdaC4l,1ar1bdaCSl,lambdaC6l, 
lar1bdaC7l,lambdaC8l,cCMhite>; 
) 
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double vne~lp(vs,lambda> 
I* Return d(vnewl)/dvstar <vnewl prime) based on the *I 
/ * v a 1 u es i n the u e c tor of dou b 1 es , 1 mb da C l , */ 
double vs,lambdaCl; 
{ 
double k2,x,v1 ,vb,urO; 
v1=vne~l(vs,1ambda>; 
x=1,5•lanbda[4l*lambda[6l*(lambdaC3l-vs>/lambdaC5l; 
vb=< v 1 +vs)/2; 
urO=lambdaC3l-vs; 
I* deal ~ith case where relative velocity is about zero *I 
if(fabs(urO> < 1.E-10) return O.; 
k2=x*cdwhite((lambda[3l-vb>•lambdaC5l/lambdaC8l)/2; 
return (vs+k2)*1ambda[3l/((v1+k2>*ur0)-v1/ur0; 
) 
double cdwhite(re) 
I* returns drag coefficient for a sphere O <= re <= 2e5 *I 
I* ~hite - viscous fluid flow - eqn 3-265 *I 
I* Tests correct 84-09-07 RWS */ 
double re; 
{ 
double cd,sign=-1,; 
if(re<O> re•=sign; 
e 1 se s i gn= 1 • ; 
if(re<.0001) re=.0001; /* to eliminate problems with re= O*/ 
cd=sign*C24,/re+6./(1+sqrt(re))+0.4>; 
if(verbosity > 5) fprintf(stdout, 1 \tre = Xe \t cd = Y.e\n•,re,cd); 
return cd; 
) 
double fvvn(vs,lambda) 
I* Return the product of fv and vn based on the values *I 
I* in the vector of doubles, lambda[]. *I 
double vs,!ambdaCl; 
{ 
return vnewl(vs,lambda)*pdfv<vs,la.nbda); 
) 
double fvvnp(vs,lambda) 
/* Return d(fv*vn)/dvstar (fv*vn prime> based on the */ 
I* values in the vector of doubles, lambda[], *I 
double vs,lambdaCl; 
< 
return vnewl(vs,lambda)*pdfvp<vs,lambda)+ 
pdfv<vs,lambda>•vnewlp(vs,lanbda); 
) 
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double ivvn2Cvs,lambda) 
I* Return the product of fv and vnA2 based on the *I 
/* values in the vector of doubles, lar1bda[l. */ 
double vs,lambdaCl; 
{ 
return ipow(vnewl(vs,lambda>,2>*pdfv<vs,1ambda); 
) 
double fvvn2p(vs,1ambda> 
/* Return d(fv*vnA2)/dvstar Civ*VnA2 prime> based on */ 
I* the values in the vector of doubles, lambda[]. *I 
double vs,lambdaCl; 
< 
double x; 
x=vne~l(vs,lambda.>; 
return X*X*pdfvp(vs,lambda)+ 
2•pdfv(vs,lambda)*x*vnewlpCvs,lambda); 
) 
dtgsolveC1,d2,con,lambda> 
/* Solves for lambda values ior a doubly truncated */ 
I* Gaussian distribution with limits x = 0 to 1 and *I 
/* mean= 11 variance= d2. */ 
I* con is a convergence criterion. *I 
/* Method from Tribus, Rational Descriptions, */ 
I* Decisions and Designs. pp 141 - 143. *I 
double 1,d2,con,lambda[l; 
< 
double old,x,xl,x2,f,f1,f2,g,g1 1g2,d0,phit5l; 
if(verbosity) 4>< 
fprintf(stdout,•L = Y.e,t DA2 = Xe\n' ,1 ,d2); 
fprintf<stdout,•In dtgsolve, phi[Ol, lambda 0-2 =,n•>; 
} 
if(lar1bda[ll == O> lambda.tll=.1; 
x2=1*Hd2; 
old=lambda[ll*2; 
~hile(iabs((old-lambda.[1l)/la.rabda[1l) > con>< 
old=lambda.[11; 
phi[Ol=phinot(lambda>; 
if(verbosity > 4> 
fprintf(stdout,•,tphiO lm0-2 %12.4e%12.4eY.12.4eY.12.4e,n•, 
phiCOJ,lambda[OJ,lambda[1l,1ambdaC2l>; 
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x=-exp(-1ambdaC1l-1ambda[2l); 
x1=1/(2*1ambda[2l>; 
phiC1l=(l+x-1ambda[1l*phiCO])*x1; 
phi[2l=<x+phi[Ol-1anibda[1l*phi[ll>*x1; 
phi[3J=<x+2*phi[1J-1ambda[ll*phi[2l>*x1; 
phi[4J=(x+3*phiC2l-1ambdaC1l*phi[3l)*x1; 
f=l*phiCOl-phiCll; 
g=x2•phi COl-phi C2l; 
f1=-1*phi[1]+phi[2]; 
f2=-l*phi[2J+phi[3J; 
gl=-x2*phiCll+phi[3l; 
g2=-x2*phi[2l+phi[4l; 
dO=fl*g2-f2*g1; 
1ambdaC1l-=(g2*f-f2*g)/dO; 
lambda[2l+=(g1*f-f1*g)/d0; 
) 
lambda[Ol=log(phinot<lambda)); 
) 
double phinot(lambda) 
I* 
I* 
Evaluates phiCOl as described in Tribus 
phitOl = integral(O to 1) 
exp(-1ambdaC1l*x-1ambda[2l*xA2) dx 
1 ambdaC l; 
I* 
double 
< 
return simpint(dtgf,dtgfp,0.,1.,PANELS,lambda>; 
) 
double dtgfCx,lambda) 
I* function f for phinot() and dtgsolve() •/ 
/* f(x,lambda) = exp(-1ambda[1l*x-lambda[2l*xA2) */ 
double x,lambda[l; 
{ 
return exp(-1ambdaC1l*x-1ambda[2l*x*x); 
) 
double dtgfp<x,lambda) 
I* function fp (df/dx) for phinot<> and dtgsolve() */ 
I* fp<x,lambda) = <-1ambda[ll-2*1ambdaC2l*x>* *I 
I* exp(-1ambda[ll*x-lambdaC2l*xA2) *I 
double x,lambda[l; 
{ 
return <-1ambdaC1l-2*1ambda[2l*x)* 
exp(-1ambdaC1l*x-1ambda[2l*x*x>; 
) 
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/* The follc:Ming functions simply ~itch between a call */ 
/* using the lambda parameter vector and discrete */ 
/* parameters. */ 
double plot..me_fdt(ds 1 1ambda) 
double ds,lambdaCl; 
{ 
return me_fdt(lambda,ds,lambda[Sl>; 
) 
double plot_rr_id(ds,larnbda) 
double ds,larnbda[l; 
{ 
return rr_fd(larnbdaC6l,ds); 
) 
double plot_nt_id(ds,larnbda> 
double ds,larnbdaCl; 
{ 
return nt_fd(JarnbdaC7l,ds>; 
) 
double plot_lp_id(ds,lambda) 
double ds,larnbdaCl; 
{ 
return Jp_fd(JarnbdaCBl,ds); 
) 
double plot_ul_id(ds,larnbda) 
double ds,larnbdaCl; 
{ 
return ul_fd(larnbdaC9l,la.mbdaC10l,1arnbdaC11l,ds>; 
) 
double plot-11e_imt(ds,lambda) 
double ds,lambdaCJ; 
{ 
return ds*ds*ds*me_fdt(larnbda,ds,JambdaCSJ>; 
) 
double plot_rr_im(ds,larnbda) 
double ds,lambdaCJ; 
{ 
return ds*ds*ds*rr_fd(lambdaC6l,ds); 
) 
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double plot_nt_fm(ds,lambda) 
double ds,lambda[l; 
< 
return ds*ds*ds*nt_fd(lambda[7l,ds); 
) 
double plot_lp_fm(ds,lambda) 
double ds,lambda[l; 
< 
return ds*ds*ds*lp_fd(lambda[Bl,ds); 
) 
double plot_ul_fm(ds,lambda) 
double ds,lambdaCJ; 
< 
return ul_fB(lambda[9l,1ambda[10l,lambda[11l,ds); 
) 
13 9 
/******* These func ti c,ns. a.r·e from the 1 i br·ar·;,- drops. s *********/ 
#include "stdio.h" 
#include "math,h" 
#include "mathfns.h" 
double me_fl() ,me_flp(),me_fp(),me_f(); 
double me_fl(vs,lm) 
double vs,lm[J; 
{ 
r·eturn me_f(lm, 1m[5] ,• . is); 
' 
·' 
double me_flp(vs,lm) 
double vs,lm[]; 
{ 
return me_fp(lm,lm[5J,us); 
} 
double me_fo(lm,ds,us) 
double lm[J,ds,vs; 
{ 
double d; 
d= i p QI/.) C d s , 3 ) ; 
return me_f(lm,ds,vs)+.(-2*lm[4J+.d+.vs-lm(3J+.d): 
} 
double me_f(lm,ds,us) 
double lm[J ,ds,us; 
{ 
double exoonent,d; 
expc,nent=-1m[OJ; 
d=ds+.ds; 
exponent-=1m[1J+.d; 
d+.=ds; 
exponent-=lm[2J+.d+lm[3)*d*us+lm[4J*d*us+.us; 
return exp(exponent); 
) 
dc,uble me_fd>:lm,d-~ 1 vsm) 
double lm[J ,ds,vsm: 
{ 
1m[5J=ds; 
r e t u r n s i mi:, i n t ( me_ f i , me_ f 1 p , 0 • , tJ sm , 5 0 , 1 m ) ; 
} 
''-10 
double rr_aloha(ts) I* returns rosin rammler exponent alpha */ 
double ts; I* works for tstar values between .334 & .42*/ 
{ 
double tt,t,alpha; 
tt=ts/2; 
a1pha=4.; 
t=rr_tstar(alpha); 
while(fabs(t-ts)/ts > 0.00000001){ 
a 1 oh a *=exp ( ( t - ts)/ t t) ; 
t=rr_tstar(alpha); 
} 
re tur·n a.1 pha; 
} 
double rr_tstar(alpha) I* returns tstar given r-r parameter aloha*/ 
doubi e a_l pha; 
{ 
doubie t,u; 
t=oo~\l( gamma ( 1-3./a 1 oh a) , 0. 333333)/ ( 3*gamma( 1-1/a I pha)) ; 
re turn t; 
} 
double rr_fd(alpha,ds) 
double alpha,ds; 
{ 
double r·; 
r=l ./pow(gamma(l-3/alpha),alpha/3); 
return alpha*r*pow(ds,aloha-4.)*exp(-r*oow(ds,aloha)): 
} 
J 'i I 
double nt_beta(ts) 
double ts; 
/• returns nukiyama tanasawa exponent beta *I 
/• works for tstar values bett,Jeen .342 .~:.: .42*./ 
{ 
double tt,t,beta; 
tt=ts*ts;o;ts; 
beta=3.; 
t=nt_tstar(beta); 
while(fabs(t-ts)/ts > 0.00000001){ 
beta•=exp((t-ts)/tt): 
t=nt_tstar(beta); 
} 
re turn be ta; 
} 
double nt_tstar(beta) 
dc,u b 1 e be ta ; 
{ 
I* returns tstar given n-t oarameter beta •I 
double t; 
t=oow(gamma(6./beta) ,2/3,); 
t •= p 01.,i ( gamma ( 3 ./be t a. ) , 1 / 3 • ) ; 
t/=gamma(5./beta)*3; 
re tu,·n t; 
} 
double nt_fci(beta,ds) 
doub1 e be ta, d:.; 
{ 
double exponent,arg,a,b: 
exponen t=-pm.._, ( gamma. ( 6./be ta. )/gamma ( 3/be ta.) , bet a .. /3) *t:• 01 .. ,1( d:, bet a.) ; 
arg=beta*garnma(6/beta>•ds•ds/pow(gamma(3/beta) ,2.); 
return arg*exp(exoonent); 
} 
I Lf 2 
double lp_gamma(ts) /• r·eturns log prc,babil ity exponent gamma */ 
double ts; I* works for tstar values between .334 & .42•/ 
{ 
return po1..i(2•1 og(3*ts.) ,-0 .5): 
) 
double Jp_fd(gam,ds) 
double gam,ds; 
{ 
double exponent: 
exponent=-oow(fabs(gam•log(ds)+3./(4.•gamJ) ,2.): 
return gam/(ds•sort(PI>>•exp(exoonent); 
} 
l Lf 3 
I 
I 
I 
I 
:.1·.1.·. " 
r 
j 
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1 
dc,uble uLkappa(ts,a) .I* r·etur·ns upper 1 imit exponent Kappa */ 
double ts,a; .I* works for tstar values between .334 & .42*/ 
{ 
double tt,t,Kappa; 
tt=ts; 
if(ts<.39) tt*=ts; 
if(ts<.36) tt*=ts; 
Kapoa.=4.; 
t=ul_tstar(kappa,a); 
while(fabs(t-ts)/ts > 0.00000001){ 
KapDa*=exp((t-ts)/tt); 
t=ul_tstar(Kappa,a); 
} 
return kappa: 
} 
double ul_tstar(Kappa,a) 
double Kappa,a; 
{ 
dc,1Jble t,K2:. 
K2=1/Kappalkapoa; 
/• returns tstar given u 1 Kaooa and a •I 
t=1+3•a*exp( .25•K2)+3•a•a•exo(k2)+a*a*a*exo(2.25•K2); 
t=pow(t,0.333333); 
t/=3•(1+a•exp( .25•~:2)); 
r·eturn t; 
double ul_dsm(a,kappa) 
/*Returns.the dstar max value for· the upper· iimit dist. •/ 
/* based on the values of parameters a and kappa. •I 
do1.it,1e a,Kappa.; 
{ 
dou b 1 e x , K2 ; 
k2 = Kappa•kappa; 
x = 1+3*a*exp( .25/k2)+3*a•a•exo(1 ,/K2)+a•a*a*exo(2.25/k2); 
return p 01,<1 ( x , • 3333'3) ; 
} 
14 Lf 
double ul_fm(kappa,a,dsm,ds) 
/• Returns the value of the mass based PDF for the upper *I 
I• 1 imit distribution based on kappa, a, dsm and ds. •I 
double kappa,a,dsm,ds; 
{ 
double x; 
if(ds >= dsm) 
return O.; 
x = kappa•log(a*ds/(dsm-ds)); 
return (1,./ds+l ,./(dsm-d:-))•kappa./sqr·t(!='I)*exp(-:<•x): 
} 
double ul_fd(kappa,a,dsm,ds) 
/* Returns the value of the number based PDF for the upoer •I 
/ * 1 i m i t d i =· t r· i bu t i c, n base d c, n k a. p i:, a , a. , d sm an d d: . 
double kappa.a,dsm,ds; 
{ 
return ul_fm(Kappa,a,dsm,ds)/(ds•ds*ds); 
} 
14-S 
I 
I
i 
. 
I******** These functions are from the library mathfns.s ************! )46 
double er·f(;<) 
dc,uble x; 
{ 
I* Returns the error function of x *I 
double x22,num,den,sum,old; 
int n; 
if(x)5.) return 1 .; 
if(x(O.) return -erf(-x>; 
x22=x•x•2.; 
num=:,:; 
den=1 . ; 
sum=:<; 
old=O; 
n=3; 
,A,h i 1 e ( o 1 d ! = sum) { 
o1d=sum; 
num•=x22; 
den•=n; 
sum+=num/den; 
n++; 
n++; 
} 
sum•=2,/sqrt(3,141592654)•exp(-x•x); 
return sum; 
} 
d,Juble gamma(z) /* Returns the gamma function of z 
doub i e z; l• lerror:<=3e-7 Abr. & Stegun eq. 6.1 .35 *I 
{ 
double x,g,xs,xr,b[9]; 
int n; 
if(z(=O && dint(z)==z) return i .Oe300: 
xr=l; 
bring into range '( .,.._"T /-lj .I. \-L .._- ... while(z)2) xr•=--z; 
while(z(1) xr/=z++; 
b[l]=-0.577191652; 
b[2)=0.988205891; 
b[3]=-0.897056937; 
b[4]=0.918206857; 
b[5]=-0.756704078; 
b[6]=0.482199394; 
b[?]=-0.193527818; 
b[SJ=0.035868343; 
g=xs= 1 ; 
/lfi 
/• formulas for gamma(z+-1) 
x=z-1; 
for(n=1 ;n<=B;n++){ 
xs*=x; 
g+=b[nJ•xs; 
} 
return g•:>:r; 
} 
'Ii:,/ 
*./ 
dint(z) 
double z; 
{ 
int i ; 
i=z; 
r·e turn i ; 
} 
I* Returns the truncated integer value of z *I 
double simpint(f,fp,a,b,n,lambda) 
I* Does integration by Simpson's Rule with end correction *I 
.I* on f ( x, J.ambda) be t1JJeen x=a and x=b using n ( c,r the next */ 
I• largest even integer) number of panels. *I 
/* fp(x,lambda) = df/dx */ 
I* See Hornbeck - Numerical Methods - Eqn. 8.32 *I 
I* Rick Sellens 84-08-27 
double a,b,C~f)O ,(*fp)O: 
double lambda(]; /* a vector to pass on to f() and fo() 
int n; 
{ 
double suml ,sum2,dx,x,tot; 
double sign= 1.; 
int i , j; 
if(a > b){ I* make sure a<= b 
x=a; 
a=b; 
b=;-: j 
sign=-1; /* if switch then return negative value 
) 
if(a == b) return O.; 
suml=surn2=0; 
I* integral = C for zero interval 
i=n/2; I* round n up to an even integer 
it ( 2* i ! =n) n + + : 
dx=( b-;.)/n; 
x=a+dx; 
for (.j = 1 ; j < ( n - 2 ) ; j += 2 ) { 
sum1+=(*f)(x,lambda); 
x+=dx; 
sum2+=(*f)(x,lambda); 
x+=dJ<; 
} 
suml+=(•f)(x,lambda); 
/* internal odd point1.values 
/:;, internal even point values 
>< / 
"'·' 
11:./ 
>< i T.., 
* .. / 
tot=( 14,*( ((*f)(a,1ambda)+(*f)(b,lambda))/2.+sum2 )+ 
16,*suml+dx*((*fp)(a,lambda)-C•fp)(b,lambda)) >•dx/15.; 
return sign*tot; 
) 
