Random Oracles serve as an important heuristic for proving security of many popular and important cryptographic primitives. But, at the same time they are criticized due to the impossibility of practical instantiation. Programmability is one of the most important feature behind the power of Random Oracles. Unfortunately, in the standard hash functions, the feature of programmability is limited. In recent years, there has been endeavours to restrict programmability of random oracles. However, we observe that the existing models allow adaptive programming, that is, the reduction can program the random oracle adaptively in the online phase of the security game depending on the query received from the adversary, and thus are quite far from the standard model.
Introduction
The Random Oracle Model, introduced by Bellare and Rogaway [2] , has been a very popular paradigm for proving security of several important public key cryptosystems through the past two decades. In this model, in the security game, every party including the adversary has oracle access to a truly random function R. One then proves the security of a cryptosystem assuming the underlying hash function to be such a Random Oracle and subsequently replaces this random oracle by a suitably chosen cryptographic hash function H during the implementation. The well known Random Oracle heuristic asserts that if a scheme using R is secure, then it is secure using H.
The other extreme of this scenario is the so called standard model, in which, any hash function involved in the scheme is considered to be computable by efficient (i.e. poly-size) circuits. During the security proof, the adversary, along with the other public parameters, also receives this description. Moreover, all the computations on this hash function by the adversary are done by adversary herself. Naturally any security proof proved in the standard model is guaranteed to remain valid when the scheme is implemented using a suitably chosen public hash function H.
A drawback of the Random Oracle heuristic is that it is not clear which security property of the hash function can be preserved for secure implementation. In [5] , Canetti, Goldreich and Halevi presented a counter example to this heuristic. They presented a valid signature scheme, albeit pathological, which can be proved secure in the random oracle model, yet is insecure after instantiation by any standard hash function. Goldwasser and Kalai [10] later showed that similar result holds for popular Fiat-Shamir Transformation. Furthermore, Pass [15] proved that zero knowledge proofs, proved secure in the random oracle model, may loose their deniability when instantiated with a fixed hash function.
In spite of those negative results, Random Oracle is still popular among the designers. This general purpose design methodology often helps to ensure efficiency. Moreover, some practical schemes, proven secure in the random oracle model, has withstand several cryptanalytic attempts so far. On the other hand, most of the existing schemes, proven to be secure in the standard model, are very inefficient and considered unusable in practice. From this practical importance, one natural approach is to find the limitations of Random Oracle heuristic and try to prove the security of these practical schemes in less radical setting. In this paper we propose an abstraction which arguably captures this approach.
Programmability. Programmability is a common feature of random oracle, which is exploited heavily in many security reductions. Consider a standard security reduction technique of some crypto-scheme where the reduction, having blackbox access to some adversary breaking security of the scheme, tries to break the underlying hardness assumption. In Random Oracle model, the reduction simulates the Random Oracle (by answering queries made by the adversary) during the security game. A common simulation strategy is to "program" or to adaptively "set" the output to a value of reduction's choice (often the challenge reduction received). Clearly the strategy is successful as long as the programmed output is indistinguishable from a uniformly distributed point.
In contrast, the adversary can compute the hash function herself in the standard model. The description of the hash function may depend on the underlying "hard" problem and the challenge received by the reduction. Once the hash function is deployed, often as a part of the public key, the reduction can not adaptively re-program the outputs. This seems to be a natural barrier for the random oracle model security proofs to remain meaningful in practice.
In recent years, a line of research has emerged to consider security models, restricting different 'unrealistic' features (including programmability) of random oracles. In this paper, we study whether we can restrict the programming of random oracles as a non-adaptive feature and still prove security of popular constructions. Precisely, we propose two weaker random oracle models, prove reductions of some interesting primitives in the proposed models and finally relate them to the existing weak models. Before describing our results in detail, we briefly review the existing works in this direction.
Related Works
In the literature, Several important work has been done prior to this work to reduce the gap between the ideal world (random oracle model) and real world (standard model). Mostly, the efforts were to propose some 'less idealistic' (equivalently 'more realistic') model than the random oracle model and observe the security of several (important) cryptographic primitives in that.
• In [14] , for the first time, Nielsen pointed out the 'gap' between Programmable and Non-Programmable Random Oracle in the context of multi-party computation. He defined the Non-Programmable Random
Oracle model based on the real/ideal paradigm based framework proposed in the context of UC [4] . Precisely, he showed that the security proof of Non-interactive Non-committing Encryption scheme, which is secure in the (fully) Programmable Random Oracle model, fails in the Non-Programmable model. This result vividly showed the importance of programmability in random oracle model and at the same time posed as a big blow towards the complete practical realization of random oracles.
• In [17] , Unruh proposed a variant of random oracle where oracle-dependent auxiliary input is allowed. In this setting, the adversary gets an auxiliary input that can contain information about the random oracle. In fact he argued with strong result that this variant should be preferred over the variant with oracle-independent auxiliary input. He showed that, one of the most popular encryption scheme viz. RSA-OAEP is IND-CCA2 secure in this variant of random oracle.
• In [11] , Kiltz and Hofheinz introduced the concept of Programmable Hash Function (PHF). Orthogonal to our direction they mainly looked into the standard model. Intuitively, PHF is a superset of Fully-Programmable Random Oracles (the authors pointed out that random oracles can be viewed as PHFs with specific parameters). In this paper, we rather deal with some subset of the Fully-Programmable random oracle by restricting the adaptive programmability of the model. In spite of similarities in the proof techniques, we argue that our model is actually much more specific than theirs. The negative result of TDP-KEM (see Section 7 for details) is not known for generic PHFs.
• Finally, in [8] , the authors showed quite a few results about different schemes in random oracle models without programmability and with weak programmability. They use a different approach from [14] . They classified random oracle models based on the ability to program: the Non-Programmable model (NPROM), the Weakly-Programmable model (WPROM) and the Fully-Programmable model (FPROM), among them the last one is essentially the random oracle most commonly dealt with. Based on their model they (mainly) showed the following results:
1 In the security-proof of blackbox Full Domain Hash Signature scheme, the reduction needs 'full' programmability; which means it is secure only in the FPROM.
2 Shoup's trapdoor permutation based Key-Encapsulation Algorithm (TDP-KEM) needs some form of "weak" programmability of the Random Oracle in its security-proof. This implies that it is secure in the WPROM (and FPROM), but not in NPROM.
• In [1] , Ananth and Bhaskar proposed a model where the reduction can not observe the interaction between the Random Oracle and the adversary. However, the reduction can fully program the oracle. In comparison, we allow the reduction to read the transcript of adversary's queries, but the programming of RO can be done only once in the pr-processing phase (and, of course, non-adaptively).
Our Contribution
In this paper we introduce the framework of non-adaptive programming of a random oracle. We present informal descriptions of the models considered in this paper below. Non-Adaptively-Programmable Random Oracle. In this model, before publishing the public keys (we call preprocessing phase), the reduction can choose some regular function ρ(·) : D → R with appropriate domains and initialize (only once in the entire game) the Random Oracle with ρ. Once the public key is published, the adversary can directly interact with the oracle via a public channel (we call online phase). The oracle works in the following way, when queried with an input x it chooses a random string r $ ← − D and compute ρ(r). It returns ρ(r) as the output. The distribution of r is independent to reduction's random coins and the input ρ. We stress that, the reduction can not modify the queries made by the adversary or the output of the oracle. However, he can query the oracle on input of his own choice. The reduction can also read adversary's queries and corresponding responses. We call this model the Non-Adaptively-Programmable Random Oracle Model.
Weak-Non-Adaptively-Programmable Random Oracle Model. In the second model, the reduction is additionally empowered with a private interface, which gives read-only access to the internal random coins of the oracle. Specifically, the reduction can make an "extract" query to get the sampled random string r corresponding to an hash query x. Rest of the condition is same as in the first model. Intuitively, even in the standard model, the hash function circuit can be thought of to be non-adaptively programmed to depend on the public key or the hard problems. Indeed, one may construct a standard model hash function as ρ(H(.)) where ρ is a scheme-dependent post-processing and H is a standard model hash function. However, in both our models, we consider H as Non-Programmable Random Oracle.
Equivalence with Non-Programmable Random Oracle. We argue that the 'amount of programmability' allowed by our NAPRO model is essentially minimal and substantiate this by showing an equivalence with the NPRO model of Fischlin et al. [8] . Our proof uses the fact that the programming can be done only once in the security game.
Power of Extraction. We show that interesting security reduction exists in the Weak Non-Adaptively Programmable Random Oracle (WNAPRO) Model. Specifically, we prove 1. RSA-Full Domain hash is existentially unforgeable when the underlying hash function is a WNAPRO.
2. The Boneh-Franklin Identity-Based encryption (IBE) scheme based on bilinear group (and Bilinear DiffiHellman assumption) is CCA secure in the WNAPRO model.
Weaker than full programmability Finally, we prove that the WNAPRO model is strictly weaker than the Fully-Programmable model. Specifically we show that the Trapdoor permutation based Key-encapsulation mechanism (TDP-KEM) can not be proven to be CCA secure in the WNAPRO model via blackbox reduction from any security property of a random permutation. Using techniques of Hsiao and Reyzin [12] we prove existence of such a reduction in the WNAPRO model would result in a reduction in the Non-Programmable Random Oracle Model, and thus would contradict the result of Fischlin et al. [8] .
Comparison with Weak Programming of [8]
At a first look, our model (WNAPRO) might look similar to the Weakly-Programmable Random Oracle (WPRO) model of [8] . In that model too, the RO has an evaluation function ρ : D → R for some domain D and range R. While queried with an input x, the RO chooses a random string r ← D and outputs ρ(r).
However, the major difference is in how the oracle is programmed. In WPROM, although the reduction can not program the response to some specific value, he can adaptively choose the random string r, effectively based on his internal state, and program the output as ρ(r) (as the function ρ is public) giving a notion of "random" albeit adaptive programmability. Moreover, it is not hard to see that, to make this model weaker than Fully-Programmable model, ρ has to be one-way.
On the other hand, in our model, we allow the reduction to non-adaptively choose the function ρ but refrain to choose the random string r. In fact, the distribution of r is uniform and independent to reduction's state and transcript. The reduction can only read the sampled random string r for a message x. Hence, our model (WNAPRO) appears to be conceptually orthogonal to WPRO. This intuition is substantiated by the black-box reduction of RSA-FDH (exists in WNAPRO, but does not exist in WPRO), and TDP-KEM (exists in WPRO, does not exist in WNAPRO).
Organization
The rest of the paper is organized as follows: in Section 2, we review the notations and useful definitions. We formalize the proposed models in Section 3 followed by comparison with Non-Programmable Random Oracles in Section 4. We present the security proofs of RSA-FDH in Section 5, and Boneh-Franklin IBE in Section 6. Finally, we prove the blackbox separation of TDP-KEM in Section 7.
Notations and Preliminaries
Throughout this paper we follow the following notations. If S is a set, we denote the size of the set by |S|. If x is chosen uniformly at random from any set S, then it is denoted by x $ ← − S. Unless otherwise mentioned we denote the security parameter by k. A function ε(·) : N → R is called a negligible function if for any polynomial function p(·) and for any positive integer n ∈ N we have ε(n) < Now we provide the notational conventions regarding reduction, security etc. We mostly follow the notations established by [8] . We begin by establishing notation and execution semantics for algorithms and oracles.
Oracle Access to Adversaries. We model all algorithms (e.g. adversaries and reductions) and ideal primitives (e.g. random oracles) as interactive Turing machines (ITM). In particular these machines can be probabilistic and can keep state. Each machine may have several communication tapes, which we usually call interfaces, that connect different machines to each other. We write A (·) to denote an ITM A with an interface that expects oracle (i.e.
black-box) access to some other ITM. A reduction B with oracle access to adversary
to do the following:
• At any time, B can start a copy of the algorithm A (·) on (chosen) randomness and input, where the random coins are those used to compute the first output (or oracle query).
• Once such a copy is started, B obtains each value output by A and must provide both the corresponding answer and the random coins needed for the execution of A to continue to its next output. (This includes queries to the given oracles.)
• At any point in time, B may halt the execution of the current copy of A.
Note that the model is general enough so that B can, for example, "rewind the adversary A to an arbitrary output by running a new copy of A with previously given coins.
We stress that if we write that B is given oracle access to A O for a particular oracle O (or some interface O.int of O) (as opposed to A (·) ), then B does not get to answer A's queries to O. Queries are sent directly to, and answered directly by O itself. We write (for example) A (·,O) when we wish to be explicit that queries to the first oracle are controlled by B, and the second are not. Sometimes we will simply omit some of the oracles which are controlled by B: the understanding is that any oracle which is not explicitly given to A in our notation can be controlled by the reduction.
Finally, we write A O pub to mean the following: when A queries x to O, x is forwarded to B, which can then perform some computations, call other oracles, and only after this triggers delivery of O(x) to A. The answer is however given by O directly (but visible to B) and there is no way for B to influence it directly 1 . This construct will be useful in a number of contexts.
Security Properties. It is convenient to consider generic security properties Π for cryptographic primitives defined in terms of games involving a candidate f (called a Π-candidate) and an adversary A (called a Π-adversary). In particular, with each triple f , A and Π we associate an advantage Adv Π f (A) and f is said to be Π-secure if Adv Π f (A) is negligible function in the security parameter k which is denoted by negl(1 k ) for all PPT adversaries A. It is convenient to assume that the advantage satisfies the following linearity condition: if an oracle O behaves as O 1 with probability p and as O 2 with probability 1 − p, then Adv
) for every (oracle) primitive f and all adversaries A. Despite there being a few advantage notions that do not satisfy this property (e.g. distinguishing advantage with absolute values), an equivalent notion satisfying this property can typically be given (e.g. dispense with the absolute values).
Reduction Loss Let Π and Π be security properties. Let a primitive f be a Π-candidate. Let S[f ] be a Π -candidate cryptographic scheme relying on f . Let A be an Π -adversary with advantage Adv
We define reduction loss of B as
.
Reductions in different Random Oracle models.
In general black-box reductions refer to fully black-box reductions as defined by Reingold et al. [16] . Here, we briefly review the reductions in different RO model established in [8] .
Fully-Programmable Reductions. This is the standard setting where a reduction can fully program the RO without any restriction. This is the most common model of RO used in the security proofs in the literature. One can view these Random Oracles as having an interface called program. Whenever the adversary makes a query, the reduction can adaptively "program" the output using this interface. Non-Programmable Reductions. In this type of reductions the reduction is not allowed to program the RO at all. The queries are answered (with perfectly random response as opposed to the case in the standard model) by the oracle directly independent of the reduction. While the reduction can learn the transcript of the all the queries (invoking a read transcript interface), it can not influence the response distribution.
Weakly-Programmable Reductions. This model lies somewhere between the above two. In this, the random oracle is associated with a regular function 2 ρ : D ρ → R. In general, for each query x to the RO, the oracle chooses an r $ ← − D and returns ρ(r). However, the reduction is allowed some limited programming power as it can manipulate this output by using the programmability interface using a suitable random coin r ∈ D of his own choice and forcing the oracle to output ρ(r ). It is easy to observe that, to make this oracle strictly weaker than Fully-Programmable RO, ρ needs to be one-way. For more detail, one may look into [8] .
Some standard definitions.
In this section we recall the standard definitions of basic tools.
Trapdoor Permutations (TDPs) Definition 2.1. A trapdoor permutation family is a triplet of PPTM (G, F, F −1 ). G is probabilistic and on input 1 n outputs a key-pair (pk, td)
) implements a permutation f pk over {0, 1} k and F −1 (td, .) implements the corresponding inverse f −1 pk .
1 But the answer may be influenced through queries to related oracles. 2 By regular function we mean that, for all y ∈ Range we have
inversion problem of TDP family The most standard security property of TDP is one-wayness which says that it is hard to invert a random element without knowing the trapdoor even given the public key. Formally, for any PPTM A Pr[(pk, td)
NAPROM and WNAPROM
In this section we formalize our approach to program the random oracles non-adaptively. We define two variants of the Random Oracle Model where the oracle output can be programmed non-adaptively. We use the notations established in Sec. 2 (which in turn follows [8] .). Non-adaptive Programming of a Random Oracle. Let ρ : D ρ → R be a regular function. Let R : D → R be a random oracle with the following interfaces R.init(ρ)
• Initialize the list L := ∅.
• Set L.ρ = ρ, L.init = 1.
R.eval(x)
• If ∃(x, r) ∈ L for some r return L.ρ(r). Otherwise go to the next step.
• Choose a random coin r
• Otherwise return ⊥ R is defined by the list L and two initialization variables, L.init and L.ρ. The variable L.ρ ensures the programming of R and L.init ensures that the programming can be done only once. From the implementation point of view, the variables L.init and L.ρ are stored in a Programmable Read Only Memory, whereas the list L is stored in the memory.
NAPROM and WNAPROM. Let S = S R [f ] be a cryptographic scheme relying on a primitive f and a random oracle R : D → R. Let Π and Π be security properties which are satisfied by S and f , respectively. We may use Π-S and Π -f to concretely denote the respective security properties. Now we define reductions in two models involving a non-adaptive programming of random oracles. We present a less parameter-heavy definition than [8] making it less general. We assume that the reduction and the adversary are PPT machine who asks polynomially many queries to any given oracle interface thus getting rid of the number of queries in the parameters. Moreover, we keep the definitions asymptotic instead of using concrete parameters.
Our first model is called NAPRO model where the reduction has access only to R.init (to support non-adaptive programming) and R.eval. Definition 3.1 (Reduction in NAPRO model). A (Π → Π )-reduction in NAPRO model for a cryptographic scheme S is a PPT machine B (·,·) with the property that for all Π candidates f and for any PPT adversary A attacking the property Π of
is a non-negligible function of the security parameter k for a random oracle R :
eval, and B (.,.) invokes R.init with a regular function ρ.
Now, we present the definition of a security reduction in the WNAPRO model, which lies somewhat between the NAPRO model and the FPRO model. In that, we give the reduction some more power compared to NAPROM. 
is a non-negligible function of the security parameter k for a random oracle
, O 2 ≡ R.eval, and B (.,.) invokes R.init with a regular function ρ.
It is important to note that, in the security game in WNAPRO model, the reduction gets access to all three interfaces of the RO whereas the adversary can only access the interface R.eval. In both the cases, R.init can be queried only in the initial phase and can not be "re-programmed". Importantly, even if the reduction rewinds the oracle and supplies a set of new random coins, he can not re-program the oracle with a different ρ . Although this makes the model seemingly very restrictive, we prove existence of interesting security reductions in this model.
More precisely, in WNAPRO model, only the reduction gets the sampled randomness r, which was input to the pre-defined function ρ(·) corresponding to some past hash-query x. Importantly, the adversary is not allowed to access this interface. We remark that this can be implemented by making R.extract requiring a trapdoor. It remains an interesting open problem if this constraint can be removed and the adversary also gets access to the extract interface of R.
Figure 2: Relations between reductions in different RO models. Relations shown by dotted arrows were shown in [8] .
Equivalence of security in NAPROM and NPROM
In this section we prove that security in NAPRO model is equivalent to security in NPRO model proposed in [8] .
In particular we prove that for any security properties Π and Π, if there is a (Π → Π ) reduction in NAPRO model, then we can construct a (Π → Π ) reduction who wins the same security game in NPRO model with essentially the same asymptotic probability and vice versa. This result might appear little counter-intuitive because in NAPROM, the reduction seems to have some power to program the random oracle by calling R.init(ρ) with some regular ρ of his own choice, non-adaptively though and despite that the reduction does not get any significant advantage over NPRO model where, in contrast, any form of programmability is prohibited! Essentially this shows that even if the adversary gets to do some particular non-adaptive programming in the pre-processing phase, that turns out to be useless.
3
First we re-define security reduction in NPRO model following our convention i.e. along the line of Def. 3.1, Def. 3.2. Before that let us define, for any Random Oracle R a new interface called R.eval as follows:
• If ∃(x, t) ∈ L for some t return t. Otherwise go to the next step.
• Choose a random output t
Note that, R.eval essentially implements the Non-Programmable Random Oracle. 3 It might be, however, possible that some other form of non-adaptive programming might make the RO strictly stronger than the NPRO. It is an interesting direction to find out such model. Proof. The first statement is intuitive and obvious. In the NAPRO model the reduction clearly has more power, in particular it can "embed" a regular function ρ into the RO which then computes the response to any query using that function. Observe that if L.ρ is the identity function, the non-adaptively programming of a random oracle is essentially no programming at all. Given a reduction B N P RO in the NPRO model, we can construct a reduction B N AP RO in the NAPRO model, where B N AP RO initializes the random oracle with the identity function, and invokes B N AP RO . The advantage of B N AP RO is equal to the advantage of B N P RO .
To prove the second part we are given that there is a PPT reduction B N AP RO in NAPRO model which implies that for a random oracle R : D → R and for any PPT Π-adversary A, when Adv
) is also non-negligible. Now we have to show the existence of a reduction
) becomes non-negligible. We construct the reduction B N P RO as follows: B N P RO runs the reduction B N AP RO and let it interact with A thus simulating the NAPRO environment. In order to do that B N P RO must simulate the interfaces B N AP RO has access to, namely R.init and R.eval only having access to R.eval . It "simulates" the interfaces as follows:
1. R.init(ρ): B N P RO just receives the description of a regular function ρ, if it fails output ⊥, otherwise do nothing.
R.eval(x):
B N P RO takes the input x from B N AP RO and then just forwards it to R.eval . It outputs whatever response it gets back from R.eval . 
RSA-Full Domain Hash Signature in WNAPRO model
In this section we prove that, the RSA Full-domain-hash signature scheme (RSA FDH in short), introduced in [2] , is secure against no-message attack as well as chosen message attack in the WNAPRO model. In particular there is a black-box reduction to the hardness of RSA-problem in the WNAPRO model. First, we recall the standard definitions of a signature scheme and its security.
Signature Schemes
A signature scheme (Gen, Sign, Verify) is defined as follows:
-The key generation algorithm Gen is a probabilistic algorithm which given 1 k , outputs a pair of matching public and private keys, (pk, td).
-The signing algorithm Sign takes the message M to be signed, the public key pk and the private key td, and returns a signature σ = Sign td (M ). The signing algorithm may be probabilistic.
-The verification algorithm Verify takes a message M , a candidate signature σ and pk. It returns a bit Verify pk (M, σ ), equal to 1 if the signature is accepted, and 0 otherwise. We require that if σ ← Sign td (M ), then Verify pk (M, σ) = 1.
Security of a Signature Scheme
A signature scheme is called unforgeable against no-message attack (UF-NMA) if the forger (i.e. the adversary), only getting the public key (without getting any other message signature pair), is unable to produce a valid signature of a message of her own choice. On the other hand, if the forger is unable to forge even when it can adaptively obtain signatures of messages of her choice then we call the scheme existentially unforgeable under an adaptive chosen message attack. In that case, a valid forgery is a message/signature pair (M, x) such that Verify pk (M, x) = 1, and the signature of M was never requested by the forger. In Figure 3 , we describe the a UF-NMA game in a random oracle model, i.e. when the hash function H involved is assumed to be a random oracle. 
RSA inversion problem
We recall the RSA-inversion game for any PPT adversary A in Fig. 4 . 
RSA-Full Domain Hash.
We recall the RSA-FDH scheme of [2] .
Construction 5.1 (The RSA-Full Domain Hash Signature Scheme). Let Gen be the algorithm which, on input the security parameter 1 k , outputs a RSA-triple (N, e, d). The RSA-Full Domain Hash (RSA-FDH in short) signature scheme is defined as a triple of algorithms (Gen-FDH, Sign-FDH, Verify-FDH). The algorithms Sign-FDH and Verify-FDH has access to a hash-oracle H : {0, 1} * → Z * . The algorithms are described as follows:
Compute (N, e, d) ← Gen(1 k ); Set pk := (N, e); Set sk := (N, d) ; Return key-pair (pk, sk).
Sign-FDH
H (sk, m) Set y := H(m); Set σ := y d mod N ; Return σ.
Verify-FDH
H (pk, m, σ) Set y ← σ e mod N ; Set y ← H(m); If y = y then return 1 Else return 0
In Fig. 3 , the advantage of a PPT adversary A is given by:
where H is assumed to be a random oracle such that H : {0, 1} * → Z * . Now we are ready to state and prove the existence of a PPT reduction when H is a WNAPRO We will show that ε = ε which essentially proves the theorem.
Recall that, in WNAPRO model, the reduction has the power to initialize the Random Oracle with a function ρ(·), only subject to the condition that, ρ must be regular, and this initialization can be done only once in the game. However, the reduction may make an extract query to get the random strings, used as input to ρ. Recall that, in UF-NMA game, the adversary has to forge a signature without making any sign query. The objective of the reduction is to invert a RSA-challenge point y using the adversary.
Setup. Consider the RSA-inversion game Game inv RSA,B (c.f. Figure 4) where B receives the public parameter of the RSA problem (N, e) and the challenge y.
Programming NAPRO She describes the regular function ρ(·) as follows:
B queries H.init(ρ) to initialize the RO H. Note that, ρ, as define above is regular. B runs A with input (N, e) as the public key of the signature scheme. Forgery. Suppose A outputs a forgery (M, σ). Without loss of generality, we assume A has queried H.eval with M . Otherwise, B on receiving the forgery can query H.eval(M ). Now, using the idea of [6] ,
where H.eval(M ) = ρ(r). The reduction queries H.extract(M ) to recover the r and output σ r mod N . Clearly, B succeeds to invert y, whenever A outputs a valid forgery. Hence ε = ε.
Security against Chosen Message Attack. One can similarly prove the security of RSA-FDH against chosen message attacks (UF-CMA) in the WNAPRO model. Let A be the adversary who asks q s signing query for any polynomial q s (k). In Fig. 5 the security game is shown. 
Formally we prove the following theorem. We will show that ε ≥ ε e(1+qs) (where e is the base of natural logarithms and q s = O(poly(k)) be the number of signing query) which essentially proves the theorem.
In case of UF-CMA security, the reduction also need to answer sign queries. We can apply the method of [6] , with carefully defining ρ.
Setup. B receives the public parameter of the RSA problem (N, e) and the inversion-challenge y. Let = log(q s + 1). Define D 
The Boneh-Franklin IBE Scheme is secure in WNAPROM
In [3] , Boneh and Franklin proposed a fully functional identity-based encryption scheme and showed the scheme has chosen ciphertext security in the random oracle model assuming a variant of the computational Diffie-Hellman problem. In this section we show that, the security of the Boneh-Franklin IBE scheme remains intact in WNAPRO model. In [3] , authors introduced new notions of security like IND-ID-CCA and IND-ID-CPA security which are applicable to IBE-schemes only. They defined a basic IBE-scheme called BasicIdent and proved that, this scheme is IND-ID-CPA secure in the random oracle model. Applying the Fujisaki-Okamoto transformation (detail in [9] ) to BasicIdent, one gets FullIdent which was proved to be IND-ID-CPA secure in the random oracle model. The scheme BasicIdent needs two hash-oracles H 1 and H 2 and FullIdent needs another two hash-oracles, namely H 3 and H 4 . We observe that, all the other random oracles except H 1 do not need any programmability at all. Hence, to prove the security, it is sufficient to prove the IND-ID-CPA security of BasicIdent when the oracle H 1 is a WNAPRO.
First we recall the standard definition of an IBE scheme and IND-ID-CPA security.
Identity-Based Encryption
An IBE-scheme E is specified by four algorithms: Setup, Extract, Enc, Dec. Briefly describing, Setup generates the system parameters (par) and the master-key (K M ); Extract takes those as input along with a given public-key ID ∈ {0, 1} * returning the corresponding private key d. Enc and Dec behaves like standard public-key scheme. The correctness requirement is:
Security of Identity-Based Encryption
Since we are only dealing with the proof of BasicIdent, we briefly describe the security notion IND-ID-CPA which is similar to the standard CP A security notion with only exception that, the adversary can query the challenger with some chosen public identity ID and get the corresponding private key d from the challenger. The security game is depicted in Figure 6 . . So, we consider the IBE scheme E is secure if this advantage is negligible in terms of the security parameter.
Bilinear Diffie-Hellman Assumption
The proof provided in [3] , is based on the hardness assumption of Bilinear Diffie-Hellman (BDH) problem. We briefly describe the assumption here skipping most of the details. Let G 1 be an additive group and G 2 be a multiplicative group, both of order q (a large prime.),ê : G 1 × G 1 → G 2 be an admissible bilinear map, and P be a generator of group G 1 . Let G be the BDH generator which is a randomized algorithm and generates the descriptions of G 1 , G 2 ,ê. The BDH problem in G 1 , G 2 ,ê is as follows: Given (P, aP, bP, cP ) for some a, b, c ∈ Z * q , computeê(P, P )
abc . The BDH-security game is described in Figure 7 . The advantage of A in the BDH-security game is defined as:
The scheme BasicIdent
Now we describe the scheme BasicIdent.
Receive W ← A(q, G1, G2,ê, P, aP, bP, cP ); If W =ê(P, P ) abc , return 1; Else return 0; Figure 7 : The BDH security game Construction 6.1 (The IBE Scheme BasicIdent). The IBE scheme BasicIdent is defined as a 4-tuple of algorithms Setup, Extract, Enc, Dec . Let k be the security parameter and G is the BDH-generator generating the BDHparameters. The algorithms have access to two hash functions H 1 : {0, 1} * → G * 1 and H 2 : G 2 → {0, 1} n for some fixed n. The message space is {0, 1}
n . The algorithms are described as follows:
The advantage of adversary A against the above IBE in the security game shown in Fig. 6 is given by:
Security of BasicIdent in WNAPROM
In this section we show that BasicIdent remains secure when the hash functions are modeled as WNAPRO.
Theorem 6.2. There exists a PPT (id-cpa-BASICID → solve-BDH)-reduction in the WNAPRO model with reduction loss of O(q E · q H2 ) where q E is the number of key extraction queries and q H is the number of Random Oracle queries made by the adversary in the id-cpa-BASICID game.
Proof. The proof mostly follows [3] with necessary adaptation for weak non adaptive programming. We include the full proof for completeness. Let A be an IND-ID-CPA adversary to BasicIdent with advantage, Adv
A H1,H2 = ε for two random oracles H 1 , H 2 . Suppose A makes at most q E key extraction queries and q H2 eval queries to H 2 , (both quantities are polynomially bounded in terms of the security parameter). Let B be a PPT adversary solving BDH problem such that the advantage of B is given by,
We will show that
(where e is the base of natural logarithms) which essentially proves the theorem.
The first step is to construct a public key scheme called BasicPub and show that IND-ID-CPA attack on BasicIdent can be converted into a IND-CPA attack on BasicPub. Then we, following [3] , prove that, an attacker to IND-CPA security of BasicPub reduces to an adversary winning BDH security game. The Public-key Encryption Scheme BasicPub. BasicPub is defined as a triple of algorithms Gen, Enc, Dec . Let k be the security parameter and G is the BDHgenerator generating the BDH-parameters. The algorithms have access to hash function H 2 : G 2 → {0, 1} n for some n. The algorithms are described as follows:
Public-Key Encryption Scheme BasicPub. Proof. The proof idea is similar to that of FDH, albeit in the pairing setting. Let C cpa be the challenger of IND-CPA game of BasicPub. The game starts with the random generation of the public parameter pk and the private parameter sk by running Gen(1 k ) by C cpa . More elaborately, it generates pk = (q, G 1 , G 2 ,ê, P, n, P pub , Q ID ) in addition to a WNAPRO H 2 , and sets sk = d ID = sQ ID . Then C cpa gives the pk to A . A will eventually return two messages (M 0 , M 1 ) to C cpa , followed by C cpa choosing a random bit b and giving back the ciphertext C b = Enc(pk, M b ). At the last stage A returns its guess b and will win if, b = b . The algorithm A has oracle access to A.
Setup of simulated BasicIdent. When, A receives the pk from C cpa , it gives the system parameter par = (q, G 1 , G 2 ,ê, P, n, P pub ) to A in addition to the WNAPRO H 1 and H 2 . Except H 1 , all the other parameters are taken from pk. And, H 1 is a WNAPRO controlled by A .
Initialize H 1 . Now, the main trick is how the algorithm A would define H 1 to make the proof working. Let = log(q E + 1). Define
Phase 1 Now, at any time A will call H 1 .eval(ID i ) with some id ID i ∈ {0, 1} * and gets the response Challenge. Eventually, at some point of time when A decides that the above phase is over, it outputs a pair of messages M 0 , M 1 ∈ M along with an identity ID ch . Then A responds as follows: It forwards the messages M 0 , M 1 to the cpa-challenger C cpa . The challenger C cpa responds with the BasicPub ciphertext C = (U, V ) where C is the ciphertext of M β for random bit β. Next, A calls H 1 .eval(ID ch ) to get the response Q ch , and it calls H 1 .extract(ID ch ) to get the tuple (ID ch , r ch z ch , Q ch ). If z ch = 0 , A aborts. Otherwise, we get Q ch = r ch Q ID .
Following [3] , when C = (U, V ), we have U ∈ G *
ch is the inverse of r ch mod q). A responds to A with the challenge ciphertext C . It is easy to observe that C is the proper BasicIdent ciphertext of the message M β under the public identity ID ch as required. Because, Q ch = H 1 .eval(ID ch ) and the corresponding private-key is d ch = sQ ch . And also,
Phase 2. The algorithm A responds more queries from A like before. Guess. Eventually, A comes up with a guess β which A forwards to the challenger C cpa . As argued before A can not distinguish output of H 1 for z = 0 and z = 0 . Hence output distribution of A is independent to the distribution of z. Following [3] , if the adversary A can win the game 10 with probability ε, the adversary A wins with probability δ = ε e1+q E where q E is the total number of private-key extraction queries asked by A to A .
IND-CPA security of BasicPub
To prove theorem 6.2, we need to show that an IND-CPA adversary to BasicPub reduces to a BDH adversary to G in the WNAPRO model.
n be a WNAPRO. Let A be an IND-CPA adversary with advantage δ against BasicPub. Suppose A makes q H2 queries to H 2 . There exists an adversary B which wins the BDH game on (G 1 , G 2 ) with advantage ε = 2δ q H 2 . Proof Sketch. Here the algorithm B would use the IND-CPA adversary A to solve the BDH problem. B is playing the BDH-game 7 with some BDH challenger C BDH and also simulating the challenger in the IND-CPA-game 10 with A . The random oracle controlled by the reduction (here B) is H 2 . We observe that in the proof in [3] , only required property from H 2 is the uniform output distribution and would work even in the Non-Programmable setting. As shown before, we can construct NPRO from WNAPRO by setting the evaluation function ρ as identity function and never using the extract interface.
B will set the ρ : {0, 1} n → {0, 1} n as the identity function by calling H 2 .init. So, when the adversary A will query the random oracle H 2 with H 2 .eval(x), it will get an random string from the domain {0, 1}
n . The rest of the proof is exactly same as in [3] and rather straightforward. So, we skip the details.
Using Lemma 6.3 and Lemma 6.4, we get Theorem 6.2.
No Blackbox Reduction to TDP-Key Encapsulation Mechanism in WNAPROM
In this section we prove that, there is no blackbox reduction from the one-wayness of a trapdoor permutations to trapdoor permutation-based key-encapsulation mechanism (TDP-KEM) in WNAPRO model. This result proves that (i) the WNAPRO model is strictly weaker than the Fully-Programmable RO model and (ii) WNAPRO model is orthogonal to the WPRO model of [8] as TDP-KEM is proven to be secure in that. We start with revisiting the standard construction of TDP-KEM.
Key Encapsulation Mechanism
A key-encapsulation mechanism KEM is a triple of algorithms denoted KEM = (Gen, Encap, Decap) that operate as follows. The probabilistic key-generation algorithm Gen takes a security parameter k as input and returns a key-pair (pk, sk); we write (pk, sk) ← Gen(1 k ). The key-encapsulation algorithm Encap is a probabilistic algorithm that takes pk as input and returns a key-ciphertext pair (K, C) where K ∈ K for some non-empty set K. The keydecapsulation algorithm Decap is a deterministic algorithms which takes a pair (sk, C) as input and deterministically outputs a key K ∈ K or the distinguished symbol ⊥ to denote invalidity of (sk, C). For correctness, we require that:
Now consider the KEM scheme based on an ideal trapdoor permutation. Let TDP = (G, F, F −1 ) be a family of trapdoor permutations and H : D → K be a hash function. The key generation algorithm is defined by Gen = G, on input 1 k , which returns a pair (pk, td). The encapsulation algorithm Encap on input pk samples x $ ← − D, sets K := H(x) and computes C ← F(pk, x), and returns (K, C). The decapsulation algorithm Decap on input (td, C) computes x ← F −1 (td, C), sets K ← H(x) and returns K.
Security of TDP-KEM
The standard security notion for TDP-KEM is the security against chosen ciphertext attacks. In the random oracle model, the security game against the adversary is described in Figure 8 . 
Inversion problem of a trapdoor permutation
Let T DP = (G, F, F −1 ) be a family of trapdoor permutations over {0, 1} k . We recall the inversion problem of T DP for any PPT adversary A in Fig. 9 .
The advantage of the adversary A is given by: Let H be the hash function (modeled as a Random Oracle) and f pk be the trapdoor permutation. The reduction, as usual, is playing as an adversary in the standard TDP-inversion game, and acting as a challenger in the CCAsecurity of TDP-KEM game. The natural technique is to set the challenge received in the ideal-tdp game as the challenge in the TDP-KEM game. The interesting part is how the reduction answers the decapsulation queries.
In the Fully-Programmable RO model, the decapsulation queries are answered randomly. When the corresponding hash queries (f
pk of some previous decapsulation query) are made to random oracle, the reduction sets the output of RO to the response of corresponding decapsulation queries. It is easy to check that this simulation is consistent and indeed TDP-KEM can be proven CCA secure in the random oracle model.
In the Weakly-Programmable Random Oracle model of [8] , essentially the same idea with some interesting modifications is sufficient. Recall that, when H is a WPRO, the reduction can not set the output explicitly. But it can be adaptively programmed to be ρ(r) of an r, chosen by the reduction. When the reduction gets a decapsulation query C from the adversary, it can just choose a random coin r and reply with K = ρ(r) as a response. The random oracle response for query x = f −1 pk (C) (can be easily checked by f pk (x) ? =C) is programmed using the corresponding r.
Although, our WNAPRO model looks somewhat similar (the oracle responds with ρ(r) for a regular function ρ), the important difference is that, the reduction can not choose the random string r in the run-time to be used for any hash query response. Intuitively, while WPRO model supports adaptive "input" programming (r for the response ρ(r) can be programmed), WNAPRO model supports only non-adaptive "functional" (ρ for the response ρ(r) can be programmed only at the start of the game) programming. Precisely the reduction is unable to "re-program" the correspondence between x and r after pre-processing. We show that the feature of such "adaptive programming" is essential for blackbox security proof of TDP-KEM. Looking ahead, we prove that if there is a reduction from the one-wayness of a family of trapdoor permutations in the WNAPRO model, then there is a reduction from one-wayness of a family of trapdoor permutations in the NPRO model, thus contradicting Theorem 3 of [8] . For simplicity we will assume ρ to be a permutation. However, we emphasize that our technique can be extended to the setting when ρ is not a permutation.
Formally we prove the following theorem Proof. We are given a PPT machine B which is a (cca-KEM → tdp-inv-TDP) reduction in WNAPRO model. In particular, for any PPT adversary A playing in the cca-security game of the TDP-KEM scheme KEM and any random oracle H (with appropriate domain) if Adv • the role of challenger in the cca-kem game with the adversary A H.eval .
• the role of adversary in the tdp inversion game.
Recall that, the adversary A H.eval will make decapsulation queries. Our strategy is to use B to answer those decapsulation queries. When B will output a challenge ciphertext, we shall run A to get the guess, and submit the answer to B to successfully invert the tdp.
Recall that B is a reduction in the WNAPRO model. B , in order to use B, needs to simulate the H.init, H.eval, and H.extract interfaces.
We will construct such B as follows:
B :
• Setup B (f,H.eval ) receives the public key pk and the challenge y. It simulates B on (pk, y). When B outputs the public key of the KEM to run the adversary, B invokes A on the same public key. B handles the in the following fashion.
• Handling H.init query. In the pre-processing phase on query H.init(ρ) by B, store the description of ρ. Also initialize an internal list L := ∅.
• Answering query from B ((H.init,H.eval,H.extract),A H.eval ) :
1. On receiving decapsulation query (DECAP, C) forwards C to B. Let K be the response from B. Check whether ∃(x, r, t) ∈ L such that K = t. If yes then return r to A as the corresponding response. If no such tuple exists, then return some random r $ ← − K.
First notice that the simulated view of B described above is indistinguishable in poly-time from the actual view of the reduction B in WNAPRO model. This is straightforward from the description of B .
We also claim that the view of A here is statistically indistinguishable from the view of A in WNAPRO model. Essentially the view of A consists of the answers to the DECAP queries and the answers to the RO-evaluation queries. Let Guess be the event which takes place when there is no such triple exists in Step 1 and B returns some random response to the decapsulation query. We argue that, until Guess does not take place, the view of A is consistent: A while querying B with some ciphertext C expects some K in return such that K = H(x) and C = F(pk, x). In the above simulation, since A has access to H.eval , it gets some uniform random K $ ← − K from B . On the other hand, in the WNAPRO model A expects some K such that K = ρ(r) for some random r $ ← K and some regular function ρ. But, since ρ is a permutation, the output distribution of ρ is also uniform over K and thus ρ(r) is a uniform random value on K. Moreover, since A has no access to H.extract interface, it can not check (even with the knowledge of ρ) whether it is given the correctly computed ρ(r) or some other random value even as long as the output is uniform random. Hence the view of A in both settings are identically distributed. From above argument we can conclude that when Guess does not happen the advantage of B is at least equal to the advantage of B.
However, if Guess takes place in that step then the advantage of B can not depend on the advantage of B. Nonetheless, it is easy to see that in that case B can win only with negligible probability. If Guess takes place, it is clear that B did not ask any query H.eval(x) until then. This implies that B must have guessed the correct value of H.eval(x) in order to respond to the decapsulation query forwarded by B . Since R is a RO, this happens only with probability ≤ 
Conclusion
We introduced a new framework of programming random oracles non-adaptively. We presented two models to prove security reductions. We show that the first model is equivalent to the model without any power to program the oracle. Tweaking this model, we get another model where we can prove security of several important schemes like RSA Full Domain Hash Signature and Boneh-Franklin Identity Based Encryption scheme. A natural open question is to find more existing schemes which can be proven secure in the Weak-Non-Adaptively Programmable model. Another interesting research direction is to find weaker yet interesting models, like letting adversary access the extract interface. 
Public Key Encryption
A public key encryption (PKE) scheme is a triple of algorithms Gen, Enc, Dec . Gen is a randomized algorithm which takes the security parameter 1 k as input to generate public key pair (pk, sk). Enc is also a randomized algorithm which takes a message M ∈ M and the public key pk to produce the ciphertext C. And the deterministic algorithm Dec takes the ciphertext C and the secret-key sk as input to gives back the message M . The standard IND-CPA security game is described in the standard way in figure 10 .
