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q-CHAOS
MARIUS JUNGE AND HUN HEE LEE
Abstract. We consider the Lp norm estimates for homogeneous polynomials
of q-gaussian variables (−1 ≤ q ≤ 1). When −1 < q < 1 the Lp estimates
for 1 ≤ p ≤ 2 are essentially the same as the free case (q = 0), whilst the Lp
estimates for 2 ≤ p ≤ ∞ show a strong q-dependence. Moreover, the extremal
cases q = ±1 produce decisively different formulae.
1. Introduction
In classical probability theory and in analysis the Wiener chaos is well understood
and fundamental. The orthgonal polynomials for the gaussian measure in Rn are
given by the Hermite polynomials. In this paper we are interested in norm estimates
for homogeneous polynomials in q-gaussian variables. The family of q-gaussian
variables, introduced by Bozejko and Speicher ([3]), is a natural noncommutative
generalization of classical gaussian random variables. Here q ranges between [−1, 1].
The case q = 1 corresponds to the classical situation, q = −1 reflects the fermionic
case, and q = 0 comes from Voiculescu’s free probability theory. Our work is
motivated by the beautiful results by Haagerup/Pisier ([7]) on the operator space
structure of the space of homogeneous polynomials in the free group. Similar result
have been obtained by Ricard/Xu ([21]) for free products. We want to show that
norm estimates for polynomials of degree 2 and higher can detect the value q.
The space of polynomials of degree one is just the linear span of the (q-) gaussian
variables and are, by now, very well understood through Khintchine type inequal-
ities. The starting point of these result is Lust-Piquard’s Khintchine inequality
([13]), later extended by Lust-Piquard/Pisier to the range 1 ≤ p ≤ 2 ([14]). In
the free case, Buchholz ([1]) provided very precise estimates. For general informa-
tion on free chaos we refer to the work of [10], which stems from earlier work of
Pisier/Parcet ([17]). For p = ∞, very nice estimates for polynomials can be found
in [21], the Lp versions can be found in [10].
Analyzing the known norm estimates for the span of the generators of q-gaussian
random variables, it turns out that the dependence on q disappears. Indeed, any
suitable notion of gaussian random variables leads to similar expression for a fixed
value of p. In this paper we provide formulas for homogeneous polynomials of higher
degree and show that already for polynomials of degree 2 the results do depend on
q, however the dependence is quite subtle.
Theorem 1.1. Let −1 < q < 1 and (gq,i)mi=1 (resp. (gi)mi=1) be q-gaussian (resp.
free-gaussian) random variables defined with respect to some reference state φq (resp.
φ) with density Dq (resp. D). Let (xij)
m
i,j=1 be Lp(M) valued coefficients for a von
Neumann algebra M and 1 ≤ p ≤ 2. Then∥∥∥∥∥∥
∑
i6=j
xij ⊗D
1
2p
q gq,igq,jD
1
2p
q
∥∥∥∥∥∥
p
∼cq
∥∥∥∥∥∥
∑
i6=j
xij ⊗D 12p gigjD 12p
∥∥∥∥∥∥
p
.
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The good news is that the right hand side can be calculated (up to some univer-
sal constant) by a formula involving the best decomposition with respect to three
norms (a generalization of the basic K- functional spaces in interpolation). Such
decomposition norms should be considered classical in the theory as in so far they
appear already in Lust-Piquard/Pisier’s operator valued Khintchine inequality for
the range 1 ≤ p ≤ 2. We refer to section 3 for a precise formulation. It seems that
Theorem 1.1 has no dependence in q (except the constant). However, there are
singularities for q = 1 and q = −1. In the specials cases we have to use a decoupling
technique. Indeed, it is well-known from Banach space theory (see e.g. the book of
Ledoux and Talagrand ([15])) that
E
∥∥∥∥∥∥
∑
i6=j
xij ⊗ εiεj
∥∥∥∥∥∥
X
∼c E
∥∥∥∥∥∥
∑
i6=j
xij ⊗ εiε′j
∥∥∥∥∥∥
X
holds for Banach space valued coefficients xij ∈ X . Here εi, ε′j are independent
coordinate functions defined on {−1, 1}n × {−1, 1}n and E is the corresponding
expectation. Based on new decoupling techniques we prove the following.
Theorem 1.2. Let q = ±1 and (gq,i)mi=1 be q-gaussian random variables defined
with respect to some reference state φq with density Dq, and let (gi)
m
i=1 and D be
as in Theorem 1.1. Let 1 ≤ p < ∞ and (xij)mi,j=1 be Lp(M) valued coefficients for
a von Neumann algebra M.
i) Let q = −1 and xij = −xji. Then∥∥∥∥∥∥
∑
i,j
xij ⊗D
1
2p
−1g−1,ig−1,jD
1
2p
−1
∥∥∥∥∥∥
p
∼
∥∥∥∥∥∥
∑
i,j
xij ⊗D 12p giD 12p ⊗D 12p gjD 12p
∥∥∥∥∥∥
p
.
ii) Let q = 1 and xij = xji. Then∥∥∥∥∥∥
∑
i,j
xij ⊗D
1
2p
1 g1,ig1,jD
1
2p
1
∥∥∥∥∥∥
p
∼
∥∥∥∥∥∥
∑
i,j
xij ⊗D 12p giD 12p ⊗D 12p gjD 12p
∥∥∥∥∥∥
p
.
Here again the right hand side can be calculated using martingale inequalities
for the linear terms. This leads to a four term maximum for p ≥ 2 and a four
term decomposition for 1 ≤ p ≤ 2. The formulae are decisively different from the
three term expression in Theorem 1.1. Let us refer to section 4 for the concrete
expressions. Moreover, in section 3 we also extend this result to polynomials of
arbitrary degree. The notion becomes rather involved and the estimates depend
on the degree of the polynomial. In spirit our method is closely related to similar
estimates for polynomials on the free group by Haagerup and Piser. However, in our
approach the decoupling is derived from Speicher’s central limit procedure combined
with the ultraproduct technique from [9].
Finally, let us come back to the q-dependence for polynomials of degree 2. For
p ≥ 2 we can use duality arguments starting from Theorem 1.1. These estimates
are based on the previous work of Nou ([16]). Indeed, a classical tool for study-
ing q-gaussian variables is the Wick order. This order essentially implements the
identification between the GNS-Hilbert space given by the vacuum state and the
Fock space realization. In our situation the usual product gq,igq,j (i 6= j) coincides
with the Wick product, however understanding gq,igq,j as a Wick product plays an
essential role when p ≥ 2.
Theorem 1.3. Let −1 < q < 1, (xij)mi,j=1 be Lp(M) valued coefficients for a von
Neumann algebra M and 2 ≤ p ≤ ∞. Let (gq,i)mi=1, Dq, (gi)mi=1 and D be as in
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Theorem 1.1. Then∥∥∥∥∥∥
∑
i6=j
xij ⊗D
1
2p
q gq,igq,jD
1
2p
q
∥∥∥∥∥∥
p
∼cq
∥∥∥∥∥∥
∑
i6=j
(xij + qxji)⊗D 12p gigjD 12p
∥∥∥∥∥∥
p
.
Moreover, the span of polynomials of degree 2 is completely complemented in the
corresponding Lp space with a constant depending on q.
The q-dependent term xij + qxji above comes from the symmetrization operator
P2 on H2 for a Hilbert space H defined by
P2(f1 ⊗ f2) = f1 ⊗ f2 + qf2 ⊗ f1
for any f1, f2 ∈ H. See section 2.1 for the details. Again the result also holds for
polynomials of higher degree, but we refer to the text for the explicit formulation.
The paper is organized as follows. In section 2 we present some preliminaries
we need in sequel. That includes the Fock space realization of the (generalized) q-
gaussian random variables for −1 ≤ q ≤ 1, Wick product and some modular theory
for the case −1 < q < 1, and matrix models for the case q = ±1. At the end of
the section 2 we collect some notations manly concerned with complicated indices
we will encounter. In section 3 we focus on the case −1 < q < 1. We first establish
the free case using the result in [10] and obtain an appropriate interpolation scale.
Using this interpolation scale and the approach of Nou ([16]) we can get the result
for the general case −1 < q < 1. In the final section we consider the remaining
cases q = ±1.
We assume that the reader is familiar with standard concepts in operator algebra
([23, 24]), operator space theory ([5, 19]), noncommutative Lp spaces ([11, 20]), and
the related complex interpolation theory ([12, 25, 20]). For a von Neumann algebra
M we denote the noncommutative Lp (1 ≤ p ≤ ∞) space with respect to M
by Lp(M). When E ⊆ Lp(N ) for another von Neumann algebra N , the norm
closure of the algebraic tensor product Lp(M) ⊗ E in Lp(M⊗¯N ) will be denoted
by Lp(M;E). For a Hilbert space H we write Sp(H) = Lp(B(H)) and Hr and Hc
imply the row and the column Hilbert space on H , respectively. When H = ℓ2 we
simply write Sp, R and C, respectively. Rp and Cp imply the linear space of the
first row and column of Sp, respectively.
2. Preliminaries and Notations
2.1. The Fock space realization. We start with the Fock space realization of q-
commutation relations for −1 ≤ q ≤ 1. Let H be an infinite dimensional separable
complex Hilbert space equipped with an orthonormal basis (e±k)k≥1. We denote
by F0(H) the associated free Fock space
F0(H) = CΩ⊕
⊕
n≥1
H⊗n,
where Ω is a unit vector called vacuum. We consider the operator of symmetrization
Pn on H⊗n defined by
P0Ω = Ω,
Pn(f1 ⊗ · · · ⊗ fn) =
∑
π∈Sn
qi(π)fπ(1) ⊗ · · · ⊗ fπ(n),
where Sn denotes the symmetric group of permutations of n elements and
i(π) = #{(i, j)|1 ≤ i, j ≤ n, π(i) > π(j)}
is the number of inversions of π ∈ Sn.
Now we define the q-inner product 〈·, ·〉q on F0(H) by
〈ξ, η〉q = δn,m 〈ξ, Pnη〉 for ξ ∈ H⊗n, η ∈ H⊗m,
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where 〈·, ·〉 is the inner product in H. Since Pn’s are strictly positive for −1 < q < 1
([3]), 〈·, ·〉q is actually an inner product. In this case, the Hilbert space F0(H)
equipped with q-inner product is called q-Fock space on H, and we denote it by
Fq(H). When q = ±1, Pn’s are just positive, so we define Fq(H) as the quotient of
(F0(H), 〈·, ·〉q) by the corresponding kernel.
For two sequences of strictly positive reals λ = (λk)k≥1 and µ = (µk)k≥1 we
define q-(generalized) gaussian variables (or q-generalized circular variables) by
gq,k = λkℓq(ek) + µkℓ
∗
q(e−k),
where ℓq(h) is the left creation operator by h ∈ H and ℓ∗q(h) is the adjoint of ℓq(h).
It is easy to check that gq,k’s satisfy the q-commutation relations
g∗q,k · gq,j − q · gq,j · g∗q,k = δkj(λ2k + µ2k)I.
When q = ±1 we have additional relations
gq,k · gq,j − q · gq,j · gq,k = 0
which implies that gq,k’s are CAR and CCR sequences in the corresponding cases.
We focus on Γq (−1 ≤ q < 1), the von Neumann algebra generated by {gq,k}k≥1.
When q = 1 we define Γ1 by the von Neumann algebra generated by {exp(i·g1,k)}k≥1
since g1,k’s are unbounded operators in this case.
There is a canonical way to translate the above picture into the framework of
Shlyakhtenko and Hiai ([22, 6]). According to section 4 in [22] we can associate gq,k
with an action
Ukt =
 cos θkt − sin θkt
sin θkt cos θkt
 ,
where θk = log[(
µk
λk
)2] on Hk(∼= R2). Note that the basis (e˜k, e˜−k) on Hk for this
matrix representation is given by
(2.1)
 e˜k
e˜−k
 = 1√
αk + 1
 −i √αki
1
√
αk
 ek
e−k
 = V
 ek
e−k
 ,
where αk = λ
−2
k µ
2
k.
Let s(e˜k) and s(e˜−k) be semi-circular variables defined by
s(e˜±k) =
1
2
(ℓ(e˜±k) + ℓ
∗(e˜±k)).
Then we have
(2.2) gq,k =
√
λ2k + µ
2
k
2
(s(e˜k) + is(e˜−k)).
Since H is the complexification of HR =
⊕
k≥1Hk, by setting
Ut =
⊕
k≥1
Ukt
we get that
Γq(HR, Ut) = {s(e±k) : k ≥ 1}′′ = Γq.
In [22] we introduced another inner product 〈·, ·〉U on H defined by
〈x, y〉U =
〈
2A(1 +A)−1x, y
〉
,
where A is the operator satisfying
Ut = A
it.
4
Note that A =
⊕
k≥1 Ak with U
k
t = A
it
k , and by taking conjugate with respect to
the basis change matrix V in (2.1) we get the matrix representation of Ak with
respect to (ek, e−k) by
V −1AkV =
 λ2kµ−2k 0
0 λ−2k µ
2
k
 ,
which implies that
Aek = λ
2
kµ
−2
k ek(2.3)
for any k ≥ 1.
2.2. The Wick product and some modular theory for the case −1 < q < 1.
Let −1 < q < 1. Since it is well known that Ω is separating for Γq, for every ξ ∈ ΓqΩ
there exist a unique operator W (ξ) ∈ Γq such that
W (ξ)Ω = ξ.
This W is called the Wick product. There is a useful decomposition of the Wick
product as follows.
(2.4) W (ξ) =
n∑
k=0
UkR
∗
n,k(ξ)
for ξ ∈ H⊗n, where Rn,k is the operator on H⊗n given by
Rn,k(f1 ⊗ · · · ⊗ fn) =
∑
π∈Sn/Sn−k×Sk
qi(π)fπ−1(1) ⊗ · · · ⊗ fπ−1(n)
and Uk : H⊗n−kc ⊗H⊗kr → B(Fq(H)) is the operator defined by
Uk(e1 ⊗ · · · ⊗ en) = ℓ(e1) · · · ℓ(en−k)ℓ∗(en−k+1) · · · ℓ∗(en).
In the above Sn/Sn−k×Sk means the representatives of the right cosets of Sn−k×Sk
in Sn with minimal numbers of inversions. It is well known that
(2.5) Pn = Rn,k(Pn−k ⊗ Pk)
and by Corollary 1 in [16]
(2.6)
∥∥Uk : H⊗n−kc ⊗h H⊗kr → B(Fq(H))∥∥cb ≤ Cq,
where H⊗k is the Hilbert space on H⊗k equipped with the q-inner product and
Cq =
∏
n≥1
1
1− qn .
We can estimate the norm of Pn and its inverse. In [4] it is shown that
Pn ≤ 1
1− q I1 ⊗ Pn−1,
where I1 is the formal identity onH , thus by repeating the above operator inequality
we have
(2.7)
∥∥Pn : H⊗n → H⊗n∥∥ ≤ ( 1
1− q
)n−1
.
Moreover, it is shown in [2] that I1⊗Pn−1 ≤ w(q)−1Pn for some constant w(q) > 0,
thus by repeating again we have
(2.8)
∥∥P−1n : H⊗n → H⊗n∥∥ ≤ w(q)−n+1.
From the definition it is clear that
(2.9) P
1
2
n : H
⊗n → H⊗n
is an isometry.
5
We close this section with some modular theory for Γq and φq, the vacuum state
defined by φq(·) = 〈Ω ·,Ω〉q. It is well known that the modular group σt with
respect to φq satisfies the following.
σt(gq,k) = (λ
−1
k µk)
2itgq,k.
Thus, gq,k is an analytic element satisfying
(2.10) D
1
2p
q gq,k = (λ
−1
k µk)
1
p gq,kD
1
2p
q .
Recall that the anti-linear map S is the closure of the operator given by
S(xΩ) = x∗Ω
for all x ∈ Γq. Then S can be written as S = J∆ 12 , where J is the modular
conjugation and ∆ is the modular operator. By [6] we know that ∆ is the closure
of the operator
⊕
n≥0(A
−1)⊗n, which implies
(2.11) S|H⊗n = J(A− 12 )⊗n.
2.3. Matrix models for CAR and CCR generators. Now we focus on the
case q = ±1. We will follow the approach in Example 3.8 of [9] to construct matrix
model for gq,k’s. First, we fix m ∈ N and restrict our attention to gq,1, · · · gq,m. By
(2.2) we need 2m semi-circular variables to approximate gq,k’s. Thus, we consider
an associated weight ψ on N = ℓ2m∞ (M2). Let K be the real Hilbert space consisting
of self-adjoint elements of N equipped with the inner product
〈x, y〉K =
ψ(xy) + ψ(yx)
2
.
Then U˜t(m) = Ut(m)⊗ I is a one-parameter group of unitaries on K, where
Ut(m) =
m⊕
k=1
Ukt .
By the relationship
ψ(xy) = 〈x, y〉eU(m)
for self-adjoint elements x, y in Example 3.8 of [9] we can determine ψ as follows.
ψ(x) =
∑
1≤|k|≤m
[(2− σk)x11(k) + σkx22(k)]
for x = [(xij(±1)), · · · , (xij(±m))] ∈ ℓ2m∞ (M2), where
σk =
2µ2|k|
λ2|k| + µ
2
|k|
.
Let
(2.12) un(x) =
√
4m
n
n∑
k=1
vk ⊗ πk(x),
where πk : N → N⊗n is the homomorphism which sends N in the k-th component
and vk ∈M2n are self-adjoint unitaries such that
(2.13) vkvj = −vjvk (when q = −1) or vkvj = vjvk (when q = 1).
Note that we are using the scaling factor 4m since ψ(1N ) = 4m in this situation.
Actually, we will use the following special choice of vk’s. Let
vk,k =
 0 1
1 0
 and for j < k vj,k =
 1 0
0 q
 .
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Then we set
(2.14) vk = v1,k ⊗ · · · ⊗ vk,k ⊗ 1⊗ · · · ⊗ 1 ∈M2n .
Let U be a free ultrafilter on N and
NU =
(∏
n,U
(M2n ⊗N⊗n)∗
)∗
with the ultraproduct state
φU = (τn ⊗
( ψ
4m
)⊗n
)n,U ,
where τn is the normalized trace onM2n . Let (δk)1≤|k|≤m be the unit vectors in ℓ
2m
∞ .
In [9] it is shown that un(δk ⊗ e12) (with respect to φU ) converges in ∗-distribution
to s(e˜k) (with respect to φ) as n goes infinity, and if we consider the map
Φ : Lp(Γ±1)→ Lp(NU) (1 ≤ p <∞)
defined by
Φ(D
1
2p
±1P (s(e˜)±1, · · · , s(e˜)±m)D
1
2p
±1) = D
1
2p
φU
P (un(δ±1⊗ e12), · · · , un(δ±m⊗ e12))D
1
2p
φU
for any noncommutative polynomial P , then we know that
(2.15) IM ⊗ Φ : Lp(M⊗¯Γ±1)→ Lp(M⊗¯NU)
is an isometry for any von Neumann algebra M.
When q = 1 we shall understand s(e˜k)D
1
2p
1 as
d
idt (exp(its(e˜k))D
1
2p
1 )|t=0.
2.4. Notations. In the following we will frequently use the index sets
Id = {i = (i1, · · · , id) ∈ Nd : i1 6= · · · 6= id}
and for m ∈ N
Idm = {i = (i1, · · · , id) ∈ Nd : 1 ≤ i1 6= · · · 6= id ≤ m},
where i1 6= · · · 6= id means that there is no repeating index. If we remove the
restriction of repetition, then we have the index sets Nd and
N
d
m = {i = (i1, · · · , id) ∈ Nd : 1 ≤ i1, · · · , id ≤ m},
respectively
For i ∈ Idm or Ndm we will use the notation
gq,i := gq,i1 · · · gq,id ,
gp,q,i := D
1
2p
q gq,i1 · · · gq,idD
1
2p
q
and
ei = ei1 ⊗ · · · ⊗ eid .
Similarly, for a sequence of real numbers λ = (λk)k≥1 we will write
λi = λi1 · · ·λid .
We use the symbol a . b if there is a C > 0 such that a ≤ Cb and a ∼ b if
a . b and b . a. Similarly, a .cd b (resp. a .cq,d b) if there is a constants C > 0
depending only on d (resp. only on q and d) such that a ≤ Cb. We write a ∼cd b if
a .cd b and b .cd a, and the meaning of a ∼cq,d b is similar.
From now on we fix two sequences of strictly positive reals λ = (λk)k≥1 and
µ = (µk)k≥1, the number of degree d ∈ N and a von Neumann algebra M. M
is equipped with a distinguished normal semifinite faithful weight ϕ which induces
the trace functional trM on L1(M). We denote the unit of M by 1M whilst IM
implies the identity map on M.
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3. The case −1 < q < 1
3.1. Free case: Building a model. First, we consider the free case (q = 0) and
obtain an interpolation result as a corollary. We will simply write gk, Γ and φ
instead of g0,k, Γ0 and φ0, respectively. For i ∈ Idm or Ndm we will use the notations
gi := gi1 · · · gid and gp,i := D
1
2p gi1 · · · gidD
1
2p .
For x = (xi)i∈Idm ⊆ Lp(M) and 0 ≤ k ≤ d we denote by
RCd,kp (λ, µ;x) =
∥∥∥∥∥∥
∑
i∈Idm
xi ⊗ fp,i1 ⊗ · · · ⊗ fp,ik ⊗ fp,ik+1 ⊗ · · · ⊗ fp,id
∥∥∥∥∥∥
Lp(M;E
d,k
p )
,
where
fp,i = λ
1
p′
i µ
1
p
i ei1 ∈ Cp, fp,i = λ
1
p
i µ
1
p′
i e1i ∈ Rp
and
Ed,kp = C
⊗k
p ⊗h R⊗d−kp ⊆ Sp(ℓ⊗d2 ).
We define the corresponding K- and J-functional spaces Kdp(λ, µ) (1 ≤ p ≤ 2) and
J dp (λ, µ) (2 ≤ p ≤ ∞) as the closures of finite tuples in Lp(M) indexed by Id with
respect to the following norms.
‖x‖Kdp(λ,µ) = inf
{
RCd,0p (λ, µ;x0) +RCd,1p (λ, µ;x1) + · · ·+RCd,dp (λ, µ;xd)
}
,
where the infimum runs over all possible xi = x
0
i + · · ·+ xdi and xk = (xki )i∈Idm for
0 ≤ k ≤ d, and
‖x‖J dp (λ,µ) = max0≤k≤d
{
RCd,0p (λ, µ;x), RCd,1(λ, µ;x)p, · · · , RCd,dp (λ, µ;x)
}
.
Note that J dp′(λ, µ) = (Kdp(λ, µ))∗ with the duality bracket〈
(xi)i∈Id , (zi)i∈Id
〉
=
∑
i∈Id
λiµitrM(x
∗
i zi).
Theorem 3.1. Let m ∈ N and x = (xi)i∈Idm ⊆ Lp(M). Then we have the following
equivalence.∥∥∥∥∥∥
∑
i∈Idm
xi ⊗ gp,i
∥∥∥∥∥∥
Lp(M⊗¯Γ)
∼cd
 ‖x‖Kdp(λ,µ) for 1 ≤ p ≤ 2‖x‖J dp (λ,µ) for 2 ≤ p ≤ ∞.
Moreover, Gdp , the closed subspace of Lp(Γ) spanned by
{gp,i : i ∈ Id}
is completely complemented with the constant depending only on d.
Proof. We consider the following maps.
up :
 Kdp(λ, µ) (1 ≤ p ≤ 2)J dp (λ, µ) (2 ≤ p ≤ ∞) → Lp(M⊗¯Γ),
(xi)i∈Idm 7→
∑
i∈Idm
xi ⊗ gp,i.
What we need to do is to show that up’s are isomorphisms with bounded constants.
By a usual density argument it is enough to check that up’s are isomorphisms
when they are restricted to the span of (xi)i∈Idm for a fixed m ∈ N with constants
independent of m.
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First, we consider the case 2 ≤ p ≤ ∞ and will use an induction on d. When
d = 1 we are done by Theorem 3.1 of [27] (or Theorem 5.1 of [10]). Suppose we
have the result for d and consider the case for d+ 1.
We will simply write (i, i) ∈ Id+1m when we have
i ∈ Idm and 1 ≤ i ≤ m satisfying i 6= ik, 1 ≤ k ≤ d.
In this case we will use the notation xi,i and gi,i instead of xi′ and gi′ , respectively,
where
i′ = (i, i1, · · · , id) ∈ Id+1m .
For x = (xi,i)(i,i)∈Id+1m ⊆ Lp(M) we consider∑
(i,i)∈Id+1m
xi,i ⊗D 12p gi,iD 12p =
∑
(i,i)∈Id+1m
(1M ⊗D 12p gi)(xi,i ⊗ giD 12p )
=
∑
(i,i)∈Id+1m
αiβi,i.
By applying Theorem B of [10] we have∥∥∥∥∥∥
∑
(i,i)∈Id+1m
αiβi,i
∥∥∥∥∥∥
p
∼
∥∥∥∥∥∥∥
( ∑
(i,i),(j,j)∈Id+1m
β∗i,iE(α
∗
iαj)βj,j
) 1
2
∥∥∥∥∥∥∥
p
+
∥∥∥∥∥∥∥
( ∑
(i,i),(j,j)∈Id+1m
αiE(βi,iβ
∗
j,j)α
∗
j
) 1
2
∥∥∥∥∥∥∥
p
= A+B,
where E : Lp(M⊗¯Γ) → Lp(M) is the projection induced from the conditional
expectation IM ⊗ φ (see section 2 of [11]).
Since we have by (2.10)
E(α∗iαj) = 1M ⊗ φ(g∗iD
1
p gj)
= λ
− 2p
i µ
2
p
j 1M ⊗ φ(g∗i gj)D
1
p
= δijλ
2
p′
i µ
2
p
j 1M ⊗D
1
p
we get the following by the induction hypothesis.
A =
∥∥∥∥∥∥∥
( n∑
i=1
λ
2
p′
i µ
2
p
i (
∑
(i,i),(i,j)∈Id+1m
x∗i,ixi,j ⊗ g∗p,igp,j)
) 1
2
∥∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
(i,i)∈Id+1m
xi,i ⊗ gp,i ⊗ fp,i
∥∥∥∥∥∥
p
∼cd max
{∥∥∥∥∥∥
∑
(i,i)∈Id+1m
xi,i ⊗ fp,i1 ⊗ · · · ⊗ fp,id ⊗ fp,i
∥∥∥∥∥∥
p
,
∥∥∥∥∥∥
∑
(i,i)∈Id+1m
xi,i ⊗ fp,i1 ⊗ fp,i2 ⊗ · · · ⊗ fp,id ⊗ fp,i
∥∥∥∥∥∥
p
, · · · ,
∥∥∥∥∥∥
∑
(i,i)∈Id+1m
xi,i ⊗ fp,i1 ⊗ · · · ⊗ fp,id ⊗ fp,i
∥∥∥∥∥∥
p
}
.
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Similarly we have
E(βi,iβ
∗
j,j) = (IM ⊗ φ)(x∗i,ixj,j ⊗ giD
1
p g∗j ) = λ
2
p
i µ
− 2p
j x
∗
i,ixj,j ⊗ φ(gig∗j )D
1
p
= δi1j1 · · · δidjdλ
2
p
i µ
2
p′
j x
∗
i,ixj,j ⊗D
1
p ,
so that
B =
∥∥∥∥∥∥∥∥
( ∑
i∈Idm
λ
2
p
i µ
2
p′
j (
∑
i,j 6=ik
0≤k≤d
xi,ix
∗
j,j ⊗ gp,ig∗p,j)
) 1
2
∥∥∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
(i,i)∈Id+1m
xi,i ⊗ gp,i ⊗ fp,i1 ⊗ · · · ⊗ fp,id
∥∥∥∥∥∥
p
∼ max
{∥∥∥∥∥∥
∑
(i,i)∈Id+1m
xi,i ⊗ fp,i1 ⊗ · · · ⊗ fp,id ⊗ fp,i
∥∥∥∥∥∥
p
,
∥∥∥∥∥∥
∑
(i,i)∈Id+1m
xi,i ⊗ fp,i1 ⊗ · · · ⊗ fp,id ⊗ fp,i
∥∥∥∥∥∥
p
}
.
Consequently, we get the result for d+ 1.
Now we apply a duality argument for the case 1 ≤ p ≤ 2. By the above result we
know that up’s (2 ≤ p ≤ ∞) are isomorphisms with bounded constants independent
of m. Note that for x = (xi)i∈Idm , z = (zi)i∈Idm and 1 ≤ p ≤ 2 we have by (2.10)
〈up(x), up′ (z)〉(3.1)
=
∑
i,j∈Idm
trM(x
∗
i zj)trΓ(g
∗
p,igp′,j)
=
∑
i,j∈Idm
λ
− 1p
i µ
1
p
i λ
− 1
p′
j µ
1
p′
j trM(x
∗
i zj)trΓ(D
1
p g∗i gjD
1
p′ )
=
∑
i,j∈Idm
λ
− 1p
i µ
1
p
i λ
− 1
p′
j µ
1
p′
j trM(x
∗
i zj)φ(g
∗
i gj)
=
∑
i∈Idm
λiµitrM(x
∗
i zi) = 〈x, z〉 .
Moreover, for any Y ∈ Lp(M⊗¯Γ) we have
〈up(x), Y 〉 =
〈
up(x), up′u
∗
p(Y )
〉
.(3.2)
Combining (3.1) and (3.2) it is enough to show that up′u
∗
p’s (1 ≤ p ≤ 2) are
bounded with constants independent of m. It is straightforward to check that the
maps
up′u
∗
p : Lp′(M⊗¯Γ)→ Lp′(M⊗¯Γ)
are essentially the same maps for 1 ≤ p ≤ 2 in the sense of interpolation theory.
Thus, we are only to check the norms of u∞u
∗
1 and u2u
∗
2 by complex interpolation.
Since p = 2 case is trivial, it suffices to show that u1 is bounded.
Note that
Lr2(Γ)⊗̂Lc2(Γ)→ L1(Γ), a⊗ b 7→ ab
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is a complete contraction, so that for 0 ≤ k ≤ d we have∥∥∥∥∥∥
∑
i∈Idm
xi ⊗D 12 giD 12
∥∥∥∥∥∥
L1(M⊗¯Γ)
≤
∥∥∥∥∥∥
∑
i∈Idm
xi ⊗D 12 gi1 · · · gik ⊗ gik+1 · · · gidD
1
2
∥∥∥∥∥∥
L1(M)b⊗Lr2(Γ)b⊗L
c
2(Γ)
.
Let ik = (i1, · · · , ik) ∈ Ikm and id−k = (ik+1, · · · , id) ∈ Id−km . Since {D
1
2 gik}ik∈Ikm
and {gid−kD 12 }id−k∈Id−km are orthogonal families of vectors in L2(Γ) and
trΓ(D
1
2 gikg
∗
ikD
1
2 ) = φ(gikg
∗
ik) = (µi1 · · ·µik)2
and
trΓ(D
1
2 g∗id−kgid−kD
1
2 ) = (λik+1 · · ·λid)2,
we obtain complete isometries
span{D 12 gik}ik∈Ikn(⊆ Lr2(Γ)) ∼= span{f1,i1 ⊗ · · · ⊗ f1,ik}ik∈Ikn ⊆ C⊗k1
and
span{gid−kD
1
2 }id−k∈Id−kn (⊆ Lc2(Γ)) ∼= span{f1,ik+1 ⊗ · · · ⊗ f1,id}id−k∈Id−kn ⊆ R⊗d−k1 .
This implies u1 is a contraction.
Now we have isomorphisms up for 1 ≤ p ≤ ∞ with bounded constants (depending
only on d). Thus Gdp ’s are completely complemented with constants depending only
on d by the following projections.
upu
∗
p′ : Lp(M⊗¯Γ)→ Lp(M⊗¯Γ).

Remark 3.2. The proof of Theorem 3.1 follows closely the Theorem F in [10], but
we have to go a step further in proving the complementation result.
Now we get an interpolation scale we need in the following section.
Corollary 3.3. {Kdp(λ, µ) : 1 ≤ p ≤ 2} ∪ {J dp (λ, µ) : 2 ≤ p ≤ ∞} forms an
interpolation scale. In particular, for 1 < p <∞ and θ = 1p we have
[J d∞(λ, µ),Kd1(λ, µ)]θ ∼=
 Kdp(λ, µ) for 1 ≤ p ≤ 2J dp (λ, µ) for 2 ≤ p ≤ ∞
isomorphically with constants depending only on d.
If we rephrase the above in the operator space language (see [18]), then we get
the following interpolation result as a corollary. Let 1 ≤ p ≤ ∞ and fp,i and fp,i’s
are as before. For 0 ≤ k ≤ d we denote the closed subspace of C⊗kp ⊗h R⊗d−kp
spanned by
{fp,i1 ⊗ · · · ⊗ fp,ik ⊗ fp,ik+1 ⊗ · · · ⊗ fp,id : i ∈ Id}
by RCd,kp (λ, µ). Now we define
RCdp (λ, µ) =
 RCd,0p (λ, µ) +RCd,1p (λ, µ) + · · ·+RCd,dp (λ, µ) for 1 ≤ p ≤ 2RCd,0p (λ, µ) ∩RCd,1p (λ, µ) ∩ · · · ∩RCd,dp (λ, µ) for 2 ≤ p ≤ ∞ .
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Corollary 3.4. {RCdp (λ, µ) : 1 ≤ p ≤ ∞} forms an interpolation scale, i.e. for
0 < θ < 1 and 1 ≤ p, p0, p1 ≤ ∞ satisfying 1−θp0 + θp2 = 1p we have
[RCdp1(λ, µ), RC
d
p2(λ, µ)]θ
∼= RCdp (λ, µ)
completely isomorphically with constants depending only on d.
3.2. The case of general q. For x = (xi)i∈Idm ⊆ Lp(M) we can write
x =
∑
i∈Idm
xi ⊗ ei
as an element of J dp (λ, µ). Since Pd is defined on H⊗d the following is well-defined.
(ILp(M) ⊗ Pd)x :=
∑
i∈Idm
xi ⊗ Pd(ei).
It is clear that (ILp(M) ⊗ Pd)x is also an element of J dp (λ, µ).
Theorem 3.5. Let m ∈ N and x = (xi)i∈Idm ⊆ Lp(M). Then we have the following
equivalence.∥∥∥∥∥∥
∑
i∈Idm
xi ⊗ gp,q,i
∥∥∥∥∥∥
Lp(M⊗¯Γq)
∼cd,q

‖x‖Kdp(λ,µ) for 1 ≤ p ≤ 2∥∥(ILp(M) ⊗ Pd)x∥∥J dp (λ,µ) for 2 ≤ p ≤ ∞
Moreover, Gdp,q, the closed subspace of Lp(Γq) spanned by
{gp,q,i : i ∈ Id}
is completely complemented with the constant depending only on d and q.
Proof. We consider the map up,q as before with a suitable modification. For 1 ≤
p ≤ 2
up,q : Kdp(λ, µ)→ Lp(M⊗¯Γq)
x 7→
∑
i∈Idm
xi ⊗ gp,q,i,
and for 2 ≤ p ≤ ∞
up,q : J dp (λ, µ)→ Lp(M⊗¯Γq)
(ILp(M) ⊗ Pd)x 7→
∑
i∈Idm
xi ⊗ gp,q,i.
We observe that∑
i∈Idm
xi ⊗ gp,q,i = (ILp(M) ⊗D
1
2p )(ILp(M) ⊗W )(ξ)(ILp(M) ⊗D
1
2p ),
where
ξ =
∑
i∈Idm
xi ⊗ λiei.
Thus, for 2 ≤ p ≤ ∞ we have
up,q(x) = (ILp(M) ⊗D
1
2p )(ILp(M) ⊗W )[(ILp(M) ⊗ P−1d )(ξ)](ILp(M) ⊗D
1
2p ).
Our plan is as follows. First, we will show that u∞,q, u2,q and u1,q are bounded
with constants depending only on d and q. Then by Corollary 3.3 and complex
interpolation up,q’s (1 ≤ p ≤ ∞) are bounded with constants depending only on d
and q, since it is clear that up,q’s are essentially the same map for 1 ≤ p ≤ 2 and
2 ≤ p ≤ ∞, respectively, in the sense of interpolation theory. Then, we will apply a
duality argument to show that up,q’s (1 ≤ p ≤ ∞) are actually isomorphisms with
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constants depending only on d and q. Indeed, for x = (xi)i∈Idm , z = (zi)i∈Idm and
1 ≤ p ≤ 2
〈up,q(x), up′,q(z)〉(3.3)
=
∑
i,j∈Idm
trM(x
∗
i zj)trΓq (D
1
2pW ∗(λiei)D
1
2pD
1
2p′W (P−1d λjej)D
1
2p′ )
=
∑
i,j∈Idm
λ
− 1p
i λ
− 1
p′
j µ
1
p
i µ
1
p′
j trM(x
∗
i zj)φq(W
∗(λiei)W (P
−1
d λjej))
=
∑
i∈Idm
λiµitrM(x
∗
i zi) = 〈x, z〉
and for any Y ∈ Lp(M⊗¯Γq) and 1 ≤ p ≤ ∞
〈up,q(x), Y 〉 =
〈
up,q(x), up′,qu
∗
p,q(Y )
〉
.(3.4)
If we know that up,q’s (1 ≤ p ≤ ∞) are bounded with constants depending only
on d and q, then we can conclude that up,q’s (1 ≤ p ≤ ∞) are isomorphisms with
constants depending only on d and q using (3.3) and (3.4).
Now we consider the boundedness of u∞,q following the approach of Nou ([16]).
For x = (xi)i∈Idm we have by (2.4) and (2.11)
u∞,q(x) =
d∑
k=0
IM ⊗ [Uk(Ik ⊗ S)(Ik ⊗ S)R∗d,d−k](ξ˜)
=
d∑
k=0
IM ⊗ [Uk(Ik ⊗ S)(Ik ⊗ J)(Ik ⊗ (A− 12 )⊗d−k)R∗d,d−k](ξ˜),
where ξ˜ = (IM ⊗ P−1d )(ξ) and Ik is the formal identity on Hk.
Since ‖Uk(Ik ⊗ S)‖cb ≤ Cq and ‖Ik ⊗ J‖cb ≤ 1 we have
‖u∞,q(x)‖M⊗minΓq
≤ Cq
d∑
k=0
∥∥∥IM ⊗ (Ik ⊗ (A− 12 )⊗d−k)R∗d,d−k(ξ˜)∥∥∥
M⊗min(H
⊗k
c ⊗hH
⊗d−k
r )
.
By (2.9) and (2.8) we have∥∥∥IM ⊗ (Ik ⊗ (A− 12 )⊗d−k)R∗d,d−k(ξ˜)∥∥∥
M⊗min(H
⊗k
c ⊗hH
⊗d−k
r )
=
∥∥∥IM ⊗ [(P 12k ⊗ P 12d−k)(Ik ⊗ (A− 12 )⊗d−k)R∗d,d−k](ξ˜)∥∥∥
M⊗min(H
⊗k
c ⊗hH
⊗d−k
r )
∼cq,d
∥∥∥IM ⊗ [(Pk ⊗ Pd−k)(Ik ⊗ (A− 12 )⊗d−k)R∗d,d−k](ξ˜)∥∥∥
M⊗minH
⊗k
c ⊗hH
⊗d−k
r
.
Since Pd−k and (A
− 12 )⊗d−k commute we have by (2.5) that
(Pk ⊗ Pd−k)(Ik ⊗ (A− 12 )⊗d−k)R∗d,d−k = (Ik ⊗ (A−
1
2 )⊗d−k)(Pk ⊗ Pd−k)R∗d,d−k
= (Ik ⊗ (A− 12 )⊗d−k)Pd.
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Thus, by (2.3) we have∥∥∥IM ⊗ (Ik ⊗ (A− 12 )⊗d−k)R∗d,d−k(ξ˜)∥∥∥
M⊗min(H
⊗k
c ⊗hH
⊗d−k
r )
∼cq,d
∥∥∥[IM ⊗ (Ik ⊗ (A− 12 )⊗d−k)](ξ)∥∥∥
M⊗min(H
⊗k
c ⊗hH
⊗d−k
r )
=
∥∥∥∥∥∥
∑
i∈Idm
xi ⊗ λikeik ⊗ µid−keid−k
∥∥∥∥∥∥
M⊗min(H
⊗k
c ⊗hH
⊗d−k
r )
= RCd,k∞ (λ, µ;x).
Consequently, we get
‖u∞,q(x)‖M⊗minΓq .cq,d ‖x‖J d∞(λ,µ) .
When p = 2 the calculation is straightforward. We can easily check that
‖u2,q(x)‖L2(M⊗¯Γq) =
∥∥∥∥∥∥
∑
i∈Idm
xi ⊗ λ
1
2
i µ
1
2
i ei
∥∥∥∥∥∥
L2(M)⊗2H⊗d
=
∥∥∥∥∥∥(IL2(M) ⊗ P 12d )
∑
i∈Idm
xi ⊗ λ
1
2
i µ
1
2
i ei
∥∥∥∥∥∥
L2(M)⊗2H⊗d
=
∥∥∥(IL2(M) ⊗ P 12d )x∥∥∥
J d2 (λ,µ)
.
Since∥∥∥(IL2(M) ⊗ P 12d )x∥∥∥
J d2 (λ,µ)
∼cq,d
∥∥(IL2(M) ⊗ Pd)x∥∥J d2 (λ,µ) ∼cq,d ‖x‖Kd2(λ,µ)
by (2.7) and (2.8) we get our desired estimate.
The boundedness of u1,q can be checked by the identical argument as in the proof
of Theorem 3.1, so we are done here.

4. The case of CAR and CCR generators
We will simply write ak, ap,k and Adp instead of g±1,k, gp,±1,k and Gdp,±1, respec-
tively. For any i ∈ Ndm we define ap,i similarly. We start this section with the
operator space structure of A1p.
Theorem 4.1. Let m ∈ N and x = (xk)1≤k≤m ⊆ Lp(M). Then we have∥∥∥∥∥∥
∑
1≤k≤m
xk ⊗ ap,k
∥∥∥∥∥∥
Lp(M⊗¯Γ±1)
∼cp
 ‖x‖K1p(λ,µ) for 1 ≤ p ≤ 2‖x‖J 1p (λ,µ) for 2 ≤ p <∞.
Moreover, Lp(M;Ap) is complemented in Lp(M⊗¯Γ±1).
In particular, we have A1p ∼= RCp(λ, µ) (1 ≤ p < ∞) completely isomorphically,
and A1p (1 < p < ∞) is completely complemented in Lp(Γ±1). All constants here
depend only on p.
Proof. When 2 ≤ p <∞ we apply noncommutative Burkholder inequality (also see
Theorem 4.1 of [26]). For 1 < p < 2 we follow the proof of Theorem E in [10] to
obtain an upper bound. The lower bound follows by the duality and the previous
result.
For the case p = 1 we can get the result with a slight modification of the proof
of Theorem 7.1 in [9]. Let ψ, un and N be as in section 2.3. Let Nn =M2n ⊗N⊗n
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and Dψ, Dn be the densities of ψ and τn⊗ ( ψ4m )⊗n, respectively. Then by (2.2) and
(2.15) we have∥∥∥∥∥
m∑
k=1
xk ⊗ a1,k
∥∥∥∥∥
L1(M⊗¯Γ±1)
= lim
n
∥∥∥∥∥
m∑
k=1
√
λ2k + µ
2
k
2
xk ⊗D
1
2
nun
(
(δk + iδ−k)⊗ e12
)
D
1
2
n
∥∥∥∥∥
L1(M⊗¯Nn)
.
The only difference now is that we are using (δk + iδ−k)⊗ e12 instead of δk ⊗ e12 in
(7.3) of [9]. Since
trN ([D
1
2
ψ
(
(δl − iδ−l)⊗ e21
)
]∗D
1
2
ψ
(
(δk + iδ−k)⊗ e12
)
)
= trN (
(
(δl − iδ−l)⊗ e21
)
Dψ
(
(δk + iδ−k)⊗ e12
)
)
= 2δkl(2− σk) = δkl 4λ
2
k
λ2k + µ
2
k
.
by the same argument we get∥∥∥∥∥
m∑
k=1
xk ⊗ a1,k
∥∥∥∥∥
L1(M⊗¯Γ±1)
∼ inf
xk=ck+dk
{∥∥∥∥∥(
m∑
k=1
λ2kc
∗
kck
) 1
2
∥∥∥∥∥
L1(M)
+
∥∥∥∥∥(
m∑
k=1
µ2kdkd
∗
k
) 1
2
∥∥∥∥∥
L1(M)
}
= ‖(xk)mk=1‖K11(λ,µ) .

For x = (xi)i∈Ndm ⊆ Lp(M) and r = (r1, · · · , rd) ∈ {c, r}d we denote
RCrp(λ, µ;x) =
∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗ hp,r1,i1 ⊗ · · · ⊗ hp,rd,id
∥∥∥∥∥∥
Lp(M;F rp)
,
where
hp,c,i = λ
1
p′
i µ
1
p
i ei1 ∈ Cp, hp,r,i = λ
1
p
i µ
1
p′
i e1i ∈ Rp,
F rp = F1 ⊗h · · · ⊗h Fd ⊆ Sp(ℓ⊗d2 )
and
Fk =
 Cp if rk = cRp if rk = r.
We define the corresponding symmetric K- and J-functional spaces SKdp(λ, µ) (1 ≤
p ≤ 2) and SJ dp (λ, µ) (2 ≤ p ≤ ∞) as the closures of finite tuples in Lp(M) indexed
by Nd with respect to the following norms.
‖x‖SKdp(λ,µ) = inf
r∈{c,r}d
RCrp(λ, µ;xr),
where the infimum runs over all possible xi =
∑
r∈{c,r}d x
r
i and x
r = (xri )i∈Ndm for
r ∈ {c, r}d, and
‖x‖SJ dp (λ,µ) = max
r∈{c,r}d
RCrp(λ, µ;x).
The following is the tensor product extension of Theorem 4.1.
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Corollary 4.2. For x = (xi)i∈Ndm ⊆ Lp(M) and 1 ≤ p <∞ we have the following
equivalence.∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗ ap,i1 ⊗ · · · ⊗ ap,id
∥∥∥∥∥∥
Lp(M⊗¯Γ
⊗d
±1)
∼cp,d
 ‖x‖SKdp(λ,µ) for 1 ≤ p ≤ 2‖x‖SJ dp (λ,µ) for 2 ≤ p <∞.
Proof. We assume that 1 ≤ p ≤ 2 and d = 2. The proof for the other cases are the
same. By Theorem 4.1 we have∥∥∥∥∥∥
m∑
i,j=1
xij ⊗ ap,i ⊗ ap,j
∥∥∥∥∥∥
Lp(M⊗¯Γ±1⊗¯Γ±1)
∼cp inf
xij=cij+dij
{∥∥∥∥∥∥
( m∑
j=1
(
m∑
i=1
cij ⊗ ap,i)⊗ λ
1
p
j µ
1
p′
j ej1
) 1
2
∥∥∥∥∥∥
Lp(M⊗¯Γ±1⊗¯B(ℓ2))
+
∥∥∥∥∥∥
( m∑
j=1
(
m∑
i=1
dij ⊗ ap,i)⊗ λ
1
p′
j µ
1
p
j e1j
) 1
2
∥∥∥∥∥∥
Lp(M⊗¯Γ±1⊗¯B(ℓ2))
}
.
If we apply Theorem 4.1 for M⊗¯B(ℓ2), then we get the desired result. 
4.1. Polynomials of degree 2. In this section we first focus on the case d = 2 to
get the idea for polynomials of higher degree.
Theorem 4.3. Let x = (xij)
m
i,j=1 ⊆ Lp(M) satisfying
(4.1) xij = −xji for q = −1
and
xij = xji for q = 1
for all 1 ≤ i, j ≤ m. Then we have the following equivalence.∥∥∥∥∥∥
m∑
i,j=1
xij ⊗D
1
2p
±1aiajD
1
2p
±1
∥∥∥∥∥∥
Lp(M⊗¯Γ±1)
∼cp
 ‖x‖SK2p(λ,µ) for 1 ≤ p ≤ 2‖x‖SJ 2p (λ,µ) for 2 ≤ p <∞.
Proof. Let un and vk be as in (2.12) and (2.14), respectively. By (2.15) we have∥∥∥∥∥∥
m∑
i,j=1
xij ⊗D
1
2p
±1aiajD
1
2p
±1
∥∥∥∥∥∥
Lp(M⊗¯Γ±1)
= lim
n
∥∥∥∥∥∥
m∑
i,j=1
xij ⊗D
1
2p
n (un(bi)un(bj))D
1
2p
n
∥∥∥∥∥∥
Lp(M⊗¯Nn)
,
where bk =
√
λ2
k
+µ2
k
2 (δk + iδ−k)⊗ e12.
Note that we have
un(bi)un(bj) =
4m
n
n∑
k,l=1
vkvl ⊗ πk(bi)πl(bj)
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and ψn(vkvl ⊗ πk(bi)πl(bj)) = 0 for k 6= l. Thus, we have∥∥∥∥∥∥
m∑
i,j=1
xij ⊗D
1
2p
n (un(bi)un(bj))D
1
2p
n
∥∥∥∥∥∥
p
=
4m
n
∥∥∥∥∥∥
m∑
i,j=1
xij ⊗D
1
2p
n
( n∑
k,l=1
vkvl ⊗ πk(bi)πl(bj)
)
D
1
2p
n
∥∥∥∥∥∥
p
.
We set
Qn =
∑
1≤i,j≤m
1≤k,l≤n
xij ⊗D
1
2p
n
(
vkvl ⊗ πk(bi)πl(bj)
)
D
1
2p
n .
First, we show the lower bound by an averaging technique. Let us fix a subset
A ⊆ {1, · · · , n}. We introduce
vk(ε) =
 ε1vk for k ∈ Aε2vk for k /∈ A ,
where ε1 and ε2 are two independent Bernoulli variables with Prob(εi = ±1) = 12 .
Then ∫ 1
0
∫ 1
0
ε1(t1)ε2(t2)
∑
1≤i,j≤m
1≤k,l≤n
xij ⊗ vk(ε)vl(ε)⊗ πk(bi)πl(bj)dt1dt2
=
∑
1≤i,j≤m
k∈A, l/∈A
xij ⊗ vkvl ⊗ πk(bi)πl(bj) +
∑
1≤i,j≤m
k/∈A, l∈A
xij ⊗ vkvl ⊗ πk(bi)πl(bj)
= 2
∑
1≤i,j≤m
k∈A, l/∈A
xij ⊗ vkvl ⊗ πk(bi)πl(bj)
since (when q = −1)∑
1≤i,j≤m
k∈A, l/∈A
xij ⊗ vkvl ⊗ πk(bi)πl(bj) =
∑
1≤i,j≤m
k/∈A, l∈A
xij ⊗ vlvk ⊗ πl(bi)πk(bj)
= −
∑
1≤i,j≤m
k/∈A, l∈A
xij ⊗ vkvl ⊗ πk(bj)πl(bi)
=
∑
1≤i,j≤m
k/∈A, l∈A
xij ⊗ vkvl ⊗ πk(bi)πl(bj).
The case q = 1 is the same.
Clearly the tuple
(
(vk(ε))k∈A, (vk(ε))k/∈A
)
has the same ∗-distribution as the
tuple
(
(vk)k∈A, (vk)k/∈A
)
. Thus, by combining the above observations we get
(4.2)
∥∥∥∥∥∥∥∥
∑
1≤i,j≤m
k∈A, l/∈A
xij ⊗D
1
2p
n
(
vkvl ⊗ πk(bi)πl(bj)
)
D
1
2p
n
∥∥∥∥∥∥∥∥
p
≤ 1
2
‖Qn‖p .
Now we assume that n is even and consider a specific choice of A, namely
A = {1, · · · , n
2
}.
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Then k ∈ A, l /∈ A means 1 ≤ k ≤ n2 < l ≤ n. In this case we decompose vk and vj
as follows.
vk = wk ⊗ 1, vl = u⊗ wl,
where wk, wl and u ∈M2n/2. Moreover, πk(bi)πl(bj) can be understood as πk(bi)⊗
πl(bj) since πk(bi) ∈ N⊗n2 ⊗ 1 and πl(bj) ∈ 1 ⊗ N⊗n2 . Since Dn = I ⊗D⊗nψ/4m we
can write Dn = Dn/2 ⊗Dn/2. Now we have
m∑
i,j=1
∑
1≤k≤ n2<l≤n
xij ⊗D
1
2p
n
[
vkvl ⊗ πk(bi)πl(bj)
]
D
1
2p
n
=
m∑
i,j=1
∑
1≤k≤n2<l≤n
xij ⊗D
1
2p
n
[
(wk ⊗ 1)(u ⊗ wl)⊗ πk(bi)πl(bj)
]
D
1
2p
n
=
m∑
i,j=1
xij ⊗D
1
2p
n/2
[ n/2∑
k=1
wku⊗ πk(bi)
]
D
1
2p
n/2 ⊗D
1
2p
n/2
[ n∑
l=n/2+1
wl ⊗ πl(bj)
]
D
1
2p
n/2.
Since wk and u commute (wku)1≤k≤ n2 and (wl)
n
2<l≤n
satisfy the relations in (2.13).
Thus, √
4m
n/2
n/2∑
k=1
wku⊗ πk(bi) and
√
4m
n/2
n∑
l=n/2+1
wl ⊗ πl(bj)
converges in ∗-distribution to ai and aj , respectively, and consequently we have∥∥∥∥∥∥
m∑
i,j=1
xij ⊗ ai,p ⊗ aj,p
∥∥∥∥∥∥
p
= lim
n
4m
n/2
∥∥∥∥∥∥
m∑
i,j=1
∑
1≤k≤n2<l≤n
xij ⊗D
1
2p
n
(
vkvl ⊗ πk(bi)πl(bj)
)
D
1
2p
n
∥∥∥∥∥∥
p
(4.3)
≤ 2 lim
n
4m
n
‖Qn‖p = 2
∥∥∥∥∥∥
m∑
i,j=1
xij ⊗D
1
2p
±1aiajD
1
2p
±1
∥∥∥∥∥∥
p
.
The conclusion follows by Corollary 4.2.
For the upper bound we consider the discrete probability space Ω of
A ⊆ {1, · · · , n} with |A| = n
2
.
Then for fixed 1 ≤ k 6= l ≤ n we have
Prob(k ∈ A, l /∈ A) = #{A ⊆ {1, · · · , n} : |A| =
n
2 , k ∈ A, l /∈ A}
#{A ⊆ {1, · · · , n} : |A| = n2 }
=
(
n−2
n/2−1
)(
n
n/2
) = n
4(n− 1) .
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Thus, by the symmetry we have
‖Qn‖p =
4(n− 1)
n
∥∥∥∥∥∥
n∑
k,l=1
EA(1k∈A,l/∈A)
m∑
i,j=1
xij ⊗D
1
2p
n
(
vkvl ⊗ πk(bi)πl(bj)
)
D
1
2p
n
∥∥∥∥∥∥
p
≤ 4EA
∥∥∥∥∥∥
∑
k∈A,l/∈A
m∑
i,j=1
xij ⊗D
1
2p
n
(
vkvl ⊗ πk(bi)πl(bj)
)
D
1
2p
n
∥∥∥∥∥∥
p
= 4
∥∥∥∥∥∥
∑
1≤k≤n/2<l≤n
m∑
i,j=1
xij ⊗D
1
2p
n
(
vkvl ⊗ πk(bi)πl(bj)
)
D
1
2p
n
∥∥∥∥∥∥
p
,
where EA implies the expectation with respect to Ω. Consequently, by (4.3) we get∥∥∥∥∥∥
m∑
i,j=1
xij ⊗D
1
2p
±1aiajD
1
2p
±1
∥∥∥∥∥∥
p
≤ 8
∥∥∥∥∥∥
m∑
i,j=1
xij ⊗ ap,i ⊗ ap,j
∥∥∥∥∥∥
p
,
and the conclusion follows by Corollary 4.2 again. 
4.2. Polynomials of higher degree. Now we consider the general case d ≥ 2.
For a permutation ρ ∈ Sd and i ∈ Ndm we denote (iρ(1), · · · , iρ(d)) ∈ Ndm by i(ρ).
Theorem 4.4. Let x = (xi)i∈Ndm ⊆ Lp(M) satisfying
(4.4) xi = sgn(ρ)xi(ρ) for q = −1
xi = xi(ρ) for q = 1
for any ρ ∈ Sd and i ∈ Ndm. Then we have the following equivalence.∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗ ap,i
∥∥∥∥∥∥
Lp(M⊗¯Γ±1)
∼cp,d
 ‖x‖SKdp(λ,µ) for 1 ≤ p ≤ 2‖x‖SJ dp (λ,µ) for 2 ≤ p <∞.
Proof. As in the proof of Theorem 4.3 we have∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗ ap,i
∥∥∥∥∥∥
Lp(M⊗¯Γ±1)
=
∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗D
1
2p
±1aiD
1
2p
±1
∥∥∥∥∥∥
p
= lim
n
∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗D
1
2p
n (un(bi1) · · ·un(bid))D
1
2p
n
∥∥∥∥∥∥
Lp(M⊗¯Nn)
= lim
n
(4m
n
) d
2
∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗
∑
j∈Ndn
vj ⊗D
1
2p
n (πj1 (bi1) · · ·πjd(bid))D
1
2p
n
∥∥∥∥∥∥
p
,
and we set
Qn =
∑
i∈Ndm,j∈N
d
n
xi ⊗ vj ⊗D
1
2p
n (πj1 (bi1) · · ·πjd(bid))D
1
2p
n
First, we consider the lower bound. Let (A1, · · · , Ad) be a partition of {1, · · · , n}.
For 1 ≤ k ≤ d we introduce
vj(ε) = εkvj for all j ∈ Ak,
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where (εk)
d
k=1 is a collection of independent Bernoulli variables with Prob(εi =
±1) = 12 . Now we observe that∫
[0,1]d
ε1 · · · εd
∑
i∈Ndm
xi ⊗
∑
j∈Ndn
vj(ε)⊗D
1
2p
n (πj1 (bi1) · · ·πjd(bid))D
1
2p
n
=
∑
ρ∈Sd
∑
jρ(1)∈A1,··· ,jρ(d)∈Ad
∑
i∈Ndm
xi ⊗ vj ⊗D
1
2p
n (πj1(bi1) · · ·πjd(bid))D
1
2p
n
since the integration kills all the terms where all jk’s belong to different partitions.
On the other hand for a fixed ρ ∈ Sd we have (when q = −1)∑
jρ(1)∈A1,··· ,jρ(d)∈Ad
∑
i∈Ndm
xi ⊗ vj ⊗ πj1(bi1) · · ·πjd(bid)
=
∑
j1∈A1,··· ,jd∈Ad
∑
i∈Ndm
xi ⊗ vj(ρ−1) ⊗ πjρ−1(1)(bi1) · · ·πjρ−1(d)(bid)
=
∑
j1∈A1,··· ,jd∈Ad
sgn(ρ)
∑
i∈Ndm
xi ⊗ vj ⊗ πj1(biρ−1(1)) · · ·πjd(biρ−1(d))
=
∑
j1∈A1,··· ,jd∈Ad
∑
i∈Ndm
sgn(ρ)xi(ρ) ⊗ vj ⊗ πj1 (bi1) · · ·πjd(bid)
=
∑
j1∈A1,··· ,jd∈Ad
∑
i∈Ndm
xi ⊗ vj ⊗ πj1 (bi1) · · ·πjd(bid).
The case q = 1 is similar.
Since (vj(ε))
n
j=1 has the same ∗-distribution with (vj)nj=1 by combining the above
two observations we get
d!
∥∥∥∥∥∥
∑
i∈Ndm
∑
j1∈A1,··· ,jd∈Ad
xi ⊗ vj ⊗D
1
2p
n (πj1(bi1) · · ·πjd(bid))D
1
2p
n
∥∥∥∥∥∥
p
≤ ‖Qn‖p .
Now we assume that n is a multiple of d and choose
Ak =
{ (k − 1)n
d
+ 1, · · · , kn
d
}
for 1 ≤ k ≤ d.
As in the case d = 2 we can write vj = u
⊗k−1 ⊗ wj,k ⊗ 1 for j ∈ Ak and u,wj,k ∈
M2n/d . Then
vj = wj1,1u
d−1 ⊗ vj2,2ud−2 ⊗ · · · ⊗ vjd,d.
Moreover, we have πj1(bi1) · · ·πjd(bid) = πj1(bi1)⊗· · ·⊗πjd(bid) for j1 ∈ A1, · · · , jd ∈
Ad and Dn = Dn/d ⊗ · · · ⊗Dn/d, so that∑
i∈Ndm
∑
j1∈A1,··· ,jd∈Ad
xi ⊗ vj ⊗D
1
2p
n (πj1 (bi1) · · ·πjd(bid))D
1
2p
n
=
∑
i∈Ndm
xi ⊗
d⊗
k=1
D
1
2p
n/d
[ ∑
jk∈Ak
vjk,ku
d−k ⊗ πjk(bik)
]
D
1
2p
n/d
Since vjk,k and u commute (vjk,ku
d−k)jk∈Ak ’s satisfy the relations in (2.13)√
4m
n/d
∑
jk∈Ak
vjk,ku
d−k ⊗ πjk(bik)
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converges in ∗-distribution to aik by the central limit procedure. Thus, we have∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗ ap,i1 ⊗ · · · ⊗ ap,id
∥∥∥∥∥∥
Lp(M⊗¯Γ
⊗d
±1)
= lim
n
( 4m
n/d
) d
2
∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗
d⊗
k=1
D
1
2p
n/d
[ ∑
jk∈Ak
vjk,ku
d−k ⊗ πjk(bik)
]
D
1
2p
n/d
∥∥∥∥∥∥
Lp(M⊗¯Nn)
= d
d
2 lim
n
(4m
n
) d
2
∥∥∥∥∥∥
∑
i∈Ndm
∑
j1∈A1,··· ,jd∈Ad
xi ⊗ vj ⊗D
1
2p
n (πj1 (bi1) · · ·πjd(bid))D
1
2p
n
∥∥∥∥∥∥
p
≤ d
d
2
d!
∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗ ap,i
∥∥∥∥∥∥
Lp(M⊗¯Γ±1)
.
Then by Corollary 4.2 we get the lower bound.
For the upper bound we consider a fixed (j1, · · · , jd) ∈ Ndm and the discrete
probability space Ω of partitions A˜ = (A1, · · · , Ad) of {1, · · · , n} with |Ak| = nd .
Then we have
Prob(j1 ∈ A1, · · · , jd ∈ Ad) = #{(A
′
1, · · · , A′d) : A′1 ∪ · · · ∪ A′d = {1, · · · , n− d}}
#{(A1, · · · , Ad) : A1 ∪ · · · ∪ Ad = {1, · · · , n}}
=
(
n−d
n/d−1,··· ,n/d−1
)(
n
n/d,··· ,n/d
) = nd(n− d)!
ddn!
.
This implies
‖Qn‖p
=
ddn!
nd(n− d)!
∥∥∥∥∥∥∥∥∥∥
∑
j∈Ndn
i∈Ndm
E eA(1j1∈A1,··· ,jd∈Ad)xi ⊗ vj ⊗D
1
2p
n (πj1 (bi1) · · ·πjd(bid))D
1
2p
n
∥∥∥∥∥∥∥∥∥∥
p
≤ ddE eA
∥∥∥∥∥∥
∑
j1∈A1,··· ,jd∈Ad
∑
i∈Ndm
xi ⊗ vj ⊗D
1
2p
n (πj1 (bi1) · · ·πjd(bid))D
1
2p
n
∥∥∥∥∥∥
p
,
where E eA is the expectation with respect to Ω, and consequently∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗ ap,i
∥∥∥∥∥∥
Lp(M⊗¯Γ±1)
= lim
n
(4m
n
) d
2 ‖Qn‖p
≤ dd lim
n
(4m
n
) d
2
∥∥∥∥∥∥
∑
i∈Ndm
∑
j1∈A1,··· ,jd∈Ad
xi ⊗ vj ⊗D
1
2p
n (πj1(bi1) · · ·πjd(bid))D
1
2p
n
∥∥∥∥∥∥
p
= d
d
2
∥∥∥∥∥∥
∑
i∈Ndm
xi ⊗ ap,i1 ⊗ · · · ⊗ ap,id
∥∥∥∥∥∥
Lp(M⊗¯Γ
⊗d
±1)
.
We get the desired conclusion by Corollary 4.2 again.

Remark 4.5. The conditions (4.1) and (4.4) imply xii = 0 for any i and xi = 0
for any i ∈ Ndm − Idm.
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