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sensitivity of velocity measurement (Vs/m), amplitude 
filter transfer functions 
force factor (NA7') 
speed of sound in air (343 ms') 
forward-path 
model of forward-path, filtered-X compensation filter 
estimate of C 
acoustic compliance of volume of air contained in sealed 
loudspeaker cabinet (m'N-') 
acoustic compliance of driver suspension (m5N-') 
total electrical equivalent compliance (m5N-') 
driver mechanical compliance (mN-') 
mech. compliance from air in box (W) 
desired signal, distance (m), disturbance signal 
error signal 
expectation operator 
sample frequency ( =1fT =I/D) (Hz) 
force (N), feedback path transfer function, acoustic delay 
model of feedback path, feedback cancellation filter 
force applied to source loudspeaker (N) 
force applied to control loudspeaker (N) 
control filter, plant 
open loop gain 
desired fifter 
time lag index, current (A) 
identity matrix, acoustic delay 
cost function 
time index, wavenumber, scaling factor 
mechanical stiffness (Nm) 
length (m), pressure ratio 
voice coil inductance (H) 
sensitivity of pressure measurement (V/Pa) 
acoustic driver moving mass (kgmI) 
.A- 
MAT total electrical-equivalent acoustic mass (kgm4) 
Mm moving mass of loudspeaker cone (kg) 
Mmt total moving mass (kg) 
n integer 
N filter length 
P acoustic pressure (Pa) 
PC Pcone acoustic pressure at loudspeaker cone (Pa) 
Pd desired pressure (Pa) 
Pi incident pressure (Pa) 
Pr reflected pressure (Pa) 
Pmd pressure generated by a vibrating surface, see Page 119 
(ýr total quality factor of loudspeaker and box system 
r duct radius (m), autocorrelation function 
R complex acoustic reflection coefficient, adaptive filter 
Rc loudspeaker voice-coil resistance (0) 
Fý power amplifier output impedance (0) 
RAD acoustic resistance of driver suspension (Qm4) 
RAB acoustic resistance of air in sealed box (Om-4) 
RAT total electrical equivalent acoustic resistance (Qm'4) 
R. 
m mechanical resistance 
(mech. 0) 
Rmt total mechanical resistance (mech. 0) 
Rnbox box mechanical resistance (mech. 0) 
S surface area (M2) 
Sd effective surface area of loudspeaker cone (M) 
t time (s) 
T, D time periods (seconds) 
u velocity (ms-'), emf (volts) 
uc UCOM loudspeaker cone velocity (ms-') 
Ud desired velocity (ms-') 
us source loudspeaker surface velocity (ms-') 
U volume velocity (m's-') 
V electrical signal (volts) 
W adaptive digital filter 
lk impulse response vector of adaptive filter at time k 
x reference signal, displacement (m) 
- viii - 
x(k) digital filter discrete-time input value 
k 
vector of input values at time k 
x displacement limit (m) 
y(k) digital filter discrete output value 
z specific acoustic impedance (kgM-2S-1) (Rayls) 
Zd desired specific acoustic impedance (kgm-2s-') (Rayls) 
ZNAT un-driven loudspeaker cone z (kgm-2s-') (Rayls) 
z acoustic impedance (kgm's-') 
zrn mechanical impedance (kgs-') 
ZAF mechanical radiation impedance (kgs-') 
ZES blocked electrical impedance (0) 
ZMD radiation impedance (kgM-2S-1) (Rayls) 
B adaptation rate parameters (=2, u) 
error in adaptive filter estimation 
adaptive filter update gain constant 
mean square error, displacement (m) 
0, (P phase angle (radians) 
7r 3.14... 
PO density of air (1.21 kgm-3) 
W angular frequency (radians / second) 
resonant angular frequency (radians / second) 
gradient 
gradient estimate 
at real operator 
I wavelength (m) 
n 17 efficiency 
A time delay 
YY Poisson's ratio 
Tr time lag 
T normalised cost function 
P( T) normalised autocorrelation coefficient at lag T 
a standard deviation 
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ABSTRACT 
The application of an active control force on a thin-walled acoustic boundary 
can modify the motional dynamics, and so influence the impedance presented 
to incident waves. This impedance determines transmission of acoustic 
energy, reflection of acoustic waves from the boundary and absorption of 
incident energy. 
This thesis studies control systems that generate control forces for the active 
control of surface acoustic impedance. The proposed systems rely on 
measurement of the acoustic pressure and surface velocity of the boundary. 
The systems can use adaptive digital signal processing, which offers 
significant advantages over non-adaptive techniques. The active control of 
the specific acoustic impedance of a loudspeaker that terminates a 
waveguide for axially propagating plane waves provides a motivating problem. 
Theoretical analysis establishes the control of specific acoustic impedance of 
a simple compliantly-suspended piston by a control force. Operational 
constraints of a physical piston define theoretical operating limits for 
controlled specific acoustic impedances. 
The control systems use either feedback or feed-forward techniques for which 
theoretical treatment reveals restrictions on the range of controlled specific 
acoustic impedance. A novel result is that conventional implementations of 
the control systems can be unstable for certain desired impedances unless 
feedback cancellation is used. Digital feedback techniques are less effective 
for broader frequency bandwidth where feed-forward techniques may work. 
Theoretical analysis produces solutions that confirm the feasibility of these 
control techniques for the active control of specific acoustic impedance. 
Potential errors in the implementation of the systems have predictable effects 
on the controlled specific acoustic impedance. 
Experimental results support the theoretical work presented in this thesis, 
demonstrating active control of specific acoustic impedance for normally 
incident acoustic plane waves. An adaptive digital feed-forward control 
system creates desired specific acoustic impedances for band-limited noise 
and transient signals. 
-x- 
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I INTRODUCTION 
1.1 PREFACE 
The application of active methods to control acoustical problems is the subject 
of considerable recent research and development. One major area is in acoustic 
sound reduction by active methods. This has arisen from the scientific 
recognition of the phenomenurn "sound interference" in acoustical space. At any 
position in an acoustical space, the sound pressure that arises with two or more 
coherent radiating sound sources depends on the interference between the 
different press ures generated by the sound sources. If the sources are suitably 
related then destructive interference can occur with a corresponding reduction 
in sound pressure. Conversely with constructive interference the sound pressure 
is increased. The possibility of controlling the sound pressure of an offending 
noise by destructive sound interference with an additional coherent sound source 
was first recognised by Paul Lueg in a patent filed in 1934 and granted later in 
1936 (1). More recently, real systems that reduce acoustical noise by active 
methods have been demonstrated. The introduction of fast digital signal 
processors has prompted much growth in this area. 
A newer area of research attention is in the control of the behaviour of sound at 
an acoustic boundary. Real acoustical problems often occur in acoustic spaces 
that are bounded by surfaces. Whether sound is reflected or absorbed at the 
surface boundaries dictates the sound field that occurs in the space. A 
reverberant sound field occurs in a space that is bounded by highly reflective 
surfaces. An anechoic sound field occurs when the boundaries are absorptive. 
The behaviour of sound at the surface can be described with specific acoustic 
impedance - this is defined in Section 1.2 on Page 3. The influence of the 
specific acoustic impedance of a boundary on the nature of the enclosed sound 
field motivates the control of specific acoustic impedance. This thesis studies 
the control of the specific acoustic impedance of surface boundaries by active 
methods. The analysis and implementation of a method for the direct control of 
specific acoustic impedance is presented. This work is original and experimental 
results demonstrate the active control of specific acoustic impedance. 
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A literature study on the field of active control of acoustical problems is 
presented in Chapter 2. This section reveals that active modification of specific 
acoustic impedance is not new - practical demonstration has already been made 
with a control system that was designed to control reflection coefficients. This 
thesis contributes to the field by presenting the first demonstration of direct 
modification of specific acoustic impedance by a new method. A review of 
contemporary techniques for active control is given in Chapter 3. This chapter, 
therefore, contains no original work. The description of adaptive algorithms used 
for the practical work is presented. Current techniques for treating feedback 
problems are also presented. The rest of the work reported in this thesis is 
original, except where otherwise credited. 
The modification of the specific acoustic impedance of a simple surface by a 
control force is theoretically established in Chapter 4. Physical operating limits 
arise when the forced surface is implemented by a loudspeaker. These are 
illustrated with examples of controlled specific acoustic impedance. 
The method for specific acoustic impedance control is presented in Chapter 5. 
Original theory is presented in Chapter 6 to describe the operation of the 
method. Controller solutions are presented that apply to any active method for 
the optimum control of impedance. The stability of feedback loop paths that 
occur are analyzed. The analysis reveals that the implementation of the control 
method by conventional techniques that contain inherent delay can not create 
certain specific acoustic impedances unless feedback paths are cancelled. The 
implementation of a suitable adaptive algorithm for impedance control is 
examined. Problems that affect the practical performance of the control method 
are also described. 
The practical implementation of the system is described in Chapter 7. 
Observations are presented on instability and band-width constraints for the 
digital feedback implementation of the method. Results that demonstrate the 
control of specific acoustic impedance are presented in Chapter 8. The choice 
of test signal can affect adaptive system performance. In addition to sinusoidal 
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signals, this thesis uses noise and transient signals to test the modified specific 
acoustic impedance as this reflects generalized performance for real-world 
acoustical problems. 
The findings of this thesis are discussed in Chapter 9 and concluded in Chapter 
10 where recommendations for further work are offered. 
1.2 SPECIFIC ACOUSTIC IMPEDANCE 
This section defines specific acoustic impedance. The characteristic specific 
acoustic impedance of plane waves in air is also quantified. 
The specific acoustic impedance z at a location in a fluid medium is the ratio of 
the acoustic pressure p to the particle velocity u, Equation 1.1. 
kg 
m28 
1.1 
Note that as velocity is a vector, so z is a vector quantity. The unit of specific 
acoustic impedance is often given as the Ra)4, in honour of Lord Rayleigh. 
There is another definition of impedance called acoustic impedance Z, Equation 
1.2. This, for an acoustic wave acting on a surface of area S, is the acoustic 
pressure divided by the volume velocity U of the surface. 
kg 
m48 
1.2 
The specific acoustic impedance z at a surface of known area S is related to the 
acoustic impedance Z as shown in Equation 1.3. 
Z. S AL 1.3 
m23 
This thesis studies active methods that modify z at the surface of an acoustic 
boundary. Throughout the thesis this impedance is often called the surface 
impedance. Also the specific acoustic impedance is described simply as 
impedance. Other forms of impedance, such as mechanical and electrical, are 
expressed in full. 
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The impedance z for travelling plane waves in air is described in Equation 1.4 
(a formal derivation is presented in (2)). 
Z= : tpoc 
kg 
M2 8 
1.4 
This is often described as the characteristic impedance of air. The plus or 
minus sign indicates the direction of sound propagation. Although the 
impedance of the medium is a real quantity for progressive plane waves, this is 
not true for standing plane waves or for diverging waves - in these cases z will 
be complex (see pp20-21 and p25 in (2)). At a temperature of 200C and at 
atmospheric pressure, the density of air is 1.21 kg /M3 and the speed of sound 
is 343 rn/s (3). The characteristic impedance of air is thus quantified in Equation 
1.5. 
400)20 = 415 
kg 1.5 
m2 0 
If plane waves are propagating through a pipe in the direction assigned as 
positive, with frequency less than the plane wave cut-off frequency of that pipe, 
then the impedance at any position in the cross-section is described by Equation 
1.6. 
Z= Poc 
AV 
M2 8 
1.6 
When the propagating wave arrives at the surface of an object, the impedance 
of the surface determines whether sound reflection or absorption occurs. If the 
surface impedance is much greater than the characteristic impedance of air then 
reflection will mainly occur. If there is little mismatch in impedance at the 
boundary, absorption mainly occurs. If the impedance of the surface can be 
controlled by active means, then sound reflection or absorption can be 
controlled. Of particular interest is the generation of a boundary impedance that 
matches the characteristic impedance of air and so absorbs normally-incident 
propagating waves. This surface is often described in this thesis as a 
"controlled characteristic termination". 
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1.3 THE ACTIVE CONTROL OF SPECIFIC ACOUSTIC IMPEDANCE 
The previous sections in this chapter have identified that the desire to control 
impedance at an acoustic boundary is motivated by the relationship that 
impedance has with sound absorption and reflection. This thesis studies an 
active control method for the modification of impedance. An acoustic scenario 
that facilitates this study is the sound field that occurs in a waveguide with 
"axially" propagating plane waves. This acoustic environment has received 
much attention in active noise control research. 
Sound energy in the waveguide is generated with an acoustic source at one end. 
The frequency band-width of the acoustic source is restricted so that acoustic 
plane waves propagate along the length. The waveguide is terminated at the 
other end with an acoustic boundary. The sound field in the waveguide thus 
depends on the impedance of this termination. The waveguide allows the use 
of a standard method to quantify the termination impedance - measurement of 
standing wave ratios. A control system is configured to modify the impedance 
of the termination. The analysis, design and demonstration of the control system 
is the subject of this thesis. 
The use of the waveguide limits sound propagation to one spatial dimension. 
The thesis concentrates on impedance control for one-dimensional sound 
propagation to validate the control method. The control of impedance for 
three-dimensional sound is beyond the scope of this foundational work. 
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2 LITERATURE STUDY 
2.1 INTRODUCTION 
This chapter describes the literature study undertaken for this research project. 
The requirements of research originality demand that the efforts of other 
researchers are not repeated. The literature study reveals that the control of 
surface impedance has been considered by other researchers. However the 
method used in this thesis to perform surface impedance control has not been 
analyzed or implemented before. 
The active control of acoustical noise problems encompasses different 
disciplines. Theoretical knowledge of acoustics and control theory and technical 
knowledge of signal processing and electronics are all necessary to design and 
implement active acoustic control systems. By 1992 there were more than 3500 
references in the field of active noise and vibration control (4). A data base of 
most of these reference titles is available (5). The first monograph on the active 
control of sound was recently published by Nelson and Elliott 42). This book 
contains 420 pages concerning the theory and operation of active control in 
acoustics. This volume contains much theoretical work proving that sound can 
be reduced by active control implemented with radiating sources. The study of 
this quantity of literature is simplified by distinguishing two objectives that 
motivate the active control of sound: active reduction of noise by sound 
cancellation, and general modification of a sound field by the active control of 
impedance at a boundary. The distinction between these two objectives is 
discussed in Section 2.2. Separate discussions of the literature for each 
objective are presented in Section 2.3 and Section 2.4. Finally, publications on 
various aspects of active control that were educational for the author are 
referenced in Section 2-5. 
2.2 PREAMBLE 
This section discusses the distinction between the active reduction of noise by 
sound cancellation and the general modification of a sound field by the active 
control of the impedance of a boundary. 
Chapter 2. Literature Study Page 7 
The active reduction of noise by sound cancellation attempts to minimise the 
acoustic pressure at a sensor (or multiple sensors) in an acoustic field. This is 
achieved by creating an acoustical "anti-noise" signal that destructively interferes 
with the offending noise at the sensors. The anti-noise signal is generated by 
modifying the motion of secondary pistons or vibrating surfaces. The 
modification of the surface vibration modifies the surface impedance presented 
to the surrounding medium. However the effect of this on the sound field is 
often not considered in the literature. Conversely, the active control of 
impedance is primarily concerned with creating a defined impedance at an 
acoustic boundary. The effect of boundary impedance on an enclosed sound 
field motivates this control objective. If a reverberant field is desired, then active 
control can increase sound reflection by increasing the impedance at a vibrating 
boundary surface. Or if an anechoic sound field is desired, then active control 
can reduce sound reflection by forcing the boundary to have characteristic 
impedance. This objective is fundamentally different to noise reduction by sound 
cancellation as the intention is to create a defined acoustic load rather than an 
anti-noise signal. 
The active reduction of noise by sound cancellation is described in early works 
on active noise control, see Section 2.3.1. Researchers studying the active 
reduction of propagating noise in ducts by sound cancellafion in the 1970's were 
aware that, whilst the sound pressure is minimised at downstream sound sensor 
locations, upstream radiation occurs from the anti-noise source. This interferes 
with the primary noise and complicates the controller design. Sound cancellation 
procedures were therefore designed to minimise, these side effects with 
directional anti-noise sources, see Section 2.3.2. In the literature this is called 
sound absorption as the reflected wave from the anti-noise source back to the 
source of noise is minimised. However noise reduction still occurs at the sensor 
positions by the process of sound interference with an anfi-noise signal - test 
results in these references show large levels of sound reduction. These systems 
therefore appear to combine two physical processes: sound cancellation and 
sound absorption. Conversely, the creation of sound absorption by the active 
control of impedance does not attempt to cause sound cancellation at a sound 
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sensor location. Reflected waves are minimised by matching the load 
impedance to the impedance of the acoustic medium. Both methods can absorb 
incident sound, but the objectives are different: the first method aims to reduce 
noise by sound interference, the second creates an acoustic load. The acoustic 
load can be used to reduce sound in an enclosed field. However this is not 
considered in the design of strategies for the active control of impedance. 
The distinction between the two objectives is enhanced with the following 
discussion on a study of sound reduction by Curtis et a/ of a one-dimensional 
enclosed sound field by three dWerent techniques (6). This paper does not 
concern itself with the design of control systems, choosing to concentrate on the 
physical mechanisms of active sound, reduction. The three techniques are : 
"cancellation at a point (the acoustical virtual earth) and active absorption 
(the absorbing termination), both of which have been successfully used 
in ducts, and the strategy of minimization of energy that has been 
developed for the control of sound in enclosed spaces". 
The first technique, the acoustic virtual earth, is the active reduction of noise by 
sound cancellation as descdbed in early works on active noise control. The 
paper descdbes the results of experimental tests and concludes that this method 
is not recommended for enclosed sound fields as it can force new standing wave 
patterns which "result in new resonances and greatly increased sound levels at 
some frequencies". The second technique for sound reduction, the use of the 
absorbing termination, was set by applying an active control force on the 
termination so that reflections back to the source were minimised. The effect of 
this was to create a termination impedance that matched the characteristic 
impedance of the enclosed sound field. This was found to reduce sound levels 
in enclosed resonant sound fields. However increased sound levels were noted 
in enclosed anti-resonant sound fields (in the specific test described in this paper 
the increase in the total sound field at. anti-resonance was OMB). The results 
from these two techniques distinguish the behaviour of the active reduction of 
noise by sound cancellation and by absorption with the active control of acoustic 
impedance. However, neither of these techniques fully characterize the hybrid 
"sound absorber" systems descAbed originally in the 1970's because, whilst 
sound absorption in fimm systems. occurs in the sense that waves are not 
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reflected back to the source, the reduction of noise by sound cancellation also 
occurs at other locations in the sound field. The paper concludes that the third 
technique, the minimisation of acoustic energy, provides the best noise reduction 
for both on- and off-resonance sound fields. A separate successful research 
effort in energy based control of sound is described by Sommerfeldt, (7). 
In summary, the active reduction of noise by sound cancellation and the active 
control of impedance are fundamentally different objectives. The first method 
is concerned with reducing sound pressure by wave interference whilst the 
second method concerns the creation of defined acoustic loads. Both methods 
can be used to reduce sound pressure with different degrees of success.. Hybrid 
systems have been seen in the literature that attempt to reduce noise by sound 
cancellation but can also be termed "sound absorbers". The literature study is 
divided into the two parts: noise reduction by sound cancellation in Section 2.3 
which includes discussion of hybrid systems in Section 2.3.2, and the active 
control of impedance in Section 2.4. 
2.3 ACTIVE REDUCTION OF ACOUSTIC NOISE 
This section discusses literature on the active reduction of acoustic noise by 
sound cancellation in Section 2.3.1. Section 2.3.2 discusses literature on 
systems that reduce noise by sound cancellation whilst preventing sound 
reflection back to the noise source. This literature is not discussed in great 
detail because this thesis is concerned with the active control of specific acoustic 
impedance. This section offers a brief historical perspective on the active 
control of sound. 
2.3.1 The active reduction of acoustical noise by sound cancellation 
The invention of active acoustio-noise, cancellation is attributed to Paul Lueg, "a 
doctor of philosophy and medicine, who worked as a physicist for many years" 
(8). Early in 1934 he filed a US patent application (1) that described the 
principle of active noise canceHation by wave superposition. The cancellation 
of an offending sound is achieved by generating a negative replica, usually by 
installing an anti-phase compensation source next to the primary noise source. 
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This contribution was based on Lueg's ideas as opposed to any technical 
realization. The first successful laboratory demonstration of sound reduction by 
wave superposition occurred 20 years later by Olsen and May's "Electronic 
Sound Absorber" (9). The use of the phrase "sound absorber"to describe this 
system can be misleading. The system reduces sound pressure at a single 
microphone location in the acoustical field. However, it does not act to absorb 
inoident acoustic waves and thereby prevent reflected sound. By reducing the 
pressure the system effectively reduces the impedance at the microphone 
location. However, the system does not attempt to create a charaotetistio 
impedance, that required for ideal sound absorption of incident plane waves. 
The first technical applications of active noise reduction appeared 50 years later 
with the emergence of stable digital signal processing electronics. 
The number of references in this field precludes further discussion. Interested 
readers should refer to (5). A book by Nelson and Elliott (2) offers a unique 
contemporary study on the active control of sound and presents analysis on the 
physical principles behind noise reduction by sound cancellation for 
one-dimensional and three-dimensional sound fields 
2.3.2 Directional Sound Cancellation 
During the 1970's work was perforrned by Swinbanks (10) and Jessel (11) into 
cancelling sound in ducts by active acoustic side-branches. The secondary 
control sources developed in these separate research efforts prevent the 
reflection of sound back to the noise source. In this respect these sources are 
absorbers of sound. The contribution by Jessel (12) is seen as the earliest 
theoretical treatment of active noise control (4). 
Jessel realized that it was possible to Create a directional source of anti-noise 
that, whilst reducing downstream sound pressure level by wave cancellation, did 
not reflect sound back to the source. His theory was based on a reciprocal of 
Huygens' principle (13). By using an analogue control system he was able to 
demonstrate this for one-dimensional sound using a symmetrical secondary 
source configuration consisting of a monopole and a dipole source. Figure 4 of 
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(11) illustrates downstream attenuation in a duct with no modification of the 
upstream propagating wave. Mangiante (14) demonstrated this work in 
3-dimensions by surrounding the primary noise source with arrays of both 12 
and 20 secondary sources. The, results presented show convincingly uniform 
reductions in the far field radiation for both pure tone and broad-band sound, 
page 303 of reference (2). 
Swinbanks describes creating an unidirectional acoustic source in a duct with 
two rings of monopolar sources so that downstream waves in the duct are 
attenuated (10). The configuration of the sources produces no upstream 
radiation. Later work performs laboratory tests with Swinbanks method so 
demonstrating attenuation of sinusoidal propagating waves but concludes that 
the system was too expensive for common application (15). Swinbanks method 
is analyzed in Section 5.7 of (2). The use of two sources to create directional 
sound radiation is shown to have frequency bandwidth limitations. More 
complicated arrays can extend the operational bandwidth. 
The complexity of the secondary sources used in Jessel and Swinbanks works 
has restricted the general development of these systems. 
2.4 ACTIVE CONTROL OF SPECIFIC ACOUSTIC IMPEDANCE 
This thesis distinguishes active noise reduction and active control of impedance 
as two separate areas for consideration: whilst active noise reduction addresses 
the treatment of a sound field, active impedance control is concerned with the 
dynamics of boundaries in response to excitation by acoustic waves. This 
section discusses literature on the active control of impedance. Section 2.4.1 
describes the early published works on active control of acoustic impedance by 
Bobber and Beatty. Later work can be separated into two types of control 
*ategy. The first strategy, realized with two pressure measurements, describes 
the work of Guicking et a/ on the active control of refiection coefficient in Section 
2.4.2. The work of Ordufia-Bustemente and Nelson on active absorption using 
adaptive techniques is also described. Literature on the second strategy, 
realized with velocity and pressure measurements, is described in Section 2.4.3. 
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This strategy is used in the active control work presented in this thesis and has 
been examined independently by Mazzola. Finally a patent on a variable 
reflection/absorption device is mentioned in Section 2.4.4. 
2.4.1 Active acoustic load impedance 
The earliest published work found during this literature study on acoustic 
impedance control is an abstract by Bobber and Beatty (16). They were 
interested in controlling the impedance at the termination at one end of a tube 
so that defined impedances could be presented to a source transducer at the 
other end for accurate calibrabon and evaluation measurements. The tube was 
terminated with an active transducer that could be made to have "any acoustical 
impedance". This work was for application in water-filled ducts at high static 
pressures where the ratio of feasible duct dimensions to the wavelength of the 
sound is too small to approximate the free-field conditions required for accurate 
evaluation of the source transducer. The work was, therefore, particularly 
motivated by the creation of a characterisfic load impedance through active 
control techniques. Later publications by Bobber (17) and Beatty (18) analyze 
the active load impedance. This section discusses these publications. 
Bobber presents an electro-mechanical-analog analysis of a tube terminated at 
both ends by independently driven transducers by assuming that waves are 
normally incident on the transducers, the duct is loss-less and all components 
are linear (17). He develops an equivalent circuit for the system where the 
transducers are simple electrical generators with defined impedances (these 
arise in the real system from the inherent electrical, mechanical and acoustical 
properties of the transducers) and the duct is a standard electrical network 
representation of an ideal transmission line. This is applicable as an ideal 
representation of either an air- of a water-filled duct. Therefore the conclusions 
of the analysis are equally valid for an air- or a water-filled duct. By adjusting 
the relative magnitude and phase of the generator voftages Bobber shows that 
the load impedance "seen" by the source generator can be adjusted to any 
value, even negative values when the termination acts as a source of energy. 
The load impedance is also dependent on the "length" of the transmission line, 
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the signal frequency, the speed of sound propagation, and the inherent 
impedances of the transducers. The paper then quantifies the load impedance 
arising from numerical values of these variables. The practical duct dimensions 
are small compared with the wavelength and Bobber studies the effect of varying 
these conditions in his model. The theoretical results indicate that the behaviour 
is subtle, for example the change in the load impedance caused by increasing 
the length varies with the ratio of generator voltages (or transducer surface 
velocities). For one example the change in load impedance is reduced with 
larger generator voltages. For another specific example the system is unstable. 
Simple deductions can not be drawn because of the large number of variables 
and coupling that occurs. The paper concludes that load impedance of any 
magnitude or phase can be obtained by varying the magnitude and phase of the 
two signals driving each transducer, but some combinations of the system 
variables may result in an unstable condition. The thesis author considers that 
it is not possible to make general recommendations on avoiding the instable 
conditions because of the number of variables and coupling in this idealised 
system. 
Beatty provides a more rigorous treatment of the acoustics of the active 
impedance load (18). He omits any discussion on the generation of the control 
voltage signal and the active transducer electrical properties, choosing to 
analyze the load impedances presented to the acoustical waves by the source 
transducer, at one end of a water-filled rigid duct, and the termination transducer 
at the other end. The transducers are considered as pistons that are driven 
independently at a common frequency. Theoretical analysis shows that the 
actual values of the source and termination impedances are dependent on the 
velocities, or applied forces, and the surface areas of the pistons at either end 
and the complex speed of propagation in the medium as well as the dimensions 
of the duct. The control of a desired termination impedance is simply achieved 
by applying an appropriate force to the termination piston. This force is related 
to the driving force applied to the source piston. Beatty states that the 
termination transducer impedance can be made to assume any value of 
magnitude 0 to infinity and phase angle 0 to : tff, as the velocities or forces were 
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considered in the analysis to be linearly independent and unrestricted with 
respect to magnitude and relative phase. However, Beatty acknowledges that 
the determination of an exact forcing function from the theoretical analysis is 
experimentally difficult to achieve because of the "elusive parameters involved. 
The rest of the work is concerned with determining the load impedance, arising 
from the duct and termination, "seen" by the source. For a characteristic load 
impedance, Beatty identifies that the control forcing function can be correctly 
adjusted by observing defined pressure magnitude and phase relationships in 
the duct. Results are presented from pressure measurements on a water-filled 
steel tube with an active termination. A characteristic load impedance is 
successfully achieved as the results indicate that plane waves propagate from 
the source to the termination transducer without reflection. However, a direct 
control method for automatically adjusting the forcing function on the termination 
so that the load impedance seen by the source is set to an arbitrarily specified 
value was not established in this paper or in the paper by Bobber. This thesis 
presents an active control method that automatically controls the impedance at 
the termination of an air-filled duct to an arbitrary pre-specified value for incident 
plane waves. 
2.4.2 The "2-mic" control system 
Considerable research on the modification of the reflection coefficient at a 
surface for air-bome sound has been performed at the University of Gdttingen, 
Germany (19)(20)(21). The reflection coefficient R is intimately related to 
impedance (see Appendix 5 on Page 344). Therefore the control of R is 
considered by the thesis author as equivalent to the control of impedance. 
These works, initiated by Prof. M. R. Schroeder and supervised by Dr. D. 
Guicking, demonstrate experimental control of reflection coefficient using an 
analogue control system. The incident sound was plane and at normal 
incidence, experimentally achieved by constraining the sound to one dimension 
by use of a duct (or"waveguide), see Figure I on Page 30 (taken from Figure 
5 (20)). The source loudspeaker (Vs) generates a travelling plane wave that 
propagates down the pipe towards the controlled surface. Two microphones MI 
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and M2 are positioned in the duct with M1 at the surface of the controlled I/s 
and M2 at a distance of about 10cm along the duct. The control system uses 
the two microphone signals to separate the reflected and incident pressure 
waves in the duct. The ratio of the separated signals yields the complex 
reflection coefficient R. The direct extraction of R allows the control system to 
be adjusted so that desired values of R can be set. The use of two microphones 
to determine acoustic reflection coefficients is patented (22). The historical 
significance of this control system is such that the thesis author proposes an 
abbreviation that rests on the use of two microphones to separate incident and 
reflected pressure - the "2-mic! ' control system. This abbreviation will be used 
throughout the rest of this thesis. 
The motivation behind this work arises because: 
"conventional, passive absorbers for low-frequency sound presents 
difficulties: Wedge-type absorbers have to be made quite long 
(approximately, 1/3 wavelength at the lowest frequency), and resonance 
absorbers are effective in narrow frequency bands only, aside from often 
becoming quite big". (21) 
The application of active control offers practical solution to these problems for 
the acoustics described in this paper: spot frequencies between 180-50OHz, and 
defined band-pass noise operating in one-dimension with plane wave motion. 
Sound reflection coefficients of less than 0.1 are indicated. The sound absorber 
was able to function in sound pressure levels of 110-140 dB, this being limited 
by overload of the electronics. 
The work described in (20) is concerned with providing arbitrary reflection 
coefficients "to find applications not only for noise abatement but more generally 
in room acoustics". This quotation reinforces the thesis author's desire to 
separate active noise reducfion by sound cancellation with the more generalized 
applications of impedance control in pcoustics. The abstract quotes 
'This system permits easy control of the reflection coefficient7... "Arbitrary 
reflection coefficients between almost 0 and about 1.5 have been realized 
in the frequency range from below I OOHz to more than 80OHz" for single 
frequency one-dimensional plane waves 
The researchers were successfully able to hand adjust the system so that R was 
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less than 0.02 between 150 and 750Hz thus creating a termination of 
near-characteristic impedance over these frequencies. When the active 
termination has a reflection coefficient of greater than unity it is actually 
contributing additional energy to the sound field. This behaviour is consistent 
with Beatty's assertion that the phase of the termination impedance can be 
actively controlled to any value (18). It is interesting that the first control system 
described in (20), before the successful 2-mic implementation, used a single 
microphone: this was unstable at higher frequencies. Theory for the loop 
stability of an equivalent control system is presented in Section 6.4.4 of this 
thesis. 
All of the references (19)(20)(21) use analogue electronic control systems. 
Whilst successfully achieving the desired impedances the use of analogue 
control limits practical implementation because manual adjustment is required 
for each spot frequency (20). Manual adjustment is unsatisfactory for practical 
implementation. Automatic analogue adjustment systems proposed in (19)(21) 
have long adjustment and settle time (such as 2-5 seconds (21)) compared 
with the latest digital control systems at the time of writing. One feature of the 
analogue control systems is that they do not need any "upstream" information 
from the source loudspeaker: control is achieved only with the information 
derived from the two microphones. 
The work at GNingen was continued in an experimental and theoretical PhD 
Thesis by Rollwage (23) and a JASA journal paper (24). The objective was to 
take the 2-mic control system from one-dimension to three-dimensional 
acoustics. "Free-field applications of active absorbers present several 
complications as compared to guided plane waves: arbitrary angles of incidence, 
spherical instead of plane waves, diffraction effects, discrete (matrix-type) 
structure of the active systems, and, different transfer characteristics of the 
individual systems" (24); it is important to remember that the intention was to 
provide flexible impedance and not just active absorption. Experiments were 
made with a 3x3 loudspeaker array, in an anechoic room situated 3m from a 
primary source. The research found'that the 2-mic system could not calculate 
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the reflection coefficient because of distortions by evanescent and diffTacted 
waves and the use of an intensity probe also failed. A system of scanning the 
complex pressure field between the controlled surface and the source, and then 
comparing the results with a model function of the acoustics allowed evaluation 
of the 3x3 loudspeaker array's acoustic reflection coefficient. The more specific 
case of providing a characteristic impedance (the case for ideal absorption) used 
a 2-mic setup with the distance between the microphones corresponding to a 
quarter-wavelength of the sound. As in the one-dimensional case R could be 
set at large (greater than 2) or small values (less than 0-1) at 50OHz. 
"Measurements at higher frequencies (eg: 750-100OHz) have revealed 
that reflection coefficients below 10% can be realized as well"... "but 
certain spatial pressure fluctuations remain in the near field of the test 
box. This is caused by the discrete structure of the loudspeaker array 
and can only be avoided by applying more loudspeakers closer to one 
another" 
The results presented in (23)(24) show three-dimensional control of impedance. 
However, as in previous references (19)(20)(21), practical limitations exist 
because of the non-adaptive analogue control system. The three-dimensional 
active absorber required re-spacing the two microphones for different 
frequencies therefore making broad-band control impossible. 
Computer simulations in (24) reveal that active control of arrays of loudspeakers 
"can realize almost arbitrary reflection coefficients for sinusoidal waves at normal 
and oblique incidence". The research effort states that the control system 
needed further development so that it could work "with broad-band excitations 
and in real sound fields with waves incident from various directions 
simultaneously". 
The first efforts to produce a more effective control strategy were published in 
1986 by Guicking's team in (25). Digital adaptive fifter techniques are adopted 
to eliminate the unsatisfactory manual control of the analogue system. The 
system presented no longer uses two microphones, but reverts to the use of a 
single microphone system as presented in (20). The limitations of the earlier 
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unstable analogue system are superseded by creating a digital control system 
with three compensation filters. The setup of these compensation filters requires 
pre-training of the system. The system concept limits itself to laboratory 
experimentation as the training of one of the fifters (HP) demands that the sound 
source is a loudspeaker set at the angle of incidence for the experiment. A 
generalised practical implementation for arbitrary angles of incidence is therefore 
not feasible. Another of the proposed fixed filters (H. ) is considered by the 
thesis author to be time-variant as a result of the active control's time-variance. 
Analysis of the stability of this single microphone system is not presented. The 
thesis author has not encountered any subsequent publication describing 
laboratory experimentation with this control setup. 
An application for active impedance control of mechanical structures is described 
in (26). This is Merent from the active control of surface impedance described 
in this thesis so does not merit much further discussion. However, it is 
interesting that the control systems use similar concepts. In the mechanical 
impedance control example the actual force experienced by the structure is 
compared to a "desired" force, that which would occur if the structure has the 
"desired" impedance. If a control system acts to minimise the dKerence, or 
"error", between the actual and desired forces then the structure impedance 
assumes the desired value. The process of minimising an error signal is often 
used in modem adaptive control systems. This is employed in the impedance 
control systems described in this thesis, see Chapter 5. 
The application of digital adaptive control to the 2-mic system is presented in 
(27). The 2-mic system is used to separate incident pressure to drive an 
adaptive filter. This prevents potentially unstable feedback loops as reflected 
pressure from the active source can not feedback into the active filter. An error 
signal is found by calculating the desired reflected pressure and comparing this 
with the measured reflected pressure. The adaptive filter is configured to adapt 
to a solution that reduces this error signal. The desired acoustic reflection 
coefficient is specified by setting a desired rellected pressure. This adaptive 
system is implemented on an AT&T DSP32C digital signal processor. However 
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an instability with a compensation filter is mentioned in the final paragraph of this 
paper. Active control results are not presented. 
A personal communication with Dr. D. Guicking (28) mentions that no further 
work on the active control of impedance has been published partly because of 
funding difficulties. 
A more recent publication by Ordutia-Bustamente and Nelson (29) demonstrates 
one-dimensional broad-band active acoustic absorption by adaptive digital 
control using the 2-mic system. The reflected pressure is calculated as in (19) 
although the paper seems unaware of this despite references to Karcher's 
thesis. The paper describes a similar setup to that depicted in Figure 1 on 
Page 30 with a smaller duct and 20cm spacing between the two microphones. 
The adaptive control system is configured to minimise the reflected pressure 
thus maximising the acoustic absorption of the controlled surface - effectively 
this is a termination of characteristic impedance. Although reflection coefficients 
are not presented, absorption of a pulse propagating down the duct illustrates 
transient broad-band absorption with this system. However, the results indicate 
that the direct initial pulse from the source was also modified before arriving at 
the controlled surface - see Figure 10 in reference (29). This indicates that the 
controlled surface responded before the arrival of incident sound and therefore 
the controller did not implement an optimum solution for true acoustic absorption. 
The adaptive system is different from the analogue control system used in the 
work of Guicking et a/ in that it uses an electrical signal taken from the source 
to feed the input of the adaptive digital filter - see Figure 2 on Page 31 (adapted 
from Figure 6 of reference (29)). The behaviour of the adaptive system for input 
signals available in different acoustic scenarios, such as a pressure 
measurement at some point in the sound field, is not discussed. The paper 
theoretically demonstrates that the 2-mic system can be configured to achieve 
other acoustic termination impedances. 
An aspect of the 2-mic system that has not yet been mentioned in this literature 
study is that the impedance is optimized at the centre of the two microphone 
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spacing (29). For the one-dimensional characteristic termination this is of no 
consequence: if the impedance between the 2-mic probe is characteristic then 
the impedance seen by the source will also be characteristic for propagating 
plane waves. If the 2-mic control system is configured as an active reflector, 
then the effective centre of reflection will be at the half distance between the 
microphones. This has the effect of reducing the acoustic length of the pipe 
compared with replacing the controlled surface with a highly-refiective physical 
surface. The three-dimensional control of oblique incident waves may be 
complicated by this "off-cone" controlled impedance. The thesis author feels that 
it is more relevant to implement a true surface impedance. This can be done by 
directly measuring the surface impedance with a microphone and an 
accelerometer. This is the subject of the next part of the literature study. 
2.4.3 The "mic-acce' control method 
The impedance of a vibrating surface is defined as the ratio of the total acoustic 
pressure at the surface to the surface velocity. A novel impedance control 
method is therefore based on instrumenting the surface with a microphone and 
accelerometer. With the application of conventional control techniques it is then 
possible to force the surface to have a desired surface impedance. A suitable 
abbreviation for this control technique is thus "mic-acce' and this will be used 
throughout this thesis. 
Theoretical and practical publications on the mic-accr control method 
(30)(31)(32)(33) have resulted from this research effort. This thesis partly draws 
on work performed for these four publications. A schematic on the typical 
test-rig setup is shown in Figure 3, on Page 32. 
A separate and independent publication by Mazzola (34) also demonstrates 
original research on the use of the mic-accr technique. This is the only other 
research eftrt seen by the thesis author on the use of the micraccr method to 
control surface impedance. A discussion of this publication follows. 
Mazzola's monograph "Active Sound Absorption" contains 106 pages of 
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theoretical work on a control method for the active absorption of sound. Active 
sound absorption in a fluid medium of incident waves by a surface is achieved 
when the surface has the same impedance as the contacting fluid medium - the 
"characteristic! ' impedance. Mazzola independently suggests that it is possible 
to achieve active sound absorption by the instrumentation of a surface with a 
pressure and a velocity measurement; by minimising an error signal with 
feedback control it is theoretically possible to force a characteristic surface 
impedance. Mazzola mainly describes the surface as a plate actuated by 
piezoelectric transducer material. A preliminary chapter in (34) (pp. 1-2) is 
reproduced here: 
'When an acoustic plane wave Pjx, t) is normally incident on an infinite, 
rigid, and fixed plate, the total pressure P, (x, t) at the surface, X--O is given 
by: 
Pt(0,0 = 2Pk(O, n M. 1 
If the plate happens to be vibrating, then the total pressure at the plate 
surface is: 
Pt(O, o = 2Ph(O, o + P,, (O, t) M. 2 
where PP(O, Q is the pressure corresponding to the vibration of the plate. 
If somehow we could set PP(O, t) = -P,, (O, t), then the total pressure at the 
plate surface would equal the incident pressure: 
PA010 - Pi'(0.0 M. 3 
Since Pp(x, t) = pCvp(x, t) it follows that, 
VJIM 
PkI(OIO 
PC 
MA 
Equation MA implies that the plate velocity is equal to the particle velocity 
of the incident wave at the plate surface, consequently, the plate appears 
transparent, and there is no reflected wave. The minus sign in Equation 
MA accounts fbr the direction of the wave resulting from the plate 
vibration is opposite from the incident wave. If we could somehow 
construct a control system to implement Equation MA, the plate would 
absorb all of the incident sound. As a pratical[sic] matter this relation is 
not useful because the incident pressure cannot be measured. However, 
under the stated condition, the total pressure equals the incident 
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pressure. Consequently, Equation MA becomes: 
VO(t) =- 
Pt (0, t) M. 5 
PC 
Equation M. 5 represents, from a control systems[sic] point of view, a 
useful relationship because both the plate velocity VP(Q, and the total 
pressure P, (O, t) can be measured right on the plate surface. Using these 
measurements we wil[sic] show that a control system can be devised that 
will implement Equation M. 5. This Equation is the genesis of the theory 
of active absorption of sound discussed in this book. " 
The thesis author considers the preliminary chapter to be an excellent 
introduction to Mazzola's book. The assertion that if the plate velocity is the 
same as the local velocity of the incident wave at the surface, then "the plate 
appears transparent, and there is no reflected wave" is later proved by the use 
of Euler's equation in Sections M1.1.1 and M1.1.2 (34). Section M1.1.3 also 
shows that all the incident intensity will be absorbed. By maximising 
instantaneous intensity, the same control law as Equation M. 5 is derived (page 
15), the same control law is also derived using the "Calculus of Variation" in 
Section M1.2.2. Mazzola thus proves that ideal acoustic absorption exists if the 
impedance is characteristic at the mic-accr measurement point. It is also stated 
that, with an assumption of uniform surface velocity caused by the transducer, 
the "external pressure does not have to be a travelling wave, plane or otherwiseý' 
for maximum intensity at the measurement point. 
Chapter M2 describes a feedback control system in transform notation that 
appears to allow the control law of Equation M. 5 to be implemented with a high 
loop gain for the plate with normal incidence plane waves. A schematic is 
reproduced in Figure 4 on Page 33. Section M2.3.2 extends this to show that 
if there is enough loop gain then, in addition to absorption of incident waves, any 
plate vibration from another noise mechanism will also be decoupled from the 
fluid medium by the controlled piezoelectric transducer. A conventional 
fbed-forward control system as implemented later in this thesis will be able to do 
this for broad-band noise with a suitable "reference" signal for the control fifter. 
However, no mention is made of the stability of a practical implementation of this 
feedback control system. This thesis shows that a potential unstable feedback 
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loop path exists around any feedback controlled active absorber. This loop can 
prevent the implementation of certain impedances with some control 
architectures - see Section 6.4 on Page 117. An analysis of Mazzola's system 
appears in Section 6.8. 
Chapter M3 presents a calculation comparing the control system gain against 
the theoretical reflection coefficient at the surface of the plate. A worked 
example suggests that the required control system gain is 84dB for an 
underwater application with a desired reflection coefficient of -20dB. However, 
no account is offered on the feedback stability of the system with this gain in the 
loop. Section M3.2 takes a deviation from the fixed, rigid infinite plate to a 
simple compliantly suspended plate, but shows that the resonance is poorly 
controlled by the feedback structure. 
Chapter M4 develop a similar feedback control law to Equation M. 5 by 
differentiating the intensity at the plate to find the maximum power absorption. 
Mazzola then states the input impedance of an active absorber should equal the 
dual of its radiation load for maximum power absorption. This is demonstrated 
in the final chapter for several structures by showing that each can theoretically 
absorb incident waves. These structures are not constrained to one dimension. 
Unfortunately, in each case the analysis assumes that the incident wave has the 
same shape as the absorber's structure. Therefore, although the structures are 
mufti-dimensional, these examples are limited in their application. Control 
strategies are designed for an absorbing infinite plate composed of thin active 
strips for oblique incidence waves and a baffled circular piston absorber for 
normal incident waves. The piston absorber is shown to have a larger 
absorption cross-section than the geometric cross-section (Section M5.5.3) for 
small ka. This result is independently mentioned in (29) for the free-field case. 
Equation M. 5 can be rearranged to give Equation 2.1. This represents the 
desired input impedance of the plate z.. 
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ZS =- PC = 
Pt (0, t) 2.1 
VV(O' t) 
The negative sign of Equation 2.1 arises because of the direction of positive 
sound propagation assigned by Mazzola. This direction is noted by the arrow 
symbol from the surface labelled as VP(t) in Figure 4 on Page 33. Mazzola 
chooses the unique case where the radiation load is pc hence the desired input 
impedance of the plate is zý = -pc for sound absorption. In a practical 
implementation of this control strategy the actual radiation load impedance will 
have to be modelled in the filter shown in Figure 4. The thesis author, whilst 
impressed by the theoretical thoroughness of (34), feels that practical issues are 
generally overlooked. For example no consideration is made of the effect on the 
practical absorber performance of errors in the radiation load model and in the 
pressure and velocity measurements. Also the loop stability of the feedback 
control system is not discussed. This controller is examined in Section 6.8 of 
this thesis. Mazzola seems unaware of other research in this field as there is 
a complete absence of any reference to other pertinent and contemporary work 
on active sound absorption. 
The systems described in this thesis for the control of impedance also measure 
the pressure and velocity at a surface. However, the systems allow the desired 
surface impedance to be arbitrarily assigned. The controlled surface can then, 
for example, be set to act as a sound reflector or a pressure release boundary. 
The control systems are analyzed and practical results are presented later on 
the general control of surface impedance. 
2AA Patent on a variable refleclonlabsorption system 
The theoretical description of an "Electro-acoustics system having a variable 
reflection/absorption characteristid" is U. S. Patented (35). The patent 
theoretically refers to modifying the motion of the diaphragm of a loudspeaker 
with analogue active feedback circuitry to present a defined vibrational response 
to an acoustic excitation. The patent proposes using a multiplicity of such 
devices to influence the acoustics of an enclosed space. 
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2.5 GENERAL REFERENCES 
Page 25 
Various papers on active control were educational for the thesis author. 
Reference is made to these and other works in this section. 
The difference between feedback and feed-forward control structures is 
described in Chapters 6 and 7 of (2). The book "Adaptive Signal Processing" 
by Widrow and Stearns (36) is a fundamental text written by the creators of the 
Least Mean Squares (LMS) algorithm, and the LMS filtered-X variation. The 
fiftered-X LIVIS algorithm is used by many researchers in the field of active 
control for acoustics and is described in this thesis in Section 3.6 on Page 45. 
Papers on the stability and effects of the implementation of the fiftered-X LMS 
algorithm include (37)(38)(39). The significant contribution of these works is this 
description of limits on the model of the control system's forward path: the LIVIS 
algorithm may still be able to converge even if the model has small errors. 
The stability of the two basic control system forms used in active sound and 
vibration control, feedback and fted-forward (see Section 3.3 on Page 35), are 
examined in (40) with general conclusions of feed-forward being the more stable. 
This paper illustrates frequency domain theoretical analysis of control systems. 
The filtered-X LIVIS algorithm conventionally adapts the weights of a 
non-recursive filter; the generation of poles in the control filter transfer function 
is not possible. Adaptive algorithms for recursive filters for control have also 
been described in the literature, allowing control transfer functions with poles. 
An important consideration of the use of such algorithms for acoustic control is 
whether real-time implementation is possible. Feintuch (41) describes a 
recursive filter based on feed-forward and feedback linear combiners. Larimore 
et a/ (42) describe the Simplified Hyperstable Adapfive Recursive Filtering 
(SHARF) algorithm for adapting recursive fifters, this algorithm averages the 
error signal before calculating the updates for the filter taps. The LIVIS algorithm 
is shown to be a special case of the SHARF algorithm, by setting the weighted 
averaging to zero. Hsia (43) presents a "Simplified Adaptive Recursive Filter 
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Design" that is readily implementable with current real-time signal processing. 
Feintuch's recursive LIVIS filter was implemented and shown to have stable 
convergence (44). A significant contribution on recursive filtering for active 
acoustic control problems has been made with the development of the filtered-U 
RLMS algorithm (45). This allows compensated recursive control of a forward 
path. 
The development of an active control strategy for a vibration problem is 
described by Sommerfeldt (46). A feature of this work is that the control system 
is designed not only to model solutions to the vibration problem with an LIVIS 
filter, but also to track real-time physical changes in the vibration path by 
"system-identification" techniques. Many laboratory examples of active control 
systems do not have the ability to monitor changes in the physics of the model 
environment, and are not able to cope with the changing environments of many 
real-world problems. Methods to model these changes are described in 
(47)(48)(49). 
Research in the active control of noise generated by a vibrating panel generally 
concluded that the direct active structural control by forcing the vibration of the 
plate is more effective in reducing sound radiation than by using external 
acoustic sources (50). 
On the subject of global control of enclosed sound fields Nelson and Elliott show 
that "large global reductions can be achieved, with secondary sources remotely 
placed from the primary source, provided the enclosure is excited at a frequency 
close to a lightly damped resonance" (p. 356 (2)). Information on local control 
by cancelling the pressure at a microphone situated in the near field of a 
loudspeaker is discussed with observation of the small size of "zone of quier' 
(pp. 369-378 (2)) with useful observation of the size of the loudspeaker and the 
diameter of the loudspeaker. 
The use of electrical equivalents for acoustic systems for active control is 
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commented on by Nelson and Elliott (2): 
'We will not, however, attempt to interpret the physical behaviour of 
acoustic systems purely in terms of an electrical equivalent circuit. The 
physical behaviour of acoustic systems in active control applications is too 
subtle for this to be worthwhile. However, the obvious parallels between 
electrical and some acoustical systems will be pointed out. " 
Problems with the equivalent electrical representation of acoustical systems for 
active control applications are backed up by the thesis author's practical 
experience with real systems. This is often due to mechanisms that are not 
adequately described by simplified electrical equivalence such as non-linearity 
of the cone displacement against voltage input of a loudspeaker with different 
cone excursion levels. The thesis author acknowledges Nelson and Elliott's 
opinion that the physical behaviour of acoustic systems in active control 
applications is often too subtle for simplified representation by electrical 
equivalent circuits; this is in part because of incomplete understanding of 
acoustical systems. Electrical equivalents of acoustic systems are used in this 
thesis for illustrative purposes - comment is made of any additional factors, not 
described by the electrical circuits, that are properties of the acoustical system. 
The ability of a single absorbing side-branch to reduce sound in a duct is 
discussed on pp. 128-131 (2). A secondary source configured for maximum 
sound power absorption is mounted on the side of a duct. It is shown that the 
secondary source absorbs half of the incident sound energy, a quarter of the 
sound energy is transmitted down the duct and the remaining quarter is reflected 
back to the source. The spacing between the absorbing side-branch and the 
absorbing surface affects the radiated energy of the source. When the spacing 
corresponds to a quarter wavelength (or multiples oo the absorber will 
" 'suck' more sound power from the primary source than R would 
otherwise radiate into an infinite duct. When averaged over frequency 
however, the primary source power output remains unchanged". 
It is necessary to mention that the maximum sound power absorption over a 
range of frequencies is not achieved with a single value of surface impedance. 
Instead the surface impedance must equal the dual of the radiation load 
presented to the controlled surface. The active control of surface impedance is, 
therefore, only appropriate as a means for maximising sound power absorption 
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if the radiation load is known. Alternatively, intensity measurement could be 
used with a suitable controller design to maximise the net energy flow into a 
controlled sound absorber. 
The ability of a secondary source termination to absorb incident sound in ducts 
is theoretically examined on pp. 157-158 (2). The pressure in the duct is 
described in terms of the travelling waves from a sound source, situated at one 
end of the duct, and a secondary source at the other end. Nelson and Elliott 
show that the reflected travelling wave can be cancelled if the strength of a 
secondary source is a delayed inverted version of the sound source strength. 
The termination is then seen to effectively absorb the incident radiation. This 
examination illustrates the opportunity to create sound absorbing terminations 
by active control of the secondary source radiation. 
Anthony and Elliott discuss three methods of measuring volume velocity of a 
KEF 1311013 loudspeaker (51). The measurement of velocity at three discrete 
points over the loudspeaker cone using 'laser velocimetry' techniques reveals 
that the driven cone moves as a piston for frequencies up to approximately 
50OHz. This research project uses KEF B200A loudspeakers. These use 
similar cone material to the 1311 OB units but the B200A cone is nearly twice the 
radius. In the absence of laser measurement techniques, the thesis author 
assumes the B200A cone will have a lower frequency limit on piston-like motion 
than the 50OHz of the 1311 OB cone. 
The performance and robustness of feed-fbrward and feedback controllers that 
use feedback cancellation has been examined by Elliott and Sutton for the active 
reduction of noise (52). This recent work presents a method to quantify the 
effect of changes in the system under control on the maximum active noise 
ieduction performance. The stability of adaptive algorithms in the feedback 
controller is examined -a simple modification to the LIVIS algorithm is shown to 
make the controller more stable. This paper is described in more detail on 
Page 55 in Section 3.8. 
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2.6 SUMMARY 
Page 29 
The control of surface impedance has been theoretically and practically 
performed by other researchers for the active absorption of incident sound. The 
original contribution of this thesis is the analysis and implementation of a new 
method to achieve impedance control. A similar method for sound absorption 
has been examined independently in a theoretical work (34). However, the 
controller implementations presented in this thesis are different and the 
controlled impedance can be arbitrarily assigned (see Chapters 5 and 6 in this 
thesis). This thesis also presents practical results on the control of impedance 
that include the active reflection of sound (see Chapter 8). 
2.7 CHAPTER FIGURES 
The figures referred to in this chapter appear on following pages. 
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Figure 1. Laboratory test-rig for active acoustic impedance control: the "2-mid' 
analogue non-adaptive control system after Guicking et al. ., 
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Figure 2. Laboratory test-rig for active acoustic absorption: the "2-mic" adaptive 
digital control system after Ordufla-Bustamente and Nelson 
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Figure 3. Laboratory test-rig for active acoustic impedance control: the "mic- 
ac&' adaptive digital control system after Darlington and Nicholson 
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Figure 4. Theoretical control for active acoustic absorption with a plate: the 
"mic-acce' analogue non-adaptive f6edback control system after Mazzola 
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3A REVIEW OF CONTROL TECHNIQUES 
3.1 INTRODUCTION 
The research project uses active digital linear control techniques to modify 
surface impedance. This chapter provides a review of relevant contemporary 
control techniques. The differences between "feedback" and "feed-forward", 
fixed and adaptive control are explained. The adaptive "Least Mean Squares" 
algorithm and its' 'fiftered-X" variant are described. Limitations on the 
performance of the "fiftered-X" algorithm are discussed, these include system 
modelling and unwanted feedback paths. Methods for overcoming these 
limitations are described, one of which is the 'Tiltered-U" algorithm. 
The aim of this chapter is to provide a description of the control techniques used 
for the work described in this thesis. The chapter contents are not original - all 
sources are cited. 
3.2 MODIFICATION BY CONTROL 
The application of control is motivated by a desire to modify an existing physical 
occurrence. The occurrence may be local pressure in a fluid medium, or 
motional vibration of a surface such as a plate. The introduction of a 
control-generated occurrence will modify the existing situation. If the operational 
environment allows linear addition of the occurrences then a simple illustration 
can be made with Figure 5, on Page 60. In Figure 5a there is a primary 
perturbation xp that causes a physical result or output y.. If a different output is 
preferred, say y,, this can be achieved by the introduction of a suitable control 
perturbation x. as in Figure 5b. The environment allows linear addition so y, 
can be defined by Eq. 3.1 as a combination of the two inputs. 
XIP+ XO 3.1 
The control system task is to generate a suitable xc. This ability to modify an 
existing occurrence is the essence of much recent work on the control of noise 
and vibration problems (2)(4)(5). 
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3.3 FEEDBACK AND FEED-FORWARD CONTROL 
There are two principal arrangements used in the design of control systems. 
These forms are designated "feedback" and "feed-forward". A description of 
these follows. 
The linear medium of Figure 5b shows the creation of a preferred output from 
the combination of a primary and a control perturbation. The control perturbation 
is generated by the action of a control system, represented as W, on an input. 
The sourcing of this input leads to the two different control arrangements known 
as feedback and feed-fbrward. If W is a linear system then the input must be 
coherent with the primary perturbation. 
The feedback arrangement sources the control system input from the output y, 
- see Figure 6a on Page 61. The output is fed back into the environment by the 
control system W, hence the phrase feedback. For example, the output could 
be the pressure measured by a microphone at a point in a sound field. 
The feed-forward arrangement sources the control system input from any signal 
that is time-advanced and related to the primary disturbance as shown in 
Figure 6b. For exa mple, if the primary disturbance was generated by a 
loudspeaker then a time-advanced and related signal could be the electrical 
signal at the loudspeaker voice-coil input. It must be noted that xP can not be 
used directly as the input because xP and x, can not be observed separately in 
the fluid medium. The extraction of a suitable input is a major consideration in 
the design of any feed-forward control system. 
The practical implementation of the control system W may be unstable. A 
discussion of the stability of feedback and feed-forward systems for active noise 
control is given in (40), with the general conclusion that feed-forward systems 
offer greater stability for active noise cancellation. 
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3.4 FIXED AND ADAPTIVE CONTROL SYSTEMS 
The relationship, or "transfer function", between the output and input of a real 
control system is definable mathematically and is implemented with a filter. The 
transfer functions of the feedback and feed-forward control system filters are not 
interchangeable; for either case the transfer function is unique. There are two 
principal schemes used to design control system filters: (i) "fixed" systems that 
use a filter of pre-designed transfer function; (ii) "adaptive" systems that are able 
to design the transfer function of the filter during control. 
A principal book on adaptive digital systems by Widrow and Stearns (36) 
illustrates the importance of the use of adaptive systems in real life applications 
(p. 5): 
'7he essential and principal property of the adaptive system is its 
time-varying, self-adjusting performance. The need for such performance 
may be readily seen by realizing that if a designer develops a system of 
fixed design which he or she considers optimal, the implications are that 
the designer has foreseen all possible input conditions, at least 
statistically, and knows what he or she would like the system to do under 
each of these conditions. The designer has then chosen a specific 
criterion whereby performance is to be judged, such as the amount of 
error between the output of the actual system and that of some selected 
model or "ideal" system. Finally, the designer has chosen the system that 
appears best according to the performance criterion selected, generally 
choosing this system from an a priod restricted class of designs (such as 
linear systems). 
In many instances, however, the complete range of input conditions may 
not be known exactly, or even statistically; or the conditions may change 
from time to time. In such circumstances, an adaptive system that 
continually seeks the optimum within an allowed class of possibilities, 
using an orderly search process, would give superior performance 
compared with a system of fixed design. " 
This illustrates the limitation of fixed control system design for many real life 
operating situations. Sections 3.5,3.6 and 3.7 describe adaptive methods used 
in contemporary active control systems for noise and vibration. 
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3.5 THE LEAST MEAN SQUARES (LMS) ALGORITHM 
The LIVIS algorithm is a well known and widely used adaptive filter design 
method, and has received considerable attention in the literature of active noise 
and vibration control. The LIVIS algorithm is formally described in (36), and 
reproduced here for completeness. A typical LIVIS implementation is based on 
the "Adaptive Linear Combiner", although it can be implemented for recursive 
structures (36)(41)(44)(45) as described later in this chapter on Page 50. 
3.5.1 The Adaptive Linear Combiner 
Widrow's introduction to the adaptive linear combiner (p. 15 in reference (36)) is 
reproduced here: 
"The linear combiner, or non-recursive adaptive filter, is fundamental to 
adaptive signal processing. It appears, in one form or another, in most 
adaptive filters and systems, and it is the single most important element 
in "learning" systems and adaptive processes in general. " 
"Because of its non-recursive structure, the adaptive linear combiner is 
relatively easy to understand and analyze. In essence it is a 
time-varying, non-recursive digital fifter, and as such its performance is 
quite simple. " 
A diagram of the digital "transversal" form of the adaptive linear combiner is 
shown in Figure 7, on Page 62. The digital implementation involves discrete 
sampling of interval "W, the elements of any time sequence are sequential 
samples taken at points k, M ...... going back 
in time. There is a single 
time-domain input xk that is fed to a "tapped delay line! ', the input propagates 
along the line with each delay D corresponding to the sample interval k ie: Xk I 
xi,. j , .... xk. L. 
At each delay output, or tap, there is a corresponding set of 
adjustable weights, WOk 9 WIk 1 .... wLk ,a summing unit, and a single output 
signal, y.. A procedure for adjusting or adapting the weights is called 'Weight 
adjustmenf', "gain adjustment' or "adaptation". The mathematical description 
of the combiner in Figure 7 is: 
L 
Yk ýE wlkxk-i 
1-0 
3.2 
Note that for the discrete time instance k there is a unique set of weights 
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because of adaption. It is convenient to make vectors for the input and weight 
sequences: 
3.3 Xk Xk Xk-l - X. -L 1r 
]T 3.4 Wk WO k Wl k WL k 
In this notation T represents transpose, so )(k and -Wk are actually column 
vectors. It is possible to express Eq. 3.2 in vector notation using Eq. 3.3 and 
Eq. 3.4: 
yk = Xk- 
T -W 'WT X- 3.5 kkk 
With this description of the adaptive linear combiner it is possible to proceed to 
a description of the adaption process. 
The combiner is called "linear" because for a fixed setting of the weights its 
output is a linear combination of the input components. However, when the 
weights are in the process of being adjusted, the output of the combiner is not 
a linear function of the input. The nature of the adaption algorithm determines 
the function of the weight change and the input signal. It is possible to separate 
two distinct phases for successful adaptive processes: the "learning" phase 
where the adaptive combiner is not linear, and the "static" phase where the 
adaption has reached a steady solution for the weight coefficients, and the 
combiner is linear. Some implementations of the adaptive linear combiner may 
permanently operate in the "learning" phase, with a non-stationary relationship 
between the input and output of the adaptive fifter. For example, Section 7.6.1 
on Page 219 describes observation of non-stationary control of impedance with 
an adaptive linear combiner. 
The transversal adaptive linear combiner or non-recursive fifter is characterised 
by having an impulse response that is physically restricted to a maximum of L 
samples. This is often described as a finite impulse response (FIR) fifter 
structure. 
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3.5.2 Desired Response and Error - the Error Estimation 
The weights of the linear combiner are adjusted so that the output from the 
adaptive filter will agree with a desired response. This is achieved by 
"comparing the output with the desired response to obtain an "error" signal and 
then adjusting or optimizing the weight vector to minimize this signal. In most 
practical instances the adaptive process is oriented towards minimizing the 
mean-square value, or average power of the error signal" (p. 18 in (36)). This 
method of design, by minimizing the dWerence between the output and the 
desired signal, is often referred to as "error estimation". This method is shown 
in Figure 8, on Page 63. The output signal, Yk Js subtracted from the desired 
signal, dk, toproduce the error signal Eq. 3.6. 
ek m dk - Yk 
Widrow states: 
3.6 
'The source of the desired response signal, dk , depends on the 
application of the adaptive combiner. For the present assume the 
availability of such a signal. " 'We note, however, that considerable 
ingenuity is often required to find a suitable signal, since if the desired 
response were available one would generally not need the adaptive 
system. 10 
Of particular interest to this thesis is the selection of dk in the presence of 
coupling between dkand Yk. This is discussed for the mic-accr active control 
system in Section 6.6 on Page 139. 
The error estimation Eq. 3.6 allows description of the "performance function" of 
the adaptive linear combiner. This is the subject of the next section. 
3.5.3 The Perfonnance Function 
The performance of the adaptive linear combiner's error estimation can be 
considered by assuming statistical properties of the signals, this enables 
derivation of the mean-square-error. The following section is taken from 
pp. 19-20 in reference (36). 
The error estimation Eq. 3.6 and the linear combiner output description Eq. 
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3.5 can be combined to yield: 
d_X TW d_ WTX- 3.7 ek kkkk 
The subscript k has been dropped from weight vector -W for convenience 
because in this discussion we do not wish to adjust the weights. Taking the 
square of Eq. 3.7 gives the instantaneous squared error: 
22 -WrXkX, -r-W 
- 2dkXk 
r-W ek d+3.8 k 
We assume that, P- k dk and Xkare statistically stationary and take the 
expected (or mean if the distribution is gaussian) value of Eq. 3.8 over k: 
EIC2] = Ejdk2l + 
-WTEfX-k 2- TI-W 
- 2E[dkXk--TFW- 3.9 kk 
Note that the expected value of any sum is the sum of expected values, but 
that the expected value of a product is the product of the expected values 
when the variables are statistically independent. The signalsXkand dkare 
not generally independent, so the last term in Eq. 3.9 cannot be separated. 
The mean-square-error function can be expressed more conveniently as 
follows. Let R be defined as the square matrix Eq. 3.10. 
2 Xk XkXk-I 
2 Xk- I Xk xi-I 
E[YkXk7'j E 
Xk-LXk Xk-LXk-I 
xkxk-2 - XkXk-L 
Xk-lXk-2 - Xk-lXk-L 
Xk-LXk-2 2 - Xk-L 
3.10 
This matrix is designated the "input correlation matrix". The main diagonal 
terms are the mean squares of the input components, and the cross terms 
are the cross correlations among the input components. 
Let P be similarly defined as the column vector 
A-E[ dk YJ -EI dkxk dkXk-I dkXk-L Ir 3.11 
This vector is the set of cross correlations between the desired response and 
the input components. The elements of both R and P are all constant 
second-order statistics when 
Rk 
and dk are stationary. 
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We now let the mean-square-error in Eq. 3.9, on Page 40 be designated as 
and re-express it in terms of Eq. 3.10 and Eq. 3.11 as 
22 MSE E[e k) = Eldk] + 'WT=R-W - 21FrW 
3.12 
It is clear from this expression that the mean-square error t is precisely a 
quadratic function of these components of the weight vector W when the 
input components and desired response input are stationary stochastic 
variables. That is, when Eq. 3.12 is expanded, the elements of _W will 
appear in first and second degree only. 
Widrow (36) plots a typical two-dimensional mean-square error function which 
is reproduced here in Figure 9, on Page 64. The vertical axis represents the 
mean-square error and the horizontal axes the values of the two weights. 
The bowl-shaped quadratic error function, or performance surface, formed in 
this manner is a paraboloid (a hyper-paraboloid if there are more than two 
weights). It must be concave upward; otherwise, there would be weight 
settings that would result in a negative mean-square error, an impossible 
result with real, physical signals. Contours of constant mean-square error are 
elliptical, as can be seen by setting t constant in Eq. 3.12. The point at the 
"bottom of the bowl" is projected onto the weight-vector plane as _W* , the 
optimal weight vector or point of minimum mean-square error. With a 
quadratic performance function there is a single global optimum; no local 
minima exist. 
3.5.4 Wiener-Hopf equation for minimum mean-square error 
The last section has demonstrated the quadratic performance surface of the 
weight vector solution and mean-square error for the linear combiner with 
error estimation. Adaptive algorithms are designed to search the surface to 
find the single global minimum mean-square error. The rest of this section is 
taken from pp. 21-22 in reference (36). 
Many useful adaptive processes that cause the weight vector to seek the 
minimum of the performance surface do so by gradient methods. The 
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gradient of the mean-square error performance, designated VM or simply V 
can be obtained by differentiating Eq. 3.12 to obtain the column vector 
at r 
aw 
ýa 
wo awl a WLI 
2RW-2P 
3.13 
3.14 
where R and P are given by Eq. 3.10 and Eq. 3.11, respectively. This 
expression is obtained by expanding Eq. 3.12 and differentiating with respect 
to each component of the weight vector. Differentiation of the term -W TR W 
can be treated as differentiation of the product ( WT) (R -W) . 
To obtain the minimum mean-square error the weight vector is set at its 
optimal value _W *, where the gradient is zero: 
0- 2R W* - OF 
3.15 
Assuming that R is non-singular, the optimal weight vector -W*, sometimes 
called the Wiener weight vector, is found from Eq. 3.15 to be 
W- = I-VT 
3.16 
This equation is an expression of the Wiener-Hopf equation in matrix form. 
The minimum mean-square error is now obtained by substituting from 
Eq. 3.16 for W in Eq. 3.12: 
Cmi. - Eldk) +2 IFT-W* 3.17 
- E[dK2] + [W-"PITFF=R-']F - 21Fr7r-'IF 
3.18 
We now simplify this result using three rules that are of general utility in 
discussions of the performance surface: 
1. Identity rule for any square matrix WX-1 =1 
2. Transpose of a matrix product fA-Wl r= ff 
TX T 
ýT 
= 
== --1jT ==-I 
3. Symmetry of the input correlation matrix: R R; fR R 
see Eq. 3.10. 
Using these rules, Eq. 3.18 becomes 
C. m =E ldk)- 
! F'rl-"F -E Idkj- 
IFT-W* 3.19 
It is shown that the minimum mean-square error can be calculated from 
knowledge of the desired signal, the cross-correlation vector between desired 
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and input signal 15' , and the optimum weight vector 
-W* 
. 
3.5.5 Do-correlation of error and Input components 
A useful and important statistical condition exists between the error signal 
and the components of the input signal vector when W= -W* (36). Recall 
from Eq. 3.7 that 
3.20 ek = dk - YkTW 
We multiply both sides of this equation by 
K. Since each term is a scalar, 
we can put 
Rk 
on either side of each term. Thus 
-- dk- -YkTW 3.21 k Xk Xk - Yk 
Next, we take the expected value of Eq. 3.21 and obtain Eq. 3.22. 
ERW3.22 
Finally we let -W take its optimum value, -W* = 
IN -I Tin Eq. 3.16, and get 
E[ekXkl-W-W* ý O-P ý03.23 
This result is the same as the well-known result of Wiener fifter theory: that 
when the impulse response of a filter is optimized, the error signal is 
un-correlated with (orthogonal to) the input signals to the weights. 
3.5.6 Instantaneous Gradient Estimate - the LMS update 
The linear adaptive combiner requires an adaptive algorithm to adjust the 
weight vector to give the minimum mean-square error (MSE). This is typically 
done by calculation of the gradient of the MSE. At the minimum MSE the 
gradient will be zero. If, when searching the performance surface, the 
gradient of the MSE is progressively reduced, then the adaptive algorithm is 
successfully training the weight vector towards the minimum MSE. The 
weights are adjusted in the direction of the negative gradient at each step or 
iteration: 
Wk+l 0 wk +P (-tkl 3.24 
This equation describes "gradient search by the method of steepest descent' 
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(36). In Eq. 3.24 Wk-i and Wk are the updated and current weight vectors, 
is a gain constant that regulates the speed and stability of adaption, and 'Vk 
is the current estimate of the gradient. Since the weight vector change at 
each iteration is based on imperfect gradient estimates we would expect the 
adaptive process to be noisy; that is not to follow the true line of steepest 
descent on the performance surface. Reducing P slows adaption and 
reduces the effects of gradient measurement noise. 
2 
The LIVIS algorithm uses an instantaneous gradient estimate of 8k: 
2] 221, r aCk ark 3.25 aL ek ' ýý ý 
a WL aka wo 
instead of an estimate of the true gradient of the mean-square error V (9). 
This special estimate can be calculated at every sample and allows easy 
implementation of the LIVIS algorithm on current digital signal processing 
microprocessors. If we rewrite Eq. 3.25 as 
t1k 
= 2ek 
a"14 
= 28k 
apk 
... 
a ek T 3.26 
aw aw C1 Wk 0 LI 
Recall from Eq. 3.7 that the adaptive linear combiner (Figure 8,. on Page 63) 
is described by 
ek w dk - 
Nk T Wkh 3.27 
By partially dKerentiating Eq. 3.27 with respect to Wk 
alek) 
= -Y 3.28 
awk k. 
we can substitute Eq. 3.28 into Eq. 3.26 to give 
t1k 
=- 
28kyk 3.29 
This is the instantaneous gradient estimate that is used as the basis for the 
LIVIS algorithm. Combining Eq. 3.24 and Eq. 3.29 yields the LIVIS algorithm 
Wk*i a Wk + 21LekXk 3.30 
As before 11 is the gain constant that regulates the speed and stability of 
adaption. 
Chapter 3. A Review of Control Techniques Page 45 
The structure of the LIVIS algorithm applied to the adaption of an adaptive linear 
combiner is depicted in Figure 10, on Page 65, taken from Page 290 (36). 
Figure 10a shows the overall adaptive filter and signals. The adaptive linear 
combiner W is shown in Figure 7 on Page 62. Figure 10b shows the details of 
the LIVIS algorithm in the z-domain, as opposed to the discrete time domain 
equation Eq. 3.30. This representation shows smoothing of gradient estimate 
noise with integration of the update of the weights; the actual implementation in 
this thesis of the LIVIS algorithm is performed in the time domain as in Eq. 3.30. 
As the weight vector is adapted towards the optimum solution, the effects of 
gradient noise are reduced. 
3.6 THE "FILTERED-)C' LMS ALGORITHM 
3.6.1 Introduction 
"The use of an LMS algorithm for active control problems is complicated by a 
number of factors", page 195 of (2). The error estimation for the adaptive linear 
combiner of Figure 8 on Page 63 assumes that the output of the adaptive filter 
is directly compared with the desired signal. Active control problems for 
acoustics demand acoustic conversion of the adaptive output control signal, 
subsequently some acoustic quantity will be measured and converted to an 
electrical signal for error estimation. This implementation of control places an 
electrical-acoustic-electrical conversion in the output of the adaptive filter as in 
Figure 11, on Page 66. In general this transfer function will be complex. This 
transfer function was not present in the derivation of the LMS algorithm in the 
previous section. A variation of the LMS adaptive control system known as the 
"fiftered-X" LMS algorithm has been designed for this control situation (36). 
3.6.2 Development and Derivation of the Update Equation 
The development of the fiftered-X algorithm is based on the commutability of 
block transfer funefions in linear systems. Consider Figure 12 on Page 187, 
adapted from p. 291 of (36). For the sake of argument we commute the 
fbrward-path transfer function C, so that the LIVIS algorithm is direcUy 
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implemented as in Figure 12(a). The transfer function can be moved through 
the input node, to yield Figure 12(b). The change between Figure 12(b) and 
Figure 12(c) involves commuting the transfer function with the adaptive linear 
combiner, if both are linear then the same output will result for the same input. 
The validity of this interchangeability is argued on Page 290-291 of (36) as 
follows: 
"For the same input, the same output results when the positions of two 
cascaded filters are commuted provided that the filters are linear and 
time-invariant. The adaptive filter, however, is neither linear nor time 
invariant, as we see in Figure 11.24(b)" (reproduced in Figure 10b on 
Page 65). "On the other hand, the adaptive filter and the plant would, to 
a good approximation, be commutable if the plant' (the plant is the 
forward-path C in Figure 11 on Page 66) 'Were linear and if the time 
variations of the impulse responses of both the plant and the adaptive 
filter took place with time constants long compared to the combined 
memory times of time constants of the adaptive filter and the plant. Thus, 
with slow adaption, the adaptive filter may be considered linear and 
commutable with ... (the plant)" 
The adaptive linear combiner is non-stationary during training (see Page 38); the 
development of the fiftered-X algorithm demands that the adaptive update speed 
is very small so that the adaptive filter is approximately linear. This argument 
allows justification of the fiftered-X algorithm as displayed in Figure 12(c) on 
Page 67. Comparing the systems of Figure 12(a) and Figure 12(c), the input 
signals to the LIVIS algorithms are then identical. Providing the adaptive filter 
has slow adaption then the error signals will be similar. The derivation of the 
update equation is performed in a similar fashion to that of the LIVIS algorithm. 
Recall Eq. 3.26 reproduced here as Eq. 3.31. 
Ok = 2et 
c*4 
- 2ek 
aek a ek T 3.31 
aA 
I-i-wo 
- awLI 
The presence of the fbrward-path transfer function C modifies the error 
estimation equation as shown in Figure 12(c) on Page 67. The error estimation 
equation is expressed in vector notation as Eq. 3.32. 
T -W 3.32 k- 
dk - CAr Xk 't 
whereCk in Eq. 3.32 represents the discrete fime-domain impulse response 
column vector of C. Xk is a symmetric square matrix containing elements of 
the input signal, see Eq. 3.33. 
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Xk Xk-I Xk-2 - Xk-L 
Xk- I Xk-2 Xk-3 - Xk-L-1 
3.33 Xk 
Xk-L Xk-L-1 Xk-L-2 
- Xk-2L 
The partial differentiation of Eq. 3.32 with respect to the adaptive filter 
coefficients yields the column vector Eq. 3.34. 
alek] 
Xk Uk: T 3.34 
a Wk 
Eq. 3.34 is then substituted into Eq. 3.31 to give Eq. 3.35. 
Aý -T Vk 2ekxk Ck 3.35 
This is the instantaneous gradient estimate that is used as the basis for the 
fiftered-X LIVIS algorithm. Combining Eq. 3.24 (from Page 43) and Eq. 3.35 
yields the fiftered-X LIVIS algorithm Eq. 3.36. 
3.36 Wk +2k 
Yk air Wk+I 
k 
As before p is the gain constant that regulates the speed and stability of 
adaption. Some derivations offer subtraction of the last term on the right hand 
side of Eq. 3.36, rather than addition. This is because these derivations are for 
systems with additive error estimation as in the case for acoustic pressure 
signals, rather than subtraction as in Figure 12. 
3.6.3 Convergence and General Properties 
Widrow states on p. 291 in referenoe (36): 
"Convergence of the filtered-X algorithm as defined in ... has been demonstrated in a variety of situations. Although the arguments above 
indicate that adaption must take place very slowly, rapid adaptation has 
been achieved in most cases with no particular difficulty. Other 
derivations of the filtered-X LIVIS algorithm are currently being examined 
in an attempt to account for its robustness. Physically it appears to work 
as well as the LIVIS algorithm itself. The choice of initial conditions for the 
fiftered-X algorithm is not important. The algorithm is stable and 
transients die out just as with the conventional LIVIS algorithm. " 
The fiftered-X LIVIS algorithm is thus considered effective at controlling 
frequencies defined in the desired response dk . However, more recent research 
shows that "passband disturbance" can be caused by delays in the forward-path 
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of active sound control systems for narrow-band signals (38). "Passband 
disturbance" is unwanted adaptive filter response at frequencies where control 
is not desired. This effect is stated as being caused by combination of the 
inherent time-variance of the adaptive filter and the dynamics of the 
forward-path, and is theoretically demonstrated for sinusoidal "synchronous" 
controllers. "Synchronous" means that the discrete-time sample frequency of the 
control system is a multiple of the signal frequency to be controlled, which is an 
important class of active sound control systems (53). With increasing 
forward-path delay, the passband disturbance has more ripple and high-Q peaks, 
this can degrade the stability of the system and require reduction of the update 
gain, increasing the convergence time of the control system. Laboratory work 
performed for this thesis has given subjective observation of these effects in real 
active sound control systems: high-Q peaks in the adaptive filter response close 
to the sinusoidal frequency under control slightly modulate the acoustic 
frequency during convergence. Darlington suggests that, by measuring the 
control system transfer function, the design of system stability can be improved 
by ensuring damped passband disturbance. 
The general properties of the fiftered-X algorithm are (p. 197 (2)) as follows: 
"(i) it can converge on a timescale comparable with the delay in the 
error path (or fbrward-path), and so can rapidly track changes in the 
primary signal; (ii) it is rather robust to errors in the estimate of the 
error path used to generate the filtered reference, which has a 
frequency response of lt(ewT) (here designated 6 ); in fact, Morgan 
(54) has shown that in the limit of slow adaption the algorithm will still 
converge with nearly 9011 of phase error in 6(914'r) compared to C(9161T); 
(iii) it is relatively easy to implement and, compared to the LMS 
algorithm, it requires only the additional generation of the filtered 
reference signal. " 
A feature that makes the fiftered-X LMS algorithm aftracfive for discrete-time 
implementation is that squaring, averaging, differentiation or integration are all 
not required. The mathematics require only additions and products. 
Chapter 3. A Review of Control Techniques Page 49 
3.6.4 Modelling Effects on Convergence 
The use of the filtered-X algorithm for the active control of acoustics is 
complicated by the modification of the input signal xk for the LIVIS update. It is 
not physically possible to pass the input signal through the forward-path in 
real-time. Instead a filter must be designed that models the forward-path 
transfer-function C; this model filter, 6, is shown in Figure 13 on Page 68. A 
common approach is to turn the adaptive control system off, feed white noise 
into the forward-path and use an LIVIS algorithm to minimise the difference 
between the output of the true forward-path C and an FIR model 6. Another 
approach has been established by Eriksson which allows modelling with 
continued adaptive control, called "on-line" modelling (47)(45). 
The accuracy of this model fifter affects the convergence of the fiftered-X LIVIS 
algorithm. As Nelson and Elliott state in the last section, there is allowable 
deviation of the model response 6 from the true forward-path C. If there is too 
much deviation then the adaptive system is likely to be unstable; rather than 
converge towards the minimum MSE, the error will progressively increase. 
Boucher et a/ state that provided the phase error is within ±900 and the update 
gain is small enough, then the system will be stable (37); this reference provides 
theoretical analysis for this result. General results from this reference are: 
1) The optimum update gain (that for -the minimum time taken by the 
algorithm to converge to an optimum solution) was found to be 
approximately one-third of the value for which the system becomes 
unstable. 
2) Investigation of extra delay in the fbrward-path reveals that for fixed 
phase error in each appropriate model, increasing delay reduces the 
optimum convergence coefficient, with an increase in the minimum 
convergence time. 
3) For phase errors above 7011 the convergence time of the system is 
greatly increased with extra delay in the f6rward-path, compared with 
lower phase error. 
Boucher et a/ state that for phase errors less than ow 450 the effects of both the 
delays and phase errors are comparatively small. This then is a sensible 
criterion for model accuracy: the phase error of any model for filtered-X 
compensation should be within ± 45" for un-compromised LMS algorithm 
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convergence at the desired frequencies for control. 
Darlington (38) further shows that (for sinusoidal "synchronous" active sound 
control systems, see Page 48) the influence of the filtered-X model phase error 
is not just confined to convergence time and update gain setting; additional 
passband disturbance can also occur. Darlington states: 
"Experiments with the active control of sound in a duct have indicated that 
the convergence time is only weakly dependent upon control loop phase 
(within * 450 at a reference frequency component) whereas passband 
effects become significant for such control loop phase response. 
This leads to the surprising conclusion that the most significant motivation 
for accurate compensation for the dynamics of systems under the control 
of adaptive fifters is the optimization of the passband, rather than 
stability/convergence issues. " 
The reference to ± 4511 is similar to Boucher et afs findings discussed above. 
However Darlington recognises that passband disturbance will occur for active 
control systems with delay in the forward-path, this passband disturbance is 
modified with phase errors of the model. 
3.7 THE "FILTERED-U" RECURSIVE LMS ALGORITHM 
3.7.1 Introduction 
In this chapter, the LIVIS adaptive algorithm has so far been applied to 
transversal adaptive filters. Feintuch (41) describes the application of the LIVIS 
algorithm to a recursive fifter structure: 
"Adaptive filters that are constrained to a transversal tapped delay 
structure appear in the literature. .. Such fifters have a finite impulse response, i. e.:, they can produce only zeros with no poles in the filter 
transfer function. This limits the capability of transversal adaptive fifters 
in many applications. To'overcome this limitation, a new adaptive filter 
is described which is capable of producing poles in the transfer function 
and is easily implemented using two transversal adaptive fifters. " 
Feintuch presents a simulation for the "Recursive LIVIS" (RLMS) fifter which 
shows that the adaptive control fifter can generate poles. 
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Wid row et al describe two disadvantages of recursive adaptive filters that are not 
found in the non-recursive adaptive linear combiner (p. 154 (36)): 
"(i) they become unstable if the poles move outside the unit circle during 
the adaptive process. 
(ii) Their performance surfices are generally non-quadratic and may even 
have local minima. " 
These are serious disadvantages, and consequently the recursive 
adaptive fifter has had very limited application. " 
Despite these considerations, Eriksson and his co-workers have published work 
on the use of recursive adaptive fifters for the active attenuation of sound. The 
application of the IIR adaptive filter to active sound control systems requires 
compensation of the forward-path (as in the fiftered-X LIVIS design), this was first 
discussed by Eriksson et a/ (44), and completed as the "fiftered-U" algorithm in 
(45). 
3.7.2 Development of the flitered-L! algorithm 
The development of the "fiftered-U" RLIVIS algorithm by Eriksson (45) starts with 
the "full" RLMS algorithm as shown in Figure 14a on Page 69, which has been 
described in publications (36)(43)(55)(56). Eriksson states: 
"A weight update procedure may again be developed similar to that for 
the LIVIS algorithm in which the filter weights are modified by an amount 
that is proportional to the gradient of the instantaneous error signal. 
However, in this case, the gradient of the error signal, with respect to the 
weights, is not simply the fifter input. Since the model output, yk, is the 
sum of the output of the direct FIR filter with the transfer function A(z) and 
the recursive FIR filter with transfer function B(z) in Fig. 6 {here 
reproduced as Figure 14a on Page 69), the gradient, with respect to the 
weights, includes terms representing the input as well as derivatives of 
the past output with respect to the weights and derivatives of the A and 
B weights with respect to each other. Although the dependence of the 
A(z) and B(z) weights on each other is usually ignored, the terms 
involving derivatives of the past outputs with respect to the weights lead 
to a pre-filtering of the input to the error correlators by 141-B(z)], as 
shown in Fig. 6(a) (here reproduced as Figure 14a on Page 69). The 
completed algorithm is known as the recursive least-mean-square (RLMS) 
algorithm and has been described by Horvath (56), White (55) and 
Widrow and Steams (36). 
A simplified version of the RLMS algorithm that does not include the 
derivatives of the past outputs eliminates the need for the pre-fiftering 
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described above. The resulting algorithm is shown in Fig. 6(b) (here 
reproduced as Figure 14b on Page 69). Although generally associated 
with Feintuch (41), this simplified RLMS algorithm was also described by 
Horvath (56) and earlier by Salomonsson (57) and Mark and Haykin (58). " 
The simplified RLMS algorithm can be implemented as two separate LIVIS 
algorithms, although Eriksson describes a single update equation that is 
similar to the LIVIS update equation Eq. 3.30 but with vector Wk that contain 
both sets of FIR filter weights, and vector 
Uk instead of 
Y 
k that contains 
both inputs vectors to the two FIR fifters: 
Wk+l 
= 'Wk +2pek Uk 3.37 
where: 
Yk 3.38 
wk M 40k181kv-vaLkvbltb2A ..... bmkl 
3.39 
V; 
k 0 
[Xkl*"Ixk-Leyk-I 
9**"Yk-N 
]T 3.40 
where 
alk 
and 
bnk 
are the individual weights of the two FIR fifters, and xk 
and ykare the input and output time samples of the IIR fifter. 
The addition of a forward-path (see Page 45) leads to the development of the 
"fiftered-U" algorithm as in Figure 15 on Page 70. This follows a similar 
argument to the development of the fiftered-X algorithm on Page 45. The 
forward-path transfer function is passed through the input node as in Figure 15a. 
The assumption of a linear control fifter is made by assuming the convergence 
update gain jw is very small, then the transfer function C is commutable with the 
control fifter as in Figure 15b. C is then passed through the output node of the 
IIR filter as in Figure 15c. This algorithm is described as the "filtered-U" 
algorithm because of Eriksson's use of 
Ukto describe both of the LIVIS update 
inputs xk and yk. The application of this development to the control of an 
electro-acoustic forward-path is illustrated in Figure 16a, the two model filters 
of the true forward path C are identical. No generalized convergence proof is 
offered, neither are the considerations of Widrow and Steams (on Page 51) 
addressed by Eriksson in (45). Other researchers have suggested the use of 
recursive adaptive fifters for the active control of sound, for example see 
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reference (59). 
A variation on the filtered-U algorithm based on the "full" RLMS algorithm is 
shown in Figure 16b, this has been derived from Hsia's simplification (43) of the 
"full" RLMS algorithm of White (55), and from Eriksson's development of the 
fiftered-U algorithm. This suggestion restores the pre-fiftering of the error 
correlator signals as in Figure 14a, with a rearrangement of the internal structure 
of the IIR fifter such that one of the fiftering operations is removed allowing 
easier computational implementation. 
3.8 FEEDBACK PATHS AROUND ADAPTIVE FILTERS 
"A more difficult problem than the effect of the error path (or forward-path) on 
the LMS algorithm is the effect of the feedback path. ", page 197 of reference (2). 
If the input to the adaptive linear combiner xk is acoustically sourced from the 
fluid medium under control, then there is the potential for the adaptive fifter 
output to feedback into the input. For example see Figure 17a on Page 72, 
where an adaptive control system is configured to act on the sound field in a 
pipe. The filter output is converted to acoustic energy by loudspeaker S, the 
forward-path is measured by microphone B and this signal is compared with the 
desired signal for error estimation. The input is sourced from microphone A, this 
gives rise to the feedback path; note that this control system is considered 
feed-forward, rather than feedback (see Section 3.3 on Page 35). It is possible 
for this feedback path 
"to destabillse the LMS algorithm, since it is possible for the adaptive filter 
to pass through a state in which there is a gain of unity around the 
feedback-controller loop. This will cause an instability which can saturate 
t1he hardware being used to implement the adaptive filter, and prevent 
further convergence. " (2) 
The mathematics that describes the convergence of an adaptive system in the 
presence of feedback path become more complicated - this is later examined in 
Section 6.6.3 on Page 143. Visual analysis techniques have been used to study 
the output of such systems (60). The results show that adaptive filters in the 
presence of feedback can behave as chaotic systems under certain conditions, 
and therefore can have erratic output. The adaptive algorithm can produce 
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"bursting" in the error signal of a feedback active sound control system as 
observed later in this thesis in Section 7.6.1 on Page 219. To prevent both 
instability and unpredictable behaviour, effort in control system design has 
generally tried to cancel the effects of feedback paths (40). There are three 
approaches to stabilise adaptive fifters with potentially unstable feedback paths: 
(i) the use of directional microphones and speakers to minimize transmission of 
sound from the control loudspeaker S to the input microphone A; (ii) the use of 
a separate "feedback cancellation" fifter; (iii) cancel the feedback path by the use 
of recursive adaptive fifters. 
I 
The first approach is typified in works by Swinbanks (10) and Jessel (11). The 
main limitation of this approach "is that directional arrays are usually highly 
dependent on the narrow spacing of the array elements and are only directional 
over a relatively narrow frequency range" (44). 
The second approach has been investigated by Warnaka et a/ (61), and is 
depicted for a typical acoustic control problem situation in Figure 17b on 
Page 72. A model of the feedback path Ift is made prior to starting the active 
controller ( Wamaka et a/ suggest feeding white noise into the loudspeaker S, 
and using an separate LIVIS algorithm to minimise the difference between the 
output of the true feedback path (the signal from the detection microphone A) 
and a linear combiner model Ift of the feedback path ). During training the 
adaptive fifter will be off, so the modelling process can be described as "off-line". 
The effects of feedback are greatly reduced with an accurate model. However, 
Nelson and Elliott discuss that a few problems exist (2): (i) this approach may 
be inefficient as F may have a long impulse response, thus requiring a 
mathematically complicated filter ft; (ii) if ft does not exactly match F the 
potential for such an unstable loop still exists; (iii) F may be time-variant, thus 
repeated off-line modelling of P may be necessary. On-line modelling of the 
feedback path IP might be possible if the additional modelling white noise is 
tolerable. 
The third approach of using recursive adaptive algorithms has been considered 
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by Eriksson and his co-workers. The presence of a feedback path around an 
adaptive filter creates poles; recursive or infinite-impulse response (11R) adaptive 
filter algorithms are therefore more suitable for control purposes than 
non-recursive or finite impulse response (FIR) adaptive linear combiners in the 
presence of feedback. Eriksson's fiftered-U RLMS algorithm is suggested in the 
literature as a suitable control algorithm (40)(44)(45). 
The effect of the second and third approaches on feed-forward adaptive control 
system stability in the presence of feedback have been discussed by Swanson 
in (40). The use of an additional cancellation filter to stabilise the adaptive filter 
in Figure 17b uses the fiftered-X LIVIS algorithm after Warnaka et a/ (61), 
whereas Eriksson (45) develops the fiftered-U algorithm that can model poles 
and zeros. Warnaka's approach offers a considerable margin of stability if the 
cancellation filter is accurate. The use of recursive filters by Eriksson is stable 
if the magnitude of B is less than 1, this ensures loop stability of the transfer 
function III-B shown in Figure 14. Swanson states that for typical control 
problems there will be non-unique solutions for A and 8 for optimum MSE 
convergence, and for an active sound control problem illustrates theoretical 
active noise cancellation with two different solutions in A and B. However, it is 
not possible to generalise what the transfer functions of A and B will converge 
to. Swanson concludes that it is not clear which method offers the best measure 
of stability robustness: 
"Given contamination of the reference noise by feedback from the active 
control source, it is not clear whether adaptive feed-forward control with 
feedback compensation or on-line plant estimation offers the best 
measure of stability robustness. The on-line pole-zero modeling (sic) 
system will track plant transfer function changes but does carry additional 
adaptive stability constraints which must be enforced. " 
Swanson refers here to feedback cancellation as 'feedback compensation". 
The second approach has been examined recently by Elliott and Sutton (52) for 
feed-forward and feedback controllers for the active reduction of noise. The 
performance of a conventional feedback controller is compromised by loop 
stability. However, the use of an ideal feedback cancellation filter ensures loop 
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stability. Elliott and Sutton identify this system as "Internal Model Control" (IMC) 
-a recognised technique in the control literature. The use of IMC transforms the 
feedback problem into a (pseudo) feed-forward problem so that techniques for 
describing control performance developed for feed-fdrward systems can be used. 
The performance of a true feed-forward system with feedback cancellation is 
shown to depend on the cross-correlation between the offending noise and the 
feedback cancelled reference signal filtered by the system under control, or 
"planC. Using the same analysis, the performance of the ideal IMC feedback 
system depends on the cross-correlation between the noise and the noise 
filtered by the plant. The performance is thus dependent of the statistics of the 
noise, the plant and, for feed-forward controllers, the coherence of the reference 
signal with the noise. If the noise is a pure tone, then either feed-forward or 
feedback IMC control is capable of infinite attenuation. However, if the noise is 
white and there is delay in the plant (or in the active controller) then the IMC 
feedback controller can not reduce the noise. 
A problem with IMC is that On feedback cancellation fifter may become 
inaccurate if changes occur in the plant. Consequently the feedback 
cancellation will not be ideal and this can affect the performance and also cause 
the control system to become unstable. Elliott and Sutton use the term 
"robustness" to describe the stability of the control system to changes in the 
plant. Using an uncertainty model of the plant and the complementary sensitivity 
function the calculation of the robustness of the system is described. Elliott and 
Sutton then show that a simple modification to the cost function of an adaptive 
controller used in the IMC feedback system increases the robustness. Other 
cost functions that tend to improve robustness are described. 
Elliott and Sutton present illustrative simulations for the performance of 
feed-forward and IMC feedback controllers for the active reduction of noise in 
cars. By assuming that the plant is a simple delay and using noise measured 
in a real car. IMC feedbacit control is shown to be " to provide significant 
noise reduction with shorW plant delays. For longer plant delays fieed-fbrward 
control is more successful. For this noise, the potential performance of the IMC 
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feedback control system was better than that of the feed-forward control system 
if the plant delay was smaller than 1.5 ms. Finally, Elliott and Sutton quantify 
the relationship of achievable noise reduction with robustness for a given plant 
delay. This work has increased the understanding of the performance and 
robustness of IMC active controllers for the active control of sound. 
3.8.1 Performance analysis of a simplified Internal Model Control feedback 
controller 
It is of interest to analyze the performance of the Internal Model Control (IMC) 
feedback controller described in the previous section. Elliott and Sutton have 
shown that the application of IMC causes the control fifter to adopt a 
feed-forward structure, see reference (52). An analysis of the control fifter with 
the method of least squares (see Section 2.5 of reference (2)) is presented in 
this section. 
A schematic of the control fifter in a single channel IMC feedback controller is 
shown in Figure 18a on Page 73. This has been reproduced from Figure 4b in 
reference (52) where it was assumed that the feedback cancellation was exact. 
The control problem can be simplified by assuming that the plant, G in 
Figure 18a, is a pure delay ir (an assumption used in simulations in (52)) and the 
control filter, W in Figure 18a, is a simple linear gain as shown in Figure 18b. 
The sampled value of the error signal, e, can then be written in terms of the 
excitation, d, as Eq. 3.41. 
o(k) - d(k) - W. d(k-, r) 
3.41 
The optimum value of W depends on the cost funcdon that the control problem 
is to minimise. The simplest cost function, J, is the average or expected value 
of the square of the error signal as shown in Eq. 3.42. 
E[92(k)] 3.42 
The performance of the controller is assessed by quantifying the minimum value 
of the cost function for the variables W and d. Expanding Eq. 3.42 by 
substituting from Eq. 3.41 gives Eq. 3.43. 
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J= Eld2(k)] - 2W. Eld(k). d(k--r)] + W2. E[d2(k--c)l 
3.43 
If the disturbance is stationary then the averages of the squared value and the 
squared delayed value are identical. Furthermore, if the disturbance has a mean 
value of zero then the average squared value is simply the variance of the 
2 
signal, d as expressed in Eq. 3.44. 
222 
Od = E[d (k)] = E[d (k--r)] 3.44 
Equation 3.43 can then be rewritten by normalising the cost function as shown 
in Eq. 3.45. This operation creates the dimensionless normalised cost function 
W. 
-ý- =1-2W. 
E[ d(k). d(k- W2 3.46 22 
ad ad 
The minimum value of W is found by differentiating with respect to the variable 
W and equating to zero as in Eq. 3.46. 
dT 
-2. 
E[ d(k). d(k-, c) I +2W -03.46 dW 2 CFd 
The optimum value of W that minimises, Eq. 3.45 is therefore Eq. 3.47. 
E[ d(k). d(kLy)l 3.47 W, Vt 2 
43d 
That this value of W minimises, W is confirmed by differentiating Eq. 3.46 with 
respect to W and noting that the result is positive. The minimum value of W is 
found by substituting Eq. 3.47 into Eq. 3.45 as expressed in Eq. 3.48. 
7=I_ýE[ d(k). d(k-, r) 1 
12 3.48 
apt 2 
Cid 
The quantity E[d(k). d(k-ffl I ad' is the normalised autocorrelation coefficient 
pd(id of the disturbance d for a lag of ir which is easily measured in real control 
problems. If the plant delay ir is zero then pd(i) is unity, the optimum control 
filter W,, is also unity and W is zero. This confirms an intuitive understanding 
of the control problem outlined in Figure 18a on Page 73. For positive values 
of plant delay r (real plants can not have negative delay) the performance of this 
controller depends on the statistics of the disturbance. For example, if the 
disturbance is white noise, for which pd(7) is zero when ir is not zero, then W is 
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unity and the controller performance is negligible. If the disturbance is 
sinusoidal with period equal to the plant delay then W is zero and the controller 
performance is ideal; for other periods the performance can vary from negligible 
to ideal depending on the value of pd(F). The control filter W is implemented 
more commonly as a linear combiner and Ellioft and Sutton present an analysis 
in (52). 
3.9 SUMMARY 
This chapter has reviewed control techniques that are currently used for the 
active control of sound. The filtered-X LIVIS algorithm has been discussed, with 
reference to its'general performance and implementation. Reference was made 
to the implementation problems of modelling and feedback; solutions for the 
feedback problem include the use of a fixed cancellation filter and recursive 
adaptive fifters such as the filtered-IJ RLIVIS algorithm. The fiftered-U RLIVIS 
algorithm offers useful benefits over the fiftered-X LMS algorithm for the active 
control of sound, however doubts remain about the adaptive stability of control 
systems that use the fiftered-U RLIVIS algorithm for general application. 
3.10 CHAPTER FIGURES 
The figures referred to in this chapter appear on the following pages. 
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(a) 
LINEAR MEDIUM 
PRIMARY + OUTPUT 
PERTURBATION xp Yo 
(b) 
LINEAR MEDIUM 
PRIMARY OUTPUT 
PEKrURBATION xp yj 
x CONTROL c PERTURBATION 
W CONTROL SYSTEM 
INPUT 
Figure S. The modification of a primary disturbance by a secondary control 
disturbance in a linear medium: (a) with no control, (b) with control disturbance 
x. generated by system W driven by an input. 
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(a) FEEDBACK 
LINEAR MEDIUM 
PRIMARY + OUTPUT 
PERTURBATION xp Yl 
CONTROL 
PERTURBATION Xc 
CONTROL SYSTEM 
(b) FEED-FORWARD 
LINEAR MEDIUM 
PRIMARY + OUTPUT 
PERTURBATION xp yj 
xc CONTROL 
PERTURBATION 
2 CONTROL SYSTEM 
TIME-ADVANCED INPUT 
RELATED TO xp 
Figure 6. The configuration of the control system input: (a) feedback, (b) feed- 
forward. 
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Figure 7. The adaptive linear combiner as a single-input transversal filter after 
Widrow at al 
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Figure 8. The adaptive linear combiner with desired response and error signals 
after Widrow et al. 
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Figure 9. Portion of a two-dimensional quadratic performance surface, after 
Wdrow & Steams. The minimum mean-square error is 0.0 in this example, with 
an optimum weight vector W= (0.65, -2.10). 
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LIVIS ALGORITHM 
Figure 10. Block diagrams of the LMS algorithm applied to the adaptive linear 
combiner, (a) shows the overall fbrm, (b) shows details of the LIVIS update 
mathematics in the z-domain. 
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Figure 11. The adaptive linear combiner used for active acoustic control. The 
presence of the "forward path" C dictates modification of the LIVIS weight update 
method. 
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Figure 12. Development of the Fiftered-X LMS algorithm, after Widrow et al. 
The change from (b) to (c) assumes that the adaptive filter and C(z) are linear, 
and therefore commutable. 
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Figure 13. Block diagrams of the fiftered-X LIVIS algorithm applied to the 
adaptive linear combiner with a forward-path C. (a) shows the overall form, (b) 
shows details of the update mathematics in the z-domain. 
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Figure 14. The full RLMS algorithm (a) uses FIR filter elements, A and B, to 
form a pole-zero IIR filter and requires filtering of the update inputs by 1/(1-13). 
The simplified RLIVIS algorithm does not require filtering of these inputs. 
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Figure 15. Development of the fiftered-1.1 RLMS algorithm, after Eriksson, 1990. 
The change from (a) to (b) assumes thafthe IIR adaptive filter and C are linear, 
and therefore commutable. 
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Figure 16. Block diagrams of a fiftered-U RLIVIS algorithm implementation with 
an electro-acoustic; forward path C. (a) shows the simplified form after Eriksson, 
1990, (b) shows a possible implementation of the full fiftered-U RLMS algorithm. 
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Figure 17. Feedback path in an active sound control system. (a) shows the 
feedback path around the system, (b) shows a feedback cancellation strategy 
(after Warnaka et al, 1984) where a path model subtracts feedback components 
from Input. 
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(a) d 
(b) 
d (k) 
d (k) e(k) 
Figure 18. Equivalent block diagram of control filter W and plant G in an IMC 
feedback controller with ideal feedback cancellation. (a) from Fig. 4 of reference 
[Elliott, 1994], (b) shows plant as a pure delay T. 
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4 BACKGROUND THEORY AND CONSTRAINTS ON THE CONTROL OF 
SPECIFIC ACOUSTIC IMPEDANCE 
4.1 INTRODUCTION 
This thesis studies the application of active control to modify impedance. This 
chapter presents theory in Section 4.2 that establishes how the application of a 
control force can modify the impedance of a simple compliantly-suspended 
piston. The conventional electrodynamic loudspeaker is shown to provide a 
convenient means of implementing the controlled piston in Section 4.3. Physical 
operating limits for the controlled loudspeaker are presented in Section 4.4 for 
different controlled impedances. A summary of this chapter is given in Section 
4.5. The theory presented in this chapter is original except in Section 4.2.1, 
which is adapted from reference (3). 
4.2 ACTIVE CONTROL OF SPECIFIC ACOUSTIC IMPEDANCE 
This thesis is based on research performed on the active control of the surface 
impedance of the simple compliantly-suspended piston. It is helpful to present 
the background theory in two parts: (i) the surface impedance of a simple 
compliantly-suspended piston; (ii) the influence of an additional control force on 
the piston. 
4.2.1 The Specific Acoustic Impedance of a Compliantly-Suspended Piston 
Consider a piston mounted on a simple linear suspension located as the 
boundary termination to a pipe. Figure 19a on Page 84 shows the mechanical 
components of such a system. If there are normally incident plane waves with 
consistent pressure over the piston surface it is possible to derive the impedance 
of this acoustic boundary in terms of the mechanical components (3). 
The equation of motion of the piston is defined in Eq. 4.1 by considering the 
forces acting on the piston. The total force on the piston (represented in 
Figure 19a) is a sum of the forces due to the stftess, and damping of the 
suspension and the acoustic reaction. 
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MM. gL2X x Rm -! 
2L- + K. x SM 4.1 dt2 dt 
S is the piston surface area, M. is the mechanical mass, K, is the mechanical 
stiffness of the suspension and R. is the mechanical resistance to the motion. 
The total pressure at the surface due to the incident plane waves is p(Q. In this 
case there are no other forces acting on the opposite surface of the piston. The 
displacement of the piston is x and the velocity of the piston is: 
dx. 
= UM nis-I 4.2 dt 
The Fourier transform of Eq. 4.1 with rearrangement is : 
K 
u(jo) . 
(JwMm 
+ Rm +. 
). 
- SP UU) 
4.3 
jo 
where w is the frequency and j is the complex operator. By rearranging Eq. 4.3 
the surface mechanical impedance z, is: 
Zw (Ju) MP 
(ka) 
m-R. -1ý ta Mm - -ý'- 
1 4.4 
, u(jw) w 
The area transformation of mechanical impedance Eq. 4.4 allows the specific 
acoustic impedance at the surface of the piston to be specified in terms of the 
piston velocity u(jw) and frequency w as in Eq. 4.5. 
Rm +j wMm _ 
K. 
S-, 4m -2,9-1 4.5 
4.2.2 Modifying the surface Impedance of a piston wM a control force 
The application of control can modify the surface impedance of the piston. This 
is theoretically shown in this section. Active control can be introduced by 
applying a form input F(t) on the piston (see Figure 19b on Page 84). The 
equation of motion is then described by Eq. 4.6. 
Md 
2X x 
m R. -! 
L- 
+ K. x Sp(n + F(n 4.6 dt2 dt 
In similar development from Eq. 4.1 to Eq. 4.5, Eq. 4.6 can be manipulated by 
Fourier transform and rearrangement to give the surface impedance of the 
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controlled boundary, Eq. 4.7. 
Z(10) = p(jw) = 
F(jo)) 
- Rm - JýwMm - S-I kgM-28-1 4.7 UUW) 
IUU(O) 
(a 
Note the presence of surface velocity u on both sides of the equation. This 
couples F with the surface velocity and complicates the design of the required 
forcing function. Equation 4.7 indicates that the impedance of the piston can be 
aftered to any value if an appropriate forcing function F is applied. This is 
consistent with the findings of Bobber and Beatty, see Section 2.4.1. Physical 
limitations on the realizable impedance are described in Section 4.4. 
4.3 ACTIVE IMPEDANCE CONTROL OF A LOUDSPEAKER 
The control of the impedance of a piston by a force input was described in 
Section 4.2. This section reveals that the controlled piston can be realized by 
a conventional electrodynamic loudspeaker. The control of the impedance at the 
loudspeaker cone is achieved by applying a voltage to the loudspeaker 
voice-coil. The theoretical uncontrolled impedance of a loudspeaker is 
numerically calculated. 
A practical example of a piston is the compliantly-suspended cone of a 
loudspeaker. The loudspeaker is an electro-mechanical device that generates 
acoustic pressure from an electrical signal. The loudspeaker has an 
(approximately) plane impervious surface (the cone) which is linearly suspended 
with respect to mechanical ground (the frame) by a suspension designed to 
permit uniform "piston-like" displacement of the cone. The loudspeaker also has 
a motor system with which controlling forces can be applied to the cone. 
The total force on the loudspeaker cone (represented by the forced piston in 
Figure 19b on Page 84) is a sum of the forces due to the motor coil system, the 
stiffness and damping of the -suspension and the acoustic reaction. The force 
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due to the motor coil system is: 
F(O = B11(o = 
BIV(o 
_ 
(B#2U(o 4.8 ZES ZEN 
where V is the voltage applied to the voice coil and I is the voice coil current, ZEB 
is the blocked electrical impedance and BI is the force factor of the drive system. 
The second term represents the force generated by the back-emf induced in the 
voice coil during motion. Substituting the frequency domain form of Eq. 4.8 into 
the equation of motion of the forced piston, Eq. 4.7, gives the specific acoustic 
impedance of the loudspeaker cone Eq. 4.9. 
z(jw) = PUO) = 
VUO). B1 
- 
At + Rin +j (aMm - ýLffl S-i 
4.9 
UUW) U00) SZER ZEB 
IW 11 
Equation 4.9 demonstrates that the specific acoustic impedance at the cone of 
a loudspeaker can be controlled by applying a control voltage function V(jw) to 
the voice-coil. The controlled impedance of the cone is also a function of the 
cone velocity and the physical parameters of the loudspeaker. Equation 4.9 also 
shows that the generation of a desired constant impedance demands that the 
voltage applied to the voice-coil is directly proportional to the cone velocity at 
each frequency. This has implications on the design of a control system to 
generate the voice-coil voltage - see Section 5.2 on Page 90. 
The specific acoustic impedance of the loudspeaker can be calculated from 
Equation 4.9. The loudspeaker cone is loaded by the acoustical environment 
in which it operates. The variables in Eq. 4.9 are quantified by assuming that 
the loudspeaker and the acoustic environment are lumped. This is a common 
means of analysis of acoustical systems and is briefly explained here. At lower 
frequencies where the wavelength of sound is much greater than any dimension 
of an acoustic system, the acoustic system elements such as mass, stiffness 
and damping can be considered as lumped. This means that each element can 
be considered as a unique entity, and is mathematically separable. A relevant 
discussion on the lumping of elements of acoustical systems is presented on 
pp. 73-75 of (2): 
"Acoustical systems are generally defined by partial differential equations 
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derived in .... which lead to the acoustic wave equation. Wave 
propagation implies that the acoustic variables are delayed in their 
propagation from one part of an acoustical system to another. When the 
dimensions of an acoustical system are sufficiently small, this time delay 
is sufficiently small to be neglected compared to the period of the signal 
at the highest frequency of interest. Under these conditions the partial 
differential equations governing an acoustical system can be reasonably 
well approximated by a manageable number of ordinary differential 
equations, and the resulting model of the system is said to have lumped 
elements. " 
If the acoustical system has lumped elements then it is illustrative to model the 
components with an equivalent electrical circuit. The compliant elements of a 
lumped acoustical system can be represented in an electrical equivalent as 
capacitance, the mass elements as inductance and the acoustical resistances 
as electrical resistance. An electrical equivalent circuit that represents the 
lumped electrical, mechanical and acoustical components of the loudspeaker 
and acoustical environment is displayed in Figure 20 on Page 85. The "rear 
radiation load" components represent the acoustic load presented to the rear of 
the cone. The "loudspeaker parameters" arise from the mechanical components 
of cone mass, suspension stiffness and damping. The "electrical load" arises 
from the electrical components of the system. The surface impedance at the 
loudspeaker cone is seen to depend on all of these components. The circuit 
also illustrates that the acoustical-domain components can be combined to form 
a single capacitance, inductance and resistance. These combined components 
can be converted back from the acoustic domain to quantify the mechanical 
resistance, mass and stiffness variables in Equation 4.9. 
A numerical example is calculated from Equation 4.9 and presented in Figure 21 
on Page 86. This is for a loudspeaker manufactured by KEF Electronics Limited, 
Tovil, Maidstone, England designated the B200A mounted in a 25 litre sealed 
box (specifications for the KEF B200A are in Appendix 1). In this example there 
is no voltage applied to the motor coil system ( Vow)=O in Equation 4.9) so this 
can be termed the natural specific acoustic impedance of the surface. The 
driver-box resonance is seen in Figure 21 with a minimum in the magnitude of 
impedance at 65Hz (the resonant frequency of this system is calculated in 
Appendix 2 on Page 310 as around 05Hz). The magnitude of impedance at 
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65Hz is 423 rayls which is near to the characteristic impedance of air defined as 
415 Rayls in Section 1.2 on Page 3. The theoretical natural specific acoustic 
impedance is compared with measurements in Section 7.4 on Page 206. 
4.4 CONSTRAINTS ON THE CONTROLLED IMPEDANCE OF A 
LOUDSPEAKER 
The control of the impedance of a piston by a force input was described in 
Section 4.2. The conventional electrodynamic loudspeaker provides a 
convenient means of implementing the piston, see Section 4.3. Equation 4.7 
shows that any physically realizable impedance can be created provided a 
suitable forcing function F can be designed. Constraints arise because it is not 
always possible to generate a suitable function for F, either because of physical 
limitations of the loudspeaker, or because of limitations in the control system. 
Constraints on controlled impedance caused by control system limitations are 
described in Chapters 6 and 7. This section will describe constraints imposed 
by physical limitations of the loudspeaker when the impedance of the cone is 
controlled. These have been published in (30)(31). 
An ideal loudspeaker is characterized by a linear equation of motion. Real 
loudspeakers depart from this ideal in two important respects; they have 
non-linear suspensions and motor systems, and the voice coil can handle only 
a finite power. Both of these non-ideal properties define edges of the physical 
operational envelope of actively controlled impedances built around 
loudspeakers, which are discussed below. These sections contain original work 
part of which has been published in (31). 
4.4.1 Suspension Non-linearity 
The suspension of a practical loudspeaker does not have a linear compliance 
(and damping) term, rather the compliance reduces as the cone is displaced 
further from equilibrium - the suspension stiffness hardens. There is, therefore, 
an absolute limit on the cone excursion. Well befbre this fracture limit is 
reached, the suspension will becometignificantly non-linear and it is appropriate 
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to define a limit of (approximately) linear cone excursion or displacement. This 
limit of linear excursion, IXI,,,, defines a frequency dependant limit of maximum 
linear velocity, Iu1, nu: 
1XI'm 4.10 
Note that the transducer has a velocity zero at d. c., as a consequence of the 
linear cone excursion limit. 
The maximum pressure that exists at the velocity-limited cone for any 
impedance is given by: 
IPIIM = I'Ullwx lZdl 4.11 
An example of this limitation on the pressure at the cone is presented in Section 
4.4.3 on Page 81 for z=415 Rayls. 
4.4.2 Loudspeaker Power Handling 
The motor system of an electrodynamic loudspeaker has a finite electrical power 
handling capacity which limits the voice coil current and resulting electrical force 
applied to the cone. This force limit imposes a limit on the cone velocity, when 
the impedance at the cone is controlled to a desired value zd. If the maximum 
power handling of the voice coil is Wwatts, then the maximum rms voice coil 
current is: 
,"=ýW? 4.12 
WZEý 
where /,,, is the root mean square voice coil current, andZED is the electrical 
impedance of the loudspeaker. Assuming that control of the desired impedance 
is successful then Eq. 4.8, Eq. 4.6 and Eq. 4.12 can be combined to yield a limit 
on the maximum velocity: 
w 4.13 w K* 
ý_i(-Zaj 1 
Sz + lo M. +R+ TO- 
The velocity limit defined by Eq. 4.13 can be used either to specify the maximum 
velocity and corresponding pressure permissable for a given z (see examples 
In SecUon 4.4.3 on Page 81), or minimum z for a spectfied maximum pressure. 
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4.4.3 Numerical Examples 
This section presents numerical examples of the operational limits on controlled 
impedance of a KEF B200A loudspeaker. Three different controlled impedances 
are considered: 
1. z=415 Rayls 
Z7-0 
3 Zo° 
The limits on cone velocity and/or surface acoustic pressure are presented for 
each controlled impedance. These are imposed by the maximum linear cone 
excursion and the voice coil power handling of the loudspeaker, see Sections 
4.4.1 and 4.4.2. The experimental research rig developed for this thesis used 
KEF B200A drive units. The manufacturer's specifications are reported in 
Appendix 1 and are used for the calculation of the results presented in this 
section. 
If the KEF B200A loudspeaker is controlled, such that the specific acoustic 
impedance at the cone is 415 Rayls, then the velocity limits can be calculated 
from Equations 4.10 and 4.13 and are shown in Figure 22 on Page 87. The 
actual velocity limit is defined by the smallest of Equations 4.10 and 4.13 at any 
frequency. The linear displacement limit dominates at low frequencies, whilst 
at frequencies above approximately 8OHz the velocity of the cone Is limited by 
the power handling of the coil. As the impedance at the surface of the cone is 
known to be 415 Rayls, the maximum pressure which can be sustained at the 
cone of this active absorber can be calculated from Equation 4.11. This 
maximum pressure is plotted on the right hand vertical scale in Figure 22. The 
maximum sound pressure level (SPL) varies between approximately 135 and 
15OdB from 20Hz to 50OHz. This theoretical result is consistent with the 
practical maximum SPI-s of 110-1400 noted by Guicking (21) for the control of 
a different loudspeaker, see Section 2.4.2 on Page 14. 
The second example is for a controlled impedance of zero Rayls. This occurs 
when the cone pressure is zero despite motion of the cone. The theoretical 
velocity limits from Equations 4.10 and 4.13 are plotted for the KEF B200A 
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loudspeaker in Figure 23 on Page 88. The actual velocity limit is defined by the 
smallest of Equations 4.10 and 4.13 at any frequency. The linear displacement 
limit of the cone dominates at low frequencies, whilst at frequencies above 
approximately 11 OHz the velocity of the cone is limited by the power handling 
of the coil. The cone velocity limit is similar to that of the first example of z=415 
. The larger Q of the power limit occurs because less control force from the 
motor system is needed to control the cone as there is less opposing force 
because of no incident acoustic pressure. This is most significant near to the 
driver resonance; at other frequencies the reactive components dominate the 
total force acting on the cone. 
The third example is for ideal active reflection, which can be created by forcing 
the impedance to z=4*. This occurs when the cone has zero velocity for some 
incident pressure. Substituting for F in Eq. 4.6 with Eq. 4.8, taking the Fourier 
transform and setting u=O yields 
al. V(I0) 4.14 lz.. s zr, 
9 
The control voltage for the voice coil is directly proportional to the pressure at 
the surface of the cone. The maximum voice coil voltage therefore dictates the 
maximum pressure at the cone for successful forcing of impedance to zMcm. The 
maximum voice coil voltage depends on the programme power rating of the 
loudspeaker and is given by Eq. 4.15. 
V14.16 nm W. gt(Zo)]2 I 
The magnitude of the maximum pressure is found by substituting Eq. 4.15 into 
Eq. 4.14 and taking the magnitude, Eq. 4.16. 
I 
I P(jw) I. j W. M (Zen) 12 4.16 1 
SBZEB 
I 
This relationship for the KEF B200A loudspeaker is plotted in Figure 24 on 
Page 89. The cone has zero velocity, therefore the mechanical resonance and 
suspension non-linearity have no effect on the pressure limit. 
Equation 4.14 describes the relationship between the cone pressure and 
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voice-coil voltage for a controlled loudspeaker of infinite impedance. This can 
be used as the transfer function in an active controller (a "control law") to force 
infinite impedance as discussed in Section 6.3.1 on Page 106. 
4.5 SUMMARY 
Theory that describes the specific acoustic impedance of a simple 
compliantly-suspended piston has been presented. Analysis has established the 
control of the piston impedance by an input force. If a control system can create 
an appropriate input force then the impedance of the piston can be forced to any 
realizable value. The conventional electrodynamic loudspeaker provides a 
convenient means of implementing the controlled piston. The impedance of the 
loudspeaker cone can be controlled by applying a voltage signal to the 
voice-coil. Operational constraints that limit acoustic pressure and/or surface 
velocity arise from the limited cone displacement and force actuation of the 
loudspeaker voice-coil system. The limits have been theoretically examined for 
different impedances. The operational constraints for a controlled impedance 
of 415 Rayls, that for ideal acoustic absorption, are consistent with practical 
observation in the literature. 
4.6 CHAPTER FIGURES 
The figures referred to in this chapter appear on the following pages. 
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loudspeaker with surface acoustic impedance of 415 Rayls. Sound pressure on 
right hand vertical scale. 
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Figure 23. Theoretical cone velocity limit for an actively contrclied KEF B200A 
kxjdspeaker when surface acoustic impedance is forced to zero 
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Figure 24. Theoretical cone pressure limit for an actively controlled KEF B200A 
loudspeaker with a surface acoustic impedance of Infinity 
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5 METHOD FOR THE ACTIVE CONTROL OF IMPEDANCE 
5.1 INTRODUCTION 
This thesis concerns the modification of impedance with active control 
techniques. An active controller scheme for the control of impedance is 
described in Section 5.2. This thesis identifies an error determination method 
with which the active controller can be automatically designed to modify the 
impedance of the simple compliantly-suspended piston. This method and a 
variation are described in Section 5.3. An abbreviated phrase to refer to control 
systems that use this method has been designated "mic-acce' in Section 2.4.3 
on Page 20. The digital implementation of the automatically designed active 
control system is described in Section 5.4. A summary of the chapter is given 
in Section 5.5. 
5.2 AN ACTIVE CONTROLLER FOR THE CONTROL OF IMPEDANCE 
This section describes an active controller scheme for the control of the 
impedance of a piston. Several variants of the controller are illustrated. 
It has been established that a control forcing function can modify the impedance 
z of a piston in Section 4.2.2 on Page 75. The controlled impedances developed 
during this research are built around conventional electrodynamic loudspeaker 
drivers. The loudspeaker has a convenient means fbr applying control forces to 
the "piston-like" cone through the voice-coil motor system. The application of 
a control voltage function to the voioe-coil can modify the z of the cone, see 
Section 4.3 on Page 76. 
The generation of the appropriate control voltage for the desired z is the task of 
the active controller, typically implemented with a single channel linear filter. 
Figure 25 on Page 98 shows a schematic fbr the control of the impedance of a 
loudspeaker cone. This figure shows an electrically-driven loudspeaker acting 
as an acoustic source of energy at the right hand end of an acoustic waveguide. 
At the other end there is a loudspeaker that is driven by an active controller so 
that the impedance presented to the pipe is a desired value. This loudspeaker 
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is therefore described as a "controlled impedance termination" to the duct. 
Other aspects of this diagram are explained later in this section. The active 
controller should be regarded here as a "black box" that contains a linear filter 
that operates on the input to generate an output. Later sections in the thesis 
describe the required transfer function and implementation of the controller. The 
voltage V, see Figure 25, required to force the z of the cone of the "controlled 
impedance termination" to some pre-specified constant value must be 
proportional to the cone velocity u. 0. as shown in Equation 4.9 on Page 77. 
The use of a linear fifter as the controller therefore demands that the input is 
coherent with the cone velocity. The input to the controller is often called the 
"reference" (see Figure 25). 
The one-dimensional laboratory test-rig offers four signals that are each 
potentially suitable (ie: coherent with the cone velocity) as the reference to the 
linear controller: cone pressure p..., cone velocity u. 0., the upstream pressure 
at some point in the duct p and the ekw*onic source signal as illustrated in 
Figure 25 on Page 98. There are certain conditions for which the pressure or 
velocity measurements are zero and then the "black box" controller will not be 
able to produce the correct output voltage. These conditions are discussed in 
Section 6.3 on Page 105. 
The selection of the reference can cause the controller to be a fbed-fbrward or 
feedback system as defined in Section 3.3 on Page 35. The controller is a 
feedback system when either the cone pressure or the cone velocity is used as 
the reference signal. Potential feed-forward system reference signals are either 
a microphone in the duct positioned away from the cone, or the electrical signal 
that drives the far-end source. The selection of the reference signal changes the 
reqWred transfer function of the controller. Therefore the selection of the 
reference signal distinguishes variants of the active controller. Section 6.3 on 
Page 105 presents theoretical analysis of the required control fifter transfer 
function for the acoustic control of impedance. The theorefical "loop stability' of 
the controller is described in Section 6.4 on Page 117. 
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The active controller can be implemented with either analogue or digital signal 
processing electronics. It is often difficult to design the required transfer function 
for the active controller. The required transfer function may be complex and 
may change with the course of time. These problems can be overcome with the 
use of an automatically designed active controller based on "adaptive" methods 
(see Section 3.4 on Page 36). The next section describes a method that 
enables the active controller "black box" to use adaptive methods. 
5.3 THE MIC-ACCR METHOD FOR ACTIVE CONTROLLER DESIGN 
The specific acoustic impedance of a vibrating surface is fully described by the 
ratio of the acoustic pressure at the surface to the surface velocity. It is, 
therefore, possible to evaluate the surface impedance by direct measurement of 
acoustic pressure and surface velocity with transducers. A novel method for the 
design of active controllers to control impedance is based on "instrumenting" the 
surface with a microphone and an accelerometer. An abbreviated phrase to 
refer to control systems that use this method has been designated "mic-acce, in 
Section 2.4.3 on Page 20. This section describes this method for the control of 
the impedance of a simple compliantly-suspended piston. The piston is realized 
with a conventional electrodynamic loudspeaker as explained in Section 4.3. 
The control objective is to modify the surface impedance of the loudspeaker 
cone to a desired value. 
The acoustic pressure and acceleration of the cons of the loudspeaker are 
measured by attaching conventional lighbNeight transducers to the cone, see 
Figure 26a on Page 99 reproduced from (33). The cone velocity is determined 
by electronically integrating the acceleration signal. The surface impedance can 
be directly calculated according to Equation 1.1 on Page 3 from the two 
measured signals. 
The method relies on the specification of the desired surface impedance zd with 
the fifter H, see Figure 26a. This filter operates on the actual cons pressure 
signal p to produce a desired cone velocityUd(the cons velocity which is caused 
by the actual cone pressure when the surface impedance has the desired value 
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zd). The filter H is often referred to as the "desired fifter" throughout the rest of 
the thesis. The method determines the difference, or "erroe', between the 
desired velocity signal Ud and the actual cone velocity signal u. If an active 
controller operates so that, in response to an incident pressure on the cone, the 
effor is made zero then the cone will have the desired impedance. The process 
of minimising an error signal between a measured and a desired signal is often 
used in contemporary adaptive control systems. The adaptive design of the 
controller is outlined later in this chapter. 
The inclusion of the adjustable desired filter H allows easy selection of the 
desired impedance in the practical adaptive control system. However there are 
constraints on the implementable impedance imposed by this method. Since H 
must be a physically realizable fifter, it must always be causally stable. In the 
method Illustrated in Figure 26a this means that the desired impedance must be 
minimum phase. Also a desired impedance of zero can not be realized as H 
would necessarily have infinite gain. The specification of a desired impedance 
of either non-minimum phase or of zero value can be achieved by re-configuring 
the method, see Figure 26b. 
In this configuration, the method also relies on the specification of the desired 
surface impedance zý with a desired filter H, see Figure 26b. This filter operates 
on the actual cone velocity signal u to produce a desired cone pressure signal 
pd (the cone pressure which would exist for the same cone velocity but when the 
surface impedance has the desired value zd). The method determines the error 
between the desired pressure signal pd and the actual cone pressure signal p. 
If a controller operates so that, In response to an incident pressure on the cone, 
the error is made zero then the cone vAN have the desired impedance. This 
variation of the method can implement a desired impedance of zero. However 
Infinite Impedances can not be realized as H would have hfinfte gain. 
Adjustment of the filter transfer function H enables a suitable controller to 
generate desired surface Impedances of zero or infinity providing the appropriate 
configuration of the method is selected from Figure 26a or b. Laboratory tests 
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demonstrate that either configuration can be used to force characteristic 
impedance of a loudspeaker cone with a suitable controller. Results are 
presented later in Chapter 8 on Page 271. The inclusion of the filter H also 
allows frequency-dependent desired impedances to be specified. There is, 
however, a value of impedance that is not realizable - "negative characteristic! ' 
impedance. This is discussed in the text after Equation 6.59 on Page 119. H 
can also compensate for transducer measurement errors in the control system 
implementations, see Section 6.2 on Page 102. The signal processing that is 
required by the method can be implemented with either analogue or digital 
techniques. Digital techniques were found to be more suitable for laboratory 
work, see Section 7.5 on Page 215. 
The next section outlines adaptive digital controllers that use the mic-accr 
method for the active control of impedance of the simple compliantly-suspended 
piston. 
5.4 ADAPTIVE DIGITAL CONTROLLERS 
The active controller described in Section 5.2 on Page 90 for the control of 
impedance can be based on a linear filtering operation. The controller can then 
be implemented with digital signal processing techniques either as a finite 
impulse response (FIR) or a infinite impulse response (1111) filter. This section 
describes two adaptive digital mic-accr control systems based on FIR and IIR 
fifters that use the mio-accr method described in Section 5.3. 
The active controller can be implemented with a linear FIR filter. The 
coefficients of an FIR control fifter can easily be adapfively modified by the LIVIS 
algiorithm in a fiftered-X configuration (described in Section 3.6 on Page 45) to 
minimise the error signal generated by the mic-acor method. A schernafic for 
the adapfive control system in the laboratory test-rig is shown in Figure 27 on 
Page 100. This figure shows an electrically-driven loudspeaker acting as an 
acoustic source of energy at the right hand end of an acoustic waveguide. At 
the other mid there is the loudspeaker that is controlled so that the impedance 
presented to the pipe is forced. to a desired value. The control voltage is 
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generated from the digital to analogue conversion (D/A) of the output of the 
linear FIR filter. The fifter input is taken from the analogue to digital conversion 
(A/D) of one of the four reference signals available in the test-rig - see Figure 25 
on Page 98. The specification of the desired impedance with the desired filter 
and the error determination are performed as shown in either Figure 26a or 
Figure 26b; the selection depend on whether the desired filter is realizable (see 
Section 5.3). 
The coefficients of the FIR control filter are adapted by the LIVIS algorithm. The 
LIVIS algorithm requires a fiftered version of the reference signal for stable 
adaptive convergence because of the transfer function between the FIR filter 
output and the error determination. This is the fiftered-X version of the LIVIS 
algorithm described in Section 3.6 on Page 45. The fiftering of the reference 
signal is performed by the "stability compensation fifter". This configuration of 
this digital FIR filter is described in Section 6.6 on Page 139. The coefficients 
are designed prior to starting the control system as described in Section 7.5 on 
Page 215. The LIVIS algorithm uses the fiftered reference and error signals to 
calculate new coefficients for the FIR control filter every sample period. The D/A 
converted output of the filter then modifies the impedance of the loudspeaker. 
The implementation of this system modifies the surface impedance of the 
loudspeaker to desired values. 
The control filter can also be implemented with two FIR fifters that, together, 
form an IIR filter structure. The coefficients of this IIR control filter are adaptively 
updated in a fiftered-U configuration (described In Section 3.7 on Page 50) to 
minimise the error generated by the mic-accr method. A schematic for the 
adaptive control system in the laboratory test-rig is shown in Figure 28 on 
Page 101. This IIR system is similar in arrangement to the previous FIR system. 
The controller input is also taken from the A/D conversion of one of the four 
reference signals available in the test-rig - see Figure 25 on Page 98. The 
specification of the desired impedance with the desired filter and the error 
deteffnination are performed as shown in either Figure 26a or Figure 26b; the 
selection depend on whether the desired filter is realizable (see Section 5.3). 
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There are now two linear FIR filters A and B. Filter B is configured in a 
feedback loop to enable an IIR filter structure. Each filter is updated with an 
LIVIS algorithm. Both LIVIS algorithms use the same error signal but require 
different signals from the system. The LIVIS algorithm for A requires a 
compensated reference signal. The LIVIS algorithm for B requires a 
compensated controller output signal. The compensation of both signals is 
performed with identical "stability compensation" FIR fifters designated as C in 
Figure 28. The configuration of these filters are described in Section 6.6 on 
Page 139. The coefficients of C are designed prior to starting the control system 
as described in Section 7.5 on Page 215. 
A simple change to the IIR configuration of the control system produces the FIR 
configuration. If the output of filter B in Figure 28 is disconnected, or made zero 
then the control system is identical to the FIR configuration. This simple change 
is realized in the digital implementation of the control system created during the 
research - this is described in Section 3.5.2.2 on Page 326 in Appendix 3. 
Practical implementations of this system allow stable control of desired 
impedances as discussed later in this thesis. The implementation of this system 
is described in Section 7.5 on Page 215. The stability aspects are described in 
Section 7.6 on Page 219. The constraint of causality on the control system 
performance with band-limited noise is described in Section 7.7 on Page 225 for 
different reference signals. The performance of a feedback implementation of 
the control system is described in Section 7.8 on Page 228. Results for a 
feed-forward implementation are presented in Chapter 8 on Page 271. 
5.5 SUMMARY 
An active controller scheme for the co ntrol of impedance of a loudspeaker cone 
has been described. The output of the controller must be coherent with the 
velocity of the cone. As the controller is a linear system then the input must also 
be coherent with the velocity. Several signals are available that are suitable for 
the controller input. The selection of the input signal complicates the controller 
design. Theoretical sections published later in the thesis analyze the required 
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controller transfer functions. 
The mic-accr method has been presented. This method offers a basis for the 
automatic (or "adaptive") design of the active controller for pre-specified desired 
impedances. Extremes of desired impedance demand selection of one of two 
variations of the method. One of the variations is suitable for the control of 
frequency-dependent impedances of non-minimum phase. 
The configuration of the active controller and the mic-accr method enables the 
use of adaptive control systems. The control systems, based on linear digital 
filters, have been outlined. Later sections in this thesis show that these systems 
successfully control the impedance of the loudspeaker cone for defined incident 
acoustic waves. 
5.6 CHAPTER FIGURES 
The figures referred to in this chapter appear on the following pages. 
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Figure 25. Active controller for the Oontrol of acoustic impedance of a 
loudspeaker cone in an acoustic waveguide. Four suitable input, or "reference", 
signals are available for the linear controller. 
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Figure 26. The mic-acer method for'acoustic impedance control. The method 
relies on measurement of acoustic pressure and velocity. Desired z is specified 
with filter H. (a) and (b) show different variations. 
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Figure 27. Adaptive digital 'ImIC-acCe' control system for the control of acoustic 
impedance. The selection of the reference signal affects system performance. 
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6 THEORETICAL CONSIDERATIONS ON THE CONTROLLED IMPEDANCE 
METHOD 
6.1 INTRODUCTION 
A method for the active control of impedance has been presented in Chapter 5. 
This method measures the acoustic pressure and velocity at a controlled 
surface. Active control systems can then be configured for the control of 
pre-specified desired impedance. This chapter presents original theory on the 
operation of active control systems for the control of impedance. 
The effect on the controlled impedance of errors in the observation of impedance 
in mic-accr control systems is described in Section 6.2. The required active 
controller transfer functions for the control of impedance are presented in 
Section 6.3. Feedback loop stability issues are discussed in Section 6.4. A 
common solution that increases loop stability is the use of feedback cancellation 
- the optimum transfer functions for active impedance control with this technique 
are defined in Section 6.5. The adaptive implementation of the mic-acer control 
system requires compensation for stable convergence - compensation strategies 
are described in Section 6.6. Theoretical transfer functions for the compensation 
of the adaptive control of a loudspeaker in a waveguide are described in Section 
6.7 and compared with measurements from the research test-rig. A feedback 
system for the active control of acoustic absorption has been proposed by 
Mazzola (34). This is examined in Section 6.8 for the control of a conventional 
loudspeaker. Theoretical active controller transfer functions for the mio-accr and 
2-mic control systems are compared In Section 6.9. A summary of the chapter 
Is given in Section 6.10. 
62 IMPEDANCE OBSERVATION ERROR EFFECTS ON MIC-ACCR CONTROL 
SYSTEMS 
The mio-accr method relies on measurements of the acoustic pressure and 
velocity as a basis for the adaptive design of an active controller for the control 
of impedance, see Chapter 5. This section describes the theoretical effects of 
error in the measurement and the specification of the desired Impedance on the 
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control system performance. This is illustrated in the context of an active 
absorber. 
The surface impedance z is described by the ratio of acoustic pressure p to 
velocity u, Eq. 6.1. 
RA)48 6.1 
The acoustic pressure is measured with a microphone. The velocity is 
measured by electronically integrating the output of an accelerometer. The 
measurements produce two electrical signals that correspond to the acoustic 
pressure and velocity. The voltage VP corresponding to the acoustic pressure 
p at the controlled surface is described by Eq. 6.2. 
Vp - M. p 6.2 
M is a frequency dependant factor describing the sensitivity of the microphone 
and voltage amplifier (V/Pa). The voltage V. corresponding to the velocity of the 
mic-accr system's surface is Eq. 6.3. 
A. 6.3 
A is a frequency dependant factor describing the combined sensitivity of the 
accelerometer, charge amplifier and integrator (Valm). 
The mic-accr method is described in Section 5.3 on Page 92 and illustrated in 
Figure 26 on Page 99. The method uses voltages VP and V. and a desired fifter 
(see Section 5.3) to calculate an error signal. In order to force the surface 
impedance to a desired value, an adaptive control system attempts to minimise 
the error signal. This process is illustrated in the schematic of Figure 29 on 
Page 164. This figure resembles Figure 26 but incorporates Eq. 6.2 and Eq. 
6.3. H is the desired fifter that specifies the desired impedance. The error 
signal, e, of Figure 29a is described by Eq. 6.4. 
&-M. p. H-A. u 6.4 
If the active controller is ideal and therefore minimises e to zero then Eq. 6.4 can 
be rearranged to give the impedance implemented at the cone Eq. 6.5. 
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A 
M. H 
6.5 
The controlled impedance depends on the desired fifter H and the transducer 
sensitivities. Filter H specifies the desired impedance zdand must compensate 
for the transducer sensitivities with a scaling factor kh, Eq. 6.6. 
kh 
* Zd 
6.6 
Let k (sPam-') be a scaling term to describe for the potentially frequency 
dependant transducer sensitivities M and A, Eq. 6.7. 
k=f 6.7 
For practical transducers it is difficult to design the desired impedance filter H 
which adequately compensates for the transducer sensitivity scaling term Eq. 6.7 
over the entire operating ft"uency range of the mic-accr system. If the scaling 
factor used in the filter kh is not accurately specified then the impedance 
implemented is not zdbut Eq. 6.8. 
kh 
. Zd 
6.8 
k 
A similar analysis on the error signal of the alternative arrangement of the 
method seen in Figure 29b produces the same implemented impedance Eq. 6.8 
when the desired fifter H of Figure 29b is described by Eq. 6-9. 
H- kh * Zd 6.9 
The impedance implemented by the control system is seen in Eq. 6.8 to include 
the factor khe. If the system is perfectly observed, then this "impedance 
observation" factor has unit value. If the actual transducer sensitivities dwer 
from those specified by M and A, or if khdffers from then the observation 
ftctor is of non-unit value and the implemented impedance %vill not be the 
desired impedance zd. 
The influence of error in the impedance observation can be illustrated by 
considering the reflection coefficient of the loudspeaker cone when the mic-accr 
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system acts to make zd w poc - that for an ideal acoustic absorption. The 
reflection coefficient of the ideal acoustic absorber is zero from Equation A5.12 
on Page 346. Rearranging A5.12 gives Eq. 6.10. 
Z-Poo 
Z+Poc 
6.10 
Substituting for z from Eq. 6.8 and noting that zd= p0c, gives Eq. 6.11 where Ak 
is defined in Eq. 6.12. 
Ak 
k 6.11 
2- Ak 
k 
Ak = kh-k 6.12 
The relationship between the magnitude of the reflection coefficient and the 
magnitude and phase of the impedance observation factor, khK' are shown in 
Figure 30 on Page 165. It is seen that the impedance of the surface of the 
absorber must be observed with less than 1dB of magnitude error and less than 
5 degrees of phase error if the magnitude of the reflection coefficient is to be 
lower than 5%. 
6.3 ACTIVE CONTROLLER FILTER SOLUTIONS 
The active controller for the control of impedance is implemented with a fifter, 
see Section 5.2 on Page 90. The selection of the input signal, or reference, for 
the controller filter dictates the required controller fifter transfer function (or 
solution) for a desired impedance. This section presents original theory on the 
required controller fifter transfer functions for the control of impedance. 
The difference between active controller feedback and feed-forward structures 
is described in Section 3.3 on Page 35. The active controller is a feedback 
structure when either the cone pressure or the cone velocity is used as the 
reference signal. The controller is a feed-forward structure when the reference 
signal is either from a microphone in the duct positioned some distance from the 
boundary surface, or from the electrical signal that drives the far-end source. 
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Figure 25 on Page 98 illustrates the four reference signals for the active 
controller. The required active controller transfer functions for optimum control 
are presented in the following sections. The pressure and velocity reference 
signals sometimes are zero and then the controller will not function correctly. 
Each section discusses this potential problem. 
6.3.1 Cons pressure as reference 
Consider a reference signal of cone pressure for the active controller filter. The 
reference signal is selected as pccm, in Figure 25 and the active controller is a 
feedback structure. This section defines the optimum transfer function of the 
active controller for the control of a desired impedance. 
For non-zero values of controlled impedance there will be acoustic Pressure at 
the cone and so the reference may be taken from the cone microphone signal. 
However, at desired impedance values approaching zero then pressure at the 
cone must also become near zero by definition - there is then little correlated 
energy in the reference signal to drive the controller and consequently the 
controller will not function correctly. The controller, therefore, does not work for 
desired impedances of zero. 
The output voltage of the controller V, Eq. 6.13, is the product of the cone 
. 0. and 
the controller filter transfer function W pressure pc 
V- pmw W 6.13 
The impedance z at the loudspeaker cone is defined in Eq. 6.14. 
RAA 6.14 
UMM 
It is possible to identify the relationship between the impedance z and the 
transfer function of controller filter, W by solving the equation of motion at the 
cone. The total force on the cone, Eq. 6.15, is the sum of the forces due to the 
motor system, the acoustic reaction, and the stiffness and damping of the 
suspension 
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BI V- (M 2 UCOM 
Ru. + 
Ku.. 6.15 
ZER 
I- 
IPMWS I- 
jo 
where F is the total force on the cone in (newtons), BI is the transformation 
factor (newtons per ampere), V is the controller output voltage applied to the 
voice-coil (volts), ZEB is the blocked electrical impedance of the loudspeaker 
(ohms), S is the cone area (square metres), R is the total damping 
(newton-seconds per metre), K is the total compliance (metres per newton), W 
is the angular frequency (radians per second). 
Substituting the total force defined in Eq. 6.15 into Newtons second law for the 
motion of the cone yields Eq. 6.16 where N is the mass of the cone (kg). 
M, jw U.. M 
BI V- (B42 Umw 
Rumm + 
Ku. 6.16 
ZED 
i- 
[PMWS I-I 
jw 
Rearranging Eq. 6.16 so that terms V, p,,,, and v.., are separated yields Eq. 
6.17 where Zm, the mechanical loudspeaker impedance, is defined in Eq. 6.18. 
z 
LK 
v- [sip. At + 
(M2 
UMW 
JZEBI ZEB 
I 
Zm - Mfia +R+ 
K 
fia 
6.17 
6.18 
Substituting for V in Eq. 6.17 from Eq. 6.13 to include the controller transfer 
function yields Eq. 6.19. 
1811 z 6.19 [-Z891 PMw w- [SIP., w -IM ZM 
Substituting q. 0. in Eq. 6.19 from Eq. 
6.14 yields Eq. 8.20. 
r Ew [P 6.20 
. 
IP. W - (S]P. ý. - 
[zM+iB,! jP-z-' 
Za 
Eq. 6.20 is rearranged to express the controlled impedance at the cone z in 
terms of the active controller transfer function Was Eq. 6.21. 
: 
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jr =I1. 
ý 
zm +(0)2 
1 
6.21 W-9L -s 
ZEB 
ZEB 
The optimum controller filter solution Won, Eq. 6.22, for a desired impedance 
of zd is found by rearrangement of Eq. 6.21. 
WW ý Z; l 
ZAI ZEB 
+ BI 
SZEB 6.22 ý 
81 81 
The optimum controller fifter Eq. 6.22, with the cone pressure as the reference 
input to the filter, required to force the surface impedance at the cone of the 
loudspeaker to the desired value of zdhas two additive terms. The first term is 
proportional to the inverse of the desired impedance, whilst the second term, 
(SZ. n I BI), is independent of the required impedance. This second term is the 
fifter required to hold the cone of the loudspeaker perfectly still, implementing an 
infinite impedance of zdw co, see Eq. 6.23. This relationship has been noted in 
Section 4.4.3, see Equation 4.14 on Page 82. 
Wo# 
1. 
- 
SZE, 9 6.23 
Z". al 
In order for the optimum controller filter, defined in Eq. 6.22, to be realizable, the 
desired surface impedance should have a causally stable inverse (as zil is a 
factor of the first term of the right hand side of Eq. 6.22). The controller filter, 
with a reference input of p... is therefore not stable for a desired impedance of 
zero (this confirms the intuitive discussion presented at the start of this section). 
The other potential problem in specifying the optimum controller filter W., are 
the singularities in the mechanical impedance of the loudspeaker, Z. , at zero 
and infinite frequencies. 4 has infinite magnitude at dc due to suspension 
stifFness - this would require that W., should have infinite dc gain, which is, 
dearly, impractical. Practical implementations of the mic-accr are band-pass 
limited (at low frequencies by the linear excursion of the suspension, see Section 
4.4.1 on Page 79, and at higher frequencies by the practical bandwidth of the 
control system) so the singularitles, In the Ideal filter solution are never 
encountered. 
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6.3.2 Cone velocity as reference 
Consider a reference input signal of cone velocity for the active controller filter. 
,,, 
in Figure 25 on Page 98. The active The reference signal is selected as q, 
controller is a feedback structure with this reference signal. This section defines 
the optimum transfer function of the active controller for the control of a desired 
impedance. 
Equation 4.9 on Page 77 shows that a suitable control voltage for the control of 
a loudspeaker's surface impedance is proportional to cone velocity. The cone 
velocity is then an appropriate reference input for the linear control fifter. For 
lower values of controlled impedance there is non-zero cone velocity - and so 
the reference may be taken from the cone velocity measurement signal. If the 
desired impedance approaches infinity then the cone velocity must approach 
zero by definition and there will be no correlated energy to drive the controller. 
Cone velocity is therefore suitable as the reference signal input of the active 
controller for non-infinite controlled impedances. 
The output voltage of the controller V, Eq. 6.24, is the product of the cone 
pressure u., and the controller fifter transfer function W. 
V- U. W 6.24 
In a similar process to the last section (e. g.: substitute V in Eq. 6.17 from Eq. 
6.24 and rearrange), the optimum solution of the controller with a reference input 
of cone velocity u. for a desired impedance zd is derived as Eq. 6.25. 
[SZ. zmzm 
+ at ww z4f ý- al 6.25 
The optimum controller filter solution, Eq. 6.25, has two additive terms. The first 
trirm is proportional to the desired impedance, whilst the second term is 
Independent of the required impedance. The second term describes the fifter 
required to minimise the pressure at the vibrating cone of the loudspeaker, 
Implementing a desired impedance of zdm 0, see Eq. 6.26. 
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BI 
In order for the optimum controller filter, Eq. 6.25, to be realizable, the desired 
surface impedance should be causally stable (as zd is a factor of the first term 
of the right hand side of Eq. 6.25). The controller filter, with a reference input 
of U, is therefore not stable for desired infinite impedance (this confirms the 
, OMI 
intuitive discussion presented at the start of this section). The other potential 
problem in specifying the optimum controller filter W., are the singularities in the 
mechanical impedance of the loudspeaker, 7., , as described in the last section. 
6.3.3 Duct pressure as reference 
Consider a reference input signal of pressure measured at some point in the 
waveguide for the active controller filter. The reference signal is selected as p 
in Figure 25 on Page 98. If the pressure measurement is taken at a distance 
sufficiently far away from the controlled cone ("upstream" of the cone) then the 
active controller adopts a feed-forward structure (however, there is still the 
possibility of acoustic feedback in the system - see Section 6.4.4). The 
necessary distance must be such that the acoustic time delay (the delay 
associated with the time taken for an acoustic wave to propagate over the 
distance) must be larger than the overall delay in the controller filter. If the 
controller is based on a digital fifter then delays are caused by sampling, digital 
processing time and the associated anti-aliasing and reconstruction filters. This 
section defines the optimum transfer function of the active controller with a 
reference input taken from a pressure measurement at some point in the duct. 
The optimum solution is significantly more complicated than the feedback 
controller solutions presented in Sections 6.3.1 and 6.3.2. 
If the sound field in the duct is modal then reference pressure measurements 
taken at pressure nodes will not have enough energy to drive the controller. 
Theory in this section shows that, if the desired controlled impedance is infinite, 
then the controller fifter is not realizable for reference measurements at these 
locations. The position of the reference pressure measurement in a modal 
sound field must be considered fbr real Implementations of the controller filter. 
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The output voltage of the controller, Eq. 6.27, is the product of the pressure at 
some point in the duct pd., t and the controller fifter transfer function W. 
V= Pdt W 6.27 
The impedance z at the loudspeaker cone is Eq. 6.28. 
POOM 6.28 
UG" 
The relationship between the impedance z and the output voltage signal of the 
controller transfer function is found by solving the equation of motion as In 
Section 6.3.1. Substituting V in Eq. 6.17 from Eq. 6.27 yields Eq. 67.29 (where 
Zm , the mechanical loudspeaker impedance, is defined in Eq. 6.18 of Section 
6.3.1). 
[_ BY z (4v 6.29 
'j-jP&WW 
- ISIPMW m UMW I me ZM 
I 
If the relationship between pd,,, t and p... is linear, which is true with plans 
waves propagating axially in the waveguide at frequencies below the plane wave 
cut-off frequency of the duct, a frequency-domain transfer function L can be 
defined in Eq. 6.30. This has a unique solution for the impedance termination 
and will be defined later. 
L= pmw 6.30 
PdW 
Substituting for pk., t in Eq. 6.29 from Eq. 6.30 gives Eq. 6.31. 
4 
WL [S]p,,, - zu , 
in! 
uo" 6.31 
1B II 
ZED 
I 
Substituting ucorw in Eq. 6.31 from Eq. 6.28 and rearranging to express the 
Impedance at the cons z in terms of the active controller transfer function W 
gives Eq. 6.32. 
zu + 
(M2 
6.32 Ns Z90 
The optimum controller filter solution WP,, Eq. 6.33, for a desired impedance of 
zd is found by rearrangement of Eq. 6.32. 
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The optimum transfer function Eq. 6.33 of the controller includes the acoustic 
transfer function L Eq. 6.30 between the reference signal pressure pdm and the 
pressure at the cone p,,,,. 
L can be defined by assuming that plane waves propagate in the duct, the 
waveguide is loss-less and the radiation load "seen" by the controlled impedance 
is characteristic. If harmonic plane waves are propagating axially in the 
waveguide then the acoustic pressure at a location r metres from the 
loudspeaker cone in the pipe can be defined as the sum of the incident and 
reflected propagating waves in Eq. 6.34. 
p(r, t) - A@J(Olt*kr) + B. 
All"r) 6.34 
where A and B are determined by the impedance at the wavegulde termination, 
k is the wavenumber and w is the angular frequency. Equation 6.30 is the ratio 
of the pressure at r =0 metres to the pressure at r =d metres as expressed in 
Eq. 6.35. 
pkw(o. t) + p', 't(0, 
t) 
.p 
(0, t) 6.35 
pg. (d, t) + P, 8, V(d, t) p (d, t) 
Eq. 6.30 can therefore be rewritten as Eq. 6.36 by substituting for p. and pdd 
ftom Eq. 6.34 (r is zero fbr p, mm ). 
8 
6.36 A. 
-Jkd 
The transfer function between the component of pressure due to propagating 
waves from the controlled loudspeaker cone to the upstream microphone 
location can be described as a pure delay because the radiation load is 
assumed to be characteristic. Define the delay as F in Eq. 8.37. 
6.37 
The term d in Eq. 6.37 describes the distance (metres) between the 
loudspeaker cone and duct microphone and c is the speed of sound. 
Substituting Eq. 6.37 into Eq. 6.36 and dividing through by A gives Eq. 6.38. 
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LA6.38 
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The relationship BIA is found by considering the continuity of velocity at the 
surface of the cone - the particle velocity v in the acoustic wave must equal the 
velocity of the cone u,,, Eq. 6.39. 
Umm - V&w + vmf 6.39 
The terms vine and v,, f in Eq. 6.39 are the particle velocity components due to 
the incident and reflected waves. The velocity components are determined from 
the pressure at the surface (found from Eq. 6.34 Wth d set to zero) and the 
impedance of the medium, p0c, see Eq. 6.40 and Eq. 6.41. The positive and 
negative signs are consistent with the velocity sign convention used in the 
derivation of the controller from the equation of motion at the surface. The 
velocity sign convenfion is illustrated in Figure 31a on Page 166. 
VAW A. 01(ut) 6.40 
Poc 
vro m 
B. 01(at) 6.41 
Poc 
The specific acoustic impedance at the cone z is the ratio of the cone pressure 
and cone velocity Eq. 6.42. The cone velocity is found by substituting Eq. 6.40 
and Eq. 6.41 into Eq. 6.39 and the cone pressure is found from Eq. 6.34 with d 
set to zero. 
z po" . Po C. 
( A+ 8 6.42 
UMM -A +8 
Rearranging Eq. 6.42 gives Eq. 6.43. 
z+ 
Poc 6.43 
Az 
poc 
Substituting this into Eq. 6.38 gives the transfer function L, Eq. 6.44. 
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The transfer function L depends on the acoustic delay F between the 
loudspeaker cone and the upstream pressure measurement in the waveguide 
and the impedance of the loudspeaker cone z. The optimal controller transfer 
function, Eq. 6.45, is found by substituting Eq. 6.44 into Eq. 6.33. 
, r; 
l ZM ZEB ei wqlt =ý ei 
+ 
(ZdIPOC+l 
szoa idIP. C- I ( /P,, C I 
)J 
+ F( 
zd /Poc+l 
F 
(ZdIPOC-l 
6.46 
This solution is for when plane waves propagate in the duct, the waveguide is 
loss-less and the radiation load "seen" by the controlled impedance is 
characteristic. A more general solution has been expressed in Eq. 6.33. All 
terms have been defined in Section 6.3.1 except for the delay term F, see Eq. 
6.37. The optimum controller fifter solution, Eq. 6.45, is significantly more 
complicated than the feedback controller solutions Eq. 6.22 and Eq. 6.25 
presented on Page 108 and Page 109 in Sections 6.3.1 and 6.3.2. However if 
the delay d is zero, such that F=I, then Eq. 6.45 reduces to Eq. 6.22. This 
is to be expected because when d is zero the reference input is the cone 
pressure for which the optimum control solution is Eq. 6.22, see Section 6.3.1. 
In order for the optimum controller filter, Eq. 6.45, to be realizable, the desired 
surface impedance should have a causally stable inverse (as zj' is a factor of 
the first term of the right hand side of Eq. 6.45). The other potential problem in 
specifying the optimum controller filter are the singularities in the mechanical 
impedance of the loudspeaker, Zm , at zero and infinite frequencies. These 
singularities in the ideal filter solution are never encountered in practical 
I implementations as discussed in Section 6.3.1. 
If the desired impedance is characteristic, le zd a -Ac (negative because of the 
assigned positive velocity direction), then Eq. 6.45 simplhles to Eq. 6.46. 
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This is the similar to Eq. 6.22 but with the additional delay term F. This 
corresponds to the acoustic delay between the pressure location used to take 
the reference input and the loudspeaker cone. 
If the desired impedance zdis zero, then the optimum controller solution Eq. 6.45 
is indeterminate. Therefore this controller, vvith a reference input of pd, 't, is not 
able to generate an appropriate control signal for a desired impedance of zero. 
If the desired impedance zd is infinite then Eq. 6.45 simplifies to Eq. 8.47. 
. 
szes 2 
al '16.47 
Substituting the delay term F in Eq. 6.47 from Eq. 6.37 gives Eq. 6.48. 
SZEB 2 6.48 
BI *S +Iwdlo ,0 -judlo 
This is rewriften as Eq. 6.49. 
z 
szo 1 6.49 
zdf.. a. coo (w dl c) 
The cosine term is zero when wd Ic = (n+'A)ff for n=0,1,2,.... . 
Therefore the 
optimum controller fifter Eq. 6.49 is not realizable at these values. The various 
spacings of the reference pressure measurement from the cone, A that 
correspond to singularities are rewritten in Eq. 6.50 where J is the wavelength 
of a propagating harmonic acoustic wave in the duct. 
d- -L for n-0,1,2... 
6.50 
2 '(n--21) 
As the impedance at the cone is infinite, standing-waves will occur in the duct 
sound field because of interference between the incident and reflected 
components of the propagating harmonic acoustic wave. The spacings 
described by Eq. 6.50, at which the optimum controller fifter is not realizable, 
correspond to the posMons of the pressure nodes in the sound field. In a real 
implementation of the controller filter for controlled impedances that cause 
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standing waves, the spacing of the reference pressure measurement away the 
controlled cone must be chosen for the wavelength of the acoustic signal so that 
the optimum controller fifter is realizable. 
6.3.4 Electrical source signal as reference 
Consider the active controller filter with a reference signal taken from the 
electrical signal used for the source loudspeaker. The reference signal is 
selected as electrical in Figure 25 on Page 98. If the time delay taken for the 
electrical source signal to be converted into acoustic pressure wave and 
propagate along the duct to the controlled loudspeaker cone is sufficiently long 
then the active controller adopts a feed-forward structure. The time delay must 
be longer than the total inherent delay in the implementation of the controller. 
If the controller is based on a digital filter then inherent delays are caused by 
sampling, digital processing time and the associated anti-aliasing and 
reconstruction filters. This section defines the optimum transfer function of the 
active controller with a reference input taken from the electrical source signal. 
The use of the electrical source as the reference signal simplifies the 
implementation of the active controller as there will always be sufficient energy 
in the reference signal and there are no potentially unstable loops around the 
controller as there is no acoustic feedback into the reference signal. However, 
the optimum controller transfer function now includes the dynamics of the source 
loudspeaker and duct. The derivation of the controller transfer function follows 
that presented In Section 6.3.3. If the relationship between elechical source 
,. 
is linear, a frequency-domain transfer function L can be signal V. and & 
defined Eq. 6.51. 
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The optimum controller transfer function Eq. 6.33 defined in Section 6.3.3 now 
applies for L Eq. 6.51 and is reproduced here: 
ZZZ 
-ýZ; 
' 
( 
'v 13 + 81) +S Eo L 6.52 
ei Bi 
The transfer function L includes the electro-acoustical conversion of the source 
loudspeaker and the acoustics of the pipe and the far-end controlled 
loudspeaker. The optimum controller filter must include this in its impulse 
response. The practical implementation of the adaptive FIR fifter must therefore 
have enough coefficients to model L. 
6.4 ACTIVE CONTROLLER FEEDBACK LOOP STABILITY 
The use of either cone pressure, cone velocity or waveguide pressure as the 
reference input to the active controller has been discussed in Chapter 5. 
Optimum controller solutions have been presented in Section 6.3. The use of 
these reference signals causes a signal path that returns measures of the 
controller output back into the controller input. Such loops (often called 
feedback loops because the path feeds output signals back to the input) will 
oscillate if the gain around the loop exceeds unity when the phase shift is zero 
radians or a multiple of 2n radians. The active controller is then unstable and 
will be unable to perform the control task. Loop instability problems and 
practical methods that stabilise active control systems have been discussed in 
Section 3.8 on Page 53. 
The analysis of loop stability requires identification of the feedback loop path. 
This is described in Section 6.4.1. The following three sections describe the 
loop stability of the optimum active controllers for the three reference signals. 
The final section discusses loop stability when the active controller is an 
adaptive fifter. 
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6.4.1 Identification of the feedback loop 
This section identifies the feedback loop path by considering the continuity of 
velocity at the surface of the controlled cone. 
Consider a surface of specific acoustic impedance z. excited by incident acoustic 
plane waves as depicted in Figure 31a on Page 166. The positive velocity 
direction is assigned so that the following theory is consistent with the equations 
of motion for the controlled cone presented in Chapter 4 and in earlier sections 
of this chapter. This is also consistent with Mazzola (34). The total pressure at 
the surface of the cone is the sum of the incident and reflected pressure waves, 
Eq. 6.53. 
Pam -A+ Pr 6.53 
The surface impedance is defined as Eq. 6.54. 
zu Ic 
PMW 6.54 
umw 
The numerical value of the surface impedance Is negative because of the 
assigned velocity direction. 
The surface velocity u,,, must be equal to the particle velocity v at the surface 
fbr'the continuity of velocity. This is described in Eq. 6.55 where v, and vr are 
the particle velocity components of the incident and reflected acoustic waves. 
Ucom - V, 4. Vr 
6.55 
Eq. 6.55 can be rewritten as Eq. 6.56 where the impedance in air is assumed 
to be characteristic, pc. 
Ucmw 
A pr 6.56 
Poc Poo 
Rearranging Eq. 6.56 to separate the reflected pressure term gives Eq. 6.57. 
Pr -A+ umw- Poc 6.57 
The pressure at the cone is then deduced by substituting Eq. 6.57 into Eq. 6.53 
to give Eq. 6.58. 
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The first term of Eq. 6.58 is double the incident pressure p, and the second term 
represents the pressure that is generated by the vibrating surface. This term is 
called Prad in this thesis (Mazzola describes this term as PP(O, t) - see the section 
on Page 21 reproduced from reference (34)). Eq. 6.58 can be rewritten as Eq. 
6.59 by substftuting u. 0. from Eq. 6.54. 
2p, 
POC 6.59 
Ze 
If the surface impedance ;, is infinite, such that u. is zero, then the pressure 
at the cone is 2p, from Eq. 6.59. This effect is often referred to as 
"pressure-doubling". If the surface impedance is characteristic, such that z. = 
-p, c (negative because of the assigned positive velocity direction), then the 
pressure at the cone is p,. If the surface impedance Is zero then pO. MO. Eq. 
6.59 reveals that if the surface impedance Is "negative characteristic! ', such that 
z, w +pc, then the pressure at the cone becomes infinite. For this case the 
velocity must also become infinite according to Eq. 6.54. This impedance is 
never encountered in real passive systems. 
A schematic that illustrates the relationship between the cone pressure and 
velocity and the impedances of the surface and medium is presented in 
Figure 31b on Page 166. This arises from Eq. 6.54 and Eq. 6.58. The active 
controller is configured to modify the surface impedance z. shown In the dotted 
box. If the surface impedance is that of a loudspeaker cone then the 
relationship in the dotted box is described by considering the equation of motion 
at the cone - see Section 6.3.1. For this case the schematic can be redrawn as 
Figure 32 on Page 167 from examination of Eq. 6.17 on Page 107. The active 
controller must genemte a suitable control voltage Vto create a desired surface 
Impedance at the cone. If the reference input to the controller is cone pressure 
then the active controller Wis seen in Figure 33 on Page 168. The reference 
Input contains components due to the incident pressure and the output of the 
controller via the radiation"Impedance path ^c. Therefore there Is a feedback 
loop path around the active controller. The loop stability of this and other forms 
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of the active controller are analyzed in the following sections. Note that a further 
potential feedback path exists, in which reflected pressure propagates away from 
the controlled cone and is again reflected, to form a component of the incident 
pressure p,. In a practical duct this feedback path has magnitude gain equal to 
or smaller than the direct path described above via the impedance Pc and we 
assume here that this does not significantly alter the direct path. The following 
sections therefore analyze the loop stability only fbr the direct path. The stability 
can be determined with the Nyquist stability criterion (see, for example, section 
7.4 in reference (2)). 
To reduce the complexity in later sections we define Z. in Eq. 6.60. 
ZL 8- zu + 
(B/)2 6.60 
ZES 
where Z. , the mechanical loudspeaker impedance, is defined in Eq. 6.18 on 
Page 107. The un-driven or "naturar specific acoustic impedance of the 
loudspeakercone, zNAT, that occurs when the controller is disabled (such that W 
=0 in Eq. 6.21 on Page 108 and the voltage applied to the voice-coll Is zero) is 
expressed in Eq. 6.61 where S is the surface area of the cone. 
ZM4r =--! 
ýL-8 
R** 6.61 
s 
6.4.2 Cone pressure as reference 
The presence of a feedback path around the active controller has been 
established in Section 6.4.1 for when the reference input is the cone pressure. 
This section analyzes the loop stability of this controller. 
A schematic of the active control of the impedance of a loudspeaker cone for 
incident acoustic plane waves is shown in Figure 34 on Page 169. The 
fbedbadc path exists because the pressure at the cone p.., the input to the 
controller, contains a component in pd that arises from the controller output 
voltage V. This can be dearly seen by considering the excitations to the 
system. There are two Input excitations- -u the incident pressure p, and the 
voltage applied to the voice-coil V. The pressure at the cone results from these 
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inputs and can be considered as a sum of two components. The first 
component is the pressure that occurs at the cone from the incident pressure 
when zero voltage is applied to the voice-coil. The cone pressure is defined in 
Eq. 6.59 on Page 119 where z. is the impedance of the cone. When the voltage 
is zero the impedance z,, is simply zNAT, see Eq. 6.61. The second component 
is the pressure that would occur from the cone from the action of the control 
voltage V alone and is termed pv. The pressure at the cone can therefore be 
described as Eq. 6.62. 
2o, 
------- - L-' + Pv 
Poc 
ZMAT 
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These two pressure components can not be observed separately in a real 
system. However, as pv arises from the action of the control voltage, it is 
possible to indirectly observe pv by observing V. Eq. 6.62 allows the schematic 
of Figure 34 on Page 169 to be redrawn as Figure 35 on Page 170 where the 
transfer function C describes the relationship between the pressure pv and the 
control voltage V. The pressure at the cons can then be expressed in terms of 
the two input excitations p, and V in Eq. 6.6.3. 
PWM 
2+V. c 
Poc 6.63 
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The open loop gain Go, of the feedback loop seen in Figure 35, is the product 
of the controller transfer function IN and C, Eq. 6.64. 
Go - W. c 6.64 
The loop stability of the feedback loop can be determined by the Nyquist stability 
criterion. This can be stated as "provided the open loop system ... W(S) C(S).. - 
is stable, the closed loop system having transfer hincdon ... [1-W(S)C(S)rl ... will 
b6 stable provided the Nyquist plot of... W(S)C(S) ... does not encircle the point 
No)", page 216 of reference (2). In order to make a Nyquist plot of the loop 
gain, Eq. 6.64, it is necessary to express G. In terms of the system variables 
shown in Figure 34. The transfer funcdon C is expressed in Eq. 6.65 from 
examination of Figure 34 when p, is s et to zero. 
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This can be rewriften as Eq. 6.66 whereZNATis expressed in Eq. 6.61. 
-ei s. zES 6.66 
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The optimum controller solution for a desired impedance, zd, has been defined 
as Eq. 6.22 on Page 108 in Section 6.3.1. This can be rewritten as Eq. 6.67. 
wq* 
S* ZEJY 
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Substituting W., from 6.67 and C from 6.66 into Eq. 6.64 yields Eq. 6.68. 
ZMAr 
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The open loop gain is seen to depend on the desired impedance, the radiation 
Impedance and the natural impedance of the loudspeaker. Nyquist plots of the 
open loop gain as a function of desired impedance can be made by quantifying 
Page 122 
6.67 
the value of zwTin Eq. 6.68 - this is performed later in this section. If zdis zero 
the open loop gain has a singularity and it is not possible to test for the Nyquist 
stability criterion. However, this does not imply that the closed system will be 
unstable - indeed many feedback systems operate optimally with a theoretical 
open loop gain of infinity. If zdis infinite then G. becomes Eq. 6.61D. 
Go - I 
_. 
ZMAT 
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The open loop gain, Eq. 6.68, is zero (and therefore the feedback loop is 
. 
unconditionally stable) if zd = zmT. However, as this is the natural impedance 
of the loudspeaker for which the controller W is zero, this result is of little 
consequence. 
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Some general observations can be made for certain valuesof ZNAT. The open 
loop gain is infinite if ZNAT= p0c. This is the negative characteristic impedance, 
referred to on Page 119, which is never encountered with a real loudspeaker. 
At zero and infinite frequencies, ziaTis infinite imaginary because of singularities 
in the mechanical impedance of the loudspeaker. The open loop gain is then 
described by Eq. 6.70. 
"I Poc 1 .7o Lo'. 
Zd 
6.70 
At other frequencies it is necessary to quantify zNATfor a specific loudspeaker 
driver and thereby restrict the analysis. The rest of this section will evaluate Go 
and the loop stability for the natural impedance of a KEF B200A loudspeaker. 
The natural specific acoustic impedance at the surface of a loudspeaker is 
defined in Section 4.3 on Page 76 and results for the KEF B200A loudspeaker 
are displayed in Figure 21 on Page 86 when the voltage applied to the voice-coil 
is zero ( V(iw)--O in Eq. 4.9). At the resonant frequency, w, = 2ff. 65Hz, zm,, T is 
real with a value of approximately -423 Rayls. If the desired impedance is infinite 
then, from Eq. 6.69, the open loop gain is approximately (%jO). At other 
frequencies the real value is between 0, see Eq. 6.70, and %. Therefore, as the 
open loop gain never has the value (k 1 jO), the controller is unconditionally 
stable according to the Nyquist stability criterion. Nyquist plots, calculated from 
Eq. 6.68 using the manufacturers data for the KEF B200A loudspeaker, are 
presented in Figure 36 on Page 171 for four values of desired impedance: 
-10000 Rayls; -415 Rayls; -200 Rayls and -50 Rayls. The plots have zero 
imaginary components when w=O, co, and ca. The (1 jO) point is not enclosed 
by any of the plots. Therefore, all of these configurations are stable when the 
loop is closed. This analysis demonstrates that the optimum active controller 
that uses cone pressure as a reference input is stable for all values of desired 
impedance (except for a desired impedance of zero) when controlling a KEF 
B200A loudspeaker that "sees" a radiation impedance of pc. 
Real implementations of the active controller are not always optimum because 
of delays in the forward path. For a digital implementation, delays are of the 
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order of milliseconds in current systems (for example, Elliott and Sutton use 
example delays of I and 5ms in their simulations (52)). The effect of a simple 
delay on the loop stability is now described. If the active controller IN includes 
a fixed time delay, T, then the open loop gain can be described in the frequency 
domain as Eq. 6.71. 
a- .A -/Wr 
ZNAr 
Zd 6.71 
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The delay term has no effect on the magnitude but increases the phase of the 
open loop gain. As an example, Nyquist plots are presented for aI ms delay in 
the active controller path in Figure 37 on Page 172 for four values of desired 
impedance, zd: -415 Rayls; -400 Rayls; -200 Rayls and -50 Rayls. The plots 
have the same real and imaginary values for cd--O as the plots with equivalent 
values of zd in Figure 36. However, at higher frequencies the delay term adds 
phase. At large values of impedance (zd < -415 Rayls) the stability is not 
compromised as the magnitude is always less than unity. At low values of 
impedance (zd> -415 Rayls) the plots enclose the (IjO) point. Therefore, for 
these values, the controller configurations are unstable when the loop is closed. 
For the examples presented in Figure 37 the plots first cross the positive real 
axis at values (>IjO) at tequencles of between 620 and 54OHz and continue to 
encircle the (IJO) point at higher frequencies. At these ft"uencles, the value of 
zNATapproaches infinite imaginary. Therefore the value of the open loop gain 
approaches Eq. 6.72. 
Go @-jolt . 
POC 6.72 
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The magnftude of Eq. 6.72 does not depend on the delay term and so can be 
expressed as Eq. 6.73 fbr this case. 
00 
PzOdO 6.73 
In order for the Nyquist plot not to encircle the (I jO) point so that the dosed loop 
system is stable, the magnitude of open loop gain must be less than or equal to 
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unity. This is satisfied, therefore guaranteeing loop stability for the controller for 
any value of ir, if the relationship in Eq. 6.74 is observed. 
POC 6.74 
Eq. 6.74 is an important result of this thesis. It states that an optimum active 
controller, with a fixed delay of the order encountered in current systems, that 
uses cone pressure as a reference input is only stable when the magnitude of 
the desired impedance of the loudspeaker cone is greater than or equal to the 
radiation load presented to the cone. Therefore it is possible to implement an 
active ideal absorber using this active controller, although the system will be "on 
the edge" of instability at higher frequencies. This is seen in the Nyquist plot for 
a desired impedance of -415 Rayls in Figure 37 on Page 172. 
6.4.3 Cons velocity as reference 
A schematic of the active control of the impedance of a loudspeaker cone for 
incident acoustic plane waves is shown in Figure 38 on Page 173. The active 
controller IN uses cone velocity as the reference input. This section analyzes 
the loop stability of this controller. This section follows a similar development to 
the last section. 
The feedback path exists because the cone velocity u., contains a component 
that arises from the controller output voltage V There are two input excitations 
to the system shown in Figure 38 - the incident pressure p, and the voltage 
applied to the voioe-wil V The velocity of the cone results ftm these inputs 
and can be considered as a sum of two components. The first component is the 
cone velocity that occurs when excited by the incident pressure when zero 
voltage is applied to the voice-coil. The relationship between cone velocity, cone 
pressure and incident pressure is defined in Eq. 6.58 on Page 119. Substituting 
for cone pressure in 6.58 from Eq. 6.59 and rearranging gives Eq. 6.75. 
Chapter 6. Theoiy on the Impedance Control Method Page 126 
UCMW ýA-- 
Ze 6.75 
1 Poo 
where z. is the impedance of the cone. When the voice-coil voltage is zero the 
impedanceZ. IS ZNAT, see Eq. 6.61 on Page 120. The second component is the 
cone velocity that occurs from the action of the control voltage V and is here 
termed uv. The cone velocity can therefore be described as Eq. 6.76. 
_2 
UO" =A 
ZmAr 
+ UV 6.76 
POC 
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The two velocity components can not be observed separately in a real system 
(although it is possible to indirectly observe uv from the controller voltage). Eq. 
6.76 allows the schematic of Figure 38 to be redrawn as Figure 39 on Page 174 
where D is a transfer function that relates uv and V The corn velocity can then 
be expressed in terms of the two excitations in Eq. 6.77. 
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The open loop gain Go, of the feedback loop seen in Figure 39, is the product 
of the controller Wand A Eq. 6.78. 
Go - W. D 6.78 
As in the previous section, the loop stability can be determined by the Nyquist 
stability criterion. D is expressed in Eq. 6.79 from examination of Figure 39 
when p, is set to zero. 
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This can be rewriften as Eq. 6.80 where zkATis expressed in 6.61. 
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The optimum controller solution for a desired impedance, zd, has been defined 
in Eq. 6.25 on Page 109 in Section 6.3.2. This can be rewritten as Eq. 6.81. 
SZES 6.81 Woot 
B/ 
Zd - ZNA T 
Substituting W,, t from Eq. 6.81 and D from Eq. 6.80 into Eq. 6.78 yields Eq. 
6.62. 
00 
zgt - ZNAr 
POC - ZNAT 
6.82 
The open loop gain G. depends on the desired impeclanoe, the radiation 
impedance and the natural impedance of the loudspeaker. Some general 
observations can be made for certain values of zNAT. Go is infinite if ZNAT 0 +POC' 
This is the negative characteristic impedance which is never encountered in a 
real loudspeaker. At zero and infinite frequencies, zN4T becomes infinite 
knaginary. G. is then Eq. 6.83. 
Go n 1.10 6.83 
At. other frequencies it is necessary to quantify zxAT to further the analysis. 
Some general observations also can be made for certain values of zd. If zd is 
zero G. is Eq. 6.84. 
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If zd Is zNAT then G. is zero. However, the desired impedance is then the same 
as the natural impedance of the loudspeaker for which the controller IN is zero. 
If ;,, is infinite the open loop gain has a singularity and it is not possible to apply 
the Nyquist stability criterion. The rest of this section will evaluate Go and the 
loop stability for the natural impedance of a KEF B200A loudspeaker. 
The natural impedance at the surface of a kxWspeaker is defined in Section 4.3 
on Page 76 and results for the KEF B200A loudspeaker are displayed in 
Figure 21 on Page 86 when the voltage applied to the voice-coil Is zero ( 
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V&o)=O in Eq. 4.9). Nyquist plots, calculated from Eq. 6.82, are presented in 
Figure 40 on Page 175 for four values of desired impedance: -4000 Rayls; -1250 
Rayls; -415 Rayls and -50 Rayls. The plots have zero imaginary components 
when w=O, w, and (w. The (1 jO) point is not encircled by any of the plots. 
Therefore, all of these configurations are stable when the loop is closed. This 
analysis demonstrates that the optimum active controller that uses cone velocity 
as a reference is stable for all values of desired impedance (except for a desired 
impedance of infinity) when controlling a KEF B200A loudspeaker that is 
presented with a radiation impedance of pc. 
It has been stated in the last section that real implementations are not always 
optimum because of delays in the controller path. Eq. 6.82 can also be 
extended to include a fixed delay in the controller path of r seconds as 
expressed in Eq. 6.85. 
Go 
Zd - ZNA T 6.85 
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As before, the delay term has no effect on the magnitude but increases the 
phase of Go. Nyquist plots are presented for a Ims delay in Figure 41 on 
Page 176 for four values of zd: -4000 Rayle; -1300 Rayls; -1250 Rayls and -415 
Rayls. The plots have the same real and imaginary values for w=O as the 
equivalent plots in Figure 40. At higher frequencies the delay term adds phase. 
If the magnitude is always less than, or equal to unity then the (I jO) point is 
never encircled. This is the case for lower values of desired impedance when 
zd >- -1250 Rayls. When zd is -1250 Rayls the magnitude of 
G. is 
approximately unity at all frequencies. This is dearly seen by the locus of points 
with unity radius in Figure 40 and Figure 41. At higher values of desired 
impedance (zd <- -1250 Rayls) the (1jO) point 
is encircled. Therefore, 
according to the Nyquist stability criterion, these configurations will 
be unstable 
when the loop is closed. For the examples of -4000 Rayls, and -1300 
Rayls the 
Nyquist plots first cross the positive real axis at values 
MJO) at frequencies of 
2521-lz and 195Hz respectively. At higher frequencies crossings also occur, 
but 
with reducing positive real values as G. tends towards 
Eq. 6.83. The results are 
specific to this particular loudspeaker and this value of radiation 
impedance. For 
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other acoustic systems different conditions apply. However, this analysis 
indicates that feedback loop instabilities can occur for larger values of 
impedance when the active controller has a fixed delay and uses the cone 
velocfty as a reference. 
6.4.4 Duct pressure as reference 
A schematic of the active control of the impedance of a loudspeaker cone when 
excited by incident acoustic plane waves is shown in Figure 42 on Page 177. 
The active controller W has a reference input of duct pressure measured at 
distance d metres from the cone. This section analyzes the loop stability of this 
controller. 
The relationship between the cone pressure and the duct pressure has been 
defined in Section 6.3.3 as L in Eq. 6.30 on Page I 11. The value of L has been 
shown in Eq. 6.44 on Page 114 to depend on the distance d and the impedance 
of the controlled surface if the following assumptions are made: (1) plane 
harmonic waves propagate in the duct; (2) the waveguide is loss-less; (3) the 
radiation load presented to the controlled surface is characteristic - this implies 
that the duct is infinite. The duct pressure at position d metres from the 
controlled surface can be defined as Eq. 6.86 by considering the delays 
associated with the 'lime of flighr' in the duct. 
PdUct ' Pie "jkd +A0 -Ik4l +U mm . po 0.9 -Ikd 
6.86 
The first and second terms are the incident and reflected components of the 
blocked pressure and the third term is the radiated pressure. Note that when 
d=O the right hand side of Eq. 6.86 is identical to that of Eq. 6.58 because the 
duct pressure must equal the cone pressure. Eq. 6.86 allows the schematic of 
Figure 42 to be redrawn as Figure 43 on Page 178 where F is the delay defined 
in Eq. 6.37 on Page 112. The feedback path around the active controller is 
illustrated with the curved One. 
The velocity of the controlled surface results from two input excitations - the 
Irwident pressure p, and the controller voltage V. The cone velocity can be 
Chapter 6. Theory on the Impedance Control Method Page 130 
considered as the linear addition of the velocities that occur with each excitation, 
see Eq. 6.87. 
UMW - ur, + uv 6.87 
Eq. 6.87 can then be expressed in terms of the input excitations as Eq. 6.88 by 
examination of Figure 42. 
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where zNATand ZL9 have been expressed in Section 6.4-1. Substituting Eq. 6.88 
into Eq. 6.66 yields the relationship between the duct pressure, incident pressure 
and controller voltage, Eq. 6.89. 
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If the first bracketed term is referred to as A, and the second bracketed term is 
referred to as C (which is identical to Eq. 6.65 on Page 122) then the schematic 
of Figure 43 can be redrawn as Figure 44 on Page 179. This shows the 
feedback loop around the active controller. The open loop gain of the feedback 
loop fbr zero incident pressure is then described by Eq. 6.90. 
Go I 
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The optimum solution is fully expressed in Eq. 6.45 on Page 114. Substituting 
W. Pt from Eq. 6.45 and C from Eq. 6.65 into Eq. 6.90 yields Eq. 6.91. 
ZNAr 
+ 
Zj POC + 
zd 
(Zd 
Poo - Go I 
P1.0 ZNAT ++ 
(ZdIPOC + 
6.91 
poc F2 
The open loop gain is seen to depend on the desired Impedance, the radiation 
knpodance, the natural Impedance of the loudspeaker and the delay between the 
duct microphone and the controlled surface. The open loop gain will now be 
considered for three different desired impedances. 
If the desired impedance is characteristic, zdequal to -ftc (negative with the 
assigned velocity direction), then Eq. 6.91 simplifies to Eq. e. 92. 
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This is similar to Eq. 6.71 on Page 124 when zd is equal to -jpc, and is identical 
when the delay term P has the same value as e4wý Therefore, the discussion 
presented from Page 124 onwards to the end of Section 6.4.2 also applies here. 
However, whereas the delay term arises in Eq. 6.71 because of inherent delays 
in active controller implementations, here the delay term can be modified by 
moving the duct microphone. In a real implementation the open loop gain Eq. 
6.92 must also include the delay term e4wý 
A similar controller for the control of the reflection coefficient R of a loudspeaker 
cone as the end of a duct after Guicking et a/ is described in the literature (20). 
The researchers were able to hand adjust the gain and phase of the IN so that 
R was close to zero (hence z was close to characterisbc) over the frequency 
range 100 to 40OHz. At higher frequencies the controller was not stable when 
attempting to make R close or equal to zero. This is consistent with the theory 
presented here: at higher frequencies the phase associated with the delay term 
P will cause the closed loop optimum controller to be "on the edge of instability'. 
Laboratory tests made during the research for this thesis also show that, for this 
controller, optimum control is stable over restricted frequency ranges for desired 
impedances close or equal to the characteristic impedance of air. 
If the desired impedance zd is zero then Eq. 6.91 is also zero. Therefore the 
feedback loop for this controller is unconditionally stable. This result originates 
from the fact that the optimum controller solution is zero when zd=O, see Eq. 
6.45 on Page 114. This controller is not able to generate an appropriate control 
signal for a desired impedance of zero and so this result is not useful, 
Ifthe desired impedance zd is infinite then Eq. 6.91 becomes Eq. 6.93. 
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Eq. 6.93 has a singularity when the right hand bracket in the denominator has 
zero real and imaginary values. This occurs when F2= (-IJO). Recalling the 
value of F from Eq. 6.37 on Page 112 allows the singularity to be expressed in 
terms of frequency, duct microphone spacing and the speed of sound in air, Eq. 
6.94. 
2co. -4 - for n-0,1,2... 6.94 c 
This expresses the same relationship as Eq. e. 50 on Page 115. At this 
singularity the open loop gain will be positive real infinite and so the feedback 
loop will oscillate when closed. 
It has been shown that for desired characteristic impedance the stability is 
similar to that of the controller with fixed delays described in Section 6.4.2 - 
although the Nyquist stability criterion is satisfied, the feedback loop is "on the 
edge" of instability. For a desired infinite impedance, loop instabilities occur at 
frequencies defined by Eq. 6.94. At these frequencies the optimum controller 
is not realizable, see the discussion presented after Eq. 6.50 on Page 115. 
Therefore, the implementation of this controller for desired infinite impedance 
can only operate with restricted frequency bandwidth unless feedback 
cancellation techniques are used. The theory presented in this section does not 
describe fully the real acoustics as the radiation impedance is assumed to be 
characteristic and the duct can have energy losses. 
6A. 5 Adaptive controllers 
The use of an adaptive fifter as the active controller complicates the analysis of 
loop stability because of the changing! gain of the adaptive fifter. The theoretical 
analysis of loop stability of the last t: hree sections does not account for this. 
Instead fixed filter solutions have been used to draw conclusions about the 
stability for desired impedances. The changing transfer function of an adaptive 
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filter introduces an extra dynamical variable into the analysis of the feedback 
loop. This is discussed in Section 6.6.3 on Page 143. 
6.5 ACTIVE CONTROLLER FILTER SOLUTIONS FOR FEEDBACK 
CANCELLATION 
Optimum solutions for the active controller have been described in Section 6.3. 
However, three of the controllers have stability problems arising from feedback 
paths for certain values of controlled impedance, see Section 6.4. A common 
solution that increases stability is the use of a "feedback cancellation" filter, see 
Section 3.8. However, this approach alters the controller solutions. This section 
describes the required controller filter transfer functions. For consistency with 
the previous theory assume that the radiation impedance presented to the 
controlled loudspeaker is characteristic. The consequences of this assumption 
are discussed in each section. 
6.5.1 Cone pressure as reference 
The presence of a feedback loop around the active controller has been identified 
in Section 6.4.2. A schematic that illustrates the loop has been presented in 
Figure 34 on Page 169. The effect of the feedback loop can be reduced by the 
feedback cancellation strategy shown in Figure 45a on Page 180 (this technique 
has been described in the literature - see Section 3.8). The single controller 
filter W is replaced with two fifters 6 and G. 6 contains a model of the feedback 
path C. The output of 6 is subtracted from the cone pressure. If the model is 
accurate then the effect of this is to cancel the feedback path. The input signal 
to the fifter G is then effectively the cone pressure arising from the incident 
pressure component alone, see Figure 45b. In this feedback controller 
arrangement Elliott and Sutton have described the fifter G as a feed-forward 
structure because the input no longer contains the component arising from the 
output (52). This section defines the optimum transfer function for G for the 
control of a desired impedance. 
The optimum controller filter solution for W is defined in Eq. 6.22 on Page 108 
for a desired impedance of zd. The required transfer function of the two filter 
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structure of Figure 45a is therefore expressed as Eq. 6.95 where the right hand 
side is a rearranged version of Eq. 6.22 (see Eq. 6.67 on Page 122) andZNAT is 
defined in Eq. 6.61 on Page 120. 
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Eq. 6.95 is rearranged to give the optimum transfer function of G, Eq. 6.96. 
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If the filter 6 is zero then G., is identical to the transfer function of W,, in Eq. 
6.22 as expected. 
The relationship d is defined in Eq. 6.66 on Page 122. If it is assumed to be 
an exact model then the optimum value is defined as Eq. 6.97. 
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Substituting fbr 6 from Eq. 6.97 in Eq. 6.96 and rearranging gives the optimum 
transfer function of the fifter G required to force the surfaoe impedanoe at the 
ccme of the loudspeaker to the desired value of zd, Eq. 6.98. 
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If the desired impedance zdis zero such that the cone. zero then Eq. 
e. 98 becomes Eq. 8.99. 
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The magnitude of the loop gain I Gwd I is therefore unity and this theoretical 
controller acts as a controlled oscillator. If the desired impedance zd is infinity 
then Eq. 6.98 becomes Eq. 6.100. 
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For other real desired impedances, recalling that zd is negative with this velocity 
sign convention, G., is also stable but further simplifications of Eq. 6.98 are not 
produced. 
The optimum filters G and it both contain the radiation impedance term 
assumed to be +p0c. However if the radiation impedance presented to the 
controlled loudspeaker is the input impedance to a pipe then the filters required 
to implement the optimum solutions become more complicated - this is 
consistent with a discussion by Nelson and Elliott, see Page 54 in Section 3.8. 
The other potential problem in specifying the optimum filter G., are the 
singularities in the mechanical impedance of the loudspeaker, Z.., at zero and 
infinite frequencies. The discussion of this for Eq. 6.22 on Page 108 also 
applies here - the singularities are never encountered in the practical system. 
6.5.2 Cons velocity as reference 
The presence of a feedback loop around this active controller has been identified 
in Section 6.4.3. A schematic that illustrates the loop has been presented in 
Figure 39 on Page 174. The effect of the feedback loop can be reduced by the 
feedback cancellation strategy shown in Figure 46a on Page 181. The single 
controller filter W is replaced with two filters 15 and G. 15 contains a model of the 
feedback path D. The output of 15 is subtracted from the cone velocity. If the 
model is accurate then the effect of this is to cancel the feedback path. The 
input signal to the filter G is then effectively the cone velocity arising from the 
incident pressure component, see Figure 46b. This section defines the optimum 
Vansfer function for G for the control of a desired impedance. 
The optimum controller fifter solution for IN Is defined in Eq. 6.25 on Page 109 
fbr a desired impedance of zd. The required transfer function of the two filter 
structure of Figure 46a is therefore expressed as Eq. e. 101 where the right hand 
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side is a rearranged version of Eq. 6.25 (see Eq. 6.81 on Page 127) andZNAT is 
defined in Eq. 6.61 on Page 120. 
GOP( 
= WOO = 
ZEB 
Zd - ZJNA T 6.101 
+ 6.0 GO a/ 
Eq. 6.101 is rearranged to give the optimum transfer function of G, Eq. 6.102. 
awt = 
ZEB" S 
B, .[ 
Z's - ZNAr 
L5 
ZEB 
* 
apt . 81 .[ 
zd - ZNAT 
6.102 
If the filter 15 zero then G., is identical to the transfer function of W. 0 in Eq. 6.25 
as expected. 
The relationship D is defined in Eq. 6.80 on Page 127. If 15 is assumed to be 
a perfect model then the optimum value is defined as Eq. 6.103. 
bwt 6.103 
-ZMAT + POC 
Substituting for 15 from Eq. 6.103 in Eq. 6.102 and rearranging gives the 
optimum transfer function of the filter Goo required to force the surface 
impedance at the cone of the loudspeaker to the desired value of zd, Eq. 6.104. 
a___ - 
ZEB 
-S 
a/ 6.104 
[ zd - zjwAr ] -1 -[ Poc - ZjvAr ] -' 
If the desired impedance zdis infinity such that the cone velocity is zero then Eq. 
6.104 becomes Eq. 6.105. 
0 
ei -[ Poc - zivAr 1 Zc 
6.105 
The magnitude of the loop gain I Gowlb I is therefore unity and this theoretical 
controller acts as a controlled oscillator. For other real desired impedances, 
recalling that zd is negative with this velocity sign convention, G., is also stable 
but further simplifications of Eq. 6.104 are not produced. 
The optimum filters G and 10 both contain the radiation impedance term 
assumed to be +pc. However if the radiation impedance presented to the 
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controlled loudspeaker is the input impedance to a pipe then the filters required 
to implement the optimum solutions become more complicated - this is similar 
to the discussion in the last section. Also the other potential problem in 
specifying the optimum fifter Goo are the singularifies, in the mechanical 
impedance of the loudspeaker, Zý., at zero and infinite frequencies. The 
discussion of this for Eq. 6.22 on Page 108 also applies here - the singularities 
are never encountered in the practical system. 
6.5.3 Duct pressure as reference 
The presence of a feedback loop around this active controller has been identified 
in Section 6.4.4. A schematic that illustrates the loop has been presented in 
Figure 44 on Page 179. The effect of the feedback loop can be reduced by the 
feedback cancellation strategy shown in Figure 47a on Page 182. The single 
controller filter IN is replaced with two filters Ift and G. A contains a model of the 
feedback path. The output of P is subtracted from the duct pressure. If the 
model is accurate then the effect of this is to cancel the feedback path. The 
input signal to the filter G is then effectively the incident pressure component, 
see Figure 47b. This section defines the optimum transfer function for G for the 
control of a desired impedance. 
For optimum control, the overall transfer function of the two fifter structure of 
Figure 47a must be identical to the optimum controller fifter solution for W 
(defined in Eq. 6.33 on Page 112 for a desired impedance of zd). This is 
expressed in Eq. 6.106. 
Got 
= w4ot 6.106 Pwt Gwt 
Eq. 6.106 can be rearranged to express the optimum value of G, Eq. 6.107. 
a 
Wel't 6.107 OW 
.i- Awt WW 
If the feedback canceller is disabled, such #W A.. is zero, then G., must equal 
W,, t. However, a more useful observation 
is that Atlff., is the open-loop gain 
described by Eq. 6.91 on Page 130 in Section 6.4.4. The discussion in that 
section revealed that, for a desired characteristic impedance, the open-loop gain 
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contains a delay term, see Eq. 6.92 on Page 131. As this appears on the 
denominator of Eq. 6.107, G. P, may have a non-causal solution. 
The relationship IP is the model of the product of Eq. 6.65 on Page 122 and the 
delay F. If IP is assumed to be a perfect model then the optimum transfer 
function is Eq. 6.108. 
ei 
Pag m 
ZEg. s 6.108 
ZNA T 
poc 
where the delay term F an the right hand side has been defined in Eq. 6.37 on 
Page 112. Substitution of Eq. 6.107 by Eq. 6.108 and Eq. 6.33 on Page 112 
and rearrangement produces the solution G,, t required to force the surface 
impedance at the cone of the loudspeaker to the desired value of zd, Eq. 6.109. 
ZEM 19. ZmA +1L 
00 
Zd 
I 
ZNA 
+16.109 
Zd 
F. L 
ZNAr 
+ 
Poo 
If the desired impedance zdis zero such that the cone pressure is zero then Eq. 
6.109 becomes Eq. 6.110. 
a- 
Z'E'o' 
.1- 
ZM4T 
+ F-1 
6.110 0. -14.0 ei POC 
The theoretical magnitude of the loop gain I GOwP I is therefore unity and this 
theoretical controller acts as a controlled oscillator. However, the optimum 
solution can not be implemented as F1 is an advance term - Eq. 6.110 is a 
non-causal solution. 
If the desired impedance is characteristic then Eq. 6.109 becomes Eq. 6.111. 
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G 
-Poe 
B POC 
I. 
ZMA T+16.111 
I poc - F2 ZNAT 
+ 
poc 
A delay term appears on the denominator and this optimum solution may contain 
non-causal components. For other real desired impedances, recalling that zd is 
negative with this velocity sign convention, there are also potential causality 
problems with the implementation of G,, because of the F. L term in the 
denominator. This needs to be studied further. Although the optimum solution 
for the filter G may not be fully implementable, a causally constrained solution 
of G may force near-desired impedances for broad-band noise - see, for 
example, the discussion presented in Section 6.12 of reference (2). With 
adaptive implementations of G, experimental work undertaken for this thesis 
observed useful control for both periodic and restricted band-width noise. 
6.6 FILTERED-X COMPENSATION FOR MIC-ACCR ADAPTPVE CONTROL 
SYSTEMS 
The mic-accr method can be used as the basis for an adaptive control system 
for the control of impedance. The mic-accr method and suitable adaptive control 
are described in Chapter 5. The adaptive control system can use either the 
'Tiftered-)C' or "filtered-U" variations of the LIVIS algorithm (these are described 
in Chapter 3). Both of these adaptive algorithms require a "stability 
compensation fifter". This section describes how the stability compensation filter 
Is configured for the adaptive control system based on the mic-accr method. 
The position of the stability compensation filter in a filtered-X Implementation of 
the mic-accr adaptive control system is shown in Figure 48 on Page 183. Since 
the fiftered-LI algorithm requires two compensation filters of identical transfer 
function to the compensation filter used in the fiftered-X algorithm, the discussion 
In this section also applies to the filtpred-Ll algorithm. For stable operation of 
the adaptive algorithm this filter must be a close approximation to the transfer 
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function of the "forward-path" in the control system, see Section 3.6.4 on 
Page 49. The forward-path C and the stability compensation fifter <C> are 
shown in Figure 49a on Page 184 for a typical filtered-X LIVIS implementation 
and theoretical analysis is presented in Section 6.6.1. Theoretical analysis on 
fiftered-X implementations of the mic-accr adaptive control system are presented 
in Section 6.6.2. 
6.6.1 Typical filtemd-X LMS Implementation 
Consider a typical implementation of the fiftered-X LIVIS algorithm with a forward 
path of C shown in Figure 49a on Page 184. The error signal is described in 
Eq. 6.112. 
ek-, dA, - Yk 
Squaring Eq. 6.112 yields Eq. 6.113. 
6.112 
2226.113 
Ok , d; - 2ykdk + yi 
The output of the forward-path yk is : 
A" 107k r 
rk Wk 6.114 
Where Xkwas defined in Eq. 3.33 on Page 47. Subaftfing Eq. 6.114 into Eq. 
6.113 gives: 
2 
9k , dk2 - 2dk-ekTF-W 
-rT VIP" 6.115 
k Jt +[ 
Uk 
A tlWk]-[Zk kWk&l 
The Instantaneous squared error is a quadratic in terms of the active control filter 
coefficients Wk. In order to determine the Instantaneous gradient estimate Eq. 
6.116 used in the LMS algorithm (see Section 3.5.6 on Page 43) it is necessary 
to perform partial differentiation of Eq. 6.115 with respect to the control filter 
coefficients. It is assumed that'dkhas no dependence on 
a C, 
2 
t. 
-2dtrk-Uk- 
6.116 
Substituting Eq. 6.112 and Eq. S. 114 into Eq. 6.116 yields to instantaneous 
gradient estimate of the filtered-X LIVIS update algorithm Eq. 6.117 for the typical 
implementation shown in Figure 49a. 
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2 
(3 ek t'k 
= -- =-2ek 
XkTk 6.117 
C' Wk 
The update equation for the adaptive control fifter Eq. 6.118 is found by 
substituting Eq. 6.117 into Equation 3.24 on Page 43. 
WA,., Wý +2k X& Cir 6.118 
Equation 6.118 shows that the adaptive filter weight update requires the error 
signal, ek, and the convolution of the time history of the reference signal xkand 
the forward-path impulse response C. The convolution is implemented in the 
control system with the compensation filter <C> in Figure 49a. 
6.6.2 Mic-accr filtered-X LMS Implementations 
The mic-accr adaptive control system is more complicated than the typical 
implementation described in Section 6.6.1. The specification of the desired 
signal, dk in Figure 49a on Page 184, in the mic-accr system is initially 
considered as the output of the desired impedance fifter H in Figure 49b. The 
desired fifter is described in Section 5.3. In Figure 49b A is the transfer function 
between the output of the control fifter Wand the acoustic pressure at the cone 
p. and B is the transfer, function between the output of the control fifter Wand 
the cone velocity signal u,,,. This is the mio-accr method indicated in 
Figure 26a on Page 99. The following theory is equally applicable to the 
variation shown in Figure 26b. The stability compensation filter <B> of 
Figure 49b models the transfer function B in similar arrangement to the typical 
filtered-X implementation of Figure 49a. The practical implementation of this 
adaptive control system was found occasionally to have unstable convergence. 
A theoretical analysis of this system follows. A more stable implementation of 
thie mic-accr system is then presented. 
The desired signal dkof Figure 49b is the vector product Eq. 6.119. 
Ak - Wk T rk Wk 
6.119 
where Xk Is defined In Eq. 3.33 on Page 47, and a discrete firne-domain 
vector representing the convolution of the Impulse responses of A and H. The 
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instantaneous gradient estimate of the typical fiftered-X LIVIS system Eq. 6.116 
is derived by assuming that dkhas no dependence on W. Clearly this is not 
true from Eq. 6.119 for the mic-accr adaptive system of Figure 49b. Substituting 
Eq. 6.119 into Eq. 6.115 yields the instantaneous squared error for the mic-accr 
control system Eq. 6.120. 
2 [yr-I=W -, r 
. k&[ 
WA 
k]2 6.120 k 
12 
- 2[WkrýWkj. 
[WkrTkVk] 
+ ek k XAr 
T, 
Perform partial differentiation of Eq. 6.120 with respect to the control filter to find 
the instantaneous gradient estimate column vector Eq. 6.121. 
at 
2- 
-" ""2p- -T""""W kkWj 
k[Uk k 
-TT _A121 -4 + 2ýffk(ffk AWk 2kk Xk k Xk Xk Xk 
C' Wk, 
Eq. 6.121 can be rewriften as Eq. 6.122 from Eq. 6.119. 
2 aek 
2 dkM Xk8k 6.122 *-Ot -4 dký- +2 YkXk8k 
Recalling Eq. 6.112 allows the instantaneous gradient estimate Eq. 6.122 of the 
fiftered-X LIVIS update algorithm for the mio-accr adaptive control system shown 
in Figure 49b to be rewritten as Eq. 6.123. 
2 
C' 9k6.123 =[ W-. - Y, -t 2 ?1 k7k 
tk 
-r=2 
dkYk k a Wk, 
The instantaneous gradient estimate Eq. 6.123 consists of two terms. The 
second term is the instantaneous gradient estimate of the typical fiftered-X LIVIS 
implementation (see Eq. 6.117) for which the compensation filter of Figure 49b 
is correct. The first term arises because of the coupling between the output of 
adaptive control fifter and the desired signal dk(if there is no coupling, su ch that 
G'= 0, then'd. must also be zero and therefore Eq. 6.123 becomes Eq. 6.117). 
The instantaneous gradient estimate is now explicitly related to the desired 
signal - this complicates the convergence of the adaptive algorithm in this 
mic-accr control system. The stability filter of Figure 49b does not compensate 
for this term hence the adaptive control system may be unstable for certain 
desired signals. However, the practical implementation of the mic-accr adaptive 
control system of Figure 49b has converged to make the error signal close to 
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zero for many signals. If the error signal goes to zero (the controller converges 
to an optimum solution) G must equal B and the instantaneous gradient estimate 
Eq. 6.123 will be zero. This indicates that stable solutions can exist for this 
implementation of the mic-accr system. 
The mic-accr adaptive control system is more stable with the implementation 
shown in Figure 49c on Page 184. This implementation groups a and A. H 
together in the forward-path. The desired signal dk is no longer coupled to the 
control filter output and is set to zero so that the desired fifter H is used to set 
the desired impedance (see Figure 26 on Page 99). The stability filter then 
compensates for the entire fbrward-path. This arrangement is similar to that of 
the typical fiftered-X implementation shown in Figure 49a. The forward-path is 
defined as C, Eq. 6.124. 
Vk- - wk- - 
Wk- 6.124 
The instantaneous gradient estimate Eq. 6.125 is fbund by following the 
derivation presented in Section 6.6.1. 
2 
tk a8k 
-2 ekrk'Ok 6.125 a Wk 
Equation 6.125 demonstrates that the adaptive fiftered-X LIVIS algorithm of 
Figure 49c is correctly compensated. Experimental testing of the practical 
implementation of the control system of Figure 49c; reveals that is more stable 
than that of Figure 49b because the stability compensation filter correctly 
compensates for the forward-path. 
6.6.3 Adaptive eyellem with feedback 
In the last section the instantaneous gradient estimate was derived for the 
mic-accr system. The fbrward-path was considered as the combination of the 
iWro-acousbc paths between the controller output and pressure and velocity 
measurements, and the desired signal calculation, see Figure 49c on Page 184. 
This section extends the analysis of the mic-accr system by considering the 
effect of a feedback loop around the adaptive filter. 
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The reference input to the mic-accr system, -tk in Figure 50a on Page 185 now 
contains a component due to a feedback path F. This occurs when the 
reference is taken from measures in the acoustic environment under control 
such as pressure or velocity. This creates a feedback loop around the controller 
and the stability of this loop must be examined. If the derivation used in the last 
section is followed but with respect t8k then the instantaneous gradient 
estimate is Eq. 6.126. 
2 ack 6.126 -a wk 2ekTkak 
where C has been defined in Eq. 6.124. Equation 6.126 shows that the 
compensation strategy is the same as the last section. The schematic is 
redrawn for clarity in Figure 50b on Page 185 where <C> is assumed to be a 
perfect model of C. 
It is not possible to measure xk in the real system as the addition with the 
feedback component occurs in the acoustic environment and is not separable. 
However, it is illustrative to examine the relationship between the error signal 
and xk. The error signal of this Systern is defined in Eq. 6.127. 
ek 0 -yk 
where 
6.127 
tk- T ]r "W 
kk 6.128 
W. 
The effect of an unstable feedback loop on the error signal is clearly seen - if the 
magnitude of the loop gain WF goes to unity then ek goes to infinity and so the 
control system will be unstable. In this system IN is adaptive and depends on 
the reference signal -ek , the forward-path C, the error signal and 
the adaptive 
update gain. As the reference and error signals depend on previous values of 
the input signal xk, the adaptive filter and the feedback path F, the relationship 
WF is complicated and considered intractable. The theoretical dynamics of the 
error signal are therefore elusive. Observation of the dynamics of the error 
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signal for such a system, presented later in Section 7.6 on Page 219, reveals 
unusual behaviour. 
In the practical control system, providing the feedback path F can be modelled, 
it is possible to remove the feedback components from the reference signal with 
the structure illustrated in Figure 50c on Page 185. This technique has been 
discussed for the mic-accr active controller in Section 6.5 on Page 133. 
6.7 ELECTRO-ACOUSTIC PATH MODELLING 
The control system requires models of the electro-acoustic paths from the 
controller output voltage (applied to the loudspeaker voice-coil) to the cone 
pressure and velocity measurements for adaptive stability, see Section 6.6. 
Sections 6.7.1 and 6.7.2 present theory to describe the two paths in the 
laboratory test-rig. The test-rig uses a uniform duct of circular cross-section 
terminated at either end with conventional electrodynamic loudspeakers as 
illustrated in Figure 51 on Page 186. Comparison is made between theoretical 
and real measurements from the laboratory test-rig. A discussion is presented 
in Section 6.7.3. 
6.7.1 Relationship between cone velocity and voltage applied to voice-coil 
The relationship between the cone velocity and the voltage applied to the 
voice-coil of a loudspeaker in the laboratory test-rig is theoretically shown in this 
section. Consider Figure 51 on Page 186. The lower diagram contains 
mechanical description of the conventional electrodynamic loudspeakers used 
in the laboratory test-rig. The loudspeakers are represented as simple 
mass-spring-damper systems that terminate a duct of length L. Each has a 
force applied to the cone via the motor-coil system, F, (Q and F, (t), and a force 
due to acoustic pressure acting, on each surface, p(O, t) and P(Ij)- Analysis 
using Newton's second law at the l6ft surface (x--O) vibrating with harmonic 
motion and cone displacement f gives the equation of motion, Eq. 6.129. 
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It- 
- Kj - Sp(0, t) + Fo(4 6.129 mm2ý -Rm dt 
where Mm is the mechanical mass of the loudspeaker cone, R. is the 
mechanical damping and K, is the net mechanical stiffness associated with the 
cone suspension and the acoustic back-load. S is the surface area of the 
terminations (we assume that the radius of the pipe is identical to the radius of 
the loudspeaker cone), p(O, t) is the acoustic pressure at the surface and FO(Q 
is the force acting on the surface from the voioe-coil system. By Fourier 
transform and rearrangement Eq. 6.129 can be expressed as a ratio of the force 
applied to the cone and the cone velocity, Eq. 6.130. 
FO(Ico) )j+[ SP (0,10) R. +j MM - 
6.130 
U(O, J(D) U(Olib)) 
where u (Ojw) is the complex velocity of the cone. We define the first bracket 
on the right hand side of Eq. 6.130 as Z,, the mechanical surface impedance of 
the loudspeaker, and the second bracket as 4P, the input mechanical 
impedance of the pipe. The system mechanical impedance, Eq. 6.130, therefore 
depends on the mechanical impedances of both the loudspeaker and the pipe 
as shown in Eq. 6.131. 
Fo(jw) 
.Z -1 6.131 U(O, Jw) w+ 
zap leg 8 
The force F. Ow), applied to the cone by the motor-coil system, is described by 
Eq. 6.132. 
FO(O, iw) - 
ei. V(Ica) 
- 
(81)2. u(0,1w) 6.132 
Zoo ZE, 0 
where 81 is the force ftctor, V Qw) is the voltage applied to the coil, Z. is the 
blocked electrical impedance of the coil. The second term on the right hand side 
is the force due to back emf generated in the coil by its motion in the field of the 
loudspeaker magnet. By substitution of F. Ow) in Eq. 6.131 from Eq. 6.132 and 
subsequent rearrangement the relationship between cone velocity and control 
voltage is given by Eq. 6.133. 
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a/ 
u (O'JCO ZED 6.133 
VU(j) 
+Iz+ 
(BI)2 ZMP 
M ZEB 
The bracketed term has been seen in earlier derivations, see Eq. 6.60 on 
Page 120, and the expression Eq. 6.133 has been seen in similar form for when 
the duct input impedance is assumed to be characteristic (4WS =, Poc), see Eq. 
6.80 on Page 127. Equation 6.133 is used to calculate the theoretical 
relationship between the cone velocity and coil voltage. First the mechanical 
input impedance of the pipe is calculated from Eq. 6.134 (this is derived on 
p200-201 of (3) and assumes that plane waves are propagating in the duct). 
ZIP Z POCS. 
(JIO-ICOLS) 
+ ItankL 
6.134 
1+1 
)tan 
kL 
where Z. L is the mechanical surface impedance of the source loudspeaker 
positioned at x=L, see Figure 51 on Page 186. If the source loudspeaker is 
assumed not to have a control force acting on it, F, =O, then ZIL is the same as 
Z,, the first bracket on the right hand side of Eq. 6.130. The laboratory test-rig 
uses a duct of length 5m terminated at either end by KEF B200A loudspeakers, 
parameters for this unit are contained in Appendix 1 on Page 309. The specific 
input impedance of the pipe is theoretically calculated for this test-rig assuming 
the duct to be loss-less and frequency domain results are shown in Figure 52 
on Page 187. The termination impedance at x--L is seen to dominate the input 
impedance of the pipe near the resonant frequency, around 50Hz, of the 
loudspeaker-box system (also see Section 4.3 on Page 76 and Figure 21 on 
Page 86 for the input impedance of the un-driven loudspeaker). 
The specific acoustic input impedance of the pipe is converted into mechanical 
input impedance by multiplying by the surface area of the boundary. The result 
is substituted into Eq. 6.133 to give the theoretical relationship between cone 
velocity and voltage applied to the coil. This has been inverse 
fburier-transfbrmed to give the time domain impulse response shown in 
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Figure 53 on Page 188. This represents a digital response with sampling 
frequency of 3kHz and a corresponding bandwidth of 1.5kHz. This figure also 
displays the measured impulse response from the laboratory test-rig. The 
frequency-domain magnitude transfer functions of the responses are shown in 
Figure 54 on Page 189. These results are discussed in Section 6.7.3. 
6.7.2 Relationship between cone pressure and voltage applied to voice-coll 
The development of theory for the relationship between cone pressure and 
voltage applied to the voice-coil leads on from the theory of Section 6.7.1. The 
specific acoustic input impedance of the pipe is described by Eq. 6.135. 
p(O'l(a) Zp 
u(O, Jo)) s 
6.135 
Rearranging Eq. 6.135 and dividing through by the voltage applied to the 
voice-coil, V, yields Eq. 6.136. 
P(0,1(4) zmp U(0,10) 6.136 
VUCO) s V(JW) 
Substituting Eq. 6.133 into Eq. 6.136 yields Eq. 6.137 
z a/ 
-Z PAM S EM 6.137 
vu(a) 
ZMP + 
Iz. 
+ 
(81)2 
ZES 
This expression has been seen in similar form for when the duct input 
impedance is assumed to be characteristic (Z, ýS = j%c), see Eq. 6.66 on 
Page 122. The expression Eq. 6.137 is calculated for the test-rig described in 
Section 6.7.1 and the time domain impulse results for the theoretical and 
measured cases are shown in Figure 55 on Page 190. The frequency-domain 
magnitude transfer functions of the responses are shown in Figure 56 on 
Page 191. These results are discussed In Section 6.7.3. 
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6.7.3 Discussion 
This section discusses the theoretical and measured results presented in the last 
two sections. 
The theory assumes that: (i) the acoustic waves in the duct are harmonic and 
plane; (ii) the system can be modelled in terms of lumped parameters over this 
frequency range; (iii) there are no pipe losses; (iv) there are no other transfer 
functions in the electro-acoustic paths. 
The validity of the assumption that plane waves propagate depends on the 
dimensions of the duct. The duct diameter in the test-rig is 0.16m. The cut-off 
frequency of plane wave propagation (the frequency below which only plane 
waves can propagate) is calculated as approximately 1.25kHz from Equation 
6.138 where r is the duct radius in metres (from p222 of (3)). 
f.., < 12, for ak 6.138 
The lumped-parameter representation of the mechanical properties of the 
loudspeaker is valid if the loudspeaker cone is operating with piston motion. 
Anthony and Elliott were able to measure the frequency limit of piston motion of 
the 11 Omm diameter cone of a KEF B1 1 OB loudspeaker as approximately 50OHz 
(51). As the loudspeakers used in this research project have a larger diameter 
of 200mm, it is assumed that the lumped parameter model is therefore valid 
below some frequency limit less than 50OHz. The breakup of loudspeaker cones 
also depends on the rigidity of the cone material and the shape of the walls (62) 
so the loudspeakers used in the test-rig may operate with piston motion at 
higher frequencies. Sound energy losses from the duct are more difficult to 
quantify - no theoretical estimations are presented for this. The measured 
responses from the laboratory include the effects of an additional transfer 
function. The digital control filter output is filtered with a low-pass 
"reconstruction" filter that removes the digital sampling signal (3kHz) from the 
output. The reconstruction filter used in the laboratory has a sixth order roll-off 
above I kHz as shown in Figure 57 on Page 192. These considerations place 
ftft the validity of the theoretical results for the test-rig to below 50OHz. 
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The theoretical and measured relationships between cone velocity and control 
voltage are shown in Figure 53 on Page 188 and Figure 54 on Page 189. The 
effects of the reactive acoustics of the pipe are observed with reflections in the 
impulse responses, Figure 53. - This is due to reflection of sound at the 
terminations of the duct. The theoretical response has similar distribution and 
damping of the reflections compared with the measured response. The 
frequency domain responses, Figure 54, show that there is more sound energy 
at lower frequencies than higher frequencies. Therefore, the roll-off above I kHz 
in the measured plot, due to the reconstruction fifter, has litHe effect on the 
comparison of the time-domain responses. Furthermore, the comparison of the 
time-domain responses is valid as most energy is below 50OHz. The theoretical 
impulse response is a good approximation to that measured in the real 
laboratory test-rig. 
The theoretical and measured relationships between cone pressure and voltage 
are shown in Figure 55 on Page 190 and Figure 56 on Page 191. The 
time-dornain impulse responses, Figure 55, are seen to have similarly placed 
pulses due to the reflections at the terminations of the duct. The pressure 
impulse responses are more dependent on acoustic rdeflections in the duct than 
the velocity impulse responses. However it is difficult to compare the theoretical 
and measured time-domain results because of theoretical sound energy above 
5OOHz seen in the frequency response, see Figure 56. Below 50OHz the 
theoretical result is more reactive as seen by the larger peaks and troughs than 
the measured result, see Figure 56. This is because the real test-rig has sound 
energy losses in the pipe which the theoretical model does not include. The 
measured response also rolls-off above 1 kHz because of the reconstruction filter 
response. As the filter response is known, see Figure 57, this can be included 
in the theoretical model. The convolution of the theoretical impulse response 
and the measured filter impulse response is shown in Figure 58 on Page 193 
and the frequency domain is shown in Figure 59 on Page 194. Whilst the 
frequency domain shows the fi. 1ter is successfully reducing the frequencies above 
I kHz in the theoretical model, lift difference is seen in the impulse response, 
Figure 58, when compared with the un-filtered theoretical response of Figure 55. 
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The difference between the measured and theoretical relationships between 
cone pressure and voltage occur because there are sound energy losses in the 
duct. As an exercise of illustration a fifter was designed to remove the higher 
frequencies from the theoretical relationship. The filter response rolls off above 
5OOHz (1/3of the Nyquist frequency of 150OHz) using two poles and two zeroes. 
The z-domain poles are positioned at (0.5 , ±1/3j7) and zeroes at (I , j7). The 
response is well-damped and is implemented digitally by Eq. 6.139. 
Y[14 = X(14 + 2x[k-1 I+ X[k-2) + 0.12SY[k-I I-0.0703y[k-2) 6.139 
The magnitude and phase of this fifter are shown in Figure 60 on Page 195. 
The application of this filter to the relationship between cone pressure and 
control voltage modifies the frequency-domain magnitude as shown in Figure 61 
on Page 196. With this approximate 'Weighting" of the response the theoretical 
and measured impulse responses of Figure 62 on Page 197 are seen to be 
more similar than the un-weighted responses in Figure 55 on Page 190. The 
polarity of the pulses is similar; the first and second pulses have strong positive 
tendency, the fourth and fifth have negative tendency. More damping on the 
later theoretical impulse response pulses (representing larger energy losses) 
would further match the measured result. 
It has already been shown that an adaptive implementation of the control system 
requires models of these electro-acousfic paths for adaptive stability, see Section 
6.6. The filters <B> and <A> in Figure 49c on Page 184 must model the u IV 
and p IV impulse responses shown in Figure 53 and Figure 55. The required 
modelling accuracy for LMS algorithm adaptive stability and convergence has 
been discussed by other researchers, see Section 3.6.4 on Page 49. The 
results of the last two sections show that the electro-acoustic paths in this 
test-rig have complex transfer functions largely influenced by the reactive duct 
acoustics. Therefore the fifters must have suitably long impulse responses. As 
the theory does not estimate the exact transfer functions, it is better to determine 
the filter responses from direct measurements of the paths. The real4me 
laboratory adaptive control system uses FIR compensation filters of up to 512 
coefficients with a sampling frequency of 3kHz. Conventional fast digital signal 
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processors meets the required computational demands. The compensation fifter 
design procedure in the practical system is described in Section 7.5 on 
Page 215. 
6.8 MAZZOLA'S CONTROL SYSTEM 
Mazzola describes a control system for the active control of acoustic absorption 
(34). This has been discussed on Page 21 in Section 2.4.3, and the application 
of this system for acoustic absorption with a plate is shown in Figure 4 on 
Page 33 (this figure reproduced from Mazzola's book). The control law of this 
system is defined in terms of the plate velocity, pressure and radiation 
impedance, see Equation M. 5 on Page 22. Consequently measurements of 
pressure and velocity are used to configure the control system - this is a similar 
approach to the mic-accr system described in this thesis. It is, therefore, of 
interest to apply Mazzola's system to the control of a loudspeaker cone. A 
schematic is presented in Figure 63a on Page 198. The sign convention for 
velocity in this thesis is identical with Mazzola's, so the control system schematic 
for the loudspeaker is consistent with the plate schematic of Figure 4. For 
clarity, the two functions K and Gp are grouped as a single identical transfer 
function implemented by an active controller W. For consistency with the 
previous work in this thesis, the velocity V is termed u and the control voltage 
E is termed V. Also the radiation load impedance (assumed to be +PC by 
Mazzola) is simply called zmDand the model filter Is labelled *Rm. The input to 
the active controller W is defined as the error signal, e. Section 6.8.1 defines 
the impedance at the surface of the loudspeaker as a function of the controller 
Wand the optimum controller solution. Section 6.8.2 studies the loop stability 
of this system. This work is original. 
6.8.1 Active controller solution 
The input to the active controller is defined as the error signal, 9 in the 
schematic shown in Figure 63a on Page 198. The error signal is defined in 
. 0w, 
the cone velocity u,,, and the terms of the acoustic pressure at the cone pc 
radiation load filter *mD! n Eq. 6.140. 
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&=- PM, - 2MD - U11W 
6.140 
1ý6 
The control system attempts to create a control voltage signal V such that the 
value of e is zero. If this is achieved then Eq. 6.140 can be rearranged to 
describe the impedance at the surface z. in Eq. 6.141. 
Zu ý 
Pm» 
.-2 RAD LIM» 
6.141 
If the model filter ARAD is an accurate representation of the true radiation 
impedance ZRAD then the loudspeaker cone will completely absorb incident 
pressure (this assumes that the active controller function is correctly forcing e 
to zero). If the model filter is not an accurate representation of the radiation 
impedance then the performance of the active absorber is limited. The 
relationship between the surface impedance z. and the active controller function 
W will now be defined. 
The output voltage of the controller V is the product of the error signal, e and 
the contrQller fifter transfer function W 
V- 0. W 6.142 
The error signal, Eq. 6.140, can be rewritten as Eq. 6.143. 
tm 0- 
Pmw 
.(-, -- Zu 
) 8.143 
The analysis of the total force on the loudspeaker cone in terms of V, p,,,, and 
u. has been given in Section 6.3.1, see Eq. 6.17 on Page 107. Substituting 
for V in Eq. 6.17 gives Eq. 6.144. 
ITBI I 
P"S. W. -I 
-*MD 
- [SIP=, - ZL'q-U. W' an Ze 
) 
where Zý, is defined ln, Eq. 6.60 on Page 120. Eq. 6.144 is easily rearranged 
to give the controlled impedance at the surface of the loudspeaker, Eq. 6.145 
where zNAT is the un-driven specific, acoustic impedance of the loudspeaker 
defined in Eq. 6.61 on Page 120. 
If the active controller IN is zero so that the control is eftcOvely off, the 
un-driven impeclanoe of the loudspeaker Is zNA-r from Eq. S. 145. This is 
oonsistent with previous theory in this thesis. Eq. 6.144 can also be nukrranged 
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ZEB S 
6.145 
w. ei YER s 
to give the required active controller transfer function for a desired value of z, 
Eq. 6.146. 
ZMA T. I 
W=_ 
ZESS 
"- 
Z8 
6.146 
BI IRM 
The active controller is seen to be dependent on the loudspeaker parameters, 
ZEB, B1, S andZNAT, the model fifter*RADand the desired impedance z,. If the 
desired impedance is -*Rm, that for ideal sound absorption (see Eq. 6.14 1), then 
the required gain of the optimum controller is infinity from Eq. 6.146. This is not 
realizable. However examination of Eq. 6.145 indicates that the controlled 
impedance of the KEF B200A loudspeaker can be close to-ARADwhen W is set 
to the typical gains that can be implemented wfth conventional analogue 
techniques. A complete study of Mazzola's system must also include an 
analysis of loop stability: this is presented in the next section. 
6.8.2 Loop stability 
The presence of a loop associated with the radiation impedance that couples the 
cone velocity to the cone pressure has been established in Section 6.4.1 on 
Page 118. This causes a feedback loop that affects the stability of the controlled 
impedance. The loop stability of Mazzola's controller is examined in this section. 
An analysis based on the continuity of velocity in Section 6.4.1 has established 
a model of the electro-acoustics of a controlled loudspeaker shown in Figure 32 
on Page 167. A schematic for the control of a loudspeaker by Mazzola's 
system, based on Figure 32, is given in Figure 63b on Page 198. The output 
of the controller IN affects the cone pressure and cone velocity which are both 
used to form the input to the controller. Therefore there is the potential for a 
feedback loop around the controller. This is analyzed by considering the 
relationships between the cone pressure and cone velocity and the controller 
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output. Sections 6.4.2 and 6.4.3 have presented schematics that separate 
controller output and incident pressure components for cone pressure and cone 
velocity reference signals, see Figure 35 on Page 170 and Figure 39 on 
Page 174. Therefore Figure 63b can be redrawn as Figure 64 on Page 199 with 
all notation defined in Sections 6.4.2 and 6.4.3. C and D have been defined 
in Eq. 6.66 on Page 122 and Eq. 6.80 on Page 127. These equations are 
reproduced here in Eq. 6.147 and Eq. 6.148 where zRADrepresents the radiation 
load impedance, assumed to be +pOc in the derivation of these relationships - 
this is consistent with Mazzola's work. 
-ei Z Es s 6.147 
ZNA 7- + 
ZMD 
6.148 ZES S 
- ZMAT + ZMD 
If there is no incident pressure, such that p, = 0, then the electro-acoustic model 
of Figure 64 can be redrawn as Figure 65a on Page 200 and the feedback loop 
is illustrated clearly by redrawing Figure 65a as Figure 65b - the loop is shown 
with the curved line. The stability of the feedback loop can be assessed by 
applying the Nyquist stability criterion. The open loop gain G. is expressed in 
Eq. 6.149. 
Go - W. [-O-Pnw, D) 6.149 
SubstlMing C and D in Eq. 6.149 from Eq. 6.147 and Eq. S. 148 and rearranging 
gives Eq. 6.150. 
Go - W. . 
(-Zw 6.150 -'EB ZRW ZMAr 
The term Win Eq. 6.150 can be substiMed from Eq. 6.146 and rearranged to 
give Eq. 6.151. 
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ZS ZNA r ZRW - -*MD Go =-( ZS 'tMD 
)-( -ZRW 
- ZNAr 
) 
6.151 
At zero and infinite frequencies the valueof ZNATfor any loudspeaker is infinite 
and imaginary and Go is then Eq. 6.152 from examination of Eq. 6.151. 
Go 10- 
ZRAD 4' IRAD 
6.152 1"-0, 
- Z, + ARAD 
In order to examine the stability of the feedback loop it is necessary to make a 
Nyquist plot of Eq. 6.151. This restricts the analysis to particular values of z, 
ZNAT, ZRADandARAD. It is assumed here that the radiation impedance is zPAD = 
+p, c and thatARAD M ZRAD. The optimum value of G. is infinite for exact acoustic 
absorption (the denominator of the left hand bracket is zero because z, =-ZRAD 
from Eq. 6.141) for which it is not possible to apply the Nyquist stability criterion. 
However, real implementations of this are not possible because the required 
gain of IN is infinity. Controlled values of z. that are dose to -z., will also 
provide good sound absorption and the loop stability for some typical cases will 
now be analyzed. Theoretical values of zNAT of the KEF B200A loudspeaker will 
be used to further this analysis for consistency with Sections 6.4.2 and 6.4.3. 
The natural specific acoustic impedance at the surface of a loudspeaker is 
defined in Section 4.3 on Page 76 and results for the KEF B200A loudspeaker 
are displayed in Figure 21 on Page 86 when the voltage applied to the voice-coil 
is zero ( V(jm)=O in Eq. 4.9). At the resonant ftequency, w, = 2ff. 65Hz, zNATis 
real with a value of approximately -423 Rayls. Nyquist plots, calculated from Eq. 
6.151 using the data for the KEF B200A loudspeaker in Figure 2 1, are presented 
in Figure 66 on Page 201 for two values of controlled Impedance: -423 Rayls 
and -406 Rayls. These two values both coffespond to an acoustic absorption 
coefficient, alpha, of approximately 0.99. The plots have zero imaginary 
components when aj--O, w, and co. The (I jO) point Is not enclosed by either the 
plots. Therefore, according to the Nyquist stability criterion, these configurations 
are stable when the loop is closed. This analysis demonstrates that Mazzola's 
active controller is stable for near-exact sound absorption when controlling a 
KEF B200A loudspeaker that is presented with a radiation Impedance of +p0c. 
The I jO point Is only encircled when the desired impedance is greater than +415 
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Rayls which is deduced by quantifying Eq. 6.152. However, as this is negative 
impedance because of the assigned velocity direction, this instability is not of 
importance in the implementation of active sound absorption. 
Mazzola's system is suitable for analogue implementation. Typical analogue 
implementations do not have the inherent time delays of conventional digital 
implementations. Therefore the development of the analysis of open loop gain 
in Sections 6.4.2 and 6.4.3 to include a time delay r (see, for example, Eq. 6.71 
on Page 124) does not apply here. Analogue feedback systems often have 
phase shift associated with the gain roB-off of electronic amplification which can 
cause loop instabilities. Apart from this potential problem, the analysis 
presented in this section indicates that Mazzola's system is stable for the control 
of near-exact sound absorption with defined radiation loads. 
6.9 COMPARISON OF ADAPTIVE FILTERS FOR MIC-ACCR AND 2-MIC 
CONTROL 
The mic-accr control system, introduced in Section 2.4.3 on Page 20 and 
described in Chapter 5, and the 2-mic control system discussed in Section 2.4.2 
on Page 14 are current methods for the active control of impedance. 
Publications on the 2-mic system indicate that it has been used to create 
absorbing terminations - see references (24) (29). It is of interest to compare 
theoretically the optimal fifter solutions of the two adaptive control systems. 
The mic-accr and 2-mic control systems have similar fbrward-poth layouts when 
the mic-accr method is arranged as shown in Figure 26b on Page 99 and thus 
can be compared. Schematics for the two systems are presented in Figure 67 
on Page 202. In this section each system is assumed to have the same 
reference input x(k), and each system operates in an acoustic environment 
described by Bk. In both cases the desired signal d(k) is set to zero. Both 
systems specify the desired impedance with a "desired filtern (see Section 5.3) 
-H for the mic-accr system and A for the 2-mic system. The adaptive systems 
are configured to minimise, the difference between the desired filter output and 
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the cone pressure p.. Analysis of each system is presented separately in the 
next two sections. Conclusions are made in Section 6.9.3 on Page 160. 
6.9.1 Mic-accr system 
This section presents a mathemailcal description of the mic-accr system shown 
in Figure 67a on Page 202. The derivation follows similar patterns to theory 
presented in Sections 3.5 and 3.6. The system is implementing a real 
impedance such that the desired impedance filter H is a single multiplication with 
no time delay. The error signal is described by Eq. 6.153. 
O(k) + U. (k). H 
6.153 x1t 
Where Xkwas defined in Eq. 3.33 on Page 47. Squaring Eq. 6.153 yields Eq. 
6.154. 
02 _ 
[Wk-TýW (k) k 
12 
- 2. UO(k). H. 
yk-rý- + u, 2(k)H2 
6.154 
xk XkWk 
The LIVIS adaptive algorithm uses an instantaneous gradient estimate (see 
Section 3.5.6). This is found by partial differentlation of the squared error Eq. 
6.154 to give Eq. 6.155 which is re-arranged to give Eq. 6.156. The partial 
differentiation is performed assuming that ujk) is not dependent on the change 
of the adaptive filter coefficients, which is only true If the weights are adapted 
very slowly. 
892 (k) W-k 2u, (k). H. Xt 6.155 
XAr 6.156 u,, (k). H 
The bracketed portion of Eq. 6.156 is the instantaneous error e(k); the 
instantaneous gradient estimate for the adaptive update is then Eq. 6.157. 
80"(k) 
=-2 O(k). 
Ttffk- 6.157 
awa, 
The optimum fifter solution occurs when Eq. 6.155 (or Eq. 6.156) is reduced to 
zero. The optimum control fifter Eq. 6.158 is obtained by setting Eq. 6.156 to 
zero. 
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- m]-I 6.158 Ugk). H[=Xkyk 
With optimum control the cone pressure will equal the product of the cone 
velocity and the desired impedance fifter H, so Eq. 6.158 can be rewritten as Eq. 
6.159. 
Po(k) [ 
Tk - Yk 
6.9.2 2-mic system 
6.159 
This section contains a mathematical description of the 2-mic control system 
schematic shown in Figure 67b on Page 202. The desired signal fifter A is a 
firne delay (see (29)). The error signal is described by Eq. 6.160. 
't it 
W- 6.160 S(k) A P. (k) k. A 
Squaring Eq. 6.160 yields Eq. 6.161. 
&]2 @2(k) 
Wk- X& 2A pu(k) W, -t7' Xlt +A2 pu2(k) 
6.161 
The LMS adaptive algorithm uses an instantaneous gradient estimate (see 
Section 3.5.6). This is found by partial differentiation of the squared error Eq. 
6.161 to give Eq. 6.162 which is re-arranged to give Eq. 6.163. The partial 
Merentiation is performed assuming that p, (k) is not dependent on the change 
of the adaptive filter coefficients, which is only true if the weights are adapted 
very slowly. 
802 (k) 
8- 
2 Xk Xk 
wk 
N-k [ Y. «r ý -Wk- ]-2Ap. (k) Yk W-k 6.162 
-TXkW 2--- + 6.163 -2XjtWj-t. 
[ A pu(k) I 
The bradceted portion of Eq. 6.163 is the instantaneous error e(k); the 
Instantaneous gradient estimate fbr the adaptive update is thus Eq. 6.164. 
802(k) 2 O(k). rkWk- 
8w-, t 
6.164 
The optimum fifter solution occurs when Eq. 6.162 (or Eq. 6.163) Is reduoed to 
zero. The optimum control fiftw Eq. 6.165 is obtained by setUng Eq. 6.163 to 
zero. 
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- -]-1 6.165 -W A Pu(k) [K Wk 
With optimum control the cone pressure p. . 
(k) will equal the product of the 
pressure p, (k) and the desired filter A, so Eq. 6.165 can be rewritten as Eq. 
6.166. 
P. (k) Nk 6.166 Xk 
6.9.3 Conclusions 
The optimum control fifter solutions for the mic-accr and 2-mic control systems 
have been shown by Equations 6.159 and 6.166 to be identical. This confirms 
that both control methods have the same control target - to create a defined 
surface impedance. The gradient estimate equations for each control method, 
Equations 6.157 and 6.164, are identical so the perthrmance suffaces, see 
Section 3.5.3, are also identical. Therefore the convergent properties (such as 
stability and speed) of the two adaptive algorithms can be assumed as identical 
for the same reference input and acoustic environment. 
6.10 SUMMARY 
Theory has been presented to describe the operation of active control systems 
for the control of impedance. This section reviews the material presented in this 
chapter. 
The effect of errors in the observation of impedance on controlled impedances 
has been presented in Section 6.2. Assuming that the active controller is ideal, 
the implemented impedance with a mic-accr control system depends on the 
desired impedance, the accuracy of the acoustic pressure and velocity 
measurements and the desired filter accuracy. The desired filter can 
compensate for inaccuracy in the pressure and velocity measurements. The 
effect of error from these combined factors has been illustrated with a 
description of the reflection coefficient of an active acoustic absorber. 
Section 6.3 presented theoretical optimum filter solutions for the active controller 
for four variations of reference signal. The use of cone pressure as a reference 
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was discussed in Section 6.3.1. The optimum controller is not realizable for 
desired zero impedances. The use of cone velocity was discussed in Section 
6.3.2. The optimum controller is not realizable for a desired controlled 
impedance of infinity. In both cases the optimum control transfer functions can 
be implemented for other desired impedances assuming that the controller fifter 
has no inherent delay. The use of acoustic pressure measured at some point 
in the duct was discussed in Section 6.3.3. The optimum control filter solution 
is significantly more complicated than that for a reference input of cone pressure. 
However the optimum filter solutions are similar for a desired characteristic 
impedance. The optimum controller is not realizable when the desired 
impedance is zero. The position of the acoustic pressure measurement must be 
considered carefully if the sound field is modal. Finally the use of the electrical 
source signal was discussed in Section 6.3.4. The optimum controller filter has 
the most complicated transfer function. This reference signal will always have 
sufficient energy to drive the active controller. There are no potentially unstable 
loops around the controller as there is no acoustic feedback. The other three 
reference signals cause the controller to be potentially instable as there are 
acoustic feedback loops. 
The theoretical optimum control filter solutions, presented in this chapter, 
indicate that the active controller filter is realizable for definable desired 
impedances. A complete description of the Implementation problems of the 
mic-accr system must also include consideration of the controller stability in the 
presence of feedback loop paths. This was discussed in Section 6.4. The 
stability of the active controller that uses cone pressure as a reference was 
defined in Secfion 6.4.2. The optimum implementabon of this controller was 
shown to be stable for all desired impedances when a defined radiation load is 
presented to the cone of a particular loudspeaker. However, it was shown that 
practical implementations with inherent delays of the typical order of current 
digital systems are only stable when the desired impedance Is equal to or 
greater than the characteristic impedance of air. The k)op stability of the active 
controller that uses cone velocity as a reference was defined in Section 6.4.3. 
The optimum controller Is also stable for all desked Impedances for the same 
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set of conditions. As in the previous case, implementation delays can cause 
loop instability. The value of desired impedance at the onset of instability is 
dictated by the radiation load and loudspeaker parameters. These important 
results show that instabilities can exist with either of these active controllers for 
certain conditions. This original work has established operating envelopes of 
stable controlled impedance for these controller configurations. 
The loop stability of the active controller that uses duct pressure as a reference 
was defined in Section 6.4.4. The implementation of the ideal controller for three 
values of impedance was discussed. The controller can not force zero 
impedance. For near characteristic impedances the controller is only stable over 
broader frequency bandwidths when the impedance is greater or equal to 
characteristic impedance; when the controlled impedance is characteristic the 
control system is "on the edge" of instability. For desired infinite impedance the 
controller is unstable at certain combinations of frequency and spacing of the 
duct pressure measurement for the reference input It was concluded that 
feedback cancellation techniques are necessary for stable control. The effects 
of the feedback path are reduced with feedback cancellation. The optimum 
transfer functions for active controllers based on this technique have been 
described in Section 6.5. If the radiation impedance presented to the controlled 
impedance is complicated, such as the input impedance to a pipe, then the 
impulse responses of the optimum transfer functions are also complicated - this 
is consistent with the literature. The optimum active controller based on 
feedback cancellation with a reference input of duct pressure may have 
non-causal components and therefore might not be fully implementable for 
broad-band signals. 
Two compensation configurations for the adaptive LMS implementation of the 
mio-accr control system have been presented in Section 6.6. One of the 
configurations has stability problems but can converge for certain solutions. The 
other configuration is more stable. Analysis of adaptive controllers in the 
presence of feedback was considered in Section 6.6.3. The definition of a 
general description of the dynamics of the system is not considered possible. 
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Theoretical transfer functions for electro-acoustic paths in the test-rig have been 
described in Section 6.7. These are similar to measured transfer functions but 
are not identical because sound energy losses are not included in the theory. 
The results have implications on the impulse response length of the 
compensation filters required for the stability and convergence of adaptive 
control systems. 
Mazzola's control system for the active control of acoustic absorption has been 
examined in Section 6.8 for the control of a loudspeaker. The optimum 
controller solution indicates that a practical implementation of the system can 
force the cone to have near-characteristic impedance and therefore absorb 
incident sound. An analysis of the feedback loop indicates that this system is 
stable for a defined radiation load and loudspeaker. 
Theoretical active controller transfer functions for a mic-accr and a 2-mic control 
system have been compared in Section 6.9. The optimum solutions are 
identical. This confirms that the active controllers perform the same control task. 
The theory suggests that the convergent behaviour of the two adaptive 
algorithms is identical for the same acoustic noise environment. 
6.11 CHAPTER FIGURES 
The figures referred to in this chapter appear on the fbllovAng pages. 
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Figure 29. A schematic of the mio-aocr method. M and A are factors associated 
with the measurement of pressure p and velocity u. (a) and (b) show different 
variations. 
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Figure 30. The effed of error in the impedance observation on the magnitude 
of reflection coefficleM of an active acoustic absorber controlled by a mio-accr 
system. 
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Figure 31. (a) shows the surface of a bounday of specific acoustic Impedance 
z. excited by normally incident acoustic plane waves. (b) Illustates the 
acoustics at the surface. This arises from the continuity of velocity. 
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Figure 32. Schematic of the pressure & velocity relationship at the surface of 
a loudspeaker cone excited by incident acoustic wave p, and electrically driven 
by voice-coil voltage V. 
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Figure 33. Schematic of the pressure & velocity relationship at the surface of 
a loudspeaker cone excited by incident acoustic wave pi. A feedback path wdsts 
around controller W. 
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Figure 34L The pressure & velocity relationship at the surface of a loudspeaker 
oone excited by incident acoustic wave p,. A feedback path exists around W 
shown by the curved line. 
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Figure 35. Schematic of the cone pressure at the surface of a loudspeaker 
cone excited by incident pressure p, and controller voltage V. Feedback loop 
Around W is shown by curved Nne. - 
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Figure 37. Nyquist plot of W(lw). C(fw) for controller with Ims delay with 
reference p,,, and a KEF B200A loudspeaker for four values of z. Values of 0 
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Figure 38. The pressure & velocity relationship at the surface of a loudspeaker 
cone excited by incident acoustic wave p,. A feedback path exists around W 
shown by the curved line. 
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Figure 39. Schematic of the cone velocity at the surface of a loudspeaker cone 
excited by incident pressure p, and controller voltage V. Feedback loop around 
W is shown by curved line. 
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Figure 40. Nyquist plot of WOW). D(jw) for optimum controller with reference u., 
and a KEF B200A loudspeaker for four values of z. Values of w from 0 to +gn 
1 jo is not encircled: all systems are stable when loop is dosed. 
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Figure 41. Nyquist plot of W(iw). D(jw) for controller with 1 ms delay with 
reference u... and a KEF B200A loudspeaker for four values of z. Values of w 
tom 0 to +coo. UO is enclosed for i-< -1250 Rayls. 
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Figure 42. The pressure & velocity relationship at the surface of a loudspeaker 
cone excited by incident acoustic wave A. The reftrence signal is the. pressure 
In the duct at d metres from the cone 
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Figure 43. The pressure & velocity relationship at the surface of a loudspeaker 
cone excited by incident acoustic wave A. A feedback path exists arcund W 
shown by the curved line. 
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Figure ". Schematic of the cone pressure at the surface of a loudspeaker 
cone excited by incident pressure p, and controller voltage V. Feedback loop 
around W is shown by curved line. . 
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Figure 45. Active controller with cone pressure as reference with feedback 
cancellation filter (a). If cancellation is exact then effective input to G is shown 
in (b). 
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Figure 46. Active controlier with oone velocity as reference with feedback 
cancellation fitter 6 (a). If cancellation Is exact then effective Input to 0 Is shown 
In (b). 
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Figure 47. AcOve controller for duct pressure as reference with feedback 
cancellation filter P (a). If cancellation is exact then eftctive Input to 0 is shown 
in (b). 
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Figure 48. Mic-accr acoustic impedance control system based on the filtered-X 
LIVIS adaptive algorithm. The selection of the reference signal affects system 
performance. 
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Figure 49. Development of the compensation filter for the mic-accr control 
system. (a) shows a typical fiftered-X LIVIS implementation. Mic-accr control 
system (c) has more stable adaptive convergence than (b). 
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Figure 50. Feedback path around the mlo-am control system. (a) shows full 
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Figure 51. Schematic of the laboratory test-rig. Consists of a duct terminated 
at either end by a loudspeaker. Lower diagram shows the mechanical 
components of the terminations. 
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Figure 52. Frequency-domain theoretical specific acoustic input inipedance of 
a5 metre loss-less duct teffninated by a KEF B200A loudspeaker. 
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Figure 53. Impulse responses between cone velocity and voltage applied to 
voice-coil. Upper graph shows theoretical, lower shows measured response 
from laboratory test-rig. 
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Figure 54. Frequency domain magnitude transW funcdon of the relabonship 
between cone vekx*y and voltage applied to voioeý Upper graph shows 
theoretical and lower shows measured response. 
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Figure 55. Time domain impulse responses for the relationship between oone 
pressure and voltage applied to voice-ooil. Upper graph shows theoretical 
response, lower graph shows measured result from laboratory test-rig. 
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Figure 57. Reconstruction filter transfer function used In the laboratory test-rig. 
This measured with MLSSA measurement system. The fifter is Implemented by 
a digital fifter set Nortronics 724, low pass bandwidth 1OOOHz. 
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Figure 58. Impulse responses between cone pressure and vokags applied to 
voioeýil. Upper is theoretk: al response oonvoluted with measured 
reconstruction fifter response, lower is measured result from laboratory test-rig. 
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Figure 59. Frequency domain magnitude of the transfer function between cone 
pressure and voltage applied to voioeýoil- Upper graph shows theoretical 
function fiftered by measured reconstruction filter, lower shows measured 
response. 
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Figufe 60. Magnkude and phase of low pass Mw response. 
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Figure 61. Frequency-domain magnitudeof relationship between cone pressure 
and control voltage. Upper graph shows theoretical result with approximate 
weighting to reduce higher frequencies, lower graph shows measured resuft. 
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Figure 62. Time-domain impulse responses of the relationship between cone 
pressure and control voltage. Upper graph shows theoretical response with 
approximate weighting to reduce higher frequencies, lower graph shows 
measured response. 
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Figure 63. Acoustic absorption control systern after Mmmola applied to 
conventional loudspeaker - schematic in (a), electro-acoustic model in (b). 
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Figure 64. Schematic of the pressure and velocky at the surface of a 
loudspeaker cone excited by incident pressure p, and controller voltage V for 
Mazzola's control system. 
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Figure 66. Identification of feedback path in Mazzola's control system applied 
to conventional loudspeaker - electro-acoustic model with zero Inedent pressure 
(a), redrawn in (b). 
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Figum 66. Nyquist plot for Mazzola's controller acting on a KEF B200A 
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encircled: both rysterns are stable when loop is dosed. 
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systems. The mic-acer system is configured so that the fbrward-paths of the 
two systems are idenfical. 
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7 EXPERIMENTAL IMPLEMENTATION 
7.1 INTRODUCTION 
An active control system for the modification of impedance has been described 
in Chapter 5 and analyzed in Chapter 6. This chapter describes the 
implementation of this control system in the experimental test-rig used in this 
research. 
The acoustic experimentation was performed on an acoustic waveguide at 
frequencies below the plane wave cut-off frequency so that the propagation of 
sound could be considered as one-dimensional. Both ends of the waveguide 
were terminated with a conventional electrodynamic loudspeaker; at one end the 
loudspeaker was used as an acoustic soume and at the other end the specific 
acoustic impedance of the loudspeaker was controlled. The digital adaptive 
control system was implemented on a real-time digital signal processing board. 
Schematics for the laboratory contml system are shown in Figure 25 on Page 98 
and Figure 48 on Page 183. The components of the test-rig are described in the 
following sections. 
Descriptions of the acoustic wavegulde and source are given in Seefions 7.2 and 
7.3. The electro-aooustic components of the controlled impedance are described 
in Section 7.4 and limitations of the transducer measurements are discussed. 
The implementation of the digital control system is described in Section 7.5. The 
stability of the feedback control system is described In Section 7.6. Causal 
constraints that affect the performance of the system for broadband signals are 
described in Section 7.7. The performance of the digital feedback 
implementation of the mic-&= system is discussed In Section 7.8. The effect 
of impedance observation errors on the controlled impedance of the mic-accr 
system is described in Section 7.9. 
7.2 ACOUSTIC WAVEGUIDE 
The acoustic experimentation was performed on an acoustic waveguide so as 
to limit the sound propagation to one-dimension. The wavegulde was 
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implemented with a circular PVC pipe of internal diameter 0.16m. The plane 
wave cut-off frequency is calculated as approximately 1.25kHz from Equation 
6.138 on Page 149. Below this frequency one-dimensional plane waves 
propagate along the length of the duct. The laboratory duct was made of three 
sections of pipe; two 1m length sections and one section of length 3m. The pipe 
was supported by a wood construction (see Figure 68a on Page 237) and the 
three sections bolt together using bolts and wing nuts allowing a total duct length 
of 5m. 
The measurement of the controlled impedance was performed with standing 
wave ratio (SWR) measurements in the duct (theory for SWIR measurements is 
described in Appendix 5 on Page 344). SWIR measurements are performed on 
harmonic waves and require measurement of, (I) the position of the first sound 
pressure minimum from the surface under test; (11) the rms sound pressure ratio 
of the minimum and first subsequent'maximurn swnd pressure points on the 
standing wave acoustic field in the duct; (III) the second maximum sound 
pressure if compensation for duct leakage is required. To facilitate this a 
microphone was mounted on a movable trolley inside the 3m duct section 
allowing pressure measurement in the acoustic field. The trolley was made of 
wood and was moved in the duct with nylon line to find the maximum and 
minimum sound pressure locations along the 3m secOon. The 3m WO of the 
section imposed a lower frequency limit of around 571-lz above which SM 
measurements could be made for any termination impedance. Between 28.51-1z 
and 57Hz the SWIR of termination impedances could be measured If the first 
minimum occurred before the first maximum when moving away from the 
surface. Duct sound leakage could be compensated above 114Hz. Between 57 
and 114Hz duct sound leakage could be compensated for certain termination 
Impedances. Below 57Hz duct sound leakage could not be compensated. 
The laboratory test-rig SWR measurement was compared with an existing 
test-rig facility at the Department of Applied Acoustics, University of Salfbrd. The 
length of the now wavegulde was 5m wherms #* existing wavegulde was 0.8m 
In length - the shorter length of the existing faclky, restricted comparison to 
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frequencies above 16OHz. The existing wavegulde was square in cross-section 
and constructed with 6mm steel walls. Lead-fronted plywood was used as the 
acoustic termination to both waveguides. The thickness of the lead was 1.5mm 
and the backing plywood thickness was 8mm thick. Care was taken to ensure 
that the samples were terminating the waveguides without air gaps. The 
magnitude of the reflection coefficient is calculated from the SWR measurement 
and is shown in Figure 69 on Page 238. The average difference in the 
magnitude of the reflection coefficient between the two test-rigs is 0.8% from 
16OHz to 40OHz. 
A later attempt was made to measure active sound absorption in the waveguide 
by measuring sound intensity with a Nortronics intensity probe. This probe uses 
ultrasonic frequencies to measure sound energy flow. The results were erratic 
and confusing. This was likely to be because of ultrasonic interference created 
in the confined duct space. The use of this intensity probe for test-rig 
measurements was abandoned. 
7.3 ACOUSTIC SOURCE 
The acoustic source, situated at one end of the duct, was Implemented with a 
conventional electrodynamic loudspeaker made by KEF Electronics and 
designated the B200A. This unit is a 200mm plastic-cone loudspeaker which 
has an effective surface area of 0.022M2 which is similar to the cross-sectional 
area of the duct 0.02OM2. Matching the radiating area to the duct area prevents 
compression effects and presents an (appro)drnately) uniform surface impedance 
across the termination when the cone vibrates with piston-like motion. 
This loudspeaker was mounted in a sealed box as shown in Figure 68b on 
Page 237. The design of the sealed box effects the performance of the 
loudspeaker system - for example the. internal box volume affects the 0 of the 
system resonance. Closed loudspeaker box design techniques are presented 
in (63)(64). The internal box volume used for the acoustic souroe was 25 Iltres; 
and the 0 of the system resonance is calculated as 1.0 in Appendix 2 on 
Page 310. The theoretical resonant frequency is MHz. The lower 3dB roll-off 
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frequency is calculated as 52Hz. A theoretical peak of 1.3dB occurs at 92Hz in 
the magnitude frequency response. The reference efficiency of the acoustic 
source is 0.3%. Parameters for the KEF B200A are presented in Appendix 1 
and equations and solutions for the closed box design are presented in Appendix 
2. 
The sealed box internal dimension ratio was 1.6 :I: 0.6, this minimised the 
possibility of overlapping standing wave firequencies in the three dimensions 
(62). All panels were constructed from 20mm thick chipboard. The loudspeaker 
box was bolted to the pipe mounts as seen in Figure 68a on Page 237 so as to 
create an airtight seal. 
7.4 CONTROLLED IMPEDANCE TERMINATION 
The controlled impedance was implemented witli a conventional electrcdynamic 
loudspeaker as discussed in Section 5.3 on Page 92. The loudspeaker and box 
design are discussed in Section 7.4.1. In the control system the velocity and 
pressure at the cone were measured with an accelerometer and a microphone. 
The selection and testing of these transducers is described in Sections 7.4.2 and 
7.4.3. The mass-loading of the loudspeaker cone by the accelerometer is 
described in Section 7.4.2.1. The influence of impedance observation error with 
these transducers on controlled impedance is discussed later In Section 7.9. 
7.4.1 Loudspeaker and Box Design 
The loudspeaker used as the controlled Impedance termination in the laboratory 
test-rig was made by KEF Electronics and designated the B200A. This was 
selected for use because: (I) the surface area is similar to the duct 
cross-sectional area thus, when the cone vibrates with piston-like motion, an 
(approximately) uniform surface impedance is presented over the duct 
termination and compression effects are reduced; (! I) the B200A is an 
inexpensive, well known and established design. Parameters of the KEF B200A 
are in Appendix I. Another KEF B200A loudspeaker was also used as the 
source, see previous Section 7.3. - 
At ths mW of the research a different 8 inch 
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loudspeaker, Peerless model 831483, was used as the impedance termination 
for comparative purposes. This also has a similar surface area to the duct. 
The KEF B200A was mounted in a 25 litre closed box - theoretical acoustic 
specifications for the system are presented in Appendix 2. The box affects the 
total system compliance and damping(see C. band Rbin Figure 20 on Page 85) 
hence the specific acoustic impedance at the cone of the un-driven system. 
This impedance is defined and calculated for this system (assuming the box 
contained only air) in Section 4.3 on Page 76. The initial system had a packed 
box filling of glass fibre to reduce internal standing waves. The box filling was 
found to affect the impedance. The theoretical and measured reflection 
coefficients for the system are shown in Figure 70 on Page 239, and 
corresponding specific acoustic impedance values are in Figure 71 on Page 240. 
The deviation around 125Hz and ISOHz between theoretical and measured 
values were checked and found to due to the box filling. The results for the 
same system without box filling are shown in Figure 72 and Figure 73. The 
theoretical results have different damping from the measured results, adjusting 
the damping in the theoretical model improves the fit but does not provide any 
benefit to this discussion. The box filling affected the natural resonant frequency 
of the system. The results for the system without box filling are preferred 
because of less deviation in the smoothness of the curves. The system was 
subsequently used without box filling. Below the upper test frequency limit of 
50OHz used in this work there was only one internal box mods, calculated at 
357Hz. Effects of this single standing wave on the impedance of the system 
were not considered. 
7.4.2 Accelerometer 
The acceleration of the controlled impedance surface was transduoed with an 
Inexpensive accelerometer manufactured by Knowles Electonics of Burgess Hill, 
UK designated the BU-1771. The active sensor is a ceramic vibration 
transducer, connected to an internal FET amplifier circuit. The manufacturees 
specification indicates a flat frequency response to 2kHz. The low we4ht of this 
transducer (0.28g) was the original selectlon consideration as mawloading of 
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the cone was considered likely. The acceleration measurement of the cone was 
later found to be inaccurate due to mass-loading, see Section 7.4.2.1 on 
Page 210. 
Knowles electronics provide three connection variations with which the signal 
from the BU-1771 is buffered and the internal FET correctly biased: two types 
for higher sensitivity measurements (accelerations of less than 10g) that use 
two- and three-wires; a lower sensitivity three-wire connection for larger 
accelerations. The three connection types were considered for test-rig use. The 
typical accelerations on the KEF B200A cone at lower frequencies (below 
150-20OHz) resulted in distortion in the output signals of the two high sensitivity 
types. The maximum acceleration of the B200A cone is calculated as 
approximately 100g from the force factor 131 and cone mass and the peak coil 
current of 3.8A. The low-sensitivity connection output was less distorted: 2nd 
order harmonic distortion observed in the output of to three-wire high sensitivity 
connection was 20dB more than that of the low sensitivity connection type. The 
three-wire low sensitivity connection was used in the test-rig - here this is called 
the "Type V circuit and is shown In Figure 74 on Page 243. The maximum 
acceleration that can be measured by the accelerometer with this circuit is 
calculated as 1500g at IkHz. This calculation is based on the accelerometer 
sensitivity quoted by Knowles Electronics, 5.6mV/g, and an W biasing voltage. 
A fourth wiring method called "Type 2", also shown in Figure 74, was found 
during the research that gave 20dB gain more than the Type I connection, thus 
reducing noise, with low harmonic distortion. Additional circuitry based on 
standard OP-amp techniques designed during this research to Integrate the 
accelerometer signal, remove dc and provide gain is detailed in Figure 74. The 
phase shift of the Integration circuit was measured as within 2.50 of -90* above 
4OHz - see Table 2 in Appendix 4. The effect of this (small) error is discussed 
later. The circuitry was designed for broadband performance so as to prevent 
additional phase. 
The dust cap of the loudspeaker was initially consklered as a suitable place to 
mount the accelerometer - however the dust cap melmwle! was too soft. Instead 
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the accelerometer was mounted with epoxy resin on the KEF B200A cone at a 
point where the circular dust cap meets the cone (shown in Figure 76 on 
Page 245, this figure discussed later). This position causes possible 
electro-magnetic coupling between the current applied to the voice-coil and the 
accelerometer output voltage. In order to reduce any electrical pick-up the 
hook-up wires were placed at right angles to the voice-coil, and the metal 
accelerometer case was earthed. The metal chassis of the KEF B200A was 
also earthed. After taking these precautions components due to electrical 
pick-up were measured as more than 47dB below the total signal output over the 
frequency range 40-100OHz. Investigation of the effect of the transducer output 
signal from moving in the field of the loudspeaker's fixed magnet found that the 
transducer response was within ± 0.1 dB and ±1 11 of the response outside of the 
magnetic field - this was probably equal to or less than the resolution of the 
measuring equipment. The conclusion from these measurements is that there 
was negligible electro-magnetic pick-up by the accelerometer when mounted on 
the KEF B200A loudspeaker cone. 
The velocity measurement from the BU-1771 accelerometer and associated 
electronics was tested by comparison with a Broel and Iqwr (B&K) 4374 
accelerometer and 2635 charge amplifier. The 4374 was secured with 
double-sided tape on top of the BU-1771 mounted on the KEF B200A oone. The 
2635 charge amplifier was set to velocity measurement with a band-width of 1 Hz 
to 30kHz. The loudspeaker was driven with a maximum length sequence from 
the MLSSA measurement system and radiated into the laboratory space. The 
velocity transfer function between the KnowlesMp-amp circuitry and the B&K 
setup is shown for Types I and 2 in Figure 75 on Page 244. The results have 
not been normalised, the Type 1, and 2 magnitude responses are within 1dB 
over most of the range 50-50OHz. Type 1 is seen to have better phase 
matching with the B&K setup than Type 2- within :j 10" whereas Type 2 has a 
maximum 2211 difference from the WX setup near MHz The phase error 
caused by the test-rig integration circuitry (< 2.50, woo earlier in this section) is 
a small component of the phase deviation from to B&K velocity measurement. 
The velocity measurement differences affect the mio-accr system impedance 
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control performance - this is discussed later in Section 7.9. Figure 30 on 
Page 165 shows that when implementing an ideal active absorber (for which 
magnitude of reflection coefficient IRI= 0) differences in measurement similar 
to the differences between the Type 1 and Type 2 Knowles setups and the B&K 
setup could cause the actual IRI to be up to 0.18. If the B&K setup is assumed 
to be accurate then Type 1 is more accurate than Type 2; however the choice 
of which connection type to use in the mic-accr system is later made by 
observation of the performance of the controlled impedance. 
The accelerometer was found to mass-load the cone. This is described in the 
following seefion. 
7.4.2.1 Mass-loading 
The moving mass of the KEF B200A loudspeaker cone is quoted by the 
manufacturer as 24.0g. The relatively low weight of the Knowles BU-1771 
accelerometer, 0.28g, might intuitively be assumed to have lift effect on the 
cone vibration. However, the weight of the cone material in contact with the 
small mounting area taken by the accelerometer, about 0.5% of the total cone 
surface area, is about 0.1g. The transducer significantly changes the mass at 
thislocation. The effect of this 'mass-loading' is that the vibration at this location 
may be modified. Therefore the velocity may not be the same as at other 
locations on the previously piston-Ike cone and then ft measurement will not 
fully describe the cone velocity. This section presents a description of the 
'effective mass' at a location on an infinite panel after Smith (65). However, the 
effect of the mass loading on vibration at other parts of the cone can not be 
deduced from this analysis. Measurements from the test-rig are used to show 
that the accelerometer alters the vibration of the cone. 
The f6rcei'velocky response seen at an excitation point on a large plate varies 
Wth frequency when vibrated transversely and can be calculated by assuming 
an infinite plate of thickness h, modulus -E, density p and Pohmn's ratio y. Al 
the driving point the fbrce/velocity response Is given in Equation 7.1 reproduced 
from (65). 
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12 . ph 
7.1 
Since acceleration is the product of velocity and frequency, the 'effective mass' 
, seen at this point M. is given by F=M. w v, and so the effective mass is 
described by Eq. 7.2. 
Me = 
SO I Ep 1,91 7.2 
w 12 (I-yý 
Ideally the mass of the transducer should not be more than about 5% of the 
effective mass to prevent mass-loading (65). 
Calculation of the effective mass of an infinite panel made of KEF B200A cone 
material is made from Eq. 7.2. The cone has h=0.66mm and P= 1640 kg/m*. 
As the values of E and y are not known, estimates are used here. The typical 
value of y of many materials is around 0.3, and E is typically between I x10'11 and 
WO"Pa for most materials. It is illustrative to assume that Poisson's ratio for 
the material is 0.3 and the Young's modulus is the highest possible value (E = 
WWI - this reveals the highest value of 1111, For time values Eq. 7.2 gives M, 
= 4,1 1 w. The BU-1771 is 0.28g in weight, additional accelerometer securing 
material (such as blutack, epoxy resin) can be 0.5g. This simple calculation 
shows that below 81 Hz the mass of the accelerometer is less than 5% of the 
effective mass. Above this fr"uency mass-loading occurs. This calculation is 
based on a optimistic value for E, so mass4oacflng of thos cone material by the 
Knowles BU-1771 is clearly likely over all frequencies used In the experimental 
test-rig (40-50OHz). This conclusion assumes that the panel has infinite 
dimensions and has no other loading. 
The accelerometer mounting location and the KEF B200A cone can not be 
considered to be the same as in the previous analysis. The cone material is 
also stiffer at this specific position because of the cone shape, see Figure 76 on 
Page 245. The effects of mass-loading are harder to analyze. However, simple 
measurements can be used to determine if mass-loading occurs. 
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An experimental attempt to observe mass-loading was made. With one BU-1 771 
secured at a position on the join between the dust cap and cone, a second 
BU-1771 was attached using blutack at various locations around the cone and 
the velocity responses were compared. The second accelerometer and securing 
blutack weighed 0.8g. The second accelerometer locations are shown in 
Figure 76 on Page 245 by the * symbols and codes An, Bn and Cn. Velocity 
transfer functions were made between the fixed accelerometer and the second 
accelerometer at these locations, these are shown in Figure 77, Figure 78 and 
Figure 79 on Page 246-Page 248. 
The first of these figures, Figure 77 on Page 246, shows measured velocity 
transfer functions between the second and first accelerometers, here called the 
reference, for the second accelerometer positioned: (1) on top of the first 
accelerometer - this was a "control" test to verify later measurements; (ii) at two 
other locations A2 and A3 depicted in Figure 76 on Page 245. The first transfer 
function (the solid line) exhibits some deviations above 30OHz that may be due 
to the use of blutack to attach the second accelerometer. Below 30OHz the 
magnitude and phase are within ±0.5dB and ±30 - therefore the two 
accelerometers produced similar velocity measurements at this single location. 
The results are discussed hereafter only for ftequencies below 30OHz. At the 
two other locations the transfer functions are different between 230 and 28OHz. 
At frequencies such as these the cone, without transducers, is considered to 
have piston-like motion. However, the velocity measurements were different, 
this is believed to be due to mass-loading of the cone by the accelerometers. 
Below 20OHz the velocity measurements were similar. Figure 78 shows the 
velocity transfer functions for the second accelerometer locations BI to B4. A 
damped resonance is seen at around 20OHz. Figure 79 shows results for when 
the second accelerometer locations were at the edge of the cone C1 to C4, the 
resonance is seen to have dropped to 15OHz and the mass-loading affected the 
magnftude and phase from 50Hz upwards. N the KEF 6200A cone (without 
accelerometers) is assumed to vibrate'as a uniform piston below 30OHz, then 
these results show that the accelerometers mass-load the KEF B200A cone. 
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It is therefore likely that there will be errors in the observation of surface velocity 
with the reference accelerometer. The similarity of the responses below 20OHz 
in Figure 77 suggests that there is less mass-loading at lower frequencies when 
the accelerometers are positioned where the dust cap meets the cone than at 
other cone positions - this may be because of the extra stiffness of the cone 
shape. It is not possible to quantify the absolute measurement error of a single 
accelerometer from these results unless gross assumptions are made. For 
example, if one signal is assumed to be an accurate representation of the 
velocity of the un-loaded cone then the other signal quantifies the velocity 
measurement error. Clearly, this will produce dubious conclusions on the real 
behaviour. In the absence of a better method of measuring velocity at discrete 
points over the cone, such as laser velocimetry (51), it is only possible to 
conclude that mass-loading occurs with the Knowles BU-1771 mounted on the 
KEF B200A cone, the vibration at some locations on the cone may be less 
affected. 
7.4.3 Microphone 
A low-cost lightweight microphone manufactured by Sennhelser was selected for 
use in the test-rig. The microphone model number is KE4-21 1. This 
microphone is a low noise omnidirectional design with an integral FET amplifier. 
The microphone capsule is cylindrical with a diameter of 4.7mm and length of 
4.2mm. The capsule weighs 0.31g. The capsule has a single hole for acoustic 
energy to reach the diaphragm. In the test-rig themicrophone FIET was biased 
and the output signal buffered by, circuitry shown in Figure 80 on Page 249. 
Two locations for instrumenting the acoustic pressure at the surface of the cone 
were considered: (i) position the microphone capsule dose to the cone surface 
-a "rigidly mounted mid"; (ii) secure the microphone capsule on the cone -a 
"cone mounted mic! '. The first location was achieved by rigidly mounting the 
microphone at the centre of a spider of fbur stiff mew wires in a 'mate panel' 
shown in Figure 68 on Page 237. The miq diaphragm faced the loudspeaker 
dust cap. The capsule face was at a, didanoo of 5mmftom the stationary cone 
posklon. This did not affect noffnal cone excursions - ft lirmw peak excursion 
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of the KEF B200A cone is 3mm. The mic spacing from the cone corresponded 
to a 2.6" phase shift at 50OHz - for an ideal active absorber this pressure 
measurement error corresponds to a small error in IRI of around 0.02 (from 
Figure 30 on Page 165). The second location reduced the distance from the 
cone to the microphone by mounting the capsule on the cone. However, the 
motion of the cone then moved the capsule body with the possibility of exciting 
the diaphragm. The output signal would then have contained a component 
corresponding to the capsule acceleration. To reduce this component the 
capsule was mounted side-on to the cone in the circular groove between the 
dust cap and cone with double-sided tape. There was also the possibility of 
inductive coupling from the voice-coil and eloctro-magnetic effects from moving 
the capsule in the field of the loudspeaker magnet. The effect of these 
components was quantified by sealing the capsule acoustic hole with blutack so 
that the microphone output signal contained little or no pressure component and 
then applying harmonic signals to the loudspeaker voice-coll. The microphone 
output signals were often below the noise floor of the microphone/buffer circuitry 
and those that could be observed were typically 38-5OdB below the signals 
measured with the mic; capsule acoustic hole uncovered. These tests showed 
that this mounting method caused little microphone response to any of these 
mechanisms. 
The measurement of pressure of the Sennheiser microphones and OP-amp 
circuitry was checked by comparison with a Broel and Kjoer model 4135 Y4" 
microphone and a B&K measurement amplifier. For each of the tests the 4135 
was positioned within 5mm of the Sennheiser microphone under test in front of 
the B200A cone. The loudspeaker was driven with a maximum length sequence 
from the MLSSA measurement system and radiated Into the laboratory space. 
Transfer functions between the rigkHy mounted and cone mounted Sennheiser 
KE4-211 microphones and the B&K microphone are shown in Figure 81 on 
Page 250. The rigid mic (positioned in the mate panel) has a poorer response 
than the cone mic used on the surface of the core - the cone mic has a 'flattee 
magnitude response. With norm alised magnitude the rigidly mounted 
microphone is within i 1.5dB and the gone mounted microphone is within *1 dB 
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of the B&K microphone. Both microphones have sloping phase responses of 
around ±150 compared with the B&K mic. The Sennheiser microphone 
responses are within 2dB and 1011 of each other over most of the frequency 
range 50 to 50OHz. 
The transfer function between the surface microphones was measured to show 
Merences in the response at the two positions - on the mate panel, and on the 
cone surface. Figure 82 on Page 251 shows two transfer functions between the 
rigid mic and the cone mic. The 'uncorreded' measurement shows dtfferences 
of up to 2dB and 100 between the two pressure measurement locations. The 
'corrected' version which compensates for the two microphones dtfferent 
responses (the dtfference between the two curves in Figure 81) reveals that the 
two positions produce pressure measurements that are within : kIdb and *10*. 
The responses of the two Sennheiser microphones are within ±1.5dB and ±15* 
of the B&K microphone pressure measurement. The pressure measurement 
differences affect the mic-accr system Impedance control performance - this is 
discussed later in Section 7.9. Figure 30 on Page 165 shows that when 
implementing an ideal active absorber (for which magnitude of reftction 
coefficient JR1 = 0) differences in measurement similar to the Maximum 
Merences between the rigidly and cone mounted Sennheiser setups and the 
B&K setup could cause the real IRI to be up to 0.15. The choice of which 
connection type to use in the mic-accr system Is later made by observation of 
the performance of the controlled impedance. 
7.5 MIC-ACCR DIGITAL ADAPTPVE CONTROL SYSTEM 
This section describes the implementation of the mio-accr digital control system 
for the laboratory test-rig. A fundamental description of the system has been 
given in Chapter 5 on Page 90 where schematics of the adaptive control (shown 
in Figure 27 on Page 100 and Figure 28 on Page 101) are described. 
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The real-time digital adaptive control system was programmed with assembly 
code and run on a floating point digital signal processor made by AT&T and 
designated the DSP32C. Loughborough Sound Images Ltd., Loughborough, UK 
manufacture a development board for the IBM PC that uses the DSP32C 
processor and provides analogue to digital (A/D) and digital to analogue (D/A) 
conversion. The use of this development board, named "LSI DSP32C System 
board", is described in Appendix 3 on Page 314. Extra A/D convertors were 
provided on an additional board named "PC/Stereo board". A schematic for the 
control implementation is shown in Figure 124 on Page 325. This schematic 
shows the mic-accr control system with the reference A/D converter, DSP32C 
INA, sourced from upstream pressure in the duct (changing the signal to 
DSP32C INA allowed the system to be configured either as feedback or 
feed-forward, see Section 6.3 on Page 105). The two adaptive filters W and R 
were updated by LMS algorithms with update gains of a and. 8 respectively. For 
a non-recursive fiftered-X LMS implementation P was set to zero - the output of 
filter R was then always zero. The control signal was converted by D/A 
converter DSP32C OUTB and then fiftered by a reconstruction filter, see Section 
7.5.1, and amplified by an audio power amplifier before being fed to the 
loudspeaker. The error signal, 9(k) was calculated by filtering the signal from 
PC/Stereo INA through the desired filter H and subtracting the signal from 
PC/Stereo INI3. 
The design of the two compensation filters, C in Figure 124, that improved the 
stability and convergence of the adaptive system has been described in Section 
6.6 on Page 139 with reference to Figure 49c; on Page 184 . Typical transfer 
functions in the test-rig have been presented in Section 6.7. When designing the 
filter coefficients the practical implementation measured impulse responses with 
the control system turned off - this is known as "off-liner modelling. Pulses were 
injected into the control signal output and the two electro-acoustic path impulse 
responses of A and B in Figure 49c were measured and averaged separately 
to give impulse responses <A> and <8> (digital, pulses were sent. to DSP32C 
OUTS in Figure 124 and signals from PCIStwoo INA, and PC/Stereo INS were 
measured and averaged). The impulse response of <A> was convoluted with 
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the desired impedance fifter response H and then subtracted from the response 
<B> to create a single impulse response. The coefficients for the two FIR 
compensation filters C were directly programmed from this response. 
Figure 124 also shows the user selected feedback cancelation filter F used to 
improve loop stability in the control system when the reference signal was taken 
from measures of pressure or velocity (loop stability problems have been 
described in Section 6.4 on Page 117). This FIR fifter was designed before the 
adaptive controller was started (designed "off-line") by measuring the impulse 
response of the feedback path from DSP32C OUTS to DSP32C INA, and 
directly programming the filter coefficients from the response. 
The processes for feedback cancellation and compensation fifter design were 
software driven in the practical control system and were observed to produce 
filters of sufficient accuracy for the stability and convergence of the adaptive 
system. The analogue signals that are sampled by the digital system must have 
sufficient voltage so that the analogue to digital conversion provides sufficient 
resolution. The analogue signals in the test-rig were adjusted to provide 
sufficient level and the desired impedance filter (H In Figure 124) then set with 
the correct coefficients for the desired impedance. 
The digital implementation of the mic-accr method on a digital signal processor 
had significant advantages over analogue implementation fbr the laboratory work 
perfbrmed for this thesis: 
(i) Software control of the desired filter H was more flexible than 
implementation of a corresponding analogue filter in hardware, 
especially when frequency-dependent Wnpodances were desired. 
(ii) The desired fifter fbr ideal acoustic absorption ( Zd = p0c ) was a 
simple implementation of a single multiplication. This was very easy 
and efficient to Irnplement with the digital- signal processor. 
A; f , 
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(iii) The selection of the two mic-accr method variations (see 
Figure 26a and Figure 26b) can be software controlled. 
(iv) The control system used adaptive digital control processes based 
on the mic-accr method (see Chapter 5) that automatically designed 
the control fifter coefficients. 
7.5.1 Anti-allasing and Reconstructon Filters 
'Aliasing' occurs when sampling data that contains components that are higher 
in frequency than half the sampling frequency. When sampled these higher 
frequency signals are modulated to frequencies below the sampling frequency. 
Aliasing can be prevented by removing the higher frequency components with 
filters before sampling. Anti-aliasing filters are generally set to remove signals 
higher than half the sampling frequency, and are of high order to maximise 
frequency band-width. The phase imposed on the sampled data was not 
desirable in the test-rig as this would have constituted observation error of the 
transduced pressure and velocity of the controlled surface. The DSP32C 
System board and PC/Stereo board had fburth-order anti-allasing analogue 
filters and these were set to I OKHz with Butterworth characteristic to minimise 
phase shift over the intended control frequencies of below 50OHz. The 
possibility of allasing distortions occurred for frequencies between I. SkHz and 
1 OkHz - however efforts were made to ensure that the laboratory test-rig signals 
did not contain these frequencies. 
'Reconstruction' filters are used to remove the "digital steps" from output 
produced by D/A conversion. The control system produced a control signal 
output that contains such steps. These were removed by a linear kwi-pass filter 
P. s the additional frequencies were undesirable. The control signal was 
reconstructed with a seventh order digital low-pass filter that rolls off above I kHz 
as shown in the measured transfer function Figure 57 on Page 102. Over the 
test ftnequencies this had an approximately linear phase shift with ff radians near 
5001-1z. The compensation filters included this phase shift thus allowing 
convergence of the adaptive control system. 
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7.6 STABILITY OF MIC-ACCR FEEDBACK DIGITAL CONTROL SYSTEMS 
The loop stability of the fixed active controller has been examined in Section 6.4 
on Page 117. The complicated dynamics of the adaptive system in the presence 
of feedback have been discussed in Section 6.6.3 on Page 143. This section 
discusses the stability of adaptive feedback control with measurements from the 
experimental laboratory test-rig. Loop instability was observed with the two 
feedback control strategies for dfferent desived impedances (these strategies are 
distinguished by choice of reference signal as discussed in Section 5.2 on 
Page 90). The experimental work shows that it is necessary to stabilise the 
feedback loop for certain desired impedances. 
7.6.1 Observation of Loop Instability 
The feedback control systems can be unstable because of feedback loop paths 
around the controller - see Section 6.4 on Page 117. Experimentation near the 
onset of instability observed "bursting" and erratic output. This section describes 
an experiment that illustrates these problems. 
The laboratory test-rig was set up for active impedance control with a digital 
feedback adaptive control system based on the mic-acer technique -a schematic 
is given in Figure 83 on Page 252. The control system modified the Impedance 
of the loudspeaker at the left hand termination of the 5 metre wavegulde (the 
"controlled loudspeaker"). Acoustic signals were generated by the loudspeaker 
at the right hand termination (the "source"). The source was elecbically driven 
by a 250Hz sinusoid. The control system measured the pressure at the cone 
(I'p.. ý') and cone velocity ("u. ý') and calculated the real-time error signal by 
comparing the measured velocity with the cone velocity that would have 
occurred with a desired impedance set by filter H. The adaptive filtered-X LIVIS 
algorithm attempted to minimise this error by adjusting the weights of the linear 
TIR filter (p linear combiner) that generated the control signal to modify the 
dynwnk* the cone. The FIR filter contained 16 taps with a control system 
- samplirV bv4uency set to 300OHz. The control system reference signal was 3-1 
to preýist the surface of tim cone in the waveguide. The adePtive 
conbaillik 1`0 no feedback cancellation in this experiment. The filter H was SM 
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for a desired impedance of near-. *, c and the control system was on the verge 
of instability. The adaptive update speed of the controller was set by the update 
gain value "alpha". This experiment studied the convergence of the adaptive 
control system by observing the error signal for different values of alpha. 
The upper graph of Figure 84 on Page 253 shows a plot of the adaptive control 
system error for alpha set to 0.05. The x-axis shows time in milliseconds and 
the y-axis is the sampled amplitude of the error measured with an ONO-SOKKI 
CF-360 data analyzer. After the start of the adaptive controller, the system 
converged in approximately 100msec to the minimum error observed over the 
rest of the plot. A stable adaptive control system would hold this value of 
minimum error, however "bursting" in the error amplitude started to occur. The 
delay between each distinct burst increased as the bursting level decreased and 
the error settled on an approximately steady non-zero error value between 3000 
and 5500msecs. The adaptive control then went unstable at 5800msecs. 
The next observation was for alpha set to 0.0005 and is displayed in the lower 
graph of Figure 84 on Page 253. Reducing the update gain slowed the adaptive 
convergence. As for the previous gain, the controller initially converged to the 
minimum error but took approximately 300msec: to do so. Bursting in the error 
amplitude then started to occur until the error settled on an approximately steady 
non-zero error value at 35OOmsecs. At 4600msec bursting of the error 
recommenced but with a different burst period. The adaptive control system 
eventually went unstable. 
The next observation was for alpha set to 0.0001 and is displayed in the upper 
graph of Figure 85 on Page 254. Reducing alpha further slowed the controller 
convergence; initial convergence to the minimum error occurred over 
approximately 1200msec. Bursting in the error amplitude then started to occur. 
The adaptive control system eventually went unstable. 
The final observation was performed for alpha set to 0.00005 and is displayed 
in the lower graph of Figure 85 on Page 254. The initial oonvergence then took 
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approximately 1700msec. Bursting in the error amplitude then started to occur. 
The adaptive control system eventually went unstable. 
Reducing the adaptive update gain of the feedback control system slowed the 
adaptive convergence as to be expected. This indicated that the adaptive 
algorithm was attempting to converge correctly. However, as the controlled 
impedance became close to the desired impedance the feedback of the output 
to the input of the adaptive control system caused loop instability. This 
behaviour was practically observed with the bursting in the adaptive control 
system error; when the feedback loop went unstable the error level went up, so 
the adaptive control system converged to reduce the error level. This became 
a periodic process with the convergent speed of the adaptive algorithm affecting 
the period of bursting. The system went unstable when the adaptive algorithm 
could not converge. This behaviour illustrates the implementation problem of 
stability of the adaptive feedback mic-accr control system: for this desired 
impedance the feedback around the adaptive system causes instability and the 
adaptive system is not able to converge to a solution that allows overall system 
stability. In order to stabilise the convergence when controlling 
near-characteristic impedances the gain of the feedback loop must be reduced. 
In this experiment the adaptive algorithm adapted the weights of a linear 1 6-taP 
FIR filter. However, these observations show that the adaptive feedback system 
can actually behave non-fineady, the system was excited with a single ftequency 
harmonic signal and in response generated other frequencies during bursting. 
This indicates that a correct mathematical description of the dynamics of the 
error signal may contain non-linear components-of the input excitation. 
The observations presented in this section were from a feedback control system 
that used the cone pressure as reference input. Similar laboratory observations 
were made when using the cone velocfty as the reference for different values of 
desired impedance. 
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7.6.2 Feedback Loop Stabilisadon 
Section 7.6.1 demonstrated that the mic-accr feedback control system had loop 
stability problems when forcing desired near-characteristic impedances. 
Techniques for the reduction of the effects of the feedback path are described 
in Section 3.8 on Page 53. This section describes the observation of increased 
stability of the adaptive system using these techniques. 
7.6.2.1 Recumive fiftred-U adaptive algorithm 
The first attempt at stabilising the feedback loop was perl'brmed by replacing the 
non-recursive filtered-X algorithm with the recursive filtered-U algorithm 
described in Section 3.7 on Page 50. The filtered-U algorithm can generate 
poles in addition to zeros and this feature has been suggested. by other 
researchers to help in the control of feedback loops in active acoustic control 
systems - see Section 3.8 on Page 53. An experiment which illustrated the 
increased stability of the control system when using the recursive filtered-U 
algorithm is described in this section. 
A measurement was made of a "bursting" instability and is shown In the upper 
plot of Figure 86 on Page 255. This case was for a mleaccr fiftered-X LIVIS 
control system with a reference input of cone pressure forcing a one-dimensional 
impedance of near characteristic impedance for a 1OOHz normally-incident 
harmonic plane wave. A schematic of the laboratory test-rig is presented in 
Figure 83 on Page 252 and has been described in Section 7.6.1. The adaptive 
FIR fifter had 14 taps and the update gain was set to 0.00001. Figure 86 shows 
the mean-square-error of the control system against time. The adaptive system 
reduced the error to a stable level after about 30 seconds but during the 
convergence the error was seen to "bursf'. VlAthout any stabillsation fdr the 
feedback loop the control system was dose to Instability. - The bursting was 
reduced by replacing the non-recursive fUtered-X algorithm with the recursive 
fiftered-U algorithm for the same laboratory conditions. Stability was enforced 
for this case as shown in the lower plot in Figure 86 on Page 255. Careful 
adjustment of the control system was made to observe these results. For stable 
convergence the number of poles and zeros in the recursive control filter were 
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adjusted and the update gains of the 14 tap non-recursive and 8 tap recursive 
adaptive sections (a and 0 in Figure 124 on Page 325) were given different 
values of 0.00001 and 0.001 respeclively. 
These observations required careful setting of the filter coefficients and update 
gains. It is, therefore, concluded that these results provide no basis to suggest 
that the algorithm would be stable for other desired impedances with other noise 
signals in different acoustic environments. 
7.6.2.2 Feedback cancellation 
A more general solution is achieved by using the fiftered-X LIVIS algorithm with 
Feedback cancellation. 
Feedback cancellation has been successfully used by other researchers for the 
stabilisation of active acoustic control systems, see Section 3.8. The mic-accr 
feedback control systems (using either cone pressure or cone velocity as 
reference input) were successfully stabilised with a fixed "off-line" modelled 
feedback cancellation filter in conjunction with an LIVIS adaptive controller filter. 
The required filter solutions for optimum control have been described in Section 
6.5 on Page 133. The digital implementation is described in Section 7.5 on 
Page 215. The feedback cancellation was user selected in the control system 
by a software-controlled switch. This alkwmd quick assessment of uncontrolled 
loop stability with the cancellation turned off and the stability with the fixed 
feedback cancellation turned on. 
An experimental measurement was made of the mio-accr control system forcing 
a desired characteristic impedance at the termination of the 6m waveguide. The 
reference input was cone pressure. The incident wave was a 250Hz sinueold. 
The fiftered-X LIVIS algorithm adapted an 8 coefficient linear combiner sampling 
at 3kHz with an update coefficient a, of 0.01. The measured error signal of the 
controller without and with feedbim* is presented in Figure 87 on 
Page 256. In each case the control sydwn was started at I sec. Without 
feedbax* cancellation the controllw was not able to converge; ffm error signal 
Chapter 7. Experimental Implementation Page 224 
was seen to burst because of the instability of the feedback loop for this desired 
impedance - see the upper plot of Figure 87 (bursting has already been 
described in Section 7.6.1). With a feedback cancellation filter of 512 taps, the 
controller converged and the error became small - see the lower plot of 
Figure 87. SWR measurements were made for the converged controller with 
feedback cancellation. The magnitude of the controlled impedance was 407 
Rayls with phase 0.06 radians. This corresponds to a sound absorption 
coefficient of 0.97 - the uncontrolled value was 0.2. The use of feedback 
cancellation therefore allowed a high degree of active sound absorption of the 
acoustical signal. 
The problems of fixed feedback cancellation, described in reference (2), are 
reproduced here from Section 3.8 on Page 53: (i) this approach may be 
inefficient as feedback path may have a long impulse response, thus requiring 
a mathematically complicated cancellation filter; (ii) if the fifter does not exactly 
match the feedback path the potential for an unstable loop still exists; (iii) the 
feedback path may be time-variant, thus repeated off-line modelling of the path 
may be necessary. These problems are now discussed for the mic-accr 
laboratory test-rig system : (i) the control system was implemented on a digital 
signal processing chip. The dig! W control system had adjustable sampling 
frequency - sampling at 3kHz was suitable for the plane wave bandwidth of the 
wavegulde used in the test-rig. The impulse response of the feedback path in 
the waveguide was less than 0.2 seconds - the cancellation filter was found to 
be easily implernentable, with an FIR coefficient length of not more than 512 taps 
for a sampling frequency of 3kHz; (0) the modelling of the feedback path in the 
test-rig was usually of sufficient accuracy to be experimentally successful at 
stabilising unstable loops; (Ifi) the modelling of the4eedback path in the test-rig 
waveguide with a single off-Urn measurement was of sufficient accuracy to allow 
successful control system convergence for nearly all cases. Generally, these 
problems were not found to affect the implementation of the mio-accr control 
system in the laboratory system. However, occasionally On controller would be 
unstable with feedback tion for certain spotIniquencles - an example is 
mentioned in Section 7.8. This problem was compounded by the higMy reactive 
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nature of the feedback path caused by the duct radiation load in the 
experiments. The application of the mio-accr feedback control system to 
non-laboratory acoustic situations may require further consideration of these 
potential problems. 
7.7 CAUSAL CONSTRAINTS ON DIGITAL IMPLEMENTATION OF THE 
MIC-ACCR SYSTEM 
The active controller fifter, shown in Figure 25 on Page 98, can either be 
implemented with analogue or digital signal processing techniques. The use of 
a digital filter introduces delay in the control system response because of the 
finite instruction rate of the processing element, sampling delays in the data 
convertor systems and large group delays through high order anti-aliasing and 
reconstruction fifters. This section discusses the effect of this delay on the 
control system with reference to results from the laboratory test-rig (31). 
The effect of the overall delay in the control path on the controlled performance 
is different for the feedback and feed-fbrward implementations that occur with 
selection of the control filter reference signal. Selection of the reference signal 
is discussed in Section 5.2 on Page 91. If the reference signal is selected so 
that the system is feedback then the control filter must act as both a filter and 
predictor for correct control of broad-bond noise. In order for the controlling fifter 
to be realizable, it must have an impulse response which is causal - it Is not able 
to compensate for the delays by introducing an equal advance component. The 
presence of pure delays in the control loop of the feedback system therefore 
causes a causal constraint on the controlled performance. Experimental results 
are presented which illustrate the causal constraint and further illustrate a 
practically useful relationship between an easily measured property of the 
Incident pressures autocorrelation function and the expected performance of the 
actively controlled impedance. 
Although it is not possible to introduce an advance Into the response of a 
physical filter, it is possible to derive. the input signal to the controller from a 
point in the duct d Ms"S uP*eam. of the active termination. The Incident 
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pressure component of this upstream pressure is advanced by d/c seconds (the 
controller has adopted a partially feed-forward structure). If the delay inherent 
in the control loop is T seconds then the total equivalent delay in the system with 
upstream pressure sensing is (T-d/c) seconds - it is possible to eliminate all of 
the delay if the upstream microphone is far enough away from the cone. This 
has been experimentally examined and results to support this are presented 
here. 
A schematic that details the laboratory control system is shown in Figure 88 on 
Page 257. The control system modified the impedance of the loudspeaker at the 
left hand termination of the 5 metro waveguide (the "controlled loudspeaker"). 
Acoustic signals were generated by the loudspeaker at the right hand 
termination (the "source"). Both loudspeakers were B200A models from KEF 
electronics. The source was electrically driven by a one octave band of pink 
noise, centred on 20OHz, which generated 11 OdB SPL at the controlled cone. 
The control system instrumented the pressure at the cone C'p. ") and cone 
velocity ("u. ") and calculated the real-time error in cone velocity by comparing 
the measured velocity with the cone velocity that would have occurred with a 
desired impedance of pc set by filter H. The adaptive LIVIS algorithm attempted 
to minimise this error by adjusting the weights of the linear FIR filter that 
generated the control signal used to modify the dynamics of the cone. The FIR 
filter contained 128 taps with a control system sampling frequency set at 
300OHz. The maximum possible delay in the impulse response of the FIR filter 
was 42 msec (corresponding to the time taken for an acoustic signal to 
propagate across a distance of approximately 14 metres). 
The control system used a microphone to measure pressure ("p, ") in the 
waveguide for the reference signal. This "reference microphone" was positioned 
at increasing distances away from the cone and the performance of the adaptive 
control system was measured by observing the mean square of the velocity 
error. At each reported position, the average mean square velocity was taken 
from thirty two, 45 seconds evolutions of the adaptive controller. The adaptive 
controller needed the feedback cancellation filter fo r adaptive stability. The filter 
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was re-designed at each position of the reference microphone by measuring the 
feedback path before the adaptive controller was started. The experiment also 
observed the autocorrelation of the pressure at the cone. 
Figure 89 on Page 258 shows a plot of the normalized averaged mean square 
velocity error for this control system, as a function of the spacing from the cone 
to the reference microphone. The velocity error in implementing the z--poc 
termination is seen to hold roughly constant value until the reference microphone 
distance increases to approximately 25cm, after which point the error decreases. 
The delay in the control path was measured as 1.3 msec (corresponding to the 
time taken for an acoustic signal to propagate across a distance of 
approximately 45cm). Also shown is the maximum absolute value of the incident 
pressure's autocorrelation function for lag greater than the effective delay 
(T-d/c). Experience has shown this parameter to be reasonable well correlated 
with the norm of the optimum controller's impulse response vector and, 
consequently, with the coherence between the actual and predicted cone 
velocities. According to this empirically observed relationship, the optimum 
mean squared velocity error in the implementation of a desired impedance is 
described in Eq. 7.3. 
E[ 7.3 
Equation 7.3 shows that the causal constraint can effectively be removed by 
increasing d, when the system becomes a pure feed-forward controller. 
Equation 7.3 also reveals that a pure feedback system (d=O) can estimate a 
desired impedance to an accuracy which can be predicted If the autocorrelation 
function of the incident pressure signal is known. 
The laboratory experiment was not able to directly measure the controlled 
impedance at the cone because of the use of noise as the Incident pressure. 
SWR measurement works with sinusoldal signals fbr which there Is no causal 
constraint on the controller (Eq. 7.3 reveals that the optimum mean squared 
error of the controller has no causal restriction with sinusoidal signals). It is 
possible to calculate the theoretical magnitude of the reftcdon coefficient from 
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the real and imaginary parts of the velocity error as in Section 6.2 on Page 102. 
However the experiment observed the mean squared velocity error and not the 
real and imaginary parts, so theoretical calculation of the reflection coefficient 
can not be made. 
7.8 PERFORMANCE OF MIC-ACCR FEEDBACK CONTROL SYSTEM 
The previous two sections have described the stability and causal constraints of 
the digital feedback mic-accr adaptive control system. This section discusses 
the controlled impedance performance - the ability of the system to correctly 
force a desired impedance. 
The laboratory implementation of the digital feedback mic-accr control system 
has been observed to force real impedances for normally-incident sinusoldal 
plane waves from 50Hz to 5001-1z. Impedances that were much larger than 415 
Rayls, required cone pressure as the reference signal. Impedances that were 
much less than 415 Rayls required cone velocity as the reference signal. Both 
methods forced characteristic impedance when the feedback loop was stabilized 
with feedback cancellation. The adaptive convergence for these conditions was 
stable. Without feedback cancellation the feedback control systems were 
unstable when attempting to force certain values of desired impedance because 
of feedback loop instability. Theory for the controller stability has been 
presented in Sections 6.4.2 and 6.4.3 - if there is a delay in the controller then, 
in both cases, the stability depends on the radiation load, the natural specific 
acoustic impedance of the loudspeaker under control and the desired 
Impedance. The experimental stability of the controller, outlined in Figure 83 on 
Page 252, was observed for sinusoidal incideirit waves as a function of controlled 
Impedance. The filtered-X LIVIS algorithm adapted an 8 tap linear combiner with 
a sampling frequency of 3kHz and an update coefficient, a, of 0.001 . The 
controller fifter had a fixed delay of Urns. The cone pressure was used as the 
reference input to the adaptive combiner. The adaptive compensation filter had 
512 taps and the optional feedback cancellation fifter also had 512 taps. The 
first observations were made without fbedback cancellation. The value of the 
desired filter H was adjusted at spot frequencies to find the minimum stable 
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value of controlled impedance below which the loop would go unstable. These 
values are marked with circles in Figure 90 on Page 259. These values are of 
the same order as those suggested by the theory - see Section 6.4.2 - although 
differences occur because the radiation load is not purely characteristic. Above 
20OHz the minimum values were all greater then 500 Rayls and these circles are 
marked with arrows to illustrate this. For desired impedances that were less 
than the marked values the controller was unstable without feedback 
cancellation - this is illustrated with the shaded area in Figure 90. The second 
observations were made with feedback cancellation. The desired filter H was 
set so that the impedance at 16OHz was close to 415 Rayls. Then the controlled 
impedance at other spot frequencies was measured with SWR measurements 
when the adaptive controller had minimised the error signal for this unique value 
of H. These values are marked as crosses in Figure 90. The controlled 
impedance deviated by up to *20% from the desired value of 415 Rayls - this 
is explained in Section 7.9 on Page 230. Above 16OHz the controller was stable 
because of the feedback cancellation. However, at 3151-11z the controller was still 
not stable. This is believed to have been due to errors in the model filter of the 
feedback path. These observations indicate that exact feedback cancellation 
can stabilise the feedback loop so that the mio-accr controller can force 
near-characteristic Impedance for sinusoidal incident waves. 
The digital control system was also observed to force desired impedances for 
plane wave normally-incident noise of sufficiently limited bandwidth. The delay 
in the forward path placed causal constraints on the control system performance, 
see Section 7.7 on Page 225. This research has demonstrated that the control 
system performance is related to the autocomOstion function of the noise and 
the delay in the system under control. The lieedback control system with 
faedback cancellation was stable but could not completely converge when 
aftempting to force a characteristic impedance for an octave band of noise 
centred on 20OHz. 
The performance and also the stabiNty of feedback control with feedback 
cancellation is related to the statisfics of the noise and the dynamics of the 
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system under control. This is the subject of recent research by Elliott and Sutton 
(52). Observations of the mic-accr system show stable converged solutions for 
pure tone signals. However, for other noise signals there remains ambiguity 
about the performance of the feedback control system. An investigation of the 
controlled impedance performance for noise signals is recommended as further 
work. 
7.9 IMPEDANCE OBSERVATION ERROR WITH THE MIC-ACCR METHOD 
A theoretical treatment of the effects of impedance observation error on the 
mic-accr control system performance is given in Section 6.2 on Page 102. This 
section presents results from the laboratory test-rig that illustrate impedance 
observation error and the effect on the controlled impedance. Section 7.9.1 
describes an experimental investigation of the accuracy of controlled impedance 
and concludes that there was impedance observation error in the laboratory 
test-rig. Section 7.9.2 calculates the impedance observation factor defined in 
Section 6.2 from measurements of the pressure and velocity transducer 
accuracy described in Sections 7.4.2 and 7.4.3. 
7.9.1 An experimental Investigation of controlled Impedance 
The laboratory experiment ran two different digital active impedance control 
systems based on the fiftered-X LMS algorithm set for desired characteristic 
impedance: (i) a mio-acer adaptive feed-forward system; (ii) a 2-mic adaptive 
feed-forward system originated from (29). Theoretical analysis in Section 6.9 on 
Page 157 shows that the optimum solutions of the adaptive filters are the same 
for these two control systems. The purpose of the experiment was to measure 
and compare the controlled impedance of the two systems. The two systems 
are detailed in schematics shown in Figure 91 on Page 260, and Figure 92 on 
Page 261. 
Each system controlled the impedance of a KEF B200A loudspeaker at the left 
hand termination of a5 metre waveguide. At the right hand termination is the 
source KEF B200A loudspeaker which was drhfen with electrical sinusoidal 
waves. Both control systems had: (1) the reference signal taken from the 
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electrical source signal; (ii) a sampling frequency of 7.16kHz; (iii) 48 taps in the 
linear FIR control filter; (iv) an update gain of 0.001; (v) 512 taps in the stability 
compensation FIR filter; (vi) sound pressure level of around 105dB at 1001-lz at 
controlled cone surface. These measures were taken to allow comparison of the 
controlled impedance of the two systems. The use of the electrical source signal 
as reference input prevented feedback around the adaptive control systems. 
Feedback cancellation was therefore not required. 
The mic-accr system detailed in Figure 91 was configured so that the desired 
impedance fifter H is directly proportional to the desired impedance. This results 
from connecting the pressure and cone velocity signals as shown in Figure 26b 
on Page 99. The desired characteristic impedance was set by observing the 
standing wave ratio of the controlled KEF B200A for a source frequency of 
16OHz. The single tap of H was manually adjusted to make a controlled 
impedance of 415 Rayls. The system was later tested without further 
adjustment of H. The mio-accr system instrumented the cone pressure with a 
microphone that was rigidly mounted in front of the cone - see Section 7.4.3 on 
Page 213. The cone velocity was taken from the cone-mounted accelerometer 
by connection method 'Type 1" described in Section 7.4.2 on Page 207. 
The 2-mic system detailed in Figure 92 forces the loudspeaker cone to have 
characteristic impedance. The desired filter was a single delay A which 
corresponded to the time delay of the spacing of the two microphones M1 and 
M2. This was 5cm in the experiment and set the digital sampling frequency of 
the system at 6.8kHz. However, e'Verimentation revealed that a sampling 
frequency of 7.16kHz produced a controlled impedance that was closer to the 
desired characteristic impedance. Microphone MI was positioned 4cm away 
from the controlled cone. The system used nvfthed B&K microphones from a 
B&K intensity probe. The outputs of the two mIcMhones were adjusted to be 
within : tO. 2dB In magnitude over the' expedmental ft"uency range using the 
MLSSA measurement system. 
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Both systems were allowed to adapt with sinusoidal waves over a range of 
50-5001-1z. SWR tests were made after complete convergence at single 
frequencies. The magnitude and phase of the impedance are calculated from 
the SWR results. Observation of the 2-mic system performance included 
measurement of the pressure and cone velocity signals. 
The controlled impedances of the two systems were different despite having the 
same adaptive filter. Figure 93 on Page 262 displays the results. The solid 
lines show the measured magnitude and phase of the controlled impedance of 
the mic-accr system. The system is described as #1 to distinguish the 
connection of Figure 26b on Page 99 from that of Figure 26a which is described 
later with #2. The controlled impedance at 1601-lz had magnitude 414 Rayls and 
phase 0.0069 radians. At other frequencies the controlled impedance deviated 
from the desired characteristic impedance by up to 80 Rayls and 0.93 radians 
of phase. The dashed lines shows the magnitude and phase of the controlled 
impedance of the 2-mic system. This system was closer to the desired 
characteristic impedance over the frequency range with maximum deviation of 
38 Rayls and 0.094 radians. 
The poorer performance of the mic-accr was studied by experimental 
investigation. The first test re-configured the connection system to that of 
Figure 26a (here designated 02) and set H to the inverse of H used in #1. The 
controlled impedance for the two configurations are shown in Figure 94 on 
Page 263. The two configurations had similar controlled impedances. There 
were diftrent values of magnitude at 63Hz and 25OHz, however the results do 
not explain the difference between the 2-mic and mic-acer system. The next test 
adjusted the magnitude of the desired filter H by :kI dB for the configuration 91. 
The controlled impedance magnitude was changed by around : kIdB as shown 
in Figure 95 on Page 204 but with Ift d#Wwce in the controlled phase. This 
indicates that the magnitude of H in #1 was set coffecOy. 
Observation of the cone pressure and cone velocity whilst the 2-mic system 
controlled the impedance revealed the reason for the poorer performance of the 
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mic-accr system: the cone pressure and cone velocity measurements did not 
observe the true values. Results are shown in Figure 96 on Page 265. The 
solid lines shows the magnitude and phase of the controlled impedance of the 
mic-accr system taken from Figure 93. The dashed lines shows the magnitude 
and phase of the observed impedance calculated from pressure and cone 
velocity measurements during control with the 2-mic system. The deviation in 
the controlled impedance of the mic-accr system is seen to be due to 
measurement error with the mic-accr method on the KEF B200A loudspeaker. 
This is examined in Section 7.9.2. 
Later implementations of the mic-accr control system performed better. Using 
a cone mounted microphone and changing the accelerometer connections to 
"Type 2" (see Seefion 7.4.2 on Page 207) reduced the error in the observation 
of impedance phase over the 63-25OHz frequency range, see dashed line in the 
lower plot in Figure 97 on Page 266. The reduction in the phase of the 
controlled impedance significantly reduced the reflection coefficient of the 
controlled loudspeaker. See Section 8.1 on Page 271 for final results. 
7.9.2 Impedance observation factor 
The accuracy of velocity and pressure measurements with the BU-1771 
accelerometer and KE4-211 microphone transducers has been described in 
Sections 7.4.2 and 7.4.3. This section describes the effect on the controlled 
impedance of the mic-accr control system. This is facilitated by the calculation 
of the "impedance observation factor" (described on Page 104 in Section 6-2) 
from the accuracy measurements. The controlled impedance is directly 
proportional to this factor and the desired impedance, see Equation 6.8 on 
Page 104. 
The impedance observation factor contains two scaling terms. The first term, 
k in Equation 6.8, describes the sensitivity and accuracy of pressure and velocity 
measurements and the second, k. in Equation 6.8, is a scaling term in the 
desired filter H. This is included to. allow compensation for k. It is easy to 
compensate for k when the magnitude! is frequency-independent: this is a simple 
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adjustment of the gain of the desired filter. However, it is more difficult to J 
accurately specify kh for frequency-dependent values of k. During practical 
experiments khwas set as a simple gain with no phase component. Typically, 
the controlled impedance was measured at a single frequency with SWR 
techniques and the gain of Ichset manually so that the impedance would be as 
close to the desired value as possible. The residual difference between the 
controlled and desired impedance was then due to frequency-dependent 
inaccuracies in the pressure and velocity measurements. The transducers have 
been compared with BrOel and Kjaer transducers and the results are presented 
in Sections 7.4.2 and 7-4.3- The impedance observation factor will now be 
calculated from these results, assuming that the magnitude is corrected as would 
be the case in the practical experiments with the gain adjustment of k.. This is 
called the "calculated factor" in the subsequent text. The impedance observation 
factor measured in the test-rig, the transfer function between the controlled and 
desired impedance - the "measured factor", will be compared with the calculated 
factor. Also, the phrase "impedance observation factor" is abbreviated to z. in 
the subsequent text. 
The calculated and measured zF are compared for the four configurations of 
transducer connection. The microphone is either mounted in a rigid spider or 
on the surface of the cone - the comparison of pressure measurement with a 
B&K microphone is shown in Figure 81 on Page 250. The accelerometer is 
wired with one of two methods - the comparison of velocity measurement with 
a B&K accelerometer is shown in Figure 75 on Page 244. The calculated 4 is 
determined by calculating the transfer function between the velocity comparison 
and pressure comparison, assuming that the B&K measurements are accurate, 
and normalising the result so that the magnitude of 4 is close to unity below 
20OHz. The measured 4 was taken from a fiftered-X LIVIS mic-accr control 
system sampling at 3kHz forcing a desired characteristic impedance for 
sinusoidal plane waves with the desired fifter acyusted to make the magnitude 
of 4 unity at 16OHz. 
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The calculated and measured values of zFwith rigid mounting of the microphone 
are shown in Figure 98 on Page 267 for Type I wiring of the accelerometer, 
Figure 99 on Page 268 for Type 2 wiring (the pressure minima locations in the 
duct at 5OHz and 65Hz were outside of the physical range of the trolley mic, 
therefore results are not available at these frequencies). The values of 4 for the 
cone mounted microphone are shown in Figure 100 on Page 269 for Type I 
wiring and Figure 101 on Page 270 for Type 2 wiring. Also, the magnitude of 
the reflection coefficient is shown for each configuration. The "calculated" 
reflection coefficient was directly calculated from the calculated values of 4. 
The "measured" reflection coefficient was determined with SWR measurements 
on the laboratory test-dg. 
The four configurations have different calculated values ofZF - this is because 
of different observation of pressure and velocity by each configuration. 
Typically, the calculated zý magnitude is less than 2dB from unity and the phase 
is less than 200. The maximum calculated magnitude of reflection coefficient is 
around 0.2. The calculated zF results are best for the configuration of cone 
microphone and Type 1 wired accelerometer. The calculated4of the other 
configurations have more phase. The measured 4 magnitude is within 1.5dB 
of the calculated zF: magnitude below 25OHz fbr all of the configurations, and the 
phase is within 20". The measured zF results are best for the configuration of 
cone microphone and Type 2 wired accelerometer. Although the trend of the 
plots are not closely matched, the differences between calculated and measured 
values of zFand the ideal value of 4 (unity magnitude and 00 phase) are of the 
same order below 250Hz. However, a more important observation is that there 
are significant differences between the calculated and measured values ofZF 
above 25OHz. Therefore, the accuracy of the transducers does not fully 
describe the measured value of zFat these frequencies. The calculated values 
of zF were determined from the comparison of the transducers with B&K 
transducers. Other potential components that were not included are: (i) 
mass-loading of the cone by the transducers; (ii) near-field effects on pressure 
measurements; (iii) data acquisition and fiftering errors in the control system; (IV) 
the accuracy of the B&K transducers and measurements. 
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Mass-loading of the KEF B200A cone has been observed, see Section 7.4.2.1 
on Page 210. However the results do not provide an accurate description of the 
effects on the cone velocity measurement. Techniques that measure point 
velocity such as "laser velocimetry" would be useful in further studies of this 
problem. Near-field effects have not been considered because theory in the 
literature (such as Section 8.8 of (3)) suggests that there is no near-field for a 
piston of the KEF B200A cone size with incident plane waves of the frequencies 
(up to 50OHz) encountered in the test-rig. The data sampling convertors and 
anti-aliasing filters have been reversed with little change in the controlled 
impedance, see Figure 94 on Page 263, therefore these processes are 
considered near-identical. Therefore the value of k (which accounts for the 
difference in the pressure and velocity observation, see Equation 6.7 on 
Page 104) is not affected and consequently the effect on zF is negligible. The 
BW transducers and MLSSA measurement system were the most accurate 
devices available to the author and are assumed to be correct. 
The value of controlled impedance is directly proportional to the value of the 
impedance observation factor zý. For the KEF B200A, the measured values of 
zFbelow 25OHz are similar to values of zFcalculated from the difference in cone 
pressure and velocity measurement of the transducers with B&K transducers. 
Above 25OHz the mass-loading of the KEF B200A cone by the transducers is 
considered as the cause of deviation in the measured value of 4. It has been 
suggested that techniques such as laser velocirnetry could help to understand 
this problem further. 
7.10 CHAPTER FIGURES 
The figures referred to in this chapter appear on the following pages. 
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Figure 68. Test rig dimensions. Upper diagram (a) shows the supported duct 
and the assembled test-rig. 'Lower diagram (b) shows loudspeaker dimensions 
and the mate panel #W is placed between duct and, r box. 
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Figure 69. Measurement comparison of magnitude of reflection coefficient of 
lead-fronted plywood between two different acoustic waveguldes. 
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Figure 71. Theoretical and measured magriltude and phase of the input 
impedance of the KEF B200A mounted In a 25 litre cabinet with packed glass- 
fibre filling. 
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Figure 72. Theoretical and measured magnitude and phase of the reflection 
coefficient of the KEF 8200A loudspeaker mounted In a 25 litre sealed box with 
no internal filling. 
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Figure 73. Theoretical and measured magnitude and phase of the input 
impedance of the KEF B200A mounted in a 25 litre cabinet with no Internal 
filling. 
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Figure 74k Connection schematic wW drcultry for the Knowles BU-1771 
accelerometer. Connection Types 1&2 are explained In Vie twd. 
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SU-1 771 with OP-amp circuitry and Br(W. and Kpw accelerometer/charge amp. 
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Figure 76. Accelerometer attachment locations used In the mlo-accr system. 
SOcond accelerometer locations are shown by *. 
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Figure 77. Transfer function between outputs of two BU-1771 accelerometers 
mounted at different positions on KEF B200A corm. 
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Figure 85. Time domain sampW plots of control system "bursting" error. Mic- 
accr system configured as a feedback system. Top plot for a--0.001, bottom fbr 
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Figure 92. Schematic of laboratory test-rig. 2-mic feed-fbnNard control system 
Ibr active acoustic absorption. The expenment made SWR measurements and 
also observed impedance of the controlled cons with pressure and velocity 
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Figure 93. Magnitude and phase of controlled acoustic impedance of a KEF 
B200A by mio-accr and 2-mic adaptive fbed-lbrward control system Ibr 
sinusoidal normally-incklentplane waves. Both systems configured for desired 
real z=415 rayls. 
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8 EXPERIMENTAL RESULTS ON IMPEDANCE CONTROL 
This chapter describes experimental results on the active control of impedance 
of a loudspeaker cone with an adaptive digital fbed-fbrward implementation of 
the mic-accr method. 
The generation of characteristic impedance is described for sinusoidal and 
random signals in Sections 8.1 and 8.2 respectively. The effectiveness of the 
controlled impedance is illustrated with observation of acoustic absorption of 
transient signals. Results measured from a digital feed-forward adaptive 
implementation of the 2-mic method are also presented. The generation of 
desired infinite impedance is described for sinusoldal and random signals in 
Section 8.3. The generation of a desired frequency-dependent impedance for 
sinusoidal and random signals is demonstrated in Section 8.4. 
8.1 CHARACTERISTIC IMPEDANCE FOR SINUSOIDAL SIGNALS 
This section presents results from the laboratory test-rig for the mic-acer 
feed-fbrward system forcing a characteristic impedance for normally-incident 
sinusoidal plane waves. 
The laboratory experiment ran a mic-accr food-lbrward active Impedance control 
system based on the filtered-X LMS algorithm. The purpose of the experiment 
was to measure the controlled impedance of the system. A schematic of the 
system is shown in Figure 102 on Page 282. The system controlled the 
impedance of either a KEF B200A or a Peerless 831483 loudspeaker situated 
at the left hand termination of a5 metre, waveguide. The KEF B200A 
loudspeaker was mounted in a 25 litre sealed box. The mar of the Peerless 
loudspeaker radiated into the laboratory space. At the right hand termination 
was the source KEF 8200A loudspeaker mounted In a 25 litre sealed box which 
was electrically driven with sinusoldal signals. The wavegulde has a plane wave 
bandwidth of approximately 1.25kHz as noted in Section 7.2 on Page 203. The 
reference signal was taken from the elacbtal source signal - this prevented 
feedback around the adeptive control system. The sampling *"uency was 
29991-1z. The: adaptlve linear FIR control filter had 200 tape and the update gain 
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was set at 0.001. The stability compensation FIR fifter had 512 taps. The 
maximum sound pressure level in the duct at 1 OOHz measured with the travelling 
microphone was around 11 OdB. The mic-accr system was configured so that 
the desired impedance filter H was directly proportional to the desired 
impedance. This results from connecting the pressure and oone velocity signals 
as shown in Figure 26b on Page 99. The desired characteristic impedance was 
set by observing the standing wave ratio for a source frequency of 16OHz. The 
single tap of H was manually adjusted to make a controlled impedance of 415 
Rayls. The system was tested without further adjustment of H. The adaptive 
system converged with sinusoldal signals over a frequency range of 5OHz to 
50OHz. SWR measurements were made after maximum convergence at 
selected frequencies for each loudspeaker. 
The mic-accr system instrumented the cone pressure of the KIEF B200A with a 
microphone that was mounted on the cone - see Section 7.4.3 on Page 213. 
The cone velocity of the KIEF B200A was taken from the cone-mounted 
accelerometer by connection method "Type 2" described In Section 7.4.2 on 
Page 207. The combination of the cone microphone and Type 2 wired 
accelerometer produced the best controlled knpedance perfixmance from 50 to 
2501-lz when compared with other combinations on this loudspeaker. The 
magnitude and phase of the impedance are calculated from the SWR 
measurements and are shown in Figure 103 on Page 283 and the corresponding 
magnitude and phase of the reflection coefficient are shown in Figure 104 on 
Page 284. The controlled Impedance at 1601-lz had magnitude 415 Rayls and 
phase 0.0153 radians. The phase of the controlled impedance was within *OA 
radians over 50 to 250Hz. The controlled reflection coefficient was less than 
0.05 over 50 to 25OHz. At frequencies greater than 2501-lz the controlled 
impedance Is less dose to characteristic. An Investigation described in Section 
7.9 shows that this is because of impedance observation error and it Is likely that 
the transducers mass-kmd to cone. 
The mic-acer system bmtrumenied the cone pressure of ft Peerless 831483 
with a microphone that was mounted near to the oone - see Section 7.4.3 on 
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Page 213. The cone velocity was taken from the cone-mounted accelerometer 
by connection method "Type, 2" described in Section 7.4.2 on Page 207. The 
instrumentation combination of the off-cone microphone and Type 2 wired 
accelerometer produced the best controlled impedance performance when 
compared with other combinations on this loudspeaker. The magnitude and 
phase of the impedance are calculated from the SWR measurements and are 
shown in Figure 105 on Page 285 and the corresponding magnftude and phase 
of the reflection coefficient are shown in Figure 106 on Page 286. The 
controlled impedance at 16OHz had magnitude 423 Rayls and phase 0.028 
radians. The phase of the controlled impedance was within ±0.2 radians over 
the whole range of tested frequencies. The controlled reflection coefficient was 
less than 0.05 over 80Hz to 250Hz. 
The results show that the controlled impedances of the two loudspeakers were 
different when driven by the same control system - see Figure 107 on Page 287. 
The magnitude and phase of the equivalent reflection coefficients are shown in 
Figure 108 on Page 288. The controlled impedance of the Peerless loudspeaker 
was closer to characteristic over the measured frequency range than the KEF 
B200A. It is suggested that this is because of lower impedance observation 
error. The results for the Peerless loudspeaker controlled by the mio-accr 
system are also plotted against results from the 2-mic system control of the KEF 
B200A (described in Section 7.9 on Page 230) in Figure 109 and Figure I 10 on 
Page 289 and Page 290. The two systems have similar perkmance - further 
adjustment of the digital flfter H in the mW-a= system would have produced 
closer results. 
8.2 CHARACTERISTIC IMPEDANCE FOR BAND4JMIT1ED RANDOM AND 
TRANSIENT SIGNALS 
This section presents results from the laboratory test-rig for the mio-accr system 
forcing a characteristic impedance for noffnaNy4nddent band-limited random 
plane waves. The adaptive impedance control system was trained with nolft, 
and the controlled impedance was then assessed with SWR measurements. 
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The controlled impedance was also evaluated with transient signals of restricted 
band-width. 
The laboratory experiment ran a mic-accr feed-fbrward active impedance control 
system based on the fiftered-X LIVIS algorithm. The purpose of the experiment 
was to measure the controlled impedance of the system when trained with 
random signals. A schematic of the system is shown in Figure 111 on 
Page 291. The system controlled the Impedance of a KIEF B200A situated at 
the left hand termination of a5 metre wavegulde. The KEF B200A loudspeaker 
was mounted in a 25 litre sealed box. At the right hand termination was a 
source KEF B200A loudspeaker also mounted In a 25 litre sealed box. This was 
electrically driven with either band-limited pink noise or pulses, or a sinusoidal 
signal. The reference signal was taken from microphone M. situated 2 metres 
away from the cone. There was, therefore, the potential for feedback around the 
control system. The sampling frequency was set to 2999Hz. The adaptive 
linear FIR control filter had 200 taps and the update gain was set at 0.01 - The 
stability compensation FIR filter had 512 taps. The mlo-accr system was 
configured so that the desired impedance filter H was Inversely proportional to 
the desired impedance. The pressure and cone velocity signals and the desired 
filter H were connected as shown in Figure 2ea on Page 99. The desired 
impedance was set by observing the standing wave ratio for a source frequency 
of 160Hz. The single tap of H was manually adjusted to make a controlled 
impedance of 415 Rayls. The system was tested without further adjustment of 
H. The mic-accr system instrumented the cone pressure of the KEF B200A with 
a microphone that was mounted near to the cone - see Section 7.4.3 on 
Page 213. The cone velocity -of the KIEF B200A was taken from the 
cone-mounted accelerometer by connection method "Type 11" described in 
Section 7.4.2 on Page 207. The wa vegulde had a plane wave bandwkfth of 
approximately 1.25kHz (see Section 7.2 on Page 203). The acoustic noise used 
in the test was restricted to a band-width of 50OHz. The implementation of the 
control system snowed the user to halt the adaptation during convergence to fix 
the weights of the linear FIR fifter. The controll systern was aNowed to converge 
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for approximately 30 seconds with band-limited noise then the update was 
hafted. The control system was stable without feedback cancellation. 
An SWR measurement test was made of the fixed controlled impedance with 
sinusoidal acoustic plane waves from 50Hz to 31511z. The adaptive control was 
fixed to prevent further control adaptation with the SWR measurement sinusoidal 
signals, so that the test measured standing-wave ratios of the noise-trained 
adaptive control system. The magnitude and phase of the impedance are 
calculated from the SWR measurements and are shown in Figure 112 on 
Page 292 and the corresponding magnitude and phase of the reflection 
coefficient are shown in Figure 113 on Page 293. The controlled impedance at 
16OHz had magnitude 415 Rayls and phase -0.046 radians. The phase of the 
controlled impedance was within : kO. 4 radians over 5OHz to 315Hz. The 
controlled reflection coefficient was less than 0.18 over 5OHz to 25OHz. This 
instrumentation combination on the. KEF B200A does not have the best 
controlled impedance performance and therefore the reflection coefficients were 
not the lowest - see Section 8.1 on Page 271 fbr lower results with better 
instrumentation. However these results show that the mic-acer f6ed-forward 
system converged successfully to force near-characteristic impedance for 
band-limited random noise. 
The fixed controlled impedance was also effective fiDr transient signals. 
Pressure responses for band-limited input pulses of acoustic energy in the 
waveguide are shown in Figure 114 on Page ; 94. The two graphs in this figure 
show the averaged response of 50 sampled pressure measurements taken from 
a microphone positioned I metre from the controlled surface. The sampling 
frequency was 1.5kHz, and 500 samples are plotted In each graph. The source 
loudspeaker was electrically driven with pulses which were band-width limited 
to approximately 30OHz with a tow-pass electronic filter. The upper plot was for 
the KEF B200A termination without control arid reflected pulses are seen. The 
duration of the pulse is similar. to ft. acoustic delay from the measurement 
position to the controlled surface and back. Therefore each Incident and 
reflected pulse are difflacult to distinguish. 
I 
The lower plot shows the reduction in 
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the reflected components caused by the introduction of the fixed active control 
on the KEF 13200A, so producing a termination of near-characteristic impedance. 
The plots show that the initial direct pulse was not modified by the controlled 
termination. Modification of the direct pulse would indicate that the controlled 
termination was generating energy prior to the arrival of the pulse at the 
termination. 
The frequency-domain pressure response in the waveguide is examined by 
performing a Fast Fourier Transform (FFT) on the transient data shown in 
Figure 114. Frequency magnitude results are shown in Figure 115 on Page 295 
from a 512 point FFT on the non-windowed data. The plot Is restricted to the 
test frequency band-width of 5001-lz - frequency components above 5001-lz have 
negligible level. The dashed line is the frequency magnitude response of the 
pressure with the uncontrolled KEF B200A termination (the time date Is shown 
in upper plot of Figure 114). The solid line is the response with the controlled 
KIEF B200A termination (time data is shown in lower plot of Figure 114). The 
transient signal contained energy mostty between 4OHz and 3001-11z. The lower 
frequency limit is due to the natural response of the loudspeaker with this 
radiation load. The 3dB-down frequency Is calculated as 5OHz in Appendix 2. 
The upper frequency limit is due to the band-width of the 30OHz low-pass 
electronic filter. Between 50 and 2801-11z the pressure response varied by up to 
6dB which may have been due to: (I) damped resonance in the source 
loudspeaker system; (11) the response of the measurement microphone -a low 
cost omni-directional design; (IN) the source fifter and power-amplifier response. 
Further study of these effects does not enhance the evaluation of the controlled 
impedance. 
The pressure magnitude response with the uncontrolled loudspeaker (dashed 
line in Figure 115) shows that the sot#W field was modal - this was caused by 
interference between incident and reflected waves from the uncontrolled surface. 
At higher frequencies the uncontrolled KEF B200A was more reflective (am 
Figure 113) and the acoustic resonances were more . Over the 
frequency range 4OHz to 3001-lz the solid line shows that a considerable 
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reduction in the modal nature of the sound field was caused by terminating the 
waveguide with the near-characteristic controlled impedance. Outside of the 
40Hz to 30OHz frequency range the controlled termination also reduced 
resonances in the sound field. These results indicate that the near-characteristic: 
controlled impedance absorbed transient pressure waves effectively. 
8.3 INFINITE IMPEDANCE FOR BAND-UMITED RANDOM AND TRANSIENT 
SIGNALS 
This section presents results from the laboratory test-dg fbr the mic-accr system 
forcing an infinite impedance termination for normally-incident band-limited 
random plane waves. The controlled termination was initially assessed with 
SWR measurements using sinusoidal plane waves. The adaptive control system 
was then trained with noise, and evaluated with transient signals of restricted 
band-width. The results are compared with results from equivalent tests on a 
lead termination. 
The laboratory tests were performed on the test-N setup described in Section 
8.2 on Page 273. A schematic of the system is shown in Figure III on 
Page 291, refer to Section 8.2 for a general description. The control system 
configuration is described in the rest of this section. The reference signal for the 
control fifter was taken from the duct microphone M.. There was, therefore, a 
potentially unstable feedback loop around the controller. The desired infinite 
impedance was established by setting the, single top of H (shown in Figure I 11) 
to zero so that the control system attempted to reduce to measured cone 
velocity to zero. 
An SWR measurement test was made of the controlled impedance with 
sinusoidal acoustic plane waves from 501-lz to 40OHz. The duct microphone N6 
was positioned Im from the cone and so the frequencies at which pressure 
nodes occur at this posilion fbr Infinite controlled Impedance are celculeW as 
approximately 85Hz, - 256Hz and 426Hz (see Section 6.3.3 on Page I 15). 
Therefore the theoretical solution of the optimum controller without Ibedback 
cancellation, Equation 6.49 on Page 115, is not Implemenhift at thim 
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frequencies. Also the analysis on loop stability, see Sectione. 4.4, indicates that 
there are potentially unstable loops. This was consistent with observation In the 
laboratory. However, the controller was stable when feedback cancellation was 
used. In order to correctly model the measured feedback path, the feedback 
cancellation filter used 512 taps. The compensation filter had 500 taps and all 
of the remaining processing time was used to allocate 100 taps for the adaptive 
FIR filter. In this configuration the adaptive fifter successfully converged. The 
magnitude and phase of the reflection coefficients are calculated from the SWR 
measurements and are shown in Figure 116 on Page 29e. The solid plotted 
lines show the reflection coefficient results of the uncontrolled and controlled 
KEF B200A termination. The dashed lines show the reflection coefficient results 
of 1.5mm lead sheet backed by plywood measured in the same waveguide 
(these have been described in Section 7.2 on Page 203). From 50Hz to 25OHz 
the control system fbrced a reflection coefficient of near-unity magnitude and 
near-zero phase, thus demonstrating high values of controlled Impedance. The 
magnitude of the reflection coefficient of the controlled KEF B200A was greater 
than 0.9 over 50Hz to 20OHz, and the magnitude and phase were similar to the 
lead-faced plywood results. The magnitude of the reflection coefficient of the 
controlled KEF B200A dropped above 20OHz because of the chosen 
instrumentation of cone velocity. The control system forced the infinite 
impedance by minimising the -cone velocity measured with an accelerometer 
mounted on the cone. The accelerometer mass-loaded the cone, am Section 
7.4.2.1 on Page 210. Therefore the control system minimised cone velocity at 
the accelerometer position but not necessarily over the whole cone. Other 
loudspeakers such as the Peerless model 831483 appear to be less susceptible 
to mass-loading by the accelerometer. 
The control system was alkrý to converge for a 30 seconds with 
band-firrifted nolse then the update was hafted. The fixed controlled Impedance 
was tested with transient signals as descriW In Secdon 8.2. Pressuire 
responses in the wavegulde, are shown In Figure 117 on Page 297. The two 
graphs in this figure show the averaged reqxxm of 50 sampled pressure 
measurements taken from the duct microphone positioned 1 metro from the 
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termination. The sampling frequency was I kHz and 500 samples are plotted in 
each graph. The upper graph is for the termination of I. 5mm lead sheet backed 
by plywood and acoustic reflections of the pulse are seen. The lower graph 
shows reflected pulses of similar level with the controlled KEF B200A terminating 
the waveguide (the response for the uncontrolled KEF 13200A, shown in the 
upper plot of Figure 114 on Page 294 with a different time scale, had reflected 
components that were lower in magnitude and decayed more quickly because 
of higher acoustic absorption). Towards the end of the impulse response 
low-level "ringing" occurred, see lower plot of Figure 117. A 256 point FFT on 
the last 256 samples of this response reveals that the ringing is mainly 
composed of two frequencies - 32Hz and 137Hz which are principal frequency 
components over the first 256 samples. The adaptive filter had 100 tape and at 
a sampling frequency of 299911z the maximum filter delay was around 0.033 
seconds. The filter impulse response alone was not long enough to cause the 
observed ringing. Two possible mechanlems, could how caused the ringing: (1) 
the impulse response of the combirped adaptive filter and feedback cancellation 
filter was long enough; (ii) the feedback path model may not have been accurate 
and therefore the feedback loop may have been near to instability. As the 
controller was stable this was not investigated ftwther. 
The frequency-domain pressure response in the waveguide for transient signals 
is examined by performing a Fast Foudw Translbrm (FFT) on the sampled data 
shown in the upper and lower graphs of Figure 117 on Page 297. Frequency 
results are shown in Figure I IS on Page 298 from 512 point FFTs of the 
non-windowed sampled data. The dashed One is the pressure response with the 
lead-faced plywood termination and is plofted in both graphs. The solid firms are 
the pressure responses with the KEF B200A termination with the upper graph 
describing the uncontrolled case, and the lower graph describing the controlled 
case. The uncontrolled case is taken from Figure 115 on Page 295. A 
discussion of the band-YAdth of the bm*wnt signal is ghten in Section 8.2. The 
lower plot of Figure 118 shows that for termination loads of lnt*e knpodence 
the transient signal had more energy below 5OHz than the characteristic 
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impedance load described in the previous secfion. This may have due to higher 
source efficiency with this radiation load at these frequencies, 
All of the plotted lines in Figure 118 show modal behaviour of the waveguide 
sound field caused by sound reflection at the terminations. With the lead-faced 
plywood termination minima occurred in the pressure response at frequencies 
of approximately 86Hz and 256Hz - these frequencies are consistent with the 
theory of Section 6.3.3 on Page 115. The uncontrolled KEF B200A was more 
reflective at higher frequencies (as seen in the SWIR results of Figure 116). At 
frequencies above 20OHz the upper graph of Figure 118 confirms that the 
pressure response was similar to that of the lead-faced plywood. However, at 
frequencies below 20OHz the reduced reflection of the uncontrolled KEF B200A 
created a less modal sound field in the pipe compared to the lead-fooed 
plywood. The action of the mic-accr control system on the KEF B200A 
termination increased reflection at these frequencies, generating a similar modal 
sound field to the lead-faced plywood. The controlled termination created a 
pressure response with an approximate minimum near 8OHz. These results 
show that the mic-accr feed-forward control system can create large impedances 
for band-limited transient signals with similar acoustic reflection to that 
encountered with highly-reflective passive materials. 
8.4 FREQUENCY-DEPENDENT IMPEDANCE 
This section presents an example from the laboratory test-rig of the mic-a= 
system forcing a frequency-dependent impedance for normally-incident plane 
waves of band-limited random signals. The adaptive impedance control system 
was trained with noise, and the controlled impedance was then evaluated with 
SWR measurements. These results have been descibed In (33). 
The laboratory test-rig is described with the schematic shown In Figure 102 on 
Page 282. The control filter reference signal was taken from the electrical 
source signal so that fbedback cancellation was not required. The digital system 
had a sampling frequency of 2999Hz. The adaptive filter had 200 taps with an 
update gain set at 0.0001. Constraints on the Implementable Impedance with 
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the mic-accr method have been discussed in Section 5.3 on Page 92. The 
desired impedance example in this section had minimum phase and was 
absorptive at low frequencies, becoming more reflective at higher frequency. 
The desired impedance was specified with discrete time equation 8.1 which was 
implemented in the desired filter H. This was designed from an analogue 
bilinear prototype. 
y(k) = kh. [ aO. X(k) + al . x(k- 1) + bl . y(k- 1) 
where 
aO = +0.03845593 
al = -0.02884055 bi = -al 
and kh is the scaling term described in Section 6.2 on Page 102. The value of 
k was set so that the controlled impedance was near-characteristic at 50Hz. 
The control system was trained for about 30 seconds using pink noise, 
band-limited to 450Hz. The adaption was then halted and SWR measurements 
were made with sinusoidal signals at frequencies from 501-11z to 315Hz. The 
magnitude and phase of the impedance and the reflection coefficient are 
calculated from the SWIR measurements and are shown in Figure 119 on 
Page 299 and Figure 120 on Page 300. The theoretical controlled impedance 
and reflection coefficient, calculated from knowledge of the desired filter are also 
plotted. The measured results track the theoretical date Indicating that the 
controlled loudspeaker successfully created the desired impedance. 
8.5 CHAPTER FIGURES 
The figures referred to in this chapter appear on the fbilovAng pages. 
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The principal subject of this thesis has been the operation of active systems for 
the control of specific acoustic impedance. A new active controller strategy has 
been described and analyzed. Variations of the control strategy need to be 
selected to control extremes of desired impedance. As the strategy enables the 
use of conventional adaptive filter procedures such as the fiftered-X LIVIS 
algorithm, desired impedances can be pre-specified. Successful control of the 
impedance at the surbice of a loudspeaker cone with an experimental 
implementation of this strategy has been demonstrated. 
The adaptive algorithm adjusts the weights of the digital controller filter 
according to an instantaneous gradient estimate calculated from an error signal. 
The determination of the error signal is a standard procedure that involves 
comparison of a measured signal with a desired signal. Coupling between the 
controller filter output and the desired signal complicated to convergence of the 
fiftered-X algorithm, see Section 6.6. The error determination had to be 
re-designed to allow stable convergence. Description of such coupling problems 
has not been seen in the literature. This is an important Issue for 
implementations of the fktered-X algorithm where coupling exists between the 
adaptive filter output and the desired sign&A. 
The optimum active controller solutions, Identified In Chapter 41, are Independent 
of cone pressure and velocity. Practical observation of the controlled 
impedance, trained with random signals, with transient s4nals indicated that the 
adaptive controller had converged to stable and stationary sokfilons #W were 
independent of pressure and velocity. This was an irnportant vwfflca*m of the 
performance of the controlled irnpadance termination. 
Analysis of the loop stobility of acWe Wnpodance conbvNm hm been pnmmftd 
in Section 6.4. Rds shavis, that when SOW cons Oressum orcons velocity Is 
used as an input signal, feedbadc loops wound ft con#ONW am unstable for 
certain desired kTq)edances If ttwe is -de* In the conb*W. Ttft fm been 
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observed in practical implementations. There is also a similar theoretical 
conclusion for when duct pressure is used as the controller input. However, 
practical implementations that fbroe, characteristic impedance have been stable 
over restricted bandwidths. Simplifications in the theory for a controller input of 
duct pressure may affect the theoretical conclusion. For example, sound energy 
losses are not included. Two conventional procedures for increasing feedback 
loop stability have been Identified and Implemented: feedback cancellation and 
the use of recursive filters. Experimental observations of the convergence of a 
filtered-U recursive filter were more stable than the fiftered-X non-recursive filter. 
However, the recursive filter required careful adjustment. Feedback cancellation 
also allowed adaptive convergence but required less adjustment. Analysis of the 
optimum controller filter solutions without and with feedback cancellation has 
been presented in Chapter 6. With feedback cancellation, the filter solutions 
must model the radiation impedance "seen" by the controlled oone. With the 
reactive acoustim of the wavegulde used in the practical Irn n, the 
controller filter required more weights for convergence with broader-band signals 
than with sinusoidal signal& ý. This is consistent with the literature. The analysis 
of the controller solution without feedback cancellittion when the input is duct 
pressure demonstrates that the Star solution can be unstable N the pressure is 
measured at nodes in a modalsound fold. This is consident with an Intuitive 
understanding of the controller. The analysis of the controller with feedback 
cancellation reveals a non-causal component in the fiftw solution. Despite this, 
the controller convergW to a useful solution with the band4mited noise used In 
tests and the controlled impedance was effective for transient signals. 
After ensuring ftedback loop stability, the various adaptive configurations of ft 
control strategy converged for sinusoldal signals to force desired Irnpedances 
from zero to Wu*. The mmumica for noise signals was more conqAlcat: 
An 9)qxwknent kdc&W #W the ability of ftwe feedback contraller to reduce to 
error signal to zero vm a functionof the delay In the controller loop and ft 
stafttics of the noise, see Section 7.7.. TbelkmKN*A*. cordroW did not converge 
with broad4mmd; noise signals. This was due to to deb" Imposed In the 
practical im ' nedtation of the digital control syeftm. A study of #0 
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performance of the feedback control system is a principal recommendation for 
further work, see Section 10.1. A fbed-f6rward implementation of the control 
strategy had better convergence. Feed-forward controllers that used duct 
pressure or the electrical source signal as an input converged to force 
near-desired impedances with all the noise signals used in the tests. 
The control of the impedance of a piston was established in Chapter 4. The 
maximum sound pressure levels (SPLs) were calculated as between 135dB to 
15OdB for zero, characteristic and infinite controlled impedances of the KEF 
B200A loudspeaker cone. The practical work operated with maximum SPI-s of 
around 120dB without any observed operational problems of the controlled 
impedance. 
The feed-forward controllers converged with the test noise signals. Possible 
factors that affected the practical performance of the controlled Impedances (the 
closeness of the controlled Irnpedanoe to the desired Impedance) were the 
adaptive controller filter solution, the linearity between the applied fbme from the 
motor-system and the voltage applied to the voice-coll, and the impedance 
observation error. The Impedance observation error has been described in 
Section 6.2. If the test sigrals were sinusoldal then the adaptive fifter converged 
to a solution that made the error signal effectively zem. Experimental work 
revealed that the controlled Irnpedence of the KEF B200A loudspeaker by the 
2-mic system had better performance than the mic-acer system. Therefore, the 
performance of the controlled impedance with the mic-acer system mainly 
depended on the impedance observation error. An oftrt was made to quantify 
this for the KEF B200A loudspeaker, see Section 7.9. At lower frequencies 
below 25OHz the order of the observation error was consistent with the 
measurement accuracy of the preswire and velocity transducers. However, at 
higher frequencies the dnor was larger. it Is suggested that this 
was due to nmiss-loading c* the cone by to transducers - thb has rxYt been 
verified; an sovaraW, i- se -- -- method of the velocity ovw 
to oorm surface 
was not available. At a- later stop - in the resewch ar dlflerefft oker, 
Peerless model 831483, was used and had much better performance at higher 
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frequencies. An investigation into reducing the effects of impedance observation 
error is suggested for further work, see Section 10.1. 
It is of interest to compare the ability of the controlled (near-) characteristic 
impedance to absorb incident pulses with the control system described by 
Ordufla-Bustemente st al in (29). Both systems have been demonstrated to 
absorb one-dirnensional incident transient pressure but with different control 
systems, loudspeakers and in ducts of different dimension. Despite these 
differences the motivation behind the two research efforts is identical - the 
absorption of incident sound. The published results in Figure 10 of (29) show 
that this system effectively prevented refiections from the sur%oe of the 
controlled loudspeaker. However, an additional effect is seen. The initial direct 
travelling pulse was modified before arrival at the controlled surface - therefore 
the surface was not acting as an ideal absorber of sound. The results from the 
control system presented in this thesis, see Figure 114 on Page 294, show that 
the initial pulse was not modified. This is the correct behaviour for an absorber 
of incident sound. Ordutla-Bustemente's system used the electrical source 
signal as the controller input. This work has examined and demonstrated the 
mic-a= control strategy for a wider variety of inputs. This is more relevant for 
a "real" implementation where coherent electrical signals may not be available. 
The results in Figure 114 were for when the duct pressure was used as the 
controller filter input. The controlled impedance can therefore be considered as 
a "stand-alone" system which is more desirable for general application. 
It is also of interest to discuss differences of the mic-accr control system with the 
active system for sound absorption proposed by Mazzola. An original analysis 
of Mazzola's control system for the control of a loudspeaker has been presented 
in Section 6.8. This analysis suggests that a real imp' immeta would be 
stable with a defined radiation load and loudspeaker. Mazzola's system is 
configured to force a characteristic impedance. The control wyatems described 
in this thesis allow the desired impedance to be arbitrarily aseWned and have 
different inputs to Mazzola's system and therefore have diffivent optimum 
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solutions. Another difference is that this work demonstrates practical control of 
surface impedance. 
The practical work performed for this thesis has tested the mio-accr control 
strategy with band-limited random noise and transient signals. Eftrt was made 
to use reference signals that were sourced from the acoustic environment. The 
principal operational simplifications used were that the system was operated for 
one-dimensional normally-incident plane waves and the system was operated 
at frequencies where fto controlled surface was assumed to have piston-like 
motion. These simplifications were essential to establish the operation of the 
system. For example, the control of infinite impedance for band-limited noise 
and transient sound, see Section 8.3, has not been seen before in the literature. 
Extending the system application to more complicated acoustic environments is 
the final recommendation for further work. 
Chapter 10. Conclusions 
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A new strategy for the active control of specific acoustic impedance has been 
presented. With simple adjustment, the strategy can create desired impedances 
from zero to infinity for sinusoldal, band-limited random and transient signals. 
A study of the literature has revealed other research efforts in this field. Whilst 
similarities exist, this work is original. Useful results that expand the 
understanding of the principle of active absorption have been presented. The 
control of infinite impedance for transient signals has not been published before. 
Analysis has established that a conventional digital implementation of an active 
controller with a reference input of cone pressure or cone velocity, without 
feedback cancellation, is unstable for certain desired impedances. Observation 
of a practical implementation of the controller confirms this result. Standard 
feedback cancellation techniques allow stable controller implementations. 
Feed-forward implementations of the control strategy are more effective in 
controlling impedance for band-limited noise and transient signals than feedback 
implementations. Inherent fixed delays in the feedbw* controller limit the 
performance. 
The principal problem that affected the performance of the controller 
implementation was the observation of impedance. The correct obseriation of 
factors under control Is a perkmmance issue with any control scenario. 
RecommendaWns have been made for further work. 
10.1 RECOMMENDATIONS FOR FURTHER WORK 
1. The observation of Impedance he* a significant ~ on the value of the 
controlled impedance with this control strategy. Problems were encountered 
with impedance observation error in this research. This was believed to be due 
to mass-loading of the surface under control. It is reoomrnendW that further 
work should be directed into improving the observation of Impedance. Pressure 
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and velocity measurements of the type used in this research appear to be more 
accurate on some cones than others. An investigation of this would be useful 
to establish the best performance of the controlled impedance. Alternatively a 
different method for measuring velocity could be used - two other methods exist 
in the literature: (i) the use of laser velocimetry; (ii) the use of a second 
acoustically-coupled loudspeaker. Both methods have been featured in the work 
of Anthony and Elliott (51). The first (expensive) method allows the observation 
of velocity at discrete points over the surface of the cone. The second (cheaper) 
method could also have useful application in this work. 
2. Feedback implementations of the controller had more limits on performance 
for noise signals than the feed-forward controller. This was due to inherent fixed 
delays and the general observation is consistent with the work of other 
researchers. Elliott and Sutton have studied feedback controllers with feedback 
cancellation in (52). They proposed theoretical methods for the calculation of 
the performance and robustness as a function of the plant under control - fixed 
delays affected the performance of their feedback controller. A similar 
investigation could be made of the feedback controllers described in this thesis. 
The theoretical results could be calculated from measurements of the plant and 
the noise (and the reference input signal for feed-forward controllers) and 
compared with measurements of the controlled impedance values. By 
incorporating some robustness without too much performance degradation, the 
control system could be more useful for general application. The effect of delays 
could be reduced by placing an analogue control filter In parallel with the digital 
controller. The analogue fifter would not have the Inherent delay of the digital 
controller. Such a system might produce better performance for noise signals. 
A potential problem is the stability of the analogue filter for characteristic 
impedances. For infinite impedances the analogue filter could be a complete 
solution, see the discussion of the optimum control solution Equation 6.22 on 
Page 108. 
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3. The controller could be applied to three-dimensional acoustic problems by 
creating an array of individual controlled impedances. This has been 
investigated by Guicking st a/ with a different control system (24). 
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APPENDIX I: KEF B200A Loudspeaker parameters 
AJI parameters are taken from the manufacturers data sheet. 
DRIVE UNIT DATA 
Model B200A 
Type SP1014 
Nominal Impedance 80 
Frequency Response 30 -3500 Hz 
Sensitivity 88dB SPL 
Net Weight 1.47Kg 
Closed Box Volume 20-30 litres 
Power Handling Continuous 21.9Vrms 
Power Handling Programme 50W 
Flux Density IAT 
Voice Coil Diameter 26mm 
Voice coil resistance R. 6.813 
Voice coil inductance L. 0.69mH 
Efkwdve diaphragm area 
Sd 222CM2 
Linear excursion (pk-pk) 6.3mm 
Damage Limited excursion 12mm 
Effective Moving Man Mm 24. Og 
Suspension Mech. Resistance Rm 1.56 mech. 0 
Suspension Compliance Cm 7.32xlO'4nVN 
Compliance Equivalent Vol. VAS 51 litres 
Free Air res. frequency fs 38Hz 
Force Factor BI 7.3 NIA 
bamping Factors Mechanical 3.67 
Electrical OE 0.73 
Total OT 0.61 
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APPENDIX 2: Loudspeaker c1cmed box design equations (63)(64) 
Equation A2.1 shows the ratio of closed box system resonance QTc to driver 
resonance QT, as a function of the system compliance ratio a. 
OTC 
+ 
VAS 
Or Ve 
A2.1 
where VAs is the equivalent closed-air volume of the driver compliance C', and 
V. is the volume of air inside the closed box. If QTc is selected as 1.0 then for 
the KEF B200A loudspeaker (parameters in Appendix 1) a is 2.7 and V. is 251. 
The transfer function of the sealed box system is a 2nd order high-pass filter of 
characterisfic descrbed by Eq. A2.2. 
I E(jw) 12 .I 
(Wol 2 Wo 
4 A2.2 
rc 
1+ 2). + 
rc 
where co is the angular frequency and w. is the system resonant frequency. 
The 3dB down frequency w, is found by setting I E(jw) 1 ý=0.5 and solving for w. 
For the KEF B200A mounted in a sealed box loudspeaker of intemal volume 251 
the 3dB down MKuency is w3= 0.79wo. 
The frequency of a resonant peak in the response is found by partial 
differentiatim of #w denomkvmW of Eq. A2.2 as in Eq. A2.3. 
4 
0) + 
f-t 
2 
rC 
I-I 
-- - 2) +2 
(tof A2.3 
(to), 
The peak frequency is found by setting Eq. A2.3 to zero and soMng for w, the 
magnbxlp at - this peak can be found from Eq. A2.2. lbe Kof B200A 
loudspeWw mounted In a 251 seeled box has a peak of 1.25dB at w=1.4w. 
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The system resonant frequency w. for the loudspeaker cone mounted in an 
infinite baffle with a sealed box as a rear-radiation load is found by considering 
an equivalent eiecbical circuit for the loudspeaker closed box system shown in 
Figure 121 on Page 313. The resonant frequency is due to the combined 
inductance and capacitance in the elecbical equivalent circuit Eq. A2.4. 
Wo =I- A2A ýVA 
T 
UA 
T 
where the inductance is: 
Am- 
+p A2.5 MAT = MAI) + MAF il 2 slo 3w r 
The first term arises from the cone mass and the second term is the added 
mass of air that "attaches itseir to, and so moves with the cone (r is the radius 
of the loudspeaker cone, other values are quantffied in Appendix 1). The 
capacitance is described by: 
CAT - L, I P, A2.6 
C. " S. 
2 V 
( 
CAD CAM 
)[ 
vs- 
where SD is the surface area of the cone, yP, = 1AA01. From Eq. A2.4, Eq. 
A2.5 and Eq. A2.6 the system resonant frequency of the KEF B200A 
loudspeaker mounted in a 251 dosed box is calculated as fo = 66Hz. 
The reference efficiency is described by Eq. A2.7. 
MA rf 
R" 
2 -P 
A2.7 
The reference efficiency fbr the KEF B200A loudspeaker mounted In a 251 
dosed box is 3. OxlOr3. 
The loudspeaker system specifications for the KEF B200A loudspeaker mounted 
in a closed box are shown in Table 1. 
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Table 1. Specifications for KEF B200A loudspeaker in 25 Iftre sealed box. 
ve (Ithm) 25 
OTC 1.0 
(Hz) 65 
f, (Hz) 
fp.,, (Hz) 92 
% 0.3 
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Figure 12.1,. Elecbrical equivalent of the dosed box system 
mouni6d In'an I beft r6diatft'into Wee, spm*. 
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APPENDIX 3: Ilve Loughborough Sound Images DSP32C System Board 
3.1 Introduction 
The digital adaptive micý control system devised during this research is 
implemented on an AT&T DSP32C signal processor. This appendix describes 
the Loughborough Sound Images (LSQ DSP32C digital signal processing board 
and application software written by the thesis author. This is described in (66). 
The user of the board should make NrOw reference to the manuals supplied 
with the DSP board. These can be categorized as follows: 
Board description, installation, hardware, introduction to programming and 
interfacing the DSP32C board through the PC bus 
"DSP32C System Board Usw Manuar 
Complete description of the chip and programming On DSP32C in assembly 
language 
V&-DSP32C Digiltal Signal Proceswr- 
DSP compHer and irdw 
"WE DSP32C Suppod So*mre UbnW- 
DSP32C Assembly Language Roufines 
"WE DSP32C Appkation Software L&W 
PC/Stewoo Board in*tWkbm and descri0on of hardware 
"16 Sit Sierso kderflaw Ward" 
Reftei we to time-manuals vAll be necessary to supplement Information In this 
document. to all of then manuals is necomiary when wMft 
software, for to DSP32C; dft. appendlxý does not proMw detelled k0onvotion 
about the pMramrning olfthe DSP32C. All7refivences to; the DSP32C l3byslem 
Bowd User. JAnnualfdwýto-hwtie2. a'timimli-#4bveridw JIM. Affreferancesto, 
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the PC/Stereo board manual "16 Bit Stereo Interface Board" refer to Issue 3.0 
dated July 1991. Later editions may be different. 
3.2 DSP32C Board description 
The Loughborough Sound Images (LSQ DSP32C digital signal processing board, 
when installed in an IBM PC compatible, provides powerful real time signal 
processing. The system allows sampling and processing of analogue signals; 
digital signals can also be converted to analogue signals. The board achieves 
this with a very high speed floating-point digital processor designated the 
DSP32C, two AM-D/A convertor channels and on-board RAM. An additional 
pair of convertors is available on the Loughborough Sound Images PC/Stereo 
board. Dedicated software has been written in the Departrnent of Applied 
Acoustics to accomplish a variety of tasks such as active control systems for 
acoustics and dift acquisition. 
Refer to the OSP32C Systern, 13oard User Manual. The board Implements an 
AT&T DSP32C digital processor. This chip is designed to perform very fast 
floating-point calculations (12.5 million instructions per second). The board 
provides two palm of high speed 16-bit WD and DIA convertors (max sampling 
frequency 200kHz) to allow interfacing to analogue signals. - 
The board also 
contains RAM to allow DSP32C programs to run, and deft to, be stwed. 6KB 
is provided in three- banks on the DSP32C chip, - 32KB is provided of external 
"fast" RAM chips and 256KB of external "sloW RAM chips. "Fasir RAM is 
accessed without delay by the DSP32C processor however Wslow" RAM is 
accessed with time penalties (two waft-states). The A/D convertors have max 
Input of about *3 volts, excest! this and -input OP-amps may be destroyed. D/A 
convertors --have max output of *3 volts. DSP32C board AID convertors invert 
signals and DIA convertore do noL THIS IS NOT DOCUMENTED IN THE LSI 
MANUALS. Fourth-oftler an"liasing and jecorwhiction fifters we avaW61e on 
the DSP32C systent boavd. The roll-off frequencies am NOT soft*M 
programmable. ý Thw, More are with aftrKlarx! cimults, #W use 
resisloi-s. aq=ftonr, mmW 0P-amps.. The default factory setling Is 18.6 Khz, 
Appendix 3 Page 316 
which may not be suitable for your application. To change these filters refer to 
page 94 of the DSP32C System Board User Manual. The A/D and D/A 
convertors are all DC-coupled. DC offsets from external circuitry often cause 
problems when using the boards. The DSP32C system board provides DC 
offset adjustment with on-board variable pre-set potentiometers. 
3.3 PC/Stereo Board description 
Refer to the PC/Stereo System Board User Manual. The board implements two 
pairs of 164A A/D and D/A convedors. The board is controlled by the DSP32C 
board and can not work "standalone". Connection between the two boards is by 
a flat ribbon 50 way connector cable supplied with the PC/Stereo board. A/D 
convertors have max input of about :t3 volts, exceed this and input OP-amps 
may be destroyed. D/A convertors have max output of ±3 volts. PC/Stereo A/D 
and D/A convertors do not Invert signals. Fourth-order anti-aNasing and 
reconstruclion filtem, are avaNable on ffm PC/Stereo board. The roll-off 
ft"uencies are NOT wftware programrrudft. The fiftem we lmpkmmted wfth 
standard circuits that tme resistors, capacitors and OP-wnpe. The defoult 
factory setting is 18.5 Khz, which may not ýbo-subblo for your application. To 
change these filters refer to pap 23 of the PC/Stereo "16-bit stereo interface 
board" manual. The A/D and D/A convertors are all DC-coupled. DC offsets 
from external circuitry often cause problems when taft the boards. The 
PC/Sloreo board provides DC adjustment with on-board variable pro-set 
potentiometem. 
3A DSP32C and PC48UM Board frabdiation - 
Refer to DSP32C SyWwn Board User. Manual. The DSP32C syston board 
requims a fuMerto 164A expansion sW on an ISA -bus and to PC/Mereo 
card requim a half leno slot. A sultable- 4*mpukw has a kqe deslktop or 
tower case with mrs Om IbNo spave expansion slols. Ensure to the com"r 
Power suppty can: supply, opough. current for the,: OW bowds - sm: DSP32C 
Systern Board UserIftmd, page % 
Appendix 3 Page 317 
It is necessary to describe the board's base address memory location in the 
computer with an environment variable. The software will then be able to "I'ind" 
the board. For a single DSP32C system board supplied by LSI with factory 
default settings (base address of 290 hex) add the following line to the DOS 
environment table. 
set MON32=290 
If multiple expansion boards are installed in the computer then dfferent 
addresses must be used to avoid memory addressing conflicts. If the DSP32C 
board base address needs to be changed (see Section 2.2 of the DSP32C 
System Board User Manual) then change the environment variable MON32 to 
the new board base address. Current DSP32C software will only support a 
single DSP32C board (and a single PC/Stereo board If required) in a single 
computer. 
The remainder of this sedion discusses the installation of PC/Stereo boards. 
Some pieces of softare require extra A/D and DIA convertors. Extra convertors 
are available on the PC/Stereo board. The installation of a PC/Skwec, board is 
described in the ale Bit Skweo, irderflace Bowd" manual. The two boards 
connect together: (i) to allow the DSP32C board to control the PC/Stereo board; 
(ii) to clock the PC/Stereo converters at the some rate. 
The DSP32C board controls the PC/Stereo board via the DSPUNK Interface 
system using a 50may ribbon -cable supplied wfth the PCMtereo board. The two 
boards connect togeOw as described on page 5 of the PC/Ste. reo, board manual. 
The Delwftnerd- Of Applied Acoustics DSP32C active control system software 
requires that the, OSP32C and PC/Stereo board convertors am clocked at the 
same rate %by: connecting system board clock fkom ý* 14 of - the. analogue 
interfac*45-fty- connector on #* syslam board (am pp 85 of "IDSP32C 
System Boant Usw lftnuar) to pins 2 and 3 of ft PC/SWeo board control 
15-way connector (CON3, Lower - see page 4 of "16 Bit Stereo Intarface 
Board"). Figure 122 stumsAlm oonnecWns. - 
ChaW Llnk 12 owthe DSP32C 
systwh bowd. 'so OW, vM-twee PWO ~ tog~ (kuft Lk*i 12,, wkh ýboard 
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DSPUNK 
DSP32C 
BOARD LINK 
MODS DETAILED 
IN TEXT PC/Stereo 
Unk 12 mod Unks 7&8 mod 
15 way 15 way 4 15 way 15 way 
fernale Jemale Is fornala. 
r.. -V / 7r=mý pin 14 pine 2&3 
CLOCK SIGNAL 
INA INA 
INB INB 
OUTA OUTA 
OUTB OUT13 
Figurg 122. Connection schematic for clocking the PC/Stereo board 
convertors from the DSP32C timer. 
lay-out diagram on page 20 of DSP32C System Board User Manual). Change 
links 7 and 8 on the PC/Stereo board to position C (PC/Stereo board manual 
page 6). 
The link changes do not affect the operation of software OW only use the 
DSP32C board. These changes have been Implemented in ft DSP32C 
installations on computers used for active control of Impedance. 
3.5 Applications Software 
This secfion describes PC and DSP32C software wriften by Guy. Nicholson 
between 1990 and 1993. Each section describes "MandaloW execLftble code. 
The program files, afthough having similar names, are NOT inkmchim9eable 
between the appikations. 
EjVed to spend time setfing up the connections ftm anaftue Itnab tO AID 
convertore and DIA conveftors to external devk=. The MuMpkity of similar 
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BNC connectors from the flying leads connected to the boards 15-way 
connectors often causes confusion. Always check to see if DC is present and 
potentially causing problems on the A/D inputs. 
The DOS software loads the DSP32C executable software through the PC bus 
to the DSP32C board and transparently controls the DSP software. The user 
only has to load one DOS executable program at the command line to run each 
piece of software. The loading of a now DSP32C program over-writes the 
previous DSP32C program. 
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3.5.1 DC testing of AID convortors 
Purpose: 
Test program for monitoring presence of DC offsets on DSP32C and 
PC/Stereo board A/D convertors. 
Files: Two: 
DCSET. EXE DOS executable 
DC32. OUT DSP32C executable 
Set-up and command line: 
Requires DSP32C board, PC/Stereo board optional. Check board 
address environment variable is installed in autoexec. bat, see Page 317. 
The PC program DCSET. EXE needs access to DC32. OUT, so copy both 
files to a suitable directory. Start DCSET by typing "DCSET" on the 
command line. 
Notes: Two screens: Title and diagnostic. 
Run this program with all external equipment powered-up and connected 
to the A/D convertors. Diagnostic screen contains a depiction of the 
DSP32C and PC/Stereo boards, black boxes show averaged digital AID 
signals (max of :t 32767). * symbols show locations of pre-set 
potentiometers on the board. Adjust either the external DC source or the 
board pre-sets until the black boxes have near zero values. Excessive 
noise will prevent near-zero DC levels however this is often satisfactory 
for the active impedance control programs. 
If dvm is a run time problem (such as DSP32C board not avallable) then 
the program writes a mesloge to the White box on the bo#om right of tie 
diagnoefic screen. 
If any operational difficulty occurs: 
(1) Check availability of DC32. OUT. 
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(ii) Check base address environment variable, see Page 317. 
(iii) Check board installation, see Section 3.4 of Appendix 3 on Page 316. 
(iv) Turn power off then back on to reset DSP32C board. 
(v) Software or hardware fault. Try another program or DSP32C board. 
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3.5.2 Mic-accr adaptive Impedance control system 
Implements an active control system based on the Least Mean Squares (LMS) 
adaptive algorithm for the control of impedance. This section refers to version 
2.2 of the system. This control strategy is described in Chapter 5 on Page 90. 
The experimental implementation is described in Section 7.5 on Page 21 S. The 
LMS compensation fifter is configured as shown in Figure 49c on Page 184. 
Consists of five program files: 
GO. EXE DOS executable 
DERINI Inifialisation defaults file - ASCII 
TMSRB. FON Fonts file for graphics 
SAM2. OUT DSP32C executable code 
32CRLP. OUT DSP32C executable code 
Set-up and command line: 
Requires DSP32C board and PC/Stereo board. Check board address 
environment variable is set, see Page 317. The PC program GO. EXE 
needs access to all of the other four files, so copy ail files to a suitable 
directory and run the controller from #mm. 
Start the controller from the, DOS command line by typing: 
GO 
Disable reference sampling by typing: 
GO /h 
This saves start up time when ft controller does not need feedback 
cancellation. Do NOT start the controller with "GO 1W N feedback 
cancellation is needed. Exit the program at any tIme by pressing 
CTRL-BREAK. 
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Notes: 
Before running GO. EXE check for DC on the A/D convertors with the 
DCSET program, see Page 320. Connections to the converters are as 
follows: 
DSP32C board 
INA reference signal for LIVIS algorithm 
notused 
OUTA diagnostic signal 
OUTB control signal 
PC/Stereo board 
INA desired signal, pre-filtered 
INB forward-path return signal 
OUTA riot Used 
OUTB not used 
PC/Stereo 
DIAGNOSTIC desired INA 
81 Lai 
fiT LKS FILTER R 
DSP32C PC/Stereo 
INA INB 
ERROR 
SPARE CONVERTORS 
DSP32C PC/Stem 
INB OUTA 
Figure 123 Connecfion schemabc fbr LMS adve Impedance contraliers v2.2 
& v2.1 impWnonted on the DSP32C system and PCIStwoo'boards. 
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Figure 123 shows a connection schematic for the controller. H is the 
desired filter transfer function - this sets the desired active surface 
impedance. Connect the analogue 1/0 cables supplied with the boards 
to the correct connectors. For location of analogue 1/0 15-way 
connectors: see DSP32C System Board User Manual page 20 and 
PC/Stereo board manual Figure 2 page 4. This is often confusing 
because of 180 degree rotation of the boards when compared with the 
diagram. If in doubt take the case off and locate the bus 
edged-connector - this allows physical orientation with the diagram. 
Connect a clock signal to the PC/Stereo board as described on Page 317 
of this document. 
3.5.2.1 Control system and equipment connection 
This section details equipment connection and control system schematic for the 
active control of impedance. This typifies the test-rig connections used to 
control the surface impedance of a conventional loudspeaker for ideal active 
absorption in a one-dimensional sound field. Figure 124 on Page 325 contains 
a diagram of the typical equipment connections and control system. These 
connections can be changed to implement feedback control, different reference 
inputs etc. The acoustic parts of the test-rig are In the top right of the figure. 
The DSP32C and PC/Stereo board are in a dashed box at the bottom of the 
figure. The diagram shows the LIVIS filter W and recursive LIVIS filter R. For 
non-recursive LIVIS operation disable the recursive filter R by setting the gain 0 
to zero. Compensation is required for the stability of both adaptive LIVIS filters 
and is realised with the two identical FIR filters labelled C. The coefficients of 
these filters are calculated as described in Section 7.6 on Page 215. Feedback 
cancellation is enabled by FIR filter F that can be turned on or off. Additional 
information on the implementation is given in Section 7.5 on Page 215. A 
complete derivation and description of the LIVIS algorithm is in Section 3.5 on 
Page 37. The recursive filtered-U adaptive filter implementation of the LIVIS 
algorithm. is described in Section 3.7 on Page 50. 
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Figure 124 Typical equipment conneclion for one-dimensional active control of 
acoustic impedance of a loudspeaker. 
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3.5.2.2 Running the control system 
The active impedance control program consists of five phases: (i) title screen; 
(ii) connection information screen; (iii) impulse response measurement of 
electro-acoustic paths; (iv) design of compensation filter screens; (v) active 
impedance control run-time screen. This section uses screen shots from 
GO. EXE (Figure 125 to Figure 130 on Page 330 to Page 332) to explain these 
phases. Run GO. EXE when reading this section. 
The first screen seen after typing "GO" or "GO /n" on the command line is the 
title screen. Press any key to continue to the connection screen. Figure 125 is 
a screen shot of the connection screen. This detafle the function of the DSP32C 
and PC/Stereo board convertors. Connect the external electro-acoustic: 
equipment at this stage. Press any key to continue to the measurement of the 
impulse responses of external electro-acoustic paths. If the board base address 
is not set as an environment variable (see Page 317) then a warning message 
appears and the program assumes that the board base address is Ox290. If a 
DSP32C board is not found then the program vAll advise to user and exit. If 
the program finds a DSP32C board it continues to the impulse response 
measurement screen. 
Figure 1241 shows a screen shot of the impulse response measurement screen. 
This allows the user to set the system sampling frequency (delaults to 3kHz) and 
start the impulse response measurement. The Impulse response 
consists of sending pulses from DSP32C. OUTB and averaging the 
electro-acousfic path responses received by the AID convertors. The number 
of averages can be set on this screen. AN external equipment must be 
connected and powered. Start the impulse response measurement by pressing 
Won the keyboard. If the DSP32C OUTB is feeding a loudspeaker then expect 
to hear audible clicks at a rate of a few per second - If clicks are not heard then 
check the connections and ancillary electronic equipmeft If the AID convertors 
are driven to dipping then a message appears on the PC screen - the user must 
reduce the signal levels before re-measuring the impulse responses. VVhen to 
measurement- has completed the impulse reslxwoe rv :Pi. scroan asks 
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the user either to repeat the measurement (press 'R') or continue, (any key) to 
the filter design screens. 
Screen shots of the filter design screens are shown in Figure 127 to Figure 129. 
These screens use the impulse response measurement results to design 
suitable digital fifters for stability of the control system. The user has to select 
a suitable coefficient length for the digital filters. These screens let the user 
decide suitable coefficient lengths for the filters. An individual description of 
each screen follows. 
Figure 127 shows a screen shot of the first fifter design screen. This is fbr the 
design of the Feedback cancellation filter. This screen will not appear if the 
control system was started by typing "GO /n" on the DOS command line (see 
Page 322). The top left graph shows the impulse response of the path from 
DSP32C OUTB to DSP32C INA. Expect to see a "dean" Impulse response - If 
not then adjust external equipment and measure the Impulse res; xmse again by 
pressing 'R'. The bottom left and right graphs show the magnitude and phase 
of the Fourier Transform of the impulse response. The cancellation filter 
coefficients are loaded from the impulse response nii resulL Set the 
length of the filter by pressing 'N' on to keyboard - Include all of the lawnient 
information in the impulse response measurement. A yellow verWal dashed line 
on the impulse response graph (top left) shows the position of the seWed 
length on the plot., At a sampling rate of 3kHz with the active impedance rig 
based on a5 metre pipe the coefficient filter length should be up to 512 samples 
in length. After selecting a suitable length exit the first Nor design screen by 
pres Ing 'E' on the keyboard. The impulse response measurement date can 
then be saved before continuing to the second filter design screon. 
Figure 128 is a screen shot of the second filter design scism . This Is for the 
part design of the compensation fillem. The third fNW design soreen 
(Figure 129) completes the design of the compenwition Iftm. The top, left 
graph shows the impulse response of #0 pvb ftm DSp32C OLM3 to 
PC/Stereo INA. Exped to see a "clown" impube response - if not dw *dW 
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external equipment and measure the impulse response again by pressing W. 
The bottom left and right graphs show the magnitude and phase of the Fourier 
Transform of the impulse response. The compensation fifter coefficients are 
loaded from the impulse response measurement result. Set the length of the 
compensation fifter by pressing 'N' on the keyboard - include all of the transient 
information in the impulse response measurement. A yellow vertical dashed line 
on the impulse response graph (top left) shows the position of the seWed 
length on the plot. At a sampling rate of 3kHz with the active impedance rig 
based on a5 metre pipe the coefficient fifter length should be up to 512 samples 
in length. After seWcting a suitable length exit the second filter design screen 
by pressing 'E' on the keyboard. The impulse response measurement data can 
then be saved before continuing to the third filter design screen. 
Figure 129 is a screen shot of the third and final fifter design screen. This 
completes the part design of the compensation filter. The top left graph shows 
the impulse response of the path from DSP32C OUTB to PC/S%reo INB. The 
description for this screen is the same as that for the second fifter design screen 
On exiting the last filter design screen the feedback cancellation and 
compensation filters are permanently designed. The PC program loads the 
DSP32C program 32CRLP. OUT and compensation filters to the LSI DSP32C 
system board and runs the active control -system. Figure 130 is a, screen shot 
of the oontrol run-timo screen. Haft and reset the cordrd system by pressing the 
space bar. Alpha and Beta set the adaptive update speeds, of the control filters. 
For a non-recursive fiftered-X LIVIS implementation set Beta (ft in Figure 124) 
equal to zero - the output of filter R is then always zero. Alpha and EMft can be 
instantaneously increased or decreased by a fador of ton by pressing Y or 'S'. 
N-FWD and N-F/B show the coefficient lengths of the compensation filters. 
NCNR and NCR show coefficient lengths of the non-recursive and recursive 
adaptive filters. For an LIVIS implementation NCNR sets the non-recursive 
adaptive control filter coefficient length and NCR Is of no consequence (W to 
3 taps). Set the inverse gain of the digital desired filter H (shown in Figure 123) 
by pressing T- this sets the desired active surface Impedance. Adjustft 
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magnitude and phase of the desired fifter H with the displayed fifter coefficients. 
Spare DSP code lines show the code overhead for the DSP; if this goes to zero 
then the DSP can no longer run the current control configuration in real-time - 
reduce fifter coefficient lengths or lower the sampling frequency. Select the 
diagnostic output signal from DSP32C OUTA by pressing numbers on the 
keyboard (not on the numeric keypad). The real-time plot on the bottom left of 
the screen shows the Mean Square Error (MSE) of the adaptive control fifter 
solution. Expect this to reduce to low values as the control filter converges to 
a solution. The presence of DC on the input convertors will affect this plot. 
Suggest you monitor the control filter error from DSP32C OUTA with an 
oscilloscope. Iteration hold sets the delay between starting the real-time plot in 
the bottom left of the graph and turning the control system on. If the A/D 
convertors are clipped by the Input signals then a warning message appears on 
the screen - the user must then reduce the signal levels. 
The bottom right menu of Figure 130 shows other options. A DOS shell can be 
activated by pressing V. The compensation filter coefficients are displayed by 
pressing V. The adaptive control filter coefficients are displayed by pressing 
'F' (note: this may crash the program if the weights are all zero). If the reference 
signal is acoustic then toggle feedback cancellation on with V. The adaptive 
control fifter update is temporarily held (but not reW) by pressing W. The 
elapsed adaption time since the last reset of the control is shown at the bottom 
of the screen. Instantaneously turn the control system on and off by pressing 
'0'. Exit the control system by pressing the Escape key. 
The ASCII file DERINI sets s(xne control systern start-up values for GO. EXE: 
edit DERINI with a text file editor such as EDIT in DOS 5.0 to change control 
start-up values. 
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OUTO anti noise control signal. 
LSI PC/Stereo board analogue connections: 
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IMPULSE TMMMTIOH INTEUME : WWIMEWZ F3 camp ul. 8 Doc 19W 
Zero crossing pts : 43 45 46 54 S9 
fit 62 93 100 119 149 150 151 154 150 16-, 
165 111 106 197 200 203 204 210 211 212 
CH) Truncated to M mmplffljý 
CH) select uivwkm status 
CD) 908 Shall 
CR) retrain lapulse 
CZ) OXit the Intwface %UW . 44 "A& "Aj "&U - AV "&w .. A... "..; 
Figure 127 FIR Mor deelp for Fewcox ccwnpwmmmon 
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mom crossing pta : 43 a 46 54 so 
$1 62 93 100 113 151 154 158 162 165 18 
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CH) select wivWbm status 
CD) Do Moll 
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UD exit the Intatace "A& "alp "AV "&* "Mo %^& "Wo "&P . ... 
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Figure 128 FIR filter part closign tv FNbvs&X cmqnnsalw 
0 sampws $11 
ftoqtumW kHz Irroquamw kHz 
FAULft for requout ... 
2mg"s 511 
rfequmw kHz rvequeww 
Jb"ft for rcqwmt . 
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IMPULSE IMREATION INTERFV« : PCdSt IM FX cmp v1.9 Dec 19u 
ZeM Cross IV* PtS : S2 S3 5S 90 9S 
161 162 169 17t 173 175 176 183 N9 t99 
201 203 209 210 268 271 276 284 292 29S 
CH) Truncated to 4W aamplmt,, 
(H) select wivWkm status 
CD) DOS SIM II 
(R) retrain impulso 
CD exit the interf 
off"r 91 Radiam 
Figure 129 as lbr Figure 125 
Yeadforward L"S Cowblol Swt uWalcm Z. Z rag 19" 
CONTROL STATUS : F/D COMPENSATION : 
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3.5.2.3 Operational Problems 
If the control is not stable: 
(i) Reduce adaptive update gains. 
(ii) Check polarity and value of desired filter inverse gain T. 
(iii) Correct for DC on the A/D convertors (DCSET. EXE). 
(iv) Connect diagnostic signal from OUTA of DSP32C system board to an 
oscilloscope and trace around system with numbers 1-7 on the keyboard 
checking that external signals exist, see screen fbr more information. 
(v) Try different acoustic frequency or type of noise. 
(vi) Try version 2.1 instead of version 2.2. Version 2.1 has a different 
compensation strategy. 
If an operational difficulty occurs: 
(i) Check availability of all programs. 
(ii) Check base address environment variable, see Page 317. 
(iii) Check board installation, see Section 3.4 of Appendbi 3 on Page 316. 
(iv) Turn power off and back on to reset DSP32C board. 
(v) Software or hardware fault. Try another program or DSP32C board. 
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3.5.3 Active absorption with 2-mic control system 
Purpose: 
Active control system based on the Least Mean Squares (LMS) 2-mic 
adaptive algorithm. Designed for active absorption using two spaced 
matched microphones. Control strategy based on Guicking and Nelson's 
work - see Section 2.4.2 on Page 14. 
Files: Five: 
GO. EXE 
DEFANI 
TMSRB. FON 
SAM2MIC. OUT 
2MIC. OUT 
Set-up and command line: 
DOS executable 
Initialisation debub file - ASCII 
Fonts file for graphics 
DSP32C executable code 
DSP32C executable code 
Requires DSP32C board and PC/Stereo board. Check board address 
environment variable is installed in autoexec. bat, see Page 317. The PC 
program GO. EXE needs access to all of the other four files, so copy all 
files to a suitable directory and run the controller from there. 
Start the controller from the DOS command line by typing: 
GO 1ý 
Disable reference sampling by typing: 
GO /n 
This saves start up time when the controller does not need feedback 
cancellation. Do NOT start the controller with "GO /n" If feedback 
cancellation is'needed. 
Notes: 
Before running GO. EXE check for DC on to AID convert= wfth the 
DCSF-T program, see Page 320. Connections to ft mwerlort"Ore as 
f6hows: 
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DSP32C board 
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INA upstream pressure input 
INB downstream pressure input 
OUTA incident pressure 
OUTB reflected pressure 
PC/Stereo board 
INA reference signal for LIVIS algorithm 
INB not used 
OUTA diagnostic signal 
OUTB control signal 
DIAGNOSTIC PC/StereO 
OUTA 
I 
LMS FILTER 
PC/Stereo 
INA 
. 
----* 
I 
ERROR 
INCIDENT PRESSURE--OEP32C 
Ou TA 
REFLECTED PREStURE DSP32C 
OUTB 
DSP32C 
one INA 
sample 
delay 
DSP32C 
INB 
SPARE CONVERTORS 
PC/Stereo 
INB 
Figure 11311 Schematic for the active absorber based on the "two mic method" 
'implemented on the DSP32C system and PC/Stereo boards. 
Figure 131 shows the connection schernatic. Conned the analogue 1/0 
cables suppkW with the boards to the correct . For location 
of analog" 110 15-way conrmAom am DSMC,, Systarn Board Uw 
Manual. figure page 20 and PCIStereo board rnartual Figure 2 page 4. 
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This is often confusing because of 180 degree rotation of the board when 
compared with the diagram. If in doubt take the case off and locate the 
bus edged-connector for physical orientation with the diagram. Connect 
a clock signal to the PC/Stereo board as described on Page 317 of this 
document. 
The control method relies on the acoustic delay between the two spaced 
microphones to be equal to the sampling period. The desired fifter is 
fixed to one sample delay with unity gain. I used the B&K intensity probe 
microphones spaced at 5cm with sampling frequency of 680OHz. Close 
matching of the microphones is needed: ±0.5dB offers good absorption. 
I used MLSSA to calibrate the two microphone levels. 
The ASCII file DERINI sets some control system start-up values for 
GO. EXE. To alter these values edit DERINI with a text file editor such 
as EDIT in DOS 5.0. 
Five program phases that follow a similar process as the active 
impedance control application: title screen, information screen, real time 
sampling screen, compensation fifter analysis, control run-time screen. 
During acfive absorption control the control can be instantaneously turned 
on and off by pressing '0' on the keyboard. Haft the adaptive control 
mid-convergence with 'H'. Haft and reset the controiler by pressing the 
space bar. If the reference signal is acoustic then toggle feedback 
cancellation on with the 'G' key. 
If control not stable: 
(i) Reduce adeptive update pins. 
(ii) Correct for DC on the A/D convertom (DCSET. EXE). 
(Iii) Connect diagnostic signal from OUTA of DSP32C sy"n board to an 
oscilloscope and trace around system with numbers 1-7 on the keyboard 
checking that external signals exist, see screen for more Information. 
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(iv) Try different acoustic ft"uency or type of noise. 
If any operational difficulty occurs: 
(i) Check availability of all programs. 
(ii) Check base address environment variable, see Page 317. 
(iii) Check board installation, see Section 3.4 of Appendix 3 on Page 316. 
(Iv) Turn power off and back on to reset the DSP32C board. 
(v) Software or hardware fault. Try another program or DSP32C board. 
a- 
A 
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3.6 Introduction on Programming the OSP32C 
DSP32C software consists of two parts: the PC code and the DSP32C code. 
Programming the PC requires knowledge of the'C' programming language. You 
will need to buy a PC 'C' compiler as the LSI package does not include one. I 
use Microsoft Quick C v2.5, which is a good cheap choice for the beginner (E50 
with manuals). If you choose the Borland 'C' compiler you may have to rewrite 
the LSI PC-DSP32C interface library (see Chapter 9 of the DSP32C System 
Board User Manual). If you are learning 'C' then get hold of as many source 
listings of programs as you can. 
Programming the digital signal processor requires knowledge of DSP32C 
operation; when writing optimised real-time code you must be able to program 
in the DSP32C assembly language. AT&T do provide a DSP32C 'C' compiler 
to reduce the amount of assembly coding however E600 has not been available 
to buy this. The DSP32C System Board User Manual states that some 
knowledge of DSP32C assembly language is necessary when using the 'C' 
compiler. All of my DSP32C software has been written In the DSP32C assembly 
language. A precise description of the DSP32C assembly language Is available 
in the WE-DSP32C Digital Signal Processor manual. The DSP32C compiler and 
linker are documented in the WE DSP32C Support Software Library manual. 
The applications described in this document are compiled with WE DSP32C 
Support Software Library v1.5. Descriptions of useful DSP32C Assembly 
Language Routines are in WE DSP32C Application Software'Llbrary. Despite 
all of this documentation there are no beginner's tutorials on assembly code 
basics such as registers, flags, code pipe-finitio, etc. The Electrical Engineering 
Department provided a beginner's guide to assembly lanquage'lbr the BBC 
microcomputer that I found useful in desabing things Ike Indired addressing. 
Perform the interfacing between the PC and DSP32C code twough the PC'bus 
with the public domain interface library provided by Loughbo "Oh Sound 
Images, see Chapter 9 of the DSP32C System Board User Manual. I did not 
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use the LSI library files. Instead I slightly modified the 'C' source code of the 
interface library and incorporated it into the genf library for most of the 
applications. Ask Loughborough Sound Images for code examples of DSP32C 
applications. 
3.6.1 Sampling Frequency and Real-time Coding 
Nyquist's theorem implies that a sampling system that uses a sample and hold 
configuration (such as the LSI board) must have a sampling frequency that is at 
least twice that of the maximum data frequency. The maximum test frequency 
used in this work was around 50OHz so the minimum sampling frequency was 
1kHz. The sampling frequency selected was 3kHz. 
Representotion 
of LSI boord 
internol somple 
rote counter. 
C3 
S. O. C. S. O. C. 
0.24uS 
4.24uS 
_1_ -DSP calculatim 014 
1 
Figure 132 Reakime operation timing for the DSP32C processor on the LSI 
system board. T is the period of the A/D and D/A sample rate. 
The LSI board data-handling causes a 4.24pS delay (an Figure 132) between 
the sampling of an analogue data value or start of conversion (S. O. C. ), and the 
availability of this value to the DSP32C program. Digital signals that are to be 
converted into analogue signals must be ready 0.24pS before the next S. O. C. 
occurs. The sampling frequency of 3kHz has a period of 1000/3pS. For 
preaRime' operation (so that now sample output is made In reqxxwe to Input 
from the previous sample conversion) the program must then executO Oil 
instructions in 328.8pS (this from 1006/3 - 4.24 - Q. 24). The DSP32C Instruction 
Appendbc3 Page 340 
time of 8OnS allows execution of 4110 real-time instructions for a sample 
frequency of 3kHz. 
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APPENDIX 4: Design of electronic Integrator 
The integration of a harmonic signal causes 
a phase shift of -90". The integration of 
real electronic signals can be made with an 
electronic filter (see Figure 133) based on 
OP-amp techniques that places a zero at 
infinity in the frequency domain. With 
suitable selection of resistor R2 and 
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capacitor C this filter theoretically Produces Figure 133. OP-amp integrator 
a broadband phase shift of near to -2700. circuit 
A subsequent inversion creates a theoretical 
phase shift of near to -900 that corresponds to integration. The resistor R2 is 
necessary to keep de stability. Analysis of the circuit in the 9-domain reveals the 
filter transfer function, Eq. A4. I. 
F(S) ---!!! 
[lI A4.1 
Rl I +sCR2 
SubstiWting s=jco gives Eq. A4.2. 
FUw) -- -M 
I, I A4.2 
Rl 
11 
+jw CR2 
The phase of this fifter circuit with subsequent 180'0 inversion Is given by Eq. 
A4.3 and is dependent on the values of C and R2 and the harmonic frequency 
of the filter input signal. 
40 - -tan-'(-wcRe) 
A4.3 
The selection of C and R2 for desired phase is complicabd by the ability of the 
OP-amp output to charge the capacitor C. Slow rate limifing will occur If there 
is Insufficient Current to charge the capabitor. The output current I requhad to 
charge the capacitor Is the ratid'of the voltage across ft capuft V to the 
impedance, this gives Eq. MA 
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I- V(oc A4.4 
The maximum output current of the OP-amp is quoted in manufacturer's 
specification sheets so from Eq. A4.4 the maximum frequency of correct 
charging of the capacitor can be calculated. The test-rig circuit uses OP-amp 
type LF-351 with a typical maximum output current of 1 mA. With a desired OV 
swing across the capacitor and a desired maximum frequency In the test-rig of 
50OHz the capacitor value is calculated as 53nF from Eq. MA A suitable real 
capacitor value is C=47nF. For a phase shift of -8911 at 20Hz R2 is calculated 
as 9.7MO from Eq. A4.3. A suitable real resistor value is R2=IOMD. RI is 
selected for dc gain. The test-rig value is Rl=lOOkD so that dc gain is 40dB. 
The filter circuit theoretically offers at least -890 of phase shift from 20Hz with 
no slew-rate limiting below 5001-lz for an output voltage swing of : k3V if 
RI=1OOkQ, R2=10MO, C=47nF with an OP-amp type LF351. 
The filter circuit is 
practically implemented 
for the test-rig as 
shown in Figure 134. 
The input capacitor 2, u2 
removes dc inputs but 
affects the lower 
frequency phase 
Dr=Ri%TOR 
DC-OFTW 
& ; INVEMMON 
57 
2u2 47hr 
+ 
IOCK OCK 
"0 
-1 ov 
performance. The 
second OP-amp 
Figure 1U. Test-rig integration circuitry 
provides dc-oflset compensation for de offsets caused by the first OP-amp and 
signal inversion to give a circuit integration phase shift of near -9011. This was 
tested befbre use in the test-rig and the phase and magnitude results am shown 
below in Table 2. The input capacitor (value 2p2) reduces the measured phase 
shift at 19.25Hz from -89.111 (without input capacitor) to -85.011 with Input 
capacitor. 
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Table 2. Measured magnitude and phase of analogue integrator circuit 
Frequency Hz gain dB phase 0 
19.25 4.63 -85.0 
39.25 -1.47 -87.5 
1 
50.5 -3.63 -88.2 
85.75 -8.28 -89.0 
100 -9.55 -88.7 
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APPENDIX 5: Standing Wave Ratio (SWR) Measurements 
The measurement of one-dimensional surface impedance for plane harmonic 
waves can be made with standing wave ratio (SWR) measurements in a 
wavegulde. This Appendix describes classical theory for SWR measurements. 
The complex amplitude reflection coefficient is defined. 
Consider a surface that is excited by a normally-incident harmonic plane wave 
of pressure p,, see Figure 135. 
There is a reflected plane wave Pr 
and the surface is at position x=O. 
The incident and reflected plane 
waves are described by Eq. A5.1 and 
Eq. A5.2. 
p, 
ASA 
pr B. &Jwt. ojkx 
A5.2 
surface 
PI 
Pr 
+x 
x=O 
A ei&nA 0 orm hr%fh fw%mnlov nro"ilra F% =1 PA &V ý§ %. F &~U a %P%n , vr~ý r, W- - 
amplitudes. The amplitude at a Figuro IM Boundary excited by 
pressure node in the duct is IAI+ incident acoustic prmure A, positioned at X--O. 
BI and the amplitude at a pressure 
antinode is JAI -IB1. In a waveguide the amplitude of the node and antinode 
can be simply measured with a microphone. The SWR Is defined by the ratio 
of the amplitude at the antinode to that at the node Eq. A5.3. 
SM JAI +181 A5.3 
JAI - 1491 
kearranging Eq. A5.3 yields Eq. A5.4. 
Ifiq SM -I MA 
JAI SVM +I 
The ccxnplex amplitude reflection coeftlent R is defined by Eq. A5.5. Note that 
it includes a phase shift on reflection term 0. 
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R= IRI. eJ" =8 A5.5 A 
The phase shift can be calculated from Eq. A5.6 by measuring the distance from 
the surface to the first node Xnm. 
71 
4xmin f A5.6 
c 
Equation A5.5 combined with Eq. A5.4 gives Eq. A5.7. 
IRI SWR -1 A5.7 
SWR +I 
Equation A5.7 shows that the magnitude of the reflection coefficient at a surface 
can be calculated from measurement of the pressure amplitude at the node and 
antinode of a standing wave field. 
The complex, amplitude reflection coefficient is related to the complex surface 
impedance by considering the pressure and velocity components at ft surface. 
The complex specific acoustic impedance z is ft ratio of total pressure to 
surface velocity at the surface. Eq. A5.8. 
u ix o 
jo t A5.10 
so that Eq. A5.8 becomes Eq. A5.1 1. 
zI POC. 
A+ A5.11 IX-0 A-B] 
By dividing through top and bottom of Eq. A5.1 I by A and substituting from Eq. 
A5.5 the surface impedance is related to the complex amplitude reflection 
coefficient as shown in Eq. A5.12. 
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zI": P 0C 
I+ A5.12 IX-0 -[I 
-R] 
Equation A5.12 shows that the surface impedance can be calculated by 
measuring the amplitude of standing wave pressure node and antinode in the 
waveguide and the position of the first minima and calculating the complex 
amplitudereflection coefficient. TwospecialcasesareftrRmOandRal. The 
first case is for ideal acoustic absorption when za ^c, the second is for perW 
acoustic reflection when z Equation A5.12 can be rearranged to give Eq. 
A5.13. 
z IX-0 
R POC A5.13 
z IX-0 
+ 
L POC 
A numerical example of the relationship between Impedance and reflection 
coefficient is Jbr the KEF B200A loudspeaker mounted in a 25 litre box. The 
parameters for the B200A loudspeaker are in Appendix I on Page 309. The 
theoretical magnitude and phase of the acoustic input impedance of the system 
are shown in Figure 21 on Page 86. From Eq. A5.13 the theoretical magnitude 
and phase of the reflection coefficient is calculated and shown here In 
Figure 136. The resonant frequency (calculated as 65Hz In Appendix 2 on 
Page 310) is seen to have zero reflection coefficlent -a perfecOy absorptive 
termination. At this frequency the acoustic input impedance is real and close to 
p. c as shown in Figure 21. 
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Figure 136. Theoretical nuqpvftude and phase of Me amplitude reflection 
coefficient fbr the cone of, a KEF 8200A loudepealcer mounted In a 25 Iltre 
sealed enclosure. The cone is assumed to vbrafs as an-ideal piston over this 
ft"uwcy ranp. 
iý 
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