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Introduction
Tout au long de cette thèse, K/Qp désigne une extension non ramifiée finie. Le
but de cette thèse est de donner un encadrement des nombres de Tamagawa des
représentations p-adiques cristallines de GK le long de la tour cyclotomique de K,
et ce sans aucune condition supplémentaire sur leurs poids de Hodge-Tate.
Les nombres de Tamagawa de représentations p-adiques seront brièvement dé-
finis plus loin dans cette introduction.
0.1 Représentations p-adiques de corps locaux
Soit F un corps de nombres, F une clôture algébrique de ce corps et GF =
Gal(F/F ) le groupe de Galois absolu de F . Pour résoudre une équation à coeffi-
cients dans F/Q, il peut être utile d’étudier GF .
Toutefois la structure de ce groupe est compliquée. Pour pallier cette difficulté,
nous pouvons nous borner à l’étude de certains de ces sous-groupes particulière-
ment importants. Pour simplifier, supposons un instant que F = Q.
Soit p un nombre premier et Qp le corps des nombres p-adiques. Le groupe de
Galois absolu GQp de Qp est inclus dans celui de Q ; il est isomorphe au groupe de
décomposition en la place p.
Le groupe GQp — et plus généralement, le groupe de Galois absolu GK l’exten-
sion K/Qp — est profini ; c’est en effet la limite projective de Gal(L/K) où L/K
parcourt l’ensemble des extensions galoisiennes finies. C’est donc un groupe topo-
logique compact. Ce sont ces sous-groupes GQp avec p premier que nous étudions
plutôt que GQ.
Mais travailler sur ces GQp serait stérile s’il n’était pas possible de revenir en
arrière, c’est-à-dire d’en tirer des informations sur GQ. Il est évidemment possible
d’obtenir de telles informations car il existe une compatibilité entre le local et le
global. C’est la raison pour laquelle travailler avec des corps locaux est intéressant.
Pour étudier GK , nous nous intéressons à la manière dont il agit sur les espaces
vectoriels de dimension finie. Nous nous restreignons aux représentations linéaires
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continues de GK sur certains corps E.
Une représentation linéaire continue de GK sur un corps E est un morphisme
continu ρ : GK → GL(V ) où V est un E-espace vectoriel de dimension finie. Il
revient au même de donner une action linéaire continue de GK sur V . Pour cette
thèse, nous choisissons ce point de vue plutôt que le premier.
L’hypothèse de continuité peut très contraignante lorsque la topologie de E, le
corps de base de la représentation, et la topologie p-adique de GK ne se ressemblent
pas. C’est ce qu’il se passe lorsque E est un corps l-adique avec l premier distinct
de p ou si E = C. C’est la raison pour laquelle nous ne considérons que des
représentations linéaires continues de GK sur un corps p-adique E, disons E = Qp.
Une telle représentation est appelée représentation p-adique.
Nous aurons souvent besoin de considérer des structures entières : une Zp-re-
présentation de GK est un Zp-module libre de type fini muni d’une action linéaire
continue de GK .
0.1.1 Liens avec la géométrie
Il existe un pont entre le monde des représentations p-adiques et celui de la
géométrie algébrique.
En effet, de nombreuses représentations proviennent de la géométrie. Ainsi un
résultat dans le monde des représentations p-adiques peut être source d’informa-
tions du côté de la géométrie algébrique.
Expliquons rapidement ce que signifie "provenir de la géométrie". Soit X
une variété propre et lisse définie sur K. Les groupes de la cohomologie étale
H ie´t(XK ,Qp) sont des représentations p-adiques de GK pour tout i.
Une représentation p-adique de GQp provient de la géométrie si elle est sous-
quotient d’un groupe H ie´t(XQp ,Qp) pour un certain i et une certaine variété propre
et lisse X.
Une question toujours d’actualité est de déterminer quelles sont les représen-
tations p-adiques qui proviennent de la géométrie. Notons que J.-M.Fontaine et
B.Mazur ont conjecturé une réponse à cette question (cf. [FM95] ou [Kis07]).
L’exemple le plus connu de représentation issue de la géométrie est sans doute
le suivant. Soit E une courbe elliptique sur K, soit E(K) l’ensemble des points
de E sur K. Le module de Tate de E, noté Tp(E), est l’ensemble des points de
p-torsion de E(K) ou en d’autres termes la limite projective des points d’ordre pn
de E(K) i.e. Tp(E) = lim←−E(K) [pn].
Comme le groupe de Galois GK agit naturellement sur ce Zp-module libre,
Tp(E) est un premier exemple de Zp-représentation de GK . En inversant p, nous
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obtenons alors une représentation p-adique : VE = Tp(E) ⊗Zp Qp. Cet exemple
sera largement utilisé tout au long de cette thèse. Notons que nous avons plus
généralement H ie´t(EK ,Qp) '
∧i V ∗E .
L’étude des Zp-représentations provenant d’une courbe elliptique permettent
de recueillir des informations notamment sur sa fonction L.
0.1.2 Théorie de Hodge p-adique
Une approche pour étudier les représentations p-adiques de GK est la théorie
de Hodge p-adique.
L’idée générale de cette théorie — ainsi que de la théorie des (ϕ, Γ)-modules
dont nous parlerons plus tard — est d’utiliser des équivalences de catégories pour
ramener l’étude des représentations p-adiques à celle de certains modules ayant
des structures supplémentaires.
Cela permet de mettre en avant certains invariants importants, de classifier
les représentations etc. L’avantage est qu’au lieu de considérer des représentations
p-adiques générales, nous pouvons nous restreindre à certaines sous-catégories de
représentations. Rechercher des propriétés communes aux représentations de ces
sous-catégories etc.
Les anneaux de périodes p-adiques Bcris ⊂ Bst ⊂ BdR jouent un rôle central dans
cette théorie (nous ne parlerons pas davantage de Bst dans cette thèse). Ils ont été
construits par J.-M. Fontaine dans les années 1980 et sont des Qp-algèbres munies
d’une action du groupe de Galois GK et de structures additionnelles (filtration,
Frobenius, opérateur de monodromie etc) compatibles avec l’action de GK .
Le corps BdR est muni d’une filtration exhaustive, décroissante et séparée. L’an-
neau Bcris est contenu dans BdR ; il est quant à lui muni d’un Frobenius ϕ et hérite
naturellement de la filtration de BdR.
Si B♣ est l’un des anneaux des périodes p-adiques et si V est une représentation
p-adique V de GK , posons D♣(V ) = (B♣ ⊗Qp V )GK . Les structures additionnelles
de B sont ainsi retrouvées sur le module D♣(V ).
Le module de de Rham DdR(V ) admet une filtration et est de dimension infé-
rieure ou égale à celle de V sur Qp ; si les dimensions sont égales, la représentation
V est de de Rham.
Le module cristallin Dcris(V ) est quant à lui un ϕ-module sur K0 de dimension
inférieure ou égale à celle de V (où K0/Qp est l’extension non ramifiée maximale
contenue dans K/Qp) et K ⊗Dcris(V ) admet une filtration héritée de DdR(V ). S’il
y a égalité des dimensions, la représentation V est cristalline.
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Lorsque V est de de Rham, la filtration de DdR(V ) permet de lui associer
plusieurs invariants importants (les sauts de filtrations, tH(V )... voir le paragraphe
1.2.2). De la même manière lorsque V est cristalline, le Frobenius ϕ et la filtration
de Dcris(V ) mettent en avant plusieurs invariants.
J.-M. Fontaine a défini les ϕ-modules filtrés faiblement admissibles ([Fon94a])
puis lui et P.Colmez ont montré que cette catégorie était équivalente à celle des
représentations p-adiques cristallines ([CF00] ou §1.2.2 pour des explications sup-
plémentaires). Aussi donner une représentation p-adique cristalline revient à don-
ner un ϕ-module filtré faiblement admissible, c’est-à-dire une structure purement
algébrique et donc plus simple à manipuler a priori.
0.2 Exponentielle de Bloch et Kato et nombres de
Tamagawa
0.2.1 Exponentielle de Bloch et Kato
L’inclusion Bcris ⊂ BdR est précisée par l’injection Qp⊗Qnrp Bcris ⊂ BdR et par la
suite exacte fondamentale
0 // Qp // Bcris // Bcris ⊕ BdR/B+dR // 0(0.2.1)
où l’homomorphisme Bcris → Bcris⊕BdR/B+dR est défini par x 7→
(
(1− ϕ)x, x[B+dR]
)
.
Prenons une représentation p-adique de de Rham V de GK . En tensorisant la
suite exacte fondamentale par V et en prenant les invariants par GK , il vient la
suite exacte longue de cohomologie suivante :
0 // H0(K,V ) // Dcris(V ) // Dcris(V )⊕ tV (K) δV // H1(K,V ) // . . .
(0.2.2)
où tV (K) est l’espace tangent de V surK défini par tV (K) = DdR(V )/Fil0DdR(V ).
Soit H1f (K,V ) le noyau du morphisme H1(K,V )→ H1(K,Bcris ⊗ V ). L’appli-
cation δV induit l’exponentielle de Bloch et Kato introduite dans [BK90]
expK,V : tV (K)→ H1f (K,V ).
S’il n’y a pas d’ambiguïté possible sur V et sur le corps de base K, nous écrirons
exp plutôt que expK,V .
Le nom de cette application de connexion vient du fait qu’elle généralise l’ex-
ponentielle classique. Nous illustrerons cela à travers deux exemples dans le para-
graphe 2.1.
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Soit enfin H1f (K,V ) l’image de l’espace tangent de V par l’exponentielle de
Bloch-Kato et H1f (K,T ) l’image réciproque de H1f (K,V ) par le morphisme
H1(K,T )→ H1(K,V ).
0.2.2 Nombres de Tamagawa
L’exponentielle de Bloch et Kato permet d’étudier un autre objet, les nombres
de Tamagawa.
A Définitions
Les nombres de Tamagawa viennent à l’origine de la théorie de la géométrie
algébrique. B.Birch et H. Swinnerton-Dyer ont ensuite vu les nombres de Tama-
gawa d’une courbe elliptique E comme des "fudge factors" qui apparaissent dans
les facteurs eulériens de la L-fonction LE(s) associée à E.
J. Tate a ensuite précisé ces facteurs dans [Tat75]. Soit E une courbe elliptique
définie sur une extension finie F/Q ; le facteur eulérien de LE en p premier de F
en lequel E a bonne réduction peut être défini comme une intégrale sur E(Fp) où
Fp désigne la complétion p-adique de F . En procédant de la même manière sur
les premiers en lesquels E a une réduction singulière, nous obtenons un facteur
supplémentaire.
Soit P (x, y) = 0 l’équation de Weierstrass minimale de E pour un premier p et
E la cubique définie par la réduction P (x, y) = 0 de P modulo p. La partie lisse
de E est notée E0.
Il existe un homomorphisme naturel E(Fp) → E(kFp) (c’est l’application qui
réduit modulo p les coordonnées projectives d’un élément de E(Fp)). Notons de
plus E0(Fp) l’image réciproque de E0(kFp) par cette application, c’est aussi l’en-
semble des points de E(Fp) qui ont bonne réduction en p. L’indice (E(Fp) : E0(Fp))
est fini et n’est autre que le nombre de Tamagawa de E ou encore le nombre de
composantes de E(Fp) (cf. [Tat75, théorèmes 4.1 et 5.2]).
En reprenant l’intégrale qui donne le facteur eulérien dans le cas de bonne
réduction pour les premiers de réduction singulière, nous obtenons le produit d’une
intégrale sur E0(Fˆp) multipliée par le nombre de Tamagawa (E(Fˆp) : E0(Fˆp)).
Pour une variété algébrique, les nombres de Tamagawa sont le volume du
groupe de points pour une mesure induite par l’espace tangent. L’exponentielle
de Bloch et Kato permet de généraliser la notion de groupes de points aux repré-
sentations p-adiques V . En effet, ils ont montré qu’il était possible de construire les
nombres de Tamagawa locaux de V à l’aide la théorie de Hodge p-adique ; ceux-ci
– 9 –
Introduction
sont définis comme des volumes de certains modules pour une mesure de Haar
induite par une partie du groupe cohomologique H1(K,V ) (cf. [BK90, §4-5]).
Depuis, les nombres de Tamagawa locaux ont été normalisés différemment per-
mettant ainsi une généralisation à toute représentation p-adique de de Rham de
GK . Ainsi la définition de S. Bloch et K.Kato a évolué faisant place à celle qui suit
(voir aussi [FPR94]).
Soit V une représentation p-adique de de Rham de GK . Définissons Lf (V ) en
posant Lf (V ) = detQp H0(K,V ) ⊗ det−1Qp H1f (K,V ) ; la suite exacte (0.2.2) donne
lieu à l’isomorphisme canonique suivant :
ιK,V : Lf (V )→ det−1Qp tV (K).
À tout réseau T de V stable par GK , nous associons canoniquement un réseau
Lf (T ) de Lf (V ) avec Lf (T ) = detZp H0(K,T )⊗ det−1Zp H1f (K,T ).
Soit ω une base de detQp tV (K) et ω−1 sa base duale. Le nombre de Tamagawa
Tam0K,ω(T ) relatif à T et à ω provient de la comparaison des deux structures
entières Lf (T ) et Zpω−1 via l’isomorphisme ιK,V . Plus précisément, Tam0K,ω(T )
est l’unique puissance de p vérifiant l’égalité
ιK,V (Lf (T )) = Zp Tam0K,ω(T )ω−1.
Cette thèse a pour object l’étude de ces nombres Tam0Kn, ω(T ) lorsque V est
une représentation p-adique cristalline de GK où K/Qp non ramifiée et où Kn est
la pn-ième extension cyclotomique de K (où p est un premier impair fixé).
S. Bloch et K.Kato ont conjecturé un lien entre les nombres de Tamagawa
d’un motif M et la fonction L associée à M (cf. [BK90], [Fon92] ou [FPR94]).
Nous expliquerons un peu cela dans le paragraphe 3.1.1.
A Premiers calculs avec la théorie de Hodge p-adique
La théorie de Hodge p-adique a permis de calculer explicitement certains nom-
bres de Tamagawa. En effet, nous avons des formules décrivant Tam0K,ω(Zp(m)) ;
cela est dû à S.Bloch et K.Kato lorsque K = Qp puis a été généralisé à toute
extension abélienne K de Qp dans [BNQD02], [HK03] ou [BF06]. Nous verrons
cela dans le paragraphe 3.1.1.
Il a été ensuite possible d’obtenir des formules pour les nombres de Tamagawa
des représentations issues de la théorie de Fontaine-Laffaille (cf. paragraphe 3.1.1).
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Grâce à [BB08], dans le cas absolument cristallin — et c’est aussi conjecturé
dans le cas potentiellement semi-stable (voir [FPR94], [PR95], [Kat93]) — nous
savons que les nombres de Tamagawa Tam0K, .(T ) et Tam
0
K, .(T
∗(1)) sont liés. C’est
le théorème CEP (K, V ) de D.Benois-L. Berger.
Théorème 0.2.1 (CEP (K, V ))
Supposons l’extension K/Qp non ramifiée et prenons n ≥ 0. Soit V une repré-
sentation p-adique cristalline de GK et T un réseau de V stable par l’action de
GK.
Soit ω la base ω−12 ⊗ ω1 de detQp DKndR (V ) où ω1 (resp. ω2) désigne une base de
detQp tV (Kn) (resp. de detQp tV ∗(1)(Kn)). Nous avons :
Tam0Kn, ω1(T )
Tam0Kn, ω2(T
∗(1))
= |dKn|dimV/2p |Γ?n(V )|p
∣∣∣∣αV,Kn(ω, T )(Kn, V )
∣∣∣∣
p
.
Explicitons les notations : (Kn, V ) est la constante locale de Weil-Deligne (voir
[Del73] ou le paragraphe 2.3 de [BB08]), dKn désigne le discriminant de Kn. La
constante αV,Kn(ω, T ) est quant à elle liée au déterminant de la matrice de passage
d’une base de T à une Qp-base (ai)i de DKndR (V ) vérifiant
∧
ai = ω tandis que Γ?n(V )
est une constante explicite définie à partir des sauts de filtration de V sur Kn.
Ce théorème fournit, dans certains cas, une méthode de calcul explicite des
nombres de Tamagawa.
Considérons un exemple simple qui sera développé dans le paragraphe 3.1.1.
Dans le cas d’une représentation p-adique cristalline V dont les sauts de filtration
sont positifs et telle que V GK = 0, les nombres de Tamagawa sont faciles à calculer.
En effet, la plupart des Qp-espaces vectoriels intervenant dans la définition de ces
nombres sont nuls.
Aussi le théorème CEP permet d’obtenir les nombres de Tamagawa de certaine
représentation p-adique cristalline strictement négative. Cela donne le corollaire
suivant.
Corollaire 0.2.2
Soit n un entier positif. Soit V une représentation absolument cristalline de
GK à poids de Hodge-Tate strictement positifs (c’est-à-dire Fil0DdR(V ) = 0) et
telle que V ∗(1)GK = 0. Soit enfin T un réseau de V stable par l’action de GK.
Pour toute base ω de detQp DKndR (V ), nous avons :
Tam0Kn, ω(T ) = ]H
0(Kn, V
∗(1)/T ∗(1)) | det(1− p−1ϕ−1 |Dcris(V ))|p
× |dKn|dimV/2p |Γ?n(V )|p
∣∣∣∣αV,Kn(ω, T )(Kn, V )
∣∣∣∣
p
.
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Notons que l’hypothèse V ∗(1)GK = 0 n’est pas contraignante puisque, comme
nous l’avons dit avant, il existe des formules décrivant les nombres de Tamagawa
Tam0Kn,.(Zp(1)).
En revanche lorsque les sauts de filtration de V ne sont pas tous de même
signe, nous n’avons pas toujours de formules décrivant les nombres de Tamagawa
d’une représentation p-adique cristalline. C’est dans l’optique de mieux connaître
ces nombres de Tamagawa que cette thèse donne certains encadrements ainsi que
des cas d’égalité.
0.3 Principaux résultats
0.3.1 Autour des énoncés
Nous supposons toujours que K/Qp une extension non ramifiée finie. Le but
de cette thèse est de donner un encadrement des nombres de Tamagawa des repré-
sentations p-adiques cristallines de GK le long de la tour cyclotomique de K, et ce
sans aucune condition supplémentaire sur leurs poids de Hodge-Tate.
Pour énoncer les principaux résultats, nous avons besoin de plusieurs notations
supplémentaires.
Soit V une représentation cristalline de GK qui n’est pas positive. Ses sauts
de filtration sont donc contenus dans un intervalle [−k; h− k] avec k > 0, h ≥ 0.
Supposons que V n’admet pas de sous-quotient isomorphe à Qp(m) avec m entier ;
cette hypothèse sera justifiée dans le paragraphe 3.1. Supposons aussi que 1/p n’est
pas valeur propre de ϕ opérant sur Dcris(V ).
Soit T un réseau de V stable par l’action de GK . Fixons de plus n ≥ 0.
SoitD (T (−k)) = (A+K ⊗ Dcris(T (−k)))ψ=0 etD (V (−k)) = D (T (−k))⊗ZpQp.
La construction de l’exponentielle en termes de (ϕ, Γ)-modules permet de dé-
finir une application explicite surjective ΞεV (−k), k, n : D (V (−k)) → Dcris(V )⊕tV (Kn)Dcris(V ) .
Soit Rn l’image de D (T (−k)) par ΞεV (−k), k, n ; c’est un réseau de Dcris(V )⊕tV (Kn)Dcris(V ) .
Considérons la suite exacte suivante :
0 // Dcris(V )
f // Dcris(V )⊕ tV (Kn) // Dcris(V )⊕tV (Kn)Dcris(V ) // 0(0.3.1)
où f(x) =
(
(1− ϕ)x, x [mod Fil0DKndR (V )]). Elle donne lieu à l’isomorphisme de
comparaison detQp
Dcris(V )⊕tV (Kn)
Dcris(V )
' detQp tV (Kn). Soit υ′n un générateur de l’image
de detQp Rn par cet isomorphisme.
La théorie de Hodge p-adique permet de définir les constantes, Γ+n (V ), tH(V )
et t+H(V ). La constante tH(V ) (resp. t
+
H(V )) est la somme des sauts de filtration
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(resp. des sauts de filtrations positifs) de V . L’autre constante Γ+n (V ) — qui est
à rapprocher de Γ?n(V ) — est aussi liée aux sauts de filtrations de V , nous la
définirons précisément dans le corps de cette thèse.
Avec ces notations, vient le théorème suivant.
Théorème 0.3.1 (majoration des nombres de Tamagawa)
Soit K/Qp une extension non ramifiée finie. Soit V une représentation cristal-
line dont les sauts de filtration sont contenus dans un intervalle [−k; h− k] avec
k > 0, h ≥ 0.
Supposons que V n’admet pas de sous-quotient isomorphe à Qp(m) avec m en-
tier. Supposons également que 1/p n’est pas valeur propre de ϕ opérant sur Dcris(V ).
Soit un réseau T de V stable par l’action de GK. Soit n ≥ 0.
(i) Lorsque n ≥ 1, nous avons :
Tam0Kn, υ′n(T ) ≤ ]H0(Kn, V ∗(1)/T ∗(1)) p[Kn:Qp]nα |Γ?n(V )|p
×
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp Fil0 DKndR (V )
p
avec α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ).
(ii) Lorsque n = 0, nous avons :
Tam0K, υ′0(T ) ≤ ]H
0(K,V ∗(1)/T ∗(1)) |Γ?0(V )|p p[K:Qp]α
×
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp Fil0 DKdR(V )
p
.
(iii) Lorsque h < k, les deux inégalités ci-dessus se transforment en des égalités.
Notons que pour tout entier n ≥ 0, le groupe H0(Kn, V ∗(1)/T ∗(1)) est fini ;
cela sera justifié plus tard dans la proposition 1.3.2.
Sous les mêmes hypothèses que celle du théorème 0.3.1 et sans beaucoup d’ef-
forts supplémentaires, nous pourrons obtenir une minoration lorsque n ≥ 0.
Théorème 0.3.2 (minoration des nombres de Tamagawa)
Gardons les mêmes hypothèses que le théorème précédent ainsi que ses nota-
tions.
(i) Lorsque n ≥ 1, nous avons :
Tam0Kn, υ′n(T ) ≥ |Γ?n(V )|p |Γ+n (V )|−1p p[Kn:Qp](nα−n t
+
H(V )−n(k−1) dimK Fil0 DdR(V ))
avec α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ).
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(ii) Si n = 0, alors
Tam0K, υ′0(T ) ≥ |Γ
?
0(V )|p |Γ+0 (V )|−1p p[K:Qp](α−t
+
H(V )−(k−1) dimK Fil0 DKdR(V )).
Notons que les encadrements proposés dans le chapitre 3, §3.1.2 sont en fait
légèrement meilleurs que ceux que nous venons d’énoncer.
Si maintenant h = 1 = k, cette minoration peut être considérablement amélio-
rée donnant même lieu à une égalité.
Corollaire 0.3.3
Gardons les mêmes notations que celles du théorème précédent. Supposons h =
1 = k et n ≥ 0. Alors si n ≥ 1,
Tam0Kn, υ′n(T ) =
]H0(Kn, V
∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
) .
Si maintenant n = 0, alors
Tam0K, υ′0(T ) =
]H0(K,V ∗(1)/T ∗(1))(
H1(K,T ) : H1Iw+f (K,T )
)
où H1Iw+f (Kn, T ) est simplement H1Iw+f (Kn, T ) = H1f (Kn, T ) +H1Iw(K,T )Γn.
Ce corollaire s’applique si T = TE est le module de Tate d’une courbe elliptique
E sur une extension finie non ramifiée K/Qp qui a bonne réduction supersingulière
en p. Cela permet de retrouver des résultats déjà connus (voir paragraphe 3.4.2).
Avant d’évoquer les idées utilisées dans la démonstration de ce théorème, faisons
un point sur ses hypothèses. La première — "V n’admet pas de sous-quotient
isomorphe à Qp(m) avec m entier" — n’est absolument pas contraignante puisque
comme nous l’avons dit avant, nous savons déjà calculer les nombres de Tamagawa
de Zp(m).
La seconde — "1/p n’est pas valeur propre de ϕ opérant sur Dcris(V )" — est,
elle, restrictive. Cependant beaucoup de représentations p-adiques vérifient cette
hypothèse. Donnons un exemple concret (parmi d’autres) dans lequel les résultats
peuvent être appliqués.
Soit X/Qp une variété projective lisse ayant bonne réduction ; G.Faltings a
démontré que les groupes de cohomologie étale Vi = H iét(XQp , Qp) de X étaient
des représentations p-adiques cristallines. D’autre part, N.Katz et W.Messing ont
montré que les valeurs propres (αi, j)j de ϕ opérant sur le module de Dieudonné
Dcris(Vi) associé à Vi étaient algébriques sur Q et de valeur absolue |αi, j|∞ = pi/2
pour tout plongement. Il est dès lors évident que beaucoup de ces représentations
vérifient les bonnes hypothèses et que les résultats que nous avons peuvent être
appliqués.
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0.3.2 Stratégie
A Théorie des (ϕ, Γ)-modules
À l’instar de la théorie de Hodge p-adique, l’objectif de la théorie des (ϕ, Γ)-
modules est de classifier les représentations Zp-adiques ou p-adiques de GK .
La théorie des (ϕ, Γ)-modules de Fontaine consiste en une équivalence explicite
entre la catégorie des représentions de GK d’une part et celle des (ϕ, Γ)-modules
étales d’autre part.
En se restreignant à la sous-catégorie pleine des représentations p-adiques cris-
tallines ou à leurs réseaux, cette théorie peut être affinée ; cela se fait en s’appuyant
sur les modules de Wach (voir paragraphe 1.4).
La cohomologie galoisienne et la cohomologie d’Iwasawa sont intimement liées
à la théorie des (ϕ, Γ)-modules. En effet, L.Herr a construit dans [Her98] et
dans [Her01] un complex à trois termes défini à partir de (ϕ, Γ)-modules qui
donne directement la cohomologie galoisienne. D’un autre côté, J-M.Fontaine
puis F.Cherbonnier-P.Colmez ont donné un complex qui permet de retrouver les
groupes de la cohomologie d’Iwasawa (voir [CC99]).
Certains de ces liens avec la théorie des (ϕ, Γ)-modules peuvent être traduits
en termes de modules de Wach. Nous verrons cela dans le chapitre suivant.
A Une nouvelle écriture du problème
Afin d’expliquer plus clairement la stratégie que nous utiliserons pour montrer
les principaux résultats de cette thèse, supposons pour quelques instants seulement
que 1 − ϕ est bijectif sur Dcris(V ). Dans ce cas, l’exponentielle de Bloch et Kato
est un isomorphisme.
En conséquence, par définition des nombres de Tamagawa et par choix de υ′n,
nous avons :
Tam0Kn, υ′n(T ) = | det(1− ϕ| Dcris(V ))|p
(
H1f (Kn, T ) : expKn, V (Rn)
)
.
Aussi en notant H˜1f (Kn, T ) l’image de H1f (Kn, T ) dans H1f (Kn, V ), il vient :
Tam0Kn, υ′n(T ) = | det(1− ϕ| Dcris(V ))|p ]H0(K,V/T )
×
(
H˜1f (Kn, T ) : expKn, V (Rn)
)
.
Nous nous rapprochons dans ce cas de la définition des nombres de Tamagawa
de S. Bloch et K.Kato puisqu’ici, le calcul de Tam0Kn, υ′n(T ) n’est en fait que la
comparaison entre deux réseaux de H1f (Kn, V ) (c’est le volume que S. Bloch et
K.Kato étudient dans [BK90, théorème 4.1]).
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Ainsi dans ce cas, la démonstration des résultats de cette thèse se ramène à
un problème d’encadrement de l’indice généralisé (H1f (Kn, T ) : expKn, V (Rn)). Or
il est difficile de comparer H1f (Kn, T ) et exp(Rn) : la définition de l’exponentielle
n’est pas pratique à manipuler avec des structures entières. Les difficultés sont les
mêmes lorsque 1− ϕ n’est plus supposé bijectif sur Dcris(V ).
Cependant, la théorie de B. Perrin-Riou pallie cette difficulté en donnant de
premières propriétés intégrales liées à l’exponentielle de Bloch et Kato.
D’autre part, la construction de D.Benois de cette exponentielle expKn, V en
termes de (ϕ, Γ)-modules permet d’obtenir des expressions complètement expli-
cites. En effet, D.Benois a construit des homomorphismes explicites
ΩεT (−k), k, n : D (V (−k))→ H1(Kn, T )
et ΞεV (−k), k, n : D (V (−k)) // // Dcris(V )⊕tV (Kn)Dcris(V ) vérifiant
ΩεT (−k), k, n = (−1)k(k − 1)! expKn, V ◦ΞεV (−k), k, n.(0.3.2)
Un autre avantage de cette construction est qu’elle est liée à la théorie de B.Perrin-
Riou ; aussi l’application ΩεT (−k), k, n a de bonnes propriétés intégrales.
Soit D (T (−k)) un réseau canonique de D (V (−k)). Ainsi pour étudier les
nombres de Tamagawa, il est désormais naturel de scinder la démonstration en
deux étapes :
1) l’égalité (0.3.2) pousse à étudier ΩεT (−k), k, n(D (T (−k))). Cela fera intervenir
de nombreux outils liés à la théorie des (ϕ, Γ)-modules et des modules de
Wach. Ce sera l’objet de la seconde moitié du chapitre 2 ;
2) comparerH1f (Kn, T ) avec expKn, V (Rn) i.e. avec Ω
ε
T (−k), k, n(D (T (−k))) . C’est
ici qu’apparaît le cardinal de H0(Kn, V ∗(1)/T ∗(1)).
Une autre difficulté qui masquée par la formulation des théorèmes 0.3.1-0.3.2
et du corollaire 0.3.3 est que υ′n n’est pas toujours évident à expliciter. Cependant,
dans certaines situations, il est possible de faire entièrement ce travail. Dans le
cas des représentations positives, cette seconde étape se fait grâce à un calcul
caractères par caractères en utilisant la suite exacte (0.3.1). Nous détaillerons ce
point dans le troisième chapitre, §3.4.1.
Dans le cas des courbes elliptiques et de certaines formes modulaires, nous
passons par les groupes formels pour exprimer υ′n (voir §§3.4.2-3.4.3).
A Un encadrement de
(
H1f (Kn, T ) : expKn, V (Rn)
)
Pour encadrer cet indice généralisé, la dualité locale parfaite entre H1(K,V )
et H1(K,V ∗(1)) joue un rôle important. En effet, celle-ci permet de faire un lien
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entre la construction de l’exponentielle proposée par D.Benois dans [Ben00] et les
modules de Wach N(T ).
Nous verrons en effet dans le théorème 2.3.1 que la fonction ΩεT (−k), k, n construite
par D.Benois induit un isomorphisme
D (T (−k))(k)Γn ∼ // ((ϕn)?(pikN(T )))ψ=1Γn .(0.3.3)
En nous appuyant sur ce dernier isomorphisme et en utilisant le lien coho-
mologie galoisienne/ cohomologie d’Iwasawa/ (ϕ, Γ)-modules, nous passerons de
l’étude de l’indice généralisé
(
H1f (Kn, T ) : exp(Rn)
)
à celle du cardinal de la p-
torsion d’un groupe. Précisons de quel groupe il s’agit.
Le module ((ϕn)?(pikN(T )))ψ=1Γn s’envoie surjectivement sur un sous-module An
de H1Iw(K,T )Γn . Nous devrons alors étudier la p-torsion de H1Iw(K,T )Γn/An. En
d’autres termes, selon que n soit nul ou non, cela nous amènera ainsi à étudier la
p-torsion des deux groupes qui suivent(
D(T )ψ=1/(ϕ?(pikN(T )))ψ=1
)
ΓK
et
(
D(T )ψ=1/((ϕn)?(pikN(T )))ψ=1
)
Γn
.
A Remarque sur les principaux résultats
Les majorations et minorations proposées dans cette thèse correspondent à des
cas extrêmes dans lesquels l’action de Γn sur D(T )ψ=1/
(
(ϕn)?(pikN(T ))
)ψ=1 est
soit particulièrement agréable à décrire soit au contraire plus compliquée.
Dans le cas d’égalité du théorème 0.3.1, (iii), l’action de Γn est diagonale sur
une certaine base de D(T )ψ=1/
(
(ϕn)?(pikN(T ))
)ψ=1 ; c’est un exemple dans lequel
l’action de Γn est particulièrement simple.
Dans le chapitre 2, nous donnerons des conditions sous lesquelles la minoration
du théorème 0.3.2 est atteinte. Je ne sais pas s’il est possible de trouver des cas
dans lesquels ces conditions sont vérifiées.
0.4 Plan
Cette thèse se divise en trois parties, chacune fait l’objet d’un chapitre. La
première est entièrement dédiée aux rappels nécessaires aux démonstrations des
principaux résultats ainsi qu’à la bonne compréhension de celle-ci. Nous y parlerons
en détail de la théorie de Hodge p-adique et de la théorie de Fontaine-Laffaille,
de la théorie des (ϕ, Γ)-modules, de plusieurs aspects des modules de Wach, de
différentes cohomologies etc.
La seconde a pour thème central l’exponentielle de Bloch et Kato. Après l’avoir
définie, nous reprendrons dans le paragraphe 2.2 la construction de l’exponentielle
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de Bloch et Kato en termes de (ϕ, Γ)-modules de D.Benois [Ben00]. Cela permettra
de construire l’homomorphisme (0.3.3) qui lie le module de Wach d’une représen-
tation cristalline et l’exponentielle de Bloch et Kato (voir théorème 2.3.1). Dans
ce paragraphe, nous prouverons aussi la bijectivité de ce morphisme.
Enfin nous terminerons ce chapitre en décrivant plusieurs aspects du quotient
D(T )ψ=1/((ϕn)?(pikN(T )))ψ=1 (voir le paragraphe 2.3).
La troisième et dernière partie est consacrée aux nombres de Tamagawa et aux
principaux résultats de cette thèse. Nous rappellerons la définition des nombres de
Tamagawa et donnerons quelques résultats déjà connus sur ces nombres dans un
premier paragraphe.
Nous énoncerons dans un second paragraphe les résultats de cette thèse : nous
proposerons un encadrement des nombres de Tamagawa des représentations abso-
lument cristallines de GK le long de la tour cyclotomique K∞/K.
Pour démontrer ces résultats, nous aurons besoin d’un travail préliminaires.
C’est ce que nous ferons dans la deuxième sous-partie de ce dernier chapitre. En
effet, nous y proposerons, pour tout entier n ≥ 0, un encadrement de l’indice
généralisé : (
H1f (Kn, T ) : expKn, V Rn
)
.
Ce troisième chapitre se terminera avec des exemples dans lesquels il est possible
de décrire entièrement υ′n ; ce sera le travail que nous ferons dans le paragraphe
3.4 autour de jn (ωn ⊗ υ−1n ) (voir le début du chapitre 3 pour une définition).
Finalement, les deux appendices serviront à démontrer deux résultats que nous
aurons momentanément admis dans le cœur de la thèse pour en faciliter la com-
préhension.
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Résumé.
Dans ce chapitre, nous mettons en place les outils nécessaires aux démonstra-
tions des principaux résultats de cette thèse ainsi qu’à la bonne compréhension de
celle-ci. À quelques exceptions près, ce chapitre est constitué de rappels.
Après avoir énoncé les notations de base que nous utilisons tout au long de cette
thèse, nous ferons des rappels autour de la théorie des (ϕ, Γ)-modules de Fontaine
et celle de Hodge p-adique.
La première classifie les représentations p-adiques de corps locaux. Pour l’ex-
pliquer, nous aurons besoin de parler du corps des normes de J.-M. Fontaine-J.-
P.Wintenberger. Nous retrouverons la théorie des (ϕ, Γ)-modules tout au long de
ce chapitre. En effet, la théorie de Hodge p-adique, la cohomologie galoisienne, la
cohomologie d’Iwasawa de même que les modules de Wach ou l’exponentielle de
Bloch et Kato (cf. chapitre 3) sont liés aux (ϕ, Γ)-modules.
À l’instar des (ϕ, Γ)-modules, la théorie de Hodge p-adique permet de classer les
représentations p-adiques de corps locaux selon qu’elles vérifient ou non certaines
propriétés remarquables.
Nous parlerons ensuite des deux cohomologies dont nous aurons besoin dans
cette thèse, celle de Galois et celle d’Iwasawa.
Nous terminerons ce chapitre en parlant des modules de Wach. Ces derniers
permettent d’une part de faire un lien entre les (ϕ, Γ)-modules et la théorie de
Hodge p-adique et d’autre part de redémontrer certains résultats de la théorie de
Fontaine-Laffaille.
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1.1 Notations
Chaque partie de cette thèse nécessite des notations particulières ; cependant
il y aura un bagage commun de notations de base. Ce sont ces notations que nous
introduisons dans ce premier paragraphe. Ces dernières ainsi que toutes celles qui
seront régulièrement utilisées dans cette thèse sont répertoriées dans l’Index des
notations à la fin de cette thèse.
Soit p un nombre premier impair. Soit Qp une clôture algébrique de Qp, Cp une
complétion de Qp pour la topologie p-adique et OCp son anneau de valuation. Soit
νp la valuation de Cp normalisée par
νp(p) = 1.
Soit ε = (ζpn)n≥0 un système compatible de racines de l’unité d’ordre pn ; elles
vérifient donc ζppn = ζpn−1 pour tout n > 0. Les chapitres 2 et 3 de cette thèse
dépendent du choix de ce système compatible de racines.
Soit K/Qp une extension finie et K0/Qp sa sous-extension non ramifiée maxi-
male. Le corps résiduel kK de K est fini et de caractéristique p.
Soit K∞ l’extension cyclotomique de K :
K∞ =
⋃
n≥1
Kn
où, pour tout entier n strictement positif, Kn = K [ζpn ].
Beaucoup de groupes de Galois apparaissent ici : notons GK le groupe de
Galois absolu Gal(Qp/K) de K, HK désigne le groupe de Galois Gal(Qp/K∞) et
ΓK = GK/HK . Ainsi, ΓK est le groupe de Galois de la tour cyclotomique K∞/K.
Soit Γn le groupe de Galois de K∞/Kn et Gn = ΓK/Γn le groupe de Galois
Gal(Kn/K). Lorsque n = 1, nous notons ∆K au lieu de G1.
Soit χ : ΓK → Z×p le caractère cyclotomique de ΓK .
1.2 Périodes de représentations p-adiques et (ϕ, Γ)-
modules
La théorie des (ϕ, Γ)-modules et celle de Hodge p-adique permettent de classi-
fier les représentations p-adiques d’extensions finies de Qp.
La première de ces théories consiste en une équivalence entre la catégorie des
représentations p-adiques de GK et celle des (ϕ, Γ)-modules étales sur un certain
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anneau BK . Cette théorie permet aussi de classifier les représentations sur Zp ou
sur Fp.
La théorie de Hodge p-adique permet quant à elle de classifier les représen-
tations en les regroupant en certaines sous-catégories pleines remarquables. La
technique consiste à introduire un certain nombre d’anneaux, appelés anneaux de
périodes p-adiques. Ces derniers sont des Qp-algèbres topologiques munies d’une
action de GK et de structures additionnelles (filtration, Frobenius, opérateur de
monodromie etc).
Les représentations p-adiques sont classées de la manière suivante. Soit B un
certain anneau de périodes p-adiques. Une représentation p-adique V de GK est
dite B-admissible si B ⊗Qp V ' B ⊗BGK DB(V ).
Dans certains cas — notamment dans le cas des représentations cristallines —
cela équivaut à dire que l’ensemble des invariants DBcris(V ) = (Bcris ⊗Qp V )GK de
Bcris⊗Qp V contient toutes les informations de V , i.e. qu’il est possible de retrouver
V à partir de DBcris(V ).
Les modules DB(V ) héritent des structures de l’anneau B. Cela permet de
lire certains invariants de V sur ces modules (sauts de filtration, valuation du
déterminant du Frobenius etc).
1.2.1 Théorie des (ϕ, Γ)-modules de Fontaine
L’objectif de cette théorie est de transformer les représentations p-adiques de
GK en des objets plus simples à étudier, des objets purement algébriques, sans
perdre d’informations. Les candidats sont les (ϕ, Γ)-modules.
Cette théorie des (ϕ, Γ)-modules de J.-M. Fontaine peut être découpée en deux
parties : le cas des Fp-représentations et celui des représentations sur Zp. Nous
trouvons le deuxième en relevant le premier. En inversant p, nous pourrons alors
classifier les représentations p-adiques.
A Fp-représentations et théorie du corps des normes
J.-M.Fontaine a montré qu’il existait une équivalence entre la catégorie des
(ϕ, Γ)-modules étales sur le corps de fonctions kK((u)) noté EK et celle des Fp-
représentations de GK (voir [Fon90, §A.3.4.3]).
Lorsque K/Qp est non ramifiée, le Frobenius ϕ agit sur cette indéterminée u
selon la formule ϕ(u) = up tandis que pour tout g ∈ ΓK , nous avons g(u) =
(u+ 1)χ(g) − 1.
Cette équivalence de catégories a pour essence la théorie du corps des normes
de J.-M. Fontaine et J.-P.Wintenberger.
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Théorie du corps des normes ([Win83]). Dans ce paragraphe, nous
construisons les outils qui interviennent dans la théorie du corps des normes et
qui sont nécessaires aux théories des (ϕ, Γ)-modules et de Hodge p-adique. Nous
expliquons ensuite un résultat important de la théorie du corps des normes.
Soit E˜ la limite projective E˜ = lim←−−−
x7→xp
Cp, en d’autres termes :
E˜ =
{
x =
(
x(n)
)
n∈N ∈ CNp
∣∣∣ (x(n+1))p = x(n)} .
L’ensemble E˜ peut être muni des deux lois qui suivent :
x+ y = a où a(n) = lim
m→+∞
(
x(n+m) + y(n+m)
)pm
et
x.y = b où b(n) = x(n)y(n).
Ce dernier devient alors un corps algébriquement clos de caractéristique p. Il
peut être muni d’une valuation (non discrète) νE˜ définie par :
νE˜(x) = νp
(
x(0)
)
.
Le corps E˜ est complet pour cette valuation et, si E˜+ désigne son anneau des
entiers, alors
E˜+ =
{
x ∈ E˜
∣∣∣ x(0) ∈ OCp} .
Le système compatible de racines de l’unité ε = (ζpn)n≥0 définit un élément de
E˜, toujours noté ε. L’élément pi = ε− 1 appartient à E˜ et même à E˜+ puisqu’il est
de valuation strictement positive.
Le Frobenius arithmétique ϕ : x 7→ xp et le groupe GK agissent sur E˜ et sur E˜+
de manière continue pour la topologie engendrée par νE˜. Le Frobenius commute
de plus avec l’action de GK .
Il existe un isomorphisme d’anneaux entre E˜+ et lim←−−−
x7→xp
OCp/($K) où $K est
une uniformisante de K. Celui-ci permet de voir kK comme un sous-corps de E˜ en
identifiant un élément x de kK à (xp
−n
)n∈N ∈ E˜.
Par conséquent, EK0 = kK((pi)) est un sous corps de E˜ stable par l’action
du Frobenius ϕ et de GK . En effet, ils agissent sur ce corps selon les formules
ϕ(pi) = pip et, pour tout g ∈ GK , g(pi) = (pi + 1)χ(g) − 1.
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La clôture séparable E = EsepK0 de EK0 dans E˜ est elle aussi stable par l’action
du Frobenius ϕ et de GK .
Soit EK = ϕ−rK (EHK ) où rK est le degré de l’extension Qp,∞∩K/Qp (où Qp,∞
est l’extension cyclotomique de Qp i.e. Qp,∞ =
⋃
nQp,n avec Qp, n = Qp [ζpn ]). Si
K est un corps absolument non ramifié, c’est-à-dire si K = K0, nous retrouvons
EK = EK0 .
La théorie du corps des normes dit que le morphisme naturel de HK dans le
groupe de Galois absolu GEK de EK est un isomorphisme (voir [Win83, théorème
3.2.2]).
Fp-représentations. Un (ϕ, Γ)-module sur EK est un EK-module libre de
type fini muni d’un Frobenius semi-linéaire ϕ et d’une action semi-linéaire continue
de ΓK qui commute avec l’opérateur ϕ. Il est dit étale si le Frobenius transforme
une base de ce module en une base.
Il existe une équivalence entre la catégorie des (ϕ, Γ)-modules étales sur EK
et celle des Fp-représentations de GK , c’est-à-dire des Fp-espaces vectoriels de
dimension finie muni d’une action continue de GK . Celle-ci se construit en deux
temps : il y a d’abord un aspect "ϕ-modules" ; le côté "Γ-modules" est ensuite
greffée à cette première structure.
Un ϕ-module étale M sur EK est un EK-espace vectoriel de dimension finie
muni d’un opérateur Frobenius ϕ semi-linéaire qui transforme une base de cet
espace vectoriel en une base.
En utilisant l’isomorphisme HK ' GEK de la théorie du corps des normes
et l’équivalence entre la catégorie des Fp-représentations de GEK et celle des
ϕ-modules étales sur EK (cf. par exemple [Fon90, §A.1.2.6]), J.-M. Fontaine a
obtenu une équivalence entre la catégorie des ϕ-modules étales sur EK et celle
des Fp-représentations de HK . Celle-ci est donnée par le foncteur qui à une Fp-
représentation V de HK associe
D(V ) = (E ⊗Fp V )HK .
Si maintenant V est une Fp-représentation de GK , l’équivalence précédente
donne le ϕ-module D(V ) étale sur EK . La structure de Γ-module est ensuite ajoutée
en remarquant que le groupe de Galois ΓK agit par quotient sur D(V ). Cette action
résiduelle suffit pour retrouver l’action de tout GK dans la représentation de HK
associée à D(V ).
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Ainsi vient l’équivalence de catégories de J.-M. Fontaine{ Fp-représentations de
GK
} D //
oo
{
(ϕ, Γ)-modules étales
sur EK
}
.
A Représentations p-adiques et Zp-représentations
Ce cas se relève du précédent paragraphe : les corps résiduels des anneaux qui
interviennent pour le cas des Zp-représentations sont les corps qui sont définis dans
le cas des Fp-représentations.
Soit A˜ l’anneau des vecteurs de Witt sur E˜ :
A˜ = W
(
E˜
)
et B˜ = A˜ [p−1]. Pour tout élément x ∈ E˜, nous écrivons [x] pour désigner son
représentant de Teichmüller dans A˜.
L’action de GK sur E˜ se relève dans A˜ et donc dans B˜. Comme E˜ est parfait,
le Frobenius absolu ϕ : E˜→ E˜ se relève aussi en une bijection sur B˜ à l’aide de la
formule
ϕ
( ∑
k−∞
pk [xk]
)
=
∑
k−∞
pk [xpk] .
Posons pi = [ε] − 1 et pour tout entier n, notons εn = ϕ−n(ε) = ε1/pn et
pin =
[
ε1/p
n]− 1. Posons aussi ω = pi/pi1 et q = ϕ(ω).
Soit A+K0 = OK0 [[pi]] et AK0 le complété p-adique de A
+
K0
[pi−1]. L’anneau AK0
est local de corps résiduel EK0 = kK((ε − 1)) et son corps des fractions BK0 est
obtenu par inversion de p dans AK0 i.e. BK0 = AK0 [p−1].
Tout ces anneaux reçoivent l’action du Frobenius ϕ puisque ϕ(pi) = (pi+1)p−1
et peuvent être munis d’une action de GK en posant g(pi) = (pi + 1)χ(g) − 1 pour
tout g ∈ GK où χ : GK → Z×p désigne le caractère cyclotomique.
Soit B le complété p-adique de l’extension non ramifiée maximale de BK0 dans
B˜ et A = B∩ A˜, B+ = B∩ B˜+ et A+ = A∩ A˜+. Ces anneaux sont eux aussi stables
par ϕ et munis d’une action de GK qui commute à ϕ.
Le corps résiduel de A est E, la clôture séparable de kK((ε− 1)) dans E˜.
Soit AK = ϕ−rK (AHK ) où rK est toujours le degré de l’extension Qp,∞ ∩K/Qp
et BK = AK [p−1]. Ces notations sont compatibles avec celles de AK0 et de BK0 .
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Lorsque K/Qp est non ramifiée, l’anneau AKn n’est autre que ϕ−n(AK0) i.e. le
complété pour la topologie p-adique de OK [[pin]] [pi−1n ]. C’est un anneau local de
dimension 2 et de corps résiduel kK((εn − 1)). De la même manière, le corps BKn
est égal à ϕ−n(BK0).
Dans la théorie des (ϕ, Γ)-modules pour les représentations p-adiques, le corps
B joue le même rôle que E = kK((pi))sep pour les Fp-représentations tandis que le
corps BK joue celui de EK .
Un (ϕ, Γ)-module M sur AK est un AK-module libre de type fini muni d’un
Frobenius semi-linéaire ϕ et d’une action semi-linéaire continue de ΓK qui commute
avec l’opérateur ϕ. Il est dit étale si l’application qui vient est un isomorphisme :
ϕ : AK ⊗ϕM →M.
Un (ϕ, Γ)-module M sur BK est un BK-module libre de type fini muni d’un
Frobenius semi-linéaire ϕ et d’une action semi-linéaire continue de ΓK qui commute
avec l’opérateur ϕ. Il est étale s’il admet un AK-(ϕ, Γ)-module étale pour réseau.
Vient alors le résultat suivant.
Théorème 1.2.1 (Classification des représentations p-adiques de GK)
Soit V est une représentation p-adique de GK de dimension d.
(i) D(V ) =
(
B⊗Qp V
)HK est un (ϕ, Γ)-module étale sur BK de dimension d.
(ii) Le ⊗-foncteur D induit une équivalence entre la catégorie des représentations
p-adiques de GK et celle des (ϕ, Γ)-modules étales sur BK.
(iii) Le ⊗-foncteur V défini par V(.) = (B⊗BK .)ϕ=1 est un quasi-inverse de D.
Démonstration.
Voir [Fon90, théorème 3.4.3]. 
En remplaçant le corps B par l’anneau A, il est possible d’obtenir un résultat
semblable pour les Zp-représentations de GK avec le foncteur D(.) =
(
A⊗Qp .
)HK .
Ainsi il est possible de passer du monde des représentations p-adiques — ou des
Zp-représentations — deGK à celui, purement algébriques, des (ϕ, Γ)-modules sans
perdre d’informations. La théorie de Hodge p-adique, la cohomologie galoisienne,
la cohomologie d’Iwasawa ou encore l’exponentielle de Bloch et Kato peuvent être
traduites en termes de (ϕ, Γ)-modules.
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1.2.2 Théorie de Hodge p-adique
Cette théorie permet de classifier les représentations p-adiques selon qu’elles
vérifient ou non certaines propriétés remarquables.
Outre cette classification, la théorie de Hodge p-adique met en exergue un
certain nombre d’invariants attachés à ces représentations.
Même si nous n’en parlons pas davantage pour l’instant, remarquons que la
théorie de Hodge p-adique et la théorie des (ϕ, Γ)-modules sont liées. En effet,
L. Berger a montré dans [Ber02a] que les modules obtenus avec la théorie de Hodge
p-adique peuvent être retrouvés avec D(V ).
A Représentations de de Rham
Nous commençons avec une première sous-catégorie des représentations p-
adiques de GK , les représentations de de Rham. Pour cela, nous avons besoin
de construire l’anneau des périodes p-adiques BdR.
Construction de BdR ([Fon94a]). Soit A˜+ = W (E˜+) l’anneau des vecteurs de
Witt de E˜+ et B˜+ = A˜+ [1/p]. Tout élément x de B˜+ s’écrit de manière unique
sous la forme x =
∑
k−∞ p
k [xk] où [xk] désigne le représentant de Teichmüller de
xk ∈ E˜+.
Outre la topologie p-adique, l’anneau B˜+ peut être muni d’une topologie plus
faible obtenue en prenant comme base du voisinage de 0 les idéaux de la forme
[pi]k A˜+ + pnA˜+ avec k, n ≥ 0.
Le Frobenius ϕ : E˜+ → E˜+ se prolonge en une bijection de B˜+ à l’aide de la
formule
ϕ
( ∑
k−∞
pk [xk]
)
=
∑
k−∞
pk [xpk] .
Soit θ l’homomorphisme d’anneaux défini sur B˜+ et à valeurs dans Cp donné
par la formule :
θ
( ∑
k−∞
pk [xk]
)
=
∑
k−∞
pkx
(0)
k .
Le noyau de cette application θ est un idéal principal qui admet ω pour générateur.
– 26 –
1.2 Périodes de représentations p-adiques et (ϕ, Γ)-modules
Définissons maintenant B+dR comme la complétion (ker θ)-adique de B˜+ i.e., en
d’autres termes :
B+dR = lim←−−
n≥0
B˜+/ (ker θ)n .
L’anneau B+dR est de valuation discrète, d’idéal maximal engendré par ω et son
corps résiduel est Cp. L’action naturelle de GK sur E˜+ se prolonge à B˜+ mais aussi
à B+dR.
La série log [ε] converge dans B+dR et définit ainsi un élément t de B
+
dR ; c’est
aussi un générateur de l’idéal maximal de B+dR et g(t) = χ(g)t pour tout g ∈ GK .
Soit BdR le corps des fractions de B+dR obtenu en inversant t :
BdR = B+dR
[
t−1
]
.
Il peut être muni d’une filtration décroissante, exhaustive, séparée et stable par
l’action de GK en posant Fili BdR = tiB+dR pour tout i ∈ Z. En effet, pour tout i
entier, Fili BdR ⊂ Fili−1 BdR, mais aussi
⋃
i Fil
i BdR = BdR et
⋂
i Fil
i BdR = 0.
Représentations de de Rham ([Fon94a]). Pour toute représentation p-adique
V de GK , soit DKdR(V ) = (BdR⊗Qp V )GK . C’est un espace vectoriel filtré sur K (la
i-ième filtration FiliDKdR(V ) étant définie par Fil
iDKdR(V ) = (Fil
i BdR ⊗Qp V )GK )
de dimension finie
dimK DKdR(V ) ≤ dimQp V.
S’il n’y a pas d’ambiguïté possible, nous écrivons plus simplement DdR(V ).
La représentation p-adique V est dite de de Rham si elle est BdR-admissible
c’est-à-dire si l’inégalité ci-dessus est une égalité. Dans ce cas, il existe un isomor-
phisme canonique dit de comparaison compV,K défini par :
compV,K : BdR ⊗K DdR(V )→ BdR ⊗Qp V .(1.2.1)
Les premiers invariants d’une représentation p-adique V liés à BdR sont les
sauts de filtration de DdR(V ). Pour tout entier i, posons
hi(V ) = dimK
(
FiliDdR(V )/Fili+1DdR(V )
)
.
Les opposés des sauts de filtration, i.e. des i tels que hi(V ) 6= 0, sont appelés poids
de Hodge-Tate de V .
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Lorsque V est de de Rham, ces invariants permettent de retrouver la décom-
position de Hodge-Tate de V ; en effet, cette dernière s’écrit :
Cp ⊗ V '
⊕
i∈Z
Cp(−i)hi(V ).
Un autre invariant de V est tH(V ) défini comme suit :
tH(V ) =
∑
i∈Z
ihi(V ).
Les sauts de filtration tout comme tH(V ) peuvent être définis de la même manière
pour tout module filtré D ; ces invariants sont hi(D) et tH(D).
Une représentation V est (strictement) positive (respectivement (strictement)
négative) si les sauts de filtration sont (strictement) positifs (resp. (strictement)
négatifs) ou de manière équivalente si les poids de Hodge-Tate de V sont (stricte-
ment) négatifs (resp. (strictement) positifs).
Lemme 1.2.2
Soit L/K une extension finie. Soit V une représentation p-adique de de Rham
de GL et IndL/K V la représentation induite de V à GK définie par IndL/K V =
Qp [GK ]⊗Qp[GL] V . Alors IndL/K V est de de Rham et nous avons :
DKdR
(
IndL/K V
) ' DLdR(V ).
Démonstration.
Pour tout σ de Gal(L/K), soit σ˜ un relèvement de σ dans GK . Alors les GL σ˜
constituent une partition de GK ; ainsi IndL/K V '
⊕
σ∈Gal(L/K)Qp σ⊗ V . Il vient
alors
DKdR
(
IndL/K V
) '
 ⊕
σ∈Gal(L/K)
Qp σ ⊗ DLdR(V )
Gal(L/K) .
Si x =
∑
σ ⊗ xσ appartient à DKdR
(
IndL/K V
)
, nous avons xσ′ = σ′(x1) pour
tout σ dans Gal(L/K).
Réciproquement, si y ∈ DLdR(V ), alors
∑
σ⊗(σ(y)) appartient à DKdR
(
IndL/K V
)
.
Il vient alors une injection de modules filtrés de DLdR(V ) dans DKdR
(
IndL/K V
)
; un
jeu de dimension assure que c’est un isomorphisme. En particulier, IndL/K V est
de de Rham. 
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Autour de l’isomorphisme de comparaison. Dans le paragraphe précédent,
nous avons vu qu’une représentation p-adique de de Rham V de GK donne lieu à
un isomorphisme de comparaison compV,K : BdR ⊗K DdR(V ) → BdR ⊗Qp V . Lui-
même donne naissance à plusieurs autres morphismes. C’est ce dont nous parlons
dans ce paragraphe.
Soit A un anneau. Pour tout A-module M libre de rang r, notons
detAM =
r∧
A
M.
Au cours de cette thèse, l’anneau A sera successivement Zp, Qp, Qp [Gn] ou Zp [Gn].
Soit L/K une extension galoisienne finie et V une représentation de de Rham
de GK . Notons — abusivement — IndL/Qp V la représentation induite à GQp de la
restriction de V à GL.
L’isomorphisme de comparaison compIndL/Qp V,Qp allié à l’isomorphisme du lemme
1.2.2 qui lie les modules filtrés DLdR(V ) et D
Qp
dR
(
IndL/Qp V
)
donne
compIndL/Qp V,Qp : BdR ⊗Qp DLdR(V ) ∼ // BdR ⊗Qp IndL/Qp V .(1.2.2)
Ce dernier isomorphisme donne naissance à l’homomorphisme α˜V, L défini par
α˜V, L : det
−1
Qp D
L
dR(V )⊗Qp detQp IndL/Qp V → BdR.
De cette manière nous obtenons une application : .
Lemme 1.2.3
Soit αV, L l’homomorphisme défini par
αV, L :
{
det−1Qp D
L
dR(V )⊗Qp detQp IndL/Qp V → BdR
x⊗ y 7→ t−rα˜V,L(x⊗ y)
(1.2.3)
où r = [L : Qp] tH(V ). Ce morphisme est à valeurs dans une extension finie de
Q̂nrp .
Démonstration.
Comme V est une représentation cristalline de GK , la restriction de IndL/Qp V
à GL est cristalline. Il en découle que la restriction de detQp(IndL/Qp V ) à GL est de
de Rham de rang 1 et donc que sa restriction à GL′ avec L′/Qnrp finie est isomorphe
à Qp(r). Nous en déduisons le lemme. 
Pour tout réseau M de DLdR(V ) et pour tout réseau T de V stable par GK ,
notons αV, L(M, T ) l’image de det−1Zp M ⊗Zp detZp IndL/Qp T par cette application.
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A Représentations cristallines
Dans ce paragraphe, nous construisons d’abord l’anneau des périodes p-adiques
Bcris. Cela permet de mettre en lumière une nouvelle sous-catégorie pleine de la
catégorie des représentations p-adiques de GK , celle des représentations p-adiques
cristallines de GK .
Construction de Bcris ([Fon94a]). Soit Acris l’anneau défini par
Acris =
{∑
n≥0
an
ωn
n!
∣∣∣∣∣ (an)n ⊂ A˜+ avec an → 0 pour la topologie p-adique
}
où ω = pi/pi1 avec pi1 =
[
ε1/p
]− 1 ; définissons également B+cris = Acris [p−1].
L’élément t défini plus haut par la série log [ε] appartient à cet anneau. En
inversant t dans B+cris, nous obtenons l’anneau Bcris :
Bcris = B+cris
[
t−1
]
.
Cet anneau est inclus dans BdR. Il existe de plus une injection Qp⊗Qnrp Bcris ↪→
BdR (où Qnrp /Qp désigne la sous-extension non ramifiée maximale de Qp) ; ce plon-
gement induit une filtration Qp ⊗Qnrp Bcris et une action de GK sur Bcris.
Le Frobenius agit naturellement B+cris ; nous avons notamment ϕ(t) = pt.
Représentations cristallines ([Fon94a]). De la même manière que pour toute
représentation p-adique V de GK , nous avons défini DdR(V ), posons
Dcris(V ) =
(
Bcris ⊗Qp V
)GK .
C’est un espace vectoriel de dimension finie sur K0 et de dimension ≤ dimQp V .
Il est de plus muni d’un Frobenius hérité de Bcris et l’injection de Qp ⊗Qnrp Bcris
dans BdR induit une filtration sur K ⊗K0 Dcris(V ). Une telle structure est appelée
ϕ-module filtré sur K. Ces modules sont les objets d’une catégorie notée MFK .
Une représentation V est cristalline si elle est Bcris-admissible c’est-à-dire si
l’inégalité précédente sur les dimensions est une égalité.
Un ϕ-module D filtré sur K est admissible s’il existe une représentation p-
adique cristalline V de GK telle que D ' Dcris(V ). Les ϕ-modules filtrés sur K
admissibles forment une sous-catégorie MFadK de MFK .
Le théorème qui vient résume les résultats de J.-M. Fontaine à propos des re-
présentations p-adiques cristallines (voir [Fon82, théorème 5.2], et [Fon79, §3−4]).
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Théorème 1.2.4
(i) La sous-catégorie pleine formée des représentations p-adiques cristallines de
GK et MFadK sont toutes deux stables par sous-objet, quotient, somme directe,
produit tensoriel et par dualité.
(ii) Le ⊗-foncteur Dcris induit une équivalence entre la catégorie des représenta-
tions p-adiques cristallines de GK et MFadK .
(iii) Le ⊗-foncteur Vcris défini par Vcris(M) = Fil0 (Bcris ⊗K0 M)ϕ=1 pour tout ϕ-
module filtré sur K admissible M est un quasi-inverse de la restriction Dcris
à la catégorie des représentations p-adiques cristallines.
L’injection Qp⊗Qnrp Bcris ↪→ BdR permet de lier la dimension du ϕ-module filtré
sur K et celle du module de de Rham DdR(V ) associé à V :
dimK0 Dcris(V ) ≤ dimK DdR(V ) ≤ dimQp V.
Aussi, toute représentation p-adique cristalline est de de Rham et si V est cristal-
line, alors
DdR(V ) = K ⊗K0 Dcris(V ).
Autour de la faible admissibilité. Soit D un ϕ-module filtré sur K de di-
mension finie. Il existe un invariant de D lié au déterminant du Frobenius. Pour
toute base (ei)i de D sur K0 ; il existe λ ∈ K0 tel que∧
i
ϕ(ei) = λ
∧
i
ei.
L’extrémité du polygone de Newton de ϕ est la valuation tN(D) = νp(λ) de
cette constante ; cette valuation ne dépend pas du choix de la base de D, c’est
l’invariant attaché à D.
Un ϕ-module filtré sur K est faiblement admissible si tN(D) = tH(D) et si
pour tout sous-ϕ-module filtré D′ de D, nous avons tN(D′) ≥ tH(D′).
P. Colmez et J.-M. Fontaine ont montré que l’admissibilité était équivalente à la
faible admissibilité (voir [CF00] pour la preuve). Cela permet de décrire parfaite-
ment les ϕ-modules filtrés de dimension finie qui proviennent d’une représentation
p-adique cristalline et constitue ainsi un avantage de la catégorie MFK : se donner
une représentation p-adique cristalline revient à définir un ϕ-module filtré faible-
ment admissible i.e. une structure purement algébrique.
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Théorie de Fontaine-Laffaille (voir e.g. [FL82], [FPR94, chap. 1, §4]).
Lorsque K/Qp est non ramifiée, il existe une version entière aux foncteurs Vcris et
Dcris.
Un OK-réseau M d’un ϕ-module D filtré sur K est fortement divisible lorsque∑
i p
−iϕ(FiliM) = M (où FiliM désigne la filtration de D induite sur M).
Soit MFf, [r, r+p−1]
OK
la catégorie des réseaux fortement divisibles des ϕ-modules
filtrés sur K (faiblement admissibles) dont les sauts de filtration sont contenus
dans l’intervalle [r, r + p− 1].
Soit Rep[r, r+p−1]Zp, cris (GK) la catégorie des Zp-représentations T de GK telles que
T ⊗Zp Qp est une représentation p-adique cristalline à sauts de filtration contenus
dans [r, r + p− 1].
Soit k ∈ N. Pour toute représentation V , notons V (k) la représentation obtenue
en tordant V par la puissance k-ième du caractère cyclotomique.
Soit Mcris et Tcris les foncteurs définis comme suit. Pour tout T et tout M
respectivement de Rep[r, r+p−1]Zp, cris (GK) et de MF
f, [r, r+p−1]
OK
, posons
Mcris(T )⊗ e−r =
(
Acris ⊗Zp T (r)
)GK et Tcris(M)(−r) = (Acris ⊗Zp M ⊗ er)GK
où pour tout l entier, e−l est une base de Dcris(Qp(l)). La théorie de Fontaine-
Laffaille dit que ces foncteurs sont des équivalences de catégories quasi-inverses
l’un de l’autre :
Rep
[r, r+p−1]
Zp, cris (GK)
Mcris //oo
Tcris
MF
f, [r, r+p−1]
OK
.
Cette théorie est de plus compatible avec la dualité. Elle transforme en outre
le twist par le caractère cyclotomique en le produit tensoriel par t−1ε. Expliquons
cela.
Soit V une représentation p-adique cristalline dont la longueur de filtration est
strictement inférieure à p, T est un réseau de V stable par GK et k est un entier.
Soit M le réseau fortement divisible associé à T , alors le réseau fortement divisible
associé à T (k) est M ⊗ t−kε⊗k.
1.3 Cohomologies
Dans ce paragraphe, nous introduisons la cohomologie galoisienne et celle d’Iwa-
sawa des représentations et nous donnons le lien existant entre ces deux cohomo-
logies.
Nous traduisons ensuite ces cohomologies en termes de (ϕ, Γ)-modules.
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1.3.1 Cohomologie galoisienne et cohomologie d’Iwasawa
Pour toute Zp-représentation T , pour toute représentation p-adique V de GK et
tout entier i, notons H i(K,T ) (resp. H i(K,V )) le i-ième groupe de la cohomologie
galoisienne H i(GK , T ) de T (resp. H i(GK , V ) de V ).
Soit T une Zp-représentation de GK et V = Qp⊗Zp T . Les groupes de cohomo-
logie d’Iwasawa de T (resp. de V ) sont définis par :
H iIw(K, T ) = lim←−−−−−−−−−corKn+1/Kn
H i(Kn, T ) (resp. H iIw(K, V ) = Qp ⊗Zp H iIw(K, T )).
Ces groupes sont simplement notés H iIw(T ) ou H iIw(V ) s’il n’y a pas d’ambiguïté
sur le corps de base.
Soit Λ = Zp [[ΓK ]] l’algèbre d’Iwasawa de ΓK . Les groupes H iIw(T ) (respective-
ment H iIw(V )) sont des Λ-modules (resp. des Λp = Qp ⊗Zp Λ-modules). Ils ont fait
l’objet d’une étude minutieuse par B. Perrin-Riou (voir [PR92]).
Proposition 1.3.1
Soit V une représentation p-adique de GK. Alors
(i) H iIw(V ) = 0 si i /∈ {1, 2},
(ii) la Λp-torsion de H1Iw(V ) est isomorphe à V HK et H1Iw(V )/V HK est libre de
rang [K : Qp] dimQp V ,
(iii) H2Iw(V ) ' (V ∗(1)HK )∗.
Ces deux cohomologies sont liées par la proposition suivante.
Proposition 1.3.2
Soit V une représentation p-adique V de GK et T un Zp-réseau de V stable
par l’action de GK. Pour entier j, nous avons la suite exacte suivante :
0 // HjIw(T )Γn
// Hj(Kn, T ) // H
j+1
Iw (T )
Γn // 0.
Si j = 1, nous obtenons en particulier :
0 // H1Iw(T )Γn
// H1(Kn, T ) // H
2
Iw(T )
Γn // 0 ,
et si de plus (V ∗)HK = 0, alors H2Iw(T ) est fini et nous avons :
]H2Iw(T )
Γn = ]H2Iw(T )Γn = ]H
0(Kn, V
∗(1)/T ∗(1)).
Idée de démonstration.
Cela résulte de la suite spectrale de Hochschild-Serre (voir [PR94], [Nek06] ou
[BB08]). 
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1.3.2 Cohomologie galoisienne et (ϕ, Γ)-modules
Dans ce paragraphe, nous voyons le lien entre la cohomologie galoisienne et la
théorie des (ϕ, Γ)-modules.
Le groupe H0(K,V ) est l’ensemble des invariants de V par GK qui n’est autre
que l’ensemble des éléments de D(V ) fixés à la fois par ϕ et par ΓK .
D’autre part H1(K,V ) classifie les extensions de V par la représentation tri-
viale. En effet, si c : GK → V est le représentant d’une classe α de H1(K,V ),
la représentation p-adique Vα = V ⊕ Qpe de GK définie par g(e) = e + c(g) est
indépendante du choix du représentant de α. Réciproquement, toute extension de
V par la représentation triviale peut s’écrire sous cette forme.
Ainsi si W est une extension de V par la représentation triviale, elle s’insère
dans la suite exacte
0 // V //W // Qp // 0.
Par la théorie des (ϕ, Γ)-modules, une telle extensionW donne lieu à une extension
de D(V ) par le (ϕ, Γ)-module trivial BK .
Inversement, toute extension de D(V ) par le (ϕ, Γ)-module trivial est étale (voir
par exemple [Ber08, lemme 1.2.3]) et provient ainsi d’une représentation p-adique
extension de V par Qp.
En considérant ces premiers liens entre les deux premiers groupes de cohomo-
logie galoisienne et la théorie des (ϕ, Γ)-modules, nous ne sommes pas surpris de
voir que la cohomologie galoisienne d’une représentation p-adique de GK peut être
entièrement calculée à l’aide de son (ϕ, Γ)-module associé via le foncteur D.
Soit γ un générateur topologique de ΓK ,D un (ϕ, Γ)-module sur BK et Cϕ, γ(D)
le complex :
Cϕ, γ(D) : 0 // D
f // D ⊕D g // D // 0,
avec f(x) = ((ϕ− 1)x, (γ − 1)x), g(x, y) = (γ − 1)x − (ϕ − 1)y et où ”D ⊕ D”
est en degré 1. Notons H i(Cϕ, γ(D)) les groupes de cohomologie de ce complex ;
s’il n’y a pas d’ambiguïté possible, nous écrivons plus simplement H i(D).
Le groupe H0(D) est l’ensemble des éléments de D fixés par ϕ et par ΓK
simultanément. Il est ainsi égal à H0(K,V ) lorsque D provient d’une certaine
représentation p-adique V de GK .
D’autre part, de la même manière queH1(K,V ) classifié les extensions de V par
la représentation triviale, H1(D) classifie les extensions de D par le (ϕ, Γ)-module
trivial BK . Expliquons cela.
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À tout (α, β) de D ⊕D annulé par g est associée l’extension D(α,β) de D par
BK définie par la suite exacte
0→ D → D(α,β) = D ⊕ BKe→ BKe→ 0
et par les relations (ϕ−1)e = α et (γ−1)e = β. Réciproquement, toute extension
de D par le (ϕ, Γ)-module trivial provient d’un élément de D⊕D tué par g puisque
l’action de ΓK et de ϕ commutent.
Les ressemblances entre les groupes de cohomologie H i(K,V ) et H i(D) pour
i = 0, 1 lorsque D est le (ϕ, Γ)-module de V ne sont en fait que les conséquences
du résultat de L.Herr (voir [Her98]) qui suit.
Proposition 1.3.3
Soit V une représentation p-adique de GK. Pour tout entier i, les groupes
H i (D(V )) et H i(K,V ) s’identifient via un isomorphisme canonique hiV .
Pour i = 1, cette identification est explicitée dans le lemme qui suit (voir
[Ben00, proposition 1.3.2] ou [CC99, §1.4]).
Lemme 1.3.4
Soit (a, b) un représentant d’un élément x de H1 (D(V )) et u une solution de
(1− ϕ)u = a dans B⊗Qp V . Alors h1V envoie x sur la classe du cocycle :
g 7→ (g − 1)u+ (1 + γn + · · ·+ γk(g)−1n )b
où k(g) est tel que γk(g)n = g|K∞.
Notons une nouvelle fois qu’il existe des complexes et des résultats semblables
pour les Zp-représentations de GK .
Cette traduction de la cohomologie galoisienne en termes de (ϕ, Γ)-modules
permet de prouver la formule d’Euler-Poincaré pour les représentations p-adiques
de GK i.e. pour les (ϕ, Γ)-modules étales sur BK (voir [Her98]).
Théorème 1.3.5 (Formule d’Euler-Poincaré)
Soit T une Zp-représentation de GK. Les H i(K,T ) sont des Zp-modules de type
fini ; leurs rangs sont liés par la formule
2∑
i=0
(−1)i rgZp H i(K,T ) = − [K : Qp] rgZp T.
Une formule similaire pour les représentations p-adiques se déduit de ce théo-
rème en inversant p.
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1.3.3 Cohomologie d’Iwasawa et (ϕ, Γ)-modules
Comme nous l’avons fait pour les groupes de cohomologie galoisienne dans
le paragraphe précédent, nous mettons ici en avant le lien entre la cohomologie
d’Iwasawa et la théorie des (ϕ, Γ)-modules. Pour cela, nous avons besoin d’un
nouvel opérateur ψ.
Le Frobenius ϕ, vu comme opérateur de B, n’est pas surjectif : le corps B
est une extension de degré p de ϕ(B). Il est en revanche injectif ; nous pouvons
d’ailleurs définir un inverse à gauche ψ de ϕ qui commute à l’action de GK en
posant :
ψ(x) =
1
p
ϕ−1
(
TrB/ϕ(B)(x)
)
.
Soit γ1 un générateur topologique de Γ1 et, pour tout entier n non nul, γn =
γp
n−1
1 .
Même si de prime abord la relation entre la cohomologie d’Iwasawa et la théorie
des (ϕ, Γ)-modules est moins frappante que dans la cohomologie galoisienne, il n’en
existe pas moins une. En effet, les groupes de cohomologie d’une représentation
peuvent être exprimés en termes de (ϕ, Γ)-modules.
Proposition 1.3.6 (J.-M. Fontaine, cf. [CC99])
Soit T une Zp-représentation de GK. Les groupes de cohomologie du complex
0 // D(T )
ψ−1 // D(T ) // 0
s’identifient canoniquement à la cohomologie d’Iwasawa de T (le premier "D(T )"
est en degré 1).
Idée de démonstration.
L’isomorphisme entre H1Iw(T ) et D(T )ψ=1 a été explicité comme suit. Si x est
un élément de D(T )ψ=1, alors (ϕ−1)x ∈ D(T )ψ=0. L’homomorphisme γn−1 étant
inversible sur D(T )ψ=0 (op. cit., proposition I.5.1), il existe xn ∈ D(T )ψ=0 tel que
(γn − 1)xn = (ϕ− 1)x.
Les cl(xn, x) ∈ H1(Cϕ, γn(D(T ))) ' H1(Kn, T ) sont compatibles et forment
donc un élément de H1Iw(T ). 
Notons une fois encore, qu’en tensorisant pour Qp, il vient des résultats simi-
laires et un isomorphisme tout aussi explicite pour les représentation p-adiques de
GK .
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1.4 Modules de Wach
Dans ce paragraphe, K/Qp désigne une extension finie non ramifiée.
Le module de Wach des représentation de GK est le fruit de la quête d’objets de
plus en plus petits qui décrivent entièrement les représentations. Cela permet entre
autre de mieux déceler les propriétés remarquables de certaines représentations.
Ainsi, il est possible de passer des représentations aux modules de Wach sans
perdre d’informations (et il est donc possible de retrouver une représentation en
partant de son module de Wach).
Dans le paragraphe précédent, nous avons vu qu’il était possible de passer d’une
Zp-représentation T (ou d’une représentation p-adique V ) à un (ϕ, Γ)-module
sur AK (ou sur BK) sans perdre d’informations. Dans le cas d’une représentation
absolument cristalline, tout ce qui caractérise T (respectivement V ) est en fait
contenu dans un A+K-module (resp. dans un B
+
K-module) muni d’une action de Γ
et d’un Frobenius ϕ, le module de Wach N(T ) de T (resp. N(V ) de V ).
Ces modules N(T ) et N(V ) permettent de préciser le lien entre la théorie de
Hodge p-adique de [Ber02a]. En effet, il est non seulement possible de retrouver le
ϕ-module filtré Dcris(V ) avec N(V ) mais il est également possible d’associer à tout
réseau T de V stable par GK un OK-réseau canonique de Dcris(V ). Cela permet de
reformuler la théorie de Fontaine-Laffaille en termes de modules de Wach.
1.4.1 Le module de Wach d’une représentation cristalline
S’appuyant sur les modules construits par N.Wach dans [Wac96], P. Colmez a
montré dans [Col99] que, dans le cas absolument cristallin, il existe une base de
D(T ) contenue dans D+(T ) = (A+ ⊗Zp T )HK .
Cela permet de caractériser le fait d’être cristallin pour les représentations p-
adiques de GK mais aussi de retrouver le module Dcris(V ) dans D+(V ) lorsque V
est cristalline.
Ces travaux ont été précisés par L.Berger dans [Ber04]. Les propositions 1.4.1
et 1.4.2 résument cela.
Définition 1.4.1
Soit a et b deux entiers avec b ≥ a. Un module de Wach à poids dans [a, b]
est un A+K-module (ou un B
+
K-module) N libre de type fini muni d’une action de
ΓK agissant trivialement sur N/piN et d’un Frobenius ϕ : N [1/pi] → N [1/ϕ(pi)]
commutant l’un avec l’autre tel que N⊗A+KAK (ou N⊗B+KBK) est un (ϕ, Γ)-module
étale et vérifiant de plus ϕ(pibN) ⊂ pibN et tel que pibN/ϕ?(pibN) est tué par qb−a.
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Proposition 1.4.1
Soit V une représentation p-adique positive et cristalline de GK dont les sauts
de filtration sont r1 = 0 ≤ r2 ≤ · · · ≤ rd = h. Soit T un Zp-réseau de V stable par
l’action de GK.
Il existe un unique sous-A+K-module N(T ) de D+(T ) stable par ϕ et satisfaisant
les trois propriétés suivantes :
(i) N(T ) est un A+K-module libre de rang d = dimQp V et contient une base de
D(T ) sur AK ;
(ii) l’action de ΓK préserve N(T ) et est triviale sur N(T )/piN(T ) ;
(iii) pihD+(T ) ⊂ N(T ).
Ce A+K-module est appelé module de Wach de T ; celui-ci est à poids dans [−h, 0].
Démonstration.
L’existence de N(T ) vérifiant les trois propriétés est assurée dans les proposi-
tions II.1.1 et III.3.1 de [Ber04]. 
La définition des modules de Wach associé à une représentation peut être éten-
due à toute représentation cristalline. Soit T une Zp-représentation de GK et a le
plus petit saut de filtration de V = Qp ⊗ Zp ; le module de Wach de T est défini
par N(T ) = piaN(T (a))⊗ ε⊗−a. Ce module vérifie les propriétés (i), (ii) et (iii) de
la proposition précédente.
Dans tout les cas, posons N(V ) = N(T ) ⊗A+K B
+
K ; ce B
+
K-module N(V ) est le
module de Wach de V et est indépendant du choix du réseau T de V stable par
GK .
Le foncteur N est une équivalence entre la catégorie des représentations cristal-
lines de GK et celle des modules de Wach sur B+K ; il est compatible avec le produit
tensoriel, avec la dualité et avec les suites exactes (cf. [Ber04, théorème 2]).
L’application qui à un réseau T de V stable par GK associe N(T ) induit une
bijection entre les réseaux de V stables par GK et les modules de Wach sur A+K
réseau de N(V ) (cf. loc. cit.).
Notons R +K l’ensemble des séries formelles en pi indexées sur N, à coefficients
dans K et qui convergent sur le disque unité ouvert {x ∈ Cp| |x|p < 1}. Cet an-
neau est de Bézout et vérifie la théorie des diviseurs élémentaires (cf. [Ber02a,
proposition 4.12]).
Nous avons l’inclusion B+K ⊂ R +K ; les actions de ϕ et de ΓK sur B+K se pro-
longent naturellement à R +K ,
Il existe des plongements ϕ−n : R +K ↪→ Kn [[t]] ⊂ B+dR qui envoient pi sur
ζn exp(t/p
n)− 1.
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Proposition 1.4.2
Soit V une représentation p-adique positive et cristalline de GK et r1 ≤ · · · ≤ rd
ses sauts de filtration. Nous avons :
Dcris(V ) =
(
R
+
K ⊗B+K N(V )
)ΓK
et : [
R
+
K ⊗B+K N(V ) : R
+
K ⊗K Dcris(V )
]
=
{(
t
pi
)r1
: . . . :
(
t
pi
)rd}
.
Démonstration.
Voir la proposition III.4 de [Ber04]. 
1.4.2 Modules de Wach et théorie de Fontaine-Laffaille
Soit V une représentation p-adique cristalline V de GK et T un réseau de V
stable par l’action de GK . Les modules de Wach permettent d’associer à T un
OK-réseau canonique Dcris(T ) de Dcris(V ). Ainsi les modules de Wach sont liés à
la théorie de Fontaine-Laffaille.
Notons a le plus petit saut de filtration de V . La proposition 1.4.2 entraîne
l’égalité Dcris(V ) = ((t/pi)aR +K ⊗A+K N(T ))
ΓK . De plus, si (ni)i est une base de
N(T ), l’égalité précédente permet de définir l’homomorphisme naturel
Dcris(V ) =
((
t
pi
)a
R
+
K ⊗B+K N(V )
)ΓK
→ N(V )/piN(V )∑
i
(
t
pi
)a
fi(pi)⊗ ni 7→
∑
i
fi(0)⊗ ni.
Proposition 1.4.3
Pour toute représentation p-adique cristalline V de GK, posons
FiliN(V ) = {x ∈ N(V )| ϕ(x) ∈ qiN(V )}.
Le précédent morphisme Dcris(V ) → N(V )/piN(V ) est un isomorphisme de ϕ-
modules filtrés.
Démonstration.
Cela provient directement du théorème III.4.4 et du corollaire III.4.5 de [Ber04]
donnent la proposition qui vient. 
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Nous pouvons à présent définir un réseau canonique Dcris(T ) de Dcris(V ) comme
l’image réciproque de N(T )/piN(T ) dans Dcris(V ), en d’autres termes,
Dcris(T ) =
{∑
i
(
t
pi
)a
fi(pi)⊗ ni ∈
((
t
pi
)a
R
+
K ⊗A+K N(T )
)ΓK ∣∣∣∣∣ ∀i, fi(0) ∈ Zp
}
.
(1.4.1)
Faisons maintenant le lien entre la théorie de Fontaine-Laffaille et les modules
de Wach (voir [Wac97], [Ber04]) en reformulant la bijection de cette théorie.
Proposition 1.4.4
Soit V une représentation p-adique cristalline de GK de longueur de filtra-
tion < p, c’est-à-dire dont les sauts de filtration sont contenus dans un intervalle
[r, r + p− 1].
(i) Pour tout réseau T de V stable par GK, le réseau Dcris(T ) est fortement
divisible.
(ii) Réciproquement, si Dcris(V ) n’a pas de partie de pente r ou pas de partie
de pente r + p− 1, tout réseau M fortement divisible de Dcris(V ) est isomorphe à
Dcris(T ) pour un certain réseau (explicite) T de V stable par GK.
Démonstration.
La proposition V.2.1 [Ber04] donne le premier point tandis que le second pro-
vient de la proposition V.2.3 du même article. 
Pour résumer, si V est une représentation comme dans la proposition précé-
dente, le diagramme suivant est commutatif{
réseaux de V stables
par GK
} Mcris //
oo
N **TTT
TTTT
TTTT
TTT
{
réseaux fortement
divisibles de Dcris(V )
}
{
modules de Wach qui
sont réseaux de N(V )
}
44jjjjjjjjjjjjjj
où la seconde flèche horizontale est donnée par le second point de la proposition
précédente ou par Tcris et où la seconde flèche oblique est donnée par (1.4.1).
Rappelons que la théorie de Fontaine-Laffaille transforme le twist par le carac-
tère cyclotomique en le produit tensoriel par t−1ε. En effet, si V est une représen-
tation p-adique cristalline dont la longueur de filtration est strictement inférieure
à p, si T est un réseau de V stable par GK et k est un entier, le réseau fortement
divisible associé à T (k) est Dcris(T (k)) = Dcris(T )⊗ t−kε⊗k.
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1.4.3 Les sous-modules (ϕn)?N(T ) et ((ϕn)?
(
pikN(T )
)
)ψ=1
Considérons une représentation p-adique cristalline V de GK et un réseau T de
V stable par l’action de GK .
Soit n ≥ 1. Si A est contenu dans N(T ), notons (ϕn)?A le sous-A+K-module
de N(T ) engendré par ϕn(A). Ces modules jouent un rôle prépondérant dans les
deux prochaines parties de cette thèse. C’est pour cette raison que nous prenons
le temps de les décrire dans ce paragraphe.
Proposition 1.4.5
Soit V une représentation p-adique cristalline et positive de GK et un réseau
T de V stable par l’action de GK.
Soit Λ l’algèbre d’Iwasawa. Les Λ-modules ((ϕn)?N(T ))ψ=0 et ((ϕn)?N(T ))ψ=1
sont libres de rang [K : Qp] rgZp T .
La démonstration — un peu longue — de ce résultat est proposée en appendice.
Lorsque n = 1, cela provient directement du théorème 3.5 de [LLZ10] puisque ϕ−1
induit la bijection suivante (voir par exemple dans la démonstration du lemme 3.6
de [BB08]) :
ϕ− 1 :
(
A+Kn ⊗A+K N(T )
)ψn=1 ∼ // (A+Kn ⊗A+K N(T ))ψn=0 .
Le théorème 3.5 de [LLZ10] peut être adapté pour n quelconque donnant ainsi
lieu à la proposition. Comme la démonstration ne diffère pas réellement du cas
traité par A. Lei, D. Loeﬄer et S. Zerbes, nous nous contentons de mettre cette
démonstration en appendice.
Lemme 1.4.6
Soit V une représentation cristalline de GK dont les sauts de filtration sont
contenus dans un intervalle [−k; h− k] et un réseau T de V stable par GK. Alors(
ϕn(pi)
pi
)h−k
N(T ) ⊂ (ϕn)?N(T ).
Démonstration.
Cela se montre par récurrence sur n. Lorsque n = 1, cela provient de la pro-
position A.2 du premier appendice de [Ber03]. Supposons maintenant maintenant
l’inclusion (ϕn(pi)/pi)h−k N(T ) ⊂ (ϕn)?N(T ) vraie.
Soit x ∈ (ϕn+1(pi)/pi)h−kN(T ). En appliquant l’hypothèse de récurrence, il vient
que (ϕn(pi)/ϕn+1(pi))h−kx appartient à (ϕn)?N(T ).
Nous avons donc x ∈ (ϕn)?((ϕ(pi)/pi)h−kN(T )). En utilisant à nouveau l’inclu-
sion pour n = 1, nous trouvons finalement que x ∈ (ϕn+1)?N(T ). Le lemme est
ainsi montré par récurrence. 
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Corollaire 1.4.7
Soit V une représentation cristalline de GK dont les sauts de filtration sont
contenus dans un intervalle [−k; h− k] et n’ayant pas de sous-quotient isomorphe
à Qp(m) avec m ∈ Z. Soit T un réseau de V stable par GK.
Nous avons(
1
ϕn(pi)h−k
(ϕn)?N(V )
)ψ=1
=
(
1
pih−k
N(V )
)ψ=1
= D(V )ψ=1.
Démonstration.
L’inclusion D(V )ψ=1 ⊂ (pik−hN(V ))ψ=1 (voir [Ber03, théorèmeA.3]) et le lemme
1.4.6 entraînent directement les deux égalités. 
Lemme 1.4.8
Soit V une représentation cristalline de GK dont les sauts de filtration sont
contenus dans un intervalle [−k; h− k] et n’ayant pas de sous-quotient isomorphe
à Qp(m) avec m ∈ Z. Soit T un réseau de V stable par GK.
Alors :
(i) pour tout entier n ≥ 1, le quotient D(T )ψ=1/ ((ϕn)? (pikN(T )))ψ=1 n’a pas
de p-torsion ;
(ii) si 0 ≤ h < k ou si −k, h ≥ 0, le quotient D(T )ψ=1/ ((ϕn)? (pikN(T )))ψ=1
n’a pas d’invariants non triviaux par Γn.
Démonstration du premier point.
Une fois encore, comme par définition pikN(T ) = N(T (−k)) ⊗ ε⊗k, il suffit
montrer que le quotient D(T (−k))ψ=1/ ((ϕn)?N(T )(−k))ψ=1 n’a pas de p-torsion.
Quitte à tordre par la puissance k-ième du caractère cyclotomique, nous pou-
vons supposer que k = 0.
Soit (ei)i une base de N(T ) sur A+K ; d’après le premier point de la proposition
1.4.1, c’est une AK-base de D(T ). Aussi (ϕn(ei))i est une A+K-base de (ϕn)?N(T )
mais également une base de D(T ) sur AK puisque le (ϕ, Γ)-module D(T ) est étale.
Soit x =
∑
i fi(pi)ϕ
n(ei) un élément de D(T )ψ=1 tel que px ∈ (ϕn)?N(T )ψ=1.
Ainsi fi(pi) appartient à AK∩B+K , i.e. à A+K . Il en découle x ∈ (ϕn)?N(T ) et comme
il est par hypothèse fixe par ψ, nous trouvons x ∈ ((ϕn)?N(T ))ψ=1.
Il vient que tout élément de p-torsion de D(T )ψ=1/((ϕn)?N(T ))ψ=1 est nul et
le premier point du lemme est prouvé. 
Démonstration du second point.
Comme d’après le premier point du lemme, D(T )ψ=1/((ϕn)?
(
pikN(T )
)
)ψ=1 n’a
pas de p-torsion, il suffit de montrer que D(V )ψ=1/(ϕn)?
(
pikN(V )
)
)ψ=1 n’a pas
d’invariants non triviaux par Γn. Faisons cela.
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Soit x ∈ D(V )ψ=1 tel que (γn − 1)x ∈
(
(ϕn)?(pikN(V ))
)ψ=1. Nous voulons
montrer que x ∈ (ϕn)?(pikN(V )).
L’égalité (ϕn(pi−h)(ϕn)?(pikN(V )))ψ=1 = D(V )ψ=1 du corollaire 1.4.7 et la dé-
composition B+K =
⊕
i<pn ϕ
n(B+K)(1 + pi)i de B
+
K donnent
x ∈
⊕
i<pn, j
ϕn
(
pi−hB+K
)
(1 + pi)iϕn(pikej)
où (ej)j est une base du module de Wach N(T ).
Or pour tout l ∈ [1, h] entier, γn(ϕn(pi−l)) ≡ χ(γn)−lϕn(pi−l)
[
mod ϕn(pi−l)piB+K
]
et pour tout i et j entiers, γn(1 + pi)i ≡ 1, γn(pikej) ≡ χ(γn)kpikej [mod pi].
Ces congruences permettent de conclure que x ∈ (ϕn)? (pikN(V )). En effet,
sinon nous aurions
(γn − 1)x 6∈ (ϕn)?
(
pikN(V )
)
.
(en effet, χ(γn)−l+k − 1 6= 0 pour tout l ∈ [1, h] puisque 0 ≤ h < k ou −k,
h ≥ 0). Nous aurions alors une contradiction ; il vient alors x ∈ (ϕn)? (pikN(V )) et
le second point du lemme est ainsi démontré. 
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Chapitre 2
Autour de l’exponentielle de Bloch
et Kato
Résumé.
Nous considérons toujours un premier p impair et une extension finie K/Qp.
Comme le titre du chapitre l’indique, le sujet central de cette partie est l’exponen-
tielle de Bloch et Kato de représentations p-adiques cristallines de GK.
Nous parlerons ici de nombreux aspects de cet homomorphisme, de sa définition
à l’origine de son nom (cf. §2.1) en passant par sa traduction en termes de (ϕ,
Γ)-modules (voir §2.2) ou par ses liens avec les modules de Wach (voir paragraphe
2.3) etc.
Soit V une représentation p-adique cristalline de GK dont les sauts de filtration
sont contenus dans un intervalle [−k, h− k] avec k ≥ 1, h ≥ 0 et qui n’admet pas
de sous-quotient isomorphes à Qp(m) avec m entier. Soit T un réseau de V stable
par GK.
Nous pourrons appliquer tous les résultats des trois premiers paragraphes à T et
V pour mieux connaître D(T )ψ=1/((ϕn)?(pikN(T )))ψ=1. Dans le chapitre précédent
nous avons déjà vu que ce quotient n’avait ni p-torsion ni invariants par Γn (du
moins lorsque k est assez grand ou lorsque h−k est assez petit). Dans ce chapitre,
nous décrirons deux nouveaux aspects de D(T )ψ=1/((ϕn)?(pikN(T )))ψ=1.
Dans un premier temps, nous étudierons la structure de Λp-module du quotient
D(V )ψ=1/((ϕn)?(pikN(V )))ψ=1. Nous terminerons ce chapitre en proposant des en-
cadrements le cardinal des coinvariants de ce quotient par Γn ainsi que le cardi-
nal de la p-torsion de D(T )ψ=1ΓK /A
η0
1 où A1 est l’image de (ϕ?(pikN(T )))
ψ=1
Γ1
dans
H1Iw(T )Γ1 par les homomorphismes (ϕ?(pikN(T )))
ψ=1
Γ1
→ D(T )ψ=1Γ1 ' H1Iw(T )Γ1.
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2.1 Définition
Nous avons déjà vu dans le chapitre précédent que Bcris s’injecte naturellement
dans BdR. Le lien entre ces deux anneaux est plus précisément décrit par les suites
exactes fondamentales suivantes :
0 // Qp // Bcris // Bcris ⊕ (BdR/B+dR) // 0(2.1.1)
où la dernière flèche est l’homomorphisme x 7→ ((1− ϕ)(x), x [mod B+dR]) ; et :
0 // Qp // Bϕ=1cris // BdR/B
+
dR
// 0(2.1.2)
où l’application Bϕ=1cris → BdR/B+dR est l’homomorphisme x 7→ x
[
mod B+dR
]
.
En tensorisant par une représentation p-adique V de de Rham de GK , puis en
prenant les invariants par GK , il vient deux suites exactes longues de cohomologie.
Nous obtenons les suites exactes suivantes :
0 // H0(K,V ) // Dcris(V ) // Dcris(V )⊕ tV (K) δV // H1f (K,V ) // 0
(2.1.3)
et :
0 // H0(K,V ) // Dcris(V )ϕ=1 // tV (K)
δV // H1e (K,V )
// 0(2.1.4)
où tV (K) est l’espace tangent de V de DdR(V ) défini par Bloch et Kato par
tV (K) = DdR(V )/Fil0DdR(V )
et où H1e (K,V ) (respectivement H1f (K,V )) est la partie exponentielle (resp. finie)
de H1(K,V ) définie par
H1f (K,V ) = ker
(
H1(K,V )→ H1(K,Bcris ⊗Qp V )
)
(resp. H1e (K,V ) = ker
(
H1(K,V )→ H1(K,Bϕ=1cris ⊗Qp V )
)
).
Les applications δV induisent l’exponentielle de S. Bloch et K.Kato de V :
expK,V : tV (K)→ H1f (K,V ).
L’appellation de cet homomorphisme vient du fait qu’elle généralise l’exponen-
tielle classique. Prenons deux exemples tirés de [BK90] pour illustrer cela ; nous
renvoyons d’ores et déjà à cet article pour plus de détails sur ces exemples.
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Supposons K/Qp non ramifié. Pour tout entier n, nous avons suite exacte
0 // µpn // K
× pn //
K
× // 0
En prenant les invariants par GK , puis en passant à la limite projective la suite
exacte longue de cohomologie ainsi obtenue, nous trouvons une application de
connexion δ : K× → H1(K,Zp(1)). L’exponentielle classique exp : x 7→
∑
n x
n/n!
induit un isomorphisme entre pOK et le groupe U des unités de OK congrues à 1
modulo p donnant ainsi lieu à un isomorphisme K ' O×K ⊗Qp.
Vient alors le diagramme commutatif suivant :
K
exp //
expQp(1), K
((QQ
QQQ
QQQ
QQQ
QQQ
QQ O
×
K ⊗Qp
δ⊗Qp

H1(K,Qp(1))
SoitX une variété abélienne surK. Soit Tp(X) le module de Tate deX et Vp(X)
la représentation p-adique Vp(X) = Tp(X)⊗ZpQp ; d’après [Fon94a], cette dernière
est de de Rham. L’espace tangent à l’origine tan(X) de X est canoniquement
isomorphe à l’espace tangent tVp(X)(K) de Vp(X).
Il existe alors une application exponentielle expX allant de l’espace tangent de
X dans X(K)⊗Qp où X(K) est groupe des points rationnels surK. Le diagramme
suivant est commutatif
tan(X)
expX //
OO
o
X(K)⊗Qp
o

tVp(X)(K) expK,Vp(X)
// He(K,Vp(X))
où le morphisme vertical de gauche est l’isomorphisme dont nous parlons ci-dessus
et où celui de droite s’obtient en passant à la limite projective les applications de
Kummer X(K)→ H1(K,X(K) [pn]).
Dans l’article [BK90], S. Bloch et K.Kato généralisent ce lien aux groupes p-
divisbles.
2.2 L’exponentielle en termes de (ϕ, Γ)-modules
Supposons désormais, et jusqu’à la fin de cette thèse, l’extension K/Qp non
ramifiée.
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2.2.1 Contexte et motivations
Précisons avant tout le contexte de cette construction et donnons les premières
notations.
Rappelons tout d’abord que γ est un générateur topologique de Γ, que γ1 est
un générateur topologique de Γ1 et, pour tout entier non nul n, nous avons posé
γn = γ
pn−1
1 .
Soit V une représentation p-adique cristalline de GK positive telle que V HK = 0
et dont le plus grand saut de filtration est h. Fixons un réseau T de V préservé
par l’action de GK . Soit D (V ) = (B+K)ψ=0 ⊗K Dcris(V ).
Soit n ≥ 1 et k ∈ Z deux entiers. Rappelons que la représentation obtenue en
tordant V (respectivement T ) par la puissance k-ième du caractère cyclotomique
est notée V (k) (resp. T (k)).
D.Benois construit des morphismes ΩεT, k, n : D (T ) → H1(Kn, T (k)) qui,
lorsque k ≥ 1 et lorsque V HK = 0, vérifie
ΩεT, k, n = (−1)k(k − 1)! expKn, V (k) ◦ΞεV, k, n
où ΞεV, k, n est une application explicite.
Cette construction s’appuie sur la théorie des (ϕ, Γ)-modules et tout particu-
lièrement sur la cohomologie galoisienne en termes de (ϕ, Γ)-modules et sur les
modules de Wach.
La motivation de cette construction était double. La première était de fournir
une formule explicite de l’exponentielle élargie de Perrin-Riou Ω(0), εV à chaque étage
de la tour cyclotomique K∞/K.
Soit V une représentation p-adique cristalline de GK . L’exponentielle élargie de
Perrin-Riou interpole les exponentielles de Bloch et Kato pour les différents twists
de V par le caractère cyclotomique le long de la tour K∞/K. C’est-à-dire qu’elle
rend le diagramme suivant commutatif pour k >> 0 et pour tout n > 0 :
D (V )∆=0
Twεk ◦Ω(0), εV //

H (Γ)⊗Λ H1Iw(T (k))/T (k)HK
prT (k), n

Kn ⊗K Dcris(V (k))
(−1)k(k−1)! expKn, V (k) // H1(Kn, T (k))
où la première flèche verticale est un homomorphisme explicite que nous ne pré-
ciserons pas et où H (Γ) est un espace de séries formelles en γ1 − 1 qui vérifient
certaines propriétés (il est ici inutile de les préciser).
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La seconde motivation de la construction de l’exponentielle en termes de (ϕ,
Γ)-modules est liée à la première. Elle permet de montrer la loi de réciprocité
explicite conjecturée par B. Perrin-Riou.
Cette conjecture généralise la loi de réciprocité explicite classique sur un corps
local qui décrit le symbole de Hilbert.
Pour expliquer ce qu’est ici cette loi de réciprocité, introduisons une nouvelle
notation. Soit, pour tout n entier, (., .)T,n : H1(Kn, T ) × H1(Kn, T ∗(1)) → Qp
l’accouplement obtenu par dualité locale. En passant à la limite projective puis en
tensorisant par H (Γ), ces accouplements en induisent un autre :
(., .)T : H
1
Iw(T )⊗Λ H (Γ)×H1Iw(T ∗(1))⊗Λ H (Γ)→ H (Γ).
La loi de réciprocité explicite lie cet accouplement à l’exponentielle élargie de
Perrin-Riou (voir le paragraphe suivant, proposition 2.2.2, (ii), pour une formula-
tion de ce lien).
La construction de l’exponentielle en termes de (ϕ, Γ)-modules est très large-
ment utilisée dans la suite. Comme nous l’avons dit dans l’introduction, le but
final de cette thèse est de mieux connaître les nombres de Tamagawa d’une repré-
sentation p-adique absolument cristalline de GK le long de la tour cyclotomique
K∞/K.
Or la construction de D.Benois a trois avantages pour étudier cette probléma-
tiques.
1) Tout y est explicite, ΩεT, k, n aussi bien que ΞεV, k, n — ce dernier homomor-
phisme est d’ailleurs étudié dans le paragraphe B.3.
2) Cette construction préserve de plus toutes les structures entières.
3) Comme nous venons de l’expliquer, elle permet de retrouver une expression
de l’exponentielle de Bloch et Kato à chaque étage de la tour cyclotomique
K∞/K. Cela autorise à se promener dans cette tour sans encombre (seul le
cas n = 0 nécessite un traitement spécial).
2.2.2 Construction
Dans ce paragraphe nous redonnons dans un premier temps la construction
de l’exponentielle de Bloch et Kato en termes de (ϕ, Γ)-modules que D.Benois a
proposée.
Construction de l’exponentielle en termes de (ϕ, Γ)-modules. Nous
utilisons ici le complex ϕ−n (Cϕ, γn(.)) en lieu et place de Cϕ, γn(.). Ce premier
complex de (ϕ, Γ)-modules sur AKn = ϕ−n(AK) est isomorphe au second.
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Soit V une représentation p-adique positive cristalline de GK telle que V HK = 0
et T un réseau de V stable par GK . Soit k ∈ Z et n ≥ 0. Rappelons que γ désigne
un générateur topologique de ΓK .
Comme nous l’avons vu dans le paragraphe 1.4.2, les propriétés des modules
de Wach (voir proposition 1.4.2) permettent de définir un OK-réseau canonique
Dcris(T ) de Dcris(V ) associé à T . Introduisons pour cela (ei)i une A+K-base de N(T )
et posons :
Dcris(T ) =
{∑
i
fi(pi)⊗ ei ∈ (R +K ⊗A+K N(T ))
ΓK
∣∣∣∣∣ ∑
i
fi(0)ei ∈ N(T )/piN(T )
}
.
Si D (T ) = (A+K)ψ=0⊗OK Dcris(T ), il est alors clair que D (T ) est un Zp-réseau
de D (V ). Posons de plus D (V (k)) = (B+K)ψ=0 ⊗K Dcris(V (k)).
Ces dernières notations seront conservées jusqu’à la fin de cette thèse.
Rappelons à présent la définition de la fonction Ek,n de [Ben00, § 3]. Pour tout
f(pi) de (A+Qp)
ψ=0, posons :
Ek, n(f(pi)) =
∑
i≥1
(−1)i+1(k − 1)(k − 2) . . . (k − (i− 1))pn(i−1)t−i∂−in (f(pin))
où ∂n désigne l’opérateur différentiel ∂n = (1+pin) d/dpin. Notons que cet opérateur
∂n est inversible sur (A+Kn)
ψ=0 puisque (A+Kn)
ψ=0 =
⊕p−1
i=1 ϕ(A
+
Kn
)(1 + pin)
i.
Soit α = f(pi) ⊗ m ∈ D (T ) avec m = ∑i ai(pi) ⊗ ei ∈ Dcris(T ) où les ai(pi)
appartiennent à R +K . Nous pouvons préciser d’avantage le sous anneau de R
+
K .
En effet, comme l’action de Γ est triviale sur N(T )/piN(T ), il vient que les ai
appartiennent à A+K
[[
pik/ck, k ≥ 0
]]
avec ck =
∏k
j=1(χ(γ)
j − 1).
D’autre part, par le lemme 3.1.1 de [Ben00], nous savons que pour tout i et
tout j entiers, t−j =
∑
i≥−j αipi
i avec νp(αi) ≥ −b(i+ j)/(p− 1)c.
Ainsi Ek, n(f(pi))ai(pi) appartient à pAKn+pinK [[pin]]. En notantEk, n(f(pi))ai(pi)
la série obtenue en tronquant les ai(pi)/tj modulo pi dans Ek, n(f(pi))ai(pi), nous
avons Ek, n(f(pi))ai(pi) ∈ AK .
Soit E T, k, n(α) =
∑d
i=1 Ek, n(f(pi))ai(pi)ei ⊗ ε⊗k ; alors E T, k, n(α) appartient à
ϕ−n(D(T (k))) et
E T, k, n(α) ≡ Ek, n(f(pi))m⊗ ε⊗k
[
mod pinK [[pin]]⊗A+K N(T )
]
.(2.2.1)
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Lemme 2.2.1
Soit ψn l’application ψ agissant sur A+Kn. Il existe un unique F T, k, n(α) dans
(ϕ−n(D(T (k))))ψn=1 tel que
(ϕ− 1)F T, k, n(α) = (γn − 1)E T, k, n(α).
Pour ne pas nous attarder sur les détails techniques, nous admettons ce lemme.
Il sera en revanche démontré dans l’Appendice B.
Le couple (E T, k, n(α), F T, k, n(α)) définit donc une classe de ϕ−n(H1(D(T )))
puisque {
E T, k, n(α), F T, k, n(α) ∈ ϕ−n(D(T (k)))
(ϕ− 1)F T, k, n(α) = (γn − 1)E T, k, n(α).
Soit ΩεT, k, n l’application composée des deux homomorphismes suivants :
D (T )
(E T, k, n,F T, k, n) // ϕ−n(H1(D(T (k)))) ∼ // H1(Kn, T (k)).
Soit n ≥ 1. Soit l’application ΞεV (k), n définie par
ΞεV (k), n :

D (V (k))→ Dcris(V (k))⊕tV (k)(Kn)Dcris(V (k))
α 7→ p−n
(
−α(0);
n∑
l=1
(σ ⊗ ϕ)−l(α)(ζpl − 1)
)
(notons que Dcris(V (k))⊕tV (k)(Kn)Dcris(V (k)) s’entend comme le conoyau de l’homomorphisme
(1− ϕ, .[mod Fil0DdR(V (k))]) : Dcris(V (k))→ Dcris(V (k))⊕ tV (k)(K)).
Soit e−k = t−k ⊗ ε⊗k le générateur de Dcris(Qp(k)) associé à ε et ∂ l’opérateur
défini par ∂ = (1 + pi) d/dpi.
Pour tout n entier, ΞεV, k, n : D (V )→ Dcris(V (k))⊕tV (k)(Kn)Dcris(V (k)) est l’homomorphisme
ΞεV, k, n =
{
ΞεV (k), n ◦
(
∂−k ⊗ e−k
) ◦ (σ ⊗ ϕ)n si n ≥ 1
TrK1/K ◦ΞεV, k, n si n = 0.
Rappelons que (., .)T (k), n : H1(Kn, T (k)) × H1(Kn, T ∗(1 − k)) → Qp désigne
l’accouplement obtenu par dualité locale.
Proposition 2.2.2
Soit V une représentation p-adique positive de GK vérifiant V HK = 0. Soit de
plus T un réseau de V stable par GK.
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(i) Soit k ≥ 1, n ≥ 1. Pour tout α ∈ D (V ),
ΩεT, k, n(α) = (−1)k(k − 1)! expKn, V (k)
(
ΞεV, k, n(α)
)
.
(ii) Pour tout α ∈ D (T ) et tout β ∈ D (T ∗(−h)), nous avons :
(
ΩεT, k, n(α),Ω
ε
T ∗(−h), h−k+1, n(β)
)
T (k), n
= (−1)kpnh
h∏
m=1
(k −m)
× TrK/Qp
(
res
(
1
pi
{∂−kα(pin),
(
∂k−h−1 ⊗ e−h
)
β(pin)} dpin
1 + pin
))
où {., .} désigne la dualité fournie par prolongement à D (V ) ×D (V ∗) par
linéarité de la dualité naturelle :
{., .} : Dcris(V )× Dcris(V ∗)→ K.
Le premier point a été démontré dans [Ben00, théorème 4.3] pour tout élément
dans D (V )∆=0, un sous-module de D (V ). L’application ΞεV, k, n peut être définie
sur tout D (V ) ; nous montrons dans l’annexe B que l’application ΩεT, k, n est en
fait compatible avec l’exponentielle de Bloch et Kato sur tout D (V ).
Le second point de cette proposition est quant à lui essentiellement la loi de ré-
ciprocité explicite conjecturée par B. Perrin-Riou dans [PR94] et prouvée indépen-
damment par K.Kato-M.Kurihara-T.Tsuji, P. Colmez, B. Perrin-Riou, D.Benois
et L. Berger respectivement dans [KKT96], [Col98], [PR99], [Ben00] et [Ber03].
Pour terminer ce paragraphe, donnons une propriété remarquable — et impor-
tante dans la suite — de l’homomorphisme ΞεV, k, n. Ce résultat est démontré dans
l’annexe B, cf. corollaire B.3.5.
Lemme 2.2.3
Si 1/p n’est pas valeur propre de ϕ opérant sur Dcris(V (k)), alors l’homomor-
phisme ΞεV, k, n : D (V )→ Dcris(V (k))⊕tV (k)(Kn)Dcris(V (k)) est surjectif.
2.3 Lien avec le module de Wach
Dans ce paragraphe, n désigne un entier strictement positif. Nous traitons
ici du lien entre le module de Wach d’une représentation p-adique cristalline et
l’application Ωε., k, n du paragraphe précédent. Nous commencerons par expliciter
ce lien.
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Soit V une représentation p-adique positive cristalline de GK telle que V HK = 0
et h son plus grand saut de filtration. Soit T un réseau de V stable par GK .
Choisissons k ∈ Z et n ≥ 0. Rappelons que γ désigne un générateur topologique
de ΓK .
La démonstration du résultat principal de ce paragraphe sera scindée en deux
étapes : le cas où k /∈ [1, h] — c’est-à-dire le cas où la représentation V (k) est soit
positive, soit négative — et celui où k ∈ [1, h]. Le second de ces cas se déduira du
premier.
2.3.1 Énoncé
Comme nous l’avons vu dans le paragraphe précédent, l’homomorphisme ΩεT, k, n
envoie α ∈ D (T ) sur la classe de (E T, k, n(α), F T, k, n(α)) où
F T, k, n(α) ∈
(
A+Kn ⊗A+K N(T )(k)
)ψn=1
L’élément ϕn(F T, k, n(α)) appartient par conséquent à ((ϕn)?N(T )(k))ψ=1 et la
construction de ΩεT, k, n induit donc une application D (T ) → ((ϕn)?N(T )(k))ψ=1
qui à α associe ϕn(F T, k, n(α)).
La bijectivité de γn−1 sur D(T )ψ=0 (voir [CC99, proposition I.5.1]) permet de
retrouver E T, k, n(α) en partant F T, k, n(α). Nous en déduisons dès lors que l’homo-
morphisme D (T )→ ((ϕn)?N(T )(k))ψ=1 rend le diagramme suivant commutatif :
D (T ) //
ΩεT, k, n ((PP
PPP
PPP
PPP
PP
((ϕn)?N(T )(k))ψ=1

H1(Kn, T (k))
(la flèche verticale étant la composée des homomorphismes naturels
((ϕn)?N(T )(k))ψ=1 ↪→ D(T (k))ψ=1 ' H1Iw(T )→ H1(Kn, T (k))).
Cependant D (T ) → ((ϕn)?N(T )(k))ψ=1 n’est pas équivariant par Γn ; en ef-
fet, les applications Ek, n ne sont pas équivariantes modulo pin (voir la proposition
3.1.3, (iv) de [Ben00]). Il est toutefois possible le rendre invariant par Γn en tor-
dant l’espace de départ par la puissance k-ième du caractère cyclotomique. Nous
obtenons de cette manière
Ω˜εT, k, n : D (T )(k)→ ((ϕn)?N(T )(k))ψ=1.
Ce morphisme induit ainsi un homomorphisme D (T )(k)Γn → ((ϕn)?N(T )(k))ψ=1Γn .
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Théorème 2.3.1
Soit V une représentation p-adique cristalline positive de GK telle que V HK = 0
et n’ayant pas de sous-quotient isomorphe à Qp(m) avec m entier. Soit T un réseau
de V stable par GK.
Alors pour tout entier k ∈ Z et pour tout n ≥ 1, l’application Ω˜εT, k, n induit
l’isomorphisme :
D (T )(k)Γn ' ((ϕn)?N(T )(k))ψ=1Γn .
Rappelons que ce résultat a été démontré par D.Benois et L. Berger dans
[BB08] lorsque n = 1 et pour k /∈ [1, h]. Pour prouver ce théorème, nous avons
besoin de plusieurs résultats techniques. La fin de ce paragraphe leur est consacrée.
Rappelons que ∂n = (1 + pin) d/dpin.
Lemme 2.3.2
Pour tout m ≥ 1 et tout h(pin) ∈ A+Kn, nous avons
(2.3.1) res
(
h(pin)
tm
dpin
1 + pin
)
=
1
(m− 1)!p(m−1)n res
(
∂m−1n (h(pin))
pi
dpin
1 + pin
)
.
Démonstration.
Si m = 1, le lemme est évident. Supposons donc m ≥ 2 ; de l’égalité ∂n = pn∂
nous tirons
∂n
(
h(pin)
tm−1
)
=
∂n(h(pin))
tm−1
− (m− 1)pnh(pin)
tm
.
Et comme res
(
∂n
(
h(pin)/t
m−l) dpin /(1 + pin)) = 0, il vient :
res
(
∂n(h(pin))
tm−1
dpin
1 + pin
)
= (m− 1)pn res
(
h(pin)
tm
dpin
1 + pin
)
.
En répétant ce procédé plusieurs fois, à chaque étape nous faisons chuter la puis-
sance de dénominateur. Ainsi, nous aboutissons finalement à l’égalité (2.3.1) du
lemme. 
Lemme 2.3.3
(i) Si f(pin), g(pin) ∈ A+Kn, alors pour tout k ∈ Z et tout m ≥ 0, nous avons :
res
(
Ek,n(f(pi))t
mg(pin)
dpin
1 + pin
)
≡ 0
[
mod pnm
Γ?(k)
Γ?(k −m)
]
.
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(ii) Rappelons que h est le plus grand saut de filtration de V . Prenons un élément
β de ((ϕn)∗N(T ?(−h)))ψ=1(h + 1 − k) et f(pi) ⊗ x ∈ D (T )(k) avec f(pi) ∈
(A+K)ψ=0, nous avons :
res
(
Ek,n(f(pi))
[
x, ϕ−n(β)
]
V (k)
dpin
1 + pin
)
≡ 0
[
mod pnh
Γ?(k)
Γ?(k − h)
]
.
où, pour tout l entier, Γ?(k)/Γ?(k − l) = (k − 1) . . . (k − l).
Démonstration de (i).
La démonstration de ce lemme repose sur les mêmes idées que celles de la
preuve du lemme 3.8 de l’article [BB08].
Notons tout d’abord que sim = 0, la première partie du lemme est trivialement
vraie. Prenons donc m ≥ 1.
Compte tenu des définitions de Ek,n et de Γ?(k)/Γ?(k − m), pour obtenir le
premier point du lemme, il suffit de montrer la congruence suivante pour tout
j ≥ 0 :
(−1)j−1(k − 1) . . . (k − (j − 1))pn(j−1) res
(
tm−jg(pin)∂−jn f(pin)
dpin
1 + pin
)
≡ 0
[
mod pnm
Γ?(k)
Γ?(k −m)
]
.
Si j ≤ m, la congruence est vraie car tm−jg(pin)(1 + pin)−1∂−jn f(pin) ∈ R +K . Il
reste à la montrer pour j > m.
Soit donc j > m. En utilisant l’égalité (2.3.1) du précédent lemme, nous trou-
vons :
res
(
tm−jg(pin)∂−jn f(pin)
dpin
1 + pin
)
=
1
(j −m)!p(j−m−1)n res
(
∂j−m−1n (g(pin)∂
−j
n f(pin))
pi
dpin
1 + pin
)
.
Ainsi la congruence est vraie puisque le résidu qui apparaît dans le membre
droit de l’égalité précédente appartient à Zp et puisque
(k − 1) . . . (k − (j − 1))
(j −m)! =
Γ?(k)
Γ?(k −m)
j−m∏
i=2
(k − j + 1) + i
i
∈ Γ
?(k)
Γ?(k −m)Zp.
Dès lors, le (i) est démontré. 
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Démonstration de (ii).
Pour alléger les notations, notons cj = (χ(γ) − 1) . . . (χ(γ)j − 1). De pi =
exp t− 1, nous tirons
pij+h = tj+h
∑
s1,...,sj+h≥0
ts1+···+sj+h
(s1 + 1)! . . . (sj+h + 1)!
.
Puisque x appartient à Dcris(T )⊗ε⊗k et ϕ−n(β) ∈ A+Kn⊗A+KN(T
∗(−h))(h+1−k),
nous avons :[
x, ϕ−n(β)
]
V (k)
=
∑
j≥0
pij+hbj(pin)
cj
=
∑
j≥0
∑
s1,...,sj+h≥0
th
ts1+···+sj+h+jbj(pin)
(s1 + 1)! . . . (sj+h + 1)!cj
(2.3.2)
où les bj(pin) désignent des éléments de A+Kn .
Or ps/(s+ 1)! et ps/cs appartiennent à pZp pour tout s ≥ 1 et 1/2, 1/c0 ∈ Z×p
(car p /∈ 2). Ainsi en utilisant la dernière égalité (2.3.2) et le premier point du
lemme, nous obtenons la congruence
res
(
Ek,n(f(pi))t
hbj(pin)
ts1+···+sj+h+j
(s1 + 1)! . . . (sj+h + 1)!cj
dpin
1 + pin
)
≡ 0
[
mod pnh
Γ?(k)
Γ?(k − h)
]
.
Le (ii) est maintenant démontré. 
Proposition 2.3.4
Soit k /∈ [1; h]. Soit α ∈ D (T ), β ∈ ((ϕn)?N(T ∗(−h)))ψ=1(h−k+1) et cl(β) la
classe de cohomologie de H1(Kn, T ∗(1−k)) associée à β via l’application composée
suivante :
((ϕn)∗N(T ?(−h)))ψ=1(h− k + 1)   // D(T ∗(1− k))ψ=1
∼ // H1Iw(T
∗(1− k)) // H1(Kn, T ∗(1− k)).
Nous avons (
ΩεT, k, n(α), cl(β)
)
T (k), n
≡ 0
[
mod phn
Γ?(k)
Γ?(k − h)
]
.
Avant toute chose, rappelons que le cup-produit ainsi que l’isomorphisme ca-
nonique H2(Kn,Zp(1)) ' Zp peuvent être traduits en termes de (ϕ, Γ)-modules.
En effet, par la proposition 4.4 de [Her01],
(cl(a, b), cl(x, y))T (k), n = − cl
(
[γn(a); y]V (k) − [ϕ(b); x]V (k)
)
.
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D’autre part, l’isomorphisme canonique H2(Kn,Zp(1)) ' Zp peut être explicité
comme suit (cf. [Ben00, théorème 2.2.6]) :{
H2(Kn,Zp(1)) → Zp
cl(h(pin)⊗ ε) 7→ − pnlogχ(γn) TrK/Qp
(
res
(
h(pin)
dpin
1+pin
))
.
Démonstration.
La preuve de cette proposition se fait en tout point comme celle de la propo-
sition 3.9 de [BB08]. Reproduisons-la.
Pour α = f(pi)⊗m ∈ (A+K)ψ=0 ⊗OK Dcris(T ), nous avons
E T, k, n(α) ≡ Ek, n(f(pi))⊗m⊗ ε⊗k
[
mod pinK [[pin]]⊗A+K N(T )(k)
]
.
Nous en déduisons l’existence de y ∈ pinK [[pin]]⊗A+K N(T )(k) tel que
E T, k, n(α) = Ek, n(f(pi))⊗m⊗ ε⊗k + (ϕ− 1)y
(en effet,
∑
i ϕ
i converge dans pinK [[pin]]⊗A+K N(T )(k) sur cet espace). En posant
FT, k, n(α) = F T, k, n(α) + (γn − 1)y, nous avons
(1− ϕ)FT, k, n(α) = (γn − 1)(Ek,n(f(pi))⊗m⊗ ε⊗k).
Soit A une solution dans ϕ−n(D(T (k))ψ=0) de (γn − 1)A = ϕ−n(ϕ − 1)β. La
formule qui explicite l’isomorphisme H2(Kn,Zp(1)) ' Zp, celle du cup-produit et
le lemme 3.3 de [Her01] donnent(
ΩεT, k, n(α), cl(β)
)
T (k), n
=
pn
logχ(γn)
TrK/Qp
(
res
(
h(pin)
dpin
1 + pin
))
où h(pin) =
[
γn(Ek,n(f(pi))⊗m⊗ ε⊗k); ϕ−n(β)
]
V (k)
− [ϕ(FT, k, n(α)); A]V (k) car
res
(
(γn − 1)(a(pin)) dpin
1 + pin
)
= 0 = res
(
(ϕ− 1)(a(pin)) dpin
1 + pin
)
= 0
pour tout a(pin) ∈ K((pin)) (cf. e.g. [Col04]).
Il suffit désormais de montrer que le résidu de h(pin)(1 +pin)−1 dpin est congru à
0 modulo phn Γ
?(k)
Γ?(k−h) . Or comme A est annulé par ψn ; il vient (voir [Ben00, lemme
2.2.2.1])
res
(
[ϕ(FT, k, n(α)); A]V (k)
dpin
1 + pin
)
= 0.
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D’autre part,
res
([
γn(Ek,n(f(pi))⊗m⊗ ε⊗k); ϕ−n(β)
]
V (k)
dpin
1 + pin
)
= res
(
Ek,n(f(pi))
[
m⊗ ε⊗k; γ−1n ϕ−n(β))
]
V (k)
dpin
1 + pin
)
.
La proposition est ainsi obtenue en appliquant le lemme 2.3.3, (ii). 
2.3.2 Le cas où k /∈ [1, h]
Dans ce paragraphe nous donnons la preuve du théorème 2.3.1 dans ce premier
cas. L’objectif est donc de montrer que, pour ces k, l’homomorphisme Ω˜εT, k, n induit
l’isomorphisme
D (T )(k)Γn ' ((ϕn)?N(T )(k))ψ=1Γn .
Démonstration du théorème — premier cas : k /∈ [1, h].
Il faut naturellement étudier deux points : l’injectivité de cette application dans
un premier temps et sa surjectivité ensuite.
Injectivité. Le deuxième point de la proposition 2.2.2 implique l’injectivité de
ΩεT, k, n et donc celle de Ω˜εT, k, n lorsque k /∈ [1, h]. Cela donne l’injectivité
D (T )(k)Γn ↪→ ((ϕn)?N(T )(k))ψ=1Γn .
Surjectivité. L’injectivité que nous venons de prouver et la proposition 2.3.4
entraînent l’imbrication des réseaux de Zp suivants :
(
ΩεT, k, n(D (T )(k)Γn), Ω
ε
T ∗(−h), 1+h−k, n(D (T
∗(−h))(1 + h− k)Γn)
)
T (k), n⋂
(
((ϕn)?N(T )(k))ψ=1Γn , Ω
ε
T ∗(−h), 1+h−k, n(D (T
∗(−h))(1 + h− k)Γn)
)
T (k), n⋂
(
pnh
Γ?(k)
Γ?(k − h)
)[Kn:Qp] dimQp V
Zp.
D’autres part le (ii) de la proposition 2.2.2 implique que les réseaux du haut et
du bas sont égaux. Il en découle que ces inclusions sont en fait des égalités ce qui
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termine de démontrer la surjectivité et donc le théorème dans le cas où k /∈ [1, h].

Corollaire 2.3.5
Si k /∈ [1, h], nous avons l’égalité suivante :
(
D(T (k))ψ=1Γn :
(
(ϕn)?
(
pikN(T (k))
))ψ=1
Γn
)
×
(
D(T ∗(1− k))ψ=1Γn :
(
(ϕn)?
(
pih+1−kN(T ∗(1− k))))ψ=1
Γn
)
=
(
pnh
Γ?(k)
Γ?(k − h)
)[Kn:Qp] dimQp V
.
Avant de prouver ce corollaire, notons deux points importants. Tout d’abord
par définition, pikN(T (k)) = N(T )(k), cela permet d’utiliser l’isomorphisme que
nous venons de prouver.
Ensuite, ces deux indices ont un sens. Appliquons le lemme du serpent à la
suite tautologique
0→ ((ϕn)? (pikN(T (k))))ψ=1 → D(T )(k)ψ=1 → D(T )(k)ψ=1
((ϕn)? (pikN(T (k))))ψ=1
→ 0
en utilisant le lemme 1.4.8, (ii) qui dit que D(T )ψ=1/
(
(ϕn)?
(
pikN(T )
))ψ=1 n’a pas
d’invariants non triviaux par Γn. Il est alors évident que
(
(ϕn)?
(
pikN(T (k))
))ψ=1
Γn
s’injecte dans D(T (k))ψ=1Γn (du moins lorsque k /∈ [1, h]). Aussi les deux indices
généralisés du corollaire ont bien un sens.
D’autre part, le premier indice est bien fini. En effet, ((ϕn)?N(V )(k))ψ=1 et
D(V (k))ψ=1 sont libres de même rang sur Λp (cf. propositions 1.4.5 et 1.3.1, (ii)
car V HK = 0). Il en découle que
(
(ϕn)?
(
pikN(V (k))
))ψ=1
Γn
et D(V (k))ψ=1Γn ont même
dimension. Comme de plus le premier s’injecte naturellement dans le second, ces
deux espaces vectoriels sont canoniquement isomorphes.
Or D(T (k))ψ=1Γn et ((ϕ
n)?N(V )(k))ψ=1Γn sont de type fini. Par les propositions
1.3.1 et 1.3.6 d’une part et le lemme 1.4.5 d’autre part, nous savons également
qu’ils ont même rang. Ainsi, il vient que (D(T (k))ψ=1Γn : ((ϕ
n)?
(
pikN(T (k))
)
)ψ=1Γn )
est fini. L’autre indice l’est aussi pour les mêmes raisons.
Démonstration du corollaire.
Ici aussi la preuve est semblable à celle du corollaire 3.10 de [BB08] (même si
les notations sont différentes). Notons l = h+ 1− k pour alléger la preuve.
– 59 –
Autour de l’exponentielle de Bloch et Kato
Comme V n’admet pas d’invariants par GK , nous obtenons d’une part
torpH
1(Kn, T (k)) ' H0(Kn, V (k)/T (k))
et d’autre part ]H2Iw(T (k))Γn = ]H0(Kn, V ∗(1− k)/T ∗(1− k)) (voir la proposition
1.3.2).
Le lien entre la cohomologie d’Iwasawa et la cohomologie galoisienne énoncé
dans la proposition 1.3.2 permet alors d’écrire(
H1Iw(T (k))Γn :
(
(ϕn)?
(
pikN(T (k))
))ψ=1
Γn
)
=
]H0(Kn, V (k)/T (k))
]H0(Kn, V ∗(1− k)/T ∗(1− k))
×
(
H˜1(Kn, T (k)) :
(
(ϕn)?
(
pikN(T (k))
))ψ=1
Γn
)
où H˜1(Kn, T (k)) = H1(Kn, T (k))/ torpH1(Kn, T (k)).
Par symétrie, nous pouvons obtenir la même formule avec T ∗(1 − k) ; il en
découle(
H1Iw(T (k))Γn :
(
(ϕn)?
(
pikN(T (k))
))ψ=1
Γn
)
×
(
H1Iw(T
∗(1− k))Γn :
(
(ϕn)?
(
pilN(T ∗(1− k))))ψ=1
Γn
)
=
(
H˜1(Kn, T (k)) :
(
(ϕn)?
(
pikN(T (k))
))ψ=1
Γn
)
(2.3.3)
×
(
H˜1(Kn, T
∗(1− k)) : ((ϕn)? (pilN(T ∗(1− k))))ψ=1
Γn
)
.
Or, par le théorème 2.3.1 lorsque k /∈ [1, h], le second membre de l’égalité n’est
autre que le déterminant(
ΩεT, k, n(D (T )(k)Γn), Ω
ε
T ∗(−h), l, n(D (T
∗(−h))(l)Γn)
)
T (k), n
.
Or, d’après le deuxième point de la proposition 2.2.2, ce déterminant est en-
gendré par
(
pnhΓ?(k)/Γ?(k − h))[Kn:Qp] dimQp V . D’autre part, les groupes de la co-
homologie d’Iwasawa de T et de T ∗(1 − k) peuvent être exprimés en termes de
(ϕ, Γ)-modules (voir la proposition 1.3.6). Cela permet de transformer les deux
membres de l’égalité (2.3.3) et donc de terminer la preuve du corollaire. 
2.3.3 Le cas où k ∈ [1, h]
Dans ce paragraphe, nous prouvons que pour k ∈ [1, h], l’homomorphisme
Ω˜εT, k, n induit l’isomorphisme
D (T )(k)Γn ' ((ϕn)?N(T )(k))ψ=1Γn .
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Pour cela, nous utilisons le cas que nous venons de démontrer. Nous commen-
çons par lier F T, k+pm, n et F T, k, n. En utilisant le cas précédent où k > h, nous
pourrons alors conclure.
Lemme 2.3.6
Soit m ∈ N. Pour tout α ∈ D (T ), nous avons :
F T, k+pm, n(α) ≡ εpm ⊗ F T, k, n(α)
[
mod pmϕ−n(D(T (k + pm)))
]
.
Ce lemme est démontré en deux temps. Nous transformons d’abord ce qu’il y
a démontré ; nous terminons ensuite la preuve.
Première étape de la démonstration : reformulation.
Posons km = k + pm. Il suffit de montrer que
E T, km, n(α) ≡ εp
m ⊗ E T, k, n(α)
[
mod pmϕ−n(D(T (km)))
]
.(2.3.4)
Admettons cette congruence un instant. Comme de plus (γn− 1)(E T, km, n(α))
et (γn − 1)(εpm ⊗ E T, k, n(α)) appartiennent à (A+Kn ⊗A+K N(T )(km))
ψn=0 (voir la
démonstration du lemme B.1.1), ces deux derniers éléments sont congrus modulo
pm(A+Kn ⊗A+K N(T )(km))
ψn=0. D’où il vient :
(γn − 1)(E T, km, n(α))
≡ εpm ⊗ (γn − 1)(E T, k, n(α))
[
mod pm(A+Kn ⊗A+K N(T )(km))
ψn=0
]
.
Or dans la démonstration du corollaire A.1.2, nous voyons que ϕ− 1 induit la
bijection
ϕ− 1 :
(
A+Kn ⊗A+K N(T )(k)
)ψn=1 ∼ // (A+Kn ⊗A+K N(T )(k))ψn=0 .
Comme ϕ agit trivialement sur ε, il en résulte le lemme. Ainsi, il suffit bien de
montrer la congruence (2.3.4). 
Fin de la démonstration.
Montrons (2.3.4) pour un élément α = f(pi) ⊗ m de D (T ). Il existe alors
ai(pi) ∈ R +K et une base (ni)i de N(T ) tels que m =
∑
i ai(pi)⊗ ni ∈ Dcris(T ).
Par définition des E., n, nous avons :
−Ekm, n(f(pi)) + Ek, n(f(pi))
=
k∑
j=1
(
(k − 1)!
(k − j)! −
(km − 1)!
(k + pm − j)!
)
(−1)j−1p
n(j−1)
tj
∂−jn f(pin)
+
km−1∑
j=k+1
(km − 1) . . . (km − j + 1)(−1)j−1p
n(j−1)
tj
∂−jn f(pin)
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avec {
(k−1)!
(k−j)! − (km−1)!(km−j)! ≡ 0 [mod pm] si 1 ≤ j ≤ k
(km − 1) . . . (km − j + 1) ≡ 0 [mod pm] si k + 1 ≤ j.
(2.3.5)
L’élément Ek, n(f(pi))ai(pi) est obtenu en tronquant les ai(pi)/tj modulo pi dans
Ek, n(f(pi))ai(pi). Il vient en particulier de (2.3.5) que les éléments Ek, n(f(pi))ai(pi)
et Ekm, n(f(pi))ai(pi) sont congrus modulo pm dans OKn .
Il en découle la congruence du lemme puisque
E T, k, n(α) =
d∑
i=1
Ek, n(f(pi))ai(pi)ni ⊗ ε⊗k ∈ ϕ−n(D(T (k))).
Cela clôt la démonstration. 
Démonstration du théorème — deuxième cas : k ∈ [1, h].
Il s’agit de montrer que, pour k ∈ [1, h], l’application Ω˜εT, k, n induit l’isomor-
phisme
D (T )(k)Γn
∼ // ((ϕn)?N(T )(k))ψ=1Γn .(2.3.6)
Pour un tel k et pour m assez grand, km = k + pm n’appartient pas à [1, h].
Ainsi, par le paragraphe précédent, pour ces km, les applications induites par
ΩεT, km, n sont des isomorphismes.
Il vient ainsi le diagramme commutatif suivant :
D (T )(k)Γn/p
m //
o

((ϕn)?N(T )(k))ψ=1Γn /p
m
o

D (T )(km)Γn/p
m ∼ // ((ϕn)?N(T )(km))ψ=1Γn /p
m
(les flèches verticales sont les twists par ε⊗pm et les flèches horizontales sont induites
par Ω˜εT, k, n et Ω˜εT,km,n). Il en découle que la flèche verticale du haut est aussi une
bijection.
La réduction modulo pm de l’application (2.3.6) étant bijective pour tout m
suffisamment grand, le cas "h ≤ k" en résulte. Cela finit de démontrer le théorème.

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2.4 Autour de D(T )ψ=1/
(
(ϕn)?
(
pikN(T )
))ψ=1
Soit V une représentation cristalline de GK qui n’est pas positive. Ses sauts
de filtration sont donc contenus dans un intervalle [−k, h− k] avec k ≥ 1, h ≥ 0.
Supposons toujours que V n’admet pas de sous-quotient isomorphe à Qp(m) avec
m ∈ Z. Soit T un réseau de V stable par GK .
Dans ce paragraphe, nous travaillons avec D(T )ψ=1/((ϕn)?(pikN(T )))ψ=1 pour
n ≥ 1.
Nous pouvons d’ores et déjà commencer à entrevoir l’intérêt que ce quotient
— ou plutôt l’importance que le quotient "D(T )ψ=1Γn /((ϕ
n)?(pikN(T )))ψ=1Γn " — va
revêtir dans notre étude des nombres de Tamagawa.
Remarquons que "D(T )ψ=1Γn /((ϕ
n)?(pikN(T )))ψ=1Γn " n’est pas tout le temps rigou-
reusement défini puisque l’homomorphisme évident partant de ((ϕn)?(pikN(T )))ψ=1Γn
et à valeurs dans D(T )ψ=1Γn n’est pas toujours injectif. Toutefois, nous nous conten-
tons pour l’instant de cette écriture pour parler du quotient de D(T )ψ=1Γn par l’image
de ((ϕn)?(pikN(T )))ψ=1Γn dans D(T )
ψ=1
Γn
.
Dans le paragraphe précédent, nous avons vu que ΩεT (−k), k, n induit l’isomor-
phisme
D (T (−k))(k)Γn ' ((ϕn)?(pikN(T )))ψ=1Γn .
Ainsi, comme ΩεT (−k), k, n est intimement lié à l’exponentielle de Bloch et Kato de
V , le Zp-module ((ϕn)?(pikN(T )))ψ=1Γn correspond à l’image d’un certain ensemble
E par l’exponentielle de Bloch et Kato.
D’autre part, nous savons que D(T )ψ=1 ' H1Iw(T ) (voir prop. 1.3.6 — mais
dans sa version entière) et que H1Iw(T )Γn ⊂ H1(Kn, T ) (voir prop. 1.3.2).
Ainsi D(T )ψ=1Γn /((ϕ
n)?(pikN(T )))ψ=1Γn et H
1(Kn, T )/ expKn, V (E) sont à rappro-
cher.
Nous savons déjà que D(T )ψ=1Γn /((ϕ
n)?(pikN(T )))ψ=1Γn n’a pas de p-torsion, il
n’a pas non plus d’invariants par Γn si h − k < 0 (cf. lemme 1.4.8). Dans ce
paragraphe, nous étudions deux nouveaux aspects de ce quotient. Nous décrivons
d’abord D(V )ψ=1/((ϕn)?(pikN(V )))ψ=1. Il suffit pour cela d’étudier le cas où k = 0
(nous pourrons ensuite tordre à loisir par le caractère cyclotomique).
Dans un second temps nous proposons un encadrement du cardinal de la torsion
des co-invariants de D(T )ψ=1/((ϕn)?(pikN(T )))ψ=1 par Γn puis par ΓK .
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2.4.1 Description de D(V )ψ=1/((ϕn)?(pikN(V )))ψ=1
Le lien entre l’homomorphisme ΩεT (−k), k, n et le module de Wach de T vu dans
le paragraphe précédent donne une description de D(V )ψ=1/((ϕn)?(pikN(V )))ψ=1
pour n ≥ 1.
Théorème 2.4.1
Soit V une représentation cristalline de GK dont les sauts de filtration sont
contenus dans un intervalle [−k, h− k] avec k ∈ Z, h ≥ 0. Supposons que V
n’admet pas de sous-quotient isomorphe à Qp(m) avec m ∈ Z.
Pour tout n ≥ 1, l’application ϕ−n induit l’isomorphisme de Λp-modules sui-
vant :
iV, n :
D(V )ψ=1
((ϕn)?(pikN(V )))ψ=1
'
h−k⊕
m=1−k
(
Knt
−m ⊗K FilmDcris(V )
)
.
Notons ce théorème a été démontré par D.Benois et L. Berger pour n = 1 et
k = 0 (voir [BB08, §4.4]).
Les égalités pikN(T ) = N(T (−k))(k), D(V ) = D(V (−k))(k) et Dcris(V ) =
Dcris(V (−k)) ⊗ e−k permettent de se ramener au cas où k = 0 en tordant par
la puissance (−k)-ième du caractère cyclotomique. Nous supposons donc que la
représentation V est positive à sauts de filtration dans [0, h].
A Premier résultat
Soit L/Qp une extension finie. Pour tout module M de torsion sur Λ ⊗Zp
OL (respectivement sur Λp ⊗Qp L), notons carΛ⊗ZpOL(M) (resp. carΛp⊗QpL(M)) le
polynôme caractéristique de M ; celui-ci vérifie l’égalité
detΛ⊗ZpOLM = carΛ⊗ZpOL(M)
−1Λ⊗Zp OL
(resp. detΛp⊗QpLM = carΛp⊗QpL(M)
−1Λp ⊗Qp L).
Pour obtenir le théorème précédent, nous avons recours à la proposition inter-
médiaire qui vient.
Proposition 2.4.2
Soit V une représentation cristalline de GK dont les sauts de filtration sont
contenus dans l’intervalle [0, h] et n’ayant pas de sous-quotient isomorphe à Qp(m)
avec m ∈ Z. Soit T un réseau de V stable par GK. Pour tout n ≥ 1,
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(i) l’application ϕ−n induit l’injection de Λp-modules qui suit :
iV, n :
D(V )ψ=1
((ϕn)?N(V ))ψ=1
↪→
h⊕
m=1
(
Knt
−m ⊗K FilmDcris(V )
)
;
(ii) carΛ
(
D(T )ψ=1
((ϕn)?N(T ))ψ=1
)
divise
h∏
m=1
(carΛ(Zp [Gn]⊗ Zp(−m)))dimQp Fil
m Dcris(V ).
La démonstration se fait en trois étapes.
1) Montrer que le premier point implique le second ; il suffira dès lors de montrer
le premier point.
2) Transformer la formulation du premier point ; le (i) est équivalent à l’injec-
tivité d’une famille d’applications iV, n,m où
iV, n,m : Nm(V )/Nm−1(V )→ Knt−m ⊗K FilmDcris(V )
et où, pour tout l entier, Nl(V ) =
(
ϕn(pi−l)(ϕn)?N(V )
)ψ=1.
3) Montrer l’injectivité des applications iV, n,m.
Démonstration de la première étape : (i)⇒ (ii).
Les ΓK-modules K [Gn]⊗Zp Zp(−m) et Knt−m sont isomorphes. Allié à l’injec-
tivité du premier point (i), cela donne la relation de divisibilité
carΛp
(
D(V )ψ=1
((ϕn)?N(V ))ψ=1
) ∣∣∣∣ h∏
m=1
(carΛ(Zp [Gn]⊗ Zp(−m)))dimQp Fil
m Dcris(V ) .
Et comme, d’après le lemme 1.4.8, le quotient D(T )ψ=1/((ϕn)?N(T ))ψ=1 n’a
pas de p-torsion, il en découle l’égalité :
carΛp
(
D(V )ψ=1
((ϕn)?N(V ))ψ=1
)
= carΛ
(
D(T )ψ=1
((ϕn)?N(T ))ψ=1
)
.
Cela entraîne le second point de la proposition et termine la preuve de la première
étape. 
Démonstration de la seconde étape : reformulation de (i).
Rappelons que h est le plus grand saut de filtration de V . La proposition 1.4.2
entraîne l’inclusion N(V ) ⊂ (pi/t)hR +K ⊗K Dcris(V ) de même qu’un isomorphisme
entre K [[t]]⊗B+K N(V ) et K [[t]]⊗K Dcris(V ).
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Comme ϕ−n(1/pi) ∈ B+dR, l’application ϕ−n induit une injection
ϕ−n : D(V )ψ=1 ↪→ Fil0 (Kn((t))⊗K Dcris(V )) .
Adoptons les mêmes notations que D.Benois et L. Berger et posons :Dm =
⊕
l≤m
(
Knt
−l ⊗K FillDcris(V )
)
Nm(V ) = (ϕn(pi−m)(ϕn)?N(V ))ψ=1 .
Nous avonsDh = Fil0 (Kn((t))⊗K Dcris(V )),Dm/Dm−1 ' Knt−m⊗KFilmDcris(V ).
Le Frobenius ϕ−n induit les plongements Nm(V ) ↪→ Dm. Ceux-ci donnent lieu
aux morphismes
Nm(V )/Nm−l(V )→ Dm/Dm−l où m ≥ 0 et où 0 ≤ l < m.
(seuls les cas où l = m et l = 1 seront utilisés). D’autre part, nous avons déjà vu
dans le lemme 1.4.7 que(
ϕn(pi)−h(ϕn)?N(V )
)ψ=1
= D(V )ψ=1.
Cela implique que l’application iV, n du premier point de la proposition n’est
autre que l’application Nh(V )/N0(V )→ Dh/D0. Pour démontrer l’injectivité de ce
dernier homomorphisme, il suffit dès lors de prouver l’injectivité des applications
suivantes pour tout entier 1 ≤ m ≤ h :
iV, n,m : Nm(V )/Nm−1(V )→ Knt−m ⊗K FilmDcris(V ). 
Démonstration de la troisième étape : injectivité des applications iV, n,m.
Soit x ∈ Nm(V ) annulé par l’homomorphisme Nm(V )→ Knt−m⊗KFilmDcris(V )
induit par ϕ−n. Il s’agit de montrer que x ∈ Nm−1(V ).
Nous savons par définition que pimϕ−n(x) appartient à B+Kn ⊗B+K N(V ) et que
ϕ−n(x) est dans t−m+1Kn [[t]]⊗KDcris(V ). Comme toute base de N(V ) est une base
de Kn [[t]]⊗K Dcris(V ), il vient que x est annulé par le prolongement par linéarité
de θ à B+Kn⊗B+K N(V ). En d’autres termes, pi
mϕ−n(x) appartient à ωB+Kn⊗B+K N(V )
et donc
x ∈ (ϕn−1(1/pi)ϕn(pi1−m)(ϕn)?N(V ))ψ=1 .
Si (ei)i désigne une base de N(V ), alors x =
∑
bi(pi)ϕ
n−1(1/pi)ϕn(1/pim−1ei)
avec bi(pi) ∈ B+K . Pour obtenir x ∈ Nm−1(V ), il suffit de montrer que ϕn−1(pi) divise
bi(pi) dans B+K .
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Pour cela, notons que B+K =
⊕
j<pn−1 ϕ
n−1(B+K)(1 + pi)j ; cela permet d’écrire
bi(pi) =
∑
j<pn−1 ϕ
n−1(bi, j(pi))(1 + pi)j. Il reste à montrer que bi, j(0) = 0 pour tout
i et tout j.
Nous montrons dans un premier temps la nullité des bi, j(0) lorsque pn−1 divise
j (c’est-à-dire pour j = 0) puis celle des bi, j(0) lorsque pn−2 divise j etc.
Nullité des bi, 0(0). Soit (m1, . . . , md) une K-base de Dcris(V ) congrue à (ei)i
modulo piR +K ⊗A+k N(T ) et y ∈ Dcris(V ) défini par
y =
∑
ϕ−1 (bi, 0(0))mi =
∑
ϕ−1
(
(ψn−1(bi(pi))(0)
)
mi
Puisque ψn(x) = ψn−1(x), nous avons
(2.4.1)
∑ ψn−1(bi)
pi
ϕ(ei) = q
m−1∑ψ(ψn−1(bi)
pi
)
ei.
Nous en tirons l’appartenance de y à Dcris(V )ϕ=p
m−1 . Or y ∈ Film−1Dcris(V )
(cf. le lemme 2.4.3 qui suit avec j = 0), donc y ∈ (V (m− 1))GK ⊗ em−1 qui est
nulle par hypothèse. Il en découle que bi, 0(0) = 0 pour tout i. 
Lemme 2.4.3
Dans le contexte de la démonstration précédente, pour tout j < pn−1 nous avons∑
i
ϕ−1(bi, j(pi)/pi)ϕ−n((1 + pi)j) ei/pim−1 ∈
⊕
l≤m−1
Knt
−l ⊗K FillDcris(V ).
Démonstration du lemme.
Par définition de ϕ−n, nous avons ϕ−n(x) ∈⊕l≤m−1Knt−l ⊗K FillDcris(V ) et
ϕ−n(x) =
∑
j<pn−1, i
ϕ−1(bi, j(pi)/pi)ϕ−n((1 + pi)j) ei/pim−1
avec ϕ−1(bi, j(pi)/pi) ∈ K1 [[t]] et ϕ−n(1 + pi)j = ζjpn exp(tj/pn). Or (ei)i est une
base de K [[t]] ⊗K Dcris(V ) tandis que (ζjpn)0≤j<pn−1 est une K1-base de Kn, nous
en déduisons la conclusion. 
Nullité des bi, pn−2l(0) pour tout 1 ≤ l ≤ p− 1. De ψn−2(x) = ψn−1(x), vient∑
l, i
ϕ(bi, pn−2l(pi))(1 + pi)
lϕ2(ei) =
∑
i
ϕ(pi)ϕ(q)m−1
bi, 0(pi)
pi
ϕ(ei).
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Or ϕ est bijectif sur Dcris(V ). Comme de plus Dcris(V ) est isomorphe à N(V )/piN(V )
(voir prop. 1.4.3), il vient (ϕ(ei))i est une base de N(V )/piN(V ).
Par ailleurs, pi divise bi, 0(pi) d’où il vient que
∑
l ϕ(bi, pn−2l(pi))(1 + pi)
l est divi-
sible par ϕ(pi) dans B+K pour tout i.
N’oublions pas que la décomposition B+K =
⊕
j<p ϕ(B
+
K)(1 + pi)
j. Celle-ci im-
plique que ϕ(pi) divise tout les ϕ(bi, pn−2l(pi)) dans B+K . Et donc bi, pn−2l(0) = 0 pour
tout l et pour tout i.
Ainsi, de proche en proche, nous prouvons la nullité des bi, j(0) pour tout i et
tout j. Cela permet de terminer la démonstration de la dernière étape et donc de
la proposition intermédiaire. 
A Lemmes préliminaires
Avant de démontrer le théorème 2.4.1, énonçons deux derniers lemmes.
Le premier calcule le polynôme caractéristique
h∏
m=1
(carΛ(Zp [Gn]⊗ Zp(−m)))dimQp Fil
m Dcris(V ) .
Le second permet quant à lui de travailler sur le polynôme caractéristique
carΛ
(
D(T )ψ=1
((ϕn)?N(T ))ψ=1
)
.
Mis ensemble, ces deux lemmes permettent de terminer la démonstration du
principal théorème de cette partie. En effet, les polynômes caractéristiques de Λ-
modules sont l’ingrédient essentiel de cette preuve : plutôt que de montrer directe-
ment la bijection de l’homomorphisme, nous montrerons l’égalité des polynômes ca-
ractéristiques de
⊕h
m=1 (Knt
−m ⊗K FilmDcris(V )) et de D(V )ψ=1/((ϕn)?N(V ))ψ=1.
Nous conclurons en utilisant l’injection de la proposition 2.4.2.
Rappelons que ∆K désigne le groupe de Galois deK1/K et que Qp, n = Qp [ζpn ].
Lemme 2.4.4
Soit i et m deux entiers et δi = 1]∆K
∑
σ∈∆K χ
−i(σ)σ l’idempotent associé à χ−i.
Pour tout entier strictement positif n, nous avons :
carΛ
(
δi
(
Zp [Gn]⊗Zp Zp(−m)
))
= δi+m ⊗
(
γn − χ(γn)−m
)
.
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Démonstration.
Soit Qp, n = Qp [ζpn ]. Comme Gn = ∆K × Γ1/Γn, un rapide calcul donne
δi
(
Qp, n [Gn]⊗Zp Zp(−m)
)
= δm+i (Qp, n [Gn])⊗Zp Zp(−m)
= δm+i (Qp, n [∆K ] [Γ1/Γn])⊗Zp Zp(−m)
d’où δi
(
Qp, n [Gn]⊗Zp Zp(−m)
)
= Qp, n [Γ1/Γn] δm+i ⊗Zp Zp(−m).
Si η un caractère de Γ1/Γn et si eη = 1]Γ1/Γn
∑
g∈Γ1/Γn η
−1(g)g est l’idempotent
habituel associé à η, nous obtenons la décomposition :
δi
(
Qp, n [Gn]⊗Zp Zp(−m)
)
=
⊕
η∈X(Γ1/Γn)
Qp, n δm+ieη ⊗Zp Zp(−m)
et donc
carΛ⊗ZpQp, n
(
δi
(
Qp, n [Gn]⊗Zp Zp(−m)
))
= δi+m ⊗
∏
η∈X(Γ1/Γn)
(
γ1 − χ(γ1)−mη(γ1)
)
= δi+m ⊗
(
γn − χ(γn)−m
)
.
Or carΛ⊗ZpQp, n
(
δi
(
Qp, n [Gn]⊗Zp Zp(−m)
))
= carΛp
(
δi
(
Qp [Gn]⊗Zp Zp(−m)
))
et comme le module δi
(
Zp [Gn]⊗Zp Zp(−m)
)
n’a pas de p-torsion, il vient
carΛ
(
δi
(
Zp [Gn]⊗Zp Zp(−m)
))
= carΛp
(
δi
(
Qp [Gn]⊗Zp Zp(−m)
))
= carΛ⊗QpQp, n
(
δi
(
Qp, n [Gn]⊗Zp Zp(−m)
))
= δi+m ⊗
(
γn − χ(γn)−m
)
.
Le lemme est ainsi démontré. 
Lemme 2.4.5
Soit l /∈ [1, h]. Nous avons
]
(
D(T (l))ψ=1
((ϕn)?N(T )(l))ψ=1
)
Γn
=
(
D(T (l))ψ=1Γn : ((ϕ
n)?N(T )(l))ψ=1Γn
)
.
Démonstration.
Par le second point du lemme 1.4.8, nous savons déjà que(
D(T (l))ψ=1
((ϕn)?N(T )(l))ψ=1
)Γn
= 0.
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Le lemme du serpent appliqué à la suite tautologiquement exacte
0→ ((ϕn)?N(T )(l))ψ=1 → D(T (l))ψ=1 → D(T (l))
ψ=1
((ϕn)?N(T )(l))ψ=1
→ 0
donne la suite exacte
0→
(
((ϕn)?N(T )(l))ψ=1
)
Γn
→ (D(T (l))ψ=1)
Γn
→
(
D(T (l))ψ=1
((ϕn)?N(T )(l))ψ=1
)
Γn
→ 0.
(2.4.2)
Cela permet ainsi de terminer cette démonstration. 
A Démonstration du théorème
Nous pouvons désormais prouver le théorème 2.4.1 i.e.montrer la bijectivité du
morphisme de Λp-modules
iV, n :
D(V )ψ=1
((ϕn)?N(V ))ψ=1
→
h⊕
m=1
(
Knt
−m ⊗K FilmDcris(V )
)
.
Nous écrivons a ∼p b si a et b sont deux éléments non nuls de Qp vérifiant
a/b ∈ Z×p .
Puisque l’injectivité a déjà été montrée dans le paragraphe 2.4.1, il ne reste
plus qu’à montrer la surjectivité.
Pour cela, nous procédons en deux temps.
1) Transformation de l’énoncé : nous reformulerons l’énoncé en termes de poly-
nômes caractéristiques.
2) Démonstration du nouvel énoncé. C’est ici que les deux lemmes du para-
graphe précédent joueront un rôle.
Démonstration de la première étape : reformulation du problème.
Il suffit de montrer
detΛ
(
D(T )ψ=1
((ϕn)?N(T ))ψ=1
)
=
h∏
m=1
(detΛ(Zp [Gn]⊗ Zp(−m)))dimQp Fil
m Dcris(V ) .
(2.4.3)
En effet, si ces deux polynômes caractéristiques sont égaux, le déterminant sur
Λp du conoyau de l’injection
iV, n :
D(V )ψ=1
((ϕn)?N(V ))ψ=1
↪→
h⊕
m=1
(
Knt
−m ⊗K FilmDcris(V )
)
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est égal à Λp. Il en résulte la nullité de ce conoyau (puisque Λp est principal) ce
qui entraîne la surjectivité de iV, n. 
Démonstration de la deuxième étape : égalité des polynômes caractéristiques.
Soit δi les idempotents associés aux caractères de ∆K et :
p−2∑
i=0
δi ⊗ fT, i(γ1 − 1) = carΛ
(
D(T )ψ=1
((ϕn)?N(T ))ψ=1
)
,
p−2∑
i=0
δi ⊗ gT, i(γ1 − 1) =
h∏
k=1
(carΛ(Zp [Gn]⊗ Zp(−k)))dimQp Fil
k Dcris(V ) .
Soit de plus fT (γ1 − 1) =
∏
i fT, i(γ1 − 1) et gT (γ1 − 1) =
∏
i gT, i(γ1 − 1). Soit
ℵl l’ensemble des χ(γ1)−lζ − 1 lorsque ζ ∈ µpn−1 .
Pour terminer la démonstration, il suffit de montrer que fT (γ1−1) = gT (γ1−1).
Par la proposition 2.4.2, nous savons déjà que fT (γ1 − 1) divise gT (γ1 − 1) et de
la même manière que fT ∗(−h)(γ1 − 1) divise gT ∗(−h)(γ1 − 1).
Aussi pour conclure, il suffit de montrer que, pour l suffisamment grand et avec
l′ = l − h− 1, nous avons∏
x∈ℵl, y∈ℵl′
fT (x)fT ∗(−h)(y) ∼p
∏
x∈ℵl, y∈ℵl′
gT (x)gT ∗(−h)(y).
Montrons cette équivalence.
Nous savons que pour tout l /∈ [1, h]∏
x∈ℵl
fT (x) = ]
(
D(T (l))ψ=1
((ϕn)?N(T )(l))ψ=1
)
Γn
d’où, par le corollaire 2.3.5 et le lemme 2.4.5, pour tout l suffisamment grand
∏
x∈ℵl, y∈ℵl′
fT (x)fT ∗(−h)(y) ∼p
(
pnh
Γ?(l)
Γ?(l − h)
)[Kn:Qp] dimQp V
.(2.4.4)
D’autre part, gT, i(γ1 − 1) =
∏h
m=1 (γn − χ(γn)−m)dimQp Fil
m Dcris(V ) (cf. lemme
2.4.4). Comme χ(γn) appartient à 1 + pnZ×p , il vient χ(γn)j − 1 ∼p jpn pour tout
j entier.
Pour l /∈ [1, h] et x ∈ ℵl, nous obtenons donc
gT, i(x) ∼p pn [K:Qp]tH(V )
h∏
m=1
(l −m)dimQp Film Dcris(V ).
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Le même type d’égalité vient avec gT ∗(−h)(y) où y ∈ ℵl′ et l′ = l − h − 1. Les
deux égalités tH(V ) + tH(V ∗(−h)) = h dimQp V et
dimQp Fil
mDcris(V ) + dimQp Fil1−mDcris(V ∗) = [K : Qp] dimQp V
permettent d’obtenir pour tout l /∈ [1, h], tout x ∈ ℵl et pour tout y ∈ ℵl′
gT (x)gT ∗(−h)(y) ∼p
(
pnh
Γ?(l)
Γ?(l − h)
)[K:Qp] dimQp V
.(2.4.5)
Les points (2.4.4) et (2.4.5) donnent pour tout l assez grand :∏
x∈ℵl, y∈ℵl′
fT (x)fT ∗(−h)(y) ∼p
∏
x∈ℵl, y∈ℵl′
gT (x)gT ∗(−h)(y).
Cela permet d’obtenir fT (γ1−1) = gT (γ1−1) puisque fT (γ1−1)fT ∗(−h)(γ1−1)
divise gT (γ1 − 1)gT ∗(−h)(γ1 − 1). 
Corollaire 2.4.6
Soit V une représentation cristalline de GK dont les sauts de filtration sont
contenus dans un intervalle [−k, h− k] avec k ∈ Z et h ≥ 0. Supposons que V
n’admet pas de sous-quotient isomorphe à Qp(m) avec m ∈ Z. Soit T un réseau de
V stable par GK.
Soit n ≥ 1. Soit Na(V ) est défini par Na(V ) = (ϕn(pi−a)(ϕn)?N(V ))ψ=1 pour
tout a entier.
Pour tout entier l ≥ m, l’application ϕ−n induit l’isomorphisme de Λp-modules
suivant :
Nl(V )/Nm(V ) '
l⊕
i=m+1
Knt
−i ⊗K FiliDcris(V ).
Démonstration.
La preuve de la proposition 2.4.2 dit que pour tout l ≥ m, nous avons une
injection de Λp-modules suivant induite par ϕ−n :
Nl(V )/Nm(V ) ↪→
l⊕
i=m+1
Knt
−i ⊗K FiliDcris(V ).
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Pour tout l ≥ l′ ≥ m, le diagramme suivant est commutatif :
0

0

Nl′(V )/Nm(V )

  //
l′⊕
i=m+1
(
Knt
−i ⊗K FiliDcris(V )
)

Nl(V )/Nm(V )

  //
l⊕
i=m+1
(
Knt
−i ⊗K FiliDcris(V )
)

Nl(V )/Nl′(V )

  //
l⊕
i=l′+1
(
Knt
−i ⊗K FiliDcris(V )
)

0 0
(2.4.6)
Aussi pour obtenir le corollaire, il suffit de montrer que ϕ−n induit l’isomor-
phisme de Λp-module Nh−k(V )/Nm(V ) '
⊕h−k
i=1+m
(
Knt
−i ⊗K FiliDcris(V )
)
. Cela
résulte directement du théorème 2.4.1 puisque Nh−k(V ) = D(V )ψ=1 (cf. lemme
1.4.7). 
2.4.2 Étude de la torsion de ses co-invariants par Γn (n ≥ 1)
Soit V une représentation cristalline de GK qui n’est pas positive et n’ayant pas
de sous-quotient isomorphe à Qp(m) avec m ∈ Z. Ses sauts de filtration sont donc
contenus dans un intervalle [−k, h− k] avec k ≥ 1, h ≥ 0. Introduisons également
un réseau T de V stable par GK .
Soit de plus n ≥ 1. Rappelons que Nl(T ) =
(
ϕn(pi)−l(ϕn)?N(T )
)ψ=1 pour tout
l entier.
Par le paragraphe précédent, nous savons que ϕ−n induit l’isomorphisme de
Λp-modules
iV, n :
D(V )ψ=1
((ϕn)?(pikN(V )))ψ=1
'
h−k⊕
m=1−k
(
Knt
−m ⊗K FilmDcris(V )
)
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Soit Tn la p-torsion des co-invariants de D(T )ψ=1/((ϕn)?(pikN(T )))ψ=1 par Γn.
Pour travailler sur ce module, nous utilisons la filtration de D(T )ψ=1 = Nh−k(T )
par les Nl(T ).
Nous pourrons alors regarder les graduations Nl(T )/Nl−1(T ) de cette filtration
comme des réseaux de Knt−l ⊗K FillDcris(V ) grâce au théorème 2.4.1 et à son
corollaire 2.4.6.
Cette partie est composée de cinq paragraphes. Dans le premier, nous donnons
les énoncés. Dans le second, nous démontrons la proposition qui décrit Tn dans le
cas le plus simple, i.e. lorsque k est grand par rapport à h.
Pour la démonstration dans le cas général, nous avons besoin de préalablement
modifier l’énoncé de la proposition ; c’est ce qui est dans le troisième paragraphe.
Cela permet de terminer la preuve dans le cas général.
Enfin dans un dernier temps, nous donnons un corollaire qui s’avérera essentiel
dans l’étude de nombres de Tamagawa.
A Énoncé : encadrement de ] Tn
Commençons par quelques notations. Rappelons que les hi(V ) désignent les
sauts de filtration de V et que tH(V ) =
∑
i∈Z ihi(V ). Nous pouvons également
définir t+H(V ) en posant t
+
H(V ) =
∑
i∈N ihi(V ).
Soit de plus Γ?n(V ) =
∏
i∈Z Γ
?(−i)hi(V )[Kn:Qp] et Γ+n (V ) =
∏
i∈N Γ
?(−i)hi(V )[Kn:Qp]
où
Γ?(i) =
{
(i− 1)! si i > 0
(−1)i
(−i)! sinon.
Proposition 2.4.7
Soit V une représentation cristalline de GK dont les sauts de filtration sont
contenus dans un intervalle [−k, h− k] avec k ≥ 1, h ≥ 0. Supposons également
qu’elle n’a pas de sous-quotient isomorphe à Qp(m) avec m ∈ Z.
Soit T un réseau de V stable par GK. Soit n ≥ 1.
(i) Nous avons les inégalités suivantes :
p[Kn:Qp](nα−n t
+
H(V )−n(k−1) dimK Fil0 DdR(V )) |(k − 1)!|− dimQp tV (Kn)p |Γ?n(V )|p |Γ+n (V )|−1p
≤ ] Tn ≤ p[Kn:Qp]nα |(k − 1)!|− dimQp D
Kn
dR (V )
p |Γ?n(V )|p.
avec α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ).
(ii) Lorsque h < k ou si h = 1 = k, la majoration ci-dessus est une égalité.
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La démonstration de ce résultat se fait en deux temps : nous nous occupons
d’abord des cas où h < k ou où h = 1 = k. Pour le cas général où h ≥ k, nous
avons besoin de lemmes préliminaires.
Quelques remarques sur cet encadrement. (i) Il est clair que pour passer
de la majoration à la minoration, il suffit de multiplier par la puissance négative
ou nulle de p qui suit :
p−[Kn:Qp](n t
+
H(V )+n(k−1) dimK Fil0 DdR(V )) |(k − 1)!|dimQp Fil0 DKndR (V )p |Γ+n (V )|−1p
La minoration et la majoration sont en particulier égales si et seulement h =
1 = k. En effet, dans ce cas, t+H(V ) = 0 et les bornes sont toutes deux égales à 1.
(ii) La minoration proposée a un intérêt réel, dans le sens où elle n’est jamais
< 1. Pour voir cela, il est plus pratique d’anticiper un peu sur les démonstrations,
de voir que la minoration peut s’écrire ?1/?2 avec{
?1 = p
[Kn:Qp](nα−nt+H(V )) |(k − 1)!|− dimQp DKndR (V )p |Γ?n(V )|p |Γ+n (V )|−1p
?2 = p
n(k−1) dimQp Fil0 DKndR (V )|(k − 1)!|− dimQp Fil
0 DKndR (V )
p
et avec : ?1 =
∏−1
i=1−k |χ(γn)i − 1|
− dimQp Fili DKndR (V )
p
?2 =
∏−1
i=1−k |χ(γn)i − 1|
− dimQp Fil0 DKndR (V )
p .
(2.4.7)
Pour voir que la borne inférieure proposée n’est pas < 1, il suffit dès lors de
savoir que FiliDKndR (V ) ≥ Fil0DKndR (V ) pour tout i ≤ 0. De la même manière, nous
remarquons également que la borne inférieure est égale à 1 si et seulement si la
représentation V n’admet qu’un seul saut de filtration négatif.
(iii) Pour que la minoration proposée ici soit atteinte, il suffit que le mo-
dule engendré par l’image de Nl(T ) r Nl−1(T ) par χ(γn)lγn − 1 soit saturé dans
Nl−1(T )/Nl−2(T ) et de rang dimQp FillDdR(V ) pour 2− k ≤ l ≤ h− k. Nous ver-
rons cela dans la preuve de cette proposition lorsque h ≥ k grâce aux explications
qui suivent lemmes 2.4.11 et 2.4.12.
A Démonstration lorsque h < k ou h = 1 = k
Nous savons que D(T )ψ=1/N−k(T ) = Nh−k(T )/N−k(T ) (cf. corollaire 1.4.7).
D’autre part, par le théorème 2.4.1, nous savons que ϕ−n induit l’isomorphisme de
Λp-modules suivant :
iV, n : Nh−k(V )/N−k(V ) '
h−k⊕
m=1−k
(
Knt
−m ⊗K FilmDcris(V )
)
.
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Ainsi si h = 1 = k, alors Nh−k(V )/N−k(V ) est invariant par Γn, en d’autres
termes, Tn = 1 est fini et la proposition est montrée dans ce cas.
Ainsi si h < k, alors Tn = (Nh−k(T )/N−k(T ))Γn est fini. Le lemme de Herbrand
permet de voir que le cardinal de la p-torsion Tn est indépendant du choix du
réseau de
⊕
m∈I Knt
−m ⊗OK FilmDcris(V ). Il vient alors par exemple :
]Tn = ]
(⊕
m∈I
OKnt
−m ⊗OK FilmM
)
Γn
où I = [1− k, h− k] r {0}. Or chaque OKnt−m ⊗OK FilmM est stable par Γn et
ce groupe agit par la multiplication par χ(γn)m − 1. Il en découle :
]Tn = ]
(⊕
m∈I
OKnt
−m ⊗OK FilmM
)
Γn
=
∏
m∈I
|χ(γn)m − 1|− dimQp Fil
m DKndR (V )
p .
La fin de la démonstration de ces deux premiers cas résulte alors du lemme calcu-
latoire qui suit. 
Lemme 2.4.8
(i) Si α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ), alors
h−k∑
m=1−k
m6=0
dimQp Fil
mDKdR(V ) = α
et
−1∑
m=1−k
dimQp Fil
mDKdR(V ) = α− t+H(V ).
(ii) D’autre part, nous avons :
h−k∏
m=1−k
m6=0
∣∣∣∣ 1m
∣∣∣∣dimQp Film DKndR (V )
p
=
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp DKndR (V )
p
|Γ?n(V )|p
et
−1∏
m=1−k
∣∣∣∣ 1m
∣∣∣∣dimQp Film DKndR (V )
p
=
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp DKndR (V )
p
|Γ?n(V )|p |Γ+n (V )|−1p .
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Démonstration de (i).
Par définition hi(V ) = dimK FiliDdR(V )− dimKn Fili+1DdR(V ). Il en ressort
tH(V ) =
∑
l≥−k
l dimK
(
FillDdR(V )/Fill+1DdR(V )
)
= −k dimK DdR(V ) +
h−k∑
m=1−k
dimK Fil
mDdR(V )(2.4.8)
et donc la première assertion du lemme. Un travail similaire montre que :
t+H(V ) =
h−k∑
m=1
dimK Fil
mDdR(V ).
En mettant bout à bout la dernière égalité et (2.4.8), nous trouvons la seconde
égalité de (i). 
Démonstration de (ii).
De la même manière que dans la démonstration du premier point, en considé-
rant à nouveau la définition de hi(V ), il vient :
Γ?n(V ) =
−1∏
m=−k
Γ?n(−m)[Kn:Qp]hi(V )
h−k∏
m=1
Γ?n(−m)[Kn:Qp]hi(V )
= ±(k − 1)!dimQp DKndR (V )
h−k∏
m=1−k
m6=0
1
mdimQp Fil
m DKndR (V )
puisque Fil−k DdR(V ) = DdR(V ) et Filh−k+1DdR(V ) = 0 et ainsi la première asser-
tion du second point est prouvée. Pour démontrer la seconde égalité, il suffit de
procéder de la même manière afin de trouver
Γ+n (V ) = ±
h−k∏
m=1
1
mdimQp Fil
m DKndR (V )
. 
Pour prouver l’encadrement de la proposition 2.4.7 dans le cas général, c’est-
à-dire quand h ≥ k, nous devons auparavant modifier l’énoncé, reformuler la pro-
position.
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A Modification de l’énoncé
Supposons désormais que h ≥ k. Le corollaire 1.4.7 dit que Nh−k(T ) = D(T )ψ=1
avec toujours Nl(T ) =
(
ϕn(pi)−l(ϕn)?N(T )
)ψ=1 pour tout l entier.
Lemme 2.4.9
Nous avons :
] Tn =
] (N−1(T )/N−k(T ))Γn(
N0(T )/N−1(T ) : (N0(T )/N−k(T ))Γn
) ] torp (Nh−k(T )/N−1(T ))Γn .
Notons que cette égalité a bien un sens : les groupes (N−1(T )/N−k(T ))Γn et
torp (Nh−k(T )/N−1(T ))Γn sont finis (nous justifions cela dans la démonstration qui
suit).
Démonstration.
La suite qui vient est naturellement exacte :
0 // N−1(T )/N−k(T ) // Nh−k(T )/N−k(T ) // Nh−k(T )/N−1(T ) // 0 .
Comme (N−1(T )/N−k(T ))Γn = 0, celle-ci donne lieu, par le lemme du serpent, à
la suite exacte longue
0 // (Nh−k(T )/N−k(T ))Γn // (Nh−k(T )/N−1(T ))Γn // (N−1(T )/N−k(T ))Γn
rrddddddd
ddddddd
ddddddd
ddddddd
ddddd
(Nh−k(T )/N−k(T ))Γn // (Nh−k(T )/N−1(T ))Γn // 0.
En utilisant le théorème 2.4.1 et son corollaire 2.4.6, nous obtenons d’une part
que (Nh−k(T )/N∗(T ))Γn = (N0(T )/N∗(T ))Γn est libre lorsque ∗ = −1 ou −k — et
même que (N0(T )/N−1(T ))Γn = N0(T )/N−1(T ). Nous trouvons d’autre part que
(N−1(T )/N−k(T ))Γn est fini. Le lemme est alors évident. 
Cette proposition indique la marche à suivre pour connaître ] Tn : nous pour-
rons calculer exactement ] (N−1(T )/N−k(T ))Γn (cf. lemme 2.4.10) ; il faudra ensuite
fournir un encadrement des deux autres éléments apparaissant dans le lemme pré-
cédent i.e. (N0(T )/N−1(T ) : (N0(T )/N−k(T ))Γn) et ] torp (Nh−k(T )/N−1(T ))Γn .
C’est l’objet du paragraphe suivant.
A Démonstration de l’encadrement lorsque h ≥ k
Dans un premier temps, nous étudions séparément chacun des trois objets mis
en avant par le lemme 2.4.9 ; nous terminons la démonstration de la proposition
2.4.7 ensuite.
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Lemmes préliminaires.
Lemme 2.4.10
Nous avons :
] (N−1(T )/N−k(T ))Γn = p
[Kn:Qp](nα−nt+H(V ))
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp DKndR (V )
p
× |Γ?n(V )|p |Γ+n (V )|−1p
avec α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ).
Démonstration.
Ce lemme se prouve en tout point comme la proposition 2.4.7 avec h < k ou
h = 1 = k (cf. paragraphe 2.4.2) : il suffit de remarquer que N−1(V )/N−k(V )
n’a pas d’invariants non triviaux (cf. corollaire 2.4.6) et d’appliquer le lemme de
Herbrand puis d’utiliser le lemme 2.4.8. 
Lemme 2.4.11
Nous avons :
1 ≤
(
N0(T )/N−1(T ) : (N0(T )/N−k(T ))Γn
)
≤ pn(k−1) dimQp Fil0 DKndR (V )|(k − 1)!|− dimQp Fil
0 DKndR (V )
p .
Cet encadrement correspond aux deux cas extrêmes possibles : lorsque les élé-
ments de N0(T )/N−1(T ) proviennent en fait de (N0(T )/N−k(T ))Γn (dans ce cas,
l’indice est évidemment égal à 1). C’est ce qui arrive lorsque k = 1 par exemple.
L’autre cas extrême est lorsqu’il est nécessaire de multiplier par une grande
puissance de p les éléments de N0(T )/N−1(T ) pour qu’ils proviennent en fait de
(N0(T )/N−k(T ))Γn . Nous montrons dans la preuve qui suit que cette puissance
peut être majorée. Cela donnera la borne supérieure du lemme.
Je n’arrive pour l’instant pas à déterminer si le second de ces deux cas extrêmes
arrive parfois ou non.
La démonstration de ce lemme se fait en trois temps. Soit (ei)i ⊂ N0(T ) le
relèvement d’une base de N0(T )/N−1(T ). Une nouvelle fois grâce au corollaire
2.4.6, nous savons que (γn − 1)(ei) appartient à N−1(T ).
(i) et (ii) Nous commençons par étudier précisément deux cas. Le premier de ces cas
est celui où les (γn − 1)(ei) appartiennent plus précisément à N−k(T ).
Le second est le cas celui où, pour 0 ≥ l ≥ 1−k, le sous-module engendré par
l’image de Nl(T )rNl−1(T ) par χ(γn)lγn−1 est saturé dans Nl−1(T )/Nl−2(T )
et de rang dimQp Fil
lDdR(V ).
– 79 –
Autour de l’exponentielle de Bloch et Kato
(iii) Dans un troisième temps, nous montrons que ces situations sont extrêmes et
donnent bien l’encadrement voulu.
(i) Premier cas.
Supposons ici que les (γn − 1)(ei) appartiennent à N−k(T ). Il est alors évident
que (N0(T )/N−1(T ))Γn = N0(T )/N−k(T ) et que(
N0(T )/N−1(T ) : (N0(T )/N−k(T ))Γn
)
= 1.
Dans ce cas, la minoration du lemme est donc atteinte. 
(ii) Second cas.
Supposons ici que pour tout 0 ≥ l ≥ 1−k, le sous-module engendré par l’image
de Nl(T )rNl−1(T ) par χ(γn)lγn − 1 est saturé dans Nl−1(T )/Nl−2(T ) et de rang
dimQp Fil
lDdR(V ). Pour alléger les notations, posons al = 1− χ(γn)l.
Posons x1i = (γn − 1)(ei). Par hypothèse, x1i appartient à N−1(T ) mais pas ni
à pN−1(T ) ni à N−2(T ) et
a1ei + x
1
i ∈ (N0(T )/N−2(T ))Γn .
Comme (χ(γn)−1γn − 1)N−1(T ) est un sous-module saturé de N−2(T )/N−3(T )
de rang dimQp Fil
−1DdR(V ) et comme x1i n’est pas divisible par p dans N−1(T ),
nous trouvons que (χ(γn)−1γn − 1)(x1i ) et donc (γn − 1)(a1ei + x1i ) n’est pas dans
pN−2(T ).
En posant xji = (γn − 1)(a1 . . . aj−1ei + a2 . . . aj−1x1i + · · · + aj−1xj−2i + xj−1i ),
nous trouvons de proche en proche que
a1 . . . ajei + a2 . . . ajx
1
i + · · ·+ ajxj−1i + xji ∈ (N0(T )/N−j−1(T ))Γn
avec xji non divisible par p dans N−j(T ) (et ai ∈ pZp pour tout i).
Il en découle que le plus petit pa tel que paei ∈ N0(T )/N−1(T ) provient d’un
élément de (N0(T )/N−k(T ))Γn est pa = a1 . . . ak−1. Il vient alors :(
(N0(T )/N−1(T ))Γn : (N0(T )/N−k(T ))Γn
)
= |a1 . . . ak−1|− dimQp Fil
0 DKndR (V ) .
Ainsi ici, la borne supérieure du lemme est atteinte puisque ai ∼p pn| − i|−1p pour
tout i. 
(iii) Autres cas.
Terminons la preuve du lemme 2.4.11 en supposant que le sous-module engen-
dré par les (γn−1)(ei) n’est pas saturé dans N−1(T )/N−2(T ) ou n’est pas de rang
dimQp Fil
0DdR(V ).
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En notant toujours ai = 1 − χ(γn)i, il existe 0 ≤ α < νp(a1) et x1i dans
N−1(T )r pN−1(T ) ou x1i = 0 tel que
pαei + x
1
i ∈ (N0(T )/N−2(T ))Γn pour un certain i.
Ainsi le plus pa tel que paei ∈ N0(T )/N−1(T ) provient de (N0(T )/N−k(T ))Γn ne
peut être que de valuation inférieure à celle de pαa2 . . . ak−1. Et nous trouvons alors
un cas intermédiaire.
Il en est de même si l’un des sous-modules (χ(γn)lγn − 1)(Nl(T )) n’est pas
saturé dans Nl−1(T )/Nl−2(T ) de rang dimQp FillDdR(V ).
Cela signifie en particulier que les deux cas qui ont été traités précédemment
sont bien deux cas extrêmes. 
Lemme 2.4.12
Nous avons :
pn [Kn:Qp]t
+
H(V ) |Γ+n (V )|p ≥ ] torp (Nh−k(T )/N−1(T ))Γn ≥ 1.
Pour prouver ce lemme, nous passons par plusieurs étapes intermédiaires :
nous reformulons d’abord ce qu’il faut démontrer ; nous terminerons ensuite la
démonstration.
Première étape de la démonstration : reformulation du problème.
La suite qui vient est naturellement exacte :
0 // N0(T )/N−1(T ) // Nh−k(T )/N−1(T ) // Nh−k(T )/N0(T ) // 0 .
Comme (Nh−k(T )/N0(T ))Γn = 0 et (N0(T )/N−1(T ))Γn = N0(T )/N−1(T ), le lemme
du serpent donne la suite exacte
0 // N0(T )/N−1(T ) // (Nh−k(T )/N−1(T ))Γn // (Nh−k(T )/N0(T ))Γn // 0 .
Or (Nh−k(T )/N0(T ))Γn est fini donc
] torp (Nh−k(T )/N−1(T ))Γn =
] (Nh−k(T )/N0(T ))Γn(
(Nh−k(T )/N−1(T ))Γn
tor
: N0(T )/N−1(T )
) .
Il suffit donc d’une part de calculer ] (Nh−k(T )/N0(T ))Γn et d’encadrer l’indice du
dénominateur. 
Le lemme 2.4.12 résulte alors naturellement des deux lemmes qui suivent.
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Lemme 2.4.13
Nous avons :
] (Nh−k(T )/N0(T ))Γn = p
n [Kn:Qp]t+H(V ) |Γ+n (V )|p.
Démonstration.
Pour montrer cela, nous procédons exactement comme pour prouver le lemme
2.4.10, c’est-à-dire en utilisant le corollaire 2.4.6, le lemme de Herbrand puis le
lemme 2.4.8. 
Lemme 2.4.14
Nous avons :
1 ≤
(
(Nh−k(T )/N−1(T ))Γn
tor
: N0(T )/N−1(T )
)
≤ pn [Kn:Qp]t+H(V ) |Γ+n (V )|p.
A l’instar du lemme 2.4.11, cet encadrement et donc celui du lemme 2.4.12
correspond aux deux cas extrêmes possibles.
La preuve de ce lemme suit la méthode du lemme 2.4.11 ; elle se fait elle-aussi
en trois temps. Notons toutefois que le lemme est évident si h = k. Nous pouvons
donc supposer h > k.
(i) et (ii) Nous commençons par étudier précisément deux cas. Le premier de ces cas est
celui où γn−1 agit diagonalement sur une certaine base de Nh−k(T )/N−1(T ).
Ici aussi, le second est le cas celui où le sous-module engendré par l’image
de Nl(T )rNl−1(T ) par χ(γn)lγn − 1 est saturé dans Nl−1(T )/Nl−2(T ) et de
rang dimQp Fil
lDdR(V ) pour tout 1 ≤ l ≤ h− k.
(iii) Dans un troisième temps, nous montrons que ces situations sont extrêmes et
donnent donc bien l’encadrement voulu.
(i) Premier cas.
Supposons ici que l’image de Nj(T )rNj−1(T ) par χ(γn)jγn−1 appartient plus
précisément à N−1(T ) pour tout tout 1 ≤ j ≤ h−k. Cela implique que γn−1 agit
diagonalement sur une certaine base de Nh−k(T )/N−1(T ).
Dans ce cas, nous avons
(Nh−k(T )/N−1(T ))Γn / torp = N0(T )/N−1(T )
et la minoration du lemme est atteinte.
Notons finalement que ce cas survient par exemple lorsque h = 1 = k. 
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(ii) Second cas.
Supposons que, pour tout 1 ≤ j ≤ h − k, le sous-module engendré par
l’image de Nl(T ) r Nl−1(T ) par χ(γn)lγn − 1 est saturé dans Nj−1(T )/Nj−2(T )
et de rang dimQp Fil
j DdR(V ). Pour alléger les notations, posons une nouvelle fois
ai = χ(γn)
i − 1.
Relevons une base de Nh−k(T )/Nh−k−1(T ) en (eh−ki )i ⊂ Nh−k(T ) et posons :
h−k−1i = χ(γn)
k−h(χ(γn)h−kγn − 1)(eh−ki ).
Comme (γn − 1)(eh−ki ) = −ah−keh−ki + h−k−1i , il vient :
ah−keh−ki ≡ h−k−1i dans (Nh−k(T )/N−1(T ))Γn .
De plus l’image de la famille (h−k−1i )i dans Nh−k−1(T )/Nh−k−2(T ) est libre
et peut être complétée en une base de ce module (puisque, par hypothèse, il y a
saturation). Les éléments qui complètent cette famille se relèvent en (eh−k−1i )i dans
Nh−k−1(T ). Soit F h−k−1 = (eh−k−1i , 
h−k−1
i )i.
De proche en proche, nous obtenons ainsi une famille F j = (eji , 
j
i )i de Nj(T )
telle que :
a) (j−1i )i est l’image de F j par χ(γn)−j(χ(γn)jγn − 1) ;
b) l’image de (eji , 
j
i )i dans Nj(T )/Nj−1(T ) est une base de ce module.
Il vient en particulier ajeji ≡ j−1i dans (Nj(T )/N−1(T ))Γn . Et par conséquent,
de proche en proche :
a1a2 . . . aje
j
i ≡ a1a2 . . . aj−1j−1i ≡ · · · ≡ 0i dans (Nh−k(T )/N−1(T ))Γn .
Ainsi dans ce cas, nous avons :(
(Nh−k(T )/N−1(T ))Γn
tor
: N0(T )/N−1(T )
)
=
h−k∏
m=1
(
pn|m|−1p
)dimQp Film DKndR (V ) .
Le lemme 2.4.8 donne
∏h−k
m=1
(
pn|m|−1p
)dimQp Film DKndR (V ) = pn [Kn:Qp]t+H(V ) |Γ+n (V )|p.
Cela permet de voir qu’ici la borne supérieure du lemme est atteinte. 
(iii) Autres cas.
Terminons la preuve en supposant que (χ(γn)h−kγn − 1)Nh−k(T ) n’est pas un
sous-module saturé de Nh−k−1(T )/Nh−k−2(T ) de rang dimQp Filh−k DdR(V ). Alors
il existe 0 ≤ a < νp(ah−k) et x1i ∈ Nh−k−1(T ) r pNh−k−1(T ) ou x1i = 0 tel que
paei ≡ x1i dans (Nh−k(T )/N−1(T ))Γn .
Ainsi la borne supérieure proposée dans le lemme ne pourra pas être atteinte.
Il en est de même si l’un des sous-modules (χ(γn)lγn−1)Nl(T ) n’est pas saturé
dans Nl−1(T )/Nl−2(T ) de rang dimQp FillDdR(V ). En d’autres termes, les deux
premiers cas sont bien extrémaux et le lemme est démontré. 
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Fin de la démonstration de la proposition 2.4.7 lorsque h ≥ k.
Nous voulons montrer que
p[Kn:Qp](nα−nt
+
H(V )−n(k−1) dimK Fil0 DdR(V )) |(k − 1)!|− dimQp tV (Kn)p |Γ?n(V )|p |Γ+n (V )|−1p
≤ ] Tn ≤ pn[Kn:Qp]α
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp DKndR (V )
p
|Γ?n(V )|p.
avec α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ).
Cela se fait en mettant bout à bout les résultats des quatre précédents lemmes
2.4.9, 2.4.10, 2.4.11 et 2.4.12. 
A Corollaire
De la majoration de Tn pour n ≥ 1 nous tirons un corollaire essentiel pour
la suite. L’isomorphisme canonique D(T )ψ=1Γn ' H1Iw(T )Γn (voir prop. 1.3.6) per-
met de définir An comme l’image de ((ϕn)?(pikN(T )))ψ=1Γn dans H
1
Iw(T )Γn via les
homomorphismes
((ϕn)?(pikN(T )))ψ=1Γn → D(T )ψ=1Γn ' H1Iw(T )Γn .
Soit Υn la torsion de H1Iw(T )Γn/An.
Corollaire 2.4.15
Soit V une représentation cristalline de GK dont les sauts de filtration sont
contenus dans un intervalle [−k, h− k] avec k ≥ 1, h ≥ 0. Supposons qu’elle n’a
pas de sous-quotient isomorphe à Qp(m) avec m ∈ Z.
Soit T un réseau de V stable par GK. Soit n ≥ 1.
(i) Nous avons les inégalités suivantes :
p[Kn:Qp](nα−n t
+
H(V )−n(k−1) dimK Fil0 DdR(V )) |(k − 1)!|− dimQp tV (Kn)p |Γ?n(V )|p |Γ+n (V )|−1p
≤ ]Υn ≤ p[Kn:Qp]nα |(k − 1)!|−dimQp D
Kn
dR (V )
p |Γ?n(V )|p.
avec α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ).
(ii) Lorsque h < k ou si h = 1 = k, la majoration ci-dessus est une égalité.
Démonstration.
Il suffit de montrer que ] Tn peut être remplacé par ]Υn dans la proposition
2.4.7.
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Le lemme du serpent appliqué à la suite tautologiquement exacte
0→ ((ϕn)?(pikN(T )))ψ=1 → D(T )ψ=1 → D(T )
ψ=1
((ϕn)?(pikN(T )))ψ=1
→ 0
donne la suite exacte
· · · →
(
D(T )ψ=1
((ϕn)?(pikN(T )))ψ=1
)Γn
→ (((ϕn)?(pikN(T )))ψ=1)
Γn
→ D(T )ψ=1Γn →
(
D(T )ψ=1
((ϕn)?(pikN(T )))ψ=1
)
Γn
→ 0.
Il vient en particulier que la torsion Υn est isomorphe à celle de
(
D(T )ψ=1
((ϕn)?(pikN(T )))ψ=1
)
Γn
i.e. à Tn. 
Remarque. Notons que la remarque qui a été faite après la proposition 2.4.7
tient aussi pour ce corollaire.
2.4.3 Étude de la torsion de H1Iw(T )ΓK/A
η0
1
Rappelons que ∆K désigne le groupe de Galois de l’extension K1/K, que γ est
un générateur de ΓK et que γ1 est un générateur de Γ1.
Soit X(∆K) le groupe des caractère de ∆K , η0 le caractère trivial de ce groupe
et, pour tout i entier, δi = 1/]∆K
∑
σ∈∆K χ
−i(σ)σ. Les δi forment une Zp-base de
Z [∆K ] (car ∆K est d’ordre premier à p).
Nous utilisons ici les notations et les résultats du paragraphe précédent appli-
qués avec n = 1.
Soit V une représentation p-adique cristalline dont le plus petit saut de filtra-
tion est −k. Dans ce paragraphe, nous étudions le cardinal de la p-torsion Υ0 de
H1Iw(T )ΓK/A
η0
1 où A1 est toujours l’image de (ϕ?(pikN(T )))
ψ=1
Γ1
dans H1Iw(T )Γ1 via
les homomorphismes
(ϕ?(pikN(T )))ψ=1Γ1 → D(T )ψ=1Γ1 ' H1Iw(T )Γ1 .
Proposition 2.4.16
Soit V une représentation cristalline de GK dont les sauts de filtration sont
contenus dans un intervalle [−k, h− k] avec k ≥ 1, h ≥ 0. Supposons que cette
représentation n’a pas de sous-quotient isomorphe à Qp(m) avec m ∈ Z.
Soit T un réseau de V stable par GK.
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(i) Nous avons les inégalités suivantes :
p[K:Qp](α−t
+
H(V )−(k−1) dimK Fil0 DKdR(V )) |(k − 1)!|− dimQp tV (K)p |Γ?n(V )|p |Γ+n (V )|−1p
≤ ]Υ0 ≤ p[K:Qp]α |(k − 1)!|− dimQp D
K
dR(V )
p |Γ?n(V )|p.
avec α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ).
(ii) Lorsque h < k ou si h = 1 = k, la majoration ci-dessus est une égalité.
Avant de prouver ce résultat, donnons un lemme préliminaire.
Lemme 2.4.17
Nous avons :
(i) H1(K1, T )η0 ' H1(K,T ),
(ii) H1f (K1, T )η0 ' H1f (K,T ),
(iii) H1Iw(T )
η0
Γ1
' H1Iw(T )ΓK .
Démonstration.
Le premier point est évident puisque H1(K1, T )η0 = corK1/K(H1(K1, T )) et
puisque corK1/K ◦ resK1/K = p− 1. Le (ii) se traite de la même manière.
Il ne reste plus qu’à montrer (iii). D’après la suite exacte (1.3.2), le diagramme
suivant est commutatif et ses lignes sont exactes :
0 // eη0 (H
1
Iw(T )Γ1)
//

eη0 (H
1(K1, T )) //
o

eη0
(
H2Iw(T )
Γ1
)
//
o

0
0 // H1Iw(T )ΓK
// H1(K,T ) // H2Iw(T )
ΓK // 0
Cela donne le troisième isomorphisme. 
Nous pouvons à présent prouver la proposition 2.4.16. La démonstration de
cette proposition est découpée en deux étapes.
1) Reformulation du problème. Nous utiliserons ici les notations et les résultats
intermédiaires de la démonstration de la proposition 2.4.7.
2) Fin de la démonstration. Pour cela, procéderons comme dans le cas où n ≥ 1.
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Démonstration de la première étape : reformulation du problème.
En vertu du lemme 2.4.17, Υ0 n’est autre que la p-torsion de H1Iw(T )
η0
Γ1
/Aη01 .
Pour voir cela, considérons la suite exacte courte :
0→ (ϕ?(pikN(T )))ψ=1, η0 → D(T )ψ=1, η0 → D(T )
ψ=1, η0
(ϕ?(pikN(T )))ψ=1, η0
→ 0.
Associée au lemme du serpent, celle-ci donne lieu à la suite exacte longue suivante :
· · · →
(
D(T )ψ=1, η0
(ϕ?(pikN(T )))ψ=1, η0
)Γ1
→ ((ϕ?(pikN(T )))ψ=1)η0
Γ1
→ D(T )ψ=1, η0Γ1 →
(
D(T )ψ=1, η0
(ϕ?(pikN(T )))ψ=1, η0
)
Γ1
→ 0.
Il en découle :
Υ0 = ] torp
(
D(T )ψ=1, η0
(ϕ?(pikN(T )))ψ=1, η0
)
Γ1
.
Ainsi nous devons étudier les co-invariants de D(T )ψ=1, η0/(ϕ?(pikN(T )))ψ=1, η0 par
Γ1. 
Avant de terminer la preuve de la proposition 2.4.16, énonçons et démontrons
une lemme intermédiaire.
Lemme 2.4.18
Nous avons :
(K1t
−m ⊗K FilmDcris(V ))η0 = Qp δm(ζp)t−m ⊗Qp FilmDcris(V ).
Démonstration.
Nous savons que Qp, 1 =
⊕p−1
i=1 Qp δi(ζp). Ainsi nous avons :
(K1t
−m ⊗K FilmDcris(V ))η0 =
(
p−1⊕
i=1
Qp δi(ζp)t−m ⊗Qp FilmDcris(V )
)η0
.
D’autre part, η0(δi(ζp)t−m) = (δmδi)(ζp)t−m, d’où η0(δi(ζp)t−m) = 0 si et seulement
si i = m. Le lemme est alors clair. 
Fin de la démonstration de la proposition 2.4.16.
Rappelons que pour tout l entier, Nl(∗) =
(
ϕ(pi−l)ϕ?N(∗))ψ=1 avec ∗ = T ou
V . Par le lemme 1.4.7, nous savons que D(T )ψ=1 = Nh−k(T ).
Le théorème 2.4.1 et le lemme 2.4.18 disent que Nl(T )η0/N−k(T )η0 est un réseau
de
⊕l
m=1−kQp δm(ζp)t−m ⊗Qp FilmDcris(V ) pour tout 1− k ≤ l ≤ h− k.
Cela permet de procéder exactement comme pour prouver la proposition 2.4.7.
Voici les mêmes étapes à suivre :
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(i) ]Υ0 =
] (N−1(T )η0/N−k(T )η0 )Γ1
(N0(T )η0/N−1(T )η0 :(N0(T )η0/N−k(T )η0 )Γ1)
] torp (Nh−k(T )η0/N−1(T )η0)Γ1 ;
(ii) ] (N−1(T )η0/N−k(T )η0)Γ1 = p
[K:Qp](α−t+H(V )) |(k − 1)!|− dimQp DKdR(V )p
×|Γ?n(V )|p |Γ+n (V )|−1p
où α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ) ;
(iii) 1 ≤
(
N0(T )/N−1(T ) : (N0(T )/N−k(T ))Γ1
)
≤ p(k−1) dimQp Fil0 DKdR(V )|(k − 1)!|− dimQp Fil
0 DKdR(V )
p ;
(iv) p[K:Qp]t
+
H(V ) |Γ+n (V )|p ≥ ] torp (Nh−k(T )/N−1(T ))Γn ≥ 1.
Chacune de ces étapes se démontrent comme les lemmes 2.4.9 2.4.10, 2.4.11,
2.4.12. Nous ne refaisons pas une seconde fois ces démonstrations.
Notons tout de même que les majorations de même que les minorations pro-
posées dans ces étapes intermédiaires correspondent aux cas extrêmes.
Un de ces cas survient lorsque l’action de γn sur Nh−k(T )η0/N−1(T )η0 et sur
N0(T )η0/N−k(T )η0 est particulièrement simple — est diagonale sur certaines bases
de ces modules.
Pour que l’autre cas extrême se produise, il suffit que les deux conditions sui-
vantes soient vérifiées
(i) le sous-module engendré par l’image de Nl(T ) r Nl−1(T ) par χ(γn)lγn − 1
est saturé dans Nl−1(T )η0/Nl−2(T )η0 et de rang dimQp FillDdR(V ) pour tout
1 ≤ l ≤ 1− k ;
(ii) cette fois, pour tout 1 ≤ j ≤ h− k, le sous-module engendré par l’image de
Nl(T )rNl−1(T ) par χ(γn)lγn−1 est saturé dans Nl−1(T )η0/Nl−2(T )η0 et de
rang dimQp Fil
lDdR(V ). 
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Chapitre 3
Encadrement des nombres de
Tamagawa
Résumé.
Comme nous l’avons expliqué dans l’introduction, les nombres de Tamagawa
Tam0K,ω(T ) peuvent être définis et étudiés avec la théorie de Hodge p-adique. Dans
un premier paragraphe, nous rappellerons cette définition et plusieurs calculs ou
résultats obtenus avec cette méthode.
Dans un second temps, nous énoncerons les divers résultats de cette thèse.
Ceux-ci consistent en plusieurs encadrements des nombres de Tamagawa de repré-
sentations p-adiques cristallines d’un corps K absolument non ramifié le long de
la tour cyclotomique K∞/K.
Le paragraphe qui suivra sera entièrement consacré aux démonstrations des
principaux résultats de cette thèse. Nous verrons qu’il est possible d’écrire les
nombres de Tamagawa comme produit de deux éléments ; ainsi il suffira d’étu-
dier séparément ces deux termes. C’est ce que nous ferons dans les paragraphes
3.2, 3.4.
Dans beaucoup de démonstrations nous serons contraints de traiter séparément
le cas des nombres de Tamagawa Tam0Kn, ω(T ) lorsque n ≥ 1 puis lorsque n = 0.
Enfin, ce chapitre se termine avec des exemples : nous traitons le cas des re-
présentations positives qui permet alors de retrouver un résultat de D.Benois et
L. Berger conjecturé par B. Perrin-Riou. Nous retrouvons également que les résul-
tats concernant le cas des nombres de Tamagawa des courbes elliptiques. Enfin,
nous considérons le cas des représentations provenant de certaines formes modu-
laires.
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3.1 Sur les nombres de Tamagawa
3.1.1 Définitions et résultats déjà connus
Dans ce paragraphe uniquement, nous ne supposons plus que p est impair. Soit
K/Qp une extension finie.
A Nombres de Tamagawa de représentations p-adiques.
Tensorisons la suite exacte fondamentale (2.1.1) par une représentation p-
adique de de Rham V de GK et prenons les invariants par l’action de GK . Il
vient alors la suite exacte exacte longue de cohomologie qui mène à la suite exacte
suivante :
0 // H0(K,V ) // Dcris(V ) // Dcris(V )⊕ tV (K)
expK,V// H1f (K,V ) // 0
(3.1.1)
où, rappelons-le, tV (K) = DdR(V )/Fil0DdR(V ) désigne l’espace tangent de V sur
K et où H1f (K,V ) est la partie finie de H1(K,V ). En d’autres termes, H1f (K,V )
est le noyau de l’application H1(K,V ) −→ H1(K,Bcris ⊗Qp V ). S’il n’y a pas
d’ambiguïté possible sur V et sur le corps de base K, nous écrivons exp plutôt que
expK,V .
Soit T un réseau de V laissé stable par GK . Posons
Lf (V ) = detQp H
0(K,V )⊗ det−1Qp H1f (K,V )
et Lf (T ) = detZp H
0(K,T )⊗ det−1Zp H1f (K,T ).
Le Zp-module Lf (T ) est un réseau de Lf (V ).
En passant aux déterminants, la suite exacte (3.1.1) donne l’isomorphisme
canonique de Qp-espaces vectoriels ιK,V suivant :
ιK,V : Lf (V ) // det
−1
Qp tV (K)⊗ det−1Qp Dcris(V )⊗ detQp Dcris(V ) // det−1Qp tV (K)
où l’homomorphisme det−1Qp Dcris(V )⊗ detQp Dcris(V ) // Qp est celui qui envoie
(
∧
ei)
−1 ∧ (∧ ei) sur 1 pour toute base (ei)i de Dcris(V ). Plus tard, nous serons
amenés à considérer les isomorphismes ιKn, V pour une représentation V de de
Rham de GK fixée et en faisant varier n ; nous écrirons alors plus simplement ιn
au lieu de ιKn, V .
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Soit ω une base de detQp tV (K) et ω−1 sa base duale. Le nombre de Tamagawa
TamK,ω(T ) relatif à T et ω est la comparaison des 2 structures entières Lf (T ) et
Zpω−1 avec l’isomorphisme de comparaison ιK,V . Plus formellement, nous avons
la définition suivante.
Définition 3.1.1
Soit ω une base de detQp tV (K). Alors Tam
0
K,ω(T ) est l’unique puissance de p
telle que
ιK,V (Lf (T )) = Zp Tam0K,ω(T )ω−1.
Vient de plus la proposition suivante :
Proposition 3.1.1 (multiplicativité des nombres de Tamagawa)
Soit 0 → T ′ → T → T ′′ → 0 une suite exacte de Zp-représentations de GK
telles que V = T ⊗Zp Qp est cristalline. Soit ω la base ω′ ⊗ ω′′ de detQp tV (K) où
ω′ (respectivement ω′′) désigne une base de detQp tV ′(K) (resp. de detQp tV ′′(K)).
Alors :
Tam0K,ω(T ) = Tam
0
K,ω′(T
′) Tam0K,ω′′(T
′′).
Démonstration.
Cette proposition découle directement de la définition des nombres de Tama-
gawa et des propriétés du produit extérieur. 
Les principaux résultats de cette thèse décrivent ces nombres de Tamagawa
locaux de représentations p-adiques.
Il est également possible de définir des nombres de Tamagawa pour des repré-
sentations l-adiques de GK avec l 6= p (y compris lorsque l = ∞) et pour des
réseaux T de V stable par GK . Celle-ci est légèrement différente de celle que nous
venons de donner (voir par exemple [FPR94] ou [BNQD02]). Tout ces nombres de
Tamagawa locaux donnent ensuite lieu aux nombres de Tamagawa globaux. Nous
ne verrons cela que dans l’exemple qui suit.
A Premiers calculs de nombres de Tamagawa
L’approche des nombres de Tamagawa de S. Bloch et K.Kato a permis certains
calculs de nombres de Tamagawa. Nous en donnons plusieurs exemples dans la fin
de ce paragraphe.
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Les nombres de Tamagawa de Z(m) avec m ∈ Z. Les premiers calculs
de nombres de Tamagawa utilisant la théorie de Hodge p-adique ont été faits par
S. Bloch et K.Kato dans [BK90]. Dans cet article, ils se sont intéressés aux nombres
de Tamagawa globaux TamQ(Z(m)) pour m ≥ 2 entier (voir le théorème 6.1 op.
cit.). Cela leur a permis de prouver le lien entre la fonction zéta de Riemann et les
nombres de Tamagawa globaux.
Ce résultat a ensuite été génélarisé à toute extension abélienne F/Q par D.Be-
nois et T.Nguyen Quang Do dans [BNQD02], A.Huber et G.Kings dans [HK03]
et par D.Burns et M.Flach [BF06].
Les nombres de Tamagawa globaux sont les produits des nombres de Tamagawa
locaux Tam0Fν (Z(m)) où le produit est pris sur toutes les places ν finies ou non de
F .
Le nombre de Tamagawa local pour une place finie ν est quant à lui défini
comme suit :
Tam0Fν (Z(m)) =
∏
l premier
Tam0Fν (Zl(m))
où Tam0Fν (Zl(m)) = Tam
0
Fν , ωm(Zl(m)) si ν est au-dessus de l et où ωm est une base
de detQl OQle−m. Lorsque ν n’est au-dessus de l, la définition de Tam
0
Fν (Zl(m)) est
légèrement différente (voir par exemple [FPR94] ou [BNQD02]).
Théorème 3.1.2
Soit p ≥ 3 et K abélien sur Qp. Nous avons Tam0K(Z(m)) = Tam0K(Zp(m)) et :
Tam0K(Zp(m)) =

]H0(K,Qp/Zp(1−m)) |(m− 1)!|[K:Qp]p |dK |m−1p si m ≥ 2,
1 si m = 0 ou 1,
]H0(K,Qp/Zp(m)) sinon.
où dK désigne le discriminant de K.
Démonstration.
Voir le lemme 1.3.2 et le théorème 2.1 de [BNQD02]. 
Les nombres de Tamagawa globaux et donc locaux sont à rapprocher des valeurs
spéciales des fonctions L. En effet, S. Bloch et K.Kato ont conjecturé un lien entre
les nombres de Tamagawa d’un motif M et la fonction L associée à M (cf. [BK90],
[Fon92] ou [FPR94]) ; ainsi la compatibilité de l’équation fonctionnelle de cette
fonction L est liée à certaines propriétés des nombres de Tamagawa.
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Le théorème précédent a permis de prouver cette conjecture de Bloch et Kato
pour Q(m) et pour les corps abéliens (voir [BK90], [BNQD02]).
Revenons aux nombres de Tamagawa locaux de représentations p-adiques de
GK . La multiplicativité des nombres de Tamagawa ainsi que le théorème précé-
dent permettent d’obtenir les nombres de Tamagawa des représentations p-adiques
cristallines ordinaires de GK dont les quotients successifs sont de la forme Qp(m).
Notons enfin que ce théorème 3.1.2 permettra de faire des hypothèses sup-
plémentaires essentielles lorsque nous parlerons des principaux résultats de cette
thèse. En effet, nous pourrons travailler avec des représentations absolument cris-
tallines n’admettant de sous-quotient de la forme Qp(m) avec m ∈ Z.
Les nombres de Tamagawa et la théorie de Fontaine-Laffaille (voir [BK90],
[FPR94] ou [Ber02b]). Supposons à nouveau que p est impair et que K/Qp
est non ramifiée. Soit V une représentation p-adique cristalline de GK telle que
1− ϕ opérant sur Dcris(V ) est bijective.
Supposons de plus que les poids de Hodge-Tate de V sont contenus dans un
intervalle de longueur p− 2 de [−(p− 2), p− 1].
S. Bloch et K.Kato ont proposé un calcul explicite de nombres de Tamagawa
des représentations de cette forme (cf. [BK90, théorème 4.1, (iii)] ou [FPR94,
proposition I.4.2.3]).
Proposition 3.1.3
Soit V une représentation comme ci-dessus, T un réseau de V stable par GK
et M = Dcris(T ) le réseau fortement divisible de Dcris(V ) qui lui est associé par la
théorie de Fontaine-Laffaille. Soit enfin ω une base de detZpM . Alors
Tam0K,ω(T ) = 1.
Bien qu’ils fournissent un encadrement de Tam0K,ω(T ), les résultats que nous
proposons ne permettent en général malheureusement pas de retrouver cette éga-
lité. Nous verrons cela dans le paragraphe 3.1.2.
Les nombres de Tamagawa et la conjecture CEP . Dans les années 1990,
J.-M. Fontaine et B. Perrin-Riou ont conjecturé un lien entre les nombres de Ta-
magawa d’une Zp-représentation T et ceux de T ∗(1) lorsque V = T ⊗Zp Qp est de
de Rham (voir [FPR94], [PR94], [PR95], [BB08]). C’est la conjecture CEP. Cela
entraîne en particulier la compatibilité de la conjecture de Bloch et Kato avec
l’équation fonctionnelle.
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Dans le cas absolument cristallin, D.Benois et L. Berger ont démontré dans
[BB08] la conjecture CEP (notons qu’ils ont en fait démontré une conjecture plus
forte de K.Kato).
Avant de parler de ce résultat de D.Benois et L. Berger, rappelons quelques
notations. Supposons à nouveau que p est impair. Pour toute extension L/Qp
galoisienne finie, notons dL le discriminant de cette extension.
Rappelons que nous avons défini Γ?(i) et Γ?n(V ) comme suit. Nous avons
Γ?(i) =
{
(i− 1)! si i > 0
(−1)i
(−i)! sinon
et Γ?n(V ) =
∏
i∈Z
Γ?(−i)hi(V )[Kn:Qp].
Rappelons aussi que si L/K est une extension finie et que si M (resp. T ) est
un Zp-réseau de DdR(V ) (resp. un réseau de V stable par GK), alors αV, L(M, T )
a été défini comme étant l’image par αV, L de det−1Zp M ⊗Zp detZp IndL/Qp T où
αV, L : det
−1
Qp DdR(V )⊗Qp detQp IndL/Qp V → Q̂nrp
est l’homomorphisme lié au morphisme de comparaison compIndL/Qp V,Qp (voir pa-
ragraphe 1.2.2).
Théorème 3.1.4 (CEP (K, V ))
Soit n ≥ 0. Soit V une représentation absolument cristalline de GK et T un
réseau de V stable par l’action de GK. Soit ω ∈ detQp DKndR (V ) non nul tel que
ω ' ω−12 ⊗ ω1 où ω1 (respectivement ω2) est un élément de detQp tV (Kn) (resp. de
detQp tV ∗(1)(Kn)). Nous avons :
Tam0Kn, ω1(T )
Tam0Kn, ω2(T
∗(1))
= |dKn|dimV/2p |Γ?n(V )|p
∣∣∣∣αV,Kn(ω, T )(Kn, V )
∣∣∣∣
p
où (Kn, V ) est la constante locale de Weil-Deligne (voir [Del73] ou le paragraphe
2.3 de [BB08]).
Corollaire 3.1.5
Soit K/Qp une extension non ramifiée finie et n ≥ 0. Soit V une représen-
tation cristalline de GK à poids de Hodge-Tate strictement positifs (i.e. telle que
Fil0DdR(V ) = 0). Supposons que V ∗(1)GK = 0. Soit T un réseau de V stable par
l’action de GK.
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Soit ω une base de detQp DKndR (V ). Nous avons alors :
Tam0Kn, ω(T ) = ]H
0(Kn, V
∗(1)/T ∗(1)) | det(1− p−1ϕ−1 |Dcris(V ))|p
× |dKn|dimV/2p |Γ?n(V )|p
∣∣∣∣αV,Kn(ω, T )(Kn, V )
∣∣∣∣
p
où ]H0(Kn, V ∗(1)/T ∗(1)) est le cardinal de l’ensemble fini H0(Kn, V ∗(1)/T ∗(1)).
Démonstration.
Cela résulte immédiatement du théorème CEP (K, V ) et du rapide calcul qui
suit. En considérant les dimensions des espaces vectoriels de la suite exacte (3.1.1)
avec V ∗(1) à la place de V , il vient H0(Kn, V ∗(1)) = 0, de H1f (Kn, V ∗(1)) = 0 et
tV ∗(1)(Kn) = 0.
Il vient ainsi :
Tam0Kn, 1(T
∗(1)) = ]H0(Kn, V ∗(1)/T ∗(1)) | det(ϕ− 1 |Dcris(V ∗(1)))|p.
Le théorème précédent donne alors :
Tam0Kn, ω(T ) = ]H
0(Kn, V
∗(1)/T ∗(1)) | det(ϕ− 1 |Dcris(V ∗(1)))|p
× |dKn|dimV/2p |Γ?n(V )|p
∣∣∣∣αV,Kn(ω, T )(Kn, V )
∣∣∣∣
p
.
Si e−1 désigne une base de Dcris(Qp(1)), alors Dcris(V ∗(1)) = Dcris(V )∗⊗ e−1, et
finalement il vient la conclusion voulue. 
Ce corollaire peut se reformuler comme suit.
Corollaire 3.1.6
Gardons les mêmes hypothèses. Soit en outreMn est le réseau de DKndR (V ) défini
par Mn = Zp [Gn] .xn ⊗Zp Dcris(T ) où xn = ζp + · · · + ζpn. Soit ωn une base de
detZpMn, alors :
Tam0Kn, ωn(T ) = ]H
0(Kn, V
∗(1)/T ∗(1)) | det(1− p−1ϕ−1 |Dcris(V ))|p
× |Γ?n(V )|p |dKn|−tH(V )p p−[K:Qp] dimQp V+n[Kn:Qp] dimQp V .
Pour obtenir cette égalité, il suffit d’appliquer le corollaire 3.1.5 et d’expliciter
les constantes qui apparaissent alors. Ce corollaire découle donc du lemme suivant.
Lemme 3.1.7
Soit n ≥ 1. Alors :
1. |dKn|p = p−n[K:Qp]pn+(n+1)[K:Qp]pn−1 = p−n[Kn:Qp]+[K:Qp]pn−1 ;
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2. |(Kn, V )|p = |dKn|
dimQp V+tH(V )
p ;
3. |αV,Kn(Mn, T )|p = p−[K:Qp] dimQp V+n[Kn:Qp] dimQp V |dKn|
dimQp V/2
p .
Démonstration.
La première égalité vient après un rapide calcul (ou avec le lemme 5 de [CF86]).
La deuxième résulte des propriétés des constantes locales. Renvoyons sur ce point
au paragraphe 2.3 de [BB08].
Justifions la dernière égalité. La fin de la démonstration de la proposition 2.17
de [BB08] donne grâce à un calcul caractère par caractère l’égalité suivante :
|αV,Kn(Mn, T )|p = |αV,K(Dcris(T ), T )|[Kn:K]p
× p−[K:Qp] dimQp V+n[Kn:Qp] dimQp V |dKn|
dimQp V/2
p .
Pour conclure, il suffit dès lors d’appliquer la proposition V.1.2 de [Ber04] qui dit
que |αV,K(Dcris(T ), T )|p = 1. 
Notons que l’hypothèse V ∗(1)GK = 0 n’est pas contraignante. En effet, nous
avons déjà vu que les nombres de Tamagawa de représentations cristallines étaient
multiplicatifs et que Tam0Kn,ω(Zp(1)) = 1 lorsque ω est une base de detQl OQle−1.
3.1.2 Résultats principaux
Comme nous venons de le voir à travers plusieurs exemples, nous savons entiè-
rement calculer les nombres de Tamagawa de certaines représentations cristallines.
Il existe en revanche d’autres cas dans lesquels nous n’avons pas de formules. Les
résultats principaux de cette thèse consistent en un encadrement des nombres de
Tamagawa de représentations absolument cristallines le long de la tour cycloto-
mique K∞/K.
A Énoncés
Revenons aux notations originelles et supposons p impair. L’extensionK/Qp est
désormais prise non ramifiée. Nous allons à présent pouvoir énoncer les principaux
résultats de cette thèse. Fixons dans un premier temps plusieurs notations, elles
resteront valables jusqu’à la fin de ce chapitre.
Soit V une représentation cristalline de GK qui n’est pas positive. Ses sauts de
filtration sont donc contenus dans un intervalle [−k; h− k] avec k > 0, h ≥ 0.
Comme V est une représentation cristalline de GK , tout sous-quotient de V
l’est aussi. Or nous savons déjà calculer les nombres de Tamagawa d’une repré-
sentation obtenue par torsion par une puissance du caractère cyclotomique de la
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représentation triviale (voir le paragraphe précédent). Aussi, comme les nombres
de Tamagawa sont multiplicatifs, nous pouvons légitimement nous restreindre au
cas où V ne contient pas de sous-quotient isomorphe à Qp(m) avec m entier.
Supposons que 1/p n’est pas valeur propre de ϕ opérant sur Dcris(V ).
Soit T un réseau de V stable par l’action de GK . Rappelons que Dcris(T ) est le
réseau de Dcris(V ) défini dans le paragraphe 1.4 ; pour alléger les notations, posons
M = Dcris(T ).
Soit Rn l’image de D (T (−k)) par ΞεV (−k), k, n et υn un générateur de detZp Rn.
Comme 1/p n’est pas valeur propre de ϕ opérant sur Dcris(V ), le corollaire B.3.5
dit que l’homomorphisme ΞεV (−k), k, n : D (V (−k))→ Dcris(V )⊕tV (Kn)Dcris(V ) est surjective.
Par ailleurs, comme D (T (−k)) est un réseau de D (V (−k)), il vient que Rn
est un réseau de Dcris(V )⊕tV (Kn)Dcris(V ) .
Notons qu’il revient au même de définir Rn comme l’image de pnk(A+K)ψ=0⊗Zp
ϕn(M) par ΞεV, n — cela permet de ne travailler qu’avec des objets liés à V et non
plus à V (−k).
La suite exacte suivante :
0 // Dcris(V )
f // Dcris(V )⊕ tV (Kn) // Dcris(V )⊕tV (Kn)Dcris(V ) // 0
(où l’application f est définie par f(x) =
(
(1− ϕ)x, x [mod Fil0DdR(V )])) donne
lieu à un isomorphisme canonique :
jV, n : detQp tV (Kn)⊗ det−1Qp Dcris(V )⊕tV (Kn)Dcris(V )
∼ // Qp .
La représentation V étant fixée, pour alléger les notations, nous écrirons simple-
ment jn.
Pour alléger les notations, définissons le sous-moduleH1Iw+f (Kn, T ) deH1(Kn, T )
en posant H1Iw+f (Kn, T ) = H1Iw(T )Γn +H1f (Kn, T ).
Rappelons que tH(V ) =
∑
i∈Z ihi(V ) et que Γ
?
n(V ) =
∏
i∈Z Γ
?(−i)hi(V )[Kn:Qp]
où les hi(V ) sont les sauts de filtration de V . Définissons maintenant
Γ+n (V ) =
∏
i∈N
Γ?(−i)hi(V )[Kn:Qp] et t+H(V ) =
∑
i∈N
ihi(V ).
Le théorème principal de cette thèse est le suivant.
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Théorème 3.1.8 (majoration des nombres de Tamagawa)
Soit K/Qp une extension non ramifiée finie. Soit V une représentation cristal-
line dont les sauts de filtration sont contenus dans un intervalle [−k; h− k] avec
k > 0, h ≥ 0.
Supposons que V n’admet pas de sous-quotient isomorphe à Qp(m) avec m en-
tier. Supposons également que 1/p n’est pas valeur propre de ϕ opérant sur Dcris(V ).
Soit un réseau T de V stable par l’action de GK. Soit n ≥ 0 ; prenons un réseau
Mn de l’espace tangent tV (Kn) et un générateur ωn de detZpMn.
(i) Lorsque n ≥ 1, nous avons :
Tam0Kn, ωn(T ) ≤
]H0(Kn, V
∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
) p[Kn:Qp]nα |Γ?n(V )|p
×
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp Fil0 DKndR (V )
p
jn
(
ωn ⊗ υ−1n
)
avec α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ).
(ii) Lorsque n = 0, nous avons :
Tam0K,ω0(T ) ≤
]H0(K,V ∗(1)/T ∗(1))(
H1(K,T ) : H1Iw+f (K,T )
) |Γ?0(V )|p p[K:Qp]α
×
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp Fil0 DKdR(V )
p
j0
(
ω0 ⊗ υ−10
)
.
(iii) Lorsque h < k, les deux inégalités ci-dessus se transforment en des égalités.
Remarques.
1) Notons qu’il est facile d’encadrer ]H
0(Kn,V ∗(1)/T ∗(1))
(H1(Kn,T ):H1Iw+f (Kn,T ))
. Nous avons en effet :
1 ≤ ]H
0(Kn, V
∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
) ≤ ]H0(Kn, V ∗(1)/T ∗(1)) ;(3.1.2)
expliquons cela. L’inclusion suffit H1Iw+f (Kn, T ) ⊂ H1(Kn, T ) pour justifier la ma-
joration du quotient ci-dessus.
Rappelons que la proposition 1.3.2 dit queH1(Kn, T )/H1Iw(K,T )Γn etH2Iw(T )Γn
sont isomorphes et que H2Iw(T )Γn et H0(Kn, V ∗(1)/T ∗(1)) ont même cardinaux
pour tout entier n.
Par ailleurs, nous avons H1Iw(K,T )Γn ⊂ H1Iw+f (Kn, T ) ⊂ H1(Kn, T ) ; aussi la
précédente minoration est claire.
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Pour conclure cette première remarque, notons que l’encadrement (3.1.2) per-
met de faire le lien avec le théorème 0.3.1 légèrement plus faible énoncé dans
l’introduction.
2) La démonstration de ce théorème permet aussi d’obtenir une minoration de
Tam0Kn, ωn(T ). C’est le sujet du théorème qui suit.
Théorème 3.1.9 (minoration des nombres de Tamagawa)
Gardons les mêmes hypothèses que le théorème précédent ainsi que ses nota-
tions.
(i) Lorsque n ≥ 1, nous avons :
Tam0Kn, ωn(T ) ≥
]H0(Kn, V
∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
) |Γ?n(V )|p |Γ+n (V )|−1p
× pn[Kn:Qp](α− t+H(V )−(k−1) dimK Fil0 DdR(V )) jn
(
ωn ⊗ υ−1n
)
avec α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ).
(ii) Si n = 0, alors
Tam0K,ω0(T ) ≥
]H0(K,V ∗(1)/T ∗(1))(
H1(K,T ) : H1Iw+f (K,T )
) |Γ?0(V )|p |Γ+0 (V )|−1p
× p[K:Qp](α−t+H(V )−(k−1) dimK Fil0 DKdR(V )) j0
(
ω0 ⊗ υ−10
)
.
3) Comme il l’est dit dans le troisième point du théorème 3.1.8, les majorations
proposées sont atteintes dans certains cas et il est facile d’exhiber des exemples
dans lesquels la constante jn (ωn ⊗ υ−1n ) est entièrement calculable (cf. §3.4).
Je ne sais en revanche pas si les minorations peuvent également être atteintes.
Pour qu’elles le soient, il suffit que l’image de Nl(T )rNl−1(T ) par χ(γn)lγn−1 en-
gendre un sous-module saturé dans Nl−1(T )/Nl−2(T ) et de rang dimQp FillDdR(V )
pour 2− k ≤ l ≤ h− k (cf. chapitre précédent, paragraphe 2.4.2).
La différence entre les majorations proposées et les minorations tend vers +∞
lorsque n tend vers +∞. Cependant, si h = 1 = k, il est possible de proposer des
minorations beaucoup plus fines de sorte que nous obtenons des égalités. En effet,
la preuve du théorème donne aussi le corollaire suivant.
Corollaire 3.1.10
Gardons les mêmes notations que celles du théorème précédent. Supposons h =
1 = k et n ≥ 0. Alors si n ≥ 1,
Tam0Kn, ωn(T ) =
]H0(Kn, V
∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
) jn (ωn ⊗ υ−1n ) .
– 99 –
Encadrement des nombres de Tamagawa
Si maintenant n = 0, alors
Tam0K,ω0(T ) =
]H0(K,V ∗(1)/T ∗(1))(
H1(K,T ) : H1Iw+f (K,T )
) j0 (ω0 ⊗ υ−10 ) .
A Première étape de la preuve des théorèmes principaux
Pour montrer les théorèmes principaux de cette thèse et le corollaire, nous
procédons en trois temps.
1) Ré-écriture du nombre de Tamagawa Tam0Kn, ωn(T ) comme produit de deux
éléments. C’est l’objet du lemme qui suit. Il nous permettra de ramener le
problème à l’étude d’un indice généralisé.
2) Dans le paragraphe 3.2 qui suit nous étudions cet indice généralisé. Inter-
viendra alors les résultats sur le cardinal de Tn obtenus dans le chapitre 2,
§2.4.2-2.4.3.
3) Terminer la démonstration, voir §3.3.
Lemme 3.1.11
Nous avons :
Zp Tam0Kn, ωn(T ) =
(
H1f (Kn, T ) : exp(Rn)
)
jn
(
ωn ⊗ υ−1n
)
Zp.
Démonstration.
Comme V n’admet pas de sous-quotient isomorphe à Qp(m) avec m ∈ Z, nous
avons en particulier H0(K, V ) = 0. Ainsi, les lignes du diagramme commutatif
suivant sont exactes :
0 // H0(Kn, V ) // DKncris(V )
f //

DKncris(V )⊕ tV (Kn) expKn, V //
corKn/K

H1f (Kn, V ) //
corKn/K

0
0 // DKcris(V )
f // DKcris(V )⊕ tV (K) expK,V // H
1
f (K,V ) // 0
où l’application f est définie par f(x) =
(
(1− ϕ)x, x [mod Fil0DdR(V )]). Comme
DKcris(V ) ⊂ DKncris(V ) sont deux K-espace vectoriel de même dimension, cette in-
clusion est en fait une égalité. La commutativité du diagramme implique alors
H0(Kn, V ) = 0.
De cette manière, nous obtenons le diagramme commutatif suivant :
0 // Dcris(V )
f // Dcris(V )⊕ tV (Kn) //
expKn, V ((RR
RRR
RRR
RRR
RRR
Dcris(V )⊕tV (Kn)
Dcris(V )
// 0
H1f (Kn, V )
o
OO
// 0
.
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(
H1f (Kn, T ) : expKn, V (Rn)
)
Notons la ligne horizontale de même que la ligne "cassée" sont exactes.
Ce diagramme a permis de définir le morphisme jn avec l’exactitude de la
ligne du diagramme (voir début de ce paragraphe). De même, ιn définie dans le
paragraphe 3.1.1 provient de la ligne "cassée" du diagramme. Enfin, l’isomorphisme
du diagramme donne le morphisme de comparaison suivant :
j′n : det
−1
Qp H
1
f (Kn, V )⊗Qp detQp Dcris(V )⊕tV (Kn)Dcris(V )
∼ // Qp .
La commutativité du diagramme ci-dessus permet enfin de lier les isomor-
phismes jn, j′n et de ιn. Si υ appartient à detQp
Dcris(V )⊕tV (Kn)
Dcris(V )
et si ω est un géné-
rateur de detQp H1f (Kn, T ), alors il vient :
ιn(ω
−1) = j′n(ω
−1 ⊗ υ)⊗ jn(ωn ⊗ υ−1)ω−1n .
Cela se formule en termes de nombres de Tamagawa comme suit :
Tam0Kn, ωn(T ) = j
′
n(ω
−1 ⊗ υ)⊗ jn(ωn ⊗ υ−1).
Rappelons Rn est un réseau de Dcris(V )⊕tV (Kn)Dcris(V ) et que υn est un générateur
detZp Rn. Il vient naturellement
Zp Tam0Kn, ωn(T ) =
(
H1f (Kn, T ) : exp(Rn)
)
jn
(
ωn ⊗ υ−1n
)
Zp. 
3.2 Majoration de
(
H1f (Kn, T ) : expKn, V (Rn)
)
Gardons pour ce paragraphe les mêmes notations que celles utilisées pour énon-
cer les théorèmes finaux 3.1.8 et 3.1.9 et le corollaire. Le lemme précédent 3.1.11
ramène l’étude de Tam0Kn, ωn(T ) à celui de
(
H1f (Kn, T ) : exp(Rn)
)
. C’est la raison
pour laquelle nous consacrons cette section à cet indice généralisé.
3.2.1 Premier cas : lorsque n ≥ 1
Dans ce paragraphe, nous supposons que n ≥ 1. Rappelons quelques notations,
hypothèses et quelques résultats que nous utiliserons dans ce paragraphe.
• Le réseau Rn de Dcris(V )⊕tV (Kn)Dcris(V ) est l’image de D (T (−k)) par l’homomor-
phisme ΞεV (−k), k, n.
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• Dans le paragraphe 2.2, nous avons construit un homomorphisme
ΩεT (−k), k, n défini sur D (V (−k)) et qui, sur cet espace, vérifie l’égalité
ΩεT (−k), k, n = (−1)k(k − 1)! expKn, V ◦ ΞεV (−k), k, n.
• D’après le théorème 2.3.1, le morphisme ΩεT (−k),k,n induit l’isomorphisme
D (T (−k))(k)Γn ' ((ϕn)?(pikN(T )))ψ=1Γn .
• Si An est le sous-module image de
(
(ϕn)?(pikN(T ))
)ψ=1
Γn
dans H1Iw(T )Γn,
alors le théorème 2.4.7 et son corollaire 2.4.15 donnent un encadrement du
cardinal de la torsion Υn de H1Iw(T )Γn/An.
Théorème 3.2.1
Soit V une représentation cristalline non positive de GK dont les sauts de fil-
tration sont contenus dans un intervalle [−k; h− k] avec k > 0, h ≥ 0. Supposons
que V n’admet pas de sous-quotient isomorphe à Qp(m) avec m entier et également
que 1/p n’est pas valeur propre de ϕ opérant sur Dcris(V ).
Soit T un réseau de V stable par GK. Alors pour tout n ≥ 1,
(i) nous avons :(
H1f (Kn, T ) : expKn, V (Rn)
) ≤ ]H0(Kn, V ∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
) p[Kn:Qp]nα
× |Γ?n(V )|p
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp Fil0 DKndR (V )
p
avec α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ) ;
(ii) lorsque h < k, alors cette majoration est une égalité et(
H1(Kn, T ) : H
1
Iw+f (Kn, T )
)
= 1 ;
(iii) lorsque h = 1 = k, nous avons l’égalité(
H1f (Kn, T ) : expKn, V (Rn)
)
=
]H0(Kn, V
∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
) ;
(iv) quelque soit k ≥ 1 et h ≥ 0, nous avons :(
H1f (Kn, T ) : expKn, V Rn
) ≥ ]H0(Kn, V ∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
) |Γ?n(V )|p |Γ+n (V )|−1p
× p[Kn:Qp](nα−n t+H(V )−n(k−1) dimK Fil0 DdR(V )).
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(
H1f (Kn, T ) : expKn, V (Rn)
)
L’isomorphisme canonique D(T )ψ=1Γn ' H1Iw(T )Γn (voir prop. 1.3.6) permet de
définir le sous-module An image de ((ϕn)?(pikN(T )))ψ=1Γn dans H
1
Iw(T )Γn par les
homomorphismes ((ϕn)?(pikN(T )))ψ=1Γn → D(T )ψ=1Γn ' H1Iw(T )Γn .
Rappelons que Υn est la p-torsion de H1Iw(T )Γn/An.
Lemme 3.2.2
Le quotient H1f (Kn, T )/An est fini.
Démonstration.
Le module H1f (Kn, T ) étant de type fini, il suffit de montrer que H1f (Kn, T ) est
la saturation de An dans H1(Kn, T ).
Le diagramme suivant étant commutatif
An _

((ϕn)?(pikN(T )))ψ=1Γn //
33 33ffffffffffffffffffffffffffff
D(T )ψ=1Γn
∼ // H1Iw(T )Γn
  // H1(Kn, T )
D (T (−k))(k) ∼
⊗ε⊗−k
//
OOOO
D (T (−k))
Ωε
T (−k), k, n //
Ξε
V (−k), k, n

H1f (Kn, V )
OO
Rn
  réseau // Dcris(V )⊕tV (Kn)
Dcris(V )
expKn, V o
OO
(la flèche verticale de gauche est celle induite par ΩεT (−k), k, n, c’est-à-dire l’homo-
morphisme qui donne l’application du théorème 2.3.1).
Comme le précédent diagramme est commutatif, comme l’exponentielle de
Bloch et Kato est surjective dans H1f (Kn, V ) et comme Rn est un réseau de
Dcris(V )⊕tV (Kn)
Dcris(V )
, il vient non seulement l’inclusion An ⊂ H1f (Kn, T ) mais aussi l’éga-
lité :
An ⊗Qp = H1f (Kn, V ).
Nous en déduisons que H1f (Kn, T ) est la saturation de An dans H1(Kn, T ) et
donc que H1f (Kn, T )/An est fini. 
Lemme 3.2.3
Nous avons :
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(
H1f (Kn, T ) : expKn, V Rn
)
=
]H0(Kn, V
∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
)
× |(k − 1)!|dimQp tV (Kn)p ] Υn.
Remarque. Il découle de ce lemme que la qualité des encadrements donnés
dans les théorèmes 3.1.8 et 3.1.9 est intimement lié à celle du cardinal de Υn. Nous
renvoyons alors à la page 75 pour quelques remarques sur l’encadrement de ] Υn.
Démonstration du lemme.
Comme V (−k) est une représentation p-adique cristalline positive de GK , le
théorème 2.2.2 et la définition de Rn impliquent
(−1)k(k − 1)! exp(Rn) = ΩεT (−k), k, n(D (T (−k))(k)) = ΩεT (−k), k, n(D (T (−k))(k)Γn).
Il découle du théorème 2.3.1(
H1f (Kn, T ) : exp(Rn)
)
= |(k − 1)!|dimQp tV (Kn)p
(
H1f (Kn, T ) : An
)
.
Nous savons déjà que le quotient H1f (Kn, T )/An est fini (voir le lemme précé-
dent) et que H1f (Kn, T ) admet un supplémentaire dans H1(Kn, T ).
D’après la proposition 1.3.2 le quotient H1(Kn, T )/H1Iw(T )Γn est fini et iso-
morphe àH2Iw(T )Γn . Nous en déduisons que les Zp-modulesH1(Kn, T ) etH1Iw(T )Γn
ont même rang. Il vient aussi ]Υn ]H2Iw(T )Γn est égal au produit de l’indice géné-
ralisé
(
H1f (Kn, T ) : exp(An)
)
par l’indice(
H1(Kn, T )
H1f (Kn, T )
:
H1Iw(T )Γn
H1f (Kn, T ) ∩H1Iw(T )Γn
)
ou, en d’autre termes, par l’indice
(
H1(Kn, T ) : H
1
Iw+f (Kn, T )
)
en posant toujours
H1Iw+f (Kn, T ) = H
1
Iw(T )Γn +H
1
f (Kn, T ). Nous avons donc
(
H1f (Kn, T ) : exp(Rn)
)
=
]H2Iw(T )
Γn(
H1(Kn, T ) : H1Iw+f (Kn, T )
)
× |(k − 1)!|dimQp tV (Kn)p ]Υn.
La proposition 1.3.2 permet de remplacer ]H2Iw(T )Γn par ]H0(Kn, V ∗(1)/T ∗(1))
et donc de terminer la démonstration du lemme. 
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(
H1f (Kn, T ) : expKn, V (Rn)
)
Nous pouvons à présent démontrer le théorème 3.2.1.
Démonstration du théorème.
Le précédent lemme dit que pour encadrer l’indice généralisé qui nous intéresse
et donc pour démontrer le théorème 3.2.1, il suffit d’encadrer le cardinal de Υn.
Le premier et le dernier point de ce théorème découlent entièrement et direc-
tement du lemme précédent, du premier point de la proposition 2.4.7 et de son
corollaire 2.4.15.
Il vient en particulier le second point puisque H1(Kn, T ) = H1f (Kn, T ) si h < k
— car V HK = 0 — d’où(
H1(Kn, T ) : H
1
Iw+f (Kn, T )
)
= 1.
Le (iii) découle quant à lui du lemme 3.2.3, du (ii) de la proposition 2.4.7 et
de son corollaire. 
3.2.2 Second cas : lorsque n = 0
Rappelons tout d’abord quelques notations et résultats dont nous nous servons
dans ce paragraphe. Le caractère trivial de X(∆K) est désigné par η0.
Faisons quelques rappels.
• Pour tout n ≥ 0, le réseau Rn de Dcris(V )⊕tV (Kn)Dcris(V ) est l’image de D (T (−k))
par ΞεV (−k), k, n. Comme Ξ
ε
V (−k), k, 0 = (p−1) ΞεV (−k), k, 1, η0, il vient R0 = eη0(R1).
• D’après le théorème 2.3.1, le morphisme ΩεT (−k), k, 1 induit l’isomorphisme
D (T (−k))(k)Γ1 ' (ϕ?(pikN(T )))ψ=1Γ1 .
• Le sous-module A1 est l’image de (ϕ?(pikN(T )))ψ=1Γ1 par les homomorphismes
(ϕ?(pikN(T )))ψ=1Γ1 → D(T )ψ=1Γ1 ' H1Iw(T )Γ1.
• Soit Υ0 la p-torsion de H1Iw(T )Γ/Aη01 . Le corollaire 2.4.16 fournit un enca-
drement de l’ordre de Υ0 ainsi que des conditions — sur k et h — d’égalité.
Théorème 3.2.4
(i) Nous avons :(
H1f (K,T ) : expK,V (R0)
) ≤ ]H0(K,V ∗(1)/T ∗(1))(
H1(K,T ) : H1Iw+f (K,T )
) |Γ?n(V )|p p[K:Qp]α
×
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp Fil0 DKdR(V )
p
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avec α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ) ;
(ii) lorsque h < k, la majoration précédente est une égalité et(
H1(K,T ) : H1Iw+f (K,T )
)
= 1 ;
(iii) lorsque h = 1 = k, nous avons
(
H1f (K,T ) : expK,V (R0)
)
=
]H0(K,V ∗(1)/T ∗(1))(
H1(K,T ) : H1Iw+f (K,T )
) ;
(iv) quelque soit h ≥ 0 et k ≥ 1, nous avons :
(
H1f (K,T ) : expK,V (R0)
) ≥ ]H0(K,V ∗(1)/T ∗(1))(
H1(K,T ) : H1Iw+f (K,T )
) |Γ?n(V )|p |Γ+n (V )|−1p
× p[K:Qp](α−t+H(V )−(k−1) dimK Fil0 DKdR(V )).
Lemme 3.2.5
Nous avons :(
H1f (K,T ) : expK,V (R0)
)
=
]H0(K,V ∗(1)/T ∗(1))(
H1(K,T ) : H1Iw+f (K,T )
) |(k − 1)!|dimQp tV (K)p ]Υ0.
Démonstration du lemme.
De R0 = eη0(R1) nous tirons
(−1)k(k − 1)! expK,V (R0) = (−1)k(k − 1)! expK,V (eη0(R1))
= (−1)k(k − 1)! expK1, V, η0(R1).
En utilisant la proposition 2.2.2, il vient
(−1)k(k − 1)! expK,V (R0) = ΩεT (−k), k, 1, η0(D (T (−k)(k))Γ1)
et donc en vertu du théorème 2.3.1(
H1f (K,T ) : expK,V (R0)
)
= |(k − 1)!|dimQp tV (K)p
(
H1f (K,T ) : A
η0
1
)
.
Le quotient H1f (K1, T )/A1 est fini donc il en est de même de H1f (K,T )/A
η0
1
(puisque d’après le lemme 2.4.17, les groupes H1(K1, T )η0 et H1(K,T ) sont iso-
morphes). Notons aussi H1f (K,T ) admet un supplémentaire dans H1(K,T ).
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La proposition 1.3.2 dit que le quotient H1(K,T )/H1Iw(T )Γ est fini et isomorphe
à H2Iw(T )Γ, il en résulte que les Zp-modules H1(K,T ) et H1Iw(T )Γ ont même rang
mais également que ]Υ0 ]H2Iw(T )Γ est égal au produit de
(
H1f (K,T ) : exp(A
η0
1 )
)
par l’indice (
H1(K,T )
H1f (K,T )
:
H1Iw(T )Γ
H1f (K,T ) ∩H1Iw(T )Γ
)
ou, en d’autre termes, par l’indice
(
H1(K,T ) : H1Iw+f (K,T )
)
. Nous avons donc
(
H1f (K,T ) : exp(R0)
)
=
]H2Iw(T )
Γ(
H1(K,T ) : H1Iw+f (K,T )
) |(k − 1)!|dimQp tV (K)p ]Υ0.
Finalement ]H2Iw(T )Γ peut être remplacé par ]H0(K,V ∗(1)/T ∗(1)) grâce à la
proposition 1.3.2 et la démonstration du lemme se termine ainsi. 
Démonstration du théorème.
Le même raisonnement que pour le cas n ≥ 1 allié au lemme 3.2.5 et à la
proposition 2.4.16 donne la conclusion désirée. 
3.3 Démonstration des résultats principaux
Lorsque n ≥ 1. Par le lemme 3.1.11, nous savons que , pour tout entier n ≥ 1,
Zp Tam0Kn, ωn(T ) =
(
H1f (Kn, T ) : exp(Rn)
)
jn
(
ωn ⊗ υ−1n
)
Zp.
Aussi pour démontrer les premiers points des théorèmes 3.1.8 et 3.1.9 ainsi le
corollaire 3.1.10, il suffit d’encadrer
(
H1f (Kn, T ) : exp(Rn)
)
. Faisons cela.
En posant α = tH(V ) + k dimQp V − dimK Fil0DKdR(V ), le théorème 3.2.1 dit
que : (
H1f (Kn, T ) : exp(Rn)
) ≤ ]H0(Kn, V ∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
) p[Kn:Qp]nα
× |Γ?n(V )|p
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp Fil0 DKndR (V )
p
avec un cas d’égalité lorsque h < k. Si h = 1 = k, nous avons plus précisément :(
H1f (Kn, T ) : exp(Rn)
)
=
]H0(Kn, V
∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
) .
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Ce même théorème dit également que pour tout k, h et n ≥ 1 nous avons la
minoration suivante :(
H1f (Kn, T ) : expKn, V Rn
) ≥ ]H0(Kn, V ∗(1)/T ∗(1))(
H1(Kn, T ) : H1Iw+f (Kn, T )
) |Γ?n(V )|p |Γ+n (V )|−1p
× p[Kn:Qp](nα−nt+H(V )−n(k−1) dimK Fil0 DdR(V )).
Cela termine les démonstrations des principaux résultats de cette thèse pour n ≥ 1.

Lorsque n = 0. Le raisonnement est le même que pour le cas précédent : par le
lemme 3.1.11, nous savons que
Zp Tam0K,ω0(T ) =
(
H1f (K,T ) : exp(R0)
)
j0
(
ω0 ⊗ υ−10
)
Zp.
Pour conclure, il suffit d’appliquer le théorème 3.2.4 démontré dans le paragraphe
suivant qui dit que(
H1f (K,T ) : expK,V (R0)
) ≤ ]H0(K,V ∗(1)/T ∗(1))(
H1(K,T ) : H1Iw+f (K,T )
) |Γ?n(V )|p p[K: Qp]α
×
∣∣∣∣ 1(k − 1)!
∣∣∣∣dimQp Fil0 DKdR(V )
p
— toujours avec α = tH(V ) + k dimQp V −dimK Fil0DKdR(V ) — et que cette borne
est atteinte si h < k ou si h = 1 = k. Enfin le dernier point de ce théorème donne
également la minoration suivante :(
H1f (K,T ) : expK,V (R0)
) ≥ ]H0(K,V ∗(1)/T ∗(1))(
H1(K,T ) : H1Iw+f (K,T )
) |Γ?n(V )|p |Γ+n (V )|−1p
× p[K:Qp](α−t+H(V )−(k−1) dimK Fil0 DKdR(V )).
Cela permet de terminer la démonstration des principaux résultats de cette thèse
pour n = 0. 
3.4 Plusieurs calcul de jn
(
ωn ⊗ υ−1n
)
Rappelons que jn : detQp tV (Kn)⊗ det−1Qp Dcris(V )⊕tV (Kn)Dcris(V )
∼ // Qp est l’isomor-
phisme provenant de la suite exacte suivante :
0 // Dcris(V )
f // Dcris(V )⊕ tV (Kn) // Dcris(V )⊕tV (Kn)Dcris(V ) // 0(3.4.1)
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où f est l’application qui à x associe f(x) =
(
(1− ϕ)x, x [mod Fil0DdR(V )]
)
.
Si Mn est un réseau de l’espace tangent tV (K) et si ωn est un générateur de
detZpMn, alors nous avons vu que
Zp Tam0Kn, ωn(T ) =
(
H1f (Kn, T ) : expKn, V (Rn)
)
jn
(
ωn ⊗ υ−1n
)
Zp
Dans le paragraphe précédent, nous avons étudié l’indice généralisé. Il reste
donc à calculer le second terme qui apparaît dans cette écriture i.e. jn (ωn ⊗ υ−1n ).
En général, ce calcul n’est a priori pas facile. Cependant dans certains cas, il
est possible de le calculer entièrement en utilisant diverses méthodes. C’est ce que
nous faisons dans ce paragraphe. Nous serons alors amener à considérer des réseaux
classiques de l’espace tangent comme l’image Zp [Gn] .xn ⊗Zp M dans tV (Kn) où
xn = ζp + · · ·+ ζpn ou comme OKn ⊗M .
3.4.1 Le cas des représentations strictement négatives
Gardons les mêmes hypothèses sur V : c’est une représentation cristalline dont
les sauts de filtration sont contenus dans un intervalle [−k; h− k] avec k > 0,
h ≥ 0. Nous supposons que V n’admet pas de sous-quotient isomorphe à Qp(m)
avec m entier.
Nous supposons en outre dans ce paragraphe que V est strictement négative
i.e. que k > h. Il vient alors en particulier tV (Kn) = DKndR (V ).
Notons immédiatement que cela implique que 1 n’est pas valeur propre de ϕ
opérant sur Dcris(V ). En effet, si 1 était valeur propre de ϕ opérant sur Dcris(V ),
alors 1/p serait valeur propre de ϕ opérant sur Dcris(V ?(1)). Et cela n’est pas
possible car V ?(1) est positive avec (V ?(1))GK = 0 et car (B+cris)ϕ=1/p = Qp (voir
par exemple [Col98, §III.3]).
De la même manière, 1/p n’est pas valeur propre de ϕ opérant sur Dcris(V ).
Rappelons tout d’abord quelques notations dont nous nous servirons dans ce
paragraphe.
Soit n ≥ 1. Nous avons défini le réseau M de Dcris(V ) en posant M = Dcris(T ).
Notons Mn le Zp-réseau Zp [Gn] .xn ⊗Zp M de DKndR (V ) où xn = ζp + · · ·+ ζpn .
Rappelons que le réseau Rn de
Dcris(V )⊕DKndR (V )
Dcris(V )
est l’image de pnk(σ ⊗ ϕ)nD (T )
par ΞεV, n et que υn est un générateur de detZp Rn.
Proposition 3.4.1
Pour tout n ≥ 1, le réseau engendré par jn (ωn ⊗ υ−1n ) est égal à celui engendré
par la puissance p-ième suivante :
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∣∣∣∣αV,Kn(Mn, T )(Kn, V )
∣∣∣∣
p
|dKn|
dimQp V/2
p
∣∣det (1− p−1ϕ−1 ∣∣ Dcris(V ))∣∣p
× p[Kn:Qp](−nk dimQp V−n tH(V )).
Cela permet alors de retrouver le résultat de D.Benois et L. Berger donné dans
le corollaire 3.1.5 et dont l’énoncé est rappelé ici :
Corollaire 3.4.2 Soit K/Qp une extension non ramifiée finie et n ≥ 0. Soit V
une représentation cristalline de GK à poids de Hodge-Tate strictement positifs
(i.e. telle que Fil0DdR(V ) = 0). Supposons que V ∗(1)GK = 0. Soit T un réseau de
V stable par l’action de GK.
Soit ω une base de detQp DKndR (V ). Nous avons alors :
Tam0Kn, ωn(T ) = ]H
0(Kn, V
∗(1)/T ∗(1)) | det(1− p−1ϕ−1 |Dcris(V ))|p
× |dKn|dimV/2p |Γ?n(V )|p
∣∣∣∣αV,Kn(Mn, T )(Kn, V )
∣∣∣∣
p
.
Démonstration.
Comme 1/p n’est pas valeur propre de ϕ opérant sur Dcris(V ). Cela permet
alors d’appliquer le théorème 3.1.8, (iii).
Rappelons d’autre part que le lemme 3.1.7 explicite (Kn, V ), αV,Kn(Mn, T )
et dKn . Ainsi, en joignant le théorème 3.1.8 et la proposition 3.4.1 et en faisant les
simplifications, il vient le corollaire. 
Il reste donc à prouver la proposition 3.4.1. Pour cela nous passons par un
calcul caractères par caractères. Nous avons alors besoin des résultats qui suivent.
Cette méthode de même que ces calculs sont proches de ceux de [BB08, proposition
4.11] ; ils n’utilisent toutefois pas l’exponentielle de B.Perrin-Riou.
A Un point sur le calcul caractères par caractères
Rappelons que Gn est le groupe de Galois de l’extension Kn/K et que Qp, n est
la pn-ième extension cyclotomique de Qp i.e. Qp, n = Qp [ζpn ].
Pour tout caractère η de X(Gn), soit eη = 1]Gn
∑
g∈Gn η
−1(g)g l’idempotent
habituel de η.
Pour tout Qp [Gn]-module de type fini A, notons Aη sa η-partie, c’est-à-dire
Aη = eη(AQp, n) où AQp, n = A ⊗Qp Qp, n. Nous avons alors la décomposition cano-
nique AQp, n '
⊕
η∈X(Gn) A
η.
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Soit A un Qp [Gn]-module libre de rang r et (ai)1≤i≤r une base de ce module.
Alors a =
∧r
i=1 ai est un élément de detQp[Gn] A. Si ai, η désigne la η-partie de ai
i.e. ai, η = eη(ai) ∈ Aη, alors aη =
∧r
i=1 ai, η.
Cela permet d’avoir d’une part l’isomorphisme canonique suivant :
(detQp, n[Gn] AQp, n)
η ' detQp, n(Aη)
et d’autre part le lemme qui vient.
Lemme 3.4.3
Soient A et B deux Qp [Gn]-modules libres de type fini et
f : detQp[Gn] A⊗Qp[Gn] det−1Qp[Gn] B → Qp [Gn] .
Pour tout caractère η de Gn, soit fη : detQp, n(Aη) ⊗Qp, n detQp, n(Bη) → Qp, n la
η-composante de f .
Pour tout x ∈ detQp[Gn] A et y ∈ detQp[Gn]B, nous avons :
f(x⊗ y−1) =
∑
η∈X(G)
fη(xη ⊗ y−1η )eη.
Démonstration du lemme.
Il suffit d’écrire x =
∑
η∈X(Gn) eη(x) et y =
∑
η∈X(Gn) eη(y) en utilisant les
décompositions
detQp, n[Gn](A⊗Qp Qp, n) =
⊕
η∈X(Gn)
detQp, n(A
η) et
detQp, n[Gn](B ⊗Qp Qp, n) =
⊕
η∈X(Gn)
detQp, n(B
η). 
Lorsque A est un OQp [Gn]-module de type fini, nous noterons Aη l’image de
A dans (A ⊗Zp Qp)η par eη. Lorsque l’action de Gn sur A est triviale, nous avons
Aη0 = A.
Rappelons que M = Dcris(T ). Comme il l’est montré dans le corollaire B.3.5,
puisque 1/p n’est pas valeur propre de ϕ opérant sur Dcris(V ), l’application ΞεV, n
est surjective. Lorsque V est positive, les dimensions permettent de voir que cet
homomorphisme est un isomorphisme.
Or d’une part, pnk(A+K)ψ=0 ⊗Zp ϕn(M) est un Λ-module libre et Rn l’image de
pnk(A+K)ψ=0⊗Zp ϕn(M) par ΞεV, n d’autre part. Il vient en particulier que Rn est un
Zp [Gn]-module libre.
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Soit y =
∧
i p
nkΞεV, n((1 + pi)⊗ϕn(mi)) où (mi)i est une base de M ; y est alors
un générateur de detZp[Gn] Rn. Soit x un générateur de detZp[Gn] Mn. Pour calculer
l’image de x⊗ y−1 par le morphisme
jn : detQp[Gn]DKndR (V )⊗ det−1Qp[Gn]
Dcris(V )⊕DKndR (V )
Dcris(V )
∼ // Qp [Gn] ,
il suffit d’un calcul caractère par caractère et du lemme 3.4.3. Ces calculs sont faits
dans les propositions 3.4.6 et 3.4.4.
Nous écrivons toujours a ∼p b lorsque a et b sont deux éléments non nuls de
Qp vérifiant a/b ∈ Z×p .
A Cas du caractère trivial
Dans tout ce paragraphe, DdR(V ) désigne le module de de Rham sur K. La
η0-composante de jn n’est autre que le morphisme naturel
jn, η0 : detQp DdR(V )⊗ det−1Qp Dcris(V )⊕DdR(V )Dcris(V )
∼ // Qp .
En effet, DKndR (V )η0 désigne la η0-partie du Qp [Gn]-module D
Kn
dR (V ) c’est-à-dire que
nous avons
DKndR (V )
η0 = Qp, n ⊗Qp eη0(DKndR (V )) = Qp, n ⊗Qp DdR(V ).
Et de la même manière,
(
Dcris(V )⊕DKndR (V )
Dcris(V )
)η0
= Qp, n ⊗Qp Dcris(V )⊕DdR(V )Dcris(V ) .
Proposition 3.4.4
Soit η0 le caractère trivial de X(Gn). Alors :
jn, η0(xη0 ⊗ y−1η0 ) ∼p
∣∣det (1− p−1ϕ−1 |Dcris(V ))∣∣p |det (ϕn |Dcris(V ))|p
×
(
pnk
[Kn : K]
)− dimQp DdR(V )
.
Afin de prouver cela, nous avons besoin de plusieurs lemmes intermédiaires.
Lemme 3.4.5
Soit x ∈ Dcris(V ), a un entier premier à p et α = (1 + pi)a ⊗m. Alors :
ΞεV, n, η0(α) =
−1
[Kn : K]
(
0, (1− ϕ)−1 (1− p−1ϕ−1) (x)) .
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Démonstration.
En effet, ΞεV, n, η0(α) = −p−n
(
x, 1
p−1ϕ
−1(x)
)
puisque d’une part eη0(ζapi) est nul
pour i ≥ 2 et que d’autre part eη0(ζp) = 11−p . Il suit :
ΞεV, n, η0(α) =
−1
[Kn : K]
((
1− p−1ϕ−1) (x), 0) .
Comme nous l’avons précisé plus haut, 1 − ϕ est inversible sur Dcris(V ), la
conclusion est dès lors évidente. 
Démonstration de la proposition 3.4.4.
Par le lemme précédent, nous avons :
yη0 =
(
pnk
[Kn : K]
)[K:Qp] dimV ∧
i
(
0, (1− ϕ)−1 (1− p−1ϕ−1)ϕn(x))
=
(
pnk
[Kn : K]
)[K:Qp] dimV
det
(
(1− p−1ϕ−1)(1− ϕ)−1ϕn|Dcris(V )
) ∧
i
(0,mi) .
D’autre part, l’image de
∧
imi ∈ detQp Dcris(V ) par l’isomorphisme induit par
1− ϕ est det−1 (1− ϕ|Dcris(V ))
∧
i (0,mi). Il vient alors :
yη0 =
(
pnk
[Kn : K]
)[K:Qp] dimV
det
(
(1− p−1ϕ−1)ϕn|Dcris(V )
)
xη0 .
Cela permet de conclure la démonstration de cette proposition. 
A Cas des caractères non triviaux
Proposition 3.4.6
Soit η un caractère non trivial de Gn de conducteur l. Nous avons :
jn, η(xη ⊗ y−1η ) ∼p pn(1−k) dimQp DdR(V )
∣∣det (ϕn−l| Dcris(V ))∣∣p .
La démonstration de ce résultat se fait peu ou prou de la même manière que
lorsque η = η0 : nous commençons à calculer l’image de (A+K)ψ=1 ⊗K ϕn(M) par
ΞεV, n, η. Nous pourrons ensuite terminer la preuve en nous appuyant sur ce calcul.
Première étape de la démonstration : calcul de l’image par ΞεV, n, η.
Soit x ∈ Dcris(V ) et α = (1 + pi)a ⊗ x où a un entier premier à p. Nous avons
ΞεV, n, η(α) = p
−n
(
0;
n∑
i=1
eη(ζ
a
pi)⊗ ϕn−i(m⊗ e−k)
)
.
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Or eη(ζpi) est nul pour i 6= l, d’où ΞεV (, n, η(α) = p−n
(
0; eη(ζ
a
pl
)⊗ ϕn−l(m⊗ e−k)
)
.

Fin de la démonstration.
L’image de D (T (−k)) par ΞεV (−k), k, n, η est pn(k−1)ϕn−lM ⊗Zp Zpeη(ζpl). Autre-
ment dit, yη est un générateur de
pn(k−1) dimQp DdR(V ) detZp
(
ϕn−lM ⊗Zp Zpeη(ζpl)
)
.
Il en découle yη ∼p pn(k−1) dimQp DdR(V ) det
(
ϕn−l| Dcris(V )
)
xη. Cela donne la
conclusion voulue. 
A Preuve de la proposition 3.4.1
Nous pouvons maintenant terminer la preuve de cette proposition en nous
appuyant sur les propositions 3.4.4 et 3.4.6.
Avant cela, rappelons le lemme 3.1.7 démontré page 95 qui explicite les éléments
apparaissant dans la formule de la proposition 3.4.1 tels que αV,Kn(Mn, T ) ou la
constante locale (Kn, V ).
Lemme 3.4.7
Soit n ≥ 1. Nous avons :
1. |dKn|p = p−n[K:Qp]pn+(n+1)[K:Qp]pn−1 = p−n[Kn:Qp]+[K:Qp]pn−1 ;
2. |(Kn, V )|p = |dKn|
dimQp V+tH(V )
p ;
3. |αV,Kn(Mn, T )|p = p−[K:Qp] dimQp V+n[Kn:Qp] dimQp V |dKn|
dimQp V/2
p .
Démonstration de la proposition 3.4.1.
Le lemme rappelé ci-dessus permet de reformuler l’équivalence à prouver comme
suit :
jn
(
ωn ⊗ υ−1n
) ∼p p−[K:Qp] dimQp V−n(k−1)[Kn:Qp] dimQp V−pn−1[K:Qp]tH(V )
× ∣∣det (1− p−1ϕ−1 ∣∣ Dcris(V ))∣∣p .(3.4.2)
Soit βn la somme des conducteurs des caractères deGn i.e. βn =
∑
η∈X(Gn) cond η.
Les propositions 3.4.4 et 3.4.6 ainsi que la fonctorialité du produit extérieur im-
pliquent
jn(ωn ⊗ υ−1n ) ∼p p−n(k−1) dimQp D
Kn
dR (V )−[K:Qp] dimQp V | det (ϕ|Dcris(V ))|−βn+n[Kn:K]p
× ∣∣det (1− p−1ϕ−1 ∣∣ Dcris(V ))∣∣p .
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Pour terminer la preuve en retrouvant l’égalité (3.4.2), il suffit de montrer que
| det (ϕ|Dcris(V ))|−βn+n[Kn:K]p = pβn [K:Qp] tH(V )−n[Kn:Qp] tH(V )
et d’expliciter βn. La faible admissibilité de Dcris(V ) permet de faire la première
opération. La seconde opération relève du lemme 3.4.8. 
Lemme 3.4.8
Pour tout entier n > 0, nous avons βn = (n+ 1)pn−1(p− 1)− pn = νKn(dKn).
Démonstration.
Il suffit de montrer que
]{η ∈ X(Gn) | cond η = k} =

1 si k = 0
p− 2 si k = 1
(p− 1)2pk−2 si 2 ≤ k ≤ n.
(3.4.3)
En effet, la conclusion voulue se déduit alors d’un petit calcul :
βn =
n∑
k=2
k (p− 1)2pk−2 + p− 2
= (n+ 1)pn−1(p− 1)− pn.
Prouvons donc les égalités (3.4.3). Si k = 0, c’est évidente. Soit donc 1 ≤ k ≤ n.
La surjection canonique de (Z/pnZ)× dans
(
Z/pkZ
)× induit une bijection naturelle
entre l’ensemble les caractères de
(
Z/pkZ
)× et celui des caractères de Gn dont le
conducteur est ≤ k.
Il vient :
] {η ∈ X(Gn) | cond η = k} = ] Hom
((
Z/pkZ
)×
, C×
)
− ] Hom
((
Z/pk−1Z
)×
, C×
)
.
Aussi les égalités sont dès lors évidentes. 
Le cas où n = 0. Pour tout entier n ≥ 0, les nombres de Tamagawa s’écrivent
comme suit
Zp Tam0Kn, ωn(T ) =
(
H1f (Kn, T ) : expKn, V (Rn)
)
jn
(
ωn ⊗ υ−1n
)
Zp.
Dans les paragraphes précédents, nous avons encadré l’indice généralisé pour n ≥ 0,
nous avons ensuite calculé jn (ωn ⊗ υ−1n ) pour n ≥ 1 lorsque V est positive. Dans
ce paragraphe, nous faisons un calcul semblable pour n = 0.
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Rappelons tout d’abord quelques notations dont nous nous servons dans ce
paragraphe. Le caractère trivial de X(∆K) est désigné par η0.
Rappelons que nous avons défini le réseau M = M0 de Dcris(V ) en posant
M = Dcris(T ).
Nous avons en outre noté M1 le Zp-réseau Zp [G1] .ζp ⊗Zp M de DK1dR(V ). Nous
avons en particulier M0 = eη0(M1).
Rappelons que R1 est l’image de pk(σ ⊗ ϕ)D (T ) par ΞεV, 1 et que nous avons
de plus pris un générateur υ1 de detZp R1. Comme l’extension K1/K est de degré
p− 1 et comme ΞεV, 0 = TrK1/K ◦ΞεV, 1, il vient R0 = eη0(R1).
Enfin, pour n = 0 ou 1, l’isomorphisme jn est défini en passant aux détermi-
nants la suite exacte qui suit
0 // Dcris(V )
f // Dcris(V )⊕ DKndR (V ) // Dcris(V )⊕D
Kn
dR (V )
Dcris(V )
// 0
où f(x) = ((1− ϕ)(x), x).
Proposition 3.4.9
Le réseau de Zp généré par j0
(
ω0 ⊗ υ−10
)
admet également la puissance de p
suivante pour générateur :∣∣det (1− p−1ϕ−1 |Dcris(V ))∣∣p p[K:Qp](−tH(V )−k dimQp V .
Démonstration.
Cela vient directement de la proposition 3.4.4 et de la faible admissibilité
puisque
j0
(
ω0 ⊗ υ−10
) ∼p j1, η0 (ω1 ⊗ υ−11 )
et | det (ϕ|Dcris(V ))|p = p[K:Qp] tH(V ). 
3.4.2 Le cas des courbes elliptiques
Dans ce paragraphe, nous appliquons les formules du théorème 3.1.8 et du
corollaire 3.1.10 aux représentations issues de courbes elliptiques.
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A Autour de la représentation associée à une courbe elliptique
Soit E une courbe elliptique sur une extension abélienne finie K/Qp. Le module
de Tate TE = lim←−E [pn] de E est un Zp-module libre muni d’une action continue de
GQp . Si VE = TE ⊗Zp Qp, alors VE est une représentation p-adique de GQp associée
de dimension 2. Décrivons-là d’avantage (voir [Del] pour plus de détails).
Cette représentation est cristalline si et seulement si E a bonne réduction en
p. Si VE est cristalline, alors elle est irréductible si et seulement E a une réduction
supersingulière. Les résultats principaux de cette thèse permettent de retrouver
des résultats déjà connus dans le cas supersingulier.
Supposons donc que E a bonne réduction en p. Ainsi la représentation p-adique
VE est cristalline ; ses sauts de filtrations sont 0 et 1. Nous pouvons également
décrire le module cristallin associé à VE. Nous avons l’égalité suivante :
det(1− ϕX|Dcris(VE)) = 1− ap
p
X +
1
p
X2 avec ap ∈ Zp.
Comme E a bonne réduction supersingulière en p, le coefficient ap est congru à 0
modulo p.
Lemme 3.4.10
Soit e˜1 une Zp-base de Fil1Dcris(TE(−1)) et e˜2 = ϕ(e˜1)/p. Alors (e˜1, e˜2) est
une base de Dcris(TE(−1)).
Démonstration.
Soit e un élément de Dcris(TE(−1)) tel que (e˜1, e) est une base de Dcris(TE(−1)).
Le module Dcris(TE(−1)) étant fortement divisible par la proposition 1.4.4, il vient
que (e˜1, e/p) est également une base de Dcris(TE(−1)).
Il est dès lors possible de passer de la première base à la seconde en passant
par une matrice P =
(
a b
c d
)
de GL2(Zp).
Pour démontrer le lemme, il suffit de montrer que c ∈ Z×p puisque dans ce cas
e est combinaison linéaire de e˜1 et de e˜2. Montrons cela.
La matrice de ϕ dans la base (e˜1, e/p) est
(
pa b
pc d
)
. Or le polynôme caracté-
ristique de ϕ est X2 − apX + p et ap appartient à pZp. Cela implique d ∈ pZp est
donc c ∈ Z×p puisque P ∈ GL2(Zp). 
Soit ei = e˜i⊗ t−1ε ; alors (e1, e2) est une base de M telle que ϕ(e1) = e2 et telle
que Fil0M = Zpe1. Cette base jouera un rôle par la suite.
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Comme 1/p n’est pas valeur propre de ϕ opérant sur Dcris(VE), le corollaire
3.1.10 donne, pour tout n ≥ 1 :
Tam0Qp, n, ωn(T ) =
]H0(Qp, n, V ∗(1)/T ∗(1))(
H1(Qp, n, T ) : H1Iw+f (Qp, n, T )
) jn (ωn ⊗ υ−1n )
et pour n = 0 :
Tam0Qp, ω0(T ) =
]H0(Qp, V ∗(1)/T ∗(1))(
H1(Qp, T ) : H1Iw+f (Qp, T )
) j0 (ω0 ⊗ υ−10 ) .
Dans ce paragraphe, nous prenons Mn = OQp, n ⊗OK M où M est toujours
défini parM = Dcris(TE). Nous allons montrer ici que les deux précédentes égalités
permettent d’avoir une nouvelle démonstration de Tam0K,ωn(T ) = 1 pour tout
entier n ≥ 0. Pour cela, nous avons besoin de plusieurs rappels.
A Rappels sur le groupe formel associé à E
Nous pouvons dores et déjà renvoyer à [Sil09, chapitre IV] ou [Kur02, §2] pour
de plus amples détails sur le contenu de ce paragraphe.
Soit FE le groupe formel associé à E ; nous avons alors FE(X, Y ) ∈ Zp [[X, Y ]].
La courbe elliptique E étant fixé, nous pouvons remplacer la notation FE par F .
Lemme 3.4.11
Il existe une série formel logF (X) et un unique élément expF (X) dans Qp [[X]]
tels que logF (expF (X)) = X = expF (logF (X)) et vérifiant :
F (X, Y ) = expF (logF (X) + logF (Y )).
L’élément logF (X) est le logarithme formel de F tandis que expF est son exponen-
tielle.
Démonstration.
Voir IV§5 de [Sil09]. 
Lemme 3.4.12
Pour tout élément f(X) de XZp [[X]], l’élément LF (f(X)) défini comme suit
appartient à XZp [[X]] :
LF (f(X)) = (1− ap/pϕ+ 1/pϕ2) logF (f(X)).
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Cette démonstration classique se fait en plusieurs étapes.
Première étape de la démonstration.
Comme tout élément f(X) de (XZp [[X]] , F ) s’écrit comme somme — pour
la loi +F — de monômes de degré ≥ 1, il suffit de montrer la proposition pour
f(X) = aXm avec m ≥ 1 et a ∈ OK . 
Deuxième étape de la démonstration.
Soit f(X) = aXm avecm ≥ 1 et a ∈ OK . Soit φ(X) = Xp. Montrons qu’il suffit
de montrer le lemme en remplaçant dans les définitions ϕ par φ. De ϕ(X) ≡ φ(X)
modulo p, il vient :
LF (f(X)) = logF (f(X))− ap/p logF (φ(f(X)) + pg1(X))
+ 1/p logF (φ
2(f(X)) + pg2(X)).
Comme log′F est une série formelle à coefficients dans Zp, par la formule de Taylor,
il vient :
LF (f(X)) ≡ logF (f(X))− ap/p logF (φ(f(X))) + 1/p logF (φ2(f(X)))
≡ (1− ap/pφ+ 1/pφ2) logF (f(X)) [mod pZp [[X]]] .
Ainsi, il suffit en effet de montrer que (1− ap/pφ+ 1/pφ2) logF (f(X)) appartient
à XZp [[X]]. 
Fin de la démonstration.
Il n’est pas difficile de montrer que (1 − ap/pφ + 1/pφ2) logF (Xm) appartient
bien à XZp [[X]] (voir par exemple [BV90]). Cela termine donc la démonstration
du lemme. 
Lemme 3.4.13
L’application LF : (XZp [[X]] , +F ) // (XZp [[X]] , +) est un isomorphisme
de groupes.
Pour tout f(X) ∈, posons EF (f(X)) = expF ((1 − ap/pϕ + 1/pϕ2)−1(f(X))).
Alors EF est l’isomorphisme réciproque de LF .
Démonstration.
Les égalités LF ◦ EF = 1 = EF ◦ LF sont évidentes. Il reste donc à montrer que
ce sont des morphismes.
Comme, par définition, LF (f(X) +F g(X)) = LF (F (f(X), g(X))), le lemme
3.4.11 donne LF (f(X) +F g(X)) = (1 − ap/pϕ + 1/pϕ2)(logF f(X) + logF g(X)).
La conclusion résulte de cette dernière égalité. 
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Pour résumer, le diagramme suivant est commutatif :
(XZp [[X]] ,+F ) _

LF // (XZp [[X]] ,+)EF
oo   // (XQp [[X]] ,+)
(1+aϕ+1/pϕ2)−1
uulll
lll
lll
lll
l
(XQp [[X]] ,+F )
logF // (XQp [[X]] ,+)expF
oo
1+aϕ+1/pϕ2
55lllllllllllll
(3.4.4)
A Un calcul classique des nombres de Tamagawa
Soit L/Qp une extension finie et L0/Qp sa sous-extension non ramifiée maxi-
male. Rappelons tout d’abord la construction de l’exponentielle de Bloch et Kato
expL, VE . Pour tout entier n ≥ 0, la suite exacte E [pn]
pn // E(L)
pn // E(L) // 0
donne lieu, en passant à la cohomologie à la suite exacte suivante :
E(L)
pn // E(L) // H1(L,E [pn]) .
En passant à la limite projective, il vient une injection E(L) 
 expL, VE // H1f (L, TE) .
Ce morphisme s’avère en fait être un isomorphisme (voir [BK90]).
Soit MQp l’idéal maximal de OQp et F (MQp) le groupe formel associé à E.
Comme E est supposée supersingulière, il vient F (MQp) ' E(Qp) et, si TF désigne
le module de Tate de F , alors TF ' TE.
Il en découle le diagramme commutatif suivant :
E(L)
logE

∼ //
xxqqq
qqq
qqq
qq
H1f (L, TE)

F (ML)
logF
&&MM
MMM
MMM
MMM
88qqqqqqqqqqq
L ' tE(L)
expL, VE // H1f (L, VE)
Soit tE(L) et tF (L) les espaces tangents respectifs de E et de F ; ce sont les
espace duaux des espaces des formes différentielles invariantes.
Ainsi comme ωF = log′F (X)dX est par définition une forme différentielle inva-
riante pour F , elle correspond à une certaine forme invariante ωE de E.
Proposition 3.4.14
Nous avons Tam0L, ωE(TE) = 1.
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Cette démonstration se scinde en plusieurs étapes. Commençons par remarquer
que Tam0L, ωE(TE) = det(1 − ϕ|DLcris(VE))−1
(
H1f (L, TE) : expL, VE(OLωE)
)
. Dans
un premier temps, nous calculons l’indice généralisé ; nous nous occupons ensuite
du déterminant.
Première étape de la démonstration — calcul de l’indice généralisé.
Le précédent diagramme commutatif permet de ramener à la question à l’étude
de l’application α : F (ML) → L qui à x associe α(x) avec α(x)ωE = logF (x).
Comme log′F (X) ∈ Zp [[X]], cette application induit l’isomorphisme suivant :
α : F (pML)
∼ // pML .
Il vient alors :(
H1f (L, TE) : expL, VE(OLωE)
)
=
(
H1f (L, TE) : expL, VE(ML.ωE)
)
× (expL, VE(ML.ωE) : expL, VE(OLωE)) .
Or nous avons :(
H1f (L, TE) : expL, VE(ML.ωE)
)
=
(
F (ML) : expL, VE(MLωE)
)
=
(F (ML) : F (pML))(
expL, VE(MLωE) : expL, VE(pMLωE)
)
= 1.
Il en découle
(
H1f (L, TE) : expL, VE(OLωE)
)
= (ML. : OL) = p
−[L0:Qp]. 
Fin de la démonstration.
Comme ap/p appartient à Zp, nous avons det(1− ϕ|DLcris(VE)) = p−[L0:Qp]. La
conclusion de la proposition est alors naturelle. 
A Comparaison avec les résultats de la thèse
Reprenons les notations que nous avons adopté dans le cœur de cette thèse avec
K = Qp et Qp, n = Qp [ζpn ] et comparons avec les résultats connus du paragraphe
précédent avec L = Qp, n. Le réseau Rn de
Dcris(VE)⊕tVE (Qp, n)
Dcris(VE)
est l’image par ΞεVE , n
de pnk(σ ⊗ ϕ)nD (TE) et υn est un générateur de detZp Rn.
L’homomorphisme jn : detQp tVE(Qp, n)⊗ det−1Qp
Dcris(VE)⊕tVE (Qp, n)
Dcris(VE)
∼ // Qp est
obtenu en passant au déterminant la suite exacte suivante :
0 // Dcris(VE)
f // Dcris(VE)⊕ tVE(Qp, n) // Dcris(VE)⊕tVE (Qp, n)Dcris(VE) // 0
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où f(x) =
(
(1− ϕ)x, x [mod Fil0DdR(VE)]).
Nous pouvons comparer le résultat de la précédente proposition avec les égalités
données dans le corollaire 3.1.10. En effet, celui-ci dit que si n ≥ 1, alors :
Tam0Qp, n, ωn(TE) =
]H0(Qp, n, V ∗E(1)/T ∗E(1))(
H1(Qp, n, TE) : H1Iw+f (Qp, n, TE)
) jn (ωn ⊗ υ−1n )
tandis que si n = 0, alors
Tam0Qp, ω0(TE) =
]H0(Qp, V ∗E(1)/T ∗E(1))(
H1(Qp, TE) : H1Iw+f (Qp, TE)
) j0 (ω0 ⊗ υ−10 ) .
Lemme 3.4.15
Pour tout entier n ≥ 0, nous avons ]H0(Qp, n, VE/TE) = 0. Aussi, il vient en
particulier :
]H0(Qp, n, VE/TE)(
H1(Qp, n, TE) : H1Iw+f (Qp, n, TE)
) = 1.
Démonstration.
Comme
(
H1(Qp, n, TE) : H1Iw+f (Qp, n, TE)
) ≤ H0(Qp, n, VE/TE), il suffit de mon-
trer la première assertion du lemme, i.e. que (VE/TE)GQp, n = 0. Il suffit alors de
prouver que que (TE/p)GQp, n = E [p]
GQp, n = 0. Faisons cela.
Comme E est supposée supersingulière, F (MQp) est isomorphe à E(Qp). Cela
autorise à raisonner avec le groupe formel F .
Soit x un point de p-torsion de F (MQp). Il existe (voir par exemple [Sil09,
corollaire IV4.4]) f(x) ∈ x2Zp [[x]] et g(x) ∈ xZp [[x]] tel que
0 = [p] x = px+ pf(x) + g(xp).
Ainsi en divisant par x puis par le théorème de préparation de Weierstrass, il
existe donc u ∈ Z×p et un polynôme P ∈ Zp [X] de degré p2− 2 tel que x est racine
de Xp2−1 + pP (X) + pu = 0. Ce polynôme étant d’Eisenstein, il est irréductible
dans Qp [X]. Il en découle que x engendre une extension non ramifiée de Qp degré
p2 − 1 ; celle-ci ne peut donc pas être contenue dans une extension cyclotomique
de Qp.
Il vient alors x n’est pas fixé par GQp, n et nous concluons que (TE/p)
GQp, n = 0
et par suite (VE/TE)GQp, n = 0. 
Lemme 3.4.16
Pour tout n ≥ 0, nous avons jn (ωE ⊗ υ−1n ) = 1.
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En appliquant les deux derniers lemmes au corollaire 3.1.10 pour les courbes
elliptiques supersingulières, nous retrouvons naturellement le résultat de la propo-
sition 3.4.14 i.e. Tam0Qp, n, ωE(TE) = 1.
La fin de ce paragraphe est dédiée à la démonstration de lemme. Avant cela,
faisons quelques rappels sur les notations que nous utilisons.
Lien entre ΞVE ,n et logF . Le lemme B.3.2 permet de remplacer la définition
proposée dans le chapitre 2, §2.2.2 par celle qui suit : si α ∈ D (VE) et si β ∈ H (VE)
tel que (1− ϕ)(β) = α, alors
ΞεVE , n(α) = p
−n (0; (σ ⊗ ϕ)−n(β)(ζpn − 1)) .
D’oùRn =
{
(0, Z(ζpn − 1)) |Z ∈ R +Qp ⊗ Dcris(VE) et (1− ϕ)Z ∈ D (TE)
}
. Cet-
te nouvelle égalité permet de lier ΞVE(−1),1,n et logF .
Proposition 3.4.17
Nous avons Rn = logF (F (MQp, n)).
Afin de pouvoir montrer cette égalité, nous avons besoin de plusieurs lemmes
préliminaires.
Avant cela, rappelons que si e1 est une base de Fil0M et que e2 = ϕ(e1), alors,
par le lemme 3.4.10, (e1, e2) est une base de M . Alors D (TE) est un Λ module de
rang 2 et de base ((1 + pi)⊗ e1, (1 + pi)⊗ e2).
Soit g(ϕ) = (1− ap/pϕ+ 1/pϕ2)−1 : A+Qp → Qp [[pi]] l’opérateur défini par :
g(ϕ) :
{
1 7→ (1− ap/p+ 1/p)−1
f(pi) 7→ (1− ap/pϕ+ 1/pϕ2)−1f(pi) si f(pi) ∈ piA+Qp
Soit α = (1+pi)⊗e2. Soit Z = b1(pi)e1 +b2(pi)e2 ∈ R +Qp⊗Dcris(VE) une solution
de (1− ϕ)Z = α. Alors :{
b1(pi) + 1/pϕ(b2(pi)) = 0
b2(pi)− ϕ(b1(pi))− app ϕ(b2(pi)) = 1 + pi
i.e.
{
b1(pi) = −1/pϕ(b2(pi))
(1− ap
p
ϕ+ 1
p
ϕ2)b2(pi) = 1 + pi.
Nous avons alors b2(pi) = g(ϕ)(1 + pi). Posons xn = (g(ϕ)(1 + pi))(ζpn − 1).
En remplaçant α = (1 + pi) ⊗ e2 par (1 + pi) ⊗ e1, de la même manière, nous
aboutissons à b2(pi) = g(ϕ)(ϕ(1 + pi)). Soit yn = (g(ϕ)(ϕ(1 + pi)))(ζpn − 1).
Les réciproques étant évidentes et comme D (TE) est un Zp [Gn]-module libre
de base ((1 +pi)⊗ e1, (1 +pi)⊗ e2), il vient que Rn est un Zp [Gn]-module engendré
par (xn, yn).
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Lemme 3.4.18
Nous avons{
xn = ζpn + c1ζpn−1 + · · ·+ cn−1ζp1 + (1− ap/p+ 1/p)−1
yn = ζpn−1 + c1ζpn−2 + · · ·+ cn−2ζp1 + (1− ap/p+ 1/p)−1
avec cl =
∑
2i+j=l(−1)i
(
i
j
)
(−ap/p)i−j(1/p)i est de valuation − ≥ bl/2c. Si l est
pair alors cette majoration est une égalité.
Démonstration.
Comme g(ϕ)1 = (1− ap/pϕ+ 1/pϕ2)−1, les termes derniers termes de xn et yn
sont évidents.
Nous tirons d’autre part de g(ϕ) = (1 − ap/pϕ + 1/pϕ2)−1 sur piA+Qp l’égalité
suivante :
g(ϕ) = 1 +
n−1∑
l=1
clϕ
l [mod ϕn] avec cl =
∑
2i+j=l
(−1)i
(
i
j
)
(−ap/p)i−j(1/p)i.
En remarquant que
(
ϕl(pi)
)
(ζpn − 1) = ζpn−i − 1, nous obtenons les égalités sur xn
et yn.
Enfin, pour obtenir la valuation de cl, il suffit de savoir que ap/p est dans Zp.

Lemme 3.4.19
Nous avons la décomposition :
A+Qp = (A
+
Qp)
ψ=0 ⊕ ϕ((A+Qp)ψ=0) + pg(ϕ)A+Qp .
Démonstration.
Soit y = ϕ2(x0) ∈ ϕ2(A+Qp). Comme ap ∈ pZp, il vient pg(ϕ)(a1)−y ≡ 0 modulo
pA+Qp .
Comme A+Qp se décompose sous la forme A
+
Qp = (A
+
Qp)
ψ=0 ⊕ ϕ((A+Qp)ψ=0) ⊕
ϕ2(A+Qp), il existe donc a1, b1 et y1 respectivement dans (A
+
Qp)
ψ=0, dans ϕ((A+Qp)
ψ=0)
et dans ϕ2(A+Qp) avec y = pg(ϕ)(x0) + pa1 + pa2 + py1.
Et ainsi de suite, en refaisant la même opération, nous obtenons :
y = pg(ϕ)(x0) +
∑
i≥0
piai + p
ibi + p
ipg(ϕ)(y0)
avec, pour tout i entier, ai, bi et xi respectivement dans (A+Qp)
ψ=0, dans ϕ((A+Qp)
ψ=0)
et dans A+Qp . 
– 124 –
3.4 Plusieurs calcul de jn (ωn ⊗ υ−1n )
Lemme 3.4.20
Soit %n : A+Qp // Qp, n qui à f(pi) associe (g(ϕ)(f(pi))) (ζpn − 1). Nous avons
alors Rn = Im %n.
Première étapde de la démonstration : reformulation du lemme.
La résolution des équations (1− ϕ)X = α avec α = (1 + pi)⊗ ei avec i = 1, 2
que nous avons faite plus haut permet d’obtenir :
Rn = %n
(
(A+Qp)
ψ=0 ⊕ ϕ((A+Qp)ψ=0)
)
.
La décomposition du lemme précédent donne Im %n = Rn + %n(pg(ϕ)A+Qp) et
par suite Rn = Rn + pOQp, n . Pour démontrer le lemme, il suffit donc de montrer
que pOQp, n ⊂ Rn. 
Fin de la démonstration du lemme 3.4.20.
Montrons que pOQp, n est inclus dans le Zp [Gn]-module Rn. Pour cela, le lemme
3.4.18 joue un rôle prépondérant.
Pour tout i, choisissons γi un générateur de Γi vérifiant χ(γi) = 1 + pi. Le
lemme 3.4.18 et un rapide calcul donnent alors :
(γin−1 − 1)xn = ζpn(ζ ip − 1).
Nous tirons de cela
∑p−1
i=1 (γ
i
n−1 − 1)xn = −pζpn . Nous avons ainsi pζpn ∈ Rn.
Comme Rn est un Zp [Gn]-module, il vient que pζapn appartient à Rn pour tout a
premier à p.
En reproduisant le même raisonnement avec yn à la place de xn, nous trouvons
que pζapn−1 appartient à Rn pour tout a premier à p.
En procédant de la même manière, nous obtenons :
p−1∑
i=1
(γin−3 − 1)xn = −pζpn − pc1ζpn−1 + pc2ζpn−2 .
Comme, par le lemme 3.4.18, nous avons que c1 ∈ Zp et que c2 ∈ pZ×p , il vient
pc2ζpn−2 appartient à Rn. Et encore une fois, en remplaçant xn à la place de yn,
nous obtenons pc2ζpn−3 .
De proche en proche, nous montrons que pc2iζpn−2i et pciζpn−2i−1 sont dans Rn.
Le résultat escompté vient alors du fait que c2l est de valuation −l ; en effet, nous
venons de montrer que pζapm est dans Rn pour tout 1 ≤ m ≤ n et pour tout a
premier à p. 
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Démonstration de la proposition 3.4.17.
Il s’agit de montrer que Rn = logF (F (MQp, n)). Comme, d’après le lemme
précédent 3.4.20, Rn = Im %n, le lemme revient à dire que Im %n = logF (F (MQp, n)).
Montrons cela.
Par définition, %n(Zp) = pZp. D’autre part, pZp ⊂ logF (F (MQp, n)) — en effet,
logF induit un isomorphisme entre F (pMQp) et pZp. Ainsi, il suffit de montrer que
%n(piA+Qp) = logF (F (MQp, n)) ; cela se lit sur le diagramme commutatif du lemme
qui suit. 
Lemme 3.4.21
Le diagramme suivant étant commutatif
(XZp [[X]] ,+)
EF
∼ //
%n

(XZp [[X]] ,+F )

Qp, n F (MQp, n)? _logF
oo
pi_

ζpn − 1
Démonstration.
Seule l’injectivité de la flèche du bas nécessite d’être prouvée. Comme d’une
part H0(Qp, n, VE/TE) = H0(Qp, n, V ?E/T ?E) est la partie de torsion de H1f (Qp, n, TE)
et comme d’autre part ]H0(Qp, n, VE/TE) = 0 (cf. lemme 3.4.15). , il vient que
H1f (Qp, n, TE) est un Zp-module libre.
Or logF est un isomorphisme de Qp, n ⊗O Qp, n F (MQp, n) dans Qp, n ; nous obte-
nons donc l’injectivité de la flèche du bas. 
Démonstration du lemme 3.4.16.
Rappelons que υn est un générateur de detZp Rn et que l’homomorphisme
jn : detQp tVE(Qp, n)⊗ det−1Qp
Dcris(VE)⊕tVE (Qp, n)
Dcris(VE)
∼ // Qp est obtenu en passant au
déterminant la suite exacte suivante :
0 // Dcris(VE)
f // Dcris(VE)⊕ tVE(Qp, n) // Dcris(VE)⊕tVE (Qp, n)Dcris(VE) // 0
x 
f //
(
(1− ϕ)x, x [mod Fil0DdR(VE)])
Il s’agit de montrer que jn (ωE ⊗ υ−1n ) = 1.
Soit OQp, n un réseau de tVE(Qp, n) tel que detZp OQp, n = ZpωE et $ un généra-
teur de detZp OQp, n ⊂ detQp Dcris(VE)⊕tVE (Qp, n)Dcris(VE) . Il est clair que
jn
(
ωE ⊗ υ−1n
)
= jn
(
ωE ⊗$−1
) (
OQp, n : Rn
)
.
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Ainsi le lemme vient de
jn
(
ωE ⊗$−1
)
= det(1− ϕ|Dcris(VE)) = p−1
et du lemme qui suit. 
Lemme 3.4.22
Nous avons
(
OQp, n : Rn
)
= p.
Démonstration.
Par le lemme 3.4.17, nous avons
(
OQp, n : Rn
)
=
(
OQp, n : logF (F (MQp, n))
)
.
Comme logF induit un isomorphisme de F (pMQp, n) dans pMQp, n , d’où il vient
ainsi :(
OQp, n : Rn
)
=
(
OQp, n : MQp, n
) (
MQp, n : pMQp, n
)
× (logF (F (pMQp, n)) : logF (F (MQp, n))) .
Or
(
OQp, n : MQp, n
)
= p. Et finalement, comme logF est injectif sur MQp, n (voir
lemme 3.4.4), il vient :(
logF (pMQp, n) : logF (F (MQp, n))
)
=
(
pMQp, n : MQp, n
)
.
Cela donne
(
OQp, n : Rn
)
= p et finit de démontrer le lemme. 
3.4.3 Le cas de certaines formes modulaires
De la même manière que pour les courbes elliptiques, nous pouvons calculer
jn (ωn ⊗ υ−1n ) pour les représentations p-adiques provenant de certaines formes mo-
dulaires supersingulières. Nous pourrons alors préciser l’encadrement des nombres
de Tamagawa donné dans les théorèmes 3.1.8 et 3.1.9.
Introduisons des notations qui serviront tout au long de cette section. Soit f une
nouvelle forme modulaire pour le groupe Γ0(N) de poids k. Soit ε : (Z/NZ)× // C×
le caractère de Dirichlet associé à f .
A Autour des représentations provenant de formes modulaires
Pour plus de précisions, renvoyons d’ores et déjà à [Del]. Soit p un premier
impair ne divisant pas N . La représentation p-adique Vf associée à f est cristalline
de dimension 2 ; ses sauts de filtration sont k− 1 et 0. Nous savons également que
det(1− ϕX|Dcris(Vf )) = 1− apX + ε(p)pk−1X2 avec ap ∈ Zp.
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Tout au long de ce paragraphe, nous supposons que f a une bonne réduction
supersingulière, i.e. que νp(ap) > 0.
Pour tout 1 ≤ m ≤ k − 1, l’espace tangent tVf (m)(Qp, n) est de dimension 1
et l’exponentielle de Bloch et Kato est alors un isomorphisme expQp, n, Vf (m) entre
tVf (m)(Qp, n) et H1f (Qp, n, Vf (m)).
Nous avons en outre ϕ2 − app−mϕ+ ε(p)pk−1−2m = 0 sur Dcris(Vf (m)).
Lemme 3.4.23
Supposons k < p et 1 ≤ m ≤ k − 1. Il existe alors une base (e1, e2) de
Dcris(Tf (m)) telle que e2 = p1−k+mϕ(e1) et e1 ∈ Filk−1−mDcris(Vf (m)).
Idée de démonstration.
Comme le réseau Dcris(Tf ) est fortement divisible, en procédant comme dans
le lemme 3.4.10, il est facile de trouver une base (e, p1−kϕ(e)) de Dcris(Tf ) avec
e ∈ Filk−1Dcris(Vf ).
Pour trouver la base (e1, e2) de Dcris(Tf (m)) proposée dans le lemme, il suffit
alors de tordre par la puissance m du caractère cyclotomique. En effet, nous avons
Dcris(Tf (m)) = Dcris(Tf )⊗ e−m. 
Jusqu’à la fin de ce paragraphe, nous fixons une base (e1, e2) de Dcris(Tf (m))
comme dans le lemme.
A Autour de ΞVf (m),n et de Rn
Jusqu’à la fin du paragraphe sur les formes modulaires, nous supposons que
k < p et que 1 ≤ m ≤ k − 1. Nous ne travaillerons qu’avec la base (e1, e2) du
lemme 3.4.23. Enfin, pour alléger les notations, posons W = Vf (m).
Grâce au lemme B.3.2, l’homomorphisme ΞW,n peut être défini comme suit. Si
α ∈ D (W ) et si β ∈ H (W ) tel que (1− ϕ)(β) = α, alors
ΞεW, n(α) = p
−n (0; (σ ⊗ ϕ)−n(β)(ζpn − 1)) .
D’oùRn =
{
(0, Z(ζpn − 1)) |Z ∈ R +Qp ⊗ Dcris(W ) et (1− ϕ)Z ∈ D (Tf (m))
}
. Ainsi,
comme dans le cas des courbes elliptiques, Rn peut-être exprimé en termes de so-
lutions d’équations.
Faisons (rapidement) à nouveau le travail effectué pour les courbes elliptiques.
Soit α = (1+pi)⊗e1. Soit Y = b1(pi)e1 +b2(pi)e2 dans R +Qp⊗Dcris(W ) une solution
de (1− ϕ)Y = α ; alors :{
b1(pi) = −ε(p)p−mϕ(b2(pi)) + 1 + pi
(1− ap/pmϕ+ ε(p)pk−1−2mϕ2)(p1−k+mb2(pi)) = ϕ(1 + pi).
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De la même manière, si α2 = (1+pi)⊗e2 et si un élément Z = β1(pi)e1 +β2(pi)e2
de R +Qp ⊗ Dcris(W ) est solution de (1− ϕ)Z = α, alors :{
β1(pi) = −1/pϕ(β2(pi))
(1− ap/pmϕ+ ε(p)pk−1−2mϕ2)(p1−k+mβ2(pi)) = 1 + pi.
A Un calcul en lien avec les courbes elliptiques
Lorsque k = 2m est pair, ε(p) = 1 et lorsque ν(ap) ≥ k/2, on peut lier le calcul
de jn (ωn ⊗ υ−1n ) au travail fait dans le paragraphe 3.4.2. Cela permet d’obtenir le
lemme suivant.
Lemme 3.4.24
Soit n ≥ 0 et ωn un générateur de detZp OQp, n ⊗M . Nous avons :
jn
(
ωn ⊗ υ−1n
)
= p(k/2−1)[Qp, n:Qp].
Première étape de la démonstration — lien avec les résultats du paragraphe
3.4.2.
Soit b2(pi) et β2(pi) les deux solutions trouvées dans le paragraphe 3.4.3. Soit
xn = b2(ζpn − 1) et yn = β2(ζpn − 1). Le travail fait dans ce paragraphe amène à
l’égalité Rn = Zp [Gn]xn ⊕ Zp [Gn] yn.
D’un autre côté, remarquons que p1−k/2xn et p1−k/2yn sont les mêmes deux
éléments que ceux que nous avions obtenus dans le paragraphe 3.4.2. Aussi, d’après
le lemme 3.4.22, nous avons
(
OQp, n : p
1−k/2Rn
)
= p.
Les deux dernières égalités donnent
(
OQp, n : Rn
)
= p(k/2−1)[Qp, n:Qp]+1. 
Fin de la démonstration.
Rappelons que jn : detQp tW (Qp, n)⊗ det−1Qp Dcris(W )⊕tW (Qp, n)Dcris(W )
∼ // Qp est l’iso-
morphisme obtenu en passant au déterminant la suite exacte suivante :
0 // Dcris(W )
(1−ϕ,mod Fil0 DdR(W )) // Dcris(VE)⊕ tW (Qp, n)
// Dcris(W )⊕tW (Qp, n)
Dcris(W )
// 0 .
Soit OQp, n un réseau de tW (Qp, n) tel que detZp OQp, n = ZpωE et$ un générateur
de detZp OQp, n ⊂ detQp Dcris(W )⊕tW (Qp, n)Dcris(W ) . Il est clair que
jn
(
ωn ⊗ υ−1n
)
= jn
(
ωn ⊗$−1
) (
OQp, n : Rn
)
= det(1− ϕ|Dcris(VE)) p(k/2−1)[Qp, n:Qp]+1.
La conclusion vient de det(1− ϕ|Dcris(VE)) ∼p p−1. 
Nous pouvons à présent préciser l’encadrement des théorèmes 3.1.8 et 3.1.9.
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Proposition 3.4.25
Supposons que k = 2m ≤ p est pair, que ε(p) = 1 et que ν(ap) ≥ k/2. Soit ωn
un générateur de detZp OQp, n ⊗M . Alors pour tout entier n ≥ 1, nous avons :
Tam0Qp, n, ωn(Tf (k/2)) ≤
]H0(Qp, n, V ∗f (1− k/2)/T ∗f (1− k/2))(
H1(Qp, n, Tf (k/2)) : H1Iw+f (Qp, n, Tf (k/2))
) pn[Qp, n:Qp](k−2)
× |Γ?n(Vf (k/2))|p
∣∣∣∣ 1(k/2)!
∣∣∣∣
p
p(k/2−1)[Qp, n:Qp].
D’autre part, pour n = 0, nous avons
Tam0K,ω0(Tf (k/2)) ≤
]H0(K,V ∗f (1− k/2)/T ∗f (1− k/2))(
H1(K,Tf (k/2)) : H1Iw+f (K,Tf (k/2))
) p[K:Qp](k−2)
× |Γ?0(Vf (k/2))|p
∣∣∣∣ 1(k/2)!
∣∣∣∣
p
p(k/2−1).
Proposition 3.4.26
Sous les mêmes hypothèses, n ≥ 1, nous avons :
Tam0Qp, n, ωn(Tf (k/2)) ≥
]H0(Qp, n, V ∗f (1− k/2)/T ∗f (1− k/2))(
H1(Qp, n, Tf (k/2)) : H1Iw+f (Qp, n, Tf (k/2))
)
× |(k/2− 1)|[Qp, n:Qp]p p(k/2−1)[Qp, n:Qp].
D’autre part, pour n = 0, nous avons
Tam0K,ω0(Tf (k/2)) ≥
]H0(K,V ∗f (1− k/2)/T ∗f (1− k/2))(
H1(K,Tf (k/2)) : H1Iw+f (K,Tf (k/2))
)
× |(k/2− 1)|[K:Qp]p p(k/2−1).
Démonstration.
Comme nous avons α = k− 2, α− t+H(V )− (k− 1) dimQp Fil0DdR(V ) = 0 etc,
il suffit d’appliquer le lemme 3.4.24 pour prouver ces deux propositions. 
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Structure de ((ϕn)?N(T ))ψ=1
Le corps K est toujours supposé absolument non ramifié. Soit V une repré-
sentation cristalline et positive de GK n’ayant pas de sous-quotient isomorphe à
Qp(m) avec m ∈ Z. Soit T un réseau de V stable par GK .
A.1 Énoncé
Beaucoup des démonstrations de ce paragraphe sont semblables à celles de
[LLZ10].
Proposition A.1.1
Le Λ-module ((ϕn)?N(T ))ψ=0 est libre de rang [K : Qp] rgZp T .
Corollaire A.1.2
Le Λ-module ((ϕn)?N(T ))ψ=1 est libre de rang [K : Qp] rgZp T .
Démonstration du corollaire.
Soit ψn l’application ψ agissant sur A+Kn . Le corollaire résulte directement de la
proposition précédente puisque ϕ−1 induit la bijection suivante (voir par exemple
dans la démonstration du lemme 3.6 de [BB08]) :
ϕ− 1 :
(
A+Kn ⊗A+K N(T )
)ψn=1 ∼ // (A+Kn ⊗A+K N(T ))ψn=0 . 
Pour n = 1, la démonstration de la proposition A.1.1 a été donnée par A. Lei,
D. Loeﬄer et S.L. Zerbes dans [LLZ10, théorème 3.5]. La preuve pour n quelconque
n’en est qu’une adaptation.
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A.2 Préliminaires
Nous avons avant tout besoin de plusieurs résultats préliminaires ; les deux
lemmes qui suivent sont les lemmes 3.6 et 3.7 de [LLZ10].
Pour alléger les notations notons ηl =
∏l−1
j=0(1−χ(γ1)−jγ1) où, rappelons-le, γ1
est un générateur de Γ1. Rappelons également que γ est un générateur topologique
de ΓK .
Lemme A.2.1
Soit a ∈ Zp. Pour tout x ∈ N(T ), tout f(pi) ∈ A+Qp et tout g ∈ ΓK, nous avons
(1− ag)(f(pi)x) = ((1− ag)f(pi))x+ ag(f(pi))((1− g)x).
Lemme A.2.2
L’homomorphisme Λ→ (A+Qp)ψ=0 qui à α associe α.(1+pi) est un isomorphisme
et envoie ηlΛ sur ϕ(pi)l(A+Qp)
ψ=0 pour tout l.
Soit (n′1, . . . , n′d) est une base de N(T ) sur A
+
Qp (donc d = [K : Qp] rgZp T ).
Les propriétés du module de Wach (voir le second point de la proposition 1.4.1)
donnent (1−γ)n′i = pimi avecmi ∈ N(T ). Posons ni = n′i−pim1/(1−χ(γ)) ∈ N(T ).
Le lemme 3.9 de [LLZ10] implique que (n1, . . . , nd) est une base de N(T ) sur
A+Qp et que (1− γ)ni ∈ pi2N(T ).
Soit N le Λ-module engendré par (1 + pi)⊗ ϕn(n1), ..., (1 + pi)⊗ ϕn(nd).
Lemme A.2.3
Soit l ≥ 0. Soit x ∈ (ϕ(pil)(ϕn)?N(T ))ψ=0. Il existe a ∈ ηlN et z ∈ ((ϕn)?N(T ))ψ=0
tels que
x = a+ ϕ(pil+1)z.
Si n = 1, c’est le lemme 3.11 de [LLZ10]. Montrons ce lemme pour n quel-
conque ; soit n ≥ 2. Procédons par récurrence sur l.
Démonstration pour l = 0.
Soit x ∈ ((ϕn)?N(T ))ψ=0. La décomposition (ϕn)?N(T ))ψ=0 = ⊕i(A+Qp)ψ=0ϕn(ni)
permet d’écrire x =
∑
i xiϕ
n(ni) avec xi ∈ (A+Qp)ψ=0.
Par le lemme A.2.2, il existe fi(γ − 1) ∈ Λ tels que xi = fi(γ − 1)(1 + pi) pour
tout i. Et comme (1− γ)ni ∈ pi2N(T ) pour tout i, il vient∑
i xiϕ
n(ni)−
∑
i fi(γ − 1). ((1 + pi)ϕn(ni)) ∈ ϕ(pi2)((ϕn)?N(T ))ψ=0.
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Cela prouve le lemme pour l = 0 (et même un résultat légèrement plus fort). 
Démonstration de l’hérédité.
Soit l ≥ 1 ; supposons le résultat du lemme vrai pour l− 1. Soit x appartenant
à ϕ(pil)((ϕn)?N(T ))ψ=0 ; nous pouvons alors écrire x =
∑
i xiϕ
n(ni) avec xi ∈
ϕ(pil)(A+Qp)
ψ=0.
Une fois encore, le lemme A.2.2 entraîne l’existence de fi(γ−1) ∈ ηlΛ tels que
xi = fi(γ − 1)(1 + pi). Par définition, pour tout i, il existe gi(γ − 1) ∈ Λ divisible
par ηl−1 tel que
fi(γ − 1) = (1− χ(γ1)1−lγ1)gi(γ1 − 1).
Soit yi = gi(γ − 1)(1 + pi). Par le lemme A.2.1, il vient alors :
x =
∑
(1− χ(γ1)1−lγ1)(yi)ϕn(ni)
= (1− χ(γ1)1−lγ1)
(∑
i
yiϕ
n(ni)
)
− χ(γ1)1−l
∑
i
γ1(yi)(1− γ1)(ϕn(ni)).
Or ϕ(pi)l−1 divise yi — en effet, ηl−1 divise gi(γ − 1) — et (1 − γ1)ϕn(ni) ∈
pi2N(T ) donc
z′0 = χ(γ1)
1−l∑
i
γ1(yi)((1− γ1)(ϕn(ni))) ∈ ϕ(pi)l+1((ϕn)?N(T ))ψ=0
De plus
∑
i yiϕ
n(ni) peut, d’après l’hypothèse de récurrence, s’écrire sous la
forme ∑
yiϕ
n(ni) = a+ ϕ(pi
l)z avec a ∈ ηl−1N et z ∈ ((ϕn)?N(T ))ψ=0.
Posons
a0 = (1− χ(γ1)1−lγ1)a
ϕ(pil+1)z0 = z
′
0 + (1− χ(γ1)−lγ1)(ϕ(pil)z) ∈ ϕ(pi)l+1((ϕn)?N(T ))ψ=0
px1 = (χ(γ1)
1−l − χ(γ1)−l)γ1(ϕ(pil)z)
(la seconde ligne provient une nouvelle fois du fait que Γ1 agit trivialement sur
N(T )/piN(T )).
En mettant bout à bout les derniers points, voilà la situation dans laquelle
nous sommes. Nous avons alors x = a0 + ϕ(pil+1)z0 + px1 avec :
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1) a0 ∈ ηlN ,
2) z0 ∈ ((ϕn)?N(T ))ψ=0,
3) x1 ∈ ϕ(pi)l((ϕn)?N(T ))ψ=0.
En itérant, nous obtenons des suites (aj)j ⊂ ηlN , (zj)j ⊂ ((ϕn)?N(T ))ψ=0
telles que xi = ai + ϕ(pil+1)zi + pxi+1. Pour obtenir le lemme, il suffit dès lors de
poser
a =
∑
j
pjai et z =
∑
j
pjzi. 
A.3 Démonstration de la proposition A.1.1
Nous pouvons à présent prouver le résultat principal de cet appendice c’est-
à-dire montrer que le module ((ϕn)?N(T ))ψ=0 est libre et de rang [K : Qp] rgZp T
sur Λ.
Démonstration.
Soit (n1, . . . , nd) est la base de N(T ) sur A+Qp introduite plus haut ; nous avons
alors d = [K : Qp] rgZp T . Soit N le Λ-module engendré par les (1 + pi)⊗ ϕn(ni).
Il suffit de montrer que ((1 + pi)⊗ϕn(n1), ..., (1 + pi)⊗ϕn(nd)) est une Λ-base
de ((ϕn)?N(T ))ψ=0. Pour cela, nous allons prouver que le morphisme δ de Λd dans
((ϕn)?N(T ))ψ=0 défini par
(gi(γ − 1))i 7→
∑
i
gi(γ − 1)((1 + pi)⊗ ϕn(ni))
est en fait un isomorphisme.
Soit l un entier. L’application (Λd/clΛ)d → ((ϕn)?N(T ))ψ=0/ϕ(pil)((ϕn)?N(T ))ψ=0
est donc surjective (voir lemme A.2.2). Ces deux derniers Zp-modules étant de plus
libres de même rang, nous en tirons la bijectivité de cet homomorphisme. Nous
déduisons de cela que le noyau de δ est égal à
⋂
l≥0 clΛ
d, i.e. est nul.
Si d’autre part, x ∈ ((ϕn)?N(T ))ψ=0, le lemme A.2.3 permet d’écrire
x = a0 + a1 + · · ·+ al + ϕ(pil+1)zl
avec ai ∈ ηiN et zl ∈ ((ϕn)?N(T ))ψ=0. En faisant tendre l vers l’infini, nous
trouvons que x ∈ N . Ainsi la proposition est démontrée. 
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Complément sur la construction de
l’exponentielle en termes de (ϕ,
Γ)-modules
B.1 Démonstration du lemme 2.2.1
Dans ce paragraphe nous démontrons le lemme que nous avons admis dans le
paragraphe 2.2.2. Rappelons-en l’énoncé et renvoyons à ce paragraphe pour les
diverses définitions.
Lemme B.1.1
Soit ψn l’application ψ agissant sur A+Kn. Il existe un unique F T, k, n(α) dans
(ϕ−n(D(T (k))))ψn=1 tel que
(ϕ− 1)F T, k, n(α) = (γn − 1)E T, k, n(α).
Démonstration.
Remarquons dans un premier temps que l’élément (γn−1)E T, k, n(α) appartient
à (A+Kn ⊗A+K N(T )(k))
ψn=0 où ψn est l’application ψ agissant sur A+Kn . En effet, la
proposition 3.1.3 de [Ben00] dit que
(γn − 1)E T, k, n(α) ≡ (γn − 1)
(
Ek, n(f(pi))⊗m⊗ ε⊗k
)
≡ 1− χ(γn)
kp
f(pin)⊗m⊗ ε⊗k
≡ 1− χ(γn)
kp
∑
i
ai(0)f(pin)⊗ ni ⊗ ε⊗k [mod pinN(T )(k)] .
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Il suit que (γn − 1)E T,k,n(α) appartient à A+Kn ⊗A+K N(T )(k). Comme de plus
∂−jn (1 + pin) est tué par ψn et comme ψn(pilx) = pilnψn(x) pour tout x de A+Kn , il
vient que E T, k, n(α) est tué par ψn. Nous en déduisons que
(γn − 1)E T, k, n(α) ∈
(
A+Kn ⊗A+K N(T )(k)
)ψn=0
.
Comme nous l’avons déjà vu dans la démonstration du corollaire A.1.2, ϕ− 1
induit la bijection
ϕ− 1 :
(
A+Kn ⊗A+K N(T )(k)
)ψn=1 ∼ // (A+Kn ⊗A+K N(T )(k))ψn=0 .
Cela nous assure de l’existence et l’unicité d’une solution F T, k, n(α) dans un
premier temps dans (A+Kn⊗A+KN(T )(k))
ψn=1 et donc dans (ϕ−n(D(T (k)))ψn=1 dans
un second temps puisque ϕ− 1 est injectif sur ϕ−n(D(T (k))) car V HK = 0. 
B.2 Démonstration du lien entre ΩεT, k, n et l’expo-
nentielle de Bloch et Kato
Comme nous l’avons vu dans le paragraphe 2.2.2, le lemme précédent permet
alors de construire l’homomorphisme ΩεT, k, n.
D. Benois a montré dans [Ben00, théorème 4.3] la commutativité du diagramme
suivant :
D (V )∆=0
ΩεT, k, n //
ΞεV, k, n

H1(K,V (k))
tV (Kn)
(−1)k(k−1)!
× expKn, V (k)
// H1(K, V (k))
.
Dans ce paragraphe, nous montrons à nouveau ce lien avec l’hypothèse supplémen-
taire V HK = 0 ; dans ce cas, nous avons D (V )∆=0 = D (V ).
Proposition B.2.1
Soit V une représentation positive vérifiant V HK = 0. Pour tout k ≥ 1, n ≥ 1
et pour tout α ∈ D (T ), nous avons :
ΩεT, k, n(α) = (−1)k(k − 1)! expKn, V (k)
(
ΞεV, k, n(α)
)
.
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Résultas préliminaires. Pour tout élément f(pi) de R +K , l’élément Sk, n(f(pi))
de Fil0 Bcris est défini par la formule
Sk, n(f(pi)) =
k∑
j=1
(−1)k−jpn(j−k) 1
(k − j)!t
k−j∂k−jn (f(pin)).
Renvoyons à [Ben00] pour quelques propriétés de cette application Sk, n. Nous
avons par exemple
Sk, n(f(pi)) ≡ f(ζpn − 1)
[
mod Filk BdR
]
.(B.2.1)
Notons aussi Sk, n l’application obtenue en tensorisant par Dcris(V ) :
Sk, n : R
+
K ⊗K Dcris(V (k))→ B+cris ⊗K Dcris(V (k)).
Vient alors le lemme suivant (cf [PR94, proposition 2.3.6] ou [Ben00, lemme 4.1.5]).
Lemme B.2.2
Soit α ∈ R +K ⊗K Dcris(V (k)). Il existe a ∈ Fil0(Bcris ⊗K Dcris(V (k))) tel que :
(1− ϕ)(a) = Sk, n((1− ϕ)α) = (1− ϕ)Sk, n(α).
Soit b = (γn − 1) (Sk, n(α)) et k(g) tel que γk(g)n = g|K∞. Alors la classe de
expKn, V (k)(α(ζpn − 1)) dans H1(Kn, V (k)) est représentée par le cocycle :
g 7→ (g − 1)(−a) + (g − 1)Sk, n(α) = (g − 1)(−a) + (1 + γn + · · ·+ γk(g)−1n )b.
Idée de démonstration.
L’existence d’un tel a résulte immédiatement de la suite exacte fondamentale
(2.1.1) tensorisée par V (k). Prouvons le second point.
Nous avons la congruence
α(ζpn − 1) ≡ Sk, n(α)− a
[
mod B+dR ⊗Qp V (k)
]
et l’égalité (1− ϕ)(Sk, n(α)− a) = 0.
Ainsi Sk, n(α)−a ∈ Bcris⊗KDcris(V (k)) ' Bcris⊗QpV et son image par la dernière
flèche de la suite exacte fondamentale est (0; α(ζpn−1)
[
mod B+dR ⊗Qp V (k)
]
). Cela
permet de voir que le cocycle
g 7→ (g − 1)(−a) + (g − 1)Sk, n(α)
est un représentant de la classe de expKn, V (k)(α(ζpn − 1)). 
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Lemme B.2.3
(i) Soit α ∈ (Bcris ⊗Qp V (k))HK et β ∈ (B+cris ⊗Qp V (k))HK tels que
(γn − 1)α = (ϕ− 1)β.
Il existe u ∈ Fil0(Bcris ⊗Qp V (k)) tel que (1 − ϕ)(u) = α et l’application
suivante est un cocycle continu :
µα, β :
{
GKn → V (k)
g 7→ (g − 1)u+ (1 + γn + · · ·+ γk(g)−1n )β.
(ii) Si α′ et β′ vérifient les mêmes propriétés que α et β avec en outre
α′ ≡ α [mod pinB+cris ⊗Qp V (k)] ,
alors les cocycles µα, β et µα′, β′ sont homologues.
Précision sur la démonstration.
Renvoyons pour cette preuve au lemme 4.4.5.1 de [Ben00]. Notons cependant
que, dans notre cas, dans (ii), l’hypothèse β′ ≡ β [mod pinB+cris ⊗Qp V (k)] du
lemme de D.Benois peut être supprimée.
En effet si α′ − α ∈ pin
(
B+cris ⊗Qp V (k)
)HK , alors
(ϕ− 1)(β′ − β) = (γn − 1)(α′ − α) ∈ pin
(
B+cris ⊗Qp V (k)
)HK .
Or la suite exacte fondamentale dit que 1− ϕ est inversible sur pinB+cris ce qui
permet de retrouver la congruence
β′ ≡ β [mod pinB+cris ⊗Qp V (k)] . 
Preuve de la proposition B.2.1. Il est plus commode de montrer l’égalité
suivante pour tout β ∈ D (V (k)) :
ΩεT, k, n((∂
k ⊗ ek)β) = (−1)k(k − 1)! expKn, V (k)
(
ΞεV, k, n((∂
k ⊗ ek)β)
)
.(B.2.2)
Dans un premier temps, nous travaillons avec ΞεV, k, n((∂k⊗ek)β) afin de trouver
une écriture plus adéquat pour montrer l’égalité B.2.2. Cela permet ensuite de
trouver un représentant du cocycle exp
(
ΞεV, k, n((∂
k ⊗ ek)β)
)
. Nous pourrons alors
montrer la proposition B.2.1.
Première étape : ré-écriture de ΞεV, k, n((∂k ⊗ ek)β).
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Soit donc β = f(pi) ⊗ m ∈ D (V (k)) (i.e. (∂k ⊗ ek)β ∈ D (V )). De l’égalité
∂ ◦ ϕ = pϕ ◦ ∂, nous tirons
ΞεV, k, n((∂
k ⊗ ek)β) = ΞεV (k), n((∂−k ⊗ e−k)(σ ⊗ ϕ)n(∂k ⊗ ek)β)
= pnkΞεV (k), n((σ ⊗ ϕ)nβ).
Il suit
ΞεV, k, n((∂
k ⊗ ek)β) = pn(k−1)
(
−(σ ⊗ ϕ)n(β)(0);
n∑
l=1
(σ ⊗ ϕ)n−l(β)(ζpl − 1)
)
= pn(k−1)
(
−ϕn(β(0));
n−1∑
l=0
ϕl(β)(ζpn − 1)
)
.
Seconde étape : mise en avant d’un représentant de expKn, V (k)
(
ΞεV, k, n((∂
k ⊗ ek)β)
)
.
Pour alléger les notations, posons :a1 = pn(k−1)
n−1∑
l=0
ϕl(β)(ζpn − 1) ∈ tV (k)(Kn) et
a2 = −pn(k−1)ϕn(β(0)) ∈ Dcris(V (k)).
En vertu du lemme B.2.2, la classe de exp(a1) dans H1(Kn, V (k)) est repré-
sentée par le cocycle :
g 7→ (g − 1)(−a) + (1 + γn + · · ·+ γk(g)−1n )(b)(B.2.3)
où a désigne une solution dans Fil0(Bcris ⊗K Dcris(V (k))) de l’équation
(1− ϕ)a = Sk, n
(
(1− ϕ)pn(k−1)
n−1∑
l=0
ϕl(β)
)
et où b = (γn − 1)Sk, n
(
pn(k−1)
n−1∑
l=0
ϕl(β)
)
.
Soit c une solution dans Fil0(Bcris ⊗K Dcris(V (k))) de l’équation suivante :
(1− ϕ)c = a2.
Comme la dernière flèche de la suite exacte fondamentale envoie par construc-
tion c sur (a2; 0), la classe de exp(a2) dans H1(Kn, V (k)) est représentée par le
cocycle :
g 7→ (g − 1)c.(B.2.4)
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Ainsi en mettant bout à bout les égalités B.2.3 et B.2.4, nous trouvons un
représentant de exp
(
ΞεV, k, n((∂
k ⊗ ek)β)
)
. 
Troisième étape : fin de la démonstration.
Faisons avant tout le point sur ce que nous avons obtenu.
• a est une solution dans Fil0(Bcris ⊗K Dcris(V (k))) de l’équation
(1− ϕ)a = Sk, n
(
(1− ϕ)pn(k−1)
n−1∑
l=0
ϕl(β)
)
.
• b = (γn − 1)Sk, n
(
pn(k−1)
n−1∑
l=0
ϕl(β)
)
.
• c une solution dans Fil0(Bcris ⊗K Dcris(V (k)))
(1− ϕ)c = −pn(k−1)ϕn(β(0)) ∈ Dcris(V (k)).
• L’élément exp (ΞεV, k, n((∂k ⊗ ek)β)) de H1(Kn, T (k)) est représenté,
d’après les points (B.2.3) et (B.2.4), par le cocycle
g 7→ (g − 1)(−a+ c) + (1 + γn + · · ·+ γk(g)−1n )b.
Aussi prouver la proposition, i.e. pour montrer que
ΩεT, k, n((∂
k ⊗ ek)β) = (−1)k(k − 1)! expKn, V (k)
(
ΞεV, k, n((∂
k ⊗ ek)β)
)
,
il suffit, d’après lemme B.2.3, de montrer la congruence qui suit
ck, n(1− ϕ)(−a+ c) ≡ E T, k, n
(
(∂k ⊗ ek)β
) [
mod pinB+cris ⊗Qp V (k)
]
(B.2.5)
où ck, n = (−1)k(k − 1)!.
Montrons cela. Les définitions de E T, k, n, de Ek, n et de Sk, n donnent
E T, k, n
(
(∂k ⊗ ek)β
) ≡ (−1)k−1(k − 1)! pn(k−1)Sk, n(β) [mod pinB+cris ⊗Qp V (k)] .
D’un autre côté, nous avons également
(1− ϕ)(−a+ c) ≡ pn(k−1) (−Sk, n(β) + Sk, n(ϕn(β))− ϕn(β(0)))
≡ −pn(k−1)Sk, n(β)
[
mod pinB+cris ⊗Qp V (k)
]
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car en utilisant la congruence (B.2.1), nous avons
Sk, n(ϕ
n(β))− ϕn(β)(0) ≡ ϕn(β)(ζpn − 1)− ϕn(β(0))
≡ (σ ⊗ ϕ)n(β)(0)− ϕn(β(0))
≡ 0 [mod tB+dR ⊗Qp V (k)] .
La congruence (B.2.5) voulue découle de ces deux derniers points. Nous pouvons
à présent appliquer le lemme B.2.3 pour obtenir la proposition. 
B.3 Autour de ΞεV, k, n
Soit V une représentation p-adique positive cristalline de GK telle que V HK = 0
et T un réseau de V stable par GK . Soit k ∈ Z et n ≥ 0. Dans le chapitre 2, §2.2,
nous avons construit deux applications ΩεT, k, n et ΞεV, k, n. Ces deux homomorphismes
sont liés sur D (V ) par la formule
ΩεT, k, n = (−1)k(k − 1)! expV (k),Kn ◦ΞεV, k, n.
Pour pouvoir utiliser ΩεT, k, n, nous avons besoin de mieux connaître ΞεV, k, n. C’est
l’objet de ce paragraphe (un peu plus technique).
Nous introduisons pour cela un nouveau opérateur Θ qui lui a déjà été étudié
par B. Perrin-Riou ou D.Benois-L. Berger. Comme nous le verrons par la suite, Θ
est lié à ΞεV, k, n.
Nous supposons toujours que V HK = 0. Soient k > 0 tel que 1/p n’est pas
valeur propre de ϕ opérant sur Dcris(V (k)) et n un entier strictement positif.
Rappelons que pour tout entier n strictement positif, l’homomorphisme ΞεV, k, n
est l’application composée ΞεV, k, n = ΞεV (k), n ◦
(
∂−k ⊗ e−k
) ◦ (σ ⊗ ϕ)n où
ΞεV (k), n :

D (V (k))→ Dcris(V (k))⊕tV (k)(Kn)Dcris(V (k))
α 7→ p−n
(
−α(0);
n∑
l=1
(σ ⊗ ϕ)−l(α)(ζpl − 1)
)
.
Pour tout twist V (l) de V par une puissance entière du caractère cyclotomique,
posons ∆l = ⊕lj=0∆jl et ∆ = ⊕j∈Z∆jl où, tout j entier, l’homomorphisme ∆j est
défini par
∆jl :
{
D (V (l))→ Dcris(V (l))
(1−pjϕ)Dcris(V (l))
f ⊗m 7→ (∂jf)(0)⊗m [mod (1− pjϕ)Dcris(V (l))] .
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Lemme B.3.1
(i) Si H (T ) =
(
A+K ⊗K Dcris(T )
)ψ=1, alors nous avons l’isomorphisme
ϕ− 1 : H (T ) ∼ //D (T ).
(ii) Soit k ≥ 0. Si H (V (k)) = (B+K ⊗K Dcris(V (k)))ψ=1, alors ϕ − 1 induit la
surjection
ϕ− 1 : H (V (k))→ D (V (k))∆k=0.
Démonstration.
Le second point résulte de la suite exacte de B.Perrin-Riou (voir [PR94, §2.2.7]).
Démontrons le premier. La démonstration du lemme 4.1.3 de [Ben00] donne la suite
exacte qui suit :
0 // Dcris(T )ϕ=1 // H (T )
1−ϕ //D (T )∆0=0 // 0.
Notons que cette suite est le pendant entier de la suite exacte de B. Perrin-Riou
(loc. cit.).
Or Dcris(V ) = Fil0Dcris(V ) et V HK = 0 donc Dcris(T )ϕ=1 = 0 d’une part et
D (V )∆0=0 = D (V ) d’autre part. Cela permet d’obtenir le premier point et donc
de terminer la preuve du lemme. 
Soit Θ : D (V (k))∆=0 → DKndR (V (k))/Dcris(V (k))ϕ=1 l’application définie par
Θ(α) = p−n(σ ⊗ ϕ)−n(β)(ζpn − 1)
où β ∈ H (V (k)) est tel que (1−ϕ)(β) = α — le lemme B.3.1 entraîne l’existence
d’un tel β. Cet homomorphisme est noté Ξn, V dans [PR94] ou ΞεV, n dans [BB08].
Comme ϕ et γ commutent, l’homomorphisme Θ s’annule sur (γn−1)D (V (k))∆=0.
Il induit donc l’application
Θ˜ :
(
D (V (k))∆=0
)
Γn
→ D
Kn
dR (V (k))
Dcris(V (k))ϕ=1
.
Le lemme suivant permet de faire le lien entre le ΞεV, k, n et Θ˜.
Lemme B.3.2
(i) Soit α ∈ D (V (k))∆k=0 et β ∈ H (V (k)) tel que (1−ϕ)(β) = α ; nous avons
alors :
ΞεV (k), n(α) = p
−n (0; (σ ⊗ ϕ)−n(β)(ζpn − 1)) .
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(ii) Le lemme B.3.2 permet de voir que le diagramme qui suit est commutatif :
D (V (k))∆=0Γn
Θ˜ //
Ξε
V (k), n
  B
BB
BB
BB
BB
BB
BB
BB
BB
BB
BB
BB
DKndR (V (k))
Dcris(V (k))ϕ=1

tV (k)(Kn)
Dcris(V (k))ϕ=1 _

Dcris(V (k))⊕tV (k)(Kn)
Dcris(V (k))
(B.3.1)
(la première flèche verticale est la surjection canonique et la seconde est
l’inclusion naturelle).
Démonstration.
Voir [BB08, lemme 4.9] pour le premier point. Le second est une conséquence
immédiat du premier. 
Ce dernier lemme permet de rapprocher des résultats sur Θ˜ et certaines proprié-
tés de ΞεV (k), n. Ainsi, pour connaître Ξ
ε
V (k), n, il suffit d’étudier plus profondément
Θ˜. C’est ce qui est fait dans la suite du paragraphe.
La suite exacte
0 //D (V (k))∆=0 //D (V (k)) //
⊕
j∈Z
(
Dcris(V (k))
(1−pjϕ)Dcris(V (k))
)
(j) // 0
induit par cohomologie une application Dcris(V (k))/(1−ϕ)→ D (V (k))∆=0Γn . Vient
alors la proposition suivante :
Proposition B.3.3
L’image de Dcris(V (k))
(1−ϕ)Dcris(V (k)) dans D (V (k))
∆=0
Γn
est contenue dans ker
(
Θ˜
)
. La
suite qui vient est exacte :
0 //
Dcris(V (k))
(1−ϕ)Dcris(V (k))
// ker
(
Θ˜
)
f // Dcris(V (k))ϕ=p
−1 // 0
(l’application f est donnée par f(α) = α(0)).
Nous avons de plus l’isomorphisme
coker
(
Θ˜
)
TrKn/K // Dcris(V (k))
(1−p−1ϕ−1)Dcris(V (k)) .
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Démonstration.
Voir [PR94, § 3.4.4 et § 3.4.5] ou [BB08, proposition 3.2]. 
Proposition B.3.4
Supposons que 1/p n’est pas valeur propre de ϕ opérant sur Dcris(V (k)). L’ho-
momorphisme ΞεV (k), n : D (V (k))→
Dcris(V (k))⊕tV (k)(Kn)
Dcris(V (k))
est alors surjectif.
Démonstration.
La suite exacte
0 //
tV (k)(Kn)
Dcris(V (k))ϕ=1
// Dcris(V (k))⊕tV (k)(Kn)
Dcris(V (k))
s // Dcris(V (k))
1−ϕ
// 0
pousse à attaquer le problème de biais en regardant
1) l’inclusion tV (k)(Kn)Dcris(V (k))ϕ=1 ⊂ Im ΞεV (k), n,
2) la surjectivité de la composée de s ◦ ΞεV (k), n.
Ces deux points suffisent naturellement à montrer la surjectivité de ΞεV (k), n.
Le premier point est vrai puisque Θ˜ est surjectif — ϕ − p−11 agissant sur
Dcris(V (k)) est bijectif par hypothèse — et puisque le diagramme (B.3.1) est com-
mutatif.
Le second point est aussi vrai. En effet, l’application composée s ◦ΞεV (k), n n’est
autre que l’application qui à α ∈ D (V (k)) associe p−nα(0). Cet homomorphisme
est surjectif puisque si x ∈ Dcris(V (k)), alors (1 + pi)⊗ x appartient à D (V ). 
Le corollaire suivant est dès lors immédiat.
Corollaire B.3.5
Si 1/p n’est pas valeur propre de ϕ opérant sur Dcris(V (k)), alors l’homomor-
phisme ΞεV, k, n : D (V )→ Dcris(V (k))⊕tV (k)(Kn)Dcris(V (k)) est surjectif.
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ΩεT, k, n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .51
ϕ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
ϕ−n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
pi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
pin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
ψ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .24
Qp, n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Rn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Sk, n(.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
tH(V ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
t+H(V ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Tn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Tam0K, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .91
θ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .26
Υ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Υn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
tV (K) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .46
ΞεV (k), n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
ΞεV, k, n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
xn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
ζpn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
– 146 –
Bibliographie
[BB08] Denis Benois et Laurent Berger : Théorie d’Iwasawa des représen-
tations cristallines. II. Comment. Math. Helv., 83(3):603–677, 2008.
[Ben00] Denis Benois : On Iwasawa theory of crystalline representations. Duke
Math. J., 104(2):211–267, 2000.
[Ber02a] Laurent Berger : Représentations p-adiques et équations différen-
tielles. Invent. Math., 148(2):219–284, 2002.
[Ber02b] Laurent Berger : Tamagawa numbers of some crystalline represen-
tations. arXiv :math/0209233, (2):219–284, 2002.
[Ber03] Laurent Berger : Bloch and Kato’s exponential map : three explicit
formulas. Doc. Math., (Extra Vol.):99–129 (electronic), 2003. Kazuya
Kato’s fiftieth birthday.
[Ber04] Laurent Berger : Limites de représentations cristallines. Compos.
Math., 140(6):1473–1498, 2004.
[Ber08] Laurent Berger : Construction de (φ,Γ)-modules : représentations
p-adiques et B-paires. Algebra Number Theory, 2(1):91–120, 2008.
[BF06] David Burns et Matthias Flach : On the equivariant Tamagawa
number conjecture for Tate motives. II. Doc. Math., (Extra Vol.):133–
163 (electronic), 2006.
[BK90] Spencer Bloch et Kazuya Kato : L-functions and Tamagawa num-
bers of motives. In The Grothendieck Festschrift, Vol. I, volume 86 de
Progr. Math., pages 333–400. Birkhäuser Boston, Boston, MA, 1990.
[BNQD02] Denis Benois et Thong Nguyen Quang Do : Les nombres de Ta-
magawa locaux et la conjecture de Bloch et Kato pour les motifs Q(m)
sur un corps abélien. Ann. Sci. École Norm. Sup. (4), 35(5):641–672,
2002.
[Bou05] Jean-Louis Boursin : Les Maths pour les Nuls. Pour les nuls édition,
2005.
[Bou06] Nicolas Bourbaki : Algèbre, Chapitres 1 à 3. pages 652 pages, 2006.
147
Bibliographie
[BV90] D. G. Benua et S. V. Vostokov : Norm pairing in formal groups and
Galois representations. Algebra i Analiz, 2(6):69–97, 1990. translation
in Leningrad Math. J. 2 (1991), no. 6, 1221–1249.
[CC98] F. Cherbonnier et P. Colmez : Représentations p-adiques surcon-
vergentes. Invent. Math., 133(3):581–611, 1998.
[CC99] Frédéric Cherbonnier et Pierre Colmez : Théorie d’Iwasawa des
représentations p-adiques d’un corps local. J. Amer. Math. Soc., 12(1):
241–268, 1999.
[CF86] J. W. S. Cassels et A. Fröhlich, éditeurs. Algebraic number theory,
London, 1986. Academic Press Inc. [Harcourt Brace Jovanovich Publi-
shers]. Reprint of the 1967 original.
[CF00] Pierre Colmez et Jean-Marc Fontaine : Construction des représen-
tations p-adiques semi-stables. Invent. Math., 140(1):1–43, 2000.
[Col98] Pierre Colmez : Théorie d’Iwasawa des représentations de de Rham
d’un corps local. Ann. of Math. (2), 148(2):485–571, 1998.
[Col99] Pierre Colmez : Représentations cristallines et représentations de
hauteur finie. J. Reine Angew. Math., 514:119–143, 1999.
[Col04] Pierre Colmez : La conjecture de Birch et Swinnerton-Dyer p-adique.
Astérisque, (294):ix, 251–319, 2004.
[Del] Pierre Deligne : Formes modulaires et représentations `-adiques.
Sémin. Bourbaki 1968/69, No.355, 139-172 (1971).
[Del73] P. Deligne : Les constantes des équations fonctionnelles des fonctions
L. In Modular functions of one variable, II (Proc. Internat. Summer
School, Univ. Antwerp, Antwerp, 1972), pages 501–597. Lecture Notes
in Math., Vol. 349. Springer, Berlin, 1973.
[FL82] Jean-Marc Fontaine et Guy Laffaille : Construction de repré-
sentations p-adiques. Ann. Sci. École Norm. Sup. (4), 15(4):547–608
(1983), 1982.
[FM95] Jean-Marc Fontaine et Barry Mazur : Geometric Galois represen-
tations. In Elliptic curves, modular forms, & Fermat’s last theorem
(Hong Kong, 1993), Ser. Number Theory, I, pages 41–78. Int. Press,
Cambridge, MA, 1995.
[Fon79] Jean-Marc Fontaine : Modules galoisiens, modules filtrés et anneaux
de Barsotti-Tate. In Journées de Géométrie Algébrique de Rennes.
(Rennes, 1978), Vol. III, volume 65 de Astérisque, pages 3–80. Soc.
Math. France, Paris, 1979.
– 148 –
Bibliographie
[Fon82] Jean-Marc Fontaine : Sur certains types de représentations p-adiques
du groupe de Galois d’un corps local ; construction d’un anneau de
Barsotti-Tate. Ann. of Math. (2), 115(3):529–577, 1982.
[Fon90] Jean-Marc Fontaine : Représentations p-adiques des corps locaux. I.
In The Grothendieck Festschrift, Vol. II, volume 87 de Progr. Math.,
pages 249–309. Birkhäuser Boston, Boston, MA, 1990.
[Fon92] Jean-Marc Fontaine : Valeurs spéciales des fonctions L des motifs.
Astérisque, (206):Exp. No. 751, 4, 205–249, 1992. Séminaire Bourbaki,
Vol. 1991/92.
[Fon94a] Jean-Marc Fontaine : Le corps des périodes p-adiques. Astérisque,
(223):59–111, 1994. With an appendix by Pierre Colmez, Périodes
p-adiques (Bures-sur-Yvette, 1988).
[Fon94b] Jean-Marc Fontaine : Représentations p-adiques semi-stables. As-
térisque, (223):113–184, 1994. With an appendix by Pierre Colmez,
Périodes p-adiques (Bures-sur-Yvette, 1988).
[FPR94] Jean-Marc Fontaine et Bernadette Perrin-Riou : Autour des
conjectures de Bloch et Kato : cohomologie galoisienne et valeurs de
fonctions L. In Motives (Seattle, WA, 1991), volume 55 de Proc. Sym-
pos. Pure Math., pages 599–706. Amer. Math. Soc., Providence, RI,
1994.
[FW79] Jean-Marc Fontaine et Jean-Pierre Wintenberger : Le “corps des
normes” de certaines extensions algébriques de corps locaux. C. R.
Acad. Sci. Paris Sér. A-B, 288(6):A367–A370, 1979.
[Her98] Laurent Herr : Sur la cohomologie galoisienne des corps p-adiques.
Bull. Soc. Math. France, 126(4):563–600, 1998.
[Her01] Laurent Herr : Une approche nouvelle de la dualité locale de Tate.
Math. Ann., 320(2):307–337, 2001.
[HK03] Annette Huber et Guido Kings : Bloch-Kato conjecture and Main
Conjecture of Iwasawa theory for Dirichlet characters. Duke Math. J.,
119(3):393–464, 2003.
[Kat93] Kazuya Kato : Lectures on the approach to Iwasawa theory for Hasse-
Weil L-functions via BdR. I. In Arithmetic algebraic geometry (Trento,
1991), volume 1553 de Lecture Notes in Math., pages 50–163. Springer,
Berlin, 1993.
[Kis07] MarkKisin : What is. . . a Galois representation ? Notices Amer. Math.
Soc., 54(6):718–719, 2007.
[KKT96] Kazuya Kato, Masato Kurihara et Toshio Tsuji : Local iwasawa
theory of perrin-riou and syntomic complexes. Preprint, 1996.
– 149 –
Bibliographie
[Kur02] Masato Kurihara : On the Tate Shafarevich groups over cyclotomic
fields of an elliptic curve with supersingular reduction. I. Invent. Math.,
149(1):195–224, 2002.
[Laf80] Guy Laffaille : Groupes p-divisibles et modules filtrés : le cas peu
ramifié. Bull. Soc. Math. France, 108(2):187–206, 1980.
[Liu08] Ruochuan Liu : Cohomology and duality for (φ,Γ)-modules over the
Robba ring. Int. Math. Res. Not. IMRN, (3):Art. ID rnm150, 32, 2008.
[LLZ10] Antonio Lei, David Loeffler et Sarah Livia Zerbes : Wach modules
and Iwasawa theory for modular forms. Asian J. Math., 14(4):475–528,
2010.
[Nek93] JanNekovář : On p-adic height pairings. In Séminaire de Théorie des
Nombres, Paris, 1990–91, volume 108 de Progr. Math., pages 127–202.
Birkhäuser Boston, Boston, MA, 1993.
[Nek06] Jan Nekovář : Selmer complexes. Astérisque, (310):viii+559, 2006.
[PR92] Bernadette Perrin-Riou : Théorie d’Iwasawa et hauteurs p-adiques.
Invent. Math., 109(1):137–185, 1992.
[PR94] Bernadette Perrin-Riou : Théorie d’Iwasawa des représentations p-
adiques sur un corps local. Invent. Math., 115(1):81–161, 1994. With
an appendix by Jean-Marc Fontaine.
[PR95] Bernadette Perrin-Riou : Fonctions L p-adiques des représentations
p-adiques. Astérisque, (229):198, 1995.
[PR99] Bernadette Perrin-Riou : Théorie d’Iwasawa et loi explicite de réci-
procité. Doc. Math., 4:219–273 (electronic), 1999.
[PR00] Bernadette Perrin-Riou : Représentations p-adiques et normes uni-
verselles. I. Le cas cristallin. J. Amer. Math. Soc., 13(3):533–551 (elec-
tronic), 2000.
[Sil09] Joseph H. Silverman : The arithmetic of elliptic curves, volume 106
de Graduate Texts in Mathematics. Springer, Dordrecht, second édi-
tion, 2009.
[Tat75] J. Tate : Algorithm for determining the type of a singular fiber in
an elliptic pencil. In Modular functions of one variable, IV (Proc.
Internat. Summer School, Univ. Antwerp, Antwerp, 1972), pages 33–
52. Lecture Notes in Math., Vol. 476. Springer, Berlin, 1975.
[Wac96] Nathalie Wach : Représentations p-adiques potentiellement cristal-
lines. Bull. Soc. Math. France, 124(3):375–400, 1996.
[Wac97] Nathalie Wach : Représentations cristallines de torsion. Compositio
Math., 108(2):185–240, 1997.
– 150 –
Bibliographie
[Win83] Jean-Pierre Wintenberger : Le corps des normes de certaines ex-
tensions infinies de corps locaux ; applications. Ann. Sci. École Norm.
Sup. (4), 16(1):59–89, 1983.
– 151 –
Résumé
Les nombres de Tamagawa des courbes elliptiques apparaissent dans la for-
mulation de la conjecture de Birch et Swinnerton-Dyer comme certains facteurs
locaux. Bloch et Kato (1990) ont trouvé une vaste généralisation de cette définition
classique en termes de la théorie de Hodge p-adique. Ils ont associé un nombre de
Tamagawa Tam(T ) à tout réseau T de représentations p-adiques de de Rham au
sens de J-MFontaine. Ces nombres interviennent dans les conjectures de Bloch et
Kato sur les valeurs spéciales des fonctions L des motifs.
J-MFontaine et B. Perrin-Riou ont formulé une conjecture reliant Tam(T ) et
le nombre de Tamagawa Tam(T ∗(1)) de la représentation duale. Cette conjecture
est connue pour les représentations cristallines ce qui permet de calculer explicite-
ment les nombres de Tamagawa des représentations cristallines dont les poids de
Hodge-Tate sont tous positifs. En revanche, dans la plupart des autres cas, nous
n’avons pas de méthode de calcul explicite. Cette thèse a pour but de donner un
encadrement des nombres de Tamagawa des représentations absolument cristal-
lines le long de la tour cyclotomique sans hypothèses supplémentaires sur les poids
de Hodge-Tate.
Le premier chapitre de cette thèse est dédié à des rappels sur la théorie de
Hodge p-adique, la classification de Fontaine des représentations p-adique de corps
locaux via la théorie des (ϕ, Γ)-modules, sur la cohomologie galoisienne, sur les
modules de Wach ou sur la cohomologie d’Iwasawa.
Le second chapitre est la partie technique de la thèse. Il est dédié à l’expo-
nentielle de Bloch and Kato. Seront rappelées sa définition et sa construction en
termes de (ϕ, Γ)-modules. Cette dernière construction permet de généraliser deux
résultats de D.Benois et L. Berger qui relient l’exponentielle aux modules de Wach
et qui permet de décrire des objets qui apparaissent naturellement dans l’étude
des nombres de Tamagawa.
Le dernier chapitre est le cœur de cette thèse. Nous commencerons en défi-
nissant les nombres de Tamagawa Tam(T ) et en donnant certaines propriétés et
résultats déjà connus.
Nous énonçons ensuite le théorème final qui donne un encadrement des nombres
de Tamagawa d’une représentation absolument cristalline V . Y sont également
donnés certains cas d’égalité qui permettent de retrouver des formules connues
— lorsque V est positive ou lorsqu’elle provient d’une courbe elliptique et plus
généralement d’un groupe formel de dimension 1 et de hauteur 2.
Pour prouver ces résultats, nous écrivons les nombres de Tamagawa sous forme
d’un indice généralisé dans lequel apparaissent les objets étudiés dans le chapitre
précédent. La thèse se termine avec l’étude de plusieurs cas particuliers qui per-
mettent de retrouver des résultats déjà connus
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Summary
Tamagawa numbers of elliptic curves appear in the Birch and Swinnerton-Dyer
conjecture as local factors. Bloch and Kato generalized the definition using p-adic
Hodge theory in 1990. Indeed they associated a number Tam(T ) to each lattice T
of de Rham representation in the sense of J-MFontaine. This Tamagawa numbers
are used in the conjectures of Bloch and Kato on the special values of L-functions
of motives.
J-MFontaine and B.Perrin-Riou expressed a conjecture linking Tam(T ) to the
Tamagawa number Tam(T ∗(1)) of the dual representation. This conjecture is now
well known for crystalline representations. This yields an explicit formula for Ta-
magawa number of crystalline p-adic representations having positive Hodge-Tate
weights.
On the other hand, we have no explicit formula for Tamagawa numbers of most
of the crystalline representations. The purpose of the thesis is to give bounds of
Tamagawa numbers of crystalline p-adic representations of unramified local field
along the cyclotomic tower without further conditions on the Hodge-Tate weights.
The first chapter of this thesis is dedicated to reminders on p-adic Hodge-Tate
theory, Fontaine’s classification of p-adic representations of local fields via (ϕ, Γ)-
modules, Galois and Iwasawa cohomology, Wach modules etc.
The second chapter is the technical part of this thesis ; it is dedicated to the
Bloch and Kato’s exponential map. We recall its definition and its construction
in terms of (ϕ, Γ)-modules due to D.Benois. This construction leads to the ge-
neralization of two results of D.Benois and L.Berger which link the exponential
map and Wach modules and give a good description of the objects which naturally
appear in the study of Tamagawa numbers.
The last chapter is the heart of the thesis. We begin by giving a definition
of Tamagawa number Tam(T ) and some first properties and results on theses
numbers.
We next express the main theorems which give bounds of Tamagawa numbers
of crystalline p-adic representations of unramified local field along the cyclotomic
tower. We also give equality conditions. This allows us to recover already known
results such as Tamagawa numbers of positive crystalline representations or of
representations coming from elliptic curves.
To prove these results, Tamagawa numbers can be written as a generalized
index of the modules defined in terms of Wach modules. Theses modules have
been deeply studied in the second chapter of this thesis.
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Résumé
Nous étudions les nombres de Tamagawa. Plus précisément nous donnons un
encadrement — ainsi que des conditions d’égalité — des nombres de Tamagawa
des représentations absolument cristallines le long de la tour cyclotomique sans
hypothèses supplémentaires sur les poids de Hodge-Tate. Ces conditions d’égalité
permettront en particulier de retrouver des formules déjà connues notamment pour
les représentations absolument cristallines strictement négatives, pour les représen-
tations provenant de courbes elliptiques ayant bonne réduction supersingulière.
Pour cela, nous traduisons la définition originelle de S. Bloch et K.Kato en
termes de modules de Wach. Cela ramène l’étude des nombres de Tamagawa à
celle d’un indice généralisé exprimé en termes de modules de Wach. L’étude de cet
indice permet d’obtenir les principaux résultats de cette thèse.
Mots-clefs : représentations p-adiques de corps locaux, (ϕ, Γ)-modules, mo-
dules de Wach, théorie de Hodge p-adique, nombre de Tamagawa, exponentielle
de Bloch et Kato, théorie d’Iwasawa.
Abstract
We study Tamagawa numbers. More precisely we give bounds — and condi-
tions of equality — of Tamagawa numbers of p-adic crystalline representations of
an unramified local field along the cyclotomic tower without any conditions on
Hodge-Tate weights. These conditions of equality lead in particular to well-known
formulae such as Tamagawa numbers of negative p-adic crystalline representations
or Tamagawa numbers of p-adic representations coming from elliptic curves with
good supersingular reduction.
We translate the original definition of Tamagawa numbers given by S.Bloch et
K.Kato in terms of Wach modules. This links the study of Tamagawa numbers
with that of a generalized index expressed with Wach modules. The analysis of
this index allows us to find the main results of this thesis.
Keywords : p-adic representations of local fields, (ϕ, Γ)-modules, Wach mo-
dules, p-adic Hodge theory, Tamagawa number, Bloch and Kato’s exponential map,
Iwasawa theory.
– 2013 –
