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Abstract
For a module A and a uniform module U , we consider the invariant m-dimU (A) := sup{i ∈ N0 | there exist morphisms
f : U i → A and g : A → U i with g f a monomorphism}. This invariant turns out to have the following properties:
(1) m-dimU (A⊕ B) = m-dimU (A)+m-dimU (B) for every A, B ∈ Mod-R; (2) if U and V are uniform and [U ]m = [V ]m , then
m-dimU = m-dimV ; and (3) if A, B ∈ Mod-R have finite Goldie dimension and [A]m = [B]m , then m-dimU (A) = m-dimU (B)
for every uniform module U . In particular, when A has finite Goldie dimension and is a direct summand of a serial module, the
values m-dimU (A) completely determine the monogeny class of the module A. We give a complete description of the monoid of
all isomorphism classes of serial modules of finite Goldie dimension over a fixed ring R.
c© 2008 Elsevier B.V. All rights reserved.
MSC: 16D70
1. Introduction
For an associative ring R with identity, we denote by Mod-R the class of all right modules over R. Two right
modules A and B over R are said to have the same monogeny class if there are a monomorphism A → B and a
monomorphism B → A. Similarly, A and B are said to have the same epigeny class if there exist an epimorphism
A → B and an epimorphism B → A. For any fixed R-module A, we shall denote by 〈A〉, [A]m and [A]e the
isomorphism class, the monogeny class and the epigeny class of A, respectively, that is, 〈A〉 = {B ∈ Mod-R |
A ∼= B}, [A]m = {B ∈ Mod-R | there exist a monomorphism A → B and a monomorphism B → A}, and
[A]e = {B ∈ Mod-R | there exist an epimorphism A → B and an epimorphism B → A}. Recall that an R-module A
is uniform if it has Goldie dimension one, that is, if it is non-zero and the intersection of any two non-zero submodules
of A is non-zero. If U1, . . . ,Ut , V1, . . . , Vs are uniform modules, then
[U1 ⊕ · · · ⊕Ut ]m = [V1 ⊕ · · · ⊕ Vs]m
if and only if t = s and there is a permutation σ of {1, 2, . . . , t} such that [Ui ]m = [Vσ(i)]m for every i = 1, 2, . . . , t
(see [1]). Thus if we denote by SUfm the class of all right R-modules that are direct sums of finitely many uniform
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modules and by N0 the set of all non-negative integers and fix a uniform module U , we get a well-defined function
m-dimU : SUfm→ N0 that associates to every module A = U1⊕· · ·⊕Ut in SUfm the number of indices i = 1, . . . , n
with [Ui ]m = [U ]m .
The aim of this paper is to extend in a natural way these functions m-dimU : SUfm → N0 to functions, that will
be still denoted m-dimU , from the whole class Mod-R to N0 ∪ {∞}. Here “in a natural way” means that the functions
m-dimU : Mod-R → N0 ∪ {∞} we obtain have the following properties: (1) m-dimU (A ⊕ B) = m-dimU (A)
+ m-dimU (B) for every A, B ∈ Mod-R; (2) if U and V are uniform and [U ]m = [V ]m , then m-dimU = m-dimV ;
and (3) if A, B ∈ Mod-R have finite Goldie dimension and [A]m = [B]m , then m-dimU (A) = m-dimU (B) for any
uniform module U .
The values m-dimU (A) of our functions turn out to completely determine the monogeny class [A]m of a module
A when A is a direct summand of a module in SUfm. For these modules A, m-dimU (A) coincides with the Goldie
dimension of a suitable module, and, though A is not necessarily a direct sum of uniform modules, the monogeny
class of A is always the monogeny class of a direct sum of uniform modules (Theorem 3.5).
Notice that our theory has particularly wide applications. For instance, it applies to all finitely generated projective
modules over a commutative integral domain R, because, trivially, in this case RR is a uniform module, all finitely
generated projective R-modules A are direct summands of modules in SUfm, and m-dimR(A) is just the torsion-free
rank of the torsion-free module A.
All our theory can be dualized to epigeny classes, getting functions e-dimV : Mod-R → N0 ∪ {∞}, one for each
couniform module V , that is, for any module V of dual Goldie dimension one.
In the final part of the paper, we apply our functions m-dimU and e-dimV to get a complete description of the
monoid V (SUsr) of all isomorphism classes of serial R-modules of finite Goldie dimension. Recall that an R-module
U is uniserial if, for any submodules V and W of U , we have V ⊆ W or W ⊆ V , and a module is serial if it
is a direct sum of uniserial modules. Thus a module is serial of finite Goldie dimension if and only if it is a direct
sum of finitely many uniserial modules. The second author proved in [8] that direct summands of serial modules of
finite Goldie dimension are serial. If U1, . . . ,Un , V1, . . . , Vt are non-zero uniserial modules over an arbitrary ring,
the direct sums U1 ⊕ · · · ⊕Un and V1 ⊕ · · · ⊕ Vt are isomorphic if and only if n = t and there are two permutations
σ, τ of {1, 2, . . . , n} such that [Ui ]m = [Vσ(i)]m and [Ui ]e = [Vτ(i)]e for every i = 1, 2, . . . , n (Weak Krull–Schmidt
Theorem for uniserial modules [2, Theorem 1.9]). This result allowed the first author to answer a question posed
by Warfield in 1975, showing that the Krull–Schmidt Theorem fails for finitely presented modules over serial rings,
because finitely presented modules over serial rings are direct sums of uniserial modules.
The additive monoid V (SUsr) of isomorphism classes of objects of SUsr is a reduced Krull monoid
[4, Theorem 3.4] for which the valuations m-dimU and e-dimU give a representation V (SUsr) → N(M)0 ⊕ N(E)0
of V (SUsr) as a subdirect product of the two free monoids N(M)0 and N
(E)
0 [4, Corollary 5.4]. Here M and E denote
the sets of all monogeny classes and epigeny classes, respectively.
Our description of the monoid V (SUsr) is based on a graph G, which is a bipartite, non-directed graph without
multiple edges with set of vertices the disjoint union of the sets M and E . Our graph G is essentially the “global
version” of a graph that was introduced in [8]. The subdirect representation V (SUsr)→ N(M)0 ⊕ N(E)0 turns out to be
a divisor homomorphism (Corollary 7.5).
2. Monogeny dimension relative to a uniform module
In this paper, all modules will be unital right modules over a fixed associative ring R with identity 1 6= 0. For any
right R-module A, we shall denote by dim(A) the Goldie dimension of A, which is either a non-negative integer or∞.
Fix a uniform right R-module U . For any R-module A, set m-dimU (A) := sup{i ∈ N0 | there exist morphisms
f : U i → A and g : A → U i with g f a monomorphism}. Thus m-dimU (A) is, for any R-module A, either a
non-negative integer or ∞. Notice that if g f is a monomorphism, then f is necessarily a monomorphism, so that
m-dimU (A) ≤ dim(A). If U, V are uniform modules with [U ]m = [V ]m , then m-dimU (A) = m-dimV (A) for every
module A.
Lemma 2.1. Let U be a uniform module, A be a module, 0 ≤ k < l be integers, and f : U k+1 → A, g : A → U l be
homomorphisms. If k = m-dimU (A), then g f is not a monomorphism.
2094 A. Facchini, P. Prˇı´hoda / Journal of Pure and Applied Algebra 212 (2008) 2092–2104
Proof. We proceed by induction on the positive integer l ≥ k + 1. The case l = k + 1 follows immediately from the
definition of m-dimU (A). Suppose l > k+1, that the lemma holds for l−1, and that f : U k+1 → A, g : A → U l are
homomorphisms with g f a monomorphism. For every i = 1, . . . , l, let εi : U → U l be the embedding onto the i th
direct summand. If, for every i = 1, . . . , l, one has that εi (U )∩g f (U k+1) 6= 0, then g f (U k+1) is essential inU l . Thus
dim(U k+1) = dim(U l), a contradiction. Hence there must exist an index i = 1, . . . , l with εi (U ) ∩ g f (U k+1) = 0.
Let pi : U l → U l−1 be the canonical projection with kernel εi (U ). Then kerpi ∩ g f (U k+1) = 0, so that pig f
is a monomorphism. This contradicts the inductive hypothesis applied to the homomorphisms f and pig : A →
U l−1. 
If U is a module and I is a subset of {1, 2, . . . , l} with |I | = k + 1, we shall denote by ιI : U k+1 → U l the
monomorphism induced by the embedding I → {1, 2, . . . , l}.
Lemma 2.2. Let k, l and l ′ be integers with 1 ≤ k + 1 ≤ l ′ ≤ l. Let U be a uniform module and let B be
a submodule of U l such that B ∩ ιI (U k+1) 6= 0 for every subset I of {1, 2, . . . , l} with |I | = k + 1. Then
dim(B ∩ ι{1,2,...,l ′}(U l ′)) ≥ l ′ − k.
Proof. Set n := k + l ′. The proof will be by induction on n ≥ 1.
For n = 1, we must have that k = 0 and l ′ = 1. Assume that B is a submodule of U l such that B ∩ ιI (U ) 6= 0
for every subset I of {1, 2, . . . , l} with |I | = 1. Then, for I = {1}, we have B ∩ ι{1}(U ) 6= 0, so that
dim(B ∩ ι{1,2,...,l ′}(U l ′)) ≥ 1 = l ′ − k. Thus the lemma holds for n = 1.
Assume n > 1 and that the lemma holds for n − 1. Fix integers k, l and l ′ with 1 ≤ k + 1 ≤ l ′ ≤ l and n = k + l ′,
a uniform module U and a submodule B of U l such that B ∩ ιI (U k+1) 6= 0 for every subset I of {1, 2, . . . , l}
with |I | = k + 1. For l ′ = k + 1 we have that B ∩ ι{1,...,l ′}(U l ′) 6= 0 by hypothesis (take I = {1, . . . , l ′}), so
that dim(B ∩ ι{1,2,...,l ′}(U l ′)) ≥ 1 = l ′ − k, and the lemma holds in this case. Hence we can assume l ′ > k + 1,
i.e., k + 1 ≤ l ′ − 1.
Distinguish two cases according to the existence or not of subsets I ′ of {1, . . . , l ′ − 1} with |I ′| = k and
B ∩ ιI ′(U k) = 0.
Case 1. Assume that there exists such a subset I ′. Then
B ∩ ι{1,...,l ′}(U l ′) ⊇
(
B ∩ ι{1,...,l ′−1}(U l ′−1)
)
⊕
(
B ∩ ιI ′∪{l ′}(U k+1)
)
(1)
(the sum on the right is direct because the intersection of the two summands is B ∩ ιI ′(U k) = 0). Moreover
B ∩ ιI ′∪{l ′}(U k+1) 6= 0 because the integers k, l ′, l satisfy the hypotheses of the lemma. It follows that
dim
(
B ∩ ι{1,...,l ′}(U l ′)
)
> dim
(
B ∩ ι{1,...,l ′−1}(U l ′−1)
)
. In order to apply the inductive hypothesis, notice that the
hypotheses of the lemma hold for k, l ′ − 1, l and B ≤ U l because k + 1 ≤ l ′ − 1 and because they hold for k, l ′
and l. Hence, by the inductive hypothesis, dim(B ∩ ι{1,2,...,l ′−1}(U l ′−1)) ≥ l ′ − 1 − k, so that from (1) we get that
dim(B ∩ ι{1,...,l ′}(U l ′)) ≥ l ′ − k.
Case 2. Suppose, on the contrary, that for every subset I ′ of {1, . . . , l ′ − 1} with |I ′| = k one has B ∩ ιI ′(U k) 6= 0.
Then, in particular, k > 0, and we can apply the inductive hypothesis to k−1, l ′−1, l ′−1 and B ∩ ι{1,...,l ′−1}(U l ′−1),
and get that
dim
(
B ∩ ι{1,...,l ′−1}(U l ′−1)
)
≥ (l ′ − 1)− (k − 1) = l ′ − k.
As B ∩ ι{1,...,l ′}(U l ′) ⊇ B ∩ ι{1,...,l ′−1}(U l ′−1), it follows that dim
(
B ∩ ι{1,...,l ′}(U l ′)
)
≥ l ′ − k, as desired. 
For l ′ = l we get:
Corollary 2.3. Let k and l be integers with 1 ≤ k + 1 ≤ l. Let U be a uniform module and let B be a submodule of
U l such that B ∩ ιI (U k+1) 6= 0 for every subset I of {1, 2, . . . , l} with |I | = k + 1. Then dim(B) ≥ l − k.
Corollary 2.4. Let U be a uniform module, let k ≤ l be integers, A be a module with k = m-dimU (A), and
f : U l → A, g : A → U l be homomorphisms. Then dim(ker(g f )) ≥ l − k.
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Proof. This is trivially true for l = k, so that we may assume l ≥ k + 1. We shall apply Corollary 2.3 to k, l and
B := ker(g f ), which is a submodule ofU l . In order to apply Corollary 2.3, we must check that ker(g f )∩ιI (U k+1) 6= 0
for every subset I of {1, 2, . . . , l} with |I | = k + 1. Now ker(g f ) ∩ ιI (U k+1) is isomorphic to the kernel of g f ιI ,
which is non-zero by Lemma 2.1. Hence we can apply Corollary 2.3, and conclude. 
Theorem 2.5. Let A, B and U be modules with U uniform. Then
m-dimU (A ⊕ B) = m-dimU (A)+m-dimU (B).
Proof. Set x := m-dimU (A), y := m-dimU (B) and z := m-dimU (A ⊕ B). If x or y is infinite, then z also
is infinite. Hence we can suppose x and y finite. As an easy consequence of the definition of m-dimU , we get
x + y ≤ z. Let l be any integer ≥ x + y, and suppose that there exist homomorphisms f : U l → A ⊕ B and
g : A ⊕ B → U l with g f is a monomorphism. If piA, piB , εA, εB denote the projections and the embeddings
relative to the decomposition A ⊕ B, we have that dim(ker(gεApiA f )) ≥ l − x and dim(ker(gιBpiB f )) ≥ l − y by
Corollary 2.4. Now 0 = ker(g f ) ⊇ ker(gεApiA f ) ∩ ker(gιBpiB f ), so that the sum ker(gεApiA f ) ⊕ ker(gιBpiB f ) is
direct and contained in U l . Therefore (l − x)+ (l − y) ≤ l. It follows that l ≤ x + y, so that z ≤ x + y. 
3. Direct sums of uniform modules
It is easy to see that if U and V are uniform modules, then m-dimV (U ) = 1 if [U ]m = [V ]m , and m-dimV (U ) = 0
if [U ]m 6= [V ]m . We immediately get:
Proposition 3.1. Let U1, . . . ,Ul , V be uniform modules and let M = U1 ⊕ · · · ⊕Ul .
(a) m-dimV (M) is the number of indices i = 1, . . . , l with [Ui ]m = [V ]m .
(b) If [Ui ]m 6= [V ]m for every i = 1, . . . , l and A is any direct summand of M, then m-dimV (A) = 0.
Proof. (a) follows immediately from Theorem 2.5. For (b), notice that m-dimV (M) = 0 by (a), so that for any direct
summand A of M we have 0 ≤ m-dimV (A) ≤ m-dimV (M) = 0. 
In Theorem 3.5 we shall determine the value of m-dimV (A) for a direct summand A of M = U1 ⊕ · · · ⊕ Ul also
when [Ui ]m = [V ]m for some i = 1, . . . , l. For the proof of Theorem 3.5 we need three lemmas.
Lemma 3.2. Let U1, . . . ,Ul be uniform modules with the same monogeny class, let A be a module, and f :
U1 ⊕ · · · ⊕Ul → A and g : A → U1 ⊕ · · · ⊕Ul be two homomorphisms. Then dim(ker(g f ))+m-dimU1(A) ≥ l.
Proof. The statement is trivial if m-dimU1(A) is infinite. Thus we can assume that m-dimU1(A) is a non-negative
integer k, say. As there are monomorphisms U1 → Ui for every i = 1, . . . , l, it is clear that there is an
essential monomorphism ε : U l+k1 → U1 ⊕ · · · ⊕ Ul ⊕ U k1 . Similarly, there is an essential monomorphism
ε′ : U1 ⊕ · · · ⊕ Ul ⊕ U k1 → U l+k1 . Let f ′ : U1 ⊕ · · · ⊕ Ul ⊕ U k1 → A be the homomorphism that is equal to
f on U1⊕ · · · ⊕Ul and 0 on U k1 . Set f ′′ = f ′ε : U l+k1 → A and g′ = ε′
( g
0
) : A → U l+k1 . Applying Corollary 2.4 to
U1, A, k, l+k, f ′′ and g′, we find that dim(ker(g′ f ′′)) ≥ l. Now g′ f ′′ = ε′
( g
0
)
f ′ε, so that ker(g′ f ′′) = ker(g f ′ε) has
the same Goldie dimension as ker(g f ′), because ε is an essential monomorphism. Moreover ker(g f ′) = ker(g f )⊕U k .
Thus dim(ker(g f )) + m-dimU (A) = dim(ker(g f )) + k = dim(ker(g f ′)) = dim(ker(g′ f ′′)) ≥ l, as we wanted to
prove. 
Lemma 3.3. Let M = A ⊕ B = P ⊕ N be two direct-sum decompositions of a module M and let piA, ιA,
piB, ιB, piP , ιP , piN , ιN be the corresponding projections and embeddings. Then ker(piN ιBpiB ιN ) = (A+(B∩P))∩N
and coker(piN ιBpiB ιN ) ∼= M/(((A + N ) ∩ B)+ P).
Proof. We have ker(piN ιBpiB ιN ) = (ιBpiB ιN )−1(P) = (piB ιN )−1(B ∩ P) = (ιN )−1(A + (B ∩ P)) = (A +
(B ∩ P)) ∩ N . Similarly, (piN ιBpiB ιN )(N ) = (piN ιBpiB)(N ) = (piN ιB)((A + N ) ∩ B) = piN ((A + N ) ∩ B), so
that coker(piN ιBpiB ιN ) = N/(piN ιBpiB ιN )(N ) = N/piN ((A + N ) ∩ B) ∼= P ⊕ N/P ⊕ piN ((A + N ) ∩ B) =
M/(((A + N ) ∩ B)+ P). 
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Lemma 3.4. Let U1, . . . ,Un be uniform modules and let A be a submodule of U1⊕· · ·⊕Un with dim(A) = m. Then
there is a subset X of {1, 2, . . . , n} of cardinality n − m with A ∩ (⊕i∈X Ui ) = 0.
Proof. Induction on n − m ≥ 0. For n − m = 0 the statement is trivial. Assume n − m > 0. Then there is an index
i = 1, 2, . . . , n with A ∩Ui = 0, otherwise dim(A) = n. Apply the inductive hypothesis to the submodule A⊕Ui of
U1⊕ · · · ⊕Un , so that there is a subset X ′ of {1, 2, . . . , n} of cardinality n−m − 1 with (A⊕Ui )∩
(⊕ j∈X ′ U j ) = 0.
Then X = X ′ ∪ {i} has the required properties. 
Theorem 3.5. Let V1, . . . , Vt be uniform R-modules with pairwise distinct monogeny classes and let
Ui,1,Ui,2, . . . ,Ui,ni be uniform modules with [Vi ]m = [Ui,1]m = [Ui,2]m = · · · = [Ui,ni ]m for every i = 1, 2, . . . , t .
For every i = 1, 2, . . . , t , set Mi := ⊕nij=1Ui, j , Pi := ⊕l 6=i Ml and M := ⊕ti=1 Mi . Let M = A ⊕ B be a direct-sum
decomposition of M. Then:
(a) m-dimVi (A) = dim((A + (B ∩ Pi )) ∩ Mi ) for every i = 1, 2, . . . , t;
(b) [A]m = [⊕ti=1 V
m-dimVi (A)
i ]m .
Proof. (a) Fix an arbitrary index i = 1, 2, . . . , t . Then
dim(Mi ) = ni = m-dimVi (M) = m-dimVi (A)+m-dimVi (B).
If we apply Lemma 3.2 to f := piB ιMi : Mi → B and g := piMi ιB : B → Mi , we get that
dim(ker(piMi ιBpiB ιMi ))+m-dimVi (B) ≥ ni ,
so that dim(ker(piMi ιBpiB ιMi )) ≥ ni − m-dimVi (B) = m-dimVi (A). Interchanging the roles of A and B, we get
that, similarly, dim(ker(piMi ιApiAιMi )) ≥ m-dimVi (B). Now ker(piMi ιBpiB ιMi ) ∩ ker(piMi ιApiAιMi ) = 0, because if
x ∈ Mi , piMi ιBpiB ιMi (x) = 0 and piMi ιApiAιMi (x) = 0, then piMi ιBpiB(x) = 0 and piMi ιApiA(x) = 0. Summing
these two equalities we get that piMi (x) = 0, i.e., x = 0. Thus Mi ⊇ ker(piMi ιBpiB ιMi ) ⊕ ker(piMi ιApiAιMi ).
Hence ni = dim(Mi ) ≥ dim(ker(piMi ιBpiB ιMi )) + dim(ker(piMi ιApiAιMi )) ≥ m-dimVi (A) + m-dimVi (B) = ni .
It follows that dim(ker(piMi ιBpiB ιMi )) = m-dimVi (A). Now apply Lemma 3.3 to the direct-sum decompositions
M = A ⊕ B = Pi ⊕ Mi .
(b) For brevity, set B ′i := ker(piMi ιApiAιMi ) and A′i := ker(piMi ιBpiB ιMi ). Note that B ∩ Mi ⊆ B ′i and
A ∩ Mi ⊆ A′i . By Lemma 3.4, there exists a subset X i of {1, 2, . . . , ni } of cardinality m-dimVi (A) such that B ′i
intersects M ′i := ⊕ j∈X i Ui, j in 0. Similarly, there exists a subset Yi of {1, 2, . . . , ni } of cardinality m-dimVi (B) such
that A′i intersects M ′′i := ⊕ j∈Yi Ui, j in 0. Hence, for every i = 1, 2, . . . , t , we have two direct summands M ′i ,M ′′i of
Mi . We claim that B ∩ (M ′1⊕ · · ·⊕M ′t ) = 0 and A∩ (M ′′1 ⊕ · · ·⊕M ′′t ) = 0. Suppose that B ∩ (M ′1⊕ · · ·⊕M ′t ) 6= 0.
Of all possible non-zero elements x ∈ B ∩ (M ′1⊕· · ·⊕M ′t ), fix one, x = mi1 +· · ·+mil say, with 0 6= mik ∈ M ′ik for
every k = 1, . . . , l and l as small as possible. Observe that l ≥ 2 because B∩M ′i ⊆ B ′i∩M ′i = 0. Define a partial order
on the set {[Vi1 ]m, . . . , [Vil ]m} setting [Vik ]m ≤ [Vik′ ]m if there is a monomorphism Vik → Vik′ . Any finite partially
ordered set has minimal elements, so, that, after relabelling, we can suppose that [Vi1 ]m is a minimal element, i.e., that
there is no monomorphism from Vik to Vi1 for every k = 2, 3, . . . , l. Then every homomorphism of Mi2 ⊕ · · · ⊕ Mil
into Mi1 has essential kernel. Apply this remark to the restriction of the homomorphism piMi1 ιApiA : M → Mi1 to the
submodule Mi2 ⊕ · · · ⊕ Mil of M . As x − mi1 ∈ Mi2 ⊕ · · · ⊕ Mil , there exists r ∈ R such that (x − mi1)r 6= 0 and
piMi1
ιApiA((x −mi1)r) = 0. But x ∈ B, so that piA(x) = 0, and thus piMi1 ιApiA(mi1r) = 0. Now since B ′i1 ∩M ′i1 = 0,
the homomorphism piMi1 ιApiAιMi1 restricted to M
′
i1
is a monomorphism. Thus mi1r = 0. But then xr 6= 0 contradicts
the minimality of l. Thus we have proved that B ∩ (M ′1 ⊕ · · · ⊕ M ′t ) = 0. Similarly, A ∩ (M ′′1 ⊕ · · · ⊕ M ′′t ) = 0.
The first equality says that piA induces by restriction a monomorphism M ′1 ⊕ · · · ⊕ M ′t → A. The second equality
says that the projection of M onto a direct complement of M ′′1⊕· · ·⊕M ′′t in M induces by restriction a monomorphism
of A into that direct complement. Now M ′′i = ⊕ j∈Yi Ui, j is a direct sum of m-dimVi (B) uniform modules in the
monogeny class of Vi , so that a direct complement of M ′′i in Mi is a direct sum of ni − m-dimVi (B) = m-dimVi (A)
uniform modules in the monogeny class of Vi . Therefore a direct complement of M ′′i in Mi has the same monogeny
class as M ′i . Thus there is a monomorphism of A into M ′1 ⊕ · · · ⊕ M ′t . Hence [A]m = [M ′1 ⊕ · · · ⊕ M ′t ]m . But
[M ′i ]m = [V
m-dimVi (A)
i ]m , which allows us to conclude. 
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4. Modules of finite Goldie dimension
Theorem 4.1. Let A and B be modules of finite Goldie dimension. If [A]m = [B]m , then m-dimU (A) = m-dimU (B)
for every uniform module U.
Proof. Let α : A → B and β : B → A be monomorphisms. It is sufficient to prove that if i ≥ 0 is an integer and
there are homomorphisms f : U i → A and g : A → U i with g f a monomorphism, then there are homomorphisms
f ′ : U i → B and g′ : B → U i such that g′ f ′ is a monomorphism.
Set γ := βα. We claim that if X,U1, . . . ,Ui are independent submodules of A (i.e., the sum X ⊕(⊕i
j=1U j
)
is direct) and U1, . . . ,Ui are uniform modules, then there exist positive integers n1, . . . , ni such that
X, γ n1(U1), . . . , γ ni (Ui ) are independent submodules of A.
Assume that the claim is true. If f : U i → A and g : A → U i are homomorphisms with g f injective, set
U j = f ι j (U ) for j = 1, 2, . . . , i and X = ker(g), so that X,U1, . . . ,Ui are submodules of A. As g f is injective, the
sum X ⊕
(⊕i
j=1U j
)
is direct. By the claim, there exist positive integers n1, . . . , ni with X ⊕
(⊕i
j=1 γ n j (U j )
)
a
direct sum. Set
f ′ = (αγ n1−1 f ι1, . . . , αγ ni−1 f ιi ) : U i → B and g′ = gβ : B → U i .
One easily verifies that g′ f ′ is a monomorphism, which concludes the proof.
In order to prove the claim, we argue by induction on i . Suppose i = 1. We must show that there is a positive
integer n1 such that X ∩ γ n1(U1) = 0. Assume the contrary, that is, assume that X ∩ γ n(U1) 6= 0 for every n > 0.
As A is of finite Goldie dimension, there exists m ≥ 1 such that U1, γ (U1), . . . , γm(U1) are not independent
submodules of A. Hence there are a j ∈ γ j (U1) for j = 0, . . . ,m, with a j 6= 0 for at least one j , such that
a0 + · · · + am = 0. We can fix such an expression a0 + · · · + am = 0 with the number of non-zero a j ’s as small
as possible. Since γ is a monomorphism, we can suppose a0 6= 0. Let j = 1, . . . ,m. Then X ∩ γ j (U1) 6= 0, so
that there is r ∈ R such that a jr ∈ X for every j = 1, . . . ,m and a jr 6= 0 for at least one j = 1, . . . ,m. Then
a1r + · · · + amr = −a0r ∈ X ∩ U1 = 0 implies that a1r + · · · + amr = 0 is an expression with less non-zero
summands. This contradiction proves the claim for i = 1.
Now suppose that the claim is true for i ≥ 1 and we have uniform submodules U1, . . . ,Ui+1 of A satisfying
the hypotheses. Applying the case i = 1 to the uniform module Ui+1 and the submodule X ⊕
(⊕i
j=1U j
)
, we
find ni+1 > 0 with
(
X ⊕
(⊕i
j=1Ui
))
∩ γ ni+1(U i+1) = 0. Now apply the inductive hypothesis to the modules
X ⊕ γ ni+1(Ui+1) and U1, . . . ,Ui , obtaining the desired conclusion. 
Remark 4.2. (a) Theorem 4.1 cannot be generalized to “If A and B are modules of finite Goldie dimension and there
is a monomorphism A → B, then m-dimU (A) ≤ m-dimU (B) for any uniform module U .” For instance, let B be
a uniserial module of composition length 2, and let A = U be its socle. Then there is a monomorphism A → B,
m-dimU (A) = 1 and m-dimU (B) = 0.
(b) Let A be an indecomposable artinian R-module that is not uniform, for example A = R = k[x, y]/(x, y)2,
k a field. Let U be a uniform module with m-dimU (A) > 0. Then, for some i > 0, there are f : U i → A and
g : A → U i with g f a monomorphism. Thus f is injective, so that U i must be artinian. Therefore the injective
endomorphism g f of U i is an automorphism, hence U i is isomorphic to a direct summand of A, contradiction. It
follows that m-dimU (A) = 0 for every uniform module U . Thus the implication in the statement of Theorem 4.1
cannot be inverted.
As a corollary to Theorem 4.1, we get the following theorem, which was one of the main results in [1].
Theorem 4.3 (Diracca and Facchini). Let A1, . . . , At , B1, . . . , Bs be uniform modules. Then
[A1 ⊕ · · · ⊕ At ]m = [B1 ⊕ · · · ⊕ Bs]m
if and only if t = s and there is a permutation σ of {1, 2, . . . , t} such that [Ai ]m = [Bσ(i)]m for every i = 1,
2, . . . , t .
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Proof. (⇐) This implication is trivial.
(⇒) By Theorem 2.5, if a module A is a finite direct sum of uniform modules, then m-dimU (A) is the number
of summands of monogeny class [U ]m in any direct-sum decomposition of A into a direct sum of uniform modules.
Now apply Theorem 4.1 
Remark 4.4. Theorem 4.1 does not hold for modules of infinite Goldie dimension, that is, there exist modules A and
B of infinite Goldie dimension with [A]m = [B]m , but m-dimU (A) 6= m-dimU (B) for some uniform module U .
The following example can be found essentially in [1, Example 3.1]. Let MR be a uniserial module and suppose that
0 = M0 ⊂ M1 ⊂ M2 ⊂ · · · ⊂ M∞ = MR are all the submodules of MR , so that the lattice of all submodules of MR
is isomorphic to N0 ∪ {∞}. For instance, MR could be the Pru¨fer group. Let A be the external direct sum of one copy
of Mn for each n ∈ N0 even, and B the external direct sum of one copy of Mn for each n ∈ N0 odd. It is easily seen
that [A]m = [B]m . Now fix an integer t ≥ 1, setU = Mt and compute m-dimU (A) in the following way. Assume that
there exist homomorphisms f : U i → A and g : A → U i with g f a monomorphism. Now U has finite composition
length, so that the image f (U i ) of f has finite composition length, hence there is a submodule A′ of A containing
f (U i ) that is the direct sum of finitely many Mn’s with n ∈ N0 even. Let f ′ : U i → A′ and g′ : A′ → U i be the
corresponding restrictions of f and g respectively, so that g′ f ′ : U i → U i is still a monomorphism. As U i has finite
composition length, the mapping g′ f ′ must be an automorphism of U i , so that U i is isomorphic to a direct summand
of A′. We can now apply the Krull–Schmidt Theorem for modules of finite composition length, from which we get
that either i ≤ 1 and t is even, or i = 0. It follows that m-dimU (A) = 1 if t is even, and m-dimU (A) = 0 if t is
odd. Similarly, m-dimU (B) = 0 if t is even, and m-dimU (B) = 1 if t is odd. Therefore m-dimU (A) 6= m-dimU (B)
for every t ≥ 1. Note that for any uniform module U that is not isomorphic to Mt for some t ∈ N0 the equality
m-dimU (A) = m-dimU (B) = 0 holds.
5. Further terminology and remarks
Let R be a fixed ring. Consider the following classes of right R-modules:
fGd, the class of all right R-modules of finite Goldie dimension,
SUfm, the class of all right R-modules that are direct sums of finitely many uniform submodules,
SUsr, the class of all right R-modules that are direct sums of finitely many uniserial submodules.
Notice that fGd ⊇ SUfm ⊇ SUsr and that in these three classes all modules are direct sums of finitely many
indecomposable modules.
The class SUfm is closed under finite direct sums, but not under direct summands. For instance, let R be a
commutative integral domain with an indecomposable projective module P with R3 ∼= R ⊕ P , e.g., the ring
R = R[x, y, z]/(x2+y2+z2−1) [6, Example 2.10]. Then P is a direct summand of a free module, but P 6∈ SUfm.We
shall sometimes consider the class add(SUfm) of all R-modules that are isomorphic to direct summands of modules
in SUfm. The class SUsr is closed for direct summands [8].
All the monoids considered in this paper will be commutative additive monoids, that is, commutative additive
semigroups with a zero element.
Proposition 5.1. Let C be any of the three classes SUfm, add(SUfm) or SUsr. Let M(C) be the commutative
monoid whose elements are all monogeny classes [A]m of modules A ∈ C and with the addition defined by
[A]m + [B]m = [A ⊕ B]m for every A, B ∈ C. Then M(C) is a free commutative monoid.
Proof. If C is SUfm or SUsr, the set X of all monogeny classes [U ]m withU ∈ C uniform is clearly a set of generators
for M(C). It is a free set of generators by Theorem 4.3. (Notice that an isomorphism M(C) → N(X)0 is given by
the product of the valuations m-dimU : C → N0.) For C = add(SUfm), the embedding SUfm → add(SUfm)
induces a monoid homomorphism M(SUfm)→ M(add(SUfm)), which is obviously injective. It is also surjective by
Theorem 3.5. 
Remark 5.2. Suppose that for any uniform module U there exists a function νU : add(SUfm) → N0 such that the
following properties hold:
(i) νU (A ⊕ B) = νU (A)+ νU (B) for any A, B ∈ add(SUfm),
(ii) νU (A) = νU (B) for any A, B ∈ add(SUfm) such that [A]m = [B]m ,
(iii) νU (U ) = 1, and νU (V ) = 0 whenever V is a uniform module such that [U ]m 6= [V ]m .
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Our results give that for any uniform moduleU , νU is necessarily a restriction of m-dimU (A) to the class add(SUfm).
This does not remain true if we consider functions νU defined on the class fGd of modules of finite Goldie dimension
and that satisfy properties (i), (ii), (iii) with A, B of finite Goldie dimension. Here is an example. Let k be a field and
let R be the quotient ring k[x, y]/(x, y)2 of Remark 4.2(b). As R is a commutative local noetherian ring with one
prime ideal, the ring R has one indecomposable injective module ER up to isomorphism [7, Proposition 3.1]. Here
ER is the injective envelope of the simple module. Hence the R-modules of finite Goldie dimension are isomorphic
to submodules of EnR for some n ≥ 0. By the Matlis duality [7, Theorem 4.2], the composition length of ER is equal
to 3, the composition length of RR . Therefore all R-modules of finite Goldie dimension have finite composition length.
Hence the Krull–Schmidt Theorem holds for the R-modules of finite Goldie dimension, that is, V (fGd) ∼= N(X)0 , where
X is a set of representatives of the indecomposable modules of finite composition length up to isomorphism. Since
every injective endomorphism of a module of finite length is an automorphism, it follows that two R-modules of
finite Goldie dimension are in the same monogeny class if and only if they are isomorphic, i.e., M(fGd) = V (fGd).
Therefore the sum of the projection N(X)0 → N0 onto the x th direct summand, where x ∈ X is an indecomposable
module of finite composition length that is not uniform, and a mapping m-dimU : M(fGd) → N0 is a mapping
M(fGd) → N0 with properties (i), (ii) and (iii), which is not of the type νV for any uniform module V . Notice
that, by [10, Theorem 2], the ring R has indecomposable finitely generated modules of arbitrarily large dual Goldie
dimension. By the Matlis duality, R has indecomposable artinian modules of arbitrary large Goldie dimension.
More generally, Proposition 5.1 does not hold for the commutative monoid M(fGd), which is not free in general. To
see it, let Art be the class of all artinian right modules over a fixed ring R, and notice that two artinian modules in the
same monogeny class are isomorphic. Thus the monoid M(fGd) contains as a divisor closed submonoid the monoid
V (Art) of all isomorphism class of artinian modules. The monoid V (Art) is a Krull monoid [4], but not necessarily a
free monoid. Since divisor closed submonoids of free monoids are free monoids, it follows that M(fGd) is not free in
general.
6. Epigeny dimension relative to a fixed couniform module
The dual results also hold. Let U be a couniform R-module, that is, a module of dual Goldie dimension one
(U is non-zero and the sum of any two proper submodules of U is a proper submodule of U ). If A is any R-module,
let e-dimU (A) be the sup (a non-negative integer or∞) of the non-negative integers i such that there exist f : U i → A
and g : A → U i with g f an epimorphism. Then e-dimU (A) ≤ codim(A), where codim(A) denotes the dual Goldie
dimension of A. Moreover, if U, V are couniform modules, [U ]e = [V ]e implies e-dimU = e-dimV . In this Section,
we state the dual results that hold for the epigeny dimensions e-dimU . We give some proofs and leave the others to
the reader.
Theorem 6.1. Let A, B,U be modules with U couniform. Then
e-dimU (A ⊕ B) = e-dimU (A)+ e-dimU (B).
Proposition 6.2. Let U1, . . . ,Ul , V be couniform modules and let M = U1 ⊕ · · · ⊕Ul .
(a) e-dimV (M) is the number of indices i = 1, . . . , l with [Ui ]e = [V ]e.
(b) If [Ui ]e 6= [V ]e for every i = 1, . . . , l and A is any direct summand of M, then e-dimV (A) = 0.
Lemma 6.3. Let U1, . . . ,Un be couniform modules and let A be a submodule of U1
⊕ · · · ⊕ Un such that codim(U1 ⊕ · · · ⊕ Un/A) = m. Then there is a subset X of {1, 2, . . . , n} of cardinality m
with A + (⊕i∈X Ui ) = U1 ⊕ · · · ⊕Un .
Proof. Induction on n−m ≥ 0. For n−m = 0, take X = {1, 2, . . . , n}, and the statement is trivial. Assume n−m > 0.
For simplicity of notation, set M := U1 ⊕ · · · ⊕Un and U ′i := U1 ⊕ · · · ⊕Ui−1 ⊕Ui+1 ⊕ · · · ⊕Un , so that the U ′i ’s
are direct sums of n − 1 couniform modules. As the canonical morphism M → ⊕ni=1 M/U ′i is onto, the canonical
morphism M/A →⊕ni=1 M/(A+U ′i ) must be onto as well. Since codim(M/A) = m is < n, one of the n summands
M/(A+U ′i ) must be zero [3, p. 59]. Thus there exists an index j = 1, 2, . . . , n with M = A+U ′j . Then A ∩U ′j is a
submodule ofU ′j and codim(U ′j/A∩U ′j ) = m becauseU ′j/A∩U ′j ∼= A+U ′j/A = M/A. By the inductive hypothesis
applied to the submodule A ∩ U ′j of U ′j , there is a subset X of {1, . . . , i − 1, i + 1, . . . , n} of cardinality m with
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(A∩U ′j )+
(⊕ j∈X U j ) = U ′j . Summing A on both sides of this equality we get that A+ (⊕ j∈X U j ) = A+U ′j = M ,
as desired. 
Theorem 6.4. Let V1, . . . , Vt be couniform R-modules with pairwise distinct epigeny classes and let
Ui,1,Ui,2, . . . ,Ui,ni be couniform modules with [Vi ]e = [Ui,1]e = [Ui,2]e = · · · = [Ui,ni ]e for every i = 1, 2, . . . , t .
For every i = 1, 2, . . . , t , set Mi := ⊕nij=1Ui, j , Pi := ⊕l 6=i Ml and M := ⊕ti=1 Mi . Let M = A ⊕ B be a direct-sum
decomposition of M. Then:
(a) e-dimVi (A) = codim(M/(((A + Mi ) ∩ B)+ Pi )) for every i = 1, 2, . . . , t;
(b) [A]e = [⊕ti=1 V
e-dimVi (A)
i ]e.
Lemma 6.5. Let A be a module of finite dual Goldie dimension, let γ : A → A be an epimorphism, and let X
and U be submodules of A with A/U couniform and X + U = A. Then there exists a positive integer n with
X + (γ n)−1(U ) = A.
Proof. Assume that A, γ, X and U satisfy the hypotheses, but that X + (γ n)−1(U ) is a proper submodule
of A for every n > 0. As A has finite dual Goldie dimension, there exists an m ≥ 1 with
U, γ−1(U ), (γ 2)−1(U ), . . . , (γm)−1(U ) non-coindependent submodules of A [3, p. 57]. Equivalently, the canonical
mapping A → (A/U )⊕ · · · ⊕ (A/(γm)−1(U )), a 7→ (a+U, . . . , a+ (γm)−1(U )), is not onto. Hence there exists a
subset J of {0, 1, 2, . . . ,m} with the least possible number of elements, such that the canonical mapping
canJ : A →
⊕
j∈J
A/(γ j )−1(U ), a 7→ (a + (γ j )−1(U )) j∈J ,
is not onto. Let j0 be the smallest index in J , and set J0 = { j − j0 | j ∈ J }. Since canJ is not onto, by the
Chinese Remainder Theorem there is a k ∈ J with (γ k)−1(U ) +
(⋂
j∈J\{k}(γ j )−1(U )
)
properly contained in A.
Let a be an element of A not in this sum of submodules. We claim that the element γ j0(a) of A does not belong to
(γ k− j0)−1(U ) +
(⋂
j∈J\{k}(γ j− j0)−1(U )
)
. Assume the contrary, so that there exist b, c ∈ A with γ j0(a) = b + c,
γ k− j0(b) ∈ U and γ j− j0(c) ∈ U for every j ∈ J \ {k}. As γ is onto, there exists a b′ ∈ A with b = γ j0(b′).
Set c′ = a − b′. Then we have that γ k(b′) = γ k− j0γ j0(b′) = γ k− j0(b) ∈ U and, for every j ∈ J \ {k}, we have
that γ j (c′) = γ j− j0γ j0(c′) = γ j− j0γ j0(a − b′) = γ j− j0(γ j0(a) − b) = γ j− j0(c) ∈ U . This proves the claim,
and the claim shows that we can assume that 0 belongs to the subset J of {0, 1, 2, . . . ,m}, with the least number of
elements, such that the canonical mapping canJ : A → ⊕ j∈J A/(γ j )−1(U ) is not surjective. Clearly, canJ non-
surjective implies that J has at least two elements. Now canJ (A) is a proper submodule of
⊕
j∈J A/(γ j )−1(U ), and
0⊕
(⊕
j∈J\{0}(X + (γ j )−1(U ))/(γ j )−1(U )
)
is a superfluous submodule of
⊕
j∈J A/(γ j )−1(U ), so that
canJ (A)+
(
0⊕
( ⊕
j∈J\{0}
(X + (γ j )−1(U ))/(γ j )−1(U )
))
is a proper submodule of
⊕
j∈J A/(γ j )−1(U ). Thus the canonical mapping
can′J : A → A/U ⊕
( ⊕
j∈J\{0}
A/(X + (γ j )−1(U ))
)
is not onto. Let (a j ) j∈J be an element of A/U ⊕
(⊕
j∈J\{0} A/(X + (γ j )−1(U ))
)
not in the image of can′J . By the
minimality of J , the mapping canJ\{0} is surjective, so that there exists a ∈ A with a ≡ a j mod (X + (γ j )−1(U ))
for every j ∈ J \ {0}. Now X +U = A, so that
(⋂
j∈J\{0}(X + (γ j )−1(U ))
)
+U = A, and thus there exists a′ ∈ A
with a′ ≡ a0 mod U and a′ ≡ a ≡ a j mod (X + (γ j )−1(U )) for every j ∈ J \ {0}. Thus can′J (a′) = (a j ) j∈J , which
contradicts the choice of (a j ) j∈J . 
Theorem 6.6. Let A and B be modules of finite dual Goldie dimension. If [A]e = [B]e, then e-dimU (A) =
e-dimU (B) for every couniform module U.
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Proof. Let α : B → A and β : A → B be epimorphisms. It suffices to prove that if i ≥ 0 is an integer and
there are homomorphisms f : A → U i and g : U i → A with f g an epimorphism, then there are homomorphisms
f ′ : B → U i and g′ : U i → B with f ′g′ an epimorphism.
Notice that a composite mapping f g is an epimorphism if and only if f is an epimorphism and im g + ker f = A.
Set γ := αβ : A → A.
We claim that if X,U1, . . . ,Ui are coindependent proper submodules of A (i.e., X +⋂ni=1Ui = A, and, for every
j = 1, 2, . . . , i ,U j + (X ∩⋂l 6= j U j ) = A) and the n modules A/U j are couniform modules, then there exist positive
integers n1, . . . , ni such that the submodules X, (γ n1)−1(U1), . . . , (γ ni )−1(Ui ) of A are coindependent.
Assume that the claim is true. If f : A → U i and g : U i → A are homomorphisms with f g an epimorphism,
let pi j : U i → U ( j = 1, 2, . . . , i) be the canonical projections, and set U j = ker(pi j f ) for j = 1, 2, . . . , i . Notice
that f onto implies A/U j ∼= U couniform. Set X = im g, so that X,U1, . . . ,Ui are submodules of A. As f g is onto,
we have that f is onto and X + ker f = A. Equivalently, U1, . . . ,Ui are coindependent and X +⋂nj=1U j = A.
Now if g is onto, it suffices to set g′ = βg and f ′ = f α and we are done. Thus we can assume that X is a proper
submodule of A and we can apply [3, Lemma 2.31] to the dual of the lattice of all submodules of A, obtaining
that X,U1, . . . ,Ui are coindependent submodules of A. By the claim, there exist positive integers n1, . . . , ni with
X, (γ n1)−1(U1), . . . , (γ ni )−1(Ui ) coindependent submodules of A. Set
f ′ =
pi1 f γ
n1−1α
...
pii f γ
ni−1α
 : B → U i and g′ = βg : U i → B.
In order to verify that
f ′g′ =
pi1 f γ
n1g
...
pii f γ
ni g
 : U i → U i
is an epimorphism, fix an element (u1, . . . , ui ) ∈ U i . The morphisms pi j f γ n j : A → U are onto, so that there exist
elements a j ∈ A with u j = pi j f γ n j (a j ). Since X, (γ n1)−1(U1), . . . , (γ ni )−1(Ui ) are coindependent, it follows that
X + ⋂ij=1(γ n j )−1(U j ) = A and (γ n1)−1(U1), . . . , (γ ni )−1(Ui ) are coindependent. Thus there exists an element
a ∈ A such that a ≡ a j mod (γ n j )−1(U j ) for every j = 1, . . . , i , and there exist u ∈ U i and b ∈ ⋂ij=1(γ n j )−1(U j )
with a = g(u)+b. Then pi j f γ n j g(u) = pi j f γ n j (a) = pi j f γ n j (a j ) = u j for every j , so that f ′g′(u) = (u1, . . . , ui ).
Thus f ′g′ is an epimorphism, and this concludes the proof.
In order to prove the claim, we argue by induction on i . The case i = 1 has been dealt with in Lemma 6.5. Suppose
that the claim is true for i ≥ 1 and we have submodules X,U1, . . . ,Ui+1 of A satisfying the hypotheses of the claim.
Apply Lemma 6.5 to the submodules X ∩U1 ∩ · · · ∩Ui and Ui+1 of A, finding an integer ni+1 > 0 with
(X ∩U1 ∩ · · · ∩Ui )+ (γ ni+1)−1(Ui+1) = A.
Let us prove that the submodules X ∩ (γ ni+1)−1(Ui+1),U1, . . . ,Ui of A are coindependent. Recall that
coindependence is just join-independence in the dual lattice of the lattice of submodules in A. By [3, Proposition 2.31],
we have that X,U1, . . . ,Ui , (γ ni+1)−1(Ui+1) are coindependent. Therefore, by [3, Lemma 2.30], the submodules, so
that we can apply the inductive hypothesis. Thus we can determine n1, . . . , ni > 0 with X ∩ (γ ni+1)−1(Ui+1),
(γ n1)−1(U1), . . . , (γ ni )−1(Ui ) coindependent. Now the canonical mapping A → A/(X ∩ (γ ni+1)−1(Ui+1)) ⊕
A/(γ n1)−1(U1)⊕ · · · ⊕ A/(γ ni )−1(Ui ) is an epimorphism, and the canonical mapping A/(X ∩ (γ ni+1)−1(Ui+1))⊕
A/(γ n1)−1(U1) ⊕ · · · ⊕ A/(γ ni )−1(Ui ) → A/X ⊕ A/(γ ni+1)−1(Ui+1) ⊕ A/(γ n1)−1(U1) ⊕ · · · ⊕ A/(γ ni )−1(Ui )
is an isomorphism because X + (γ ni+1)−1(Ui+1) = A. Thus we have that the composite mapping is an epimorphism,
concluding the proof of the claim. 
7. The graph of uniserial modules
We shall now construct, for every ring R, a graph G that describes the behaviour of uniserial right R-modules.
Let M, E and L , respectively, be a set of representatives up to monogeny, epigeny and isomorphism, respectively, of
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all non-zero uniserial right R-modules. The graph G we construct is a bipartite, non-directed graph without multiple
edges. Its set of vertices is the disjoint union of M and E , and its set of edges is L . The graph G = (M ∪ E, L)
is bipartite because there are no edges between two vertices in M or between two vertices in E . An edge U ∈ L
connects the vertices V ∈ M and W ∈ E if and only if [U ]m = [V ]m and [U ]e = [W ]e. It is convenient to identify
M, E and L with the classes of all monogeny classes, all epigeny classes and all isomorphism classes, respectively, of
non-zero uniserial right R-modules, so that M = {[U ]m | U non-zero uniserial}, E = {[U ]e | U non-zero uniserial}
and L = {〈U 〉 | U non-zero uniserial}. Thus 〈U 〉 is the unique edge between [U ]m and [U ]e [2, Proposition 1.6]. In
other words, the graph G has no multiple edges.
Our graph G is the “global version” of the graph G(M) considered, for any serial module M that is a finite direct
sum of uniserial modules of type 2, by the second author in [8]. The graph G(M) is the full subgraph of G with set of
vertices the monogeny classes and the epigeny classes of the non-zero uniserial direct summands of M . (Recall that a
full subgraph of a graph G without multiple edges is a subgraph G ′ of G such that any two vertices of G ′ adjacent in
G are adjacent in G ′ as well.)
As for any other graph, the connected components of G define a partition of the set M ∪ E of vertices of the graph
G and a partition of the set L of edges. We shall view the connected components of G as full subgraphs of G. Thus
a connected component of G will be of the type C = (MC ∪ EC , LC ). Here MC , EC and LC are suitable subsets of
M, E and L , respectively. We will say that two non-zero uniserial right R-modulesU and V are in the same connected
component if there is a connected component C of G with 〈U 〉 ∈ LC and 〈V 〉 ∈ LC . If U and V are in the same
component, we write U ∼ V . The equivalence relation ∼ was introduced by the second author in [9, Section 2].
Recall that a graph is called a complete bipartite graph if there is a partition X ∪ Y of its set of vertices for which
X 6= ∅, Y 6= ∅, and there are no edges between any two vertices in X , no edges between any two vertices in Y , and
exactly one edge between any vertex in X and any vertex in Y .
Proposition 7.1. For any ring R, the connected components C = (MC ∪ EC , LC ) of the graph G = (M ∪ E, L) are
complete bipartite graphs.
Proof. It suffices to show that if two vertices [U ]m and [V ]e are in the same connected component of G, then there
is an edge between [U ]m and [V ]e in G. Arguing by induction on the length of a path from [U ]m to [V ]e, it suffices
to show that if there is a path of length three from [U ]m to [V ]e, then there is an edge between [U ]m and [V ]e.
A path of length three from [U ]m to [V ]e is of the form 〈W1〉, 〈W2〉, 〈W3〉 with [U ]m = [W1]m , [W1]e = [W2]e,
[W2]m = [W3]m and [W3]e = [V ]e. Then, by [3, Lemma 9.4(b)], W2 is isomorphic to a direct summand of W1 ⊕W3,
so thatW1⊕W3 ∼= W2⊕X for some non-zero uniserial module X , necessarily with [X ]m = [W1]m and [X ]e = [W3]e.
Therefore 〈X〉 is the required edge between [U ]m = [W1]m = [X ]m and [V ]e = [W3]e = [X ]e. 
It is possible to prove that if UR and VR are two non-zero uniserial modules in the same connected component,
then End(UR) is a local ring if and only if End(VR) is a local ring.
Proposition 7.2. Let L be a set of representatives of all uniserial non-zero right R-modules up to isomorphism. Let
≡m , ≡e and ∼ be the three equivalences on the set L that denote “having the same monogeny class”, “having
the same epigeny class” and “being in the same connected component”, respectively. Then, in the lattice of all
equivalence relations of the set L, ≡m ∧≡e is equal to the identity relation and ≡m ∨≡e is equal to ∼.
Proof. The fact that ≡m ∧≡e is the identity relation is just a restatement of [2, Proposition 1.6]. In order to see
that ≡m ∨≡e is ∼, observe that U (≡m ∨≡e)V if and only if there is a finite sequence U1, . . . ,Un of uniserial
modules such that, for each i , Ui and Ui+1 are either in the same monogeny class or in the same epigeny class, and
[U ]m = [U1]m , [V ]e = [Un]e. That is, if and only if the vertices [U ]m and [V ]e of the graph are connected by a path.
Equivalently, if and only if U ∼ V . 
Let R be a fixed ring. Let V (SUsr) := {〈A〉 | A ∈ SUsr } be the class of all isomorphism classes of the modules in
the class SUsr. Define an addition on the class V (SUsr) by 〈A〉 + 〈B〉 := 〈A ⊕ B〉 for every A, B ∈ SUsr. With this
operation, the class V (SUsr) becomes an additive commutative monoid.
Let G = (V ∪ W, L) be a bipartite graph and let F := N(V )0 ⊕ N(W )0 be the free commutative monoid with free
set of generators the disjoint union V ∪ W . The elements of F are tuples of non-negative integers, almost all zero,
indexed in V ∪W . We will write the elements of F in the form (av)v∈V ∪ (bw)w∈W . Here the av’s and the bw’s belong
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to N0 and are almost all zero. Let SG be the submonoid of F whose elements are all (av)v∈V ∪ (bw)w∈W ∈ F with∑
v∈VC av =
∑
w∈WC bw for every connected component C = (VC ∪ WC , LC ) of G. For instance, for every edge{v,w} of G, the element fv,w := (δv,v)v∈V ∪ (δw,w)w∈W ∈ F , where δ is the Kronecker delta, is in SG .
Theorem 7.3. For the graph G = (M ∪ E, L), the monoids V (SUsr) and SG are isomorphic via the isomorphism
V (SUsr)→ SG , defined by
〈A〉 7→ (m-dimU (A))[U ]m∈M ∪ (e-dimU (A))[U ]e∈E (2)
for every module A in SUsr.
Proof. It is easy to see that position (2) defines a monoid homomorphismΦ : V (SUsr)→ F , which is injective by the
Weak Krull–Schmidt Theorem [2, Theorem 1.9]. It remains to prove that the image ofΦ is SG . Now if A = U1⊕· · ·⊕
Un is a direct-sum decomposition of a module A in SUsr as a direct sum of non-zero uniserial modules Ui , then each
Ui contributes with one in both terms of the equality
∑
[U ]m∈MC a[U ]m =
∑
[U ]e∈EC b[U ]e , where C is the connected
component of Ui . Thus Φ(〈A〉) is in SG . Conversely, the proof that every element (a[U ]m )[U ]m∈M ∪ (b[U ]e )[U ]e∈E of
SG is in the image of Φ will be by induction on n :=∑[U ]m∈M a[U ]m =∑[U ]e∈E b[U ]e . The case n = 0 is trivial. Let
f = (a[U ]m )[U ]m∈M ∪ (b[U ]e )[U ]e∈E be an element of SG with n =
∑
[U ]m∈M a[U ]m =
∑
[U ]e∈E b[U ]e > 0. Then there
is a connected component C of the graph G with
∑
[U ]m∈MC a[U ]m =
∑
[U ]e∈EC b[U ]e > 0. Thus there are two vertices
[U1]m and [U2]e in the connected component C with a[U1]m > 0 and b[U2]e > 0. Since C is a complete bipartite graph,
there exists a non-zero uniserial right R-moduleU with [U ]m = [U1]m and [U ]e = [U2]e. Thus Φ(〈U 〉) = f[U ]m ,[U ]e .
Notice that f − f[U ]m ,[U ]e belongs to SG , so that it is equal to Φ(〈B〉) for some B by the inductive hypothesis. Then
Φ(〈B ⊕U 〉) = f . 
The set of all fv,w, where {v,w} ranges in the set of all edges of G, is a set of generators for the monoid SG .
Corollary 7.4. Let A and B be objects of SUsr. Suppose that m-dimU (A) ≤ m-dimU (B) and e-dimU (A) ≤
e-dimU (B) for every non-zero uniserial module U. Then A is isomorphic to a direct summand of B.
The next Corollary is just a restatement of the previous one. For a study of the subdirect representation V (SUsr)→
N(M)0 ⊕ N(E)0 and divisor homomorphisms, see [4,5].
Corollary 7.5. The subdirect representation V (SUsr)→ N(M)0 ⊕ N(E)0 is a divisor homomorphism.
Remark 7.6. It would be interesting to completely characterize the monoids that can be realized as V (SUsr) for some
ring R. In view of Theorem 7.3 it would be enough to characterize the graphs G = (M ∪ E, L) that one can obtain
for some ring R. By Proposition 7.1, the graph G = (M ∪ E, L) is a disjoint union of complete bipartite graphs, but
not every disjoint union of complete bipartite graphs can be obtained for some ring R. For instance, for any ring R
and any simple right R-module S, the unique modules in the same monogeny class or in the same epigeny class of S
are those isomorphic to S. Therefore for every simple module S (up to isomorphism), there is a connected component
in the graph consisting of only one edge and its two vertices.
Remark 7.7. All the results we have proved in this Section, from Proposition 7.1 to Corollary 7.5 remain true if
instead of considering uniserial modules, we consider biuniform modules, that is, modules that are both uniform and
couniform [3]. More precisely, for any fixed ring R, let G be the graph constructed as we did at the beginning of
this section with set of vertices M ∪ E and set of edges L , but where M, E and L are the sets of all monogeny
classes, all epigeny classes and all isomorphism classes, respectively, of biuniform right R-modules. This new
graph G is still a bipartite, non-directed graph without multiple edges whose connected components are complete
bipartite graphs [3, Lemma 9.4]. Let SBfr be the class of all right R-modules that are isomorphic to direct sums
of finitely many biuniform submodules, and let V (SBfr) be the monoid of all isomorphism classes of modules in
SBfr [4, Section 5]. Then the monoids V (SBfr) and SG , where G is the new graph, are isomorphic, and the subdirect
representation V (SBfr) → N(M)0 ⊕ N(E)0 is a divisor homomorphism. (Cf. [4, Corollary 5.4], where it is proved that
V (add(SBfr))→ N(M)0 ⊕ N(E)0 is a subdirect representation, a fact that remains true for V (SBfr) as well.)
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We conclude the paper with a result about serial modules that could now sound trivial, but that is related to the
connected components of our graph. As we know, the direct-sum decomposition of a serial module into uniserial
direct summands is not unique up to isomorphism [2,9]. Nevertheless, there is a direct-sum decomposition of a serial
module into submodules that is unique up to isomorphism. It is indexed in the set of all connected components of
our graph G. This will follow from the next Proposition. We shall omit the definition of a quasi-small module, but
let us recall that a uniserial module U is quasi-small if and only if any non-zero uniserial direct summand of U (ω) is
isomorphic to U . Moreover, if U and V are uniserial modules such that [U ]e = [V ]e, then U is quasi-small if and
only if V is quasi-small.
Proposition 7.8. Let {Ui | i ∈ I }, {V j | j ∈ J } be two families of non-zero uniserial right R-modules such that
⊕i∈I Ui ∼= ⊕ j∈J V j and let C = (MC ∪ EC , LC ) be a connected component of G. Let IC = {i ∈ I | 〈Ui 〉 ∈ LC } and
JC = { j ∈ J | 〈V j 〉 ∈ LC }. Then ⊕i∈IC Ui ∼= ⊕ j∈JC V j .
Proof. Set I ′ = {i ∈ I | Ui is quasi-small} and J ′ = { j ∈ J | V j is quasi-small}. Recall that ⊕i∈I Ui ∼= ⊕ j∈J V j if
and only if there exist a bijection σ : I → J such that [Ui ]m = [Vσ(i)]m for every i ∈ I and a bijection τ : I ′ → J ′
such that [Ui ]e = [Vτ(i)]e for every i ∈ I ′ [9, Theorem 2.6]. From [Ui ]m = [Vσ(i)]m , it follows that, for every i ∈ I ,
i ∈ IC if and only if σ(i) ∈ JC . Similarly, [Ui ]e = [Vτ(i)]e implies that i ∈ IC if and only if τ(i) ∈ JC whenever Ui
is quasi-small. Therefore σ restricts to a bijection of IC onto JC , and similarly τ restricts to a bijection of IC ∩ I ′ onto
JC ∩ J ′. Therefore a second application of [9, Theorem 2.6], but in the opposite implication, allows us to conclude
that ⊕i∈IC Ui ∼= ⊕ j∈JC V j . 
Thus, for any serial R-module A, we can choose a direct-sum decomposition A = ⊕i∈I Ui with the Ui ’s non-zero
uniserial submodules of A, and set, for every connected component C = (MC ∪ EC , LC ) of G, AC = ⊕i∈IC Ui ,
where IC = {i ∈ I | 〈Ui 〉 ∈ LC }. Then AC does not depend, up to isomorphism, from the choice of the direct-sum
decomposition A = ⊕i∈I Ui . Thus there is a direct-sum decomposition A = ⊕C AC that does not depend on the
decomposition A = ⊕i∈I Ui , that is, if A = ⊕ j∈J V j is another decomposition into uniserials and A′C is the sum of
the V j ’s in C , then AC ∼= A′C for every connected component C of G.
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