Approximate pricing of European and Barrier claims in a local-stochastic
  volatility setting by Barger, Weston & Lorig, Matthew
ar
X
iv
:1
61
0.
05
72
8v
2 
 [q
-fi
n.M
F]
  5
 A
pr
 20
17
Approximate pricing of European and Barrier claims in a
local-stochastic volatility setting
Weston Barger  Matthew Lorig y
This version: October 14, 2018
Abstract
We derive asymptotic expansions for the prices of a variety of European and barrier-style claims in a
general local-stochastic volatility setting. Our method combines Taylor series expansions of the diffusion
coefficients with an expansion in the correlation parameter between the underlying asset and volatility
process. Rigorous accuracy results are provided for European-style claims. For barrier-style claims, we
include several numerical examples to illustrate the accuracy and versatility of our approximations.
1 Introduction
Barrier-style claims are among the most liquid path-dependent claims. As barrier-style claims are generally
cheaper than their European counterparts, the former are popular among speculators who wish to bet on
market movements while taking advantage of the lower prices barrier-style claims entail. Yet, despite their
widespread use, barrier-style claims remain challenging to price.
In his landmark work, Merton (1973) was the first to value a down-and-out call in closed form when the
underlying stock follows geometric Brownian motion (GBM). There exists a variety of static hedging results
for barrier claims in GBM or GBM-like settings. For example, in a GBM framework, Bowie and Carr (1994)
show that the payoff of a down-and-out call with barrier L can be replicated by buying a European call on
the same underlying futures price with the same maturity T and strike K and also selling K/L puts with
strike L2/K. Carr et al. (1998) prove that this static hedge works in any model with local volatility, provided
that the volatility function is symmetric in the log of the futures price relative to the barrier. Carr and Lee
(2009) make clear that symmetry condition is merely sufficient, but not necessary. The hedge described
above for a down-and-out call works provided that there are no jumps over the barrier and the call and put
have the same implied volatility at the first passage time to the barrier, a condition referred to as Put Call
Symmetry (PCS), which was introduced to finance by Bates (1988) as a way to measure skewness. More
recently, Carr and Nadtochiy (2011) show how to statically hedge barrier options for a general class of local
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volatility models. And Carr and Lorig (2015) develop semi-static hedges for barrier-style claims on price
and volatility.
Unfortunately, the restrictive symmetry conditions described above prohibit static hedging results from
being applied when the underlying is described by any of the models that are most frequently used to
price European options: CEV Cox (1975), Heston Heston (1993) and SABR Hagan et al. (2002). For these
models, a number of closed-form pricing formulas have been developed and the associated hedging strategies
are dynamic. Davydov and Linetsky (2001) price barrier-style claims in a CEV setting using eigenfunctions
expansions. Assuming zero correlation between the price and volatility-driving process, it is known that the
underlying in a stochastic volatility model can be expressed as a time-changed GBM. As a result, in the zero
correlation setting, barrier options can be priced via Fourier Sine series (for double barrier options) or via
Fourier Sine transforms (for single barrier options) so long as the Laplace transform of the time integral of the
stochastic variance process is known in closed form. This has been done in Faulhaber (2002) for the Heston
model and presumably could be carried out in the SABR model using the results of Antonov and Spector
(2012), though, a detailed literature search did not reveal any paper in which the zero-correlation SABR
computation has been carried out.
Zero correlation stochastic volatility models induce symmetric implied volatility smiles and are not
consistent with empirical evidence from equity markets, where smiles exhibit strong at-the-money skews. It
is therefore important to allow the underlying to be correlated with the volatility-driving process. When
correlation is non-zero, closed-form formulas for barrier option prices are not available and perturbation
methods are often employed. Lipton et al. (2014), for example, finds approximate barrier options prices by
expanding prices in a small parameter, which is equal to the correlation times the vol-of-vol. Fouque et al.
(2011) price barrier options in a fast mean-reverting volatility setting. And Lorig (2014) values barrier
options and other claims for a class of multiscale stochastic volatility models (see Fouque et al. (2011) for a
review of these models). Yet the methods of Lipton et al. (2014) and Fouque et al. (2011) cannot be applied
in the CEV or SABR settings, and the results in Lorig (2014) require a separation of time scales between the
price process and the corresponding fast and slow factors of volatility, which may not be realistic in certain
markets.
In this paper we consider a very general class of local-stochastic volatility models which naturally include
the CEV, Heston and SABR models. We find approximate prices of barrier-style claims by expanding the
coefficients of infinitesimal generator of the underlying as a Taylor series about a fixed point. The Taylor
series expansion method was initially developed for European-style claims in scalar diffusion setting in
Pagliarani and Pascucci (2012) and later extended to d -dimensional diffusions in Lorig et al. (2015b) and
Lorig et al. (2015a).
A significant mathematical challenge arises when extending the methods developed in Lorig et al. (2015a)
for diffusions in Rd to diffusions in strict subsets of Rd . In particular, in Rd , the zeroth order approximate
transition density of a diffusion is given by a Gaussian kernel. The Gaussian kernel is a function of the
difference of the forward and backward variables. This symmetry between forward and backward variables
greatly simplifies the computations required to obtain higher order corrections to the transition density. For
a diffusion in a strict subset of Rd however, the zeroth order transition density approximation will no longer
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be a function of the difference of the forward and backward variables. As a result, the computations needed
to obtain higher order corrections to the transition density are significantly more involved.
The rest of this paper proceeds as follows. In Section 2, we introduce a general local-stochastic volatility
model and describe the option-pricing problems we wish to solve. In Section 3, we develop an asymptotic
expansion for options prices. This expansion leads to a sequence of nested PDE problems, which we solve
explicitly in Section 4. In Section 5, we establish the asymptotic accuracy of our approximation for European
options. Finally, in Section 6, we provide several numerical illustrations of our pricing approximation for
barrier-style claims and compare our results to prices obtained via Monte Carlo simulation. Some concluding
remarks are offered in Section 7.
2 Market model
We consider a market defined on a complete, filtered probability space (Ω,F,F = (Ft )t≥0,P). Here, the
measure P represents the market’s chosen pricing measure. Let S = (St )t≥0 be the value of a risky asset.
We suppose the dynamics of S are given by
St = f (Xt ),
dXt = µ(Xt , Yt )dt + σ(Xt , Yt )dWt ,
dYt = c(Xt , Yt )dt + g(Xt , Yt )dBt ,
d〈W,B〉t = ρ dt .
where the function f must be positive, strictly increasing and C2. The processes W = (Wt )t≥0 and
B = (Bt )t≥0 are driftless (P,F)-Brownian motions with constant correlation ρ ∈ (–1, 1). We assume the
dynamics of (X,Y) = (Xt , Yt )t≥0 are such that (X,Y) has a unique strong solution, at least up until the
first exit time of X of some interval I ⊆ R.
For simplicity, we take the risk-free rate of interest to be zero. Thus, in order to preclude the possibility
of arbitrage, the risky asset S must be a martingale. As a result, the function µ, which controls the drift of
X, must satisfy
µ =
–f ′′σ2
2f ′
.
The condition on µ can be easily derived by computing df (Xt ) and setting the dt -term to zero. Typical
choices for f are f (x ) = ex , in which case µ = – 12σ
2, or f (x ) = x , in which case µ = 0.
We are interested in computing the price of a barrier-style claim, whose payoff at the maturity date T is
given by
Payoff : 1{τ>T}ϕ(XT), τ = inf{t ≥ 0 : Xt /∈ I}, (2.1)
where I is an interval in R. For a single-barrier claim with a barrier L < X0 we have I = (L,∞). For a
double-barrier claim, we have I = (L,U) where L < X0 < U. We also allow for the possibility that I = R,
which corresponds to a European claim on X.
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Remark 2.1. When I 6= R, payoffs of the form (2.1) are knock-out style payoffs. A knock-in style payoff
is a payoff of the form
Payoff : 1{τ≤T}ϕ(XT). (2.2)
It is known that the value of a knock-in claim with payoff (2.2) is equal to the value of a European claim
with payoff ϕ(XT) minus the value of a knock-out claim with payoff (2.1). Thus, by pricing both knock-out
and European style claims we can also price knock-in style claims.
The value Vt of the claim with payoff (2.1) at time t ≤ T is given by
Vt = 1{τ>t}u(t , Xt , Yt ), u(t , x , y) := E
(
1{τ>T}ϕ(XT)|Xt = x ∈ I, Yt = y
)
, (2.3)
Under mild conditions, the function u , defined in (2.3), is the unique classical solution of the Kolmogorov
Backward equation
0 = (∂t +A)u , u(T, ·) = ϕ, (2.4)
where A, the generator of (X,Y), is given explicitly by
A = µ(x , y)∂x +
1
2σ
2(x , y)∂2x + c(x , y)∂y +
1
2g
2(x , y)∂2y + ρσ(x , y)g(x , y)∂x ∂y ,
and is defined to act on functions that are twice differentiable and satisfy certain boundary conditions
dom(A) := {g ∈ C2 : lim
x→∂I
g(x , y) = 0}.
Here we use the notation ∂I to indicate a finite endpoint of I. So, for example, if I = (L,∞), then A acts
on functions that satisfy limxցL g(x , y) = 0. Throughout this paper, we assume a unique classical solution
to (2.4) exists. Our goal is to find the solution u of PDE (2.4). As no explicit solution of (2.4) exists for
general coefficients (µ,σ, c, g), we shall seek instead an explicit approximation for u .
3 Formal asymptotic expansion
In this section, we will present a formal asymptotic expansion for u . To begin, let us introduce some
notation. For any coefficient of A we define
χε(x , y) := χ(x¯ + ε(x – x¯ ), y¯ + ε(y – y¯)), χ ∈ {µ, 12σ2, c, 12g2,σg},
where (x¯ , y¯) is a fixed point and ε ∈ [0, 1]. Next, we introduce an operator Aε,ρ, which is given explicitly by
A
ε,ρ = µε(x , y)∂x + (
1
2σ
2)ε(x , y)∂2x + c
ε(x , y)∂y + (
1
2g
2)ε(x , y)∂2y + ρ(σg)
ε(x , y)∂x∂y ,
where dom(Aε,ρ) := dom(A). Consider, now, a family of PDE problems, indexed by (ε, ρ)
0 = (∂t +A
ε,ρ)uε,ρ, uε,ρ(T, ·, ·) = ϕ. (3.1)
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Noting that Aε,ρ|ε=1 = A it follows from (2.4) and (3.1) that u
ε,ρ|ε=1 = u . Thus, rather than seek an
approximation solution to PDE problem (2.4) directly, we shall instead seek an approximation solution to
PDE problem (3.1) by expanding uε,ρ in powers of ε and ρ as follows
uε,ρ =
∞∑
i=0
∞∑
j=0
εiρjui ,j , (3.2)
where the functions (ui ,j ) are (at present) unknown. Once we obtain an approximation for u
ε,ρ, our
approximation for u will be obtained by setting ε = 1.
Assume for the moment that the coefficients in A are analytic. We shall see later that the approxima-
tion we obtain for u does not require this assumption. However, making this assumption simplifies the
presentation considerably so we will temporarily proceed with it. As the coefficients of A are analytic, we
have
A
ε,ρ =
∞∑
n=0
εn
(
An,0 + ρAn,1
)
, (3.3)
An,0 = µn (x , y)∂x + (
1
2σ
2)n (x , y)∂
2
x + cn (x , y)∂y + (
1
2g
2)n (x , y)∂
2
y , (3.4)
An,1 = (σg)n (x , y)∂x∂y , (3.5)
where dom(A0,0) := dom(A) and have introduced the notation
χn (x , y) :=
1
n !
dn
dεn
χε(x , y)
∣∣∣
ε=0
=
n∑
i=0
∂ix¯∂
n–i
y¯ χ(x¯ , y¯)
i !(n – i)!
(x – x¯ )i (y – y¯)n–i , (3.6)
for χ ∈ {µ, 12σ2, c, 12g2,σg}. Observe that χn is the nth order term in the Taylor series expansion of χ
about the point (x¯ , y¯).
Inserting expansions (3.2) and (3.3) into PDE problem (3.1) and collecting terms with like powers of ε
and ρ, we obtain
O(1) : 0 = (∂t +A0,0)u0,0, u0,0(T, ·, ·) = ϕ, (3.7)
O(εnρk ) : 0 = (∂t +A0,0)un,k +
n∑
i=0
k∑
j=0
(1 – δi+j ,0)Ai ,jun–i ,k–j , un,k (T, ·, ·) = 0. (3.8)
For clarity, we present the lowest order terms explicitly here
O(ε) : 0 = (∂t +A0,0)u1,0 +A1,0u0,0, u1,0(T, ·, ·) = 0, (3.9)
O(ρ) : 0 = (∂t +A0,0)u0,1 +A0,1u0,0, u0,1(T, ·, ·) = 0, (3.10)
O(ε2) : 0 = (∂t +A0,0)u2,0 +A2,0u0,0 +A1,0u1,0, u2,0(T, ·, ·) = 0,
O(ερ) : 0 = (∂t +A0,0)u1,1 +A1,1u0,0 +A1,0u0,1 +A0,1u1,0, u1,1(T, ·, ·) = 0,
O(ρ2) : 0 = (∂t +A0,0)u0,2 +A0,1u0,1 +A0,2u0,0, u0,2(T, ·, ·) = 0.
The above computation motivates the following definition.
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Definition 3.1. Let u be the unique classical solution of PDE problem (2.4). We define u¯ρN, the Nth order
approximation of u , as
u¯ρN(t , x , y) :=
N∑
i=0
i∑
j=0
εj ρi–juj ,i–j (t , x , y)
∣∣∣
(x¯ ,y¯ ,ε)=(x ,y ,1)
, (3.11)
where u0,0 satisfies (3.7) and un,k satisfies (3.8) for (n , k ) 6= (0, 0).
Remark 3.2. Observe that we have set ε = 1 in (3.11) and, as a result, the parameter ε plays no role in the
definition for u¯
ρ
N. Indeed, ε was introduced merely as an accounting tool in the formal asymptotic expansion
above. As ε does not appear in the original PDE problem (2.4) it should not appear in the approximation
for u .
Remark 3.3. Note that we have set (x¯ , y¯) = (x , y) in (3.11). This is often a point of confusion, and we wish
to clarify how this should be handled. First, one should solve the sequence of nested PDE problems (3.7)–
(3.8) with (x¯ , y¯) fixed. To be explicit, let us denote the solution of the O(εnρk ) PDE as u x¯ ,y¯n,k . If one is then
interested in the approximate value of u at the point (x , y), one should then compute u
x¯ ,y¯
n,k (x , y)|(x¯ ,y¯)=(x ,y)
in the sum (3.11). The reason for choosing (x¯ , y¯) = (x , y) is as follows. The small-time behavior of a
diffusion is predominantly determined by the geometry of the diffusion coefficients near the starting point of
the diffusion (x , y). In turn, the most accurate Taylor series expansion of any function near the point (x , y)
is the Taylor series expansion centered at (x¯ , y¯) = (x , y).
Remark 3.4. As previously mentioned, analyticity of the coefficients of A is not required. Indeed, to
construct the Nth order approximation u¯ρN one requires only the operators Ak ,j for k ≤ N. Thus, the Nth
order approximation of u requires only that the coefficients of A be CN.
4 Explicit expressions
In this section, we provide explicit expressions for the functions (un,k ) required to compute u¯
ρ
N, the Nth
order approximation of u . We begin with a review of Duhamel’s principle. Let Γ0,0 be the fundamental
solution of parabolic operator (∂t +A0,0). That is,
0 = (∂t +A0,0)Γ0,0(·, ·, ·; T, ξ, η), Γ0,0(T, ·, ·; T, ξ, η) = δξ,η. (4.1)
Duhamel’s principle states that the the unique classical solution to
0 = (∂t +A0,0)u + f , u(T, ·, ·) = h ,
is given by
u(t , x , y) = P0,0(t , T)h(x , y) +
∫ T
t
ds P0,0(t , s)f (s, x , y),
where we have introduced P0,0 the semigroup generated by A0,0, which is defined as follows
P0,0(t , s)ϕ(x , y) =
∫
I
dξ
∫
R
dη Γ0,0(t , x , y ; s, ξ, η)ϕ(ξ, η), (4.2)
where 0 ≤ t ≤ s ≤ T.
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Proposition 4.1. Let the functions (un,k ) be the the unique classical solution of the nested sequence of
PDE problems (3.7)–(3.8). Then, omitting the spacial arguments (x , y) to ease notation, the function
u0,0 is given by
u0,0(t) = P0,0(t , T)ϕ,
where P0,0 is defined in (4.2), and for (n , k ) 6= (0, 0), we have
un,k (t) =
n+k∑
j=1
∑
In,k ,j
∫ T
t
ds1
∫ T
s1
ds2 · · ·
∫ T
sj–1
dsj (4.3)
P0,0(t , s1)An1,k1P0,0(s1, s2)An2,k2 · · ·P0,0(sj–1, sj )Anj ,kjP0,0(sj , T)ϕ,
with In,k ,j given by
In,k ,j =

(
n1, · · · ,nj
k1, · · · , kj
)
∈ Z2×j+
∣∣∣∣∣∣∣∣
n1 + · · ·+ nj = n ,
k1 + · · ·+ kj = k ,
1 ≤ ni + ki , for all 1 ≤ i ≤ j
 .
Proof. See Appendix A.
For clarity, we present the lowest order terms here
u1,0(t) =
∫ T
t
ds1 P0,0(t , s1)A1,0P0,0(s1, T)ϕ,
u0,1(t) =
∫ T
t
ds1 P0,0(t , s1)A0,1P0,0(s1, T)ϕ,
u2,0(t) =
∫ T
t
ds1
∫ T
s1
ds2 P0,0(t , s1)A1,0P0,0(s1, s2)A1,0P0,0(s2, T)ϕ
+
∫ T
t
ds1 P0,0(t , s1)A2,0P0,0(s1, T)ϕ,
u1,1(t) =
∫ T
t
ds1
∫ T
s1
ds2 P0,0(t , s1)A0,1P0,0(s1, s2)A1,0P0,0(s2, T)ϕ
+
∫ T
t
ds1
∫ T
s1
ds2 P0,0(t , s1)A1,0P0,0(s1, s2)A0,1P0,0(s2, T)ϕ
+
∫ T
t
ds1 P0,0(t , s1)A1,1P0,0(s1, T)ϕ,
u0,2(t) =
∫ T
t
ds1
∫ T
s1
ds2 P0,0(t , s1)A0,1P0,0(s1, s2)A0,1P0,0(s2, T)ϕ
+
∫ T
t
ds1 P0,0(t , s1)A0,2P0,0(s1, T)ϕ.
To proceed further, we must specify explicitly the action of the semigroup P0,0. We will consider three
separate cases: European claims, single-barrier claims, and double-barrier claims.
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4.1 European claims
In this section, we consider the case I = R. As τ = ∞ when I = R, we see from (2.1) that this case
corresponds to a European claim written on X. We begin with the following lemma.
Lemma 4.2. Let H be the following linear operator
H = b∂x + a∂
2
x , dom(H) = C
2(R).
The following holds
Hψω = λωψω , ω ∈ R,
ψω(x ) =
1√
2π
eiωx , λω(b, a) = biω – aω
2. (4.4)
Moreover, we have
〈ψω,ψγ〉 = δ(ω – γ), 〈f , g〉 :=
∫
R
dx f (x )g(x ), (4.5)
where δ(ω – γ) is a Dirac delta function and f denotes the complex conjugate of f .
Proof. The lemma can easily be checked by direct computation.
Proposition 4.3. Let P0,0 be the semigroup generated by A0,0 with dom(A0,0) = C
2(R2). Then we
have
P0,0(t , T)f =
∫
R
dω
∫
R
dγ eΛω,γ(T–t)〈Ψω,γ , f 〉Ψω,γ , (4.6)
〈f , g〉 :=
∫
R
dx
∫
R
dy f (x , y)g(x , y),
where Ψω,γ and Λω,γ are given by
Ψω,γ(x , y) = ψω(x )ψγ(y), Λω,γ = λω(b1, a1) + λγ(b2, a2),
(b1, a1) =
(
µ0, (
1
2σ
2)0
)
, (b2, a2) =
(
c0, (
1
2g
2)0
)
,
with ψω and λω(b, a) as defined in (4.4).
Proof. Using Lemma 4.2 and ∫
R
dω ψω(x )ψω(y) = δ(x – y),
one can check by direct computation that
Γ0,0(t , x , y ; T; ξ, η) :=
∫
R
dω
∫
R
dγ eΛω,γ(T–t)Ψω,γ(x , y)Ψω,γ(ξ, η), (4.7)
satisfies (4.1) and is therefore the fundamental solution of (∂t + A0,0). Expression (4.6) follows directly by
inserting (4.7) into (4.2).
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Now, from Proposition 4.1, we see that the (un,k ) are a sum of terms of the form
A =
 j∏
i=1
∫ T
si–1
dsi P0,0(si–1, si )Ani ,ki
P0,0(sj , T)ϕ s0 = t . (4.8)
Using (4.6), we can write these terms as
A =
∫
R
dωj+1
∫
R
dγj+1
 j∏
i=1
∫ T
si–1
dsi
∫
R
dωi
∫
R
dγi e
Λωi ,γi
(si –si–1)〈Ψωi ,γi ,Ani ,kiΨωi+1,γi+1〉

〈Ψωj+1,γj+1 ,ϕ〉eΛωj+1,γj+1(T–sj )Ψω1,γ1 . (4.9)
Although the multiple integral may seem unwieldy, we shall see that all but a single integral collapses when
we compute the elements
〈Ψωi ,γi ,Ani ,kiΨωi+1,γi+1〉,
which appear in (4.9)
Lemma 4.4. Let Ψω,γ and 〈·, ·〉 be as defined in Proposition 4.3. Define the operator
B := x iy j ∂kx ∂
l
y , (4.10)
where i , j , k , l ∈ Z+. Then we have
〈Ψω′,γ ′ ,BΨω,γ〉 = (iω)k (iγ)l (–i∂ω)i (–i∂γ)j δ(ω – ω′)δ(γ – γ ′).
Proof. The proof is a straightforward computation. Recalling that Ψω,γ =
1
2π e
iωx+iγy , we have
〈Ψω′,γ ′ ,BΨω,γ〉 =
∫
R
dx
∫
R
dy Ψω′,γ ′(x , y)x
iy j ∂kx ∂
l
yΨω,γ(x , y)
= (iω)k (iγ)l
∫
R
dx
∫
R
dy Ψω′,γ ′(x , y)x
iy jΨω,γ(x , y)
= (iω)k (iγ)l (–i∂ω)
i (–i∂γ)
j
∫
R
dx
∫
R
dy Ψω′,γ ′Ψω,γ(x , y)
= (iω)k (iγ)l (–i∂ω)
i (–i∂γ)
j δ(ω – ω′)δ(γ – γ ′).
where, in the last step, we have used (4.5).
Remark 4.5. The derivative of a Dirac delta function is defined as follows:∫
R
dω f (ω)∂nω δ(ω – ω
′) =
∫
R
dω δ(ω – ω′)(–∂ω)
n f (ω) = (–∂ω′)
n f (ω′),
where we have integrated by parts.
Note from (3.4), (3.5) and (3.6) that the operators (An,k ) are sums of operators of the form (4.10).
Thus, in light of Lemma 4.4 and Remark 4.5, we see that the integrals in (4.9) with respect to ωi and γi ,
for i = 1, 2, . . . j collapse due to the Dirac delta functions. The integral with respect to γj+1 also collapses,
due to the fact that the payoff function ϕ does not depend on y . And the iterated integrals with respect to
si for i = 1, 2, . . . j involve only exponentials and can always be computed explicitly. Thus, what remains
is the integral with respect to ωj+1, which, in general, must be computed numerically (if ϕ(x ) = x
nepx for
some n ∈ Z+ and p ∈ R, then the integral with respect to ωj+1 can be evaluated analytically).
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4.2 Single-barrier claims
In this section, we consider the case I = (L,∞), which corresponds to a single-barrier knock-out claim
written on X with a barrier L < X0. The case I = (–∞, U) with U > X0 can be handled analogously. We
begin with the following lemma.
Lemma 4.6. Let H be the following linear operator
H = b∂x + a∂
2
x , dom(H) = {f ∈ C2(I) : lim
x→L
f (x ) = 0}, I = (L,∞).
The following holds
Hηω = µωηω , ω ∈ R+,
ηω(x ; b, a) =
√
2
π
e–bx/(2a) sin
(
ω(x – L)
)
, µω(b, a) = –
b2
4a
– aω2. (4.11)
Moreover, we have
〈ηω , ηγ〉 = δ(ω – γ), 〈f , g〉 :=
∫
I
dx f (x )g(x )m(x ), m(x ) = ebx/a . (4.12)
Here, δ(ω – γ) is a Dirac delta function.
Proof. The lemma can be checked by direct computation.
Proposition 4.7. Let P0,0 the semigroup generated by A0,0 with
dom(A0,0) = {f ∈ C2(E) : lim
x→L
f (x , y) = 0}, E = (L,∞)×R.
Then we have
P0,0(t , T)f =
∫
R+
dω
∫
R
dγ eΛω,γ(T–t)〈Ψω,γ , f 〉Ψω,γ , (4.13)
〈f , g〉 :=
∫
I
dx
∫
R
dy f (x , y)g(x , y)m(x ), I = (L,∞),
where Ψω,γ and Λω,γ are given by
Ψω,γ(x , y) = ηω(x ; b1, a1)ψγ(y), Λω,γ = µω(b1, a1) + λγ(b2, a2),
(b1, a1) =
(
µ0, (
1
2σ
2)0
)
, (b2, a2) =
(
c0, (
1
2g
2)0
)
,
with ψγ and λγ as defined in (4.4), ηω and γω as defined in (4.11) and m as defined in (4.12).
Proof. Using Lemma 4.6, we check by direct computation that
Γ0,0(t , x , y ; T; ξ, η) :=
∫
R+
dω
∫
R
dγ eΛω,γ(T–t)Ψω,γ(x , y)Ψω,γ(ξ, η)m(ξ), (4.14)
satisfies (4.1) and is therefore the fundamental solution of (∂t +A0,0). Expression (4.13) follows directly by
inserting (4.14) into (4.2).
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Once again, to compute the (un,k ) , we must examine terms of the form (4.8). Using (4.13), we write
these terms as
A =
∫
R
dωj+1
∫
R
dγj+1
 j∏
i=1
∫ T
si–1
dsi
∫
R
dωi
∫
R
dγi e
Λωi ,γi
(si –si–1)〈Ψωi ,γi ,Ani ,kiΨωi+1,γi+1〉

〈Ψωj+1,γj+1 ,ϕ〉eΛωj+1,γj+1(T–sj )Ψω1,γ1 , (4.15)
where Ψωi ,γi and Λωi ,γi are as in Proposition 4.7. Noting that each An,k can be expressed as a sum of
operators with the form of B, which is defined in (4.10), we must compute inner products of the form
〈Ψω′,γ ′ ,BΨω,γ〉.
This motivates the following lemma.
Lemma 4.8. Let Ψω,γ and 〈·, ·〉 be as defined in Proposition 4.7 and B be defined as in (4.10). Then
〈Ψω′,γ ′ ,BΨω,γ〉 = (iγ)l (–i∂γ)j δ(γ – γ ′)Cω′,ω,i ,k , Cω′,ω,i ,k =
i∑
m=0
(
i
m
)
Li–mC
(1)
ω′,ω,m ,k , (4.16)
where
C
(1)
ω′,ω,m ,k =
m !
π
c
(e)
ω,k
(
(ω + ω′)–m–1 – |ω – ω′|–m–1
)
) sin
(mπ
2
)
+
m !
π
c
(o)
ω,k
(
(ω + ω′)–m–1 – sign(ω – ω′)|ω – ω′|–m–1
)
cos
(mπ
2
)
, (4.17)
c
(o)
ω,k =
⌊ k+1
2
⌋∑
m=1
(
k
2m – 1
)
(–1)k–m
(
b
2a
)k–2m+1
ω2m–1, (4.18)
c
(e)
ω,k =
⌊ k
2
⌋∑
m=0
(
k
2m
)
(–1)k–m
(
b
2a
)k–2m
ω2m . (4.19)
Proof. Recalling the definition of Ψ from Proposition 4.3, we compute
〈Ψω′,γ ′ ,BΨω,γ〉 =
∫
I
dx
∫
R
dy m(x )Ψω′,γ ′(x , y)x
iy j ∂kx ∂
l
yΨω,γ(x , y)
= (iγ)l (–i∂γ)
j δ(γ – γ ′)
∫
I
dx m(x )x iηω′(x )∂
k
x ηω(x ). (4.20)
By direct computation, we find that
∂kx ηω(x ) =
√
2
π
e–
b
2a
x
(
c
(o)
ω,k cos (ω(x – L)) + c
(e)
ω,k sin (ω(x – L))
)
,
where c
(o)
ω,k and c
(e)
ω,k are given by (4.18) and (4.19), respectively. Thus,∫
I
dx m(x )x iηω′(x )∂
k
x ηω(x ) =
2
π
∫
I
dx x i sin
(
ω′(x – L)
) (
c
(o)
ω,k cos (ω(x – L)) + c
(e)
ω,k sin (ω(x – L))
)
=
i∑
m=0
(
i
m
)
Li–m
2
π
∫ ∞
0
dx xm sin(ω′x )
(
c
(o)
ω,k cos(ωx ) + c
(e)
ω,k sin(ωx )
)
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=i∑
m=0
(
i
m
)
Li–mC
(1)
ω′,ω,m ,k , (4.21)
where C
(1)
ω′,ω,m ,k is given by (4.17). Inserting (4.21) into (4.20) gives (4.16).
Note from (3.4), (3.5) and (3.6), the operators An,k are sums of operators of the form (4.10). We
see from (4.16) that the integrals with respect to γi , i = 1, 2, 3, · · · , j in (4.15) collapse due to the Dirac
delta functions. As ϕ is independent of y , the integral with respect to γj+1 also collapses. Furthermore,
the iterated integrals with respect to si , i = 1, 2, 3, · · · j in (4.15) involve only exponentials in si and can
therefore be evaluated explicitly. We are left only with integrals with respect to ωi , i = 1, 2, 3, · · · , j + 1,
which can be evaluated numerically.
4.3 Double-barrier claims
In this section, we consider the case I = (L,U), which corresponds to a double-barrier knock-out claim
written on X with a barriers L and U satisfying L < X0 < U. We begin with the following lemma.
Lemma 4.9. Let H be the following linear operator
H = b∂x + a∂
2
x , dom(H) = {f ∈ C2(I) : lim
x→L
f (x ) = 0, lim
x→U
f (x ) = 0}, I = (L,U).
The following holds
Hφℓ = νℓφℓ, ℓ ∈ N
φℓ(x ; b, a) =
√
2
U – L
e–
bx
2a sin
(
πℓ(x – L)
U – L
)
, νℓ(b, a) = –
b2
4a
–
aπ2ℓ2
(U – L)2
. (4.22)
Moreover, we have
〈φℓ,φk 〉 = δℓ,k , 〈f , g〉 :=
∫
I
dx m(x )f (x )g(x ).
Here, δℓ,k is a Kronecker delta function and m is given by (4.12).
Proof. The lemma can be checked by direct computation.
Proposition 4.10. Let P0,0 the semigroup generated by A0,0 with
dom(A0,0) = {f ∈ C2(E) : lim
x→L
f (x , y) = 0, lim
x→U
f (x , y) = 0}, E = (L,R)×R.
Then we have
P0,0(t , T)f =
∞∑
ℓ=1
∫
R
dγ eΛℓ,γ(T–t)〈Ψℓ,γ , f 〉Ψℓ,γ , (4.23)
〈f , g〉 :=
∫
I
dx
∫
R
dy f (x , y)g(x , y)m(x ), I = (L,U),
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where Ψℓ,γ and Λℓ,γ are given by
Ψℓ,γ(x , y) = φℓ(x ; b1, a1)ψγ(y), Λℓ,γ = νℓ(b1, a1) + λγ(b2, a2),
(b1, a1) =
(
µ0, (
1
2σ
2)0
)
, (b2, a2) =
(
c0, (
1
2g
2)0
)
,
and ψγ and λγ(b, a) are given in (4.4), φℓ and νℓ are given in (4.22) and m is given in (4.12).
Proof. Using Lemma 4.9, we check by direct computation that
Γ0,0(t , x , y ; T; ξ, η) :=
∞∑
ℓ=1
∫
R
dγ eΛℓ,γ(T–t)Ψℓ,γ(x , y)Ψℓ,γ(ξ, η)m(ξ), (4.24)
satisfies (4.1) and is therefore the fundamental solution of (∂t +A0,0). Expression (4.23) follows directly by
inserting (4.24) into (4.2).
As with the European and single-barrier cases, to compute the functions (un,k ) we must evaluate terms
of the form (4.8). Using (4.23) we write these terms as
A =
∞∑
ℓj+1=1
∫
R
dγj+1
 j∏
i=1
∫ T
si–1
dsi
∞∑
ℓi=1
∫
R
dγi e
Λℓi ,γi
(si–si–1)〈Ψℓi ,γi ,Ani ,kiΨℓi+1,γi+1〉

〈Ψℓj+1,γj+1 ,ϕ〉e
Λℓj+1,γj+1
(T–sj )Ψω1,γ1 . (4.25)
As each An,k is a sum of operators with the form of B, which is defined in (4.10), we must compute terms
of the form 〈Ψℓi ,γi ,BΨℓi+1,γi+1〉.
Lemma 4.11. Let Ψℓ,γ and 〈·, ·〉 be as defined in Proposition 4.10 and B be as defined in (4.10). Then
〈Ψℓ′,γ ′ ,BΨℓ,γ〉 = (iγ)l (–i∂γ)j δ(γ – γ ′)Cℓ′,ℓ,i ,k , (4.26)
where
Cℓ′,ℓ,i ,k =
i∑
m=0
(
i
m
)
Li–m
(
U – L
π
)m+1 (
C
(1)
ℓ′,ℓ,m ,k1ℓ′ 6=ℓ +C
(2)
ℓ,m ,k δℓ′,ℓ
)
,
and
C
(1)
ℓ′,ℓ,m ,k =
1
4
πm+
3
2ΓE
(
m + 1
2
)
c
(e)
ℓ,k 1F˜2
(
m + 1
2
;
1
2
,
m + 3
2
; –
1
4
(ℓ – ℓ′)2π2
)
(4.27)
–
1
4
πm+
3
2ΓE
(
m + 1
2
)
c
(e)
ℓ,k 1F˜2
(
m + 1
2
;
1
2
,
m + 3
2
; –
1
4
(ℓ+ ℓ′)2π2
)
+
πm+2
2(m + 2)
(
ℓ′c
(o)
ℓ,k – ℓc
(o)
ℓ,k
)
1F2
(
m
2
+ 1;
3
2
,
m
2
+ 2; –
1
4
(ℓ – ℓ′)2π2
)
+
πm+2
2(m + 2)
(
ℓ′c
(o)
ℓ,k + ℓc
(o)
ℓ,k
)
1F2
(
m
2
+ 1;
3
2
,
m
2
+ 2; –
1
4
(ℓ + ℓ′)2π2
)
,
C
(2)
ℓ,m ,k =
πm+2ℓc
(o)
l ,k
m + 2
1F2
(
m
2
+ 1;
3
2
,
m
2
+ 2; –π2ℓ2
)
(4.28)
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–
2πm+3ℓ2c
(e)
l ,k
m2 + 4m + 3
1F2
(
m
2
+
3
2
;
3
2
,
m
2
+
5
2
; –π2ℓ2
)
c
(o)
ℓ,k =
√
2
U – L
⌊ k+1
2
⌋∑
j=1
(
k
2j – 1
)
(–1)k–j
(
b
2a
)k–2j+1( πℓ
U – L
)2j–1
,
c
(e)
ℓ,k =
√
2
U – L
⌊ k
2
⌋∑
j=0
(
k
2j
)
(–1)k–j
(
b
2a
)k–2j ( πℓ
U – L
)2j
.
Here, ΓE is the Euler gamma function, and 1F2 and 1F˜2 are hypergeometric and regularized hyperge-
ometric functions, respectively.
Proof. Recalling the definition of Ψ from Proposition 4.10, we compute
〈Ψℓ′,γ ′ ,BΨℓ,γ〉 =
∫
I
dx
∫
R
dy m(x )Ψℓ′,γ ′(x , y)x
iy j ∂kx ∂
j
yΨℓ,γ(x , y)
= (iγ)l (–i∂γ)
j δ(γ – γ ′)
∫
I
dx m(x )x iφℓ′(x )∂
k
x φℓ(x ). (4.29)
We see by direct computation that
∂kx φℓ(x ; b, a) = e
– b
2a
x
(
c
(o)
ℓ,k cos
(
ℓπ(x – L)
U – L
)
+ c
(e)
ℓ,k sin
(
ℓπ(x – L)
U – L
))
.
Thus, we have∫
I
dx m(x )x iφℓ′(x )∂
k
x φℓ(x )
=
∫
I
dx x i sin
(
ℓ′π(x – L)
U – L
)(
c
(o)
ℓ,k cos
(
ℓπ(x – L)
U – L
)
+ c
(e)
ℓ,k sin
(
ℓπ(x – L)
U – L
))
=
i∑
m=0
(
i
m
)
Li–m
(
U – L
π
)m+1 ∫ π
0
dx xm sin(ℓ′x )
(
c
(o)
ℓ,k cos(ℓx ) + c
(e)
ℓ,k sin(ℓx )
)
=
i∑
m=0
(
i
m
)
Li–m
(
U – L
π
)m+1 (
C
(1)
ℓ′,ℓ,m ,k1ℓ′ 6=ℓ +C
(2)
ℓ,m ,kδℓ′,ℓ
)
, (4.30)
where the formulas for C
(1)
ℓ′,ℓ,m ,k and C
(2)
ℓ′,ℓ,m ,k are given in (4.27) and (4.28), respectively. Inserting (4.30)
into (4.29) yields (4.26).
Remark 4.12. The functions 1F2 and 1F˜2, which appear in the expression for Cℓ′,ℓ,i ,k , arise from computing
integrals of the form
∫ π
0 dx x
m sin(ℓ′x ) cos(ℓx ) and
∫ π
0 dx x
m sin(ℓ′x ) sin(ℓx ). For any m , ℓ, ℓ′ ∈ N0, these
integrals are equal to finite sums of terms containing powers of x , sines and cosines (as can be seen by
integrating by parts). Thus, the functions 1F2 and 1F˜2 can be evaluated with minimal computational effort.
Note from (3.4), (3.5) and (3.6), the operators An,k are sums of operators of the form (4.10). We see
from (4.26) that the integrals with respect to γi , i = 1, 2, 3, · · · , j in (4.25) collapse due to the Dirac delta
functions. Since ϕ is independent of y , the integral with respect to γj+1 also collapses. Furthermore, the
iterated integrals with respect to si , i = 1, 2, 3, · · · j in (4.15) involve only exponentials in si and can therefore
be evaluated explicitly. Thus, (4.25) is an explicit sum and does not require any numerical integration.
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Remark 4.13. The fundamental solution corresponding to the parabolic operator (∂t +A0,0 + ρA0,1) can
be obtained explicitly in all three of the cases we have considered (European, single barrier and double
barrier). As such, one might wonder why we expand the operator A in powers of (x – x¯ ) and (y – y¯) as well
as in powers ρ (as opposed to expanding in powers of (x – x¯ ) and (y – y¯) only). The reason we expand in
powers of ρ is that, without this expansion, the integrals in (4.3) with respect to s1, s2, . . . , sj cannot be
computed explicitly in the single or double-barrier cases. Thus, by expanding in ρ avoid having to evaluate
multidimensional numerical integrals.
5 Accuracy results
In this section, we establish the accuracy of our formal pricing approximation for European options. Before
stating our accuracy result, let us introduce some additional notation. For a set E ⊂ Rd , denote by Cn,1b (E)
the class of bounded functions on E with globally Lipschitz continuous derivatives of order less than or equal
to n . Let ‖f ‖
Cn,1
b
denote the sum of the L∞-norms of the derivatives of f up to order n . We also denote
by C–1,1b (E) = L
∞(E) and we set ‖ · ‖
C–1,1
b
= ‖ · ‖L∞ . The following theorem describes the accuracy of the
Nth order approximation of the price of a European option written on an asset described by local-stochastic
volatility dynamics.
Theorem 5.1. Consider the case I = R. Suppose for some non-negative integer N that σ,µ, c, g ∈
C
N,1
b (R
2) and that there exists a positive constant M such that
1
M
≤ ‖σ‖
CN,1
b
, ‖µ‖
CN,1
b
, ‖c‖
CN,1
b
, ‖g‖
CN,1
b
≤ M.
Furthermore, assume that ϕ ∈ Ch–1,1b (R2) for some 0 ≤ h ≤ 2. Then we have
|(u – u¯
ρ
0 )(t , x , y)| ≤ C (T – t)
h+1
2 , 0 ≤ t < T, x ∈ I, y ∈ R. (5.1)
For N ≥ 1, we have
|(u – u¯
ρ
N)(t , x , y)| ≤ C ((T – t)
1
2 + |ρ|)
N∑
i=0
|ρ|i (T – t)
N–i+h
2 0 ≤ t < T, x ∈ I, y ∈ R. (5.2)
The positive constants C in (5.1) and (5.2) depend only on M,N and ‖ϕ‖
Ch–1,1
b
.
Proof. See Appendix B.
Establishing asymptotic accuracy for barrier-style claims remains an open problem for the following
reason. The proof of Theorem 5.1 exploits Gaussian symmetry present in the pricing kernel of the zeroth
order European problem. This symmetry is absent in both the single-barrier and double-barrier cases, and
hence the same techniques for proving accuracy cannot be applied. In the following section we explore the
accuracy of our approximations for barrier-style claims in several numerical examples.
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6 Numerical examples
6.1 Heston model
In this section, we implement our pricing approximation for an underlying S = eX that has Heston dynamics
Heston (1993). Specifically, we suppose that (X,Y) satisfies
dXt = –
1
2
Yt dt +
√
Yt dWt , dYt = κ(θ – Yt ) dt + δ
√
Yt dBt , d〈W,B〉t = ρ dt ,
where 2κθ ≥ δ2 so that the Y process remains strictly positive. In our numerical experiments, we consider
double-barrier knock-out calls and puts with the following parameters fixed
X0 Y0 K T ρ κ θ δ
0.62 0.04 .62 0.083 -0.4 1.15 0.04 0.2
where eK represents the strike and T represents the maturity date. We first consider call payoffs ϕ(x ) =
(ex – eK)+ with the lower barrier L = 0 fixed and the upper barrier U > K varying. We compute both
our zeroth and second order price approximation u¯
ρ
0 and u¯
ρ
2 as well as “exact” price u , which we obtain via
Monte Carlo simulation. In Figure 1, we plot the error u – u¯ρ0 and u – u¯
ρ
2 of our zeroth and second order
approximations as a function of the upper barrier U. To get a sense of the scale of the error, we also plot in
Figure 2 the exact price u as a function of U. In Figures 3 and 4, we provide analogous plots for put payoffs
ϕ(x ) = (eK – ex )+ with the upper barrier U = 1 fixed while varying the lower barrier L < K. We see from
Figures 1 and 3 that u¯2 provides a more accurate approximation of u than u¯
ρ
0 for both puts and calls at
nearly all levels of L and U.
Remark 6.1. We omit the first order approximation u¯
ρ
1 in Figures 1 and 3 for the following reason. The
difference |u¯ρ0 – u¯
ρ
1 | is small compared to |u¯
ρ
0 – u¯
ρ
2 | because, when the payoff function ϕ depends only on x (as
is the case for call and put payoffs), we have u0,1 = 0. Therefore, the first correlation correction term in our
approximation appears at the second order in u1,1. The effect of including the first correlation correction is
large compared to the first correction due to y-dependence in the coefficients of A.
6.2 CEV Model
In this section, we implement our pricing approximation for an underlying S = eX that has Constant
Elasticity of Variance (CEV) dynamics Cox (1975). Specifically, we suppose that X satisfies
dXt = –
1
2
σ2e2Xt (γ–1) dt + σeXt (γ–1) dWt .
where σ > 0 and γ > 0. We consider double-barrier knock-out calls and puts with the following parameters
fixed
X0 K T σ γ
0.62 0.62 0.083 0.32 0.019
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where eK represents the strike and T represents the maturity date. We first consider call payoffs ϕ(x ) =
(ex – eK)+ with the lower barrier L = 0 fixed and the upper barrier U > K varying. We compute the zeroth
and second order price approximation u¯0 and u¯2, respectively, as well as “exact” price u , which we obtain
via Monte Carlo simulation. Note that we omit the superscript ρ from u and u¯ as correlation plays no role
in a local volatility setting. In Figure 5, we plot the error u – u¯0 and u – u¯2 of our zeroth and second order
approximations as functions of the upper barrier U. To get a sense of the scale of the error, we also plot in
Figure 6 the exact price u as a function of U. In Figures 7 and 8, we provide analogous plots for put payoffs
ϕ(x ) = (eK – ex )+ with the upper barrier U = 1 fixed while varying the lower barrier L < K. We see from
Figures 5 and 7 that in both the call and put cases the second order approximation outperforms the zeroth
order approximation.
7 Conclusion
In this paper we have presented a formal pricing approximation for European and barrier-style claims in a
local-stochastic volatility setting. We have provided rigorous accuracy results for European-style claims. And
we have provided several numerical examples illustrating the accuracy and versatility of our approximation
for barrier-style claims. Future research will focus on extending our techniques to other path-dependent
derivatives, such as lookback and variance-style claims.
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A Proof of Proposition 4.1
In this section, we present the proof of Proposition 4.1.
Proof of Proposition 4.1. We first note that formula (4.3) holds for (n , k ) = (1, 0) and (n , k ) = (0, 1) by
applying Duhamel’s principle to (3.9) and (3.10). Next, assume as an inductive hypothesis that for non-
negative integers n and k such that n + k ≥ 1 formula (4.3) holds for pairs of non-negative integers (m , j )
such that m + j ≤ n + k . Define
Abn,k := {(i , j ) | 0 ≤ i ≤ n , 0 ≤ j ≤ k , 1 ≤ i + j ≤ b}.
Applying Duhamel’s principle to (3.8), we see that
un+1,k
=
∫ T
t
dsP0,0(t , s)
n+1∑
i=0
k∑
j=0
(1 – δi+j ,0)Ai ,jun–i+1,k–j
 = ∫ T
t
dsP0,0(t , s)

∑
(i ,j )∈
An+k+1
n+1,k
Ai ,jun–i+1,k–j

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=∫ T
t
dsP0,0(t , s)An+1,kP0,0(s, T)ϕ+
∑
(i ,j )∈
An+k+1
n+1,k
n+k–i–j+1∑
l=1
∑
In–i+1,k–j ,l
∫ T
t
ds
∫ T
s
ds1 · · ·
∫ T
sl–1
dsl
P0,0(t , s)Ai ,jP0,0(s, s1)A(n–i+1)1,(k–j )1 · · ·P0,0(sl–1, sl )A(n–i+1)l ,(k–j )lP0,0(sl , T)ϕ, (A.1)
where (A.1) follows from our inductive hypothesis. Reordering the sums in (A.1) we obtain
un+1,k =
∫ T
t
dsP0,0(t , s)An+1,kP0,0(s, T)ϕ+
n+k∑
l=1
∑
(i ,j )∈
An+k–ℓ+1
n+1,k
∑
In–i+1,k–j ,l
∫ T
t
ds
∫ T
s
ds1 · · ·
∫ T
sl–1
dsl
P0,0(t , s)Ai ,jP0,0(s, s1)A(n–i+1)1,(k–j )1 · · ·P0,0(sl–1, sl )A(n–i+1)l ,(k–j )lP0,0(sl , T)ϕ. (A.2)
Next, note that
In+1,k ,ℓ =
⋃
(i ,j )∈An+k–ℓ+1
n+1,k
{(
i n1 n2 · · · nℓ–1
j k1 k2 · · · kℓ–1
)∣∣∣(n1 n2 · · · nℓ–1
k1 k2 · · · kℓ–1
)
∈ In–i+1,k–j ,ℓ–1
}
. (A.3)
Therefore, combining (A.3) with (A.2) we obtain
un+1,k =
∫ T
t
dsP0,0(t , s)An+1,kP0,0(s, T)ϕ+
n+k∑
l=1
∑
In+1,k ,l+1
∫ T
t
ds
∫ T
s
ds1 · · ·
∫ T
sl–1
dsl
P0,0(t , s)A(n+1)1 ,k1P0,0(s, s1)A(n+1)2,k2 · · ·P0,0(sl–1, sl )A(n+1)l+1,kl+1P0,0(sl , T)ϕ.
Relabeling (s, s1, s2, · · · , sℓ)→ (s1, s2, · · · , sℓ+1) and reindexing and gives
un+1,k =
∫ T
t
ds1P0,0(t , s1)An+1,kP0,0(s1, T)ϕ+
n+k+1∑
l=2
∑
In+1,k ,l
∫ T
t
ds1
∫ T
s1
ds2 · · ·
∫ T
sl–1
dsl
P0,0(t , s1)A(n+1)1 ,k1P0,0(s1, s2)A(n+1)2,k2 · · ·P0,0(sl–1, sl )A(n+1)l ,klP0,0(sl , T)ϕ
=
n+k+1∑
l=1
∑
In+1,k ,l
∫ T
t
ds1
∫ T
s1
ds2 · · ·
∫ T
sℓ
dsl
P0,0(t , s1)A(n+1)1 ,k1P0,0(s1, s2)A(n+1)2,k2 · · ·P0,0(sl–1, sl )A(n+1)l ,klP0,0(sl , T)ϕ,
which is (4.3) for the case (n + 1, k ). The proof for the case (n , k + 1) is analogous.
B Proof of Theorem 5.1
In this section, we prove Theorem 5.1. Our strategy is to adapt the proof of asymptotic accuracy in
Lorig et al. (2015a) to our present situation. As such, many of the propositions and lemmas needed for the
proof of Theorem 5.1 follow from analogous propositions and lemmas contained in Lorig et al. (2015a).
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Throughout this section, we let z = (x , y), z¯ = (x¯ , y¯) and ζ = (ξ, η) be elements of R2. It will also be
convenient to introduce multi-index notation for the operators A and An,k . We have
A =
∑
|α|≤2
aα(z )D
α
z , An,k =
∑
α∈Ak
aα,n (z )D
α
z ,
A0 = {(1, 0), (0, 1), (2, 0), (0, 2)}, A1 = {(1, 1)},
where
α = (α1,α2) ∈ A0 ∪ A1, |α| = α1 + α2, Dαz = ∂α1z1 ∂α2z2 .
Before proving Theorem 5.1, we require some preliminary results. In what follows, we denote by Γ the
fundamental solution corresponding to the parabolic operator (∂t +A).
Lemma B.1. For any δ > 0, and α,β ∈ N20 with β ≤ N+ 2, we have∣∣∣(z – ζ)αDβz Γ(t , z ; T, ζ)∣∣∣ ≤ C · (T – t) |α|–|β|2 Γ̂(t , z ; T, ζ), 0 ≤ t < T, z , ζ ∈ I×R, (B.1)
and ∣∣∣(z – ζ)αDβζ Γ(t , z ; T, ζ)∣∣∣ ≤ C · (T – t) |α|–|β|2 Γ̂(t , z ; T, ζ), 0 ≤ t < T, z , ζ ∈ I×R, (B.2)
where Γ̂ is the fundamental solution of the operator (∂t + (M + δ)(∂
2
z1 + ∂
2
z2)), and C is a positive
constant dependent only on M,N, δ and |β|.
Proof. The result (B.1) is (Lorig et al., 2015a, Lemma 6.21). The inequality (B.2) can be seen by examining
the Kolmogorov forward equation.
The following fact will also be helpful. Let a and b be constants such that a , b ≥ 1/2. Then, for
0 ≤ t < T ∫ T
t
ds (T – s)a (s – t)b =
ΓE(a + 1)ΓE(b + 1)
ΓE(a + b + 2)
(T – t)a+b+1, (B.3)
where ΓE is the Euler gamma function.
Proposition B.2. Under the assumptions of Theorem 5.1, for any multi-index β ∈ N20 we have∣∣∣Dβz u0,0(t , z )∣∣∣ ≤ C · (T – t)min{h–|β|,0}2 , 0 ≤ t < T, z , z¯ ∈ R2. (B.4)
If N ≥ 1, then for any n , k ∈ N, 1 ≤ n + k ≤ N, we have∣∣∣Dβz un,k (t , z )∣∣∣ ≤ C · (T – t) n+h–|β|2 (1 + |z – z¯ |n (T – t)– n2 ) , 0 ≤ t < T, z , z¯ ∈ R2. (B.5)
The constants in (B.4) and (B.5) depend only on M,N, |β| and ‖ϕ‖
Ch–1,1
b
.
Proof. The proof is analogous to the proof of (Lorig et al., 2015a, Lemma 6.24).
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Proposition B.3. Define for i ≥ 0
A
ρ
i := Ai ,0 + ρAi–1,1, A¯
ρ
n :=
n∑
i=0
A
ρ
i , (B.6)
uρn :=
n∑
i=0
εiρn–iui ,n–i
∣∣∣
ε=1
, (B.7)
with the convention that A–1,1 = 0. Then for N ≥ 0, we have
(u – u¯ρN)(t , z ) =
∫ T
t
ds
∫
R2
dζ Γ(t , z ; s, ζ)
N∑
i=0
(A – A¯ρi )u
ρ
N–i (s, ζ). (B.8)
Proof. We will show that
(∂t +A) (u – u¯
ρ
N) +
N∑
i=0
(
A – A¯ρi
)
uρN–i = 0, (u – u¯
ρ
N)(T, ·) = 0, (B.9)
from which (B.8) follows by an application of Duhamel’s principal. Note that (B.9) follows if we show
(∂t +A)u¯
ρ
N =
N∑
i=0
(
A – A¯
ρ
i
)
u
ρ
N–i , (B.10)
because (∂t +A)u = 0 and u(T, ·) = u¯ρN(T, ·) = ϕ. From equations (3.7), (3.8), (B.6) and (B.7), we deduce
(∂t +A0,0)u
ρ
n +
n∑
i=1
A
ρ
i u
ρ
n–i = 0. (B.11)
We now proceed to show (B.10) by induction. When N = 0, since uρ0 = u¯
ρ
0 , we have
(∂t +A) u¯
ρ
0 =
(
A – A¯
ρ
0
)
u
ρ
0 .
Assume now that (B.10) holds for N ≥ 1. Then we have by (B.11) that
(∂t +A) u¯
ρ
N+1 = (∂t +A) u¯
ρ
N + (∂t +A)u
ρ
N+1
=
N∑
i=0
(
A – A¯ρi
)
uN–i +
(
A – A¯ρ0
)
uρN+1 –
N+1∑
i=1
A
ρ
i u
ρ
N–i+1
=
N+1∑
i=1
(
A – A¯ρi–1
)
uρN–i+1 +
(
A – A¯ρ0
)
uρN+1 –
N+1∑
i=1
A
ρ
i u
ρ
N–i+1
=
N+1∑
i=0
(
A – A¯
ρ
i
)
u
ρ
N–i+1.
Therefore, (B.10) holds for all N.
We are now in a postition to prove Theorem 5.1.
20
Proof of Theorem 5.1. From (B.6) and (B.8) we have
(u – u¯
ρ
N)(t , z ) =
N∑
k=0
∫ T
t
ds
∫
R2
dζ Γ(t , z ; s, ζ)
A – k∑
j=0
(
Aj ,0 + ρAj–1,1
)N–k∑
i=0
ρiuN–k–i ,i (s, ζ).(B.12)
Let Taαk (z ) be the k -th Taylor polynomial approximation of aα(z ) with the convention that T
aα
–1 (z ) = 0.
We rewrite (B.12) as
(u – u¯ρN)(t , z ) =
N∑
k=0
N–k∑
i=0
ρi+1
∫ T
t
ds
∫
R2
dζ
(
a(1,1) – T
a(1,1)
k–1
)
(ζ)Γ(t , z ; s, ζ)D
(1,1)
ζ
uN–k–i ,i (s, ζ)
+
N∑
k=0
N–k∑
i=0
∑
α∈A0
ρi
∫ T
t
ds
∫
R2
dζ
(
aα – T
aα
k
)
(ζ)Γ(t , z ; s, ζ)Dαζ uN–k–i ,i (s, ζ)
=
N∑
k=0
N–k∑
i=0
ρi+1J
(1)
i ,k +
N∑
k=0
N–k∑
i=0
ρi
(
J
(2)
i ,k ,1 + J
(2)
i ,k ,2
)
, (B.13)
where
J
(1)
i ,k :=
∫ T
t
ds
∫
R2
dζ
(
a(1,1) – T
a(1,1)
k–1
)
(ζ)Γ(t , z ; s, ζ)D
(1,1)
ζ
uN–k–i ,i (s, ζ),
J
(2)
i ,k ,1 :=
∑
|α|≤1
∫ T
t
ds
∫
R2
dζ
(
aα – T
aα
k
)
(ζ)Γ(t , z ; s, ζ)Dαζ uN–k–i ,i (s, ζ),
J
(2)
i ,k ,2 :=
∑
|α|=2
α6=(1,1)
∫ T
t
ds
∫
R2
dζ
(
aα – T
aα
k
)
(ζ)Γ(t , z ; s, ζ)Dαζ uN–k–i ,i(s, ζ).
We first consider J
(1)
i ,k . We note that Ji ,0 = 0 since A–1,1 = 0 by convention. For k ≥ 1, we perform
integration by parts to obtain for |α1| = |α2| = 1,
J
(1)
i ,k = –
∫ T
t
ds
∫
R2
dζ
[
Dα1ζ
(
a(1,1) – T
a(1,1)
k–1
)
(ζ)Γ(t , z ; s, ζ)
] [
Dα2ζ uN–k–i ,i (s, ζ)
]
.
By the product rule and (B.2), evaluating at z = z¯ gives
|J
(1)
i ,k | ≤ C1
∫ T
t
ds
∫
R2
dζ |z – ζ|k–1Γ(t , z ; s, ζ)
∣∣∣Dα2ζ uN–k–i ,i(s, ζ)∣∣∣
+C2
∫ T
t
ds
∫
R2
dζ |z – ζ|k |Dα1z Γ(t , z ; s, ζ)|
∣∣∣Dα2ζ uN–k–i ,i(s, ζ)∣∣∣ .
Applying (B.1) and (B.5) gives
|J
(1)
i ,k | ≤ C3
∫ T
t
ds
∫
R2
dζ Γ̂(t , z ; s, ζ)(s – t)
k–1
2 (T – s)
N+h–k–i–1
2
(
1 + |z – ζ|N–k–i (T – s)
N–k–i
2
)
≤ C4
∫ T
t
ds
[
(s – t)
k–1
2 (T – s)
N+h–k–i–1
2 + (s – t)
N–i–1
2 (T – s)
h–1
2
] ∫
R2
dζ Γ̂2(t , z ; s, ζ)
≤ C5 (T – t)
N+h–i
2 . (by (B.3))
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Similar arguments show
|J
(2)
i ,k ,1| ≤ C6 (T – t)
N+h–i+2
2 , |J
(2)
i ,k ,2| ≤ C7 (T – t)
N+h–i+1
2 ,
for 0 ≤ k ≤ N. When N = 0, J(1)i ,k = 0, so by (B.13) we have
|(u – u¯
ρ
0 )(t , z )| ≤ C8 (T – t)
h+1
2 .
When N ≥ 1, by (B.13) we have
|(u – u¯ρN)(t , z )| ≤ C9
N∑
k=0
N–k∑
i=0
(
|ρ|i+1(T – t)
N–i+h
2 + |ρ|i (T – t)
N+h–i+1
2
)
≤ C10 ((T – t)
1
2 + |ρ|)
N∑
k=0
N–k∑
i=0
|ρ|i (T – t)
N–i+h
2
= C11 ((T – t)
1
2 + |ρ|)
N∑
k=0
(N – k + 1)|ρ|k (T – t)
N–k+h
2
≤ C12 ((T – t)
1
2 + |ρ|)
N∑
k=0
|ρ|k (T – t)
N–k+h
2 ,
which proves Theorem 5.1.
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Figure 1: For the Heston model considered in
Section 6.1, we plot u – u¯ρ0 (blue dotted) and
u – u¯
ρ
2 (orange dotted-dashed) as a function of
the upper barrier U for a call option.
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Figure 2: For the Heston model considered in
Section 6.1, we plot u as a function of the upper
barrier U for a call option.
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Figure 3: For the Heston model considered in
Section 6.1, we plot u – u¯
ρ
0 (blue dotted) and
u – u¯ρ2 (orange dotted-dashed) as a function of
the lower barrier L for a put option.
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Figure 4: For the Heston model considered in
Section 6.1, we plot u as a function of the lower
barrier L for a put option.
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Figure 5: For the CEV model considered in
Section 6.2, we plot u – u¯0 (blue dotted) and
u – u¯2 (orange dashed) as a function of the upper
barrier U for a call option.
Figure 6: For the CEV model considered in
Section 6.2, we plot u as a function of the upper
barrier U for a call option.
Figure 7: For the CEV model considered in
Section 6.2, we plot u – u¯0 (blue dotted) and
u – u¯2 (orange dashed) as a function of the lower
barrier L for a put option.
Figure 8: For the CEV model considered in
Section 6.2, we plot u as a function of the lower
barrier L for a put option.
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