Abstract. We consider the fractional Heston model originally proposed by Comte, Coutin and Renault [12]. Inspired by recent ground-breaking work on rough volatility [2, 6, 24, 26] which showed that models with volatility driven by fractional Brownian motion with short memory allows for better calibration of the volatility surface and more robust estimation of time series of historical volatility, we provide a characterisation of the short-and long-maturity asymptotics of the implied volatility smile. Our analysis reveals that the short-memory property precisely provides a jump-type behaviour of the smile for short maturities, thereby fixing the well-known standard inability of classical stochastic volatility models to fit the short-end of the volatility smile.
Introduction
Since the Black-Scholes model was introduced forty years ago, practitioners and academics have been proposing refinements thereof in order to take into account the specific behaviour of market data. In particular, stochastic volatility models, turning the constant Black-Scholes instantaneous volatility of returns into a stochastic process, have been studied and used heavily. Monographs such as [23, 25, 29, 30, 40, 47] are great sources of information regarding this large class of models, both from a theoretical point of view (existence and uniqueness of these processes, asymptotic behaviour), and with practitioner's insights (how these models actually perform, how they should behave compared to market data). Despite the success of these models, it is now widely understood that calibration of the observed implied volatility surface fails for short maturities, the observed smile being steeper than that generated by diffusions with continuous paths. To remedy this issue, several authors have suggested the addition of jumps, either in the form of an independent Lévy process [5] or within the more general framework of affine processes [33, 39] . Jumps (in the stock price dynamics) imply an explosive behaviour for the implied volatility for short maturities (see [51] for a review of this phenomenon), but are able to capture the observed steepness of the implied volatility. This could be the end of the modelling story; however, this approach has also had (and still has) his share of controversy since the jump part of the process is notoriously difficult to hedge, making its practical implementation a rather delicate (and sometimes philosophical) issue.
From a time series modelling point of view, classical stochastic volatility models, driven by a Brownian motion, have been criticised for not taking into account the long memory of the observed volatility of returns.
In ARCH and GARCH models, memory (quantified through the autocorrelation function) decays exponentially fast, whereas it does not decay at all for integrated versions of these. In the discrete-time setting, this has led to the introduction of fractionally integrated models, such as ARFIMA [27] and FIGARCH [3] . In continuous time, this long-memory behaviour has been modelled through fractional Brownian motion [11, 12] with Hurst exponent strictly greater than 1/2. Fractional Brownian motion has its pitfalls though, since it is not a semimartingale, and yields arbitrage opportunities [48, 50] . This can be avoided using heavy machinery [10, 19, 28, 32] , but as a by-product introduces non-desirable economic features [9] . As documented in [52] , these issues are however not relevant when the fractional Brownian motion drives the instantaneous volatility rather than the stock price itself.
These fractional stochastic volatility models, somehow popular in the econometrics and statistics communities, have however received little attention from more classical mathematical finance and stochastic analysis groups. Gatheral, Jaisson and Rosenbaum [26] have recently suggested to consider the Hurst exponent, not as an indicator of the historical memory of the volatility, but as an additional parameter to be calibrated on the volatility surface. Their study reveals that H ∈ (0, 1/2), which seems to indicate short memory of the volatility, thereby contradicting decades of time series analyses. By considering a specific fractional volatility model, directly inspired by the fractional version of the Heston model [12, 31] , we provide a theoretical justification of this result. We show in particular that, when H ∈ (0, 1/2), the implied volatility in this model explodes in the jump-sense. Probabilistically speaking, this means that a rescaled (by time) version of the log stock price process converges weakly, but not the process itself, which is reminiscent of what happens in the case of jump-diffusions. In the case H ∈ (1/2, 1), heuristically, long memory does not have time to affect the dynamics of the process and the implied volatility converges to a strictly positive constant. For large maturities, the phenomenon is reversed, in the sense that short memory gets somehow averaged out and the behaviour of the implied volatility is similar to the standard Brownian-driven diffusion case, whereas long memory yields a different asymptotic behaviour. Finally, we comment that recently another fractional version of the Heston model was proposed and analysed in [16, 17, 18] , in which the authors defined a different structure for the variance process through fractional integration. In particular, El Euch, Fukasawa and Rosenbaum [18] bridge the connection between market microstructure and rough volatility by proposing a microscopic price model and by showing that it converges to a rough Heston setting in the long term. We also refer interested readers to [1, 6, 7, 22] for more recent developments on fractional volatility modelling. This paper is structured as follows: in Section 2, we introduce the model and study its main properties. We in particular show that the characteristic function of the stock price is available in closed form. In Section 3, we derive the main, probabilistic and financial, results of the paper, namely large deviations principles for rescaled versions of the log stock price process and the asymptotic behaviour of the implied volatility, both for short and for large maturities. In Section 4 we provide several numerical examples. Section 5 contains the proofs of the main results, and we add a short reminder on large deviations in the appendix.
The Model and its properties
2.1. The fractional Heston model. Let (Ω, F, (F t ) t≥0 , P) be a given filtered probability space supporting two independent standard Brownian motions B and W . We denote by (S t ) t≥0 the stock price process, and let X t := log(S t ) be the unique strong solution to the stochastic differential equation (2.1)
where d ∈ (−1/2, 1/2) and the coefficients satisfy κ, θ, ξ > 0. The operator I d 0+ is the classical left fractional Riemann-Liouville integral of order d: [12] allows to loosen the tight connection between the mean and the variance of V t . The process V can be written, in integral form,
√ V s dW s , and therefore Itô isometry implies that the covariance structure reads, for any t, u > 0, 
), and, for any t, h ≥ 0,
The motivation for such a fractional volatility model comes from the seminal work by Comte and Renault [11] on the Ornstein-Uhlenbeck process. Consider the unique strong solution to the stochastic differential equation 
Finally, note that the fair strike of a continuously monitored variance swap with maturity T reads
Note in particular that, when η = d = 0, this representation coincides with the expected variance formula in the standard Heston case, provided in [25, Chapter 11] . Furthermore, for small T > 0, Equation (2.2) reads
so that in the rough Heston case the variance swap rate explodes when d < 0 with a rate of T d . 
where the functions A and B satisfy the ordinary differential equations It is interesting to note that the couple (X, V d ) remains affine in the sense of [15] . As outlined in Remark 2. Proof. The map (s, u) → 1 1 {0≤s≤u}
Since moments of the integrated CIR exist, up to explosion [36, Part I, Chapter 6.3], the Novikov condition then justifies the introduction, for any u ∈ D t , of the measure P via the Radon-Nikodym derivative
The moment generating function can then be written as
Furthermore, under P, the process V satisfies
. We want ψ(v 0 , 0) and ψ solves the following PDE using the Feynman-Kac formula: 
Remark 2.2.
For non-zero correlation, the variance dynamics under P in (2.6) change to
which is non-Markovian, hence not amenable to Feynman-Kac techniques, and is left for future research.
Remark 2.3.
In the case where κ = 0, the ODEs (2.4) can be solved explicitly [46] , and
, where J and Y are the Bessel functions of respectively the first and the second kind, and C 1 , C 2 are constants determined by the boundary conditions. Using 
) . 3. Large deviations and implied volatility asymptotics 3.1. Large deviations of the log stock price process. This section gathers the main results of the paper, namely a large deviations principle for a rescaled version of the log stock price process X defined in (2.1) when time becomes large or small. We refer the reader to Appendix A for a brief reminder of large deviations and to [13, 14] for thorough treatments. Before stating (and proving) the main results of the paper, introduce the
where the real numbers u − , u + are defined in Theorem 3.3 and (ii) As t tends to infinity,
satisfies a LDP with good rate function Λ * In practice, the partial LDP in case (ii)(b)is enough here since strikes are of the form e xt , for large maturity t and fixed x; furthermore 0
, so that for fixed small x, and t large enough, even large strikes can be computed, see Theorem 3.6 (ii)(b) for details. For the effective domain D t of m(·, t) defined in Section 2.2,
the effective domain of the pointwise limit u → m(t −δ u, t)
as t tends to zero (δ > 0). The proof of Theorem 3.1 relies on the study of the limiting behaviour of the cumulant generating function of (a rescaled version of) the process (X t ) t≥0 , which we state in the following two propositions (and defer their proofs to Sections 5.1 and 5.2):
The following hold as t tends to zero:
0 .
Proposition 3.3. As t tends to infinity, we have the following behaviours for the cumulant generating function:
Remark 3.4. The limits above are not continuous in d at the origin. In the case d = 0 (standard Heston), the pointwise limit of the rescaled cumulant generating function was computed in [21] and is such that Remark 3.5. One could prove the lower bound on the whole real line even when the steepness condition is not satisfied, by introducing a well chosen time-dependent change of measure, as in [8] or [34] ; however, this requires knowledge of higher orders of the asymptotic behaviour of the cumulant generating function. We leave this for future research.
3.2. Implied volatility asymptotics. We now translate the large deviations principles derived above into asymptotics of the implied volatility. For any (x, t) ∈ R × R + , let Σ(x, t) denote the implied volatility corresponding to European option prices with maturity t and strike e x . The following theorem is proved in Section 5.3
(small time) and in Section 5.4 (large time). (
(ii) as t tends to infinity, the implied volatility behaves as follows:
For large maturities, as d approaches zero from above, we recover the standard Heston implied volatility asymptotics derived in [21] ; in the long memory case (d > 0), the steepness of the implied volatility is more pronounced for very large maturity due to the t d/2 factor than the standard Heston model. The small-maturity case is especially interesting. In the case of long memory (d > 0), the implied volatility converges to a constant at the same speed as Black-Scholes (or for that matter as any diffusion with continuous paths). In the short-memory regime, the implied volatility blows up at the speed t d/2 . It is well documented [4] that classical stochastic volatility models (driven by standard Brownian motions) are not able to capture the observed steepness of the observed implied volatility smile. Several authors [43, 51] have suggested the addition of jumps in order to fit this steepness. Assume that the martingale stock price is given by S = e X , where X is a Lévy process with Lévy measure supported on the whole real line. As the maturity t tends to zero, the corresponding implied volatility behaves as lim t↓0 2t log(t)Σ(x, t) 2 = −x 2 , for all x ̸ = 0. The speed of divergence t log(t) is then to be compared with the t d (d ∈ (−1/2, 0)) in the fractional framework above: clearly, for small enough t, the Lévy implied volatility blows up much faster. Note further that, in the limit as maturity tends to zero, the latter does depend on the strike, but the fractional implied volatility does not. Our results therefore show that fractional Brownian motion (driving the instantaneous volatility) are an alternative to jumps, and provide smiles steeper than standard stochastic volatility, but less steep than Lévy models. They further have the advantage of bypassing the hedging issues in jump-based models. One should also compare this explosion rate to that of the implied volatility in the standard Heston model, where the instantaneous variance is started from an initial distribution. In [34] , the authors chose a non-central chi-squared initial distribution and showed that, under some appropriate rescaling, the implied volatility blows up at speed t −1/2 . Jacquier and Shi [35] , also inspired by [42] , pushed this analysis further by studying the impact of the random initial data on the short-time explosion of the smile.
Numerics
In this section we provide numerical examples describing the behaviour of our model, with parameters (κ, θ, ξ) = (2.1, 0.06, 0.2). In Figure 4 we provide a comparison of volatility surfaces generated by fractional and standard Heston models. We observe that in the case where the Hurst parameter is less than Also notice that with similar parameter choices the at-the-money implied volatilities are higher in the fractional case. This is further confirmed by Figure 5 representing the term structure of the at-the-money total variance. to compute its limiting behaviour. However, we follow a different route here, which we can adapt later to the κ > 0 case. The function B is the solution of the ODE 
This polynomial (in t) is null everywhere if and only if α 1 = 1 and
We now make the above derivation rigorous. Consider the map f : and g
Moreover, using Tonelli's theorem, for |ζt d+2 | small enough,
hence f is the solution of 5.1 for small |ζt d+2 |.
We first prove the proposition in the case d ∈ (0, 1/2). The function B, solution to (5.1), satisfies:
Moreover, for t small enough,
Since for t small enough,
2Γ(2+d)
) i is well defined. Hence the left-hand side
) i+1 converges to zero as t tends to zero, and so does
) i is well defined for t small enough,
) i tends to zero as t tends to zero, and so does t 1+d B(u/t 1+d , t) tends to − 
The following statements hold, and are related to the case κ = 0 above:
(1) β i,j = 0 for any i ≥ 2 and for 1 ≤ j ≤ 2i − 2;
Combining terms of the same order yields
Then the two statements above can be easily verified by induction, from which B(t) =
We show that the series is absolutely convergent. Notice that 
We already show that |α i | < γ i for i large enough, then the series ( 
Proof. We prove by induction. In the case where i = 1, direct computations yield
Assume that the upper bound holds for |β p,q | for any p ≤ i − 1. Then we have
As a result, for any fixed 1 ≤ p ≤ i − 1,
Plug it into (5.2), and notice that 
Iterating the inequality above, we finally obtain
Remark 5.2. In the case d = 0, η = 0 and κ = 0, the cgf m(u, t) corresponds to the standard Heston model with ρ = 0 and mean reversion speed κ = 0. Here it is well known [20] that lim t↓0 tm(u/t, t) = v 0 u/(ξ cot(ξu/2)).
Using the series expansion solution to (5.1) above we find that lim t↓0 tm(u/t, t)
Explicitly computing the first few terms we find that
, which is in exact agreement with a Taylor expansion of u/(ξ cot(ξu/2)) for small ξ 2 u.
Proof of Proposition 3.3.
We start with the case d ∈ (0, 1/2). Let B be the solution to the ordinary differential equation (2.4), and
We now claim that for any t > 0, the following inequalities hold:
Note that
, for all t > 0, and
Furthermore, note that
, for all 0 ≤ s ≤ t} is finite, then from monotonicity and continuity
, contradicting the finiteness of τ , and therefore τ = ∞. We now prove that lim
where t * ≥ 0 is large enough so that ϕ ± (t) exists as a real number (α − 1 < 0) for t > t * . For large t, we have
, two cases can occur:
In the first case, the comparison principle implies that for all t > t 0 , ϕ + (t) ≤ f (t) (similarly to the proof of (5.6)). Therefore (5.6) and the definition of f yield β 0 t α + β 1 + ϕ + (t) ≤ B(t) ≤ ψ + (t), which proves the result. In the second case, let us prove first that there exists t 1 > 0 such that f (t 1 ) > ϕ − (t 1 ): if for all t such that ϕ − is well defined we have f (t) ≤ ϕ − (t), then
which implies B(t) ∼ −β 0 t α , which contradicts the positivity of B ′ (see (5.6) and (5.8)). Thus there exists
the comparison principle implies that ϕ − (t) ≤ f (t) ≤ ϕ + (t) for all t > t 1 . Therefore f is non-decreasing on (t 1 , ∞); being bounded by ϕ + , which tends to zero at infinity, it converges to a constant, and lim
We now prove that the effective domain D t converges to [0, 1] as t tends to infinity. For any u ∈ R \ [0, 1], Moreover, for all t > 0, Equation (5.7) implies that ψ 
Proof of Theorem 3.6(i).
In this section and the next, the process (X BS t ) t≥0 shall denote the unique strong solution starting from the origin to the Black-Scholes stochastic differential equation dX
ΣdB t , for some given Σ > 0, for t > 0. In this model, the price of a European Call option with maturity t and strike e x (x ∈ R) is given by
where N denotes the Gaussian cumulative distribution function. Straightforward computations yield log E ( e
In [21] , the authors proved that the process (X 
Consider the ansatz Σ t (x) = σ 0 t d/2 , for some σ 0 > 0; the Black-Scholes call price then reads
.
as z tends to minus infinity, we obtain, after simplifications,
) .
, we obtain lim t↓0 t log E(e
Similarly, lim t↓0 t log E(e x − e
, for all x < 0.
Proof of Theorem 3.6(ii).
Consider a Call option in the Black-Scholes model, with log strike xt
and time-dependent implied volatility σ(
where we used the identity
, and therefore
. Let us now return to the proof of the theorem, following the lines of [33, Theorem 13] . Let f be a function diverging to infinity at infinity such that that the pointwise limit Λ(u) :
for all u ∈ D Λ ⊂ R. Since the stock price is a true positive martingale, we can define a new probability measure P via d P/dP Λ . This identity also shows that the Fenchel-Legendre transforms are related via 
Therefore, the implied volatility satisfies
for all x in R.
The proof of the theorem in the case d ∈ (−1/2, 0) is analogous to that in [33] , and is therefore omitted.
Appendix A. The Gärtner Ellis Theorem
We provide here a brief review of large deviations and the Gärtner-Ellis theorem. For a detailed account of these, the interested reader should consult [13] . Let (X n ) n∈N be a sequence of random variables in R, with law µ n and cumulant generating function Λ n (u) ≡ log E(e uXn ). For a Borel subset A of the real line, we shall denote respectively by A o andĀ its interior and closure (in R).
Definition A.1. The sequence X n is said to satisfy a large deviations principle with speed n and rate function I if for each Borel mesurable set E in R,
Furthermore, the rate function is said to be good if it is strictly convex on the whole real line.
Before stating the main theorem, we need one more concept: 
