Causality analysis, beyond "mere" correlations, has become increasingly important for scientific discoveries and policy decisions. Many of these real-world applications involve time series data. A key observation is that the causality between time series could vary significantly over time. For example, a rain could cause severe traffic jams during the rush hours, but has little impact on the traffic at midnight. However, previous studies mostly look at the whole time series when determining the causal relationship between them. Instead, we propose to detect the partial time intervals with causality. As it is time consuming to enumerate all time intervals and test causality for each interval, we further propose an efficient algorithm that can avoid unnecessary computations based on the bounds of F -test in the Granger causality test. We use both synthetic datasets and real datasets to demonstrate the efficiency of our pruning techniques and that our method can effectively discover interesting causal intervals in the time series data.
Introduction
In recent years, driven by a wide range of real-world applications and scientific discoveries, detecting causality from the data has gained increasing attention in the data mining community. Time series data is a type of data frequently seen in many applications such as stock, traffic, and climate. Various methods have been developed to determine the causality between two time series. Among all causality test methods, Granger causality test [10] is one of the most popular methods [25, 2, 20, 18, 17] .
In short, the idea of Granger test is based on prediction: Given a pair of time series X = x 1 x 2 . . . x T and Y = y 1 y 2 . . . y T , two different predictive models, called the full model and the reduced model, are fitted using the whole time series (i.e., all data points). The full model uses the past values of X and the past values of Y to predict Y , whereas the reduced model uses past values of Y only to predict Y . Then, we say that X causes Y by Granger test if the full model is significantly better than the reduced model (i.e., it is critical to use the values of X to predict Y ).
However, in real-world scenarios, causal relationships may exist only in partial time series. This is illustrated in Figure 1 , where X causes Y only during the time interval [t 0 : t 1 ]. In such cases, if we apply the traditional Granger test (i.e., fitting the models using the whole time series), we may not detect any causality between X and Y . However, if we only test on the partial time series in interval [t 0 : t 1 ], the causality can be discovered. Therefore, given two time series X and Y , our goal in this paper is to find the causal time intervals in which X causes Y . This is highly motivated by a number of real world applications. Consider the following two examples. EXAMPLE 1.1. Suppose that a local event (e.g., a football game) attracts many people, generating a large volume of traffic at the venue (e.g., a football stadium) during the event hours. In such scenario, time series X could be the frequency of geo-tagged tweets at the venue (as a proxy of the popularity of local events), and time series Y could be the taxi pick-up volume at the same location. Intuitively, we can say that the tweet frequency X (which represents the people attending the event) causes traffic volume Y during the time of the event. However, for the rest of the time, tweet frequency does not necessarily cause the pick-up volume. In fact, during the normal days, the pick-ups are mostly due to human routine behaviors (e.g., commuting between home and work) and may not have any correlation with the frequency of geo-tagged tweets. EXAMPLE 1.2. Nowadays, environmental pollution is a big concern in people's daily life. For example, poor air quality in big cities in China [27, 28] and potential air/water contamination from shale gas development [15, 22] in the United States have drawn a lot of attention lately. Here, one biggest scientific question is whether certain type of emissions (e.g., CO2) generated by industrial, vehicular, or other human activities causes the environmental change. But the causal relationship between an emission source and the air quality may vary over time. For example, vehicle emissions react in the presence of sunlight and form ground level ozone, a primary ingredient of smog, whereas industrial emissions have a bigger impact on the air quality in cool and humid days.
To detect all the casual time intervals, a naive way is to enumerate all the time intervals of the time series and conduct Granger test for each interval. But such an enumeration could be very time consuming in practice. To address this challenge, in this paper we propose an efficient algorithm for causal time interval discovery. Here, our key insight is that similar time intervals (i.e., intervals with significant overlaps) are likely to have similar Granger test results. In fact, given the fitted models of a time interval, we can derive useful upper and lower bounds for the statistical significance of Granger causality for similar time intervals. Such bounds can be used to quickly identify intervals that will definitely pass or fail the test without fitting the actual models.
We have conducted experiments to verify the effectiveness and efficiency of our method on two interesting real-world datasets. First, we study the causality relationship between local event (represented by the frequency of geo-tagged tweets at the venue) and the traffic volume (represented by the taxi drop-offs/pickups). We have observed that, when there is an event, taxi drop-offs cause geo-tagged tweets, and geo-tagged tweets cause pick-ups. Second, we analyze variables of climate and their causal relationship with temperature. We have observed that the causality varies over time and is different for different variables.
In summary, our key contributions are as follows:
• To the best of our knowledge, we are the first to study the problem of detecting partial time intervals in which a causal relationship exists between two time series based on the Granger test.
• We propose an efficient algorithm which utilizes the bounds of regression error to avoid unnecessary computations for the Granger test over similar time intervals.
• We conduct experiments on both synthetic data and real data to demonstrate the effectiveness and efficiency of the proposed method.
Before proceeding, we emphasize that our work is built upon the Granger test. We do not claim to improve the Granger test itself, which is known to have some weaknesses (more details in Section 2). Instead, we focus on an important yet unaddressed problem in practice, that is, discovering partial time intervals with Granger causality.
Related Work
Dependency/causality discovery on time series. Many methods have been proposed to discover the temporal dependency between time series, such as autocorrelation, cross-correlation [7] , transfer entropy [6] , randomization test [16] , phase slope index [21] . However, temporal correlation or dependency does not necessarily indicate causality. Granger causality test [10] was first introduced in the area of econometrics for time series analysis and has since gained tremendous success across many domains due to its simplicity and robustness [12, 13, 3, 8] .
Weakness of the Granger test. A well-known difficulty in causality reasoning (including the Granger test) is the confounding issue, that is, spurious causality may be detected if both processes X and Y are impacted by a third (possibly unknown) process (i.e., a confounder). In [14] , variables which mediate the impact of an action on the outcome are identified to reduce the bias in assessing the causal effect for online advertising. [5] exploits confounder path delays in an attempt to cancel out the spurious confounder effect. However, a principled solution to this problem remains elusive. Variations of the Granger test. While the original Granger causality test was designed for two time series, several methods [2, 18, 17] have been proposed to analyze time series data involving many features and to learn a causal graph structure. Following the work [2] , [20] detects causality of spatial time series, [18] proposes to use hidden Markov Random Field method, [17] handles extreme values in time series, [4] detects Granger causality from irregular time series, and [5] presents Copula-Granger method to efficiently capture non-linearity in the data. Learning temporal causal graph has been applied to biology applications [25] , climate analysis [9] , microbiology [19] , fMRI data analysis [24] , anomaly detection [23] , and longitudinal analysis [26] . However, none of these work address the issues that causality could change over time, and that causality only exists in partial time intervals. Previous study [1] uses a fixed-length sliding window to test Granger causality, but they cannot detect all the causal time intervals in an efficient way.
Finding Causal Time Intervals
We use X = x 1 x 2 . . . x T and Y = y 1 y 2 . . . y T to represent the two synchronized time series of interest. As discussed before, our goal is to detect all time intervals in which a casual relationship exists between X and Y . We use X[i : j] to denote a time interval in time series X, that is,
In this paper, we use the twosided Granger test to determine the causality, which is introduced next.
Granger Causality Test
The Granger causality test [10] is a well-known hypothesis testing procedure for determining whether one time series is useful in forecasting another. It was introduced to find "predictive causality" in time series. The basic idea of Granger causality is that, if a time series X causes the changes in a time series Y , the past values of X should provide unique information in predicting the future values of Y , compared with using the past values of Y only for prediction.
Specifically, given two time series X and Y , Granger test is performed by running the following two regressions with a given lag parameter L. The full model M f uses both lagged values of X and lagged values of Y :
The reduced model M r uses only the lagged values of Y :
If X Granger-causes Y , we expect the full model provides a significantly more accurate prediction than the reduced model. To determine whether the full model would be statistically better than the reduced model or not, the F -test is commonly performed, and it calculates the F -statistic:
where SSE M denotes the sum of squared errors of a regression model M . Specifically, letŷ t denotes the value of y t predicted by M , then
2 . Further, d f and d r denote the degrees of freedom (i.e., the number of independent variables) in the models M f and M r , respectively, and T is the length of the time series.
In our problem, we have d f = 2L and d r = L. Therefore, the F -statistic can be simplified as follows:
Under the null hypothesis (i.e., the full model does not give a significantly better prediction), the Fstatistic will have an F -distribution with parameters L and T − 2L − 1, or equivalently, F ∼ F L,T −2L−1 . The null hypothesis is rejected if the F -statistic calculated from the data is greater than the critical value of the Fdistribution for some desired false-rejection probability (e.g., p-value = 0.05).
Based on the above discussion, we can now summarize the Granger causality test as follows.
Definition 3.1. (Granger Causality Test)
Give two time series X and Y , and a time lag parameter L, we say that X Granger-causes Y if the F -statistic calculated in Eq. (3.2) is greater than the critical value of the F -distribution for certain desired false-rejection probability.
Two-Sided Granger Causality
In [10] , Granger pointed out the following feedback mechanism for two-sided causality: if X Granger-causes Y and Y also Granger-causes X, it is likely that there exists another variable which needs to be controlled or could be a better candidate for the Granger causation. Several follow-up articles [11, 12] also mentioned the necessity of considering of the direction of Granger causality. Following the discussion, we test for two-sided Granger causality and say that X causes Y only if X causes Y by Granger causality but Y does not cause X by Granger causality. Thus, we define the causality as follows. We further define the time interval with causality as follows. Our objective is to find all the casual time intervals. 
Efficient Algorithm
The most straightforward approach to solve Problem 3.1 is to enumerate all the time intervals [i : j] and check each criterion in Definition 3.2. Checking the causality of one time interval takes O(T · L 2 ) time (see Appendix A for details). Since there are O(T 2 ) time segments, the overall time complexity is O(T 3 · L 2 ). Such time complexity could be too high for some real applications, especially when the time series is long. Next, we investigate efficient pruning rules to speed-up the computation.
Key insight to speed-up the computation. We observe that the major bottleneck of complexity lies in the fitting of the full model and the reduced model for each interval in order to compute the SSE values for Ftest. To speed-up the computation, our key insight is that very often it is unnecessary to obtain the exact SSE values and F -statistic for an interval. Specially, suppose that for interval [i : j] we have fitted the full model M 
Pruning Technique
To avoid unnecessary computation for time intervals that do not have causality, we first introduce the bounds for error in the regression model. Given a time interval [i : j] and the corresponding data set {y k , x k1 , . . . , x kp } j k=i , we use M [i:j] to denote the regression model obtained using the ordinary least squares fitting:
where x T k β is the inner product of vectors x k and β. The sum of squared errors for model M [i:j] is defined as:
For a regression model M , we further denote M (x k ) as the prediction error of sample x k using model M :
where M (x k ) is the predicted value of y k based on predictors x k using model M . Then, for any δ ∈ Z + , we have the following two lemmas regarding the error bounds of M [i:j+δ] :
Proof. By definition, we always have SSE(
Now we also note that 
.
For a fixed false-rejection probability (e.
Similarly, we can also calculate the lower bound of F -statistic for [i : j + δ]: (4.8)
Obviously, if the lower bound F Note that the same pruning technique can be applied to the reverse Granger test. Specifically, if the upper bound of F -statistic is small or equal to the critical value, or the lower bound of F -statistic is greater than the critical value, then there is no need to fit the actual models or calculate the actual F -statistic. In other words, we only conduct the actual reverse Granger test if the upper bound is greater than the critical value but the lower bound is small or equal to the critical value. Finally, in the reverse direction, in which we test if Y causes X, we only keep those intervals that f ail the F -test.
Finally, due to the space limit, we refer interested readers to Appendix B for a summarization of our algorithm and discussions on the implementation details.
Experiments
We conduct experiments on both synthetic datasets and real datasets to examine the efficiency and effectiveness of our proposed method. All the experiments are conducted on a 3.4GHz Intel Core i7 system with 16 GB memory.
Experiment on Synthetic Data
To generate synthetic dataset, we first generate independent variable X and then generate time series Y based on X. Since both X and Y need to be stationary, we simulate X as an auto-regressive stationary time series of length T .
To generate time series Y , we first choose an interval [s * : t * ] to be the causal time interval. Then, we simulate Y as
where a k and b k are parameters controlling the degree of auto-correlation and Granger causality respectively. The noise t follows a Gaussian distribution and by default we set the standard deviation of this Gaussian distribution as 0 (i.e., no error). By default, we set T = 1000, [s * : t * ] = [450 : 550], and L = 2. For the coefficients, we set a k = 0.2 if k is odd, and a k = −0.2 if k is even. We alternate the sign of a k here to avoid the situations that the time series keeps increasing (or decreasing) and becomes extremely large (or small). In addition, we set b k = 0.2.
Effectiveness Study. First, we note that although the ground truth time interval is [450 : 550], there will be many intervals passing the causality test. Specifically, if an interval is causal, other intervals contained by this interval, as well as those which have significant overlaps with it, will also be causal. Thus, if we overlay all these intervals, we expect to see a Bell-shaped curve as shown in Fig. 2 . As one can see, the middle time index (i.e., t = 500) is covered by the largest number of causal time intervals (i.e., about 600 in our setting . We denote c t as the number of causal intervals covering timestamp t. Since we conduct causality test on the simulated data without any noise by default, we treat the count c t as the ground truth count of causal intervals for timestamp t. We then conduct the causality test on the noisy data and denote the count of detected causal intervals at t as c t . We define the detection error as the mean difference between c t and the ground truth c t :
In Figure 3 , we show the detection error as a function of the noise variance. As one can see, the detection error increases as the variance of noise increases. But the difference in the count of causal intervals remains relatively small when the variance is below 0.1. Efficiency Study. We conduct several sets of experiments to demonstrate the efficiency of our method under different settings.
First, in Table 1 we show the running time of the baseline method (without pruning) and our efficient algorithm (with pruning). In this experiment, we keep the causal interval length to be 100, and the standard deviation of noise to be 0. One can see that, as the length of the time series increases, it takes longer time to detect causal time intervals. However, our algorithm with pruning is at least 48% faster than the baseline method which does not do pruning. Note that, in the baseline method, we first test whether X Granger causes Y . Only when it passes the Granger test, we will run the reverse Granger test. And only if it fails the reverse test, we conduct stationarity test. So the baseline does not necessarily conduct all the model fittings and tests. But still, our pruning rule can save a significant amount of time on top of the baseline method. Next, we fix the total length of time series to be 1000, and examine the running time w.r.t the length of the causal time interval. As one can see in Table 2 , the longer the causal interval is, the longer the overall running time is. However, our pruning method is robust to the change of causal interval length. We can always achieve at least 51% improvement in efficiency. The zoomed in time series shows strong correlation between traffic and #nycc tweets.
Causality. Traffic and geo-tagged tweets could have a significant causal relationship when there is a big local event where many people tweet about the event and also many people take taxis before and after the event.
We show such a case study in our dataset. We choose a 500 meter by 500 meter area near Jacob K. Javits Convention Center in New York City. In Figure 4 , we show the frequency of taxi pick-ups and drop-offs from 10/01/2012 to 10/31/2012 in that area. We are interested in explaining the changes in traffic. We test the temporal frequency of different hashtags and find one hashtag "#nycc" has a strong causality with taxi volume from 10/11/2012 to 10/14/2012 in that area. Hashtag "#nycc" means New York Comic Conference. Figure 4 shows the frequency of this hashtag over time. By testing the causality between the whole time series of traffic and tweet, we are unable to find any causality, as shown in Figure 5 where the causality score for the whole time interval is 0. Thus, we detect all the causal time intervals between traffic volume (pickup frequency and drop-off frequency) around Jacob K. Javits Convention Center and the frequency of tweets with hashtag "#nycc" in October 2012. The time lag L is set to 5 hours. We only test time intervals less than 72 hours. To examine the strength of causal relationship at any given timestamp t, we further define the causality score of CS(t) as:
CS(t) =
# causal time intervals covering timestamp t # time intervals covering timestamp t .
Figure 5(a) shows that from 10/11/2012 to 10/14/2012, there is a strong evidence that changes in taxi drop-off frequency cause changes in the frequency of tweets with hashtag "#nycc". This can be explained by the fact that many people took the taxi to Jacob K. Javits Convention Center, and posted tweets with hashtag "#nycc" during their stay in the comic event. Interestingly, it is much less evident that changes in the frequency of tweets cause changes in taxi drop-off frequency, because drop-offs typically happened before people tweeting about the event.
In addition, Figure 5 (b) shows that from 10/11 to 10/14, there is a strong evidence that changes in the frequency of tweets with hashtag "#nycc" cause changes in the taxi pick-up frequency. This can be explained by the fact that, after attending the event, people took a taxi and left the venue. However, we do not see much causality in the reverse direction.
Running Time. In Table 3 , we show the running time for different lengths of time series. Our pruning technique saves at least 36% of the time compared to the baseline method. , we can see that drop-offs cause tweets but not vice versa; and tweets cause pick-ups but not vice versa. This suggests that people take taxi to the venue, tweet about the comic event, and then take taxi to leave.
Experiment on Climate Data
In recent years, global warming has been a major concern around the world. In this section, we use a real climate dataset [20] to study causal relationships between temperature and other meteorological factors. 
Conclusion
In this paper, we propose to study a new problem of detecting partial time intervals with Granger causality. This problem is motivated by our observation that causality could change over time. We further develop an efficient algorithm that utilizes the error bounds in the regression models to avoid repeatedly fitting regression models for similar time intervals. We have demonstrated the effectiveness and efficiency of our method on both synthetic and real datasets. Lag selection. Granger causality test can be sensitive to the choice of the lag parameter L [5] . One way to choose an appropriate lag is to measure the quality of the auto-regression model [4] for different lags and choose the lag that produces the best model. Akaike information criterion (AIC) or Bayesian information criterion (BIC) can be used to measure the quality of a model.
Aggregating and visualizing the results. We note that if time interval [i : j] is causal, it is very likely that intervals with significant overlaps with [i : j] are also causal (e.g., [i : j + 1]). As a result, the output of our algorithm typically consists of many overlapping time intervals. An effective way to visualize the result is to overlay all these time intervals and generate a time series indicating the strength of causality at each timestamp. In particular, if there is a real causal relationship at interval [s : t], we will observe a Bell shape time series with the peak in the middle of [s : t] (see Figure 2 for an example). Alternatively, one can modify our problem definition to only output the maximal time intervals or closed time intervals (similar to the definition of maximal/closed frequent patterns [3] ). As in the case of frequent patterns, such a new definition may leads to more efficient algorithms, but a through discussion on this topic is outside the scope of this paper.
