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A geometric formulation of Wilson’s exact renormalisation group is presented based on a
gauge invariant ultraviolet regularisation scheme without the introduction of a background
field. This allows for a manifestly background independent approach to quantum gravity
and gauge theories in the continuum. The regularisation is a geometric variant of Slavnov’s
scheme consisting of a modified action, which suppresses high momentum modes, supple-
mented by Pauli-Villars determinants in the path integral measure. An exact renormalisation
group flow equation for the Wilsonian effective action is derived by requiring that the path
integral is invariant under a change in the cutoff scale while preserving quasi-locality. The
renormalisation group flow is defined directly on the space of gauge invariant actions without
the need to fix the gauge. We show that the one-loop beta function in Yang-Mills and the
one-loop divergencies of General Relativity can be calculated without fixing the gauge. As
a first non-perturbative application we find the form of the Yang-Mills beta function within
a simple truncation of the Wilsonian effective action.
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3I. INTRODUCTION
Wilson’s exact renormalisation group (ERG) [1, 2] can be used to investigate the non-
perturbative structure quantum field theories. The main idea is to solve an ERG flow equation
for a scale dependent action where the microscopic action provides the initial condition. As the
effective scale is decreased the effects of integrating out high momentum fluctuations are encoded
into the renormalised couplings. At the end point of the flow all fluctuations are integrated into
the effective action allowing one to extract observables.
Among the many applications of the ERG (see [3–6] for reviews) are investigations into the
phase structure of QCD [7–13] and studies of asymptotic safety in quantum gravity [14–41]. For
these applications the gauge invariance of the theories must be incorporated into the ERG for-
malism. Typically ERG studies are based on the effective average action approach [42–44]. For
gauge theories a non-dynamical background field can be introduced [45, 46] to help control gauge
invariance via the background field method.1 The effective average action is then a gauge invariant
functional of the background and dynamical field where gauge transformations act on both fields.
Thus gauge invariance is gained at the price of an explicit background dependence.
If we take gravity for example, the effective average action depends on a background metric
g¯µν and the dynamical metric gµν . As a consequence one has to keep track of all invariants which
can be formed from the two metrics when solving the ERG equation for the effective action.
The dependence on the background field is governed by a split Ward identity [4, 48, 49] which
provides an extra constraint on solutions to the ERG flow equation. It is the Ward identity which
ensures that observables are independent of the background field and invariant under physical gauge
transformations which act on the dynamical fields alone. Thus, although seemingly paradoxical,
background independence of observables is ensured by a non-trivial background dependence of the
effective average action. Various works have made use of the split Ward identities with applications
in quantum gravity [50–57], gauge theories [58] and scalar theories [59, 60]. However, within the
background dependent approach to gauge theories and gravity, it remains a challenge to remove
the dependence on the background field completely.
Clearly it would be advantageous if we could formulate the ERG in a manner which does
not introduce a separate background field and preserves gauge invariance. On the practical side
removing the dependence on the background field reduces the number of independent couplings.
For example, if we consider terms which can be formed of two metrics without any spacetime
derivatives there are already an infinite number of coupling constants [33]. On the other hand
if we have an action which is only a functional of the dynamical metric the only non-derivative
coupling is the cosmological constant. Therefore there is a massive reduction in the number of
couplings with an entire function V (g, g¯) collapsing to a single term√
det g¯ V (gµν , g¯µν)→ λ√det g , (1.1)
with just a single free parameter λ, the cosmological constant. Conceptually there is also the
advantage that manifest background independence would bring the continuum approach closer
to discrete background independent approaches to quantum gravity such as causal dynamical
triangulations [61], Euclidean lattice theories [62, 63] and tensor models [64].
It therefore seems reasonable to ask whether one can avoid the dependence on the background
field entirely by carrying out the renormalisation process in a manner which manifestly preserves
1 See [47] for an alternative proposal to the usual background field approach.
4gauge invariance. Indeed, it is perfectly possible to regularise theories in a gauge invariant manner
[65, 66]. Manifestly gauge invariant formulations of the ERG which exploit this fact were first
introduced in [67] for pure U(1) gauge theories. This was generalised to SU(N) Yang-Mills
theories [68, 69], QCD [70] and QED [71], while more recently these methods have been applied
classical gravity [72] and to gauge theories in curved spacetime [73]. These formulation give the
flow of the Wilsonian effective action as the ultraviolet (UV) cutoff scale is decreased and differ
substantially for the flow of the effective average action which exploits an infrared (IR) regulator.
Their advantage is that they are defined without gauge fixing and background fields are never
introduced. However the form of the gauge invariant regularisation scheme [74, 75] which has
been used so far utilises a spontaneously broken supersymmetric theory. This introduces a set of
regularising fields with interactions dictated by the supersymmetry in order to provide a necessary
Pauli-Villars regulator. As a result the Wilsonian effective action has to depend on auxiliary
dynamical fields in addition to the dynamical fields of the original theory.
One can then ask whether it is possible to have a gauge invariant flow equation for an effective
action which depends only on the original set dynamical fields without introducing any additional
fields, be they dynamical or non-dynamical. Again, this would seem to be a possible since the gauge
invariant Pauli-Villars regularisation [65, 66, 76] that is needed to regularise the path integral can
be expressed simply as determinants of certain operators without ever introducing additional fields.
Such a regularisation can be formulated in a geometric fashion by understanding the determinants
as defining a regularised volume element on the orbit space of a gauge theory [77].
In this work we will combine a geometric regularisation scheme with a similarly geometric
version of the ERG which incorporate a non-trivial measure. In this manner we never have to
introduce a background field or any additional auxiliary fields. This approach will allow us to
derive a flow equation for a Wilsonian effective action for gauge theories and for gravity which is
manifestly background independent. Since we will work in a gauge invariant setting we will not
need to fix the gauge and therefore there will be no dependence on the gauge fixing parameters.
Furthermore we will adopt a field covariant formalism that is reparameterisation invariant with the
Wilsonian action transforming as a scalar. The flow equation will therefore be of the same form
whether we pick the fields to be metric gµν , the inverse metric g
µν or some rank two density such
as
√
ggµν . As a result we will not be afflicted with the gauge or parameterisation dependencies
which are encountered in the effective average action approach [78–83].
The remainder of the paper is organised as follows. In section II we construct the UV regularised
path integral which will underlie the flow equation. In section II A we give a geometric discussion of
gauge invariance and discuss various notions of locality for n-point functions. Then, in section II B,
we derive the general form of the gauge invariant path integral. Along with the action S[φ] the
path integral is parameterised by a choice of metrics G and H on the configuration space Φ and the
gauge orbit G respectively. In section II C we introduce the main ingredients which we will assemble
to construct the action and measure of the path integral. These include an action I, ultra-local
metrics on Φ and G and differential operators which will appear in the a gauge invariant cutoffs.
The explicit form of the regularisation is given in section II D where we detail the form of the
regularising terms in the action and the regularised path integral measure. Section II ends with a
brief discussion and summary of the regularisation scheme.
In section III we turn to the construction of the background independent flow equation beginning
by stating the general criteria for such an equation. In section III A we present the generalised
structure of flow equations incorporating the measure. These flow equations are parameterised by
the choice of two ERG kernels which specify the renormalisation scheme. A specific form of the
ERG kernels which generates the gauge invariant regularisation is given in section III B. We then
5demonstrate, in section III C, that the functional trace appearing in the flow equation is cutoff in
the UV.
Section IV demonstrates how standard one-loop results can be reproduced from the flow equa-
tion. In section IV A we find the form of the on-shell one-loop effective action without specifying
the scheme. The result is shown to agree with an expression derived directly from the gauge fixed
path integral. We then compute the one-loop renormalisation of the on-shell effective action in
our scheme in section IV B showing that the logarithmic terms are universal. The one-loop beta
function in Yang-Mills theory and the logarithmic divergencies of general relativity are reproduced.
In section V we compute the non-perturbative running of the Yang-Mills gauge coupling in a
simple truncation of the effective action. The form of the beta function is discussed and related to
the breaking of scale invariance due to the measure in section V A. We compare this calculation
to the background field approximation of the effective average action in section V B.
Our conclusions are presented in section VI.
In appendix A we collect some identities which hold when the equations of motion hold for a
gauge theory. In appendix B we solve the classical flow up to terms which are quadratic in the
equations of motion. Appendix C consider the gauge fixed path integral; in appendix C 1 we prove
the gauge independence of the path integral while in appendix C 2 we show that our flow equation
can be derived from the gauge fixed path integral.
II. GEOMETRIC REGULARISATION
In this section we will construct a regularised path integral where we have in mind regularising
a theory with a classical action I which is second order in spacetime derivatives. The action
will then be supplemented by terms which regularise the theory at the momentum scale Λ and
vanish for Λ → ∞ when the cutoff is removed. We will adopt the geometric approach to gauge
theories [84–86] by considering the space of all field configurations Φ as an infinite dimensional
manifold. The fields φ can then be thought of as coordinates on Φ. For gauge theories and gravity
Φ has the structure of a fibre bundle where the fibres are the gauge orbits G. Physics takes
place on the quotient space Φ/G where each point is associated to an equivalence class of field
configurations under gauge transformations. Explicitly we will be concerned with pure gravity
and Yang-Mills theories. For gravity the fields are components of spacetime metric and the gauge
transformations are diffeomorphisms whereas for Yang-Mills the fields are the gauge fields and the
gauge transformations are local SU(N) transformations. We will use the geometric approach to
construct the path integral over Φ/G in a manifestly gauge invariant manner without having to fix
the gauge and thus we will never introduce any gauge breaking terms into the theory. Additionally
using the geometric approach we can maintain field covariance such that we are free to choose the
field variables i.e. the coordinates on Φ. Here we will work exclusively with bosonic fields although a
generalisation that includes fermionic fields is straightforward. We will also assume that spacetime
has no boundaries such that we can freely integrate by parts and drop the boundary terms.
A. Properties of n-point functions
Two important properties which we want to preserve are gauge invariance and quasi-locality.
Here we will introduce our notation and explain how we can preserve gauge invariance by intro-
ducing gauge covariant tensors T on Φ which correspond to gauge covariant n-point functions on
spacetime. We will then explain the notations of locality, ultra-locality and quasi-locality.
61. Gauge invariance
In this paper we denote the fields by φa where latin indices from the start of the alphabet are
DeWitt indices which include the spacetime coordinates x as well as the discrete field indices. Thus
for pure gravity when the field is taken to be the metric φa = gµν(x) the DeWitt index a includes
the symmetric pair of lower Lorentz indices µν (greek letters from the middle of the alphabet)
and the continuous spacetime coordinate x. However we are also free to use other coordinates on
Φ transforming all n-point functions as tensors on Φ. For example φa could also be chosen to a
fluctuation hµν(x) = gµν(x)− g¯µν(x) around some background or the its Fourier transform hˆµν(p)
in momentum space. We will denote an infinitesimal gauge parameter by α with greek letters
from the start of the alphabet understood as an additional set of DeWitt indices. In the case of
gravity, where α = µ(x) are vectors on spacetime, α includes an upper Lorentz index µ and the
spacetime coordinate x. The theory will be invariant under an infinitesimal gauge transformation
φa → φa +Kaα[φ]α (2.1)
where Kaα[φ] are the generators of gauge transformation which are a set of vectors on Φ. As usual
a repeated DeWitt index implies a sum over the discrete indices and an integral over spacetime.
The invariance of an action S[φ] is expressed by
S,a[φ]Kaα[φ] = 0 (2.2)
where a comma followed by a latin DeWitt index denotes a functional derivative with respect to
φa. If we take the explicit example of gravity the transformation (2.1) takes the form
gµν(x)→ gµν(x) + ρ(x)∂ρgµν(x) + gµρ∂νρ(x) + gνρ(x)∂µρ(x) , (2.3)
such that explicitly
Kaα = δ(x, y) ∂∂xρ gµν(x) + gµρ ∂∂xν δ(x, y) + gρν ∂∂xµ δ(x, y) . (2.4)
More generally we assume that the gauge algebra closes off-shell such that the Lie bracket of two
generators is given by
[K⃗α, K⃗β] = fγ αβK⃗γ , (2.5)
which can be expressed in component form as LKαKaβ ≡KbαKaβ,b−KbβKaα,b = fγ αβKaγ . Here fα βγ =−fα γβ are the structure constants with fα βγ,a = 0. The property (2.5) holds in particular for
SU(N) gauge theories and for gravity which are the cases of interest in this paper. For both
gravity and SU(N) theories Kaα is a first order differential operator. Additionally for certain
choices of the fields variables φa one has
Kaα[φ] != kaαbφb + kaα , (2.6)
with kaαb,c = 0 = kaα,b. Although this property does not hold for all choices of parameterisations φa.
Since physics takes place on Φ/G we will work with tensors T a1a2... b1b2...[φ] on Φ which transform
covariantly under gauge transformations. In particular by forming a scalar on Φ from such covariant
tensors we can construct gauge invariants such as terms in the action S[φ]. The gauge covariance
of a tensor (density) on Φ can be expressed as
LKαT a1...an b1...bn[φ] = 0 , (2.7)
7where LKα denotes the Lie derivative with respect to the generators Kα which we view as vectors
on Φ. In addition to covariant tensors, which carry only latin Φ-indices, we will work with tensors
on Φ which carry greek G-indices as well (e.g. Kaα). The gauge covariance of these tensors implies
the more general identity
LKαT a1...anα1...αiβ1...βj b1...bm [φ] − T a1...anγ...αiβ1...βj b1...bm[φ]fα1 γα − ... + T a1...anα1...αiγ...βj b1...bm [φ]fγ β1α + ... = 0 , (2.8)
which can be understood as the most general form of a Ward identity for a given covariant tensor
T [φ] on Φ which also carries gauge orbit indices. It is easy to see that Kaα is covariant as a
consequence of (2.5) and that the covariance of fα βγ implies the Jacobi identity. One can show
that the vertices of a gauge invariant action S,a1..an are covariant provided that (2.6) holds for the
fields.
To avoid expressions involving delta functions it is useful to express n-point functions, such as
Kaα, by introducing test functions δφ
a, δJa, to contract indices free latin indices, and test functions
δξα and δjα, to contract free greek indices. When the n-point function has multiple indices of the
same type one can label distinct test fields e.g. Tabδφ
a
1δφ
b
2 (although if the tensor is symmetric
in two or more indices this is unnecessary for those indices). The tensor is then expressed as a
functional T [φ, δφi, δJj , δξk, δjl] of the fields φ and the test fields. e.g.
K[φ, δJa, δξa] = δJaKaα[φ]δξα . (2.9)
Then the functional is invariant under a transformation (2.1) provided the test fields transform as
δφa → δφa +Kaα,bδφbα , (2.10)
δJa → δJa −Kbα,aδJbα , (2.11)
δξα → δξα + fα βγδξβγ , (2.12)
δjα → δjα − fβ αγδjβγ . (2.13)
To understand the origin of the transformation of δξα given by (2.12) consider a perturbation of
the field which is purely gauge
δφa =Kaαδξα (2.14)
then on one hand the transformation of δφ implies
δφa → δφa +Kaα,bKbβδξβα (2.15)
while on the hand the transform of Kaαδξ
α gives
δφa → δφa +Kaα,bδξαKbββ +Kaαfαβγδξβγ (2.16)
but these to expressions agree by the definition of the the structure constants (2.5). A dictionary
between DeWitt notation and explicit notation for Yang-Mills and gravity is given in table I.
8DeWitt Yang-Mills Gravity
φa Aiµ(x) gµν(x)
δξα δωi(x) δvµ(x)
S,a
δS[A]
δAiµ(x) δS[g]δgµν(x)
Kaαδξ
α ∇µδωj(x) ∇µδvν(x) +∇νδvµ(x)
KaαδJa ∇µδJµi (x) 2∇µδJ˜µ ν(x)
fαβγδξ
β
1 δξ
γ
2 fijkδω
j
1(x)δωk2(x) Lδv2δvµ1 (x)
TABLE I: DeWitt notation is summarised with several examples. In the first column we give the DeWitt
notation with the corresponding object expressed in standard notation for Yang-Mills and Gravity appearing
in the same row. Here ∇ denotes the covariant derivative with the Aµ being the connection for Yang-Mills
and the Levi-Cevita connection for gravity. We note that for gravity the components of the dual basis to
δgµν(x) are tensor densities δJ˜µν(x) of weight one as indicated by the tilde.
2. Locality
Viewing n-point functions as functionals of the fields φ and a set of n test fields
T [φ, δφi, δJj , δξk, δjl] one can generalise notions of locality for local action functionals (i.e. 0-
point functions) to arbitrary n-point functions. Locality is the property that we can express the
functional T [φ, δφi, δJj , δξk, δjl] as a spacetime integral over a function of the fields and their
derivatives such that
T = ∫ ddxT (φ(x), ∂φ(x), ..., δφi, ∂δφi, ..., δJj , ∂δJj , ..., δξk, ∂δξk..., δjl, ∂δjl, ...) . (2.17)
Note that it follows that by taking functional derivatives of a local functionals we obtain local
functionals. Ultra-locality is the special case where T is only a function of the fields with no
derivatives acting on the any of the fields. Quasi-locality corresponds to a case where T is non-
local but where we can expand T in a derivative expansion
T ≃ ∫ ddx ∞∑
m=0Tm(φ(x), ∂φ(x), ..., δφi, ∂δφi, ..., δJj , ∂δJj , ..., δξk, ∂δξk..., δjl, ∂δjl, ...) (2.18)
where each term Tm in the expansion involves m derivatives.
The importance of quasi-locality is that it ensures that there are no IR divergencies since in
momentum space quasi-locality states that n-point functions have an analytic expansion around
vanishing momentum. In this work we will insist that all n-point functions which enter the reg-
ularisation and the flow equation are quasi-local in order to be sure not to encounter any IR
singularities.
B. Gauge invariant measure
The regularised functional integral will take the form
Z = ∫
Φ/G d{φ} M˜[{φ}] e−S[{φ}] (2.19)
9where the integral is over the space of orbits Φ/G with {φ} denoting equivalence classes of field
configurations under gauge transformations and M˜[{φ}] denotes a volume element on Φ/G. To
give a definite meaning to the measure [84, 87] we introduce a metric Gab[φ] on Φ as well as a
metric Hαβ[φ] which we use to define a Haar measure on G. The measure d{φ} M˜[{φ}] on Φ/G
is then defined by integrating over Φ with the measure dφ
√
detG[φ] while extracting an integral
over the gauge group such that
dφ
√
detG[φ] = d{φ}M˜[{φ}]dξ√detH[φ] . (2.20)
With this definition of M˜[{φ}] the path integral can be written as
Z = N ∫
Φ
dφ
√
detG[φ]√
detH[φ]e−S[φ] . (2.21)
where N = 1/ ∫G dξ.
Although we will not need to fix the gauge in this work let us demonstrate that the path integral
(2.21) is equal to the BRST invariant path integral obtained when we perform the Fadeev-Popov
trick. In particular let us check that the definition of the measure (2.20) leads to BRST invariant
measure after gauge fixing. To do so we consider a surface in Φ defined by
χα[φ] = ωα . (2.22)
Then we write a one in the form
1 = ∫G dξδ(χ[φξ] − ω)detQ[φξ] (2.23)
where Qα β[φ] = detχα,a[φ]Kaβ[φ] and φξ denotes the transformed field. Inserting the 1 into (2.19)
and using (2.20) yields
Z = ∫
Φ
dφ
√
detG[φ]√
detH[φ] e−S[φ]δ(χ[φ] − ω)detQ[φ] (2.24)
Integrating over ω with a Gaussian weight e− 12ωY¯ ω and introducing the usual ghost fields we can
then write
Z = ∫
Φ
dφ
√
detG[φ]∫ dCgh 1√
detH[φ] ∫ dC¯gh∫ dBghe−S[φ]−SBRST[φ,Cgh,C¯gh,Bgh] (2.25)
where we introduce the BRST invariant action
SBRST[φ,Cgh, C¯gh,Bgh] = 1
2
BαghY¯αβB
β
gh + iBαghY¯αβχβ + C¯αghY¯αβQβ γCγgh (2.26)
where BRST transformation is given by
δθφ
a =KaαCαghθ , (2.27)
δθC
α
gh = 12CβghfαβγCγghθ , (2.28)
δθC¯
α
gh = iBαghθ , (2.29)
δθB
α¯ = 0 , (2.30)
with θ an anti-commuting parameter. Then we observe that the measure is also BRST invariant
with the factor (detH[φ])−1/2 providing the right volume element to keep the Cgh-integral BRST
invariant. A proof of gauge independence is given in appendix C 1.
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C. Basic ingredients
Now we will introduce ‘basic ingredients’ which will be assembled to construct the regularisation
of the theory and the corresponding flow equation. These will consist of an action I, an ultra-
local metric on Φ, denoted γab, an ultra-local metric on G, denoted ηαβ, and the generators Kaα
which we have introduced previously. All other n-point functions which will be introduced will
be ‘decedents’ of these basic ingredients obtained by taking functional derivatives and contracting
DeWitt indices. We will assume that the action functional I is second order in derivatives such
that it includes a canonical kinetic term for the theory. For gravity the action is given by the
Einstein-Hilbert action
I[φ] = − 1
16piGN
∫ dDx√g(R − 2λ¯) , (2.31)
where
√
g ≡ √det g, GN is Newton’s coupling, which appears in the coefficient of the Einstein-
Hilbert term in S, and we have also allowed for a non-zero cosmological constant λ¯, which is
optional. For SU(N) Yang-Mills the action is given by
I[φ] = 1
4g2
∫ dDxFiµνF iµν , (2.32)
where g is the gauge coupling. Generally I will be proportional to a coupling Z(Λ) which plays
the role of the wave-function renormalisation. For the Einstein-Hilbert action Z(Λ) = 1/(32piGN)
while for a gauge theory Z(Λ) = 1/g2. We define the anomalous dimension as
η(Λ) ≡ −Z(Λ)−1Λ∂ΛZ(Λ) . (2.33)
We also introduce an ultra-local metric γab which should have dimensionless line element δφ
aγabδφ
b.
For Einstein gravity we take the ultra-local metric to be given by the DeWitt metric
γabδφ
aδφb = Λ2
32piGN
1
2
∫ dDx√g (gµρgνσ + gµσgνρ − agµνgρσ) δgµνδgρσ (2.34)
where a is the DeWitt parameter which we shall fix here to be
a = 1 (2.35)
although other choices may be possible. Similarly we introduce an ultra-local metric ηαβ on G
which should have a dimensionless line element δξαηαβδξ
β. For Einstein gravity we take this
metric to be given by the line element
ηαβδξ
αδξβ = Λ4
16piGN
∫ dDx√ggµνδvµδvν . (2.36)
For the case of SU(N) theory the metrics are given by
γabδφ
aδφb = Λ2
g2
∫ dDx√ggµνδijδAiµδAjν , (2.37)
and
ηαβδξ
αδξβ = Λ4
g2
∫ dDx√gδijδωiδωj . (2.38)
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where δij is the Cartan-Killing metric which is simply a Kronecker-delta in the case of SU(N)
Yang-Mills.
Note that the powers of Λ appearing in γab and ηαβ ensure that the line-elements are dimen-
sionless. Generally for two derivative actions such as Yang-Mills and Einstein-Gravity we have
that γab ∝ Λ2Z(Λ) and η ∝ Λ4Z(Λ) which implies that
Λ∂Λγab = (2 − η)γab , Λ∂Ληαβ = (4 − η)ηαβ (2.39)
The inverse metrics of γab and ηαβ will be denote by γ
ab and ηαβ respectively where we will use γ
and η to raise and lower indices e.g.
Xa b ≡Xacγcb, Y α β = Y αγηγβ . (2.40)
The metric γab allows us to define a covariant derivative ∇a with the Levi-Civita connection
constructed from γab such that ∇cγab = 0. We will also use ; in the subscript (in place of ,)
to denote a covariant functional derivative and the notation S(n) to denote the nth covariant
functional derivative of a functional. For the DeWitt metric (2.34) the corresponding Levi-Civita
connection is given by
ΓcabδJcδφ
aδφb = ∫ dDx(−δµψδσωgνρ + 12gµνδρψδσω + gψω4(D − 2)(2gµρgνσ − gµνgρσ)) δgµνδgρσδJ˜ψω ,
while for Yang-Mills the connection is flat.
Let’s note that the mass dimension of each of the basic ingredients and there deriva-
tives follows from their tensor structure: the dimension [T ] of a tensor T is given
by [T ] = (# of upper latin indices − # of lower latin indices)[φ] + (# of upper greek indices −
# of lower greek indices)[ξ]. It follows that two point functions obtained from the basic objects
I, γ, η and the gauge generators Kaα with one raised index and one lower index of the same type,
e.g. Xa b and Y
α
β, will be dimensionless.
A two point function of this type is the dimensionless second order differential operator given
by
∆a b ≡ γacI;cb +KaαηαβKcβγcb , (2.41)
where due to the second term ∆a b is invertible. For gravity the operator ∆ is given by
δJa∆
a
bδφ
b = ∫ dDxδJ˜µν
Λ2
⎛⎝ −∇2δρµδλν −R 12(D − 2)gµνgρλ + 12Rµνgρλ + 1D − 2Rρλgµν
+(D − 2)R − 2Dλ¯
2(D − 2) δρµδλν − 2Rρ µ λ ν⎞⎠δgρλ , (2.42)
where as for Yang-Mills
δJa∆
a
bδφ
b = ∫ dDxδJµi Λ−2(−∇2δAiµ + 2Fjµ νf ji kδAkν) (2.43)
For gravity ∇ = ∇g is the covariant derivative with the Levi-Civita connection for g while for Yang-
Mills ∇ = ∇A denotes the gauge covariant derivative where Aiµ is the connection. The eigenvalues
p2/Λ2 of ∆a b can then be thought of as momenta in units of Λ2.
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Given γab there is also a natural operator ∆
∥
αβ formed by the projection of γab onto G
∆
∥
αβ =KaαγabKbβ (2.44)
which for gravity is given by
∆
∥
αβδξ
αδξβ = Λ2
16piGN
∫ dDx√det g δvµ(−gµν∇2 −Rµν)δvν . (2.45)
By raising one index with ηαγ we can then form a dimensionless operator (∆∥)α β ≡ ηαγ∆∥γβ whose
eigenvalues p2/Λ2 we can think of as the defining the ghost momenta in units of Λ2. For gravity
we have
(∆∥)µ ν = −Λ−2(∇2δµ ν +Rµ ν) , (2.46)
and for Yang-Mills we have
(∆∥)i j = −Λ−2∇2δij . (2.47)
We can define the operator
(∆⊥)a b ≡ γacI;cb , (2.48)
which is transverse when I,a = 0 and hence cannot be inverted. It is also useful to define projection
operators
Πa b = δab −Ξa b , Ξa b =KaαGαβKcβγcb , (2.49)
where Gαβ is the Greens function
∆∥αγGγβ = δβα , (2.50)
and where δαβ and δ
a
b are the identities. Due to the presence of the non-local operator G
αβ one
should generally avoid regularisation schemes which depend on the projection operators since this
would be a source of potential IR singularities. However inserting δab = Πa b +Ξa b into equations is
useful calculation method which can be exploited. In appendix A we derive several useful identities
which apply when the field equations
Ea ≡ I,a = 0 , (2.51)
are satisfied.
D. Regularisation
Let us now turn to the choice of regularisation using the basic ingredients which we specified
in the previous subsection. The idea is to use I, η, γ and K to construct the metrics G and H in
addition to a UV regulator term SUV in the action S.
First we recall that one can improve the UV behaviour of a gauge theory by adding terms, i.e.
the UV regulator SUV, to the action which should vanish in the limit Λ → ∞ when the cutoff is
removed. These terms will involve higher order covariant derivatives suppressed by Λ−1 ensuring
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that the propagator of the theory (in the transverse space) falls to zero for high momentum [88, 89].
One can choose SUV such that no extra poles are introduced into the propagators if one allows
the terms to be quasi-local (i.e. involving an infinite number of derivatives) [90, 91]. Provided
the propagator decreases quickly enough the theory will only have a divergences at one-loop and
in multi-loop diagrams that contain the divergent one-loop diagrams as sub-diagrams. Such a
theory is super-renormalisable only requiring counter terms at one-loop. To make the theory finite
the path integral measure must also be modified in such a way as to regularise also the one-loop
diagrams. This can be achieved by including gauge invariant determinants of Pauli-Villars (PV)
operators in the measure [65] which reduce to the identity for low momenta or when Λ → ∞.
Here we shall include these operators in the measure by choosing G and H to be products of PV
operators. When Λ→∞ we will demand that G→ γ and H → η and SUV → 0.
Ignoring gauge invariance momentarily, a naive choice is to set
Gab = γab + SUV;ab (2.52)
since SUV;ab diverges strongly in the high momentum limit Gab ∼ S,ab. The functional trace
Tr log (G−1S(2))) is then finite provided the high momentum limit is reached fast enough. The
term γab ∝ Λ2 in (2.52) is then seen to be a Pauli-Villars mass matrix. However, the vertices
of the PV operators, obtained by taking derivatives of (2.52) will diverge for high momentum at
the same rate as the two point function S,ab and this introduces further unregulated ‘overlapping’
divergences. Thus for the choice (2.52) we will generically have new divergent diagrams which
come from expanding
√
detG. For example, consider a diagram with a singe physical loop and
external PV lines, if the vertices diverge at the same rate as the inverse propagator these diagrams
will be divergent.
The introduction of overlapping divergences is avoided if the propagators for the physical fields
decrease sufficiently faster than the vertices of Pauli-Villars fields diverge [66]. Thus instead of
including only one Pauli-Villars operator in G we should choose G such that it factors into operators
which are less divergent. Specifically, instead of (2.52), we will take G to be the square of such
Pauli-Villars operators
Gab = (C−1)c aγcd(C−1)d b (2.53)
then to regularise the one-loop diagrams we must have that that C2S(2) ∼ 1 at high momentum.
In this way the rate at which the vertices of C−1 diverge is halved and no new divergent diagrams
will be introduced by the measure. Consistent regularisation schemes which avoid the overlapping
divergences in this manner can then be constructed [76, 77]. Below we will specify the form of our
regularisation based on the choice (2.53). Note that since S(2) diverges in the high momentum
limit C will behaves as a UV cut-off vanishing at high momentum.
For a gauge theory we actually require that C must regulate the transverse fluctuations meaning
that for high momentum
Πc aGcdΠ
d
b ∼ S;ab . (2.54)
Although S;bc is not transverse (i.e. it does not commute with Π) it will be transverse for high mo-
mentum since the projection onto longitudinal modes S;abK
b
α = −S,bKbα;a is a first order differential
operator and thus only diverges with one power of momentum. While (2.54) is a restriction on
the transverse projection of G being the PV regulator for the physical fluctuations there remains
longitudinal projection of G which must also be regulated. This is achieved by demanding that
KaαGabK
b
β ∼Hαβ , (2.55)
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which takes into account the Jacobian when encountered when factoring out the gauge volume
from the functional measure. Thus we can think of H as providing the PV regulator for the
ghosts. To satisfy these requirements we choose H to be given by the product
Hαβ = Bγ αbγB β (2.56)
where
(C−1)a bKbα ∼KaβBβ α (2.57)
ensures that the longitudinal part of detC is regulated by detB. Then to satisfy (2.55) the require
that for high momentum
bαβ ∼ ∆∥αβ =KaαγabKbβ . (2.58)
For low momentum we can require that C, B and b go to the identity such that the in the continuum
limit Λ→∞ we have G = γ and H = η.
Let us now introduce the action
A = I + 1
2
I,aX
abI,b (2.59)
where Xa b = (X(∆))a b is a function of ∆. It is convenient to parameterise the choice of X(z) in
terms of a cutoff function c(z) where
X(z) = 1 − c(z)
zc(z) (2.60)
and the cutoff has the limits c(0) = 1 and c(∞) = 0 and assume c(z) to be monotonic and have
an analytic expansion around z = 0. It follows that c(z) has no zeros for z > 0 along the real axis.
Furthermore in the limit Λ → ∞ we have that A → I. Taking two functional derivatives of A we
see that
A;ab = ∆ac (c−1(∆))Πc b +O(E) (2.61)
and thus at the level of the the two point function c is a high momentum cutoff function for the
effective propagator c(∆)∆−1γ−1 on the transverse space which reduces to the propagator for the
action I at low momentum since c(0) = 1. For our example of Einstein gravity A is given by
A = Z
16piGN
∫ dDx√det g [(−R + 2λ¯) +Λ−2(Gµν + λ¯gµν)X(∆)(Rµν − 2λ¯
D − 2gµν)] (2.62)
where here Gµν and Rµν are the Einstein tensor and Ricci tensors.
Due to the fact that G is bilinear in C we need also a bi-linear structure for S(2). Following [76]
this is achieved by including a term in the action which is bi-linear in A,a. Here we will therefore
choose SUV = 12A,aγabA,b such that
S = I + S + 1
2
A,aγ
abA,b , (2.63)
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where S denotes other possible ‘interaction’ terms that can also be present in the action. The
two point function will therefore diverge as S;ab ∼ A;caγcdA;db. To fully regularise the theory we
demand that (2.54), (2.57) and (2.58) are satisfied which is achieved by setting(C−1)a b = δa b + γacA;cb +KaαY αβKβb ,
Bα β = δαβ + Y αγ∆∥γβ , (2.64)
bα β = cα β + (∆∥)α β ,
where the operators Y α β = (Y (∆∥))α β and cα β = c(∆∥) are functions of ∆∥. Here Y (z) should
diverge for large momentum ( it is sufficient that Y (z) diverges at the same rate as c−1(z)) and
go to a constant or vanish at low momentum while c(z) should vanish for large momentum and
for low momentum c(0) = 1.
Let us now see that all the conditions are met. First we insert the expression (2.64) for C−1
into (2.53) and then apply the transverse projection operators to obtain
Πc aGcdΠ
d
b ∼ΠcaA;c eA;edΠd b∼A;a eA;eb ∼ S;ab (2.65)
where to arrive at the second line we used that A;abΠ
b
c = A;ac +A,bKbα;aGαβKβc ∼ Aac. Thus we see
that (2.54) is satisfied. Then we insert the expression for C−1 into (2.57)
CabK
b
γ =Kaγ − γacA,bKbγ;c +KaαY αβKβbKbγ∼KaαY αβKβbKbγ∼KaαBα γ . (2.66)
Lastly (2.58) follows since at high momentum c ∼ 0.
E. Discussion and summary
Let us comment that although the regularisation scheme introduces some non-localities these
are all quasi-local meaning one can still perform a derivative expansion and hence the regularisation
does not introduce spurious IR singularities. Indeed, due to the fact that gauge transformations
do not leave momentum eigenstates invariant, it hard to imagine that any gauge invariant reg-
ularisation can be achieved without the introduction of some sort of non-locality. A particular
quasi-locality can be seen if we include the PV operators as terms in the action. For example we
can write (DetC)−1 = e−Tr logC (2.67)
which can be evaluated using heat kernel techniques to yield non-local terms. However, since our
case the PV operators are massive Tr logC will be quasi-local. Additionally taking the limit Λ→∞
the non-localities are absent since C, B and b are just the identity operator and thus we recover
strict locality in the continuum limit provided that S is also local in this limit.
In the limit Λ → 0 we will lose quasi-locality since a derivative expansion is not possible.
However since we have regulated all loops at the scale Λ taking Λ→ 0 must set all loop corrections
to zero and the semi-classical approximation to the path integral becomes exact. Consequently, if
we renormalise the theory such that Z is independent of Λ the path integral is then given byZ =∑ e−S[φ¯]∣Λ=0 (2.68)
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where we should sum over instantons.
To summarise the path integral (2.19) is gauge invariant and thus formally independent of how
we perform the integration over the space of orbits and can be written as (2.21). The action is
given by (2.63) with the metrics given explicitly by (2.53) and (2.56) with (2.64). These choices
ensure that momentum integrals are cutoff in the UV by the scale Λ. This regularisation works
without introducing any background field and independent of any gauge fixing condition. We have
also written the path integral in a manifestly field covariant manner such that the choice of field
variables does not affect the physics. It should be noted that the choice of the measure does affect
the physics and thus the choice of G and H can in principle lead to different predictions [92]. Since
we will demand that the physics only depends on the continuum limit the choices of γ and η are
physical.
III. FLOW EQUATION
We now want to write down a renormalisation group flow equation for S based on the regulari-
sation scheme introduced in the last section. Ultimately this relates the regularisation scheme to a
particular averaging of the bare fields ϕ which we understand as a continuum version of Kadanoff
blocking [93]. Here we shall require the flow equation for S to be a suitable generalisation of the
Wilson-Polchinski equation [1, 94] satisfying the following set of criteria:
(i) a solution to the flow equation yields a regularised path integral with momentum cutoff at
the scale Λ,
(ii) the path integral Z is independent of Λ,
(iii) the description of the physics is unchanged at low momentum scales compared to Λ,
(iv) the flow equation for e−S can be written as a generalised heat equation of the form
(Λ∂Λ +FΛ)√detG[φ]√
detH[φ]e−S[φ] = 0 (3.1)
where FΛ is a second order functional differential operator.
Together (i), and (ii) mean that as we decrease Λ we are indeed integrating out the high momentum
modes. This follows since (i) implies that the modes with p2 ≫ Λ2 are always suppressed while
(ii) makes sure these modes are being integrated into S. The requirement (iii) is needed to ensure
that we are only integrating out the high energy modes leaving modes p2 ≪ Λ unintegrated. In
practice this will be satisfied provided we can expand the flow equation in a derivative expansion
which will be the case if all the ingredients are quasi-local. In real space this means that we are
averaging fields only on local patches of the manifold. We impose criteria (iv) such that the flow
equation for S is non-linear which is necessary to describe perturbations of renormalisation group
fixed points [95].
General schemes which satisfy the requirements (i)-(iv) have been considered previously for
scalar fields [96, 97] as well as for gauge theories [98–100]. There it has also proven useful to fix
the classical two point function in order to satisfy (i). Here we will similarly require that
S0 = I + 1
2
A,aγ
abA,b + S0 , where S0 = O(E3) . (3.2)
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is a solution to the classical flow equation (obtained by setting S → S/h̵ and taking the limit
h̵→ 0). Since S0 is third order in the equations of motion E the two point function is fixed to given
by S0;ab = I;ab +AcaγcdA;db for any φ which satisfies E[φ] = 0.
A. General structure
As first discussed in [95], a large number of flow equations which satisfy (ii) can be parameterised
by the choice of a field redefinition since if a change in Λ can be expressed as a field redefinition
the path integral will be invariant. This understanding also explains why physics is independent
of the scheme since it follows that different schemes are also related by field redefinitions [101].
Geometrically we can express a field redefinition as a diffeomorphism generated by a vector Ψa on
Φ which induces a diffeomorphism on Φ/G which keeps (2.21) invariant. We can therefore write
flow equations concisely as
ΛDΛ
√
detG[φ]√
detH[φ]e−S[φ] = 0 (3.3)
where ΛDΛ denotes the ‘total renormalisation group derivative’
ΛDΛ ≡ Λ∂Λ +LΨ (3.4)
given in terms of the Lie derivative LΨ. The ΛDΛ derivative of S, G and H are given by2
ΛDΛS ≡Λ∂ΛS +ΨaS,a , (3.5)
ΛDΛGab ≡Λ∂ΛGab +ΨcGab,c +Ψc ,aGbc +Ψc ,bGac , (3.6)
ΛDΛHαβ ≡Λ∂ΛHαβ +ΨcHαβ,c . (3.7)
We can then equivalently write (3.3) as
ΛDΛS = h̵1
2
Tr[G−1ΛDΛG −H−1ΛDΛH] (3.8)
where we have made explicit the dependence on h̵. The trace Tr[...] means that we take the traces
of both the operators inside the square brackets. The PV regularisation involves a cancelation
between the two terms and hence the trace must be taken by combining traces. The way in which
this calculation occurs will be described in section III C allowing us to write the trace as two
separate traces which are separately regularised. The operator under the trace is also quasi-local
provided Ψa is quasi-local ensuring that the trace is regularised in the IR. We stress that the flow
equation (3.8) is obtained without reference to any gauge fixing procedure. In appendix C 2 we
show that the same flow equation can be derived from the gauge fixed path integral independently
of the gauge condition.
A perturbative expansion around a Gaussian fixed point can be achieved by expanding
S = S0 + h̵S1 + ... (3.9)
2 This follows since Gab is a tensor on Φ and Hαβ is a scalar on Φ.
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where S0 is the ‘classical action’ and S` for ` > 0 are the `-loop corrections. The classical action
then obeys the classical flow equation
ΛDΛS0 = 0 (3.10)
which we require to have a solution of the form (3.2).
Here we take Ψa to have the form
Ψa = −1
2
KabΣ,b + ψa , (3.11)
where Kab and ψb are independent of S and we define the functionals
Σ = S − Sˆ (3.12)
Sˆ =A + 1
2
A,aγ
abA,b (3.13)
where it follows, from comparison with (2.63), that Σ ≡ S − 12I,aXabI,b. Since Σ is linear in S this
ensures that we satisfy (iv) with
FΛ = δ
δφa
⎡⎢⎢⎢⎢⎣12Kab
⎛⎝
√
detG[φ]√
detH[φ] δδφb
√
detH[φ]√
detG[φ] + Sˆ,b⎞⎠ + ψa
⎤⎥⎥⎥⎥⎦ , (3.14)
where the functional derivatives act on everything to the right.
B. ERG kernels
It remains to fix the form of Kab and ψb which we refer to as the ERG kernels. To adhere to
the requirement (iii) we must make sure both K and ψ are quasi-local. The greatest restriction onKab and ψb comes from requiring (i) to hold. Practically this means that the ERG kernels must
be related to the regularised action ensuring that solutions to the flow for S do not generically
destroy the regularisation scheme. This will be satisfied provided the n-point S(n) functions ofS do not diverge too strongly relative to the UV cutoff. In particular we will suppose that S(n)
diverges maximally as
S(n) ∼ A(n) (3.15)
then we need to make sure that no terms are present in the flow equations for S(n) that diverge
faster than (3.15). This being the case the cutoffs can be made strong enough to regularise the
theory e.g. by choosing c(z) = e−z.
An important property of Sˆ given by (3.13) is that its first derivative can be written as
Sˆ,b = A,a(δa b + γacA;cb) = A,a(C−1)a b (3.16)
where the second equality follows from KaαA,a = 0. Using the identity (3.16) the LHS of the flow
equation can be written as
ΛDΛS = A˙,aγabA,b + 1
2
A,aγ˙
abA,b +A,a(C−1)a bψb − 1
2
A,c(C−1)c aKabΣ,b
+Λ∂ΛA +Λ∂ΛΣ − 1
2
Σ,aKabΣ,b +Σ,aψa (3.17)
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where the “ ˙ ” denotes a Λ∂Λ derivative. The terms appearing on the first line of (3.17) are
bilinear in A,a and A;ab. As a result they can potentially destroy the regularisation since they can
contribute terms to the flow of S which diverge faster than (3.15). We must therefore choose ψa
and Kab to cancel the offending terms. First let us deal with the first three terms on the RHS of
(3.17) which do not involve K. These can be canceled identically by choosing ψ to be given by
ψc = −Cc b (γbaA˙,a + γ˙ba 1
2
A,a) . (3.18)
This leaves the fourth term in (3.17) which must be rendered harmless by choosing Kab appro-
priately. Let’s dissect the fourth term a little by taking two functional derivatives. Then we will
obtain terms such as
Λ∂ΛS;de = 1
2
A,ceγ
cfA;fadKabΣ,b + ... (3.19)
which contributes to the flow of S,de which diverges with order ∼ A(2)A(3). In order to remove
such divergences we take
Kab = Ca cκcb , (3.20)
such that we cancel the factor of C−1 and we take κa b = (κ(∆))a b to be a function of ∆. Finally
we fix κab by our requirement that we have a classical solution of the form (3.2). The classical flow
is given by
Λ∂ΛΣ +Λ∂ΛA − 1
2
(Σ,a + Sˆ,a)Ca cκcbΣ,b −Σ,cCc b (γbaA˙,a + γ˙ba 1
2
A,a) = 0 +O(h̵) . (3.21)
now the task is to insert (3.2) into (3.21) dropping all terms which are order E3 and solve for κab.
We carry out this short calculation in Appendix B arriving at the explicit form
κab = (−4∆c′(∆) + c(∆)(2 + η)
c2(∆) +∆ ) a cγcb . (3.22)
It is evident from the form of κ that it behaves as a UV cutoff.
Now we consider the form of the trace on the RHS of (3.8) since this will contribute to the flow
of S. The terms in the operator under the trace can be written in terms of C, B and b which do
not have the dangerous UV behaviour of Sˆ. For example
(G−1)abΛDΛGab = CabΛDΛ(C−1)ab +Ca bΛDΛ(C−1)b a (3.23)
thus in expanding the trace it is evident that we do not obtain terms in the flow for S that destroy
the regularisation. This is how the resolution of the problem of overlapping divergencies manifests
at the level of the flow.
C. UV cutoff in the flow
Since the path integral is regulated in the UV we expect that we should have no UV divergences
in the flow equation. This means that the operator under the trace in the RHS of (3.8) should go
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to zero in the high momentum limit p2/Λ2 →∞ which occurs when the eigenvalues of ∆ and ∆∥
diverge. Let us now demonstrate that this will be the case. First we note that for high momentum
Gab ∼ Sˆ;ab +KaαY αβ∆∥βγY γδKbδ ≡ Pˆ −1ab , (3.24)
while
Hαβ ∼ (∆∥Y∆∥Y∆∥)αβ . (3.25)
The terms in ΛDΛG and ΛDΛH where the ΛDΛ acts on the sub-leading terms of G and H are
less divergent than G and H so the corresponding terms in (3.8) are cutoff by the factors G−1 and
H−1. Therefore the potentially divergent part of the trace is given by
Tr[G−1ΛDΛSˆ(2) +G−1ΛDΛKY∆∥Y K −H−1ΛDΛ∆∥Y∆∥Y∆∥] . (3.26)
To show that (3.26) will also be UV regulated relies on the properties of the ERG kernels ψ andK as well as the relation between G snd H. First let us note that we have the two identities
Λ∂ΛSˆ + ψaSˆ,a = Λ∂ΛA (3.27)
and
Sˆ,aKab = A,aκab , (3.28)
which relate Sˆ to the RG kernels. If we differentiate these identities we obtain terms which appear
in ΛDΛSˆ,ab. Explicitly differentiating (3.27) twice we have
(Λ∂Λ +Lψ)Sˆ;ab = −ψc;abSˆ,c +Λ∂ΛA;ab + ψcRd abcSˆ,d , (3.29)
where Lψ is the Lie derivative with respect to ψ and Rd abc is the Riemann curvature for the metric
γab. Furthermore differentiating (3.28) twice we obtain
Sˆ;cbKcd;a + Sˆ;caKcd;b + Sˆ,cKcd;ab + Sˆ;abcKcd = ∇b∇a(A,cκcd) +Re abcSˆ,eKcd . (3.30)
Using these two identities we find that the operator ΛDΛSˆ;ab is given by
ΛDΛSˆ;ab = −ψc;abSˆ,c +Λ∂ΛA;ab − 12 (Sˆ;bcKcdΣ;da + Sˆ;acKcdΣ;db − Sˆ,dKdc;abΣ,c +Σ,c∇b∇aA,dκdc)+ΨcRd abcSˆ,d . (3.31)
One can then check that each term diverges less quickly than G and therefore G−1ΛDΛSˆ(2) will
decrease rapidly for high momentum provided the regulator c is strong enough. This leaves the
potentially divergent trace
Tr[G−1ΛDΛγKY∆∥Y Kγ −H−1ΛDΛ∆∥Y∆∥Y∆∥] (3.32)
which relies on the relation between G and H to be regularised. In particular we can rewrite this
trace as
Tr[G−1ΛDΛγKY∆∥Y Kγ−H−1ΛDΛ∆∥Y∆∥Y∆∥] = Tr[(G−1−KH−1K)ΛDΛγKY∆∥Y Kγ] (3.33)
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where we have used that [ΛDΛ,K] = 0 and the cyclic nature of the trace. Then we can use that
at high momentum G−1 can be expressed as
G−1 ∼ Pˆ (3.34)
where Pˆ is the propagator corresponding to the operator defined in (3.24). Since Sˆ;abK
b
α = −Sˆ,bKbα;a
the propagator Pˆ can be decomposed into transverse and longitudinal parts in the high momentum
limit
Pˆ ∼ ΠPˆ Π +KP ∥K (3.35)
with the transverse propagator satisfying
ΠSˆ(2)ΠPˆ  = Π (3.36)
and the longitudinal propagator defined by
P ∥ = 1
∆∥Y∆∥Y∆∥ ∼H−1 . (3.37)
It then follows that the trace (3.33) is cutoff in the UV since the terms of order P ∥ cancel and the
term of order P  also vanishes by
Π(ΛDΛγKY∆∥Y Kγ)Π = 0 (3.38)
where ΛDΛ only acts on the the expression in the brackets.
Thus we can conclude that the momentum integrals in the trace will be cutoff at Λ. In particular
the trace can be split into the following two traces
1
2
Tr[G−1ΛDΛG −H−1ΛDΛH] = TΦ + TG (3.39)
where
TΦ = 1
2
Tr[G−1ΛDΛG −KH−1KΛDΛγKY∆∥Y Kγ] (3.40)
and
TG = −1
2
Tr[H−1ΛDΛ(H −∆∥Y∆∥Y∆∥)] (3.41)
which are separately UV regularised.
IV. ONE-LOOP RENORMALISATION
Let us now demonstrate how the flow equation can be used to compute the one-loop renormal-
isation of the Wilsonian effective action.
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A. Scheme independence
Before obtaining explicit beta functions it is informative to show how scheme independent
results can be computed by making as few assumptions as possible. Let us therefore now keep
Ψa quite general and aim to show how the standard one-loop renormalisation can be extracted.
We will assume that Ψa is gauge covariant and that the solution to the flow equation leads to
a regularised path integral. Since the scheme independent renormalisation corresponds to the
renormalisation of terms which do not vanish on the equations of motion we will expand around a
solution to the equation of motion for S[φ].
To perform the loop expansion we insert (3.9) into the the flow equation. The flow of the
classical action S0 takes the form
Λ∂ΛS0 + S0,aΨa = 0 . (4.1)
We now expand the flow for S0 around an on-shell field configuration φ = φ¯ which satisfies S,a[φ¯] = 0.
In general we note that φ¯ can depend on Λ since even at the classical level the flow equation is
non-trivial even though it does not contain any loop integrals. The expansion is given by
S[φ¯] + 1
2
S,ab[φ¯](φa − φ¯a)(φb − φ¯b) + ... (4.2)
The first order in the on-shell expansion consists of simply setting φ = φ¯ in (4.1) to obtain
Λ∂ΛS0[φ¯] = 0 . (4.3)
Since we are on shell we also have that the total derivative vanishes
d
dΛ
S0[φ¯] = Λ∂ΛS0[φ¯] +Λ∂ΛS0,a[φ¯]Λ∂Λφ¯a = 0 (4.4)
Next we differentiate (4.1) once and then setting φ = φ¯ we obtain
Λ∂ΛS0,a[φ¯] + S0,ba[φ¯]Ψb[φ¯] = 0 , (4.5)
since S0,a[φ¯] = 0 we also have that
d
dΛ
S0,a[φ¯] = Λ∂ΛS0,a[φ¯] + S0,baΛ∂Λφ¯b = 0 (4.6)
and thus we can conclude that
S0,ba[φ¯](Ψb[φ¯] −Λ∂Λφ¯b) = 0 . (4.7)
For a non-gauge theory we could then infer that Ψb[φ¯] = Λ∂Λφ¯b. However, since for a gauge theory
S0,ba[φ¯] is not invertible we can only conclude that the weaker identity
Πa b[φ¯]Ψb[φ¯] = Πa b[φ¯]Λ∂Λφ¯b (4.8)
holds in this case. Differentiating (4.1) twice and going on-shell we then have the identity
Λ∂ΛS0,ab[φ¯] + S0,cab[φ¯]Ψc[φ¯] + S0,ca[φ¯]Ψc ,b[φ¯] + S0,cb[φ¯]Ψc ,a[φ¯] = 0 (4.9)
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which gives the flow of on-shell two point function S0,ab. Although we have not solved the flow
for S0[φ] completely the current order is enough to obtain the flow of the one-loop effective action
S1[φ] evaluated at φ = φ¯. From the flow of S1[φ] we have that
Λ∂ΛS1[φ¯] + S1,a[φ¯]Ψa[φ¯] = 1
2
Tr[G−1[φ¯]ΛDΛG[φ¯] −H−1[φ¯]ΛDΛH[φ¯]]∣S=S0 . (4.10)
Since KaαS1,a = 0, and thus S1,a = Πb aS1,b, we can insert Π into the LHS of (4.10) and use (4.8) to
arrive at
Λ∂ΛS1[φ¯] + S1,a[φ¯]Ψa[φ¯] = Λ d
dΛ
S1[φ¯] (4.11)
and thus the LHS of (4.10) can be written as a total derivative
d
dΛ
S1[φ¯] = 1
2
Tr[G−1[φ¯]ΛDΛG[φ¯] −H−1[φ¯]ΛDΛH[φ¯]]∣S=S0 . (4.12)
The expression (4.12) has been found using the flow equation where no gauge fixing has taken
place it also appears to depend on the specific choice for Ψ. Let us now show that the RHS of
(4.12) can be brought into the form obtained by instead carrying out the calculating the gauge-
fixed functional integral and evaluating the one-loop determinants in the usual manner without
reference to the form of Ψ. To this end we define the propagator P by
P −1ab = S,ab +KaαY αβ∆∥βγY γδKδb (4.13)
where here, and in the rest of this subsection, we take φ = φ¯. The propagator P for (4.13) is in a
background field gauge Fα =Kαaφa and where the gauge fixing action is chosen to include higher
derivatives with Sgf = 12FαY αβ∆∥βγY γδFδ with the higher derivatives entering via the choice of av-
eraging the gauge condition. The corresponding Faddeev-Popov and the third ghost determinants
can be written as
det[∆∥αβ]√det[Y αβ∆∥βγY γδ] = √det[P −1∥ ] , (4.14)
where P∥ is given by (3.37). Note that since we are on-shell S,abKbα = 0 and therefore P can be
split into longitudinal and transverse terms
P = ΠP⊥Π +KP∥K (4.15)
where S(2)P⊥ = Π. To one-loop order we have that the path integral is given by
Z = e− 1h̵S0−S1 √det[GP ]√
det[HP∥] , (4.16)
where we have made the saddle point approximation and performed the one-loop gaussian inte-
gral. We then note that the one-loop determinants det[HP∥] and det[GP ] are both UV finite.
Demanding that the one-loop path integral is independent of Λ then leads to the expression
d
dΛ
S1 = 1
2
d
dΛ
Tr log[PG] − 1
2
d
dΛ
Tr log[P∥H] (4.17)
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where we have used (4.4). It then remains to demonstrate that (4.17) is reproduced by the flow
equation (4.12). To show this we first note that since P , G, Q and H are covariant we have that
Tr log[PG] and Tr log[QH] are both gauge invariant and therefore (by the same argument that
lead to (4.11)) we have
d
dΛ
Tr log[PG] = (Λ∂Λ +Ψc δ
δφc
)Tr log[PG] (4.18)
= (G−1)ab(Λ∂ΛGab +Gab,cΨc) − P ab(Λ∂ΛS,ab + S,abcΨc + (Λ∂Λ +Ψc δ
δφc
)KaαY αβ∆∥βγY γδKδb)
and
d
dΛ
Tr log[P ∥H] = (Λ∂Λ +Ψc δ
δφc
)Tr log[P ∥H] (4.19)
=Tr[H−1ΛDΛH] − Pαβ∥ (Λ∂Λ +Ψc δδφc) (P −1∥ )αβ
Then we can use (4.9) and the fact that P is a propagator for S,ab in the transverse space, meaning
that P abS,bc = Πa c, to express (4.22) as
d
dΛ
Tr log[PG] = (G−1)ab(Λ∂ΛGab +Gab,cΨc) + 2Πa bΨb ,a −P ab (Λ∂Λ +Ψc δ
δφc
)KaαY αβ∆∥βγY γδKδb
inserting Π = δ − Ξ, using the definition of ΛDΛGab and noting that P ab can be replaced by the
longitudinal part KP∥K in the last term we then have
d
dΛ
Tr log[PG] = (G−1)ab(DΛGab) − 2Ξa bΨb ,a −KbδP δγ∥ Kaγ (Λ∂Λ +Ψc δδφc)KaαY αβ∆∥βγY γδKδb .
(4.20)
Now we note that
Pαβ∥ (Λ∂Λ +Ψc δδφc) (P −1∥ )αβ = 2Ξa bΨb ,a +KbδP δγ∥ Kaγ (Λ∂Λ +Ψc δδφc)KaαY αβ∆∥βγY γδKδb (4.21)
where the term 2Ξa bΨ
b
,a comes from the φ-derivative hitting the Ks at the far left and far right
of P −1∥ and using the Ward identity LKαΨb = 0. So finally we have
d
dΛ
Tr log[PG] = ((G−1)ab(DΛGab) − Pαβ∥ (Λ∂Λ +Ψc δδφc) (P −1∥ )αβ) . (4.22)
Using (4.19) and (4.22) we see that the RHS of (4.17) is given by the RHS of (4.12). Thus the flow
equation, which was derived without fixing the gauge, reproduces the standard result obtained by
gauge fixing. Furthermore the gauge fixed expression is independent of Ψa indicting the scheme
independence.
B. Explicit evaluation of the one-loop trace
Let us now work with the explicit form of Ψa given by (3.11) with (3.18), (3.20) and (3.22) such
that explicitly we have
Ψa = −1
2
Ca c (−4∆c′(∆) + c(∆)(2 + η)
c2(∆) +∆ ) c dγdbΣ,b −Ca b (γbcA˙,c + γ˙bc 12A,c) (4.23)
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With this choice we still retain the freedom to pick the explicit form of c, Y and c.
As we have shown in appendix B we have a tree-level solution to the flow equation equation
given by (3.2) which has an equation of motion proportional to E . We can then evaluate the
one-loop flow of the effective action up to terms which vanish for E = 0. Since S,a vanishes whenE = 0 the one-loop flow is given by
Λ∂ΛS1[φ] = 1
2
Tr [G−1Λ∂ΛG −H−1Λ∂ΛH + 2δΨ
δφ
] +O(E) , (4.24)
where it remains to compute the trace on the RHS. Up to terms which vanish for E = 0 we have
that
Gab = Πac ((1 +∆ +∆X(∆)∆)2)c b +Ξac ((1 +∆Y (∆)2))c b (4.25)
and
Hαβ = ηαγ ((1 + Y (∆∥)∆∥)2 (c(∆∥) +∆∥))γ β (4.26)
taking a derivative with respect to Λ we have
Λ∂ΛGab = Πac ⎛⎝2(c(∆) +∆) (2∆2c′(∆) −∆c(∆) + c(∆)2)c(∆)3 ⎞⎠
c
b
+Ξac (−2(∆Y (∆) + 1) (∆ (2∆Y ′(∆) + Y (∆)) − 1)))c b (4.27)
and
Λ∂ΛHαβ = ηαγ (−2 (∆∥ ((∆∥Y (∆∥) + 1)c′(∆∥) +∆∥2Y ′(∆∥) − 1) + c(∆∥) (∆∥2Y ′∆∥) −∆∥Y (∆∥) − 2))))γ β
(4.28)
The three operators which appear under the trace in (4.24) are given by
δΨ
δφ
= (∆(−4∆c′(∆) + c(∆)(2 + η))
2c(∆)(c2(∆) +∆) )Π , (4.29)
G−1Λ∂ΛG = 2 (2∆2c′(∆) −∆c(∆) + c(∆)2)
c(∆)(c(∆) +∆) Π + 2 − 2∆ (2∆Y ′(∆) + Y (∆))∆Y (∆) + 1 Ξ , (4.30)
and
H−1Λ∂ΛH = 2 (c(∆) −∆c′(∆))
c(∆) +∆ + 2 − 2∆ (2∆Y ′(∆) + Y (∆))∆Y (∆) + 1 (4.31)
dropping all terms of order E . Using the identities Π = δ − Ξ and Tr[f(∆)Ξ] = Tr[f(∆∥)] +O(E)
we obtain the final result
Λ∂ΛS1 = Tr[W (∆)] +Tr[W∥(∆∥)] +O(E) (4.32)
where the functions W and W∥ are given by
W (z) = 2z2(c(z) − 1)c′(z) + c(z) (c(z)2 − zc(z) + 2z)(c(z) + z) (c(z)2 + z) (4.33)
26
and
W∥(z) = −c(z) − zc′(z)
c(z) + z −W (z) (4.34)
Note that the dependence on Y has cancelled between the terms involving G and H. The scheme
independent features of W (z) and W∥(z) are that they both go to zero as their argument diverges
and that for vanishing momentum
W (0) = 1 , W∥(0) = −2 . (4.35)
To find the scheme independent information in the traces we can expand each trace in the local
heat kernel expansion and look at the terms that give rise to the logarithmic renormalisation of
dimensionless couplings. In even dimensions these are given by the terms in the expansion which
are proportional to the heat kernel coefficient BD
2
(∆). Explicitly we have
Tr[W (∆)] = ... +W (0) 1(4pi)D2 BD2 (∆) + ... , TrG[W∥(∆∥)] = ... +W∥(0) 1(4pi)D2 BD2 (∆∥) + ... ,
(4.36)
which only depend on the universal numbers (4.35). As such we find
Λ∂ΛS1 = ... + 1(4pi)D2 BD2 (∆) − 2 1(4pi)D2 BD2 (∆∥) + ... , (4.37)
up to scheme dependent terms (i.e. off-shell terms and terms that scale with a power of Λ) and
non-local terms which are not captured by the local heat kernel expansion.
For Yang-Mills theory in D = 4 dimensions the relevant heat kernel coefficients the operators
(2.43) and (2.47) are
B2(∆) = 5
3
N ∫ d4xFµνi Fiµν , (4.38)
and
B2(∆∥) = − 1
12
N ∫ d4xFµνi Fiµν . (4.39)
Inserting the heat kernel coefficients into (4.37) we find that the Yang-Mills action is renormalised
by
Λ∂Λ
1
4g2
∫ d4xFiµνF iµν = 1(4pi)2 11N6 ∫ d4xFiµνF iµν , (4.40)
and hence we find the expected one-loop beta function
βg2 = − 1(4pi)2 22N3 g4 . (4.41)
For pure gravity up to terms linear in the Einstein Equations the operators ∆ are given by
∆δgµν = Λ−2(−∇2 − 2Rie)δgµν , ∆∥δvµ = Λ−2 (−∇2 − 2
D − 2 λ¯) δvµ , (4.42)
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where Rie δgµν = Rρ µ σ νδgσρ. In D = 4 dimensions these operators have the heat kernel coefficients
B2(∆) = ∫ d4x√g (19
18
RµνρσR
µνρσ − 2
3
λ¯2) , (4.43)
B2((∆∥) = ∫ d4x√g (− 11
180
RµνρσR
µνρσ + 82
15
λ¯2) , (4.44)
and thus from (4.37) we obtain the well known result [102]
Λ∂ΛS1 = ... + 1(4pi)2 ∫ d4x√g (5345RµνρσRµνρσ − 585 λ¯2) + ... , (4.45)
obtained here for the first time without fixing the gauge. We note that the more general result
applies for more general theories (4.37) such as gravity coupled to matter.
V. NON-PERTURBATIVE RUNNING OF THE GAUGE COUPLING
In the last section we showed how one-loop results can be recovered from our flow equation.
However the real advantage of having an exact flow equation is that one is not limited to per-
turbation theory and can instead use non-perturbative approximations. To exemplify this let us
consider a truncation of the effective action to be for the form
S = I + 1
2
A,aγ
abA,b (5.1)
which involves the cutoff term needed to regularise the theory along with the action I. We then
aim to compute the flow of the Yang-Mills gauge coupling in this truncation. For this we can
ignore terms which are proportional to the equation of motion Ea and thus all we need is the trace
(4.24) we evaluated in the previous section but now retain the terms which involve the anomalous
dimension η.
A. Incorporating the anomalous dimension
Here the anomalous dimension is given by
η = g−2Λ∂Λg2 (5.2)
since G∝ 1/g2 and H ∝ 1/g2 we have that
G−1Λ∂ΛG = 2 (2∆2c′(∆) −∆c(∆) + c(∆)2)
c(∆)(c(∆) +∆) Π + 2 − 2∆ (2∆Y ′(∆) + Y (∆))∆Y (∆) + 1 Ξ − η(Π +Ξ), (5.3)
and
(H−1Λ∂ΛH)α β = (2 (c(∆) −∆c′(∆))
c(∆) +∆ + 2 − 2∆ (2∆Y ′(∆) + Y (∆))∆Y (∆) + 1 − η) α β (5.4)
whereas the functional derivative of Ψ is given by (4.29) with the term proportional to η retained.
The flow then takes the form
Λ∂ΛS = Tr[W (∆) + ηW˜ (∆)] +Tr[W∥(∆∥) + ηW˜∥(∆∥)] +O(E) (5.5)
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where the two new functions are given by
W˜ (z) = −W˜∥(z) = − c(z)2
2 (c(z)2 + z) (5.6)
As we see the traces proportional to η are regulated.
To extract the running of the gauge coupling we need only the term proportional to B2 ∝∫ d4trFµνFµν which gives
Λ∂Λ
1
4g2
∫ d4trFµνFµν = 1(4pi)2 (1 − η2)B2(∆) − 1(4pi)2 (2 − η2)B2(∆∥) (5.7)= N(4pi)2 (116 − 78η)∫ d4xtrFµνFµν (5.8)
This leads to the non-perturbative beta function
βg2 = − 44g4N3 (32pi2 − 7g2N) . (5.9)
Let us now make several comments on this result. Firstly we have clearly made a drastic approx-
imation by the truncation (5.1) which amounts to setting S = 0. However since our equation is
background independent we can systematically improve upon this result by adding further terms
to S with increasing numbers of covariant derivatives without having to additionally take into
account additional dependence on a background field or ghost fields. The fact that we have made
an approximation is apparent from the fact that at two-loop order we have
βg2 = − 1(4pi)2 223 N g4 − 1(4pi)4N2 773 g6 + ... . (5.10)
which differs from the universal two-loop result. The two loop-coefficient in (5.10) agrees with that
found in [103] up to scheme dependent corrections which are absent in here due to our truncation.
To obtain the correct result we would need to expand our truncation (5.1).
The result has a very straightforward interpretation. Recall that the breaking of scale invariance
of a classically scale invariant theory has its origin in the fact that the path integral measure is not
scale invariant. We see this breaking explicitly in the continuum limit Λ→∞ since Gab → γab ∝ Λ2
and Hαβ → ηαβ ∝ Λ4. However we should also take into account that the measure depends also
on the gauge coupling which then depends on Λ through renormalisation. The breaking of scale
invariance due to the continuum measure is therefore characterised completely by the ‘anomalous
scaling dimensions’ ηγ and ηη given by
Λ∂Λγab = −ηγγab , Λ∂Ληab = −ηηηab (5.11)
which given explicitly by
ηγ = −2 + η , ηη = −4 + η (5.12)
We can then rewrite (5.13) as
Λ∂Λ
1
4g2
∫ d4trFµνFµν = −1
2
ηγB2(∆) + 1
2
ηηB2(∆∥) (5.13)
and thus within our approximation we see that the beta function is characterised by the breaking
of scale invariance due to the measure.
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B. Comparison to the background field approximation
The running (5.13) resembles the running found obtained from the flow of the effective average
action in background field approximation [45] and agrees with the beta function found in [104]. In
the effective average action approach one has a background field as well as the dynamical one and
the gauge field is split into the background A¯µ and a fluctuation aµ such that
Aµ = A¯µ +Z1/2a gaµ (5.14)
where Z
1/2
a is the wavefunction renormalisation of the fluctuation. In addition to the gauge field
one also has Faddeev-Popovv ghosts which also have a wavefunction Zgh if the ghosts are rescaled
as
Cgh → g1/2Z1/2gh Cgh , C¯gh → g1/2Z1/2gh C¯gh (5.15)
The background field approximation consists of assuming the separate dependence on A¯µ comes
only from the gauge fixing and extracting the running of g from of the effective action with aµ = 0.
The result is given by
Λ∂Λ
1
4g2
∫ d4trFµνFµν = (1 − ηa
2
)B2(∆) − (2 − ηgh)B2(∆∥) (5.16)
In order to close this approximation one has to fix ηa = −Z−1Λ∂ΛZa and ηgh = −Z−1gh Λ∂ΛZgh.
Evidently we recover our result if
ηa = η , ηgh = 1
2
η (5.17)
which corresponds to not rescaling the fields by taking Z
1/2
a g = 1 and g1/2Z1/2gh = 1.
One then understands that disagreement between the beta function (5.13) and the one found in
[45] is due to the choice to neglect the ghost anomalous dimension in the latter by setting ηgh = 0.
However, to close the approximation consistently in the effective average action approach one can
find the flow of the of the two point functions for aµ and the ghosts to extract ηa and ηgh [105].
Within a background dependent scheme this ‘extra’ calculation is needed for consistency to take
into account that the flow equation depends on the ghosts and the background field in addition to
the gauge fields. In our background independent scheme there is no separate dependencies on a
background and we have no ghosts and thus we close the approximation consistently without any
extra calculation. To say this in another way, if we demand that our approximation in either scheme
should include all terms with up two derivatives, in the background independent scheme we have
closed this approximation by including only the single gauge coupling whereas in a background
dependent approach there are more independent couplings which must be included to close the
approximation to this order.
VI. CONCLUSIONS
In this work we have presented a manifestly background independent formalism which can be
applied to both quantum gravity and gauge theories to address perturbative and non-perturbative
questions within these fields. This approach is based on a consistent gauge invariant regularisation
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scheme which cuts off momentum integrals at the scale Λ. For Yang-Mills theories gauge invariant
regularisation schemes have a long history culminating in consistent schemes which avoid over
lapping divergencies [76, 77]. The essential features of these schemes are shared by our scheme
which also provides a diffeomorphism invariant regularisation for quantum gravity. In our scheme
the necessary Pauli-Villars regularisation consists simply of functional determinants in the path
integral measure without needing to include extra fields to regularise the theory. In this way we
avoid including extra fields in the action which must be included in the regularisation schemes [74,
75] used in previous manifestly gauge invariant ERGs. The reason we can avoid including additional
interacting fields due to the Pauli-Villars operators diverging sufficiently slowly relative to the rate
at which the physical propagators decrease for high momentum. Without this property we would
need to include PV fields with self-interactions to cancel additional over lapping divergences.
Based on our regularisation we have derived an ERG flow equation which tells us how the theory
is renormalised as we integrate out high momentum degrees of freedom. The flow equation governs
the Λ dependence of the Wilsonian effective action S[φ]. Solving the flow for ∞ ≤ Λ ≤ 0 we have
a microscopic theory at Λ →∞ while in the limit Λ → 0 we compute the functional integral using
(2.68). Expectation values of gauge invariant operators can be obtained from by including gauge
invariant source terms in the action [106, 107]. The flow equation therefore provides a formalism
to solve a quantum field theories without the need of a fixed background geometry. Furthermore,
since we do not have to fix the gauge, the flow equation does not suffer from the Gribov ambiguity
[108].
In comparison to the effective average action, which depends separately on a non-dynamical
background field, our construction avoids any additional background field dependence. Thus the
flow equation is solved for a gauge invariant action S[φ] which involves only the physical fields
which appear in the classical action. As we pointed out in the introduction the advantage of
this approach is that we do not have a proliferation of couplings encountered if the action would
depended separately on a background field. Thus within this formalism the Ward identities (2.8),
which can be exploited when expending the flow equation around a background, take there ‘clas-
sical form’ even at the quantum level. Alternatively if we expand the flow equation in a derivative
expansion the number of independent couplings at each order is vastly reduced compared to back-
ground dependent flow equations. Consequently, although the flow equation is apparently more
complex than background dependent flow equations, this complexity is massively reduced by the
background independence and manifest gauge invariance of the formalism.
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Appendix A: On-shell identities
One can make us of several identities when the field equation (2.51) hold which follow from
noting that then since I,bK
b
α = 0 we have
I,baK
b
α = −EbKbα,a (A1)
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and thus
I;abK
b
α = −EbKbα,a − EcΓcabKbα (A2)
vanishes for a solution to Ea = 0. One then has that
∆a bK
b
α =Kaβ(∆∥)β α +O(E) (A3)
and
∆a cΠ
c
b = (∆⊥)a b +O(E) (A4)
Repeated uses of these identities also imply that
(∆W (∆))a cΞc b =KaβW (∆∥)β αKαb +O(E) (A5)
and
(W (∆))a cΠc b =W (∆⊥)a b +O(E) (A6)
for suitably behaved functions W (z).
Appendix B: E-expansion
Here we will to show that (3.2) is a solution to the classical flow equation (3.21) with κ given
by (3.22) up to order E2. From (3.2) and (3.12) we have
Σ = −1
2
EaXabEb +O(E3) +O(h̵) (B1)
additionally we have the equations
Σ,a = −EcXc b∆b a +O(E2) (B2)
Sˆ,a = Ec ((1 +X∆)(1 +∆ +∆2X))c a +O(E2) (B3)
γ˙ab = (−2 + η)γab (B4)
Λ∂ΛEa = −ηEa (B5)
∆˙a b = −2∆a b (B6)
A,a = Eb(1 +∆X)b a +O(E2) (B7)
A˙,a = E,b(−2∆X +∆X˙ − η(1 +∆X))b a +O(E2) (B8)
Inserting these into (3.21) we obtain
−ηI + 1
2
Ec (1 +∆(1 +X∆)2)c aKab(∆X)d bEd
+Ec ( ∆X
1 +∆ +∆X∆)ca (X˙∆ − 1 − 3X∆ − η2 (1 +X∆))d aEd = 0 +O(E2) +O(h̵) . (B9)
Now we can take η ∝ h̵ such that η is a quantum correction and we can drop the first term. The
two terms other terms are of the form E(...)E and thus we can solve for K and hence for κ. It
is convenient to express κ in terms of c(z) to arrive at the explicit expression (3.22). One can
compute higher orders in E which determine S systematically by requiring that S vanishes for
Λ→∞.
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Appendix C: Gauge fixing
1. Gauge independence
Let us show that the gauge fixed path integral is independent of the gauge condition χ. To
achieve this it is sufficient to show that a change in the gauge is equal to a field redefinition
(δχ +LV )√detG[φ] 1√
detH[φ]e−S[φ]− 12χαYαβχβ(detQ) = 0 (C1)
where δχ denotes a variation of the gauge condition. In particular (C1) holds for
V a[φ] = −Kaα[φ](Q−1[φ])α βδχβ[φ] (C2)
as can be shown by direct computation. Intermediate steps yeild(δχ +LV )e−S[φ]− 12χαYαβχβ = 0 , (C3)
(δχ +LV )√detG[φ] = −√detGKaα ((Q−1)α β,aδχβ + (Q−1)α βδχβ,a) , (C4)
(δχ +LV )detQ = detQ ((Q−1)α βδχβ,aKaα + (Q−1)α β,aδχβKaα + fα αγ(Q−1)γ δδχδ) , (C5)
(δχ +LV ) 1√
detHαβ[φ] = − 1√detHαβ[φ]fα αγ(Q−1)γ δδχδ , (C6)
from which we see that all terms cancel.
2. Gauge independent flow
Using (C1) allows us show that the flow equation (3.8) can be derived also if we fix the gauge.
This follows by noting that the additional terms which are generated due to the gauge fixing terms
are equivalent to a change in the gauge fixing condition
χα → χa + χα,aΨaΛ−1δΛ (C7)
and since the path integral is independent of the gauge fixing condition the flow equation is still
valid. Explicitly we just have to shift Ψa → Ψa −Kaα[φ](Q−1[φ])α βχβ,bΨb such that all the gauge
dependent terms cancel. To see this explicitly note that under (C7) we have
SBRST → SBRST + iBαY¯αβχβ,aΨaΛ−1δΛ + C¯αYαβ(χβ,aΨa),bKaγCγΛ−1δΛ= SBRST + (iBαY¯αβχβ,aΨaΛ−1 + C¯αYαβχβ,abΨaKbγCγ + C¯αYαβχβ,aΨbKaγ,bCγ)Λ−1δΛ= SBRST + SBRST,aΨaΛ−1δΛ . (C8)
Thus LΨe−SBRST = δχe−SBRST for δχα = χα,aΨaΛ−1δΛ (C9)
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