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Fuzzy-Systeme mit inhärenter Dynamik:
ein Überblick
A Survey on Fuzzy Systems with Inherent Dynamics
Jürgen Adamy und Roland Kempf
Fuzzy-Systeme sind im Allgemeinen statische Systeme. Des Weiteren lassen sich aber auch
dynamische Systeme direkt durch Fuzzy-Funktionen und Regeln beschreiben. Ihre Dynamik
ist dabei inhärent und wird nicht durch das Gewichten von dynamischen Modellen wie im
Falle von Takagi–Sugeno–Kang-Systemen erreicht, sondern durch direkte Rückführung der
Ausgangsgrößen eines Fuzzy-Systems. In diesem Beitrag werden vier verschiedene, zentrale
Ansätze für Fuzzy-Systeme mit inhärenter Dynamik behandelt: rekurrente Fuzzy-Systeme,
dynamische Fuzzy-Systeme, iterierte Fuzzy-Mengen und Fuzzy-Automaten.
Fuzzy systems are static systems in general. However, dynamic systems may also be described
directly by means of fuzzy functions or rules. Their dynamics is thus inherently given and is
not obtained by weighting externally given dynamic models such as in the case of Takagi–
Sugeno–Kang systems but by feeding back the output value of a fuzzy system. In this article
four different major setups for fuzzy systems with inherent dynamics are treated: recurrent
fuzzy systems, dynamic fuzzy systems, iterated fuzzy sets and fuzzy automata.
Schlagwörter: Rekurrentes Fuzzy-System, dynamisches Fuzzy-System, iterierte Fuzzy-Mengen,
Fuzzy-Automat, TSK-System, zeitdiskretes System
Keywords: Recurrent fuzzy system, dynamic fuzzy system, iterated fuzzy sets, fuzzy automaton,
TSK-system, discrete time system
1 Einführende Übersicht
Seit Einführung der Fuzzy-Logik im Jahre 1965 durch
Zadeh [92] ist eine Fülle von darauf beruhenden Pub-
likationen entstanden. Fuzzy-Logik kann u. a. als Verall-
gemeinerung der klassischen Logik aufgefasst werden, zur
mathematischen Modellierung sprachlich formulierten Kau-
salwissens und als Funktionsapproximator genutzt wer-
den. Fuzzy-Systeme werden in der Mathematik [10], den
Ingenieurwissenschaften [27; 28; 35] und anderen Wissen-
schaftszweigen [78] verwendet. Anwendungsfelder sind
u. a. Regelung, Modellierung, Diagnose, Mustererkennung
und Expertensysteme [35; 61; 79]. Die dabei eingesetzten
Fuzzy-Systeme sind meist statisch.
Im Zusammenhang mit dynamischen Systemen wird
Fuzzy-Logik häufig zur Erzeugung von statischen Kennfel-
dern verwendet, die zwischen verschiedenen dynamischen
Systemen interpolieren [59; 77]. Beim verbreiteten An-
satz von Takagi, Sugeno und Kang [73; 77] beispielsweise
erzeugt das eingesetzte Fuzzy-System das dynamische Ver-
halten nicht selbst, sondern gewichtet mittels Fuzzy-Regeln
klassische dynamische Systeme, also Differenzengleichun-
gen oder Differentialgleichungen.
Allerdings lassen sich dynamische Zusammenhänge auch
allein durch Fuzzy-Methoden beschreiben. Die so gebilde-
ten Fuzzy-Systeme besitzen dann eine inhärente Dynamik.
Der Beitrag gibt einen Überblick über verschiedene An-
sätze, die zu solchen Systemen führen. Dabei wurde der
Fokus auf zeitdiskrete Systeme gelegt.
2 Allgemeine zeitdiskrete Systeme
Ein zeitdiskretes System ist durch eine Funktionf : Z × E
→ Z, eine Ausgangsfunktiong : Z × E → A und die
Gleichungen
z(k +1) = f(z(k), e(k)) (1)
a(k) = g(z(k), e(k)) (2)
festgelegt. Ein Blockschaltbild zeigt Bild 1. Das System
bildet die Eingangsgrößene(k) ∈ E und Zustandsgrößen
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Bild 1: Blockschaltbild eines allgemeinen zeitdiskreten dynamischen
Systems.
z(k) ∈ Z auf neue Zustandsgrößenz(k + 1) ∈ Z ab. Die
Ausgangsfunktiong bestimmt aus den Zustandsgrößen
z(k) und den Eingangsgrößene(k) die Ausgangsgrößen
a(k) ∈ A. Die Ausgangsfunktiong ist in der Regel analog
zur Funktion f aufgebaut. Sie spielt für die Dynamik des
Systemzustandes keine Rolle und wird daher im Weiteren
nicht mehr explizit betrachtet.
Die hier verwendete Notation,e z unda, für die Eingangs-,
Zustands- und Ausgangsgrößen weicht von der üblichen
ab. Dies mindert die Verwechslungsgefahr, wenn später
im Text diese Größen mit sehr unterschiedlichen Objek-
ten belegt werden. Das können z. B. Mengen oder Matrizen
sein, die deshalb weder fett noch unterstrichen dargestellt
werden.
Je nach Definitionsbereich und Funktionstyp unterscheidet
man verschiedene zeitdiskrete Systeme:
Häufig sind die DefinitionsbereicheZ und E für die Zu-
standsgrößenz und Eingangsgrößene Teilmengen von re-
ellen Vektorräumen, z. B. bei Abtastsystemen. Bei der Ver-
wendung linearer Funktionenf und g ergeben sich lineare
zeitdiskrete Systeme, bei nichtlinearen Funktionen entspre-
chend nichtlineare zeitdiskrete Systeme. Nichtlineare Sys-
teme unterscheidet man weiter nach ihrem Ursprung und
ihren Eigenschaften. Werden z. B. neuronale Netze fürf
und g eingesetzt, so ergeben sich rekurrente neuronale
Netze [25].
Sind die MengenZ und E endliche Mengen, so stellt das
zeitdiskrete dynamische System einen endlichen Automa-
ten [11; 17] dar. Die Abbildungenf und g lassen sich in
diesem Fall durch logische Schaltfunktionen darstellen, die
auf einer zweiwertigen oder mehrwertigen Logik mit end-
lich vielen Wahrheitswerten beruhen.
Im Allgemeinen können beliebige ZustandsmengenZ und
EingabemengenE genutzt werden. Um stetige Abbildun-
gen f und g behandeln zu können, sollten diese Mengen
zumindest mit einer geeigneten Metrik versehen sein, die
sie zu metrischen Räumen macht [39].
Für die statische Funktionf(z, e) in einem zeitdiskre-
ten System können auch statische Fuzzy-Systeme einge-
setzt werden. Je nach Auslegung des statischen Fuzzy-
Systems erhält man unterschiedliche Klassen von dynami-
schen Systemen:
• Wird die Fuzzy-Funktionf aus Fuzzifizierung, Inferenz
und Defuzzifizierung gebildet, so erhält man rekurrente
Fuzzy-Systeme.
• Setzt die Fuzzy-Funktion eine Regelbasis ohne Fuzzifi-
zierung und Defuzzifizierung um, so erhält man dynami-
sche Fuzzy-Systeme.
• Beschreibt die Fuzzy-Funktion eine Abbildung von
Fuzzy-Mengen auf Fuzzy-Mengen mithilfe des Erweite-
rungsprinzips von Zadeh, so erhält man iterierte Fuzzy-
Mengen.
• Verallgemeinert man stochastische Automaten mittels
Fuzzy-Logik, so erhält man Fuzzy-Automaten.
In jedem Fall erhält man Fuzzy-Systeme mit inhärenter Dy-
namik, wie sie im Weiteren beschrieben werden.
3 Fuzzy-Systeme mit inhärenter Dynamik
In den letzten Jahren ist eine Reihe von Fuzzy-Systemen
mit Dynamik vorgestellt und untersucht worden. Dadurch
ist eine Vielzahl von Bezeichnungen entstanden, die nicht
immer konsistent sind. Prinzipiell lassen sich diese Fuzzy-
Systeme mit Dynamik, wie schon im vorherigen Kapitel
angedeutet, in die vier nachfolgend beschriebenen Katego-
rien einteilen.
3.1 Rekurrente Fuzzy-Systeme
Rekurrente Fuzzy-Systeme verwenden als Zustandsgrößenz,
Eingangsgrößene und Ausgangsgrößena einfache Zahlen-
werte x, u und y oder Vektoren im allgemeinen Fall. Die
Transitionsfunktion f(x, u), die das dynamische Verhalten
beschreibt, ist ein vollständiges Fuzzy-System, das aus den
drei Teilen der Fuzzifizierung, Inferenz und Defuzzifizie-
rung besteht.
Die Transitionsfunktion entsteht aus der Auswertung ei-
ner Regelbasis. Diese besteht aus einer Ansammlung
von ,,Wenn.., dann..“-Regeln, die das Zeitverhalten einer
Größex sprachlich beschreibt, z. B.: ,,Wenn die Zustands-
größex(k) klein ist und die Eingangsgrößeu(k) normal ist,
dann ist die Zustandsgrößex(k +1) im nächsten Zeitschritt
mittel.“ Ein Beispiel für eine solche, tabellarisch darge-
stellte Regelbasis ist in Tabelle 1 zu sehen. Im allgemeinen
Fall kann sie mehrere Eingangsgrößenup und mehrere
Zustandsgrößenxi beinhalten. Die Auswertung läuft ge-
wöhnlich wie folgt ab:
Die linguistischen Werte ,,klein“, ,,mittel“, usw. der Zu-
standsgrößex bzw. Eingangsgrößeu werden für die
Fuzzifizierung durch Fuzzy-Mengen mit Zugehörigkeits-
funktionen µxj (x) bzw. µ
u
q(u) modelliert. Die Funktions-
werteµxj (x) bzw. µ
u
q(u) geben den Wahrheitsgrad für den
j-ten linguistischen Wert fürx und denq-ten linguistischen
Wert für u an. Aus den Wahrheitswerten der linguistischen
Größe in der Voraussetzung einer Regel wird in der In-
ferenz der Wahrheitswert der linguistischen Größe in der
Konklusion ermittelt. Die linguistischen Werte vonx in der
Konklusion werden mit einem Indexw durchgezählt und
jeweils durch ein Singleton an der Stellesxw modelliert. Das
Endergebnisf(x, u) ergibt sich im Defuzzifizierungsschritt
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Tabelle 1: Beispiel einer Regelbasis in Matrixform, welche die Verän-
derung des Zustandswertes x(k ) aufgrund eines Eingangswertes u(k )
auf einen neuen Zustandswert x(k + 1) beschreibt (zum Hintergrund
des Beispiels siehe [4]).
x(k)
klein mittel groß
gering klein klein klein
u(k) normal mittel mittel klein
üppig mittel groß klein
nach der Center of Singletons (CoS)-Methode [9; 84] aus
der gewichteten Summe der Singletonssxw, wobei die er-
rechneten Wahrheitswerte als Gewichte eingesetzt werden.
Ergänzen sich die Zugehörigkeitsfunktionen in Summe
zu eins und wird das Produkt als Und-Operator, die
einfache Addition als Oder-Operator1 und die CoS-










Mit dieser Wahl der Inferenzoperatoren lassen sich rekur-
rente Fuzzy-Systeme leichter analysieren. Prinzipiell sind
auch andere Operatoren einsetzbar [34]. Mit der Transiti-
onsfunktion f und der Struktur aus Bild 1 ist ein rekurren-
tes Fuzzy-System festgelegt.
Der obige Ansatz für rekurrente Fuzzy-Systeme [1; 2; 22]
entstand unabhängig aus den folgenden zwei unterschiedli-
chen Motivationen heraus:
• Zum einen lässt sich ein rekurrentes Fuzzy-System als
spezielles rekurrentes neuronales Netz interpretieren [22],
• zum anderen kann man es als Verallgemeinerung eines
Automaten auffassen [1; 2].
Des Weiteren wurden solche Fuzzy-Systeme unabhängig
von [1; 2; 21] auch in [75] zur Navigation eines mobilen
Roboters eingeführt. Die beiden obigen Sichtweisen be-
leuchten verschiedene Aspekte rekurrenter Fuzzy-Systeme,
wie nachfolgend erläutert wird.
Die erste Sichtweise [22] beruht auf der Möglichkeit, die
oben skizzierte statische Fuzzy-Funktionf(x, u) durch ein
mathematisch äquivalentes neuronales Netz darzustellen.
Solche Darstellungen sind alsNeuro-Fuzzy-Systeme [25;
57] bekannt. Werden statische neuronale Netze mit einer
zeitverzögerten Rückführung ihrer Ausgangsgrößen aus-
gestattet, d. h. in die Struktur aus Bild 1 eingesetzt, so
ergeben sichrekurrente neuronale Netze [25]. Analog
kann man auch Neuro-Fuzzy-Systeme mit einer solchen
Rückführung ausstatten. So erhält man rekurrente Neuro-
Fuzzy-Systeme [52; 58; 94] oder kurz: rekurrente Fuzzy-
Systeme [22].
1 Da sich die Zugehörigkeitswerte zu eins ergänzen, ist die einfache
Summe von Wahrheitswertenµ1 und µ2 identisch mit der begrenz-
ten Summe min{1, µ1 +µ2}, und ist somit wie eine S-Norm, also als
Fuzzy-Oder-Operator verwendbar.
Durch diese Darstellung ist es möglich, Verfahren und
Algorithmen für rekurrente neuronale Netze auf rekur-
rente Fuzzy-Systeme anzuwenden. Im Speziellen lassen
sich Lernverfahren, die die Genauigkeit des Fuzzy-Modells
datengetrieben verbessern können [22; 33; 74], auf rekur-
rente Fuzzy-Systeme übertragen. Die Lernverfahren können
vorliegendes Wissen in Form von sprachlichen Regeln nicht
direkt nutzen. Allerdings erlaubt sprachlich formuliertes
Vorwissen eine gute Initialisierung, welche für den Lerner-
folg entscheidend sein kann. Außerdem lassen sich die so
optimierten Parameter wieder sprachlich deuten. Somit be-
steht die Chance, ein plausibles Modell zu erhalten, das die
Daten widerspiegelt und Wirkzusammenhänge transparent
nachbildet.
Die zweite Sichtweise [1; 2] betrachtet die Regeln eines
rekurrenten Fuzzy-Systems als Schaltregeln in einem Au-
tomaten, die aber nicht mittels klassischer Logik, sondern
mittels Fuzzy-Logik ausgewertet werden. Auf den ersten
Blick gleicht eine Regelbasis, wie die aus Tabelle 1, auch
einer Schalttabelle. Würde man diese sprachlichen Werte
als einzelne diskrete Zustände auffassen und die Regeln
durch klassische Logik auswerten, so erhielte man einen
endlichen Automaten [4]. Dessen dynamisches Verhalten
wiederum ließe sich einfach anhand eines Zustandsgraphen
visualisieren.
Es ist für diese Sichtweise wichtig, dass in den Konklu-
sionen nur solche linguistische Werte auftreten, die auch in
den Prämissen der Regeln benutzt werden. Erst dann kann
man von einer Transition von einem ,,linguistischen Zu-
stand“ in einen anderen ,,linguistischen Zustand“ sprechen,
wie in Bild 2 angedeutet ist. Die Unschärfe der sprachli-
chen Zustände wird durch die wolkige Form der Knoten im
Zustandsgraph symbolisiert.
Um sicherzustellen, dass gleiche linguistische Werte in den
Konklusionen und Prämissen der Regeln auch numerisch
die gleiche Bedeutung haben, werden die Singletonssxj zur
Beschreibung der sprachlichen Werte in der Konklusion
an den Maximalstellen der Zugehörigkeitsfunktionµxj (x)
der entsprechenden Fuzzy-Menge gewählt, die Teile der
Prämissen beschreiben. Durch diese Festlegung der Single-
tonpositionen ist sichergestellt, dass bei Eingabewertenu,
die an Maximalstellen der Zugehörigkeitsfunktionenµuq(u)
Bild 2: Zustandsgraph für die Regelbasis aus Tabelle 1.
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liegen, sich das rekurrente Fuzzy-System fürsolche Zu-
standswerte exakt wie ein Automat verhält [4]. Das dyna-
mische Verhalten einzelner Punkte kann damit direkt aus
dem Zustandsgraphen abgelesen werden.
Mit regelbasierter Fuzzy-Logik können aber alle Zahlen-
werte zwischen den Singletonpositionen verarbeitet wer-
den. Dabei werden die Konklusionen je nach ihrer Relevanz
gewichtet. Übertragen auf das Automatenbild bedeutet das:
Es gelten mehrere, unterschiedlich stark gewichtete Transi-
tionen gleichzeitig. Unter bestimmten Bedingungen verhält
sich das rekurrente Fuzzy-System in diesen Fällen auch
,,automatenähnlich“ [4]. Dies ist für das in Bild 2 gezeigte
Beispiel für die nichtgezackten Transitionen der Fall.
Ein Zustandsgraph, der die Transitionen zwischen den lin-
guistischen Zustandswerten visualisiert, liefert also eine
vereinfachte Darstellung des dynamischen Verhaltens eines
rekurrenten Fuzzy-Systems.
Das dynamische Verhalten rekurrenter Fuzzy-Systeme kann
auch gravierend von dem eines endlichen Automaten ab-
weichen. Im Extremfall kann es chaotisches Verhalten auf-
weisen [4]. Auch in diesem Fall ist der Zustandsgraph
nutzbar, und basierend auf ihm können Chaoskriterien aus-
gewertet werden. So weist die Existenz bestimmter Zyklen
auf Chaos hin, welche im Zustandsgraphen durch ge-
zackte Transitionspfeile visualisiert werden, wie in Bild 2
zu sehen ist. Weitere Eigenschaften von rekurrenten Fuzzy-
Systemen, wie Ruhelagen und deren Stabilität, können zum
Teil alleine anhand des Zustandsgraphen abgelesen wer-
den [31].
Der Zustandsgraph ist einfach zu handhaben und sowohl
als Analyse- als auch Entwurfsmittel einsetzbar. Dieser ein-
fache Zugang eröffnet ein weites Anwendungsfeld [2; 3; 6;
32]. So werden rekurrente Fuzzy-Systeme z. B. als Muster-
erkenner industriell in der Stahlindustrie eingesetzt [1; 2; 4;
5; 32; 34]. Das gleiche Verfahren kommt auch bei Brand-
meldern [18] zum Einsatz. Ein weiteres Einsatzfeld ist die
Modellierung von ökologischen Systemen und Verkehrs-
strömen [4; 34].
3.2 Dynamische Fuzzy-Systeme
In dynamischen Fuzzy-Systemen2 [40; 64–68; 70; 71], wie
sie in [65] eingeführt wurden, sind die Zustandsgrößenz(k)
zu jedem Zeitschrittk keine Zahlenwerte oder Vektoren,
sondern Fuzzy-MengenµX . Diese sind auf Intervallen
definiert3. Im Allgemeinen ist der Zustandz(k) ein Vek-
tor und besteht aus mehreren Zustandsgrößen. Auch die
Eingangsgrößene(k) sind Fuzzy-MengenµU . Die stati-
sche Funktionf(z, e) = f(µX , µU), die in der dynamischen
2 Die hier diskutierten dynamischen Fuzzy-Systeme (engl.: dynamic
fuzzy systems) unterscheiden sich von den namensgleichen in [43–46;
88] in ihrem Aufbau und werden daher getrennt behandelt.
3 Eine Fuzzy-MengeF ist eindeutig durch ihre Zugehörigkeitsfunk-
tion µF(g) mit g auf einer GrundmengeG festgelegt und durch
F = {(g, µF(g))|g ∈ G, µ(g) ∈ [0, 1]} definiert. Aufgrund der engen Be-
ziehung zwischen der Fuzzy-MengeF und ihrer Zugehörigkeitsfunktion
µF wird im Weiteren zwischen diesen beiden nicht mehr unterschieden.
Struktur von Bild 1 eingesetzt wird, bildet also in diesem
Fall Fuzzy-Mengen aufeinander ab.
Wie auch bei rekurrenten Fuzzy-Systemen wird aus sprach-
lichen Regeln ein mathematisches Modell entwickelt. Da
ganze Fuzzy-Mengenz(k +1) = µY rückgekoppelt werden,
ist im Gegensatz zu rekurrenten Fuzzy-Systemen keine De-
fuzzifizierung und Fuzzifizierung notwendig. Die Funktion
f(µX, µU) ergibt sich also allein aus einem Inferenzschritt.
Da ein Inferenzverfahren, das einen Regelsatz repräsen-
tiert, nur solche Fuzzy-Mengen sinnvoll auswerten kann,
die linguistisch interpretierbar sind, sollen alle beteiligten
Fuzzy-Mengen interpretierbar sein [64; 65; 67]. Die ,,In-
terpretierbarkeit“ bedeutet dabei: Die Zugehörigkeitsfunk-
tionen nehmen an je einem eindeutigen Zahlenwert ihr
Maximum an. Links und rechts von diesen Zahlenwerten
gehen die Zugehörigkeitsfunktionen monoton gegen null.
Die Form und Breite der Flanken modelliert die Unschärfe
des Zahlenwertes. Im einfachsten Fall sind die Zugehörig-
keitsfunktionen dreiecksförmig. Liegt die Form der Flanken
fest, so lassen sich solche Fuzzy-Mengen einfach durch
ihre Maximalstelle und die beiden Fußpunkte der Flanken
parametrisieren (siehe Bild 3).
Durch die Einschränkung auf interpretierbare Fuzzy-
Mengen müssen dynamische Fuzzy-Systeme auch nicht als
allgemeine dynamische Systeme [39] in abstrakten me-
trischen Räumen behandelt werden. Des Weiteren sind
deshalb statt Fuzzy-Mengen nur ihre Parameter, d. h. Maxi-
malstelle und Fußpunkte, dynamische Größen. Somit kann
man dynamische Fuzzy-Systeme durch gewöhnliche, nicht-
lineare dynamische Systeme beschreiben.
Das eingesetzte Inferenzverfahren soll dabei im Wesentli-
chen zwei Bedingungen genügen:
• Interpretierbare Mengen sollen wieder auf interpretier-
bare Mengen abgebildet werden.
• Die Funktion soll die Regelbasis widerspiegeln.
Diese und weitere Bedingungen sind allerdings bei keinem
Standardinferenzverfahren erfüllt. Daher wird ein Inferenz-
Bild 3: Zugehörigkeitsfunktionen µP1′ , µP1, µx, µIP und µP2 vor und
Zugehörigkeitsfunktionen µK1, µY, µIK und µK2 nach einer geeigneten
Abbildung f in einem einfachen dynamischen Fuzzy-System auf einem
Intervall G.
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verfahren mittels ,,interpolierender Regeln“ verwendet [64].
Dort wird die Funktion f(µX , µU) bzw. die Abbildung
der Parameter der Fuzzy-MengeµX auf die Parameter der
neuen Fuzzy-MengeµY in mehreren Schritten bestimmt.
Diese Schritte des Inferenzverfahrens lassen sich anhand
zweier gleichzeitig aktiver Regeln veranschaulichen:
• Wennz(k) = P1, dann istz(k +1) = K1.
• Wennz(k) = P2, dann istz(k +1) = K2.
Beispiele für diese Fuzzy-Mengen bzw. ihre Zugehörig-
keitsfunktionenµP1, µP2, µK1 und µK2 sind in Bild 3
gezeigt.
Die Schritte des Inferenzverfahrens laufen wie folgt ab:
1. Für eine Fuzzy-Mengez(k) = µX werden benachbarte
Fuzzy-MengenµP1 und µP2 von linguistischen Werten
aus der Regelbasis gesucht. Sie werden so gewich-
tet, dass durch die Interpolation eine Fuzzy-MengeµIP
entsteht, deren Maximalstelle mit der vonz(k) = µX
übereinstimmt, wie in Bild 3 beispielhaft gezeigt ist.
2. Die Gewichtungsfaktoren für diese Interpolation werden
genutzt, um eine Interpolation der Fuzzy-MengenµK1
und µK2 in den Konklusionen der beteiligten Regeln
durchzuführen. So erhält man eine interpolierte Konklu-
sionµIK.
3. Durch die interpolierte PrämisseµIP und interpolierte
KonklusionµIK ist eine interpolierende Regel
• Wennz(k) = IP, dann istz(k +1) = IK
festgelegt. Aus einer geeigneten Gewichtung der Ma-
ximalstellen interpolierender KonklusionenµIK ergibt
sich die Maximalstelle der gesuchten Fuzzy-Menge
f(µX) = µY .
4. Anschließend wird die Unschärfe der Fuzzy-Menge
z(k) = µX mit der Unschärfe der PrämisseµIP der in-
terpolierenden Regel verglichen. Ist die Unschärfe der
Fuzzy-MengeµX größer, so muss die Unschärfe der
KonklusionµIK der interpolierenden Regel geeignet er-
höht werden. Dies geschieht durch ein analoges Interpo-
lationsverfahren [64; 67]. Im Beispiel aus Bild 3 ist die
Fuzzy-MengeµX nur an der rechten Flanke unschärfer
alsµIP. Daher wird bei der vorliegenden Regelbasis nur
die eine Flanke der Mengef(µX) = µY entsprechend
unschärfer als die vonµIK.
Nach der Ermittlung der interpolierenden Regel und der
Modifikation ihrer KonklusionµIK liegt die Zugehörigkeits-
funktion µY = f(z) des Bildes vonz = µX vor. Für eine
detailliertere Beschreibung und die Behandlung mehrdi-
mensionaler Zustände wird auf [64] verwiesen.
Das Ergebnis eines Inferenzschrittes ist wieder eine in-
terpretierbare Fuzzy-Menge. Die Regelbasis wird sinnvoll
umgesetzt, denn: Das Inferenzverfahren gewährleistet, dass
sich für z = µP1 auch tatsächlichf(z) = µK1 als Bild er-
gibt. Ist die Ausgangssituation genauer bekannt, also ist
z = µP1′ eine Teilmenge der Fuzzy-MengeµP1, so ergibt
sich auch f(µP1′ ) = f(µP1) = µK1, d. h. die Zusatzinfor-
mation in der Prämisse wird nicht berücksichtigt, da auch
die unscharfe Formulierung der Regel diese Zusatzinfor-
mation nicht auflösen kann. Durch den interpolierenden
Charakter des Inferenzverfahrens werden im Allgemeinen
mehrere Regeln gemäß ihrer Relevanz berücksichtigt.
Im Gegensatz zu rekurrenten Fuzzy-Systemen erhält man
eine Aussage über den Informationsgehalt bzw. die Un-
schärfe des Zustandes. Dafür muss im Gegenzug ein kom-
plexeres Inferenzverfahren genutzt werden.
Für dynamische Fuzzy-Systeme gibt es Methoden, aus
Messdaten eines dynamischen Prozesses ein Modell
zu erstellen. In [64] wird ein Zweitanksystem mo-
delliert. Den praktischen Einsatz dynamischer Fuzzy-
Systeme zeigt auch die Modellierung von Hochtemperatur-
Brennstoffzellen [71]. Außerdem lässt sich die Stabilität
eines solchen Modells computergestützt untersuchen [64;
66]. Des Weiteren lassen sich Regler für solche Systeme
entwerfen, wie anhand eines Rührkesselreaktors und ei-
nes Zweitanksystems in [64] demonstriert wird. Weitere
Einzelheiten finden sich in [40; 69; 70].
Neben dem oben beschriebenen regelbasierten Inferenzver-
fahren gibt es noch weitere Möglichkeiten, Abbildungen
zwischen Fuzzy-Mengen zu beschreiben und in einem dy-
namischen System nach Bild 1 einzusetzen. Dies beschreibt
nachfolgender Abschnitt.
3.3 Iterierte Fuzzy-Mengen
Außer dynamischen Fuzzy-Systemen bilden auchiterierte
Fuzzy-Mengen [13; 15; 20; 37] und ,,dynamic fuzzy sys-
tems“ 4 [43–46;87–89] Fuzzy-Mengen auf Fuzzy-Mengen
ab. Statt des regelbasierten Ansatzes dynamischer Fuzzy-
Systeme aus dem vorherigen Kapitel wird in diesen Fällen
meistens das Erweiterungsprinzip von Zadeh [93] genutzt.
Bei iterierten Fuzzy-Mengen, eingeführt in [37], wird der
Zustandz aus Gl. (1) durch eine Fuzzy Menge bzw. deren
Zugehörigkeitsfunktion imRn charakterisiert. Die Zuge-
hörigkeitsfunktion ist auf einer beschränkten und abge-
schlossenen Menge von null verschieden, oberhalbstetig5,
normiert und konvex. Einfache Fuzzy-Mengen, die diese
Bedingungen erfüllen, haben z. B. dreiecksförmige oder tra-
pezförmige Zugehörigkeitsfunktionen oder sind Singletons.
Zugehörigkeitsfunktionen in der Form einer Gauß’schen
Glockenkurve, alsoz(x) = e−ax2, sind nicht zulässig, da sie
überall von null verschieden sind.
Iterierte Fuzzy-Systeme haben keine Eingangsgrößene, sie
sind autonom. Die Funktionf , die nun eine Fuzzy-Menge
auf eine neue abbildet, soll stetig sein und sicherstellen,
4 Um eine Verwechslung mit den dynamischen Fuzzy-Systemen aus dem
letzten Abschnitt zu vermeiden, wird für die hier behandelten ,,dynamic
fuzzy systems“ der englische Begriff benutzt.
5 Dies ist der Fall, wenn die Mengen{x ∈ Rn |z(x) ≥ α}, α-Schnitte ge-




dass die sich ergebende Fuzzy-Menge wieder die oben ge-
nannten Bedingungen erfüllt. Weitere Bedingungen werden
nicht an sie gestellt.
Für die konkrete Konstruktion iterierter Fuzzy-Systeme
wird die Funktion f in der Regel, aber wie oben erwähnt
nicht notwendigerweise, mithilfe des Erweiterungsprinzips
von Zadeh [10; 93] erzeugt. Im einfachsten Fall wird eine
klassische Funktionf̂ , die Zahlenwertex auf Zahlenwerte
y abbildet, zu einer Fuzzy-Funktionf , die Fuzzymengen
µX auf Fuzzy-MengenµY abbildet, wie folgt erweitert:
µY (y) = f(µX) = sup
y= f̂ (x)
µX(x). (3)
Für y = f̂ (x) = 0,5x ergibt sich so z. B. aus einer drei-
ecksförmigen Fuzzy Menge mit Fußpunkten 0,6 und 1 und
einem Zentrum bei 0,8 durch die Abbildung f die drei-
ecksförmige Fuzzy-Menge mit Fußpunkten bei 0,3 und 0,5
und dem Zentrum bei 0,4. Bild 4 zeigt im oberen Teil diese
Abbildung.
Die Abbildung f̂ ist häufig aber selbst unscharf und da-
her durch eine ZugehörigkeitsfunktionµF̂(x, y) gegeben. In
einem solchen Fall erhält manf durch







Sei z. B. µF̂(x, y) = max{0, 1−20· |y−0,5x|}. Diese Zu-
gehörigkeitsfunktion ist eine unscharfe Formulierung der
oben betrachteten Funktiony = f̂ (x) = 0,5x, da sie nur
für die Wertepaare(x, y) den Zugehörigkeitswert von 1
annimmt, diey = 0,5x erfüllen. Ausgehend von der oben
beschriebenen dreiecksförmigen Fuzzy-Menge ergibt sich
durch die unscharfe Abbildung auch diesmal die dreiecks-
förmige Fuzzy-Menge mit einem Zentrum bei 0,4. Die
Fußpunkte liegen allerdings bei 0,35 und 0,55. Das Er-
gebnis ist also unschärfer als das Ergebnis der Abbildung
f̂ (x) = 0,5x, da die FunktionsbeschreibungµF̂(x, y) selbst
unscharf ist. Bild 4 zeigt den Vergleich.
Mit iterierten Fuzzy-Systemen lassen sich Fraktale erzeu-
gen [13; 20]. In manchen dieser Systeme kann auch chao-
tisches Verhalten nachgewiesen werden [12; 15; 37].
Ähnlich aufgebaut wie iterierte Fuzzy-Mengen sind die
in [43] eingeführten ,,dynamic fuzzy systems“ [43; 88].
Wieder ist der Zustand eine Fuzzy Menge, die auf einer
konvexen, kompakten Teilmenge desRn, oder allgemeiner
eines Banachraums, definiert ist. Die Zugehörigkeitsfunk-
tionen sollen auch die bei den iterierten Fuzzy-Systemen
genannten Bedingungen erfüllen.
Bei ,,dynamic fuzzy systems“ wird die Funktionsvor-
schrift für f ausdrücklich durch das Erweiterungsprinzip
von Zadeh erzeugt. Kernstück ist wieder eine Zugehö-
rigkeitsfunktion µF̂(x, y). Ausgehend von einem Zustand
z(k) = µX ergibt sich die Zugehörigkeitsfunktion des neuen
Zustandesz(k +1) = f(z(k)) = µY nach dem Erweiterungs-
prinzip von Zadeh zu






Bild 4: Die Abbildung der Zugehörigkeitsfunktion µX(x) auf eine neue
Zugehörigkeitsfunktion µY(y) kann mittels (oben) einer klassischen
Funktion y = f̂(x) nach Gl. (3) oder (Mitte) einer unscharfen Funktion
µF̂(x,y) nach Gl. (4) durchgeführt werden.
wobei∧ ein Fuzzy-Und-Operator ist. Wird für∧ der Mini-
mumoperator verwendet, so ergibt sich wieder Gl. (4).
Mit ,,dynamic fuzzy systems“ werden in [43] Modelle
mehrschrittiger Entscheidungsprozesse untersucht. Dabei
wird der optimale Stoppzeitpunkt gesucht, bei dem die
Summe von unscharfen Belohnungstermen während des
Entscheidungsprozesses beim gestoppten System maximiert
wird. Das Problem wird mittels dynamischer Programmie-
rung gelöst, zu dessen Zweck das System noch explizit mit
einer Ausgabefunktiong ausgestattet wird, die die Beloh-
nungsterme für die dynamische Programmierung bestimmt.
Die Ausgabefunktiong ist analog zuf aufgebaut.
Einen theoretischen Rahmen für die dynamischen Fuzzy-
Systeme aus Kap. 3.2, iterierte Fuzzy-Mengen und ,,dy-
namic fuzzy systems“ bietenfuzzy-dynamische Systeme
nach [38]. Fuzzy-dynamische Systeme werden im zeit-
diskreten Fall durch eine stetige Abbildung von Fuzzy-
Mengen auf Fuzzy-Mengen definiert. Dabei wird nicht
festgelegt, ob die Funktion aus einem Inferenzverfahren,
wie bei dynamischen Fuzzy-Systemen, aus dem Erweite-
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rungsprinzip wie bei vielen iterierten Fuzzy-Mengen und
den ,,dynamic fuzzy systems“ oder durch andere Metho-
den entsteht. Daher beinhalten fuzzy-dynamische Systeme
alle diese Ansätze, liefern allerdings in ihrer allgemeinen
Formulierung kaum Konkretes.
Des Weiteren schließt der Ansatz der fuzzy-dynamischen
Systeme auch zeitkontinuierliche Fuzzy-Systeme mit ein,
die eng mit Fuzzy-Differentialgleichungen [16; 29; 30; 83]
verwandt sind. Wie diese konkret zu erzeugen und zu in-
terpretieren sind, ist noch nicht endgültig geklärt [83].
3.4 Fuzzy Automaten
Fuzzy-Automaten [8; 21; 24; 36; 47; 48; 54; 55; 62; 63; 76; 80;
85; 86] wurden in Anlehnung an stochastische Automaten
in [85] eingeführt und lassen sich als zeitdiskrete Systeme
behandeln. Um ihre Funktionsweise, die dynamischen Grö-
ßen und die Transitionsfunktionf möglichst einfach zu
erläutern, werden daher im Folgenden zuerst stochastische
Automaten betrachtet.
Stochastische Automaten [14] lassen sich formal als Quin-
tupel (U, X, Y, r, s) beschreiben. Dabei ist
• U eine endliche Menge von Eingabewertenu,
• X eine endliche Menge von Zustandswertenx,
• Y eine endliche Menge von Ausgabewerteny,
• r : X ×U × X → [0, 1] eine Funktion, deren Funktions-
werte r(x, u, x ′) die bedingte Wahrscheinlichkeit ange-
ben, mit der der neue Zustandswertx ′ ∈ X angenommen
wird unter der Bedingung, dass der aktuelle Zustand
x ∈ X und die Eingabegrößeu ∈ U ist und
• s : X ×U ×Y → [0, 1] eine Funktion, deren Funktions-
wertes(x, u, y) die bedingte Wahrscheinlichkeit angeben,
mit der der Ausgabewerty ∈ Y angenommen wird unter
der Bedingung, dass der aktuelle Zustandx ∈ X und die
Eingabegrößeu ∈ U ist.
Ein stochastischer Automat besitzt zu einem Zeitpunkt
einen bestimmten Zustandswertx. In Abhängigkeit des
Eingangwertesu nimmt er dann mit bestimmten Wahr-
scheinlichkeiten einen neuen Zustandswertx ′ und einen
Ausgabewert y an. Diese Wahrscheinlichkeiten werden
durch die Funktionenr und s bestimmt. Da ein Zustand
jedoch nur mit einer bestimmten Wahrscheinlichkeit an-
genommen wird, ist der jeweils aktuelle Zustand im Ge-
gensatz zum deterministischen Automaten nicht bekannt.
Daher werden bei stochastischen Automaten nicht die Zu-
stände, sondern die Transitionswahrscheinlichkeiten von ei-
nem Zustand zum anderen betrachtet.
Zur Visualisierung des Verhaltens eines stochastischen Au-
tomaten kann ein Zustandsgraph herangezogen werden.
Bild 5 zeigt in der Mitte ein Beispiel. Die gezeichneten
Knoten entsprechen den drei Zuständen ausX = {1, 2, 3}.
Auf den Transitionspfeilen sind die Transitionswahrschein-
lichkeitenr(x, u, x ′) vermerkt, die sich für eine bestimmte
Eingabeu ∈ U ergeben.
Die Transitionswahrscheinlichkeitenr(x, u, x ′) lassen sich
für jeden einzelnen Wert füru kompakt in einer Ma-
trix T u = (tux′,x) zusammenfassen6. Dies ist in der Mitte in
Bild 5 für den gezeigten Zustandsgraphen ausgeführt. Aus-
gehend von einem bekannten Anfangszustandx lässt sich
die Wahrscheinlichkeitsverteilung für den Folgezustand di-
rekt aus der entsprechenden Spalte der MatrixT u ablesen.
Daher ist die Spaltensumme immer gleich eins.
Transitionswahrscheinlichkeiten für mehrere Schritte lassen
sich einfach durch die Verkettung der Wahrscheinlichkeiten
r(x, u, x ′) errechnen [14]. Für aufeinander folgende Einga-
benu und u′ ergibt sich eine Transitionswahrscheinlichkeit
r(x, (u, u′), x ′′) von x nachx ′′, indem man die Transitionen
auf alle möglichen Zwischenzuständex ′ und eine anschlie-
ßende Transition auf den Zustandx ′′ betrachtet und alle














x, u, x ′
) · r (x ′, u′, x ′′) . (5)
Mit der Matrizenschreibweise ergibt sich die MatrixT (u,u
′)
für die Transitionswahrscheinlichkeiten für zwei Zeit-
schritte durch eine einfache Matrizenmultiplikation der
EinzelmatrizenT u und T u
′
, alsoT (u,u
′) = T u′ · T u.
Nach k Schritten sind die Transitionswahrscheinlichkeiten
von einem Anfangszustandx aus wieder direkt aus der
entsprechenden Spalte der zusammengesetzten Matrix ab-
zulesen, die durchT u(k) ·T u(k−1) · . . . ·T u(0) gegeben ist. Der
stochastische Automat beschreibt keinen deterministischen
Wechsel seiner Zustandsgrößex und ist somit zunächst
kein deterministisches zeitdiskretes System. Man kann den
stochastischen Automaten allerdings als zeitdiskretes Sys-
tem gemäß Gl. (1) betrachten, wenn man als Zustandsgröße
z die Transitionswahrscheinlichkeitenr(x, u, x ′) bzw. die
TransitionsmatrizenT u verwendet.
Der Zustandz wird dann durch eine Matrix mit derselben
Dimension und Bedeutung wie die MatrizenT u dargestellt.
Die Transitionswahrscheinlichkeitenz(0) zum Zeitpunkt
k = 0 bilden den Anfangszustand des dynamischen Sys-
tems. Wenn noch keine Transitionen stattgefunden haben,
ist die Matrix, die den Anfangszustand beschreibt, z. B.
die Einheitsmatrix. Bei einem Eingabewert vonu(0) er-
geben sich die neuen Transitionswahrscheinlichkeitenz(1)
durchz(1) = T u(0) · z(0) und spätere Transitionswahrschein-
lichkeitenz(k +1) durch
z(k +1) = f(z(k), u(k)) = T u(k) · z(k). (6)
Bild 5 zeigt im oberen Teil einen Ausgangszustandz(k)
und die dazugehörigen Transitionswahrscheinlichkeiten in
einem Zustandsgraphen. Im mittleren Teil befinden sich die
Transitionswahrscheinlichkeitentux′,x = r(x, u, x ′) für eine
6 Streng genommen ist zwischen den Zuständen und ihrer Indizierung
in der Menge X zu unterscheiden. Der Einfachheit halber wird das
Elementx synonym mit seinem Index verwendet.
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Bild 5: Zustandsgraph und entsprechende Transitionswahrscheinlich-
keiten in Matrixform zur Beschreibung des Zustandes z(k ) eines sto-
chastischen Automaten (oben), der Wirkung einer Eingabe u (Mitte)
und des Folgezustandes z(k+1) (unten).
bestimmte Eingabeu. Im unteren Teil zeigt Bild 5 den Fol-
gezustandz(k +1), der sich ausz(k) und der Eingabeu aus
Gl. (6) ergibt.
Die Transitionsfunktion f ist nach Gl. (6) eine einfache
Matrizenmultiplikation. Analog geht man für die Aufstel-
lung der Ausgabefunktiong vor, die die aktuellen Ausga-
bewahrscheinlichkeiten bestimmt.
Ein Fuzzy-Automat ist ähnlich aufgebaut wie ein stochas-
tischer Automat. Der Unterschied besteht darin, dass in
einem Fuzzy-Automaten die Funktionenr und s nicht
Wahrscheinlichkeitsverteilungen, sondern Zugehörigkeits-
funktionen sind. Sie beschreiben keine Übergangswahr-
scheinlichkeiten bzw. Ausgabewahrscheinlichkeiten, son-
dern vielmehr Übergangsmöglichkeiten bzw. Ausgabemög-
lichkeiten.
Analog zum stochastischen Automaten lassen sich in ei-
nem Fuzzy-Automaten Übergangsmöglichkeiten für meh-
rere Schritte bestimmen. Diese lassen sich wieder als Ma-
trizen T u bzw. z(k) darstellen. Dabei geben die Elemente
zx̂,x der Matrix z(k) an, mit welchem Grad die Möglichkeit
eingeschätzt wird, dass ausgehend von einem Anfangszu-
standx der Zustand̂x nachk Eingaben angenommen wird.
Die dynamische Größez in einem Fuzzy-Automaten stellt
also Zugehörigkeitswerte dar, die eine Übergangsmöglich-
keit von einem Anfangszustand zu einem Endzustand auf-
grund einer Folge von Eingaben beschreibt.
Statt des Produkt- und des Summenoperators in Gl. (5) bzw.
der Matrizenmultiplikation in Gl. (6) können in Fuzzy-
Automaten verschiedene Fuzzy-Operatoren ,,◦“ eingesetzt
werden. Bei der Verwendung des Supremum- und Minimu-
moperators ergibt sich so z. B.:







Hierbei ist x̃ der Automatenzustand, der nachk+1 Schrit-
ten möglicherweise angenommen wird. Verwendet man als
Fuzzy-Operatoren Multiplikation und Addition, so ist die
Abbildungsfunktion f wie im Falle der stochastischen Au-
tomaten durch die Gleichung (5) bzw. (6) gegeben. Im
Unterschied zu stochastischen Automaten müssen sich die
Einträge vonz(k) und Tu(k) nicht zu eins ergänzen, da
sie keine bedingten Wahrscheinlichkeiten, sondern bedingte
Möglichkeiten beschreiben.
Fuzzy-Automaten enthalten deterministische und nicht-
deterministische Automaten als Spezialfälle [86]. Im
Umfeld von Fuzzy-Automaten finden sich fuzzy finite
state machines [23; 42; 50; 60; 81], fuzzy cellular auto-
mata [19; 56], Fuzzy-Petri-Netze [26; 49; 51; 72; 82] und
Fuzzy-Markovketten [7; 41], die ähnlich aufgebaut sind.
Fuzzy-Automaten werden zur Erkennung von Mustern ein-
gesetzt [76; 86]. Im Zusammenhang mit Fuzzy-Sprachen
dienen Fuzzy-Automaten z. B. als lexikale Analysato-
ren [21; 53].
4 Vergleich zeitdiskreter Fuzzy-Systeme
In diesem Abschnitt werden die oben vorgestellten zeitdis-
kreten Fuzzy-Systeme verglichen. Dies soll die Entschei-
dung für den Einsatz dieser Systeme erleichtern.
Zusätzlich wird das schon erwähnte Verfahren von Takagi,
Sugeno und Kang [27; 73; 77] kurz behandelt. Es gewich-
tet klassische Differenzengleichungen, indem es Regeln
auswertet, wie z. B. diei-te Regel: ,,Wenn der Eingangs-
größenvektoru(k) . . . ist, dann istx(k +1) = fi(x(k), u(k))
und y(k) = gi(x(k), u(k)).“
Durch die Fuzzifizierung des Eingangsvektorsu(k) wird
der Wahrheitswert bestimmt, mit dem die jeweiligen Regeln
gelten. Die Wahrheitswerte bestimmen dann die Gewich-
tungsfaktoren, mit denen die Differenzengleichungen in der
Konklusion der einzelnen Regeln gewichtet werden. Das
dynamische Verhalten des Systems ist also nicht sprachlich
in den Regeln festgelegt. Vielmehr beschreiben die Diffe-
renzengleichungen das Verhalten. Die sprachlichen Regeln
beschreiben nur, wie stark welche Differenzengleichung
Einfluss auf das Gesamtverhalten hat.
Nachfolgend werden einige relevante Eigenschaften der
verschiedenen Systeme diskutiert. Die Ergebnisse sind in
Tabelle 2 zusammengefasst.
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Tabelle 2: Überblick über die Eigenschaften der verschiedenen zeitdiskreten Fuzzy-Systeme: rekurrente Fuzzy-Systeme (RFS), dynamische Fuzzy-
Systeme (DFS), iterierte Fuzzy-Mengen (IFM), Fuzzy-Automaten (FA) und Takagi–Sugeno–Kang Modelle (TSK) mit den Bewertungen 0 für nicht zu-
treffend, 0,5 für nur bedingt zutreffend und 1 für voll zutreffend.
RFS DFS IFM FA TSK
Dynamik sprachlich durch Regelbasis gegeben 1 1 0,5 0,5 0
Zustandswert wird defuzzifiziert zurückgeführt 1 0 0 0 –
Fuzzy-Mengen auf endlichen Grundmengen definiert 0 0 0 1 0
Fuzzy-Mengen auf reellwertigen Grundmengen definiert 1 1 1 0 1
Inferenz mit Standardmethoden 1 0 1 1 1
Einsatz als zeitkontinuierliche Systeme möglich 0,5 0,5 1 0 1
Will man sprachliche Regeln, die einen zeitdiskreten dyna-
mischen Vorgang beschreiben, eins zu eins in ein Fuzzy-
Modell umsetzen, so bieten sich rekurrente Fuzzy-Systeme
oder dynamische Fuzzy Systeme an. Fuzzy-Automaten und
iterierte Fuzzy-Mengen sind nur bedingt dafür geeignet, da
sie in erster Linie Funktionen fuzzifizieren und nicht regel-
basiert arbeiten. Auch Takagi–Sugeno–Kang Modelle sind
hierfür ungeeignet, da sie die Dynamik explizit durch Dif-
ferenzengleichungen und nicht durch sprachliche Regeln
beschreiben.
Will man durch die Modellierung eine gewöhnliche Dif-
ferenzengleichung erhalten, so muss man einen Ansatz
wählen, der eine Defuzzifizierung enthält, also rekurrente
Fuzzy-Systeme oder Takagi–Sugeno–Kang Modelle. Alle
anderen Ansätze beschreiben den Zustand der dynamischen
Systeme durch Fuzzy-Mengen.
Liegt dem Zustandsraum eine endliche MengeX zu
Grunde, so können nur Fuzzy-Automaten eingesetzt wer-
den. Umgekehrt eignen sich Fuzzy-Automaten nicht für
den Einsatz bei zeitdiskreten dynamischen Systemen, de-
ren Zustandsraum auf einem reellen VektorraumX aufbaut.
Alle anderen Ansätze können ohne Einschränkung damit
umgehen.
Alle Ansätze, mit Ausnahme der dynamischen Fuzzy-
Systeme, nutzen Standardverfahren für die Berechnung des
neuen Zustandes.
Manche der Ansätze sind auch für den Einsatz in zeitkon-
tinuierlichen Systemen geeignet. Am einfachsten ist dies
bei Takagi–Sugeno–Kang Modellen möglich, da dort die
Differenzengleichungen in den Regeln einfach durch Dif-
ferentialgleichungen ausgetauscht werden können. Iterierte
Fuzzy-Mengen sind nach ihrer Definition zeitdiskret. Ihre
Verallgemeinerung, die fuzzy-dynamischen Systemen, las-
sen sich dagegen in ihrer erweiterten Form für die Darstel-
lung von zeitkontinuierlichen Fuzzy-Systemen verwenden.
Dies geht aber mit der Nutzung von erheblich komplexe-
ren mathematischen Methoden einher (vgl. [38]) und führt
auf Fuzzy-Differentialgleichungen [16; 29; 30; 83]. Für zeit-
kontinuierliche ,,dynamic fuzzy systems“ gibt es eigene
Ansätze [90; 91]. Rekurrente Fuzzy-Systeme und dynami-
sche Fuzzy-Systeme sind für zeitkontinuierliche Systeme
nur bedingt einsetzbar, denn die Regeln der Regelbasis, die
sie umsetzen, sind als Transitionen in einem zeitdiskreten
System aufzufassen. Prinzipiell sind solche zeitkontinuier-
lichen rekurrenten Fuzzy-Systeme jedoch realisierbar [4],
erfordern aber eine andere Systemtheorie. Im Bereich der
Fuzzy-Automaten würde eine Erweiterung auf zeitkonti-
nuierliche Systeme die zentrale Idee des ,,fuzzifizierten
Automaten“ nicht mehr erlauben.
5 Zusammenfassung
Neben statischen Fuzzy-Systemen gibt es eine Reihe von
Ansätzen für Fuzzy-Systeme mit Dynamik. Im Bereich der
zeitdiskreten Fuzzy-Systeme wurden die wichtigsten vier
Kategorien dargestellt. Als regelbasierte Ansätze wurden
rekurrente Fuzzy-Systeme und dynamische Fuzzy Systeme
betrachtet. Rekurrente Fuzzy-Systeme nutzen ein Fuzzy-
System, um den Übergang des defuzzifizierten Zustands auf
einen neuen zu beschreiben. Dynamische Fuzzy-Systeme
beschreiben den Zustand durch eine interpretierbare Fuzzy-
Menge und nutzen einen eigenen Inferenzmechanismus, um
den neuen Zustand zu berechnen. Die anderen Ansätze ba-
sieren auf dem Erweiterungsprinzip von Zadeh: Iterierte
Fuzzy-Mengen und deren verwandte Ansätze beschreiben
die Dynamik von Fuzzy-Mengen, die auf Intervallen defi-
niert sind, während Fuzzy-Automaten Fuzzy-Mengen ver-
wenden, die auf endlichen Grundmengen definiert sind.
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