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objects, we use a spatial resolution test and an iron sphere with quasi-symmetric cracks resulted from shock compression. In case of DOT, we use model data from the numerical solution of a time-dependent diffusion equation with an instantaneous point source (time-domain measurement technique). We consider a traditional geometry where sources and receivers are on the boundary of a scattering object in the form of a flat layer (Konovalov et al., 2006b ). The object contains periodic structures created by circular absorbing inhomogeneities. In both cases, the inverse problem is solved using algebraic reconstruction techniques (additive and multiplicative) which we modernized to attain the better convergence of the iterative reconstruction process 2006b) . Procedures used to calculate the weight matrices are described in detail. Solution correction formulas are modified with respect to distributions of weight sums and solution correction numbers over image elements. Weighted smoothing is performed at each iteration of solution approximation. We use a priori information on whether the solution is non-negative and on the presence of structure-free zones in the reconstruction region. For post-processing of reconstructed tomograms, we use space-varying restoration (Konovalov et al., 2007) , methods for enhancing informativity of images based on its nonlinear color interpretation (Mogilenskikh, 2000) and methods for estimating image informativity based on binary operations and visualization algorithms (Mogilenskikh & Pavlov, 2002; Mogilenskikh, 2003) . Results of investigation help decide how spatial resolution depends on the degree of data incompleteness and draw inferences on whether the modified reconstruction techniques are effective and on the investigated post-processing methods are capable of making tomograms more informative. The chapter is organized as follows. Section 2 gives a general formulation of the tomography problem. It is shown that the inverse problem of DOT, like the problem of reconstruction from X-ray projections, can be reduced to a solution of an integral equation with integration along the trajectory. The Section describes a discrete model of a 2D reconstruction problem and modernized algebraic techniques. Section 3 gives examples of 2D reconstruction from experimental radiographic data and model diffusion projections from optical inhomegeneities. The Section makes a quantitative analysis of the spatial resolution of tomograms reconstructed from strongly incomplete data. Section 4 describes post-processing methods and gives examples of their use. Section 5 draws inferences and outlines further research in the area.
Generality of our approach to reconstruction from strongly incomplete data

From the Radon transform to the fundamental equation of the PAT method
The problem of reconstruction in computed tomography is known to be formulated as follows: find the best estimation of a function of spatial coordinates ) (r f , called an object function, from a discrete set of its measured projections. Generally, each projection can be written as a weighting integral
Algebraic Reconstruction and Post-processing in Incomplete Data Computed Tomography: From X-rays to Laser Beams 489 where ) (r w is a weighting function which depends on source and receiver positions in space, the type of actual physical measurements and the way of data recording. In transmission X-ray tomography where the spatial distribution of the extinction coefficient ) (r μ is reconstructed, it is usually assumed that the weighting function is unity along a line L connecting a point source and a point receiver, and zero elsewhere. Then expression (1) turns into the linear integral
In computed tomography, it is known as the Radon transform. Integral (2) is inverted with a linear reconstruction model implemented with the use of both integral algorithms (Kak & Slanay, 1988) and algebraic techniques (Herman, 1980) . Divergence of the probing beam in, for example, proton (Hanson, 1981; 1982) or diffraction (Devaney, 1983) tomography makes it necessary to consider not a line but a narrow 3D strip of a finite length. In this case, it may be needed to change from linear integration (2) to volume one (1) and pose restrictions on the use of the linear reconstruction model. Diffuse optical tomography (DOT) of strongly scattering media is the most demonstrative example of non-linear tomography. Laser beams used for probing undergo multiple scattering, so photon trajectories are not regular and photons are distributed in the entire volume V under study. As a result, each point in the volume significantly contributes to the detected signal. If, for example, we deal with absorbing inhomogeneities of tissues examined by pulsed probing with the time-domain measurement technique, integral (1), in the approximation of the perturbation theory by Born or Rytov, takes the form (Lyubimov et al., 2002; 2003 )
where t is the time-gating delay of the receiver recording the signal, v is the light velocity in the media, is the distribution function of the absorbing inhomogeneities. Local linearization of the inverse problem of DOT is usually done with multi-step reconstruction algorithms based on the variational formulation of the radiation transport equation (or its diffusion approximation). The Newton-Raphson algorithm with the Levenberg-Marquardt iterative procedure (Arridge, 1999 ) is a typical example of these algorithms. The multi-step algorithms provide a relatively high spatial resolution (~5 mm) for diffusion tomograms, but they are not as fast as required for real-time diagnostics because we have to solve a forward problem, i.e. the problem of propagation of radiation through matter, many times by adjusting at each linearization step the matrix of coefficients of a system of algebraic equations describing the discrete reconstruction model. There is a unique opportunity to accelerate the reconstruction procedure: to change in expression (3) from volume integration to integration along a conventional line connecting point source and point receiver. Using a probabilistic interpretation of light transfer by Vision Systems: Applications 490 means of the conditional probability density P , Lyubimov et al. (2002; 2003) proved that integral (3) could be presented as
where L is a curve defined by coordinates of the mass centers of the instantaneous distributions P in accordance with
which we call a photon average trajectory (PAT). Here l is a distance along the PAT, ) (l v is the relative velocity of the mass center of the distribution P along the PAT as a function of l , is the operator of averaging over the spatial distribution P . Integral equation (4) is a fundamental equation of the photon average trajectories method (PAT method) in case of time-domain measurement technique. It is an analog of Radon transform (2) and can be inverted with the fast algorithms of projection tomography. In other words, converting (3) into (4) offers an opportunity to change from multi-step to one-step reconstruction in the sense that the system of algebraic equations describing the discrete reconstruction model is only inverted once and hence, to achieve significant savings in computational time. Equation (4) has definitely a number of differences from equation (2), specifically: (a) Integration is performed along not a straight but curved line; (b) Under integral (4), there is a weighting distribution
which depends on spatial coordinates; and (c) Trajectory integration is applied not to the object function itself, but to a function averaged over the spatial distribution P .
The latter means that the reconstructed image is degraded by a priori blur which requires additional work, i.e. post-processing of tomogram. With the above differences, it becomes clear that the inversion of equation (4) with the linear reconstruction model requires certain assumptions which may affect the quality of reconstructed images. Nevertheless, our earlier studies 2006b; 2007; Lyubimov et al., 2002; 2003) and results presented in Sections 3 and 4 show that the PAT method is quite effective in the context of the tomogram quality versus reconstruction speed trade-off.
Discrete image reconstruction model
In medical applications of X-ray computed tomography, equation (2) is usually inverted by means of integral reconstruction algorithms such as the backprojection algorithm with convolution filtering (Kak & Slanay, 1988) . In FVCT where the number of views is small, reconstruction with the integral algorithms gives aliasing artifacts which are present on tomograms as "rays" tangential to reproduced structures (Palamodov, 1990) . Different smoothing and regularization methods can be applied to remove these artifacts which strongly restrict the resolution of small details. But the quality of reconstructed images still remains far from satisfactory. It is also difficult to invert equation (4) 2007; Lyubimov et al., 2003) are based on the assumption that the PATs are almost straight lines inside the scattering object. But with this approach it is impossible to reconstruct the spatial distribution of absorbing inhomogeneities near boundaries where photons escape from the object like an avalanche and the PATs strongly bend. In this case, both in FVCT and in DOT, it is appropriate to use iterative algebraic algorithms implementing a discrete reconstruction model. In this chapter, without loss of generality, we will only consider examples of 2D reconstruction, i.e. reconstructions of 2D images. The generalized discrete model of 2D reconstruction is formulated traditionally (Herman, 1980) . Let us establish a Cartesian grid for square image elements so that it covers the object. Assume that the reconstructed object function takes a constant value kl f in an element with
L be a straight line or PAT connecting i -source and j -receiver, and ij g be a projection measured by j -receiver from i -source.
Then the discrete reconstruction model can be characterized by a system of linear algebraic equations (Herman, 1980; Lyubimov et al., 2002) . In this case, the matrix of coefficients of system (6) (hereafter, weight matrix) appears to be highly sparce because each trajectory intersects very few cells. This fact markedly worsens convergence of algorithms used to solve system (6) that is strongly underdetermined due to incomplete data. To reduce the number of zero elements in the matrix, we modernized the method for calculation of ijkl W having changed the infinite narrow trajectory by a strip of a finite width 2006b) . In X-ray tomography, the strip is long trapeze (Figure 1(a) ). Its bases are source aperture (the linear size of the focal spot) and receiver aperture (as a rule, the intrinsic resolution of the recording system). In this case, the weights can be calculated with the formula
where ijkl S is the area of intersection of the strip corresponding to i -source and j -receiver 
This zone is shaped as a banana (Lyubimov et al., 2002; Volkonskii, 1999) with vertices at the points of source and receiver localizations on the boundary of the scattering object. Therefore, for the ) , ( j i -strip we take a banana-shaped strip (Figure 1(b) ) whose width is directly proportional to the RMSD:
The problem is thus reduced to finding statistical characteristics (5) and (8) of photon trajectories. Note that the exact analytical calculation of ) (τ R and ) (τ Δ is difficult for even simple configurations such as a circle or a flat layer. The use of numerical techniques is undesirable because of the necessity to save computational time. Therefore, a number of simplifying assumptions should be done. Lyubimov et al. (2002) and Volkonskii et al. (1999) propose to approximate the PAT by a three-segment broken line whose end segments are orthogonal to the boundary of the scattering object and the middle segment connects the end ones. This approach is effective if inhomogeneities are located inside the object, but causes distortions if inhomogeneities are near the boundaries where the PATs bend. In this chapter we configure banana-shaped strips in the geometry of a flat layer using a simplified analytical approach based on the analysis of PAT bending near a plane boundary. The approach uses the time-dependent radiation transport equation in the diffusion approximation. Konovalov et al. (2006b) showed that in the case where a instantaneous point source was in a homogeneous halfspace (a half-plane in 2D) (9)). After that the distance OD is calculated with (9) and the distance SO is obtained through its symmetric reflection about the point O . 
Xx, m
Yy, m S5 D17 D20 D23 D26 D29 D32 equals to 32×16 (32 sources and 16 receivers). In the reconstruction we will vary the number of sources to study how the spatial resolution depends on the degree of data incompleteness. High accuracy of RMSD calculation is not crucial for the construction of banana-shaped strips. Therefore, in accordance with the inference of Volkonskii et al. (1999) that RMSD is actually independent of the form of the object, we can use the following simple formula for infinite space:
Boundaries of banana-shaped strips are defined as follows.
(a) Define a set of discrete times • To all cells found, assign a value which equals the velocity averaged over two times:
• If some value old ijkl v has already been assigned to a cell, it is updated with the
where new ijkl v is the new value and N is the number of previous updates. The proportionality coefficient
which defines the width of the banana-shaped strip is selected from a condition dictating that all strips must sufficiently fill the area of the object. Figure 6 shows the filling of the rectangular object presented in Figure 3 for ratio of sources and receivers (hereafter, measurement ratio) 32×16 and γ equal to 0, 0.05, 0.15, and 0.25. In Figure 6 (a), (b), and (c), there are extended regions with no strips (shown in blue). This means that, if the grid is of high resolution, there are cells where corrections won't be introduced during the process of reconstruction. In Figure 6 (d) these regions are very small in size which minimizes the probability that "dead" cells will appear. That is why we reconstruct the absorbing inhomogeneities embedded in the scattering object shown in Figure 3 using banana-shaped strips whose width is
It should be noted that the problem of area filling in FVCT is not as decisive as in DOT if even the strips are very narrow. Despite the small number of views, the number of strips corresponding to one view is rather large (> 100).
Algebraic reconstruction techniques and methods of their modification
When selecting an algorithm to invert system (6), we must remember that in case of very incomplete data, the system appears to be strongly underdetermined. That is why the problem of solution regularization is of great importance in the context of the need to approximate the solution correctly and hence, to obtain tomograms which are free of artifacts. It is well known that the minimum of artifacts corresponds to the minimum of information contained in images. Under these circumstances, it seems appropriate to do reconstruction with an approach based on entropy optimization (Levine & Tribus, 1978) . In this chapter we study the multiplicative algebraic reconstruction technique (MART) which implements the entropy maximum method. The problem of solution regularization is formulated as follows. Our experience of using the algebraic techniques in FVCT (Konovalov et al., 2006a) and DOT (Konovalov et al., 2006b; Lyubimov et al., 2002) suggests that a number of modifications to formulas (14) are needed to improve convergence in case of strongly incomplete data. So, expressions (14) does not allow for (a) the non-uniform distributions of weight sums and solution correction numbers over the cells; and (b) any a priori information on the spatial distribution of reproduced structures. As a result, both algorithms including the MART with regularization (13) often converge to a wrong solution. Because of the incorrect redistribution of intensity, images exhibit distinct artifacts which are often present in the regions where the structures are actually absent. To avoid these shortcomings, we here use the following formulas for modified algebraic techniques 
N is the total number of strips used in reconstruction, and w is the matrix of correction factors which allow for a priori information on the object function (see below).
Step 2 
is the operator which normalizes the distributions } { kl W and } { kl A .
Vision Systems: Applications 498
Accounting for the distributions of reduced weight sums and correction numbers over the cells is most crucial for DOT where they are markedly non-uniform (Figure 7) . Figure 8 shows an example of reconstruction of the scattering object with two circular absorbing inhomogeneities 0.8 cm in diameters (see Section 3.2). Here and after the red triangles represent the localizations of the sources used for reconstruction. The Figure 
} { kl w
Such a definition of the set of multilevel regions with values that monotonically decrease from unity to zero (Figure 9(d) ) allows artifacts to be avoid in the structure-free zones, i.e. where the object function must be zero or close to zero. The effect of accounting for } { kl w is demonstrated in Figure 10 which illustrates the reconstruction of the section of a sphere from 24 views by the MART. For visual demonstration, reconstructions are presented as surface plots. It should be noted that in the case of the AART, it is also appropriate to use a priori information on whether the reconstructed object function is non-negative. For this end, all negative elements in the solution approximation are changed by zeros at each iteration. In the case of the MART, this is not needed because the algorithm works with a priori positive values.
Examples of reconstruction of test objects and quantitative analysis of tomograms
Reconstruction of strongly absorbing structures from few X-ray views
This section gives examples of 2D reconstruction of objects with strongly absorbing structures from experimental radiographic data. The objects include Algebraic Reconstruction and Post-processing in Incomplete Data Computed Tomography: From X-rays to Laser Beams 501 (a) a foam plastic cylinder 6 cm in diameter with periodical spatial structures in the form of rows of coaxial thin steel rods whose diameters are 1.5, 2.5, 5 and 8 mm, and (b) an iron sphere 4.8 cm in diameter with lots of internal damages from shock compression. X-ray projections are detected with a simple experimental setup (Figure 11 (a) ). The radiation source is a pocket-size betatron with a small focal spot (about 1 mm) and a relatively small effective energy of the photon spectrum (about 2 MeV). The recording system combines a luminescent amplifying screen and an X-ray film. The object is placed between the source and the recording system so as to ensure that the film fully covers the object's shadow. To determine parameters of the characteristic curve of the recording system (photometric density versus exposure), we register the image of a step lead wedge with the object, as shown in Figure 11 . Distances between the source and the object and between the source and the recording system are, respectively, 150 and 220 cm for the cylinder with periodic structures and 120 and 180 cm for the shocked sphere. To collect information, each film with the X-ray image is scanned using a laser scanner with a small focal spot. Digital data collected are converted from scanner counts into film exposures with a technique (Kozlovskii, 2006) 
where I is the photometric density, H is the exposure, 0 I is a parameter which characterizes the density of film fogging, max We assume that each X-ray in the conic beam is detected by a conventional receiver whose aperture is larger than the size of one cell of the digitized x-ray photograph. It is appropriate to take the aperture to be equal to the intrinsic resolution of the recording system. So, in order to calculate projections, we must average the exposures H over aperture areas.
Projections are calculated as
where 0 H is film exposure without the object (background). 
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MART is a bit better than that of the images reconstructed by the AART. For the images shown in Figure 12 , the visual resolution limit seems to be close to 1.5 mm because the row of 1.5-mm-diam rods is clearly seen in the upper images (MART, 12 and 8 views; AART, 12 views) and hardly distinguishable in the others. The quantitative analysis of spatial resolution is given in Section 3.3. Figure 13 shows the tomograms of a middle section of the shocked sphere reconstructed by the modified MART in comparison with its photo taken after the sphere was cut with an elecroerosion machine. It is seen from Figure 13 Tomograms presented in Figure 13 qualitatively differ from those in Figure 12 : the spatial structures in the sphere "drop" in reconstruction, i.e. the structures in the center are reproduced less intensively than the structures near its boundary. This is caused by the effect of beam hardening (Kak & Slanay, 1988) which distinctly manifests itself in the reconstruction of strongly absorbing objects. This proves that tomograms need post-processing.
Reconstruction of optical inhomogeneities embedded in strongly scattering media from model diffusion projections
To demonstrate efficiency of the modified algebraic algorithms for one-step reconstruction of diffuse optical tomograms, we conduct a numerical experiment where we simulate scattering objects with absorbing inhomogeneities and calculate diffusion projections. Four square objects 11×8 cm 2 in size (Figure 3 ) are considered. Light velocity in the media and diffusion and absorption coefficients are 0.0214 cm/ps and 0.066 cm and 0.05 cm -1 , respectively. Each object has two circular inhomogeneities of identical diameters; they are near the center at a distance of one diameter from each other. Diameters of inhomogeneities in different objects are 1.2, 1.0, 0.8 and 0.6 cm. The inhomogeneity absorption coefficient is equal to 0.075 cm -1 . To simulate diffusion projections, we solve the time-dependent diffusion equation with the instantaneous point source in the reproduction of spatial structures. In all tomograms, inhomogeneities are deformed (elongated) because of averaging over the spatial distribution of photons. This makes it necessary to apply post-processing methods to neutralize such blur. To investigate how the degree of data incompleteness influences the quality of tomograms, we reconstruct scattering objects for measurement ratios 16×16, 8×16 and 4×16. As an example, Figure 15 shows a reconstructed object with inhomogeneities 0.8 cm in diameter. The number of sources is given on the left of the Figure. It is seen that in case of 4 sources (the lower row of images), the inhomogeneities are falsely shifted and not resolved relative each other in the case of the AART. The quantitative analysis of spatial resolution is discussed in Section 3.3.
MART AART
16 8 4 Figure 15 . Reconstructions of the object with 0.8-cm-diam inhomogeneities for measurement ratios 16×16, 8×16, and 4×16
Quantitative analysis of tomogram resolution
In parallel beam projection tomography, the visualization system is usually described with a model of a linear filter invariant to spatial shift (Papoulis, 1968) . The model allows the spatial resolution to be evaluated using a modulation transfer function (MTF) defined as the amplitude of system response to the harmonic signal. In the strict sense, the spatially invariant model is not applicable either in FVCT (because of fan beam geometry and strongly incomplete data), or in DOT (no regular straight photon trajectories). That is why, in this Section, we use the MTF only for the rough estimation of the resolution limit. On the contrary, in Section 4.1, blur of diffuse optical tomograms is neutralized with a spatially variant model which accounts for the dependence of spatial resolution on inhomogeneity localization.
To estimate the resolution from images of periodical spatial structures, we use the standard technique described, for example, by Konovalov et al. (2006a) and Lyubimov et al. (2002) . From the profile of each reconstructed row of rods ( Figure 12 ) or inhomogeneities ( Figure 14 and Figure 15 ), we define the modulation transfer coefficient (MTC) as the average relative depth of the valley between peaks. The discrete spatial frequencies are assigned to diameters of the rods (inhomogeneities). A dependence of the MTC on spatial frequency is taken as an estimate to the MTF. Figure 16 (FVCT) and Figure 17 (DOT) illustrate the MTFs characterizing accuracy at which spatial structures are reconstructed from incomplete data by the modified MART and AART. It is seen that all curves from MART (red lines) run higher than those from AART (black lines), proving that the multiplicative algorithm that optimizes entropy is less restrictive in the reproduction of high-frequency spatial structures than the additive algorithm. So, for example, in reconstruction from 4 views (Figure 16(d) ), 20% contrast (the conventional visual resolution limit (Papoulis, 1968) ) corresponds to spatial frequencies 3.4 and 1.9 cycles/cm, if MART and AART are used. That is, if we are limited to 4 views, only spatial structures whose linear sizes are larger than 1.5 and 2.6 mm can be resolved in images reconstructed by the multiplicative and additive algebraic algorithms, respectively. Table 1 contains the estimates of the spatial resolution limit obtained in this manner from Figure 16 and Figure 17 . Digits in brackets present similar estimates from the blue curves constructed for MART tomograms after space-varying restoration (see Section 4.1). Table suggests that the use of the modified MART in FVCT helps get close to the resolution of medical X-ray tomography which uses the full set of views. As for DOT, the resolution of the PAT method reached again with the modified MART is only slightly worse than the resolution of tomograms reconstructed by the multistep reconstruction algorithms (Arridge, 1999) and there is still hope to improve it through post-processing.
Reconstruction technique
Post-processing of tomograms
Space-varying restoration
As mentioned in Section 3.3, the strict description of the visualization system both in FVCT and DOT can only be made with a spatially variant blur model. In FVCT, spatial variance at a rough approximation can be neglected because the size of the object is small compared to source-object and object-receiver distances. In DOT, the strong dependence of structure reconstruction accuracy on structure localization directly follows from expressions (8) and (10) which characterize the theoretical limit of spatial resolution. The theoretical resolution tends to zero near boundaries. In the center, the resolution is worst and depends on the degree of data incompleteness (Table 1) . The traditional approach (Fish et al., 1996) to the restoration of images degraded by spatially variant blur is based on the assumption that blur is approximately spatially invariant in small regions of the image. Each such region is restored with its own spatially invariant point spread function (PSF) and results are then sewn together to obtain the full true image. This approach gives blocking artifacts at the region boundaries and they need to be removed by some means or other. In this chapter we restore diffusion tomograms using the blur model of Nagy et al. (2004) . In accordance with the model, the image is divided into a number of regions where the PSF is approximately spatially invariant. However, instead of deblurring each region separately and then combining restoration results, the method interpolates individual invariant PSFs and restores the entire image. The discrete restoration problem for a tomogram with blur f is described by a system of linear algebraic equations
where Q is a large, ill-conditioned matrix describing the blurring operator and, z is a discrete representation of the true image. Matrix Q contains all non-zero elements of each of the spatially invariant PSF assigned to the individual regions of the tomogram. Q also accounts for a priori information on the extrapolation of the restored image beyond its boundaries, i.e. boundary conditions. This is necessary to compensate for near-boundary artifacts caused by Gibbs effect. So, for example, in the case of reflexive boundary conditions that we use for restoration, Q is the sum of the banded block Toeplitz matrix with banded Toeplitz blocks (Kamm & Nagy, 1998) and the banded block Hankel matrix with banded Hankel blocks (Ng et al., 1999) . Each spatially invariant PSF assigned to an individual region of the diffusion tomogram is simulated by performing the following sequence of steps. (24), we selected the iterative residual norm steepest descent algorithm (Kaufman, 1993) that converges rather fast and has a semi-convergence with respect to the relative error z z z − s , where s z is the approximation to z on s -iteration. This is of great importance for getting the regularized solution. Here we omit details of the procedure used to restore diffuse optical tomograms reconstructed by the PAT method. They can be found in (Konovalov et al., 2007) . Figure 14 and Figure 15 . The corresponding number of sources used for reconstruction and simulation of individual PSFs is given on the left and on the right of Figure 18 . For restoration, a tomogram is divided into two conditionally spatially invariant regions, each of them containing its own absorbing inhomogeneity. To simulate the PSF, we defined a point inhomogeneity in a triangle located in the center of the inhomogeneity. It is seen from the Figure that we succeeded to not only improve resolution, but also neutralize deformations in the inhomogeneity shape. After restoration, the structures are reproduced much better even through the data are ultimately incomplete (see right image at the bottom of Figure 18 ). Blue curves in Figure 17 show MTFs constructed from the profiles of restored MART-tomograms. The corresponding estimates of spatial resolution provided in Table 1 in brackets demonstrate a significant gain in resolution (more than 16% for measurement ratio 32×16) due to space-varying restoration. It should be noted that the problem of restoration of spatially variant blur is also needed in FVCT. However, to get the effect here, the PSF must be defined for each image cell, as the resolution in FVCT is much better than that in DOT (see Table 1 ). It is extremely difficult to do because of enormous requirements for computing and time resources. Search for an acceptable solution which will help implement a spatially variant model in FVCT is the subject of our short-term interest.
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Post-processing based on nonlinear color interpretation
The effect of gamma-quanta beam hardening ( Figure 13 ) is caused by the polyenergetic spectrum of radiation source and dependence of the object function (extinction coefficient) on the photon energy. Existing methods for eliminating beam hardening artifacts fall into three categories: pre-processing of projection data (Brooks & Chiro, 1976; McDavid et al., 1977) , iterative post-processing of reconstructed tomogram (Elbakri & Fessler, 2002; Yan et al., 2000) and dual-energy imaging (Alvarez & Macovski, 1976; Kak & Slanay, 1988; Konovalov et al., 1999; 2000) . The pre-processing methods are low efficient when high-contract structures are reconstructed. The most accurate iterative post-processing methods require, as a rule, extensive computation and turn out to be time-consuming. The dual-energy methods presuppose data recording for different spectra of radiation source, as well as additional calibration procedures to measure the effective photon energy (Konovalov et al., 1999; 2000) . Figure 19 . Results of application of linear (left) and nonlinear (right) palette to the images presented in Figure 13 (b), (c), and (d)
For "flattening" the image intensity in order to compensate the beam hardening effect, we use simplified approach based on an application of the color interpretation methods. We consider the methods for creation of nonlinear color palettes and nonlinear statistical and analytical functions of correspondence between image intensity and color space. Detailed description of algorithms is given in (Mogilenskikh, 2000) . This chapter is mainly focused on illustrative examples of their application. The color palette is the ordered set of colors from the color space where each color corresponds to its own ordinal number. If the palette is nonlinear, the set of colors form a curvilinear trajectory in the color space. For image visualization with the use of the color palette we should form the law of correspondence between image intensities and colors in the cells (hereafter, correspondence function, CF). The argument value of such function is the image intensity, and the function value is the color or the color index in the palette. The linear CF is usually applied. Figure 19 shows the result of application of the linear blackand-white palette and the linear CF (left), as well as nonlinear palette including four basic colors (blue, yellow, red, and green) and the linear CF (right) to the tomograms given in Figure 13 . It is seen that the fracture area is more obviously revealed in the second case. However, the linear CF does not always allow data interpretation to be informative enough.
To enhance the image informativity, we use the nonlinear statistical and analytical CF. The algorithm for creating the nonlinear statistical CF can be briefly described by the following sequence of steps. 
(d) Form the nonlinear CF through addition of the statistical CF (step(c)) and the linear CF (step (a)). Left column of images in Figure 20 demonstrates the example of application of such nonlinear CF to tomograms given in Figure 13 . Thus, it is possible to automatically distinguish informative contours of factures and simultaneously preserve intensity shades inside the image. The essence of analytical CF is in applying the nonlinear color coordinate scales to attain the correspondence between the color and the intensity in the cells. Elementary functions and their algebraic combinations are used for that. Right column of images in Figure 20 shows the result of application of exponential CF
to images given in Figure 19 Algebraic Reconstruction and Post-processing in Incomplete Data Computed Tomography: From X-rays to Laser Beams 513 on the left. The type of the function is selected on the basis of the a priori information on the homogeneity of high-density structures of the object, which helps to present the internal facture pattern in the palette of two colors: black and white. This allows the informative regions of cracks and their boundaries to be strongly distinguished. Figure 13 (a). For comparison, a variety of methods based on binary operations and visualization algorithms (Mogilenskikh & Pavlov, 2002; Mogilenskikh, 2003) can be used. In our case, processing of the photo includes the construction of the same-level isolines, clearing of half-tones between the isolines, and filling of the isolines-bounded areas by black (Figure 21(a) ). The processed photo is superimposed onto the processed tomograms given in Figure 20 on the right. As a result of binary operations, one obtains three-tone images presented in Figure 21 (b), (c), and (d), where gray color characterizes the difference, and black and white -coincidence. The relations between gray areas and black area of the etalon image are equal to 0.03, 0.19, and 0.28, respectively. These quantitative estimates and visual analysis of Figure 21 show that the accuracy of reproduction of the fine fracture pattern seems to be unsatisfactory for reconstructions by 12 (Figure 21(c) ) and 8 views (Figure 21(d) ). This conclusion is in agreement with the results of Table 1 , which show that the spatial resolution limit is worse than 1.0 mm when the number of views does not exceed 12.
The methods for creating the nonlinear CF are also efficient in the case of the diffusion tomagrams post-processing. The space-varying restoration of tomograms obviously improves but still reproduces incomplete profile of inhomogeneities. And as it follows from Figure 22 , nonlinear-CF-based processing of restored tomogram of the scattering object with 0.8-cm-diam inhomogeneities makes it possible to approach a "flat region" of the true profile. 
Conclusion
In this chapter we consider two examples of algebraic reconstruction in incomplete data computed tomography: few-view X-ray computed tomography and one-step diffuse optical tomography. Multiplicative algebraic reconstruction technique optimizing the entropy allows the better quality of tomograms to be obtained. It is shown that, to enhance the convergence of iterative reconstruction procedure and to minimize the artifact level on tomograms, the conventional formulas of solution correction should be modified. The presented results of reconstruction demonstrate the efficiency of the following our modifications: (a) To calculate the weight matrix, we use not the lines but the narrow strips which provide the sufficient filling of the reconstruction area.
(b) We take into account the non-uniformity of the distributions of the weight sums and the solution corrections numbers over the image elements. (c) We calculate the correction factors which account for a priori information on whether the solution is non-negative and on the presence of structure-free zones in the reconstruction area. For increasing the accuracy of spatial structures reproduction under conditions of the strong incompleteness of data, it is advisable to post-process the reconstructed tomograms with the use of a priori information about the object. We demonstrate the efficiency of the methods of space-varying restoration and post-processing with nonlinear palette and nonlinear function of correspondence between the palette color and image intensity in the cells. As a result, we obtain the reproduction quality close to that of medical tomograms in the case of few-view tomography and close to quality of diffusion tomograms reconstructed by well-designed multi-step algorithms in the case of diffuse optical tomography. In conclusion it should be noted that, for calculation, we use a rather slow soft-ware medium like MATLAB and a Windows XP Intel PC with 1.7-GHz Pentium 4 processor and 256-MB RAM. Computational time of the reconstruction-restoration procedure for diffuse optical tomograms is 1.5…2.5 minutes. These digits are better than those for multi-step reconstruction, but they do not satisfy the requirements of real-time medical explorations. In the future, it is interesting to optimize the duration of the diffuse optical image production. The implementation of a spatially variant blur model in few-view computed tomography is also the subject of our short-term interest.
