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In this paper, we study a quasilinear nonuniform parabolic system
modelling chemotaxis and taking the volume-ﬁlling effect into ac-
count. The results on the existence of a unique global classical solu-
tion was obtained in Cies´lak (2007) [4]. However, the convergence
to equilibrium was not considered in that paper. In this paper,
we ﬁrst obtain the crucial uniform boundedness of the solution.
Then with the help of a suitable non-smooth Simon–Łojasiewicz
approach we obtain the results on convergence to equilibrium and
the decay rate.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and main results
This paper is concerned with a quasilinear nonuniform parabolic system modelling chemotaxis and
taking the volume-ﬁlling effect into account [19]. More precisely, the system studied in this paper
reads as follows [4,19]:
* Corresponding author. Fax: +86 21 65611947.
E-mail addresses: yanyanzhangfd@yahoo.cn (Y. Zhang), songmuzheng@yahoo.com (S. Zheng).0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2009.09.021
Y. Zhang, S. Zheng / J. Differential Equations 248 (2010) 1684–1710 1685⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
= ∇ · {D(u)∇u − B(u)∇v}, (x, t) ∈ Ω × (0,∞), (1.1)
∂v
∂t
= αv − βv + γ u, (x, t) ∈ Ω × (0,∞), (1.2)
∇u · n = 0, ∇v · n = 0, (x, t) ∈ Γ × (0,∞), (1.3)
u(x,0) = u0(x) 0, v(x,0) = v0(x) 0, x ∈ Ω, (1.4)
with
B(u) = χ0ue−du, D(u) = D0(1+ du)e−du, (1.5)
where Ω ⊂ Rn with 1  n  3 is a bounded domain with smooth boundary Γ , α, β , γ , d, D0, χ0
are given positive constants, and n denotes the outer normal vector. Here u and v are cells and
chemoattractant densities, respectively.
In what follows we recall some references on the model and the related results. The classical model
describing the aggregation phase of chemosensitive motion of cells was ﬁrst proposed by Keller and
Segel [14]. A typical version of the Keller–Segel model is the following (see [7,11,13,19,21–23]):
{
ut = ∇ ·
{
K (u)∇u − uχ(u, v)∇v},
vt = αv − βv + γ u, (1.6)
in Ω × (0,∞) with
χ(u, v) = q(u)χ˜ (v), K (u) = D0
(
q(u) − q′(u)u). (1.7)
Here χ = χ(u, v) is commonly referred as the chemotactic sensitivity, and q(u) represents the prob-
ability of a cell in position x and time t ﬁnding space at its neighboring location. When q(u) and
χ˜ (v) are both constants, system (1.6), (1.3), (1.4) becomes the so-called minimal version of the clas-
sical Keller–Segel model (see the survey [10]) for which blow-up occurs in dimensions n  2 (see,
e.g., [11,12,15]). In contrast, blow-up does not occur when volume-ﬁlling effect, which can be di-
vided into two cases in the literature, is taken into account (see, e.g., [3,7,13,16,19,21–23]). The ﬁrst
case of volume-ﬁlling effect was introduced in [7], where the authors studied the chemotaxis model
with volume-ﬁlling effect under the assumption that there is a maximal density UM of cells at which
chemotaxis vanishes. Thus
q(UM) = 0 and q(u) > 0 for 0 u < UM . (1.8)
In this case, very high densities of cells are precluded. A typical version with q(u) = 1 − u and thus
K (u) = D0 was studied in detail in the literature. More precisely, the existence of the classical global
solution, the existence of a global attractor and the convergence to equilibrium have been studied in
[13,21–23]. Moreover, in [3] and [16], with the general volume-ﬁlling assumption (1.8), a two-sidedly
degenerate chemotaxis model, i.e., K (0) = K (UM) = 0, K (s) > 0 for 0 < s < UM , and a one-sidedly
degenerate chemotaxis model, i.e., K (UM) = 0, K (s) > 0 for 0  s < UM were studied, respectively.
The existence, uniqueness, and regularity of weak solutions were discussed in these two papers.
The second case of volume-ﬁlling effect was introduced in [19], where the author investigated
the biology with different assumptions from that they put on the model in [7]. It was suggested to
consider the case where there is no value of u at which chemotaxis is switched off. Thus
q(u) > 0 and q(u) u→∞−−−→ 0. (1.9)
Moreover, if
K (u) u→∞−−−→ 0, (1.10)
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give the degenerated at inﬁnity problems, is (see [4,19])
q(u) = e−du, (1.11)
and
χ˜ (v) ≡ χ0 > 0. (1.12)
Under this circumstance, system (1.6) is reduced to system (1.1)–(1.2). Concerning the second case
of volume-ﬁlling effect, under some more general assumptions than (1.9) and (1.10) the existence
and uniqueness of classical global solution for the corresponding system was proved in [4]. However,
whether the solution is uniformly bounded in all time, which is essentially important both from
mathematical and biological point of view, has not been carried out in the literature. In fact, this is
one of the aims of the present paper.
Note that the homogeneous Neumann boundary condition (1.3) for u means that there is no cell
ﬂux through the boundary. Then if we integrate (1.1) over Ω , we obtain the following conservation
identity
1
|Ω|
∫
Ω
u(x, t)dx = 1|Ω|
∫
Ω
u0(x)dx := M  0, t  0. (1.13)
The corresponding stationary problem to system (1.1)–(1.5) is
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
0 = ∇ · [D0(1+ dU )e−dU∇U − χ0Ue−dU∇V ], x ∈ Ω, (1.14)
0 = αV − βV + γ U , x ∈ Ω, (1.15)
∇U · n = 0, ∇V · n = 0, x ∈ Γ, (1.16)∫
Ω
U (x)dx = β
γ
∫
Ω
V (x)dx = M. (1.17)
We refer to [20] for the detailed study on the bifurcation of the above stationary problem.
Before stating our main results, we introduce some notation. Denote Wm,p = Wm,p(Ω) for m 1,
1 < p < +∞, the Sobolev space equipped with the usual norm ‖ ·‖m,p . When p = 2, we denote Wm,2
simply by Hm. Denote Lp = Lp(Ω) for 1 p ∞ the Lebesgue space with its norm ‖ · ‖p and simply
‖ · ‖ for p = 2. From now on ﬁx p >max(n,2), and we deﬁne the set
X = {(ϕ1,ϕ2) ∈ W 1,p × W 1,p ∣∣ 0 ϕ1, 0 ϕ2 for x ∈ Ω}. (1.18)
Throughout this paper C , Ci , δ, δi will denote generic positive constants depending at most on |Ω|,
the initial data u0, v0 and the parameters α,β,γ ,d, D0,χ0. We will use Cτ and Ciτ to denote generic
positive constants depending also on τ . These constants may even vary from line to line.
The main results of this paper are the following two theorems.
Theorem 1.1. Let (u0, v0) ∈ X . Then the unique nonnegative global-in-time solution (u, v) to system (1.1)–
(1.5) in C∞((0,∞) × Ω¯) ∩ C([0,∞);C(Ω¯)) is uniformly bounded. More precisely, there exists a constant C
such that
sup
t0
(‖u‖∞ + ‖v‖∞) C . (1.19)
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sup
tτ
(‖u‖2,p + ‖v‖2,p) Cτ . (1.20)
Remark 1.1. The global existence of classical solution was proved in [4]. However, by the result in [1],
for t > 0, the solution actually is in C∞ , and it follows from [1] and (1.19) that (1.20) holds.
Theorem 1.2. Let (u0, v0) ∈ X. Then there exists a stationary solution (U (x), V (x)) satisfying (1.14)–(1.17)
such that the unique nonnegative global-in-time solution (u(x, t), v(x, t)) to problem (1.1)–(1.5) converges to
(U (x), V (x)) in W 1,p × W 1,p as time tends to inﬁnity. More precisely, we have the following two cases:
(I) If the parameters in system (1.1)–(1.5) satisfy
d >
χ0γ
D0β
, (1.21)
then the stationary problem (1.14)–(1.17) has a unique solution ( M|Ω| ,
γM
β|Ω| ). Moreover,
(
u(x, t), v(x, t)
)→ ( M|Ω| , γ Mβ|Ω|
)
in W 1,p × W 1,p (1.22)
as t → ∞ exponentially.
(II) Otherwise, the stationary problem (1.14)–(1.17) may have many solutions, and there exist a pair of sta-
tionary solutions (U (x), V (x)), θ ∈ (0, 12 ) and a positive constant C such that, for all t  0, there holds∥∥u(x, t) − U (x)∥∥1,p + ∥∥v(x, t) − V (x)∥∥1,p  C(1+ t)−aθ/(1−2θ), (1.23)
where a = 2p/(2p + (p − 2)n).
Before concluding this section, we want to stress some new features of our paper.
(1) Under the condition (1.8), the uniform boundedness of solution is obvious since it follows
directly from u  UM (see, e.g., [3,7,13,16,19,21–23]). However, for our problem with the condition
(1.9), the uniform boundedness really needs a nontrivial proof.
(2) There are many papers in the literature concerning the uniform boundedness of solution, such
as [9,17,18], etc. However, our problem has essential difference from these papers since our problem
is not uniformly parabolic due to (1.10). Thus, the traditional methods used there are not directly
applicable here. In fact, to overcome the diﬃcult resulted by the degeneracy, in this paper we in-
troduce an auxiliary uniformly parabolic system to (1.1)–(1.5) for which uniform boundedness can be
deduced. Then we prove that for N , which appears in the choice of the auxiliary system, being chosen
large enough, the solution to the auxiliary system coincides with the solution to the original system
(1.1)–(1.5). Thus, the uniform boundedness of the solution to the original system (1.1)–(1.5) follows.
We would like to point out that in the paper [5], in order to prove the existence of local solutions
to a quasilinear non-uniformly parabolic–elliptic system, the authors also used an auxiliary uniformly
parabolic problem. However it was quite different from ours.
(3) It should be noticed that for q(u) = 1 − u, which implies that system (1.6) is semilinear
parabolic, but not quasilinear parabolic, the authors in [13,21] were able to prove that for any in-
teger m > 0, there exists τ0 > 0 such that ‖u(t)‖Cm  C for all t  τ0. On the other hand, since our
system is quasilinear parabolic, we heavily rely on the results obtained by Amann in [1,2] to get
higher regularity of the solution and then the compactness in W 1,p .
(4) We use a non-smooth version of the Łojasiewicz–Simon inequality theorem proved in [6,13]
for the proof of (II) in Theorem 1.2 since we have to consider a functional (E(u) in Lemma 3.2) which
is not twice continuously differentiable on the space H0 = {u ∈ L2,
∫
Ω
u dx = 0}.
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(1.5) is actually uniformly bounded in time. In other words, we will prove Theorem 1.1. Section 3
will be divided into 4 subsections, and the proof of Theorem 1.2 will be given step by step in these
subsections.
2. The uniform L∞ estimate
In this section, we assume D0 = χ0 = 1 without loss of generality.
Since the uniform L∞-bound of the solution v is not diﬃcult to obtain, the main concern of this
paper is to prove the uniform L∞-bound of the solutions u. We divide the whole time interval [0,∞)
into two parts: [0, τ0] and [τ0,∞), where τ0 is a small positive number. First, for [0, τ0) it is known
from theorem in [1] that
sup
0tτ0
(‖u‖∞ + ‖v‖∞) Cτ0 . (2.1)
Thus, the problem is reduced to whether there exists a constant Cτ0 depending only on the initial
data, Ω and τ0 such that suptτ0 (‖u‖∞ + ‖v‖∞)  Cτ0 . To overcome the diﬃculty resulted by the
degeneracy at inﬁnity, we introduce
D˜(u) = (1+ du)q˜(u) =
{
(1+ du)e−du, u  N,
(1+ du)e−dN , u  N, (2.2)
where N is a positive large number to be determined later. Now we introduce an auxiliary system to
(1.1)–(1.5) as follows:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂ u˜
∂t
= ∇ · [D˜(u˜)∇u˜ − χ0u˜q(u˜)∇ v˜], (x, t) ∈ Ω × (0,∞), (2.3)
∂ v˜
∂t
= αv˜ − β v˜ + γ u˜, (x, t) ∈ Ω × (0,∞), (2.4)
∇u˜ · n = 0, ∇ v˜ · n = 0, (x, t) ∈ Γ × (0,∞), (2.5)
u˜(x,0) = u0(x) 0, v˜(x,0) = v0(x) 0, x ∈ Ω, (2.6)
with
q(u˜) = e−du˜, (2.7)
as deﬁned before. Obviously the above auxiliary system is uniformly parabolic. Then the problem is
reduced to prove whether there exists a constant Cτ0 independent of N such that
‖u˜‖∞  Cτ0 for all t  τ0, (2.8)
where u˜ denotes the solution to the auxiliary system. In fact, if it is true, we can chose N appearing
in the auxiliary system large enough such that N > Cτ0 . Then the two systems are just the same,
two functions u and u˜ coincide, and the uniform L∞-bound of the solutions u to the original system
follows immediately.
We will prove (2.8) in the following three steps.
Step 1: we obtain the uniform boundedness of ‖u˜‖2, ‖v˜‖H2 mainly by showing that there exists a
Lyapunov function.
Step 2: based on the results obtained in Step 1, we proceed to obtain the uniform boundedness of
‖u˜‖4 by some delicate estimates. Then we further obtain the uniform boundedness of ‖∇ v˜‖∞ by
applying the theory on the fractional power sectorial operator [8].
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the uniform boundedness of ‖u˜‖∞ .
Remark 2.1. We choose N > sup0tτ0 ‖u‖∞, such that system (2.2)–(2.7) is just the same as system
(1.1)–(1.5) on time interval [0, τ0].
Now we will obtain (2.8) in the following four lemmas.
Lemma 2.1. Suppose (u˜, v˜) are the solutions to the auxiliary system (2.2)–(2.7) with (u0, v0) ∈ X. Then we
have
‖u˜‖1 =
∫
Ω
u˜(x, t)dx ≡ M := ‖u0‖1 for all t  0, (2.9)
and ∫
Ω
v˜t(x, t)dx =
(
γ M − β‖v0‖1
)
e−βt for all t  0, (2.10)
‖v˜‖1 = γ
β
M −
(
γ
β
M − ‖v0‖1
)
e−βt for all t  0. (2.11)
Proof. Integrating Eqs. (2.3) and (2.4) over Ω , we get the present lemma immediately by noticing the
boundary conditions (2.5). 
Lemma 2.2.With (u0, v0) ∈ X, problem (2.2)–(2.7) admits a global Lyapunov function:
E˜(u˜, v˜) =
∫
Ω
(
R˜(u˜) + α
2γ
|∇ v˜|2 + β
2γ
v˜2 − u˜ v˜
)
dx, (2.12)
such that
d
dt
E˜
(
u˜(t), v˜(t)
)= − 1
γ
‖v˜t‖2 −
∫
Ω
1
u˜q(u˜)
(
D˜(u˜)∇u˜ − u˜q(u˜)∇ v˜)2 dx 0, (2.13)
where
R˜(u˜) =
u˜∫
1
η∫
1
R˜ ′′(ξ)dξ dη, R˜ ′′(u˜) = D˜(u˜)/(u˜q(u˜)). (2.14)
Proof. Note that R˜ ′′(u˜) is a continuous function in u. (2.13) can be obtained by multiplying Eq. (2.3)
by
R ′(u˜) − v˜ :=
u˜∫
1
R ′′(ξ)dξ − v˜ (2.15)
and Eq. (2.4) by v˜t/γ , then adding together and integrating on Ω . 
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‖u˜‖ C for all t  0, (2.16)
t∫
0
‖v˜t‖2 dx C for all t  0, (2.17)
t∫
0
‖u˜t‖2(H1)′  C for all t  0, (2.18)
‖v˜t‖ Cτ0 for all t  τ0 > 0, (2.19)
‖v˜‖H2  Cτ0 for all t  τ0 > 0, (2.20)
where C is a constant depending at most on u0 , v0 , d, α/γ , β/γ , and Cτ0 is a constant depending at most on
u0 , v0 , d, α/γ , β/γ and τ0 . Moreover, we have
lim
t→∞‖v˜t‖ = 0. (2.21)
Proof. First, we introduce
R ′′(u) = D(u)/B(u) = 1/u + d (2.22)
and
R(u) =
u∫
1
η∫
1
R ′′(ξ)dξ dη = u lnu + d
2
u2 − (d + 1)u + 1+ d
2
. (2.23)
Note that R˜ ′′(u˜)  R ′′(u˜). Thus an elementary calculation leads to R˜(u˜)  R(u˜). From E˜(u˜, v˜) 
E˜(u0, v0), which is deduced from (2.13), we deduce that
∫
Ω
(
u˜ ln u˜ + d
2
u˜2 − (d + 1)u˜ + α
2γ
|∇ v˜|2 + β
2γ
v˜2 − u˜ v˜
)
dx E˜(u0, v0). (2.24)
It is easy to see that E˜(u0, v0) is a constant depending at most on u0, v0, d, α/γ , β/γ .
Second, by the Young inequality and the Gagliardo–Nirenberg inequality we have
∫
Ω
u˜ v˜ dx d
4
∫
Ω
u˜2 dx+ 2
d
∫
Ω
v˜2 dx
 d
4
∫
Ω
u˜2 dx+ 2C1
d
(‖∇ v˜‖θ‖v˜‖1−θ1 + ‖v˜‖1)2
 d
4
∫
u˜2 dx+ α
4γ
‖∇ v˜‖2 + 2C1
d
(1− θ)
(
8C1γ θ
αd
) θ
1−θ
‖v˜‖21 +
2C1
d
‖v˜‖21, (2.25)
Ω
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‖v˜‖1  C2 := C(γ /β,M, v0) for all t  0 (2.26)
derived from (2.11), we further have
∫
Ω
u˜ v˜ dx d
4
∫
Ω
u˜2 dx+ α
4γ
‖∇ v˜‖2 + C3, (2.27)
where C3 = 2C1C2d (( 8C1γnαd(n+2) )
n
2 + 1). Thus it follows from (2.27), the following elementary inequality
u˜ ln u˜ − (d + 1)u˜ −ed for u˜  0 (2.28)
and (2.24) that (2.16) and
‖v˜‖H1  C (2.29)
hold.
On the other hand, by integrating (2.13) with respect to t , we obtain that
t∫
0
‖v˜t‖2 dx E˜(u0, v0) (2.30)
and
t∫
0
∫
Ω
1
u˜q(u˜)
(
D˜(u˜)∇u˜ − u˜q(u˜)∇ v˜)2 dx E˜(u0, v0). (2.31)
Furthermore, by Eq. (2.3) we have
‖u˜t‖(H1)′ = sup
g∈H1
(u˜t, g)
‖g‖H1

∥∥D˜(u˜)∇u˜ − u˜q(u˜)∇v∥∥
 1√
de
[∫
Ω
1
u˜q(u˜)
(
D˜(u˜)∇u˜ − u˜q(u˜)∇ v˜)2 dx]1/2. (2.32)
Thus, (2.17) and (2.18) follow. To prove (2.19) and (2.20), we differentiate Eq. (2.4) with respect to t,
then multiply it by v˜t to get
1
2
d
dt
‖v˜t‖2 + α‖∇ v˜t‖2 + β‖v˜t‖2 = γ
∫
u˜t v˜t dx
min{α,β}
2
‖v˜t‖2H1 + C‖u˜t‖2(H1)′ . (2.33)
Ω
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get
‖v˜t‖2 + min{α,β}
2
t∫
τ0
‖v˜t‖2H1  C
(∥∥v˜t(τ0)∥∥2 +
t∫
τ0
‖u˜t‖2(H1)′
)
 Cτ0 . (2.34)
Hence (2.19) is obtained from (2.34). Then using Eq. (2.4) again, by (2.16), (2.19) and (2.29) we obtain
‖v˜‖2  C(‖v˜t‖2 + ‖v˜‖2 + ‖u˜‖2) Cτ0 . (2.35)
Thus, (2.20) follows immediately from (2.29) and (2.35). Furthermore, by directly applying Lemma 6.2.1
by Shen and Zheng, as stated in [24], to (2.33), we deduce from (2.17) and (2.18) that (2.21) holds.
Thus, the proof is complete. 
Lemma 2.4. If n 3, then for any N > max{sup0tτ0 ‖u‖∞,1/d}, we have
‖v˜‖∞  Cτ0 , (2.36)
‖u˜‖4  Cτ0 , (2.37)
‖∇ v˜‖∞  Cτ0 , (2.38)
for all t  τ0 .
Proof. First, (2.36) follows directly from (2.20) in Lemma 2.3 and the Sobolev imbedding theorem
H2 ↪→ L∞ for n 3.
Then we proceed to prove the boundedness of ‖u˜‖4. Multiplying (2.3) by (u˜ − N)3+ , where N >
max{sup0tτ0 ‖u‖∞,1/d} and
f+ =
{
f , if f > 0,
0, otherwise,
(2.39)
then integrating over Ω, we obtain by letting w = (u˜ − N)2+ that
1
4
d
dt
∫
Ω
w2 dx+ 3
4
e−dN(1+ dN)
∫
Ω
|∇w|2 dx
 3Ne−dN
∫
Ω
(u˜ − N)2+∇(u˜ − N)+∇ v˜ dx
 3
2
Ne−dN
∫
Ω
∇w∇ v˜√w dx. (2.40)
Here we have used the boundary conditions (2.5), and u˜e−du˜ < Ne−dN for u˜ > N , N > 1/d. To estimate
the ﬁnal part of the inequality above, by (2.20) and the Sobolev imbedding theorem, we get
‖∇ v˜‖6  Cτ0 for t  τ0. (2.41)
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∫
Ω
∇w∇ v˜√w dx ε1‖∇w‖2 + 1
4ε1
‖∇ v˜‖23‖w‖3  ε1‖∇w‖2 +
Cτ0
4ε1
‖w‖3 for t  τ0. (2.42)
Choosing ε1 = d/6 and combining (2.42) with (2.40) yields
d
dt
∫
Ω
w2 dx+ 2e−dN(1+ dN)
∫
Ω
|∇w|2 dx 9Cτ0
d
Ne−dN‖w‖3 for t  τ0. (2.43)
Applying the Gagliardo–Nirenberg inequality again, we have
‖w‖3  C1
(‖∇w‖θ‖w‖1−θ1 + ‖w‖1)
 C1
(
θ
2
ε
2
θ
2 ‖∇w‖2 + ε
− 22−θ
2
2− θ
2
‖w‖
2(1−θ)
2−θ
1 + ‖w‖1
)
for t  τ0, (2.44)
where
0< θ = 4n
3(n + 2) < 1 for n 3. (2.45)
Choosing ε2 such that
9Cτ0
d C1
θ
2ε
2
θ
2 = d, we have
ε
− 22−θ
2 =
(
9Cτ0C1θ
2d2
) θ
2−θ
 C0,τ0 . (2.46)
Note that ‖u˜‖ C by (2.16). Combining (2.43) with (2.44), (2.46) and
‖w‖1 =
∥∥(u˜ − N)+∥∥2  ‖u˜‖2 for t  0 (2.47)
yields
d
dt
∫
Ω
w2 dx+ e−dN(1+ dN)
∫
Ω
|∇w|2 dx C1,τ0Ne−dN for t  τ0. (2.48)
By the Poincaré inequality there exists a positive constant δ > 0 such that
‖w‖2  1
δ
(‖∇w‖2 + ‖w‖21), (2.49)
which together with (2.47) and (2.48) leads to
d
dt
∫
Ω
w2 dx+ δe−dN(1+ dN)
∫
Ω
w2 dx
 C1,τ0Ne−dN + Ce−dN(1+ dN) for t  τ0. (2.50)
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‖w‖2  ∥∥u˜(·, τ0)∥∥44e−a(t−τ0) + C2,τ0/δ  ∥∥u˜(·, τ0)∥∥44 + C2,τ0/δ for t  τ0, (2.51)
with a = δe−dN(1+dN). Recalling (2.1) and Remark 2.1, we deduce that there exists a constant Cτ0 > 0
such that
∥∥(u˜ − N)+∥∥4  Cτ0 for t  τ0. (2.52)
Since Cτ0 in (2.50) is independent of N, (2.50) holds for any properly ﬁxed N0. Then we have
‖u˜‖44 
∫
Ω
[
(u˜ − N0)+ + N0
]4  4N40‖Ω‖ + 4C4τ0 for t  τ0. (2.53)
Thus, (2.37) is proved.
Finally we proceed to show (2.38). Deﬁne the closed operator A4 in L4(Ω) with the domain D(A4)
by
A4 = −α + β I, D(A4) =
{
v ∈ W 2,4(Ω);∇v · n = 0 on Γ }. (2.54)
It is well known (see [8]) that for any μ 0 the fractional power Aμ4 is well deﬁned. Moreover, for
any t > 0, Aμ4 e
−A4t is a bounded operator such that
∥∥Aμ4 e−A4t∥∥L (L4(Ω))  Cμt−μe−λt, (2.55)
where Cμ and λ are positive constants. Let 7/8 < μ < 1. Then it follows from Eq. (2.4) that
Aμ4 v˜(t) = Aμ4 e−A4(t−τ0/2) v˜(τ0/2) +
t∫
τ0/2
Aμ4 e
−A4(t−s)u˜(s)ds. (2.56)
Then there exist constants C > 0 and λ > 0 such that for t  τ0
∥∥Aμ4 v˜(t)∥∥4  C
{
(t − τ0/2)−μe−λ(t−τ0/2)
∥∥v˜(τ0/2)∥∥4 +
t∫
τ0/2
(t − s)−μe−λ(t−s)∥∥u˜(s)∥∥4 ds
}
 C
{
(t − τ0/2)−μe−λ(t−τ0/2)
∥∥v˜(τ0/2)∥∥4 + M4
t∫
τ0/2
(t − s)−μe−λ(t−s) ds
}
, (2.57)
where M4 = supt>τ0/2 ‖u˜‖4. From (2.57) it is easy to see that
∥∥Aμ4 v˜(t)∥∥4  Cτ0/2 for t  τ0. (2.58)
Since 7/8 < μ < 1 and n  3, the imbedding D(Aμ4 ) → C1(Ω¯) is continuous. Thus from (2.58) we
have (2.38), which completes the proof. 
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sup
tτ0
‖u˜‖∞  Cτ0 , (2.59)
where Cτ0 is a constant independent of N.
Proof. Multiplying Eq. (2.3) by (u˜ − N)p−1+ with p  4, N > max{sup0tτ0 ‖u‖∞,1/d}, then integrat-
ing over Ω , we obtain that
d
dt
{
1
p
∫
Ω
(u˜ − N)p+ dx
}
+ 4(p − 1)
p2
(1+ dN)e−dN
∫
Ω
∣∣∇(u˜ − N) p2+∣∣2
 2(p − 1)
p
Ne−dNC2τ0
∫
Ω
(u˜ − N)
p−2
2+
∣∣∇(u˜ − N) p2+∣∣dx, (2.60)
where we have used ‖∇ v˜‖∞  C2τ0 from Lemma 2.4. Let
z := (u˜ − N)
p
2+, (2.61)
a := (1+ dN)e−dN , (2.62)
b := Ne−dNC2τ0 . (2.63)
Then (2.60) implies that
d
dt
∫
Ω
z2 dx+ 4(p − 1)
p
a
∫
Ω
|∇z|2 dx 2(p − 1)b
∫
Ω
z
p−2
p |∇z|dx. (2.64)
Since by the Young inequality there holds
2(p − 1)b
∫
Ω
z
p−2
p |∇z|dx 2(p − 1)
p
a
∫
Ω
|∇z|2 dx+ p(p − 1)b
2
2a
∫
Ω
z
2(p−2)
p dx, (2.65)
we deduce from (2.64) that
d
dt
∫
Ω
z2 dx+ 2(p − 1)
p
a
∫
Ω
|∇z|2 dx p(p − 1)b
2
2a
∫
Ω
z
2(p−2)
p dx. (2.66)
Then by the Hölder inequality we further get
d
dt
∫
Ω
z2 dx+ 2(p − 1)
p
a
∫
Ω
|∇z|2 dx p(p − 1)b
2
2a
|Ω| 2p ‖z‖
2(p−2)
p
2 . (2.67)
Applying the Gagliardo–Nirenberg inequality
‖z‖2  C1‖∇z‖θ2‖z‖1−θ1 + C2‖z‖1, θ =
n
, (2.68)
n + 2
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|x+ y| p−2p  2|x| p−2p + |y| p−2p , (2.69)
and the Young inequality, we have
‖z‖ 2(p−2)p  (2C21‖∇z‖2θ2 ‖z‖2(1−θ)1 + 2C22‖z‖21) p−2p
 2
2p−2
p C
2(p−2)
p
1 ‖∇z‖
2(p−2)θ
p ‖z‖
2(p−2)(1−θ)
p
1 + 2
p−2
p C
2(p−2)
p
2 ‖z‖
2(p−2)
p
1
 (p − 2)θ
p
ε
p
(p−2)θ ‖∇z‖2
+ p − (p − 2)θ
p
ε
− pp−(p−2)θ 2
2p−2
p−(p−2)θ C
2(p−2)
p−(p−2)θ
1 ‖z‖
2(p−2)(1−θ)
p−(p−2)θ
1 + 2
p−2
p C
2(p−2)
p
2 ‖z‖
2(p−2)
p
1
 (p − 2)θ
p
ε
p
(p−2)θ ‖∇z‖2 + C3ε−
p
p−(p−2)θ ‖z‖
2(p−2)(1−θ)
p−(p−2)θ
1 + C4‖z‖
2(p−2)
p
1 , (2.70)
where C3 = 25C51 , C4 = 2C22 . Choose ε such that p(p − 1) b
2
2a |Ω|
2
p (p−2)θ
p ε
p
(p−2)θ = p−1p a. Then it follows
from the fact b/a C2τ0/d for any N  0, θ  3/5 for n 3, and
(p−2)θ
p−(p−2)θ < 2 that
ε
− pp−(p−2)θ =
(
b2
2a2
|Ω| 2p p(p − 2)θ
) (p−2)θ
p−(p−2)θ
 C5p4, (2.71)
where C5 = max{( 310d2 C22τ0 |Ω|)2,1}. Now combining (2.67), (2.70) and (2.71) yields
d
dt
∫
Ω
z2 dx+ (p − 1)
p
a
∫
Ω
|∇z|2 dx
 p(p − 1)b
2
2a
|Ω| 2p C3C5p4‖z‖
2(p−2)(1−θ)
p−(p−2)θ
1 + p(p − 1)
b2
2a
|Ω| 2p C4‖z‖
2(p−2)
p
1
 C6
b2
a
p5(p − 1)‖z‖
2(p−2)(1−θ)
p−(p−2)θ
1 + C7
b2
a
p(p − 1)‖z‖
2(p−2)
p
1 , (2.72)
where C6 = C3C52 max{|Ω|,1}, C7 = C42 max{|Ω|,1}. By the Poincaré inequality there exists δ > 0 such
that
‖z‖2  1
δ
(‖∇z‖2 + ‖z‖21), (2.73)
from which we obtain
p − 1
p
a
∫
Ω
|∇z|2 dx p − 1
p
aδ
∫
Ω
z2 dx− p − 1
p
a‖z‖21. (2.74)
Then substituting (2.74) into (2.72) yields
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∫
Ω
z2 dx+ p − 1
p
aδ
∫
Ω
z2 dx
 C6
b2
a
p5(p − 1)‖z‖
2(p−2)(1−θ)
p−(p−2)θ
1 + C7
b2
a
p(p − 1)‖z‖
2(p−2)
p
1 +
p − 1
p
a‖z‖21. (2.75)
Let y = ‖z‖2, A = p−1p aδ, and B be the supremum of the term on the right side of (2.75) on [τ0,+∞).
Then (2.75) is reduced to
dy
dt
+ Ay  B for t  τ0. (2.76)
Thus it is easy to see that
y(t) B
A
+
(
y(τ0) − B
A
)
e−A(t−τ0) max
{
B
A
, y(τ0)
}
for t  τ0, (2.77)
which implies that
‖z‖2  max
{
C6b2
δa2
p6 sup
tτ0
‖z‖
2(p−2)(1−θ)
p−(p−2)θ
1 +
C7b2
δa2
p2 sup
tτ0
‖z‖
2(p−2)
p
1 +
1
δ
sup
tτ0
‖z‖21,
∥∥z(τ0)∥∥22
}
:= max
{
C8p
6 sup
tτ0
‖z‖
2(p−2)(1−θ)
p−(p−2)θ
1 + C9p2 sup
tτ0
‖z‖
2(p−2)
p
1 + C10 sup
tτ0
‖z‖21,
∥∥z(τ0)∥∥22}, (2.78)
where C8 = C6δd2 , C9 = C7δd2 and C10 = 1δ . Noting that 2(p−2)(1−θ)p−(p−2)θ < 2 and 2(p−2)p < 2, we further get
sup
tτ0
∫
Ω
z2 dxmax
{
C11p
6 max
{
sup
tτ0
‖z‖21,1
}
,
∫
Ω
z(x, τ0)
2 dx
}
, (2.79)
where C11 = max{C8,C9,C10}. Replacing z in the form of (2.61) and letting p = 2k , k = 2,3, . . . , we
obtain from the above that
sup
tτ0
∫
Ω
(u˜ − N)2k+ dx
max
{
C112
6kmax
{(
sup
tτ0
∫
Ω
(u˜ − N)2k−1+ (t)dx
)2
,1
}
, |Ω|∥∥(u˜ − N)+(τ0)∥∥2k∞
}
. (2.80)
Without loss of generality we may assume that
sup
tτ0
∫
Ω
(u˜ − N)2k+ dx C1126k
(
sup
tτ0
∫
Ω
(u˜ − N)2k−1+ dx
)2
. (2.81)
Otherwise it is done. Then we obtain
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tτ0
∫
Ω
(u˜ − N)2k+ dx

[
C112
6k]20[C1126(k−1)]21 · · · [C1126(k−(k−3))]2k−3
(
sup
tτ0
∫
Ω
(u˜ − N)2k−(k−2)+ dx
)2k−2
 C2k−2−111 2
6(2k−2−k)
(
sup
tτ0
∫
Ω
(u˜ − N)4+ dx
)2k−2
. (2.82)
Take the 1/2k power of both sides of (2.82) and let k → ∞. We have
sup
tτ0
∥∥(u˜ − N)+∥∥∞  C1/411 26
∥∥∥sup
tτ0
(u˜ − N)+
∥∥∥
4
 C1/411 2
6C2τ0 := C12, (2.83)
where the second inequality is obtained from (2.52). Since C12 in (2.83) depends only on |Ω|, d, τ0.
(2.83) holds for any ﬁxed N0 >max{sup0tτ0 ‖u‖∞,1/d}. Thus we have
sup
tτ0
‖u˜‖∞  sup
tτ0
∥∥(u˜ − N0)+ + N0∥∥∞  C12 + N0 := Cτ0 , (2.84)
where Cτ0 is a constant depending only on |Ω|,d, τ0. Thus the proof is complete. 
Now let us go back to the original system (1.1)–(1.5). Based on the above lemmas with respect to
the auxiliary system, we proceed to prove Theorem 1.1.
Proof of Theorem 1.1. Since Cτ0 in Lemma 2.5 is independent of N , we can chose N >
max{supt0 ‖u˜‖∞,1/d} in (2.2). Then system (2.2)–(2.7) is just the same as to system (1.1)–(1.5).
Thus
(u, v)(t) = (u˜, v˜)(t) for all t  0 (2.85)
and
sup
tτ0
(‖u‖∞ + ‖v‖∞)= sup
tτ0
(‖u˜‖∞ + ‖v˜‖∞) Cτ0 . (2.86)
Then combining (2.86) and (2.1) yields (1.19). Thus the proof is complete. 
3. Convergence to equilibrium
The ω-limit set of a trajectory starting from (u0, v0) ∈ X is deﬁned by
ω(u0, v0) :=
{
(U , V ) ∈ W 1,p × W 1,p
∣∣∣ ∃(tn) ↑ ∞, s.t. lim
n→+∞(u, v)(tn) = (U , V )
}
. (3.1)
This section will be divided into 4 subsections. In Subsection 3.1, we will prove that ω(u0, v0) con-
sists of stationary solutions. Furthermore, we prove that ω(u0, v0) has a positive bound from below
depending only on u0, v0, |Ω| and the parameters appearing in (1.1)–(1.5). In Subsection 3.2, we will
give the proof of part (I) in Theorem 1.2. In Subsection 3.3, we will introduce a non-smooth version of
the Łojasiewicz–Simon inequality theorem. This together with the well-known results in the gradient
system [24] will be used in Subsection 3.4 to prove the remaining part of Theorem 1.2.
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Lemma 3.1. Suppose (u, v) are the solutions to system (1.1)–(1.4) with (u0, v0) ∈ X. Then we have∫
Ω
vt(x, t)dx =
(
γ M − β‖v0‖1
)
e−βt for all t  0, (3.2)
‖v‖1 = γ
β
M −
(
γ
β
M − ‖v0‖1
)
e−βt for all t  0. (3.3)
Proof. Integrating Eqs. (1.1) and (1.2) over Ω, we get the present lemma immediately by noticing the
boundary conditions (1.3). 
Lemma 3.2. For (u0, v0) ∈ X, problem (1.1)–(1.4) admits a global Lyapunov function:
E(u, v) =
∫
Ω
(
D0
χ0
(
u lnu − u + d
2
u2
)
+ α
2γ
|∇v|2 + β
2γ
v2 − uv
)
dx, (3.4)
such that
d
dt
E
(
u(t), v(t)
)+ 1
γ
‖vt‖2 +
∫
Ω
1
χ0uq(u)
(
D(u)∇u − χ0uq(u)∇v
)2
dx = 0. (3.5)
Moreover, there exists a constant C1 depending only on |Ω|, ‖u0‖1 , ‖v0‖1 , α, γ , d, D0 , χ0 such that
E(u, v) > −C1. (3.6)
Proof. First, (3.5) can be directly deduced from Theorem 2 of [9]. Indeed, it can be obtained by
multiplying Eq. (1.1) by D0χ0 (lnu + du)− v and Eq. (1.2) by vt/γ , then adding together and integrating
over Ω . Second, recalling
‖v‖1  C (3.7)
from (3.3), by the Young inequality and the Gagliardo–Nirenberg inequality we have
∫
Ω
uv dx dD0
4χ0
∫
Ω
u2 dx+ 2
d
∫
Ω
v2 dx
 dD0
4χ0
∫
Ω
u2 dx+ 2C2
d
(‖∇v‖θ‖v‖1−θ1 + ‖v‖1)2
 dD0
4χ0
∫
Ω
u2 dx+ α
4γ
‖∇v‖2 + C‖v‖21 +
2C2
d
‖v‖21
 dD0
4χ0
∫
Ω
u2 dx+ α
4γ
‖∇v‖2 + C(‖u0‖1,‖v0‖1,α,γ ,d, D0,χ0), (3.8)
where 0< θ = nn+2 < 1. Integrating (3.5), by (3.8) and the elementary inequality
u lnu − u −1, with u  0 (3.9)
we have (3.6). Thus the proof is complete. 
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the following characterization of the ω-limit set.
Proposition 3.1. For any (u0, v0) ∈ X, ω(u0, v0) is a compact, connected invariant set, and it consists of
stationary solutions.
Proof. Deﬁne the metric on X as
ρ
[
(u1, v1), (u2, v2)
]= ‖u1 − u2‖1,p + ‖v1 − v2‖1,p . (3.10)
Then ﬁrst, by the theorem in Amann [1], problem (1.1)–(1.5) deﬁnes a nonlinear C0-semigroup
S(t) : (u0, v0) → (u(t), v(t)) = S(t)(u0, v0) ∈ X . Second, by (1.19) and [1,2], we know that for any
(u0, v0) ∈ X, there is t0 > 0 such that ⋃tt0 S(t)(u0, v0) is relatively compact in X . Third, it can be
seen from Lemma 3.2 that the function E : X → R in (3.4) is a Lyapunov function deﬁned on X .
Moreover, it satisﬁes: if for t > 0, E(S(t)(u, v)) = E((u, v)), then (u, v) is a ﬁxed point of S(t). In
conclusion, by Deﬁnition 6.3.2 in [24], (X, S(t), E) is a gradient system. Thus, by Theorem 6.3.2 in
[24], we conclude that ω(u0, v0) is a compact, connected invariant set, and it consists of stationary
solutions. 
Remark 3.1. Thanks to (3.5), (3.6), and Proposition 3.1, there exists E∞ ∈R such that for any stationary
solution (U , V ) ∈ ω(u0, v0) with (u0, v0) ∈ X, there holds
E(U , V ) = E∞ = inf
t>0
E
(
u(t), v(t)
)= lim
t→∞ E
(
u(t), v(t)
)
. (3.11)
Proposition 3.2. For each couple (U , V ) ∈ ω(u0, v0), there is a positive constant λ > 0 such that the following
is satisﬁed:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
U = λexp
{
χ0
D0
V − dU
}
, λ > 0, x ∈ Ω, (3.12)
αV − βV + γ U = 0, x ∈ Ω, (3.13)
∇U · n = ∇V · n = 0, x ∈ Γ, (3.14)∫
Ω
U (x)dx =
∫
Ω
u0(x)dx = M > 0. (3.15)
Moreover, there holds
‖U‖2,∞  C and ‖V ‖C2  C . (3.16)
Proof. From Proposition 3.1 we know that each couple (U , V ) ∈ ω(u0, v0) is a stationary solution
satisfying (1.14)–(1.17). Then the ﬁrst part of this theorem follows from the results in [20]. Thus it
remains to prove (3.16). First, from the deﬁnition of ω(u0, v0) we know that (U , V ) ∈ W 1,p × W 1,p .
Then by the classical elliptic regularity theory, from (1.15) we deduce that V ∈ C2(Ω¯). It follows that
‖∇V ‖∞  C . Second, combining (1.14) and (1.16) yields
D0(1+ dU )e−dU∇U − χ0Ue−dU∇V = 0. (3.17)
Thus, we also have
‖∇U‖∞ 
∥∥∥∥ χ0Ue−dUD (1+ dU )e−dU ∇V
∥∥∥∥  C‖∇V ‖∞  C . (3.18)
0 ∞
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U = − d
2U
1+ dU |∇U |
2 + χ0(1− dU )
D0(1+ dU )∇U∇V +
χ0U
D0(1+ dU )∇V , (3.19)
and thus
‖U‖2,∞  C (3.20)
follows. The proof is complete. 
Proposition 3.3. Let (u, v) be the solution to (1.1)–(1.5) with the initial condition (u0, v0) ∈ X and
0 <
∫
Ω
u0(x)dx = M. (3.21)
Suppose that (U , V ) ∈ ω((u0, v0)). Then
(U , V ) = (0,0) (3.22)
and (3.12)–(3.15) hold for some λ > 0. Moreover, there exist two positive numbers λ0 and U0 depending only
on u0, v0, |Ω| and the parameters in (1.1)–(1.5) such that the following bounds are satisﬁed:
0< λ0  λ, (3.23)
0< U0  U (x) for all x ∈ Ω. (3.24)
Proof. We only need to give the proof of (3.23) and (3.24). In fact, integrating (3.12) we have
M = λ
∫
Ω
exp
{
χ0
D0
V − dU
}
dx λ|Ω|exp
{
χ0 sup
(U ,V )∈ω((u0,v0))
‖V ‖∞/D0
}
, (3.25)
which yields (3.23) with
λ0 = M|Ω| exp
{
−χ0 sup
(U ,V )∈ω((u0,v0))
‖V ‖∞/D0
}
.
Then it follows from (3.23), (3.12) that
U  λ0e−d‖U‖∞ . (3.26)
Thus (3.24) holds for
U0 = λ0 exp
{
−d sup
(U ,V )∈ω((u0,v0))
‖U‖∞
}
.
Here λ0 > 0, U0 > 0 since ‖u‖∞ and ‖v‖∞ are uniformly bounded by Theorem 1.1 and (U , V ) ∈
ω((u0, v0)). It is obvious that λ0 and U0 are positive constants depending only on u0, v0, |Ω| and the
parameters in (1.1)–(1.5). 
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Multiplying (3.17) by ∇V /D(U ) and integrating over Ω yields∫
Ω
∇U∇V dx =
∫
Ω
χ0U
D0(1+ dU ) |∇V |
2 dx. (3.27)
Multiplying (1.15) by V and integrating over Ω yields
α
∫
Ω
|V |2 dx+ β
∫
Ω
|∇V |2 dx = γ
∫
Ω
∇U∇V dx. (3.28)
Now combining (3.27), (3.28) and
U
1+ dU 
1
d
(3.29)
yields
α
∫
Ω
|V |2 dx+
(
β − χ0γ
D0d
)∫
Ω
|∇V |2 dx 0. (3.30)
Thus if condition (1.21) is satisﬁed, then V must be a constant, i.e., V ≡ γM
β|Ω| by (1.17). Note that now
∇U ≡ 0 can be deduced from (3.17). We also obtain U ≡ M|Ω| by (1.17). This means the stationary so-
lution problem (1.14)–(1.17) now admits only one pair of solutions ( M|Ω| ,
γM
β|Ω| ). Thus the convergence
holds by Proposition 3.1.
Now we proceed to study the convergence rate.
Let
ξ := u − M|Ω| and η = v −
γ M
β|Ω| . (3.31)
Then system (1.1)–(1.4) is reduced to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ξ
∂t
= ∇ · [D(u)∇ξ − χ0uq(u)∇η], (x, t) ∈ Ω × (0,∞),
∂η
∂t
= αη − βη + γ ξ, (x, t) ∈ Ω × (0,∞),
∇ξ · n = 0, ∇η · n = 0, (x, t) ∈ Γ × (0,∞),
ξ(x,0) = u0(x) − M|Ω| , η(x,0) = v0(x) −
γ M
β|Ω| , x ∈ Ω.
(3.32)
(3.33)
(3.34)
(3.35)
Let
α0 := min
u∈[0,‖u‖∞]
D(u). (3.36)
It is worth noting that α0 is a positive number since ‖u‖∞  C has been obtained in Theorem 1.1.
Multiplying (3.32) by ξ and integrating over Ω yields
1 d ‖ξ‖2 + α0 ‖∇ξ‖2  C1‖∇η‖2. (3.37)
2 dt 2
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1
2
d
dt
‖η‖2 + α‖∇η‖2 + β
2
‖η‖2  C‖ξ‖2  C2‖∇ξ‖2, (3.38)
and
1
2
d
dt
‖∇η‖2 + α‖η‖2 + β‖∇η‖2 = γ
∫
Ω
∇ξ∇ηdx. (3.39)
Let
G := D(u)∇u − χ0uq(u)∇v = D(u)∇ξ − χ0uq(u)∇η. (3.40)
Then we have
∇ξ∇η = G
D(u)
∇η + χ0u
D0(1+ du) |∇η|
2. (3.41)
Combining (3.39) and (3.41) yields
1
2
d
dt
‖∇η‖2 + α‖η‖2 +
(
β − χ0γ
D0d
)
‖∇η‖2  γ
α0
∫
Ω
G∇ηdx, (3.42)
which by (1.21) and the Young inequality further yields
1
2
d
dt
‖∇η‖2 + α‖η‖2 + δ1‖∇η‖2  C3‖G‖2. (3.43)
Similarly to Lemma 3.2, by multiplying Eq. (3.32) by D0χ0 (lnu +du)−η and Eq. (3.33) by ηt/γ we can
deduce that problem (3.32)–(3.35) also admits a global Lyapunov function:
F =
∫
Ω
(
D0
χ0
(
u lnu − u + d
2
u2
)
+ α
2γ
|∇η|2 + β
2γ
η2 − ξη
)
dx, (3.44)
with
dF
dt
+ 1
γ
‖ηt‖2 +
∫
Ω
1
χ0uq(u)
G2 dx = 0. (3.45)
Moreover, there holds
F∞ = inf
t>0
F (t) = lim
t→∞ F (t) = |Ω|
D0
χ0
(
M
|Ω| ln
M
|Ω| −
M
|Ω| +
d
2
(
M
|Ω|
)2)
. (3.46)
Here the last equality holds due to the convergence results we have obtained before. Note that
∫
D0
χ0
(
u lnu − u + d
2
u2
)
dx− F∞ :=
∫
g(u)
(
u − M|Ω|
)2
dx C‖∇ξ‖2 (3.47)Ω Ω
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g(u) =
(
D0
χ0
(
u lnu − u + d
2
u2
)
− F∞|Ω|
)/(
u − M|Ω|
)2
(3.48)
being a bounded function. Then from the above inequalities (3.37), (3.43), (3.45), we deduce that
there exist constants C4,C5,C6, δ2 such that for
Y (t) := C4‖ξ‖2 + C5‖η‖2 + C6‖∇η‖2 + F (t) − F∞, (3.49)
there holds
dY
dt
+ δ2Y  0. (3.50)
Thus,
Y  Y (0)e−δ2t . (3.51)
Note that F (t) − F∞  0 for all t  0. It follows from (3.49), (3.51) that
‖ξ‖ + ‖η‖ Ce−δ3t . (3.52)
Thanks to the Gagliardo–Nirenberg inequality
‖ · ‖1,p  C‖ · ‖1−b2,p ‖ · ‖b, b = 2p/
(
4p + (p − 2)n), (3.53)
and
‖ξ‖2,p + ‖η‖2,p  C (3.54)
by (1.20), it follows that
‖ξ‖1,p + ‖η‖1,p  Ce−bδ3t . (3.55)
The proof is complete.
3.3. A non-smooth version of the Łojasiewicz–Simon inequality
To prove the convergence to an equilibrium in part (II) of Theorem 1.2, we will use a non-smooth
version of the Łojasiewicz–Simon inequality theorem, which has been shown in Lemma 3.3 of [13]
and in [6].
Introduce a convex closed subset of L2(Ω)
HM0 =
{
u(x) ∈ L2(Ω), 1|Ω|
∫
Ω
u(x)dx = M0
}
(3.56)
and the operator A with
Aφ = −α
γ
φ + β
γ
φ for φ ∈ H2(Ω),∇φ · n = 0 on Γ. (3.57)
Then the authors of [13] have shown the following result:
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G ∈ C2(R); (3.58)
0< G  G ′′(r) G for all r ∈R; (3.59)
G is real analytic on an open interval (c,d). (3.60)
Consider the functional
J (u, v) =
∫
Ω
(
1
2γ
(
α|∇v|2 + βv2)+ G(u − M0) − uv
)
dx (3.61)
deﬁned on HM0 × H1(Ω). Let U ∈ HM0 and satisfy
c + M0 < ess inf
Ω
U  ess sup
Ω
U < d + M0, (3.62)
and let
V = A−1U . (3.63)
Then there exist real numbers θ ∈ (0,1/2), C > 0, and ε1 > 0 (depending, in general, on (U , V )) such that
∣∣ J (u, v) − J (U , V )∣∣1−θ
 C
(∥∥∥∥G ′(u − M0) − A−1u − 1|Ω|
∫
Ω
(
G ′(u − M0) − A−1u
)
dx
∥∥∥∥+ ∥∥v − A−1u∥∥H1(Ω)
)
,
(3.64)
whenever ‖(u, v) − (U , V )‖W 1,p×W 1,p < ε1 .
3.4. The proof of part (II) in Theorem 1.2
On the basis of Propositions 3.1–3.4, we can prove
∥∥u(t) − U∥∥
(H1(Ω))′  C(1+ t)−θ/(1−2θ), (3.65)∥∥v(t) − V ∥∥L2(Ω)  C(1+ t)−θ/(1−2θ) (3.66)
as well as the convergence in W 1,p × W 1,p . Since the proof is just the same as in the proof of
Theorem 1.1 in [13], we can omit the details here. To further prove (1.23), we deﬁne the operator A0
by
A0 = −, D(A0) =
{
v ∈ H2;
∫
Ω
v(x)dx = 0, ∇v · n = 0 on Γ
}
. (3.67)
Note that A0 is a linear positive deﬁnite operator. We can deﬁne its powers Ar0 for any r ∈R.
Now subtracting the stationary equation from (1.1)–(1.2), and letting ϕ = u − U , ψ = v − V , we
have
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ϕt = ∇ ·
{
D(u)∇ϕ + [D(u) − D(U )]∇U − B(u)∇ψ − [B(u) − B(U )]∇V },
ψt = ψ − ψ + ϕ.
(3.68)
(3.69)
Here we assume α = β = γ = 1 for the sake of convenience. From now on, we should keep the
following facts in mind:
(I) The boundedness of ‖u‖2,p , ‖v‖2,p , ‖U‖2,∞ and ‖V ‖C2 has been obtained in Lemma 2.4, Theo-
rem 1.1 and Proposition 3.2, respectively;
(II) |D(u)|, |D ′(u)|, |B(u)|, |B ′(u)| are all bounded since they are continuous in u and ‖u‖∞  C;
(III) D(u) − D(U ) = ϕ ∫ 10 D ′(su + (1− s)U )ds holds. For B(u) − B(U ) the similar equality holds.
Multiplying (3.68) by ϕ and integrating over Ω , we have
1
2
d
dt
‖ϕ‖2 + α0‖∇ϕ‖2  ε‖∇ϕ‖2 + Cε
(‖ϕ‖2 + ‖∇ψ‖2), (3.70)
where α0 has been deﬁned in (3.36). Note that (3.68) can also be written as
ϕt = 
(
Dˆ(u) − Dˆ(U ))− ∇ · (B(u)∇ψ + [B(u) − B(U )]∇V ), (3.71)
where Dˆ(u) = −(2/d+u)e−du denotes the primitive function of D(u). Let f := ∫ 10 D(su+ (1− s)U )ds.
Then we have∫
Ω
−(Dˆ(u) − Dˆ(U ))A−10 ϕ dx =
∫
Ω
(
Dˆ(u) − Dˆ(U ))ϕ dx = ∫
Ω
f ϕ2 dx α0‖ϕ‖2. (3.72)
Multiplying (3.71) by A−10 ϕ , integrating over Ω , and applying the Young inequality, we have
1
2
d
dt
∥∥A− 120 ϕ∥∥2 + α0‖ϕ‖2  ε(‖∇ψ‖2 + ‖ϕ‖2)+ Cε∥∥∇A−10 ϕ∥∥2. (3.73)
It is easy to see that
∫
Ω
−(Dˆ(u) − Dˆ(U ))A−10 ϕt dx
=
∫
Ω
ϕϕt
( 1∫
0
D
(
su + (1− s)U)ds
)
dx
= 1
2
d
dt
∫
Ω
f ϕ2 dx− 1
2
∫
Ω
ϕ2ϕt
( 1∫
0
D ′
(
su + (1− s)U)s ds
)
dx (3.74)
and
∣∣∣∣∣ϕ
1∫
D ′
(
su + (1− s)U)s ds
∣∣∣∣∣ C . (3.75)
0
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1
2
d
dt
∫
Ω
f ϕ2 dx+ ∥∥A− 120 ϕt∥∥2  ε(∥∥A− 120 ϕt∥∥2 + ‖ϕt‖2)+ Cε(‖∇ψ‖2 + ‖ϕ‖2). (3.76)
Multiplying (3.69) by ψ , −ψ and ψt , respectively and integrating over Ω , then applying the Young
inequality, we get
1
2
d
dt
‖ψ‖2 + ‖∇ψ‖2 + ‖ψ‖2 = 〈ϕ,ψ〉 ‖ψ‖2H1 + C‖ϕ‖2(H1)′ , (3.77)
1
2
d
dt
‖∇ψ‖2 + ‖ψ‖2 + ‖∇ψ‖2  ‖∇ψ‖2 + Cε‖∇ϕ‖2, (3.78)
1
2
d
dt
(‖∇ψ‖2 + ‖ψ‖2)+ ‖ψt‖2  ‖ψt‖2 + C‖ϕ‖2. (3.79)
Note that we can also write (3.68) as
ϕt = Dˆ(u) − ∇ ·
(
B(u)∇v)− ∇ · (D(U )∇U − B(U )∇V ). (3.80)
Differentiating (3.80) and (3.69) with respect to t , we get
{
ϕtt = 
(
D(u)ϕt
)− ∇ · (B ′(u)ϕt∇v + B(u)∇ψt),
ψtt = ψt − ψt + ϕt .
(3.81)
(3.82)
Multiplying (3.81) by A−10 ϕt, and integrating by parts, we have
1
2
d
dt
∥∥A− 120 ϕt∥∥2 + α0‖ϕt‖2  I1 + I2, (3.83)
where
I1 =
〈
B ′(u)ϕt∇v,∇A−10 ϕt
〉
 ε‖ϕt‖2 + Cε
∥∥∇A−10 ϕt∥∥2, (3.84)
and
I2 =
〈
B(u)∇ψt ,∇A−10 ϕt
〉

〈∇[B(u)ψt],∇A−10 ϕt 〉− 〈B ′(u)∇uψt,∇A−10 ϕt 〉
= 〈B(u)ψt,ϕt 〉− 〈B ′(u)∇uψt ,∇A−10 ϕt 〉
 ε‖ϕt‖2 + Cε
(‖ψt‖2 + ∥∥∇A−10 ϕt∥∥2). (3.85)
Hence, we obtain that
1
2
d
dt
∥∥A− 120 ϕt∥∥2 + α0‖ϕt‖2  ε‖ϕt‖2 + Cε(‖ψt‖2 + ∥∥∇A−10 ϕt∥∥2). (3.86)
Multiplying (3.82) by ψt , and integrating by parts, we get
1 d ‖ψt‖2 + ‖∇ψt‖2 + ‖ψt‖2  ε‖ψt‖2 + Cε‖ϕt‖2. (3.87)
2 dt
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y(t) =
∫
Ω
f ϕ2 dx+ ‖ϕ‖2 + ∥∥A− 120 ϕ∥∥2 + ‖ψ‖2 + ‖∇ψ‖2 + ∥∥A− 120 ϕt∥∥2 + ‖ψt‖2. (3.88)
Note that
∥∥∇A−10 ϕ∥∥2 = ∥∥A− 120 ϕ∥∥2  C‖ϕ‖2(H1)′ . (3.89)
Choosing ε > 0 suﬃciently small, we deduce from the above inequalities (3.70), (3.73), (3.76), (3.77)–
(3.79), (3.86) and (3.87) that
d
dt
y(t) + γ0 y(t) C
(‖ϕ‖2
(H1)′ + ‖ψ‖2
)
 C(1+ t)−2θ/(1−2θ), (3.90)
for some γ0 > 0. Thus,
y(t) Ce−γ0t + Ce−γ0t
( t2∫
0
eγ0τ0(1+ τ0)−2θ/(1−2θ) dτ0 +
t∫
t
2
eγ0τ0(1+ τ0)−2θ/(1−2θ) dτ0
)
 Ce−γ0t + Ce−γ0t
(
e
γ0t
2
t
2∫
0
(1+ τ0)−2θ/(1−2θ) dτ0 + C(1+ t)−2θ/(1−2θ)eγ0t
)
 C(1+ t)−2θ/(1−2θ). (3.91)
This implies that
∥∥u(t) − U∥∥L2(Ω)  C(1+ t)−θ/(1−2θ), (3.92)
and
∥∥v(t) − V ∥∥H1(Ω)  C(1+ t)−θ/(1−2θ). (3.93)
By Eqs. (3.68) and (3.69), we infer that
∥∥∇u(t) − ∇U∥∥2
= ‖∇ϕ‖2  1
α0
∥∥D(u)∇ϕ∥∥2
 C
(∥∥A− 120 ϕt∥∥2 + ∥∥A− 120 ∇ · {[D(u) − D(U )]∇U − B(u)∇ψ − [B(u) − B(U )]∇V }∥∥2)
 C
(∥∥A− 120 ϕt∥∥2 + ∥∥[D(u) − D(U )]∇U − B(u)∇ψ − [B(u) − B(U )]∇V ∥∥2)
 C y(t) C(1+ t)−2θ/(1−2θ), (3.94)
and
Y. Zhang, S. Zheng / J. Differential Equations 248 (2010) 1684–1710 1709∥∥v(t) − V ∥∥H2  C(‖ψ‖ + ‖ψ‖)
 C
(‖ψt‖ + ‖ϕ‖ + ‖ψ‖)
 C(1+ t)−θ/(1−2θ). (3.95)
So far we have obtained∥∥u(t) − U∥∥H1 + ∥∥v(t) − V ∥∥H2  C(1+ t)−θ/(1−2θ). (3.96)
From the Gagliardo–Nirenberg inequality
‖ · ‖1,p  C‖ · ‖1−a2,p ‖ · ‖aH1 , a = 2p/
(
2p + (p − 2)n), (3.97)
and
‖u − U‖2,p + ‖v − V ‖2,p  C (3.98)
by (1.20) and (3.16), it follows directly that∥∥u(t) − U∥∥1,p + ∥∥v(t) − V ∥∥1,p  C(1+ t)−aθ/(1−2θ). (3.99)
The proof is complete.
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