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A new computation modelling is increasingly developed over past 10 years, to determine the 
pattern of biodiversity distribution under climate change. A task for finding a good 
representative model to predict the pattern of distribution remains a challenge. The objective 
of this study is to review the performance and accuracy of Random Forest (RF) and Artificial 
Neural Network (ANN) modeling technique in predicting the distribution of biodiversity. A total 
of four RF and four ANN species distribution papers are selectively studied to gather information 
about these two modeling techniques in term of predicting species distribution. The result 
shows that both RF and ANN were good models that can be used to predict the pattern of 
species distribution in space and time. Both models show high model performance and high 
accuracy of model prediction in these studied papers. Although there are several shortcomings, 
those models are recommended to be used in case of determining the pattern of species 
distribution. A proper selection of models would affect the accuracy and quality of model 
prediction. A robust model of species distribution is useful for determining a potential habitat 
for species reintroduction, designing nature reserve area, predicting the pattern of biodiversity 
under climate change and land use change, and restoration. 
 





Species Distribution Modelling (SDM) is widely used to address several issues in 
ecology, biogeography, conservation biology, evolution and climate change [1]. The use 
of Species Distribution Models has been rapidly growing since the beginning of 2000. 
SDM is recently applied to manage threatened population [2], understand the roles of 
the species in terms of community assembly, predict the area that might be potentially 
invaded by invasive species [3], [4] and evaluate how climate change affects the species 
distribution [5], [6]. SDM follows six main steps: a) Conceptualization (global data, 
herbarium collection, eco-physiological treatment in laboratory), b) data preparation 
(sampling design, sample size), c) Model fitting (calibration), d) Model evaluation, e) 
spatial prediction and f) assessment of model applicability [7].  
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Computer-based species distribution has been intensively developed to tackle some 
of the shortcomings regarding huge quantitative data and accuracy of model 
predictions. The earliest development of computer-based predictive model is originally 
developed in early 1970s, concerns on species and environment quantifications. Other 
researches are established at that time, for instance, plant distribution studies by 
Jardine in UK and the spatial predictions of crop species by Nix and Co-workers in 
Australia [8]. There are many statistical approaches that can be used to predict habitat 
suitability and species distribution pattern for species. Regression is a statistical 
approach that commonly used in ecology and other disciplines, particularly in species 
distribution models. GLM (Generalized Linear Models) and GAM (Generalized Additive 
Models) are a regression-based technique that are often used to predict biodiversity 
distribution [8]. Those approaches should meet with several assumptions on statistics 
rules (linearity, normality, homoscedasticity, and multicollinearity) [9]. 
Besides of using statistical approaches in ecological researches, a new technique in 
computer-based analysis has been significantly developing in recent year. Machine 
learning is a part of artificial intelligence that has been extensively used in many aspects, 
particularly in technology development. There are several distinct differences between 
statistics and machine learning approaches. Statistics tend to focus on inference, in 
contrast, machine learning has a long – standing on prediction, ignoring the underlying 
mechanism. It has more complex algorithms to find the pattern of huge quantitative 
data. It uses minimal assumptions to generate the system, make it more effective [10]. 
Artificial Neural Network (ANN) and Random Forest (RF) are both machine learning 
approaches that commonly tend to have better performance of models in terms of 
predicting species distribution pattern. ANN is first developed by referring to human 
brain mechanisms [11]. It is widely used in remote sensing image classification and 
ecological applications [12]. ANN works with both regression and classification, in 
addition, a continuous and categorical predictor can be used in this model. The structure 
of ANN comprises three main layers (Figure 1): a). the input layer consists of predictors 
(independent variables), b). one or more hidden layers consists of linear combination of 
the input layer, c). Output layer consists of response variables (dependent variables) 
[13]. ANN has been implemented in several studies about habitat suitability modeling 
[14], prediction of population and community development [15], and patterning 
complex relationship [16]. 
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Figure 1. Artificial Neural Network (ANN): a). ANN’s structure [17], b). ANN’s algorithm [18]. 
 
Random Forest (RF) works based on regression and classification (Figure 2). The 
main principle of RF is randomly splitting the data into several trees, a large number of 
trees (>500) can be grown without pruning. RF tackles the risk of overfitting by averaging 
the prediction from a large number of model based on a subset of the data. RF tends to 
have higher prediction accuracy than decision tree and other models [19], [20]. There 
are several advantages of using RF than statistical classifier: 1). A novel method of 
determining importance variables, 2). High classification accuracy, 3). Better for model 
complex interaction among predictors, 4) perform several types of regression, 
classification, survival analysis, and unsupervised learning [20].  
In the present study, the benefit and weakness of ANN and RF in predicting species 
distribution will be reviewed. The performance of both models will be assessed based 
on their accuracy metrics, such as specificity, sensitivity, Kappa and Area Under the 
Curve (AUC). 
Angga Yudaputra, Iyan Robiansyah. Dipta Sumeru R. 2019 
41  
 
Figure 2. Random forest: a). How the Random Forest works (Algorithm) [21], b). Splitting  
       the data of Random Forest [22]. 
 
2. Methods 
A Web of Science search is made in May – July 2018 using the keywords of "Artificial 
Neural Network (ANN) and Random Forest (RF) in Species Distribution modeling”. A total 
of four papers ANN and four papers of RF are selected. From each selected paper, 
accuracy metrics (specificity, sensitivity, Kappa and AUC) and correlation of both models 
with others are collected. all these data are then used to assess the strength and 
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3. Result and Discussion 
3.1. Random Forest 
Marmion et al. [23] states that the mean of AUC of Random Forest is 0.813, higher 
than other methods such as GLM, GAM, MARS, MDA, ANN, CTA, and Md (PCA) (Figure 
3). AUC score indicates a discriminating between presence and absence observation. 
The model is categorized as an excellent model prediction. RF provides an excellent 
performance, in case of projection of the models under similar ecological – geographical 
condition and space that used in calibration. In prediction of Cypripedium calceolus, RF 
provides the highest AUC score: 0.883, with the highest accuracy of the predictive 
model, and provides the most realistic simulations of the species distribution under 
future climate condition. RF is an accurate tool for interpolation modeling.  
 
Figure 3. Area under the curve (AUC) value of Random Forest (RF) compared with ANN, CTA, GAM, GBM, 
GLM, MARS, MDA, Mn (AII), WA, Best, Md (AII) and Md (PCA) based on study of Marmion et al. 
(2009) 
 
William et al. [24] uses four different models to predict new occurrences for rare 
plants. Those models are Generalized Linear Models (GLM), Artificial Neural Network 
(ANN), Random Forest (RF), and Maxent (ME). Among those four models, Random 
Forest (RF) shows the highest AUC and kappa values for each species (Table 1). RF is the 
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Table 1. Area under the curve (AUC) value of Random Forest (RF) compared with Generalized 
Linear Models (GLM), Artificial Neural Network (ANN) and Maxent (ME) based on study 
of Willaim et al. [24]. 
 
Random Forest (RF) and Maxent (ME) indicates the best performing models and had 
the highest mean correlation with other models (Tabel 2). The higher mean correlation 
meant the better performance of models. Those models give the predictive maps that 
match between each other.  
 
Table 2. Mean correlation of Random Forest (RF) with Generalized Linear Models (GLM), 
Artificial Neural Network (ANN) and Maxent (ME) based on study of Willaim et al. [24]. 
 
Prasad et al. [19] tried to assess the output of four species by comparing four 
different techniques, including Regression Tree Analysis (RTA), Bagging Trees (BT), 
Random Forest (RF), and Multivariate Adaptive Regression Splines (MARS). Those 
outputs consisted of correlation (Table 3), kappa, variable importance and the output 
maps (Table 4). BT and RF are almost similar and both of models are more effective than 
single regression trees. RF performances better predictive capability than other models. 
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Table 3. Pearson’s Correlation Coefficient between current forest inventory and analysis (FIA) 
and Regression Tree Analysis (RTA), Bagging Trees (BT), Random Forest (RF), and Multivariate 
Adaptive Regression Splines (MARS) based on the study of Prasad et al. [19]. 
 
Table 4. The value of Kappa and Fuzzy Kappa for Regression Tree Analysis (RTA), Bagging Trees 
(BT), Random Forest (RF), and Multivariate Adaptive Regression Splines (MARS) based 
on the study of Prasad et al. [19]. 
 
Random Forest (RF) has the highest kappa and fuzzy kappa in all four different 
species, compared to other methods (RTA, BT, and MARS). Kappa and fuzzy kappa 
indicated the agreement of current importance based on FIA (USDA Forest Service’s 
Forest Inventory and Analysis program) and model predictions. RF and BT approve on 
the ranking of the first four important variables according to the Table 5. The current 
distribution of those species is well matched for RF and BT, but RF indicates more 
smoothing between classes and the abundance slightly more in some areas. 
Cutler et al. [20] uses four different models, including Random forest (RF), 
classification trees, Logistic regression, and Linear discriminant analysis (LDA), to predict 
the presence of four invasive plant species in Lava Beds National Monument, California 
(N= 8251 total observations) (Table 6). For overall metric measured, RF performes the 
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Table 5. The rank among four different models in several predictors 
 
Table 6 The value of several accuracy metric for Random forest (RF), classification trees, Logistic 
regression, and Linear discriminant analysis (LDA) based on the study of Cutler et al. [20]. 
 
 
3.2. Artificial Neural Network 
Mannel et al. [25] compares three different modeling approaches to predict the 
distribution of Himalayan River Bird. They use Multiple Discriminant Analysis (MDA), 
Linear Regression (RL) and Artificial Neural Network (ANN) (Figure 4). In Fitting model, 
RF is slightly different with other models. It shows the highest model performance with 
88%. However, testing the data using Jack-knife application denotes that ANN is the 
lowest correctly classifying score 69%, compared to LR (82%) and MDA (73%). This study 
suggested ANN does not outperform over LR and MDA in modeling species distribution. 
Several shortcomings using ANN instead of conventional statistical methods are require 
much more computing time and need further analysis such as equation synthesis and 
weight analysis. This study come across with the conclusion, although MDA to be more 
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preferable over ANN or LR, working with the more complex and non-linear data, ANN 
might be more advantageous with the exhaustively study.  
Segurado and Araujo published a paper in 2004 [26], with the main objective is to 
provide a comprehensive assessment of methods and investigates whether an error in 
model predictions are associated to specific kinds of geographical and environmental 
distributions of species. They use seven models (Gower metric, Ecological Niche Factor 
Analysis, classification trees, neural networks, generalized linear models, generalized 
additive models and spatial interpolators) to predict occurrence for 44 species of 
amphibians and reptiles in Portugal. The result suggests that ANN performs better, 
followed by Generalized Additive Model (GAM) and other models. ANN shows the best 
result for kappa and sensitivity indices (P < 0.001) measurement. However, the kappa 
index measurement is not significantly different between ANN and GAM. 
  
Figure 4. Kappa and Sensitivity among nine different model predictions 
Pearson et al [27] integrates the climate and land cover variables across the 
different spatial scale to model the distribution of four plant species in Britain. ANN is 
applied to characterize species’ climatic requirement at the European scales and Land-
cover requirement at British scale. The model shows a good result for integrating the 
effects of Land-cover into an existing bioclimate modeling framework. Cohen’s Kappa 
Angga Yudaputra, Iyan Robiansyah. Dipta Sumeru R. 2019 
47  
statistic and the area under the Receiver Operating Characteristic (AUC) are used to 
evaluate the predictive performance of the model. Result demonstrates a good 
predictive performance with high AUC and Maximized Kappa score for each species 
(Table 7). 
 
Table 7. The AUC and Maximised Kappa results in prediction of four different species 
 
Araujo et al [28] uses the distribution data of 116 British breeding-bird species over 
the past 20 years, to provide a first independent validation of four modeling techniques 
under climate change. Those techniques are Generalized Additive Model (GAM), 
Generalized Linear Model (GLM), Classification Tree Analysis (CTA). One of question that 
addressed in this paper about the performance of those models on validation dataset. 
The result shows that ANN has a higher accuracy on calibration and evaluation than 
other methods (Table 8). 
 
Table 8. The k score and AUC of four different model predictions using two splitting data 




Random Forest (RF) and Artificial Neural Network (ANN) techniques can be used to 
assess the importance of environmental variables that specify the pattern of species 
distributions. Those provide a better model performance, high accuracy of predictive 
models, and accurately map of species distribution. Selecting a proper model of species 
distribution provides a better understanding of the drivers that determine the current 
and potential future distribution. Furthermore, mapping species distribution would be 
useful in terms of conservation and management of biodiversity. 
 
Angga Yudaputra, Iyan Robiansyah. Dipta Sumeru R. 2019 
48  
5. References 
[1]. Guisan A, Thuiller W. Predicting species distribution: offering more than simple 
habitat models. Ecol. Lett. 2005:8: 993–1009. 
[2]. Engler R, Guisan A, Rechsteiner L. An improved approach for predicting the 
distribution of rare and endangered species from occurrence and pseudo-absence 
data. J. Appl. Ecol. 2004; 41: 263–274. 
[3]. Peterson AT, Robins CR. Using ecological-niche modelling to predict barred owl 
invasions with implications for spotted owl conservation. Conserv. Biol. 2003; 17: 
1161–1165. 
[4]. Rouget M, Richardson DM, Nel JL, Le Maitre DC, Egoh B, Mgidi T. Mapping the 
potential ranges of major plant invaders in South Africa, Lesotho and Swaziland 
using climatic suitability. Divers. Distrib. 2004; 10: 475–484. 
[5]. Skov F, Svenning JC. Potential impact of climatic change on the distribution of 
forest herbs in Europe. Ecography 2004; 27: 366–380. 
[6]. Beaumont LJ, Hughes L, Poulsen M. Predicting species’ distributions: use of 
climatic parameters in BIOCLIM and its impact on predictions of species’ current 
and future distributions. Ecol. Model. 2005; 186: 250–269. 
[7]. Guisan A, Zimmerman NE. Predictive habitat distribution models in ecology. Ecol. 
Model. 2000; 135: 147–186.  
[8]. Guisan A, Thuiller W, Zimmermann NE. Habitat Suitability and Distribution Models: 
With Application in R. 2017. Cambridge University Press.  
[9]. Statistic solutions. 2018. (http://www.statisticssolutions.com/assumptions-of-
linear-regression/). Access 03 July 2018. 
[10]. Bzdok D, Altman N, Krzywinsk M. Nat Meth. 2018; 15: 5-6. 
[11]. Ripley BD. Pattern recognition and neural networks. 1996. Cambridge: Cambridge 
University Press. 
[12]. Benediktsson JA, Swain PH, Ersoy OK. Conjugate-gradient neural networks in 
classification of multisource and very-high-dimensional remote sensing data. Int. 
J. Remote Sens. 1993; 14: 2883-2903. 
[13]. Olden JD, Lawler JJ, Poff NL. Machine learning methods without tears: a primer for 
ecologists. The University of Chicago Press. Quart. Rev. Biol. 2008; 83: 2. 
[14]. Paruelo JM, Tomasel F. Prediction of functional characteristics of ecosystems: 
comparison of artificial neural networks and regression models. Ecol. Model. 1997; 
98: 173–186. 
[15]. Tan SS, Smeins FE. Predicting grassland community changes with an artificial 
neural network model. Ecol. Model. 1996; 84: 91–97. 
[16]. Lek S, Delacoste M, Baran P, Dimopoulos I, Lauga J, Aulagnier S. Application of 
neural networks to modelling nonlinear relationships in ecology. Ecol. Model. 
1996; 90: 39–52. 
[17]. Veronez MR, Florêncio de Souza S, Matsuoka MT, Reinhardt A. Macedônio da Silva 
R. 2011. Regional Mapping of the Geoid Using GNSS (GPS) Measurements and an 
Artificial Neural Network. Remote Sens. 2011; 3(4): 668-683. 
[18]. Khademi, F.,and S. M. Jamal. Predicting the 28 Days Compressive Strength of 
Concrete Using Artificial Neural Network. i-manager's Journal on Civil Engineering 
2016; 6(2). 
[19]. Prasad AM, Iverson LR, Liaw A. Newer classification and regression techniques: 
Bagging and random forests for ecological prediction. Ecosystem 2006; 9: 181–
199. 
[20]. Cutler DR, Edwards TC, Beard KH, Cutler A, Hess KT, Gibson JC, Lawler JJ. Random 
Angga Yudaputra, Iyan Robiansyah. Dipta Sumeru R. 2019 
49  
forests for classification in ecology. Ecol. 2007; 88(11): 2783–2792. 
[21]. Hwamdah, M. Random Forest. 2012. https://www.slideshare.net/m80m07/ 
random-forest 
[22]. Bccvl. 2017. Random forest. https://support.bccvl.org.au/support/solutions/ 
articles. 
[23]. Marmion M, Parviainen M, Luoto M, Heikkinen RK, Thuiller W. Evaluation of 
consensus methods in predictive species distribution modelling. Divers. Distrib. 
2009; 15: 59–69. 
[24]. Williams JN, Seo C, Thorne J, Nelson JK, Erwin S, O’Brien JM, Schwartz MW. Using 
species distribution models to predict new occurrences for rare plants. Divers. 
Distrib. 2099; 15: 565–576. 
[25]. Manel S, Dias JM, Ormerod SJ. Comparing discriminant analysis, neural networks 
and logistic regression for predicting species distributions: a case study with a 
Himalayan river bird. Ecol. Model. 1999;120 (1999): 337–347. 
[26]. Segurado P, Araújo MB. An evaluation of methods for modelling species 
distributions. J. Biogeo. 2004; 31: 1555–1568. 
[27]. Pearson RG, Dawson TP. Liu C. Modelling species distributions in Britain: a 
hierachical integration of climate and landcover data. Ecography 1997; 27: 285-
298. 
[28]. Araújo MB, Pearson RG, Thuiller W, Erhard M. Validation of species–climate 
impact models under climate change. Global Change Biol. 2005; 11: 1504–1513. 
 
 
