Abstract
Introduction
Due to advances in communications and computing technology, Internet is now a world-wide platform which can be ubiquitously exploited for delivering time dependant-services such as media streaming, web casting, measurements, etc [4] . One key enabling technology is multicast [12] which efficiently concurs to save network resources and easily feature multi-party applications. Multicast is exploitable over Internet at network level through IP-multicast or at application level through an application level multicast infrastructure [1] . Both realtime data services and synchronous group coordination services have been demonstrated to greatly benefit from multicast [5] . In particular, synchronous group services entail synchronization of content and activities in remote workspaces with regard to time and space and notably mutual exclusion in resource access.
The integration of on-demand multicast data delivery with group-based remote control can enable the construction of synchronous cooperative environments in which a group of clients shares the data service control.
Such an integration can be incorporated in peer-to-peer based or grid-based Content Distribution Networks (CDNs) [3] as a basic low-level service. Thus, a variety of high-level group services such as cooperative playbacks [9] , cooperative browsing and collaborative visualization of remote measurements [5] can be provided.
A challenging issue is the development of a real-time distributed control logic of the server entity which multicasts data streams. To this end several floor control protocols and architectures have been proposed in the last years which facilitate users, organized in even large groups, to coordinate access to shared resources through coordination primitives called floors [5] . Since it is needed to request and grant floors in a session-wide contention scheme, floor management can very likely introduce overhead diminishing interactivity and increasing response time of the server control in highly responsive environments. This paper presents a high level cooperative control protocol (COCOP) suitable for timely control of a shared server by a cooperative group of clients. It relies on a distributed and implicit coordination policy centered on cooperation among clients and final contention resolution at server side. COCOP can be supported by a lightweight reliable multicast protocol purposely enhanced to detect events which can affect the logical thread of a cooperative control session. Notably, the protocol also embeds an activable mechanism coping with the problem of unfairness among clients. COCOP is validated by means of an event-driven simulation framework ad-hoc customized to analyze (i) the high-level protocol performances and (ii) the dynamics of a cooperative control session over basic topologies, namely star, linear chain and binary tree.
The rest of the paper is structured as follows. §2 details the proposed high-level cooperative control protocol along with a reference application context. §3 describes the simulation scenario for the protocol validation and then comments and analyzes the simulation results. Finally, conclusions and directions of future work are drawn.
The COCOP protocol
The aim of the COoperative Control Protocol (COCOP) is to enable a synchronous group of clients to cooperatively share the control of a server, which typically provides time-dependant services. COCOP complies with a multicast client/server model [9] , which is an extension of the unicast client/server one. It allows a group member to send, on the behalf of the group, a request to the server that, after processing the request, replies to all group members. According to the peculiarity of the service offered, group/server interactions can be stateful or stateless. We focus on stateful interactions which originate cooperative control sessions. The server holds the session state and changes it each time a client request is accepted. Every client request is provisional which means that it is the server reply that modifies the group state. In order to increase the flexibility and the resilience of the session state management, we adopt a soft-state like paradigm [12] .
COCOP relies on the idea of cooperativity-featured competitive access to a shared resource, the server, combined with mechanisms aimed at increasing the protocol efficiency and effectiveness.
The cooperative competitive access is regulated by the following mechanisms: 1. During session contention periods the server resolves conflicts by accepting the first incoming request and discarding the others. Such mechanism drives the session state by dynamically establishing which client request is accepted and processed by the server. 2. After forwarding a request to the server, a client inhibits itself by blocking every successive user request until a server reply is received. Such a mechanism limits the network load and avoids meaningless request sequences coming from the same client. 3. After a server reply, both the server and the clients block themselves for a given amount of time, in order to make users aware of the session state change. 4. When a client senses another client request, it autoinhibits in order to fairly give priority to the remote client so avoiding to forward requests, that would be probably discarded and would only increase the network load. COCOP has characteristics similar to the activity sensing floor control protocol (RAS) belonging to the Random-access Floor Control (RFC) class [6] . The main differences are that, in COCOP, the floor is the server itself and, in RAS, the auto-inhibition is realized by using back-off, i.e., by delaying a request of a random amount of time. Moreover, higher level policies such as tokenbased [6] or voting-based [8] can be adapted atop of the basic protocol to fulfill specific synchronization requirements.
In order to enable cooperativity in COCOP, a client request is multicast to the group so that it can be received by each client and by the server. To this end, it is assumed the existence of a virtual logical channel connecting all the parties (clients and server) which, from a semantic point of view, complies with the idea of multicast group [4] . It provides a simple way to send one-to-many messages and allows an efficient realization of the logical channel by either IP-multicast [12] or an Application Level Multicast (ALM) protocol [1] .
COCOP is not intended for the transport of application data but it should be coupled with a data delivery protocol tied to a specific service (e.g., file bulk transfer, media streaming). It is worth noting that the proposed protocol focuses on the server control and implicit low-level group coordination; challenging issues such as group formation, security, and fault-tolerance as highlighted in [8, 15] are out of the scope of this paper.
Client and server high-level behaviors
The behaviors of client and server processes are visually defined by the finite state machines (FSMs) depicted in Figure 1 . Client Automaton. In the Ready state, the client process (or client) can (i) accept a request (UsrReq) from the local user in order to forward the corresponding client request to the multicast group, (ii) sense a client request (ClReq) sent from a remote client so performing the cooperative mechanism, (iii) process a server reply (Reply). If the guard f is true, a client request forwarding is delayed of the time T w , dynamically calculated by each client. Such a mechanism allows smoothing the unfairness problem as analyzed in §3.2.2. In the RequestDone state, the client ignores other ClReq and, once it receives a server Reply, it passes into the ProcessDone state and sets the timer T c , disabling the user to perform new requests. The client gets Ready again after receiving the FTimer (timer expiration event).
Server Automaton. In the Ready state, the server process (or server) is available to receive and process a client request (ClReq). After processing the request and sending the reply, the server rests inactive for a T S period depending on the specific application. T S is introduced both to make the clients aware of the session state change, and to regulate the session interactivity. In fact, the group has to wait at least T S to be able to get another request accepted. In the ProcessDone state, the server refuses all incoming ClReqs. As soon as the timer expires, the server gets ready again. Usually, T S is set at session set-up whereas T C is dimensioned upon T S .
Reliability requirements
Since a control message (request or reply) require both reliability and fast delivery, COCOP relies on a lightweight reliable multicast protocol [7] which only guarantees reliability. It is worth noting that different multicast applications require many different levels of reliability and ordering guarantees in the face of transient network failures such as dropped packets. In [16] and [2] the main QoS levels provided by multicast transport protocols are discussed: unreliable, unordered, source ordered, causal ordered, totally ordered, K resilient, majority resilient, totally resilient.
Although the exploitation of more constraining protocols such as source-ordered, causal-ordered or totalordered protocols [16] would avoid exceptional situations by providing a more logical message delivery within a control session, such an exploitation would result in an unavoidable performance degradation in terms of message delivery rate and hence session interactivity. As an example, consider the sending of a pause command which temporarily halts a streaming transmission. The command should reach the server "as fast as possible", in order to provide the issuing client with a reasonable degree of interactivity.
However, the reliable multicast protocol should be further enhanced at a higher-level in order to detect the loss of source-ordering on a per-process (client or server) basis.
To this end, COCOP integrates a high-level mechanism which filters messages violating some sourceordering and causal-ordering requirements in the hypothesis of no clock synchronization among the parties. Particularly, we isolated the following set of requirements whose not fulfilling would cause the violation of the logical thread of control activities: 1) Source-ordering of Requests. The requests issued by each client should arrive at the server according to their transmission order. 2) Source-ordering of Replies. The replies sent by the server should orderly arrive at each client, so respecting the logical order of the global state change. 3) Causal-ordering of Request/Reply pairs. The arrivals of a request/reply pair should never be inverted. In order to fulfill such requirements, we have appositely defined the control structure of messages by inserting some information which is exploited for building dynamic session state tables maintained by each process. Messages are discarded on the basis of these tables if they violate the above requirements, otherwise they are admitted to drive the automata of server and client processes (Fig. 1 ).
An application context: cooperative playback sessions
Cooperative playback sessions are multicast sessions where an explicit and synchronous group of clients cooperatively controls a media server (MS) which is multicastly streaming an archived media file. Basically two interaction levels exist within a cooperative playback session: media and control. Media is unidirectionally streamed by the MS to all the group members over a multicast channel. Control is applied under the form of transmissions of VCR-like commands (e.g., PLAY, PAUSE, SEEK, etc) sent from the clients to the MS.
Cooperative playback sessions are usually provided by a cooperative playback system (CPS) [8, 15] . A fundamental building block of a CPS is the archive control protocol which is the protocol used to contact the media server in order to organize the cooperative group, request and control a selected playback. Specifically, the archive control protocol should allow a client to issue control commands by resolving possible conflicts with all the other clients of the group.
In the MASH Rover [15] , the SSAC (Soft State Archive Control) protocol is based on a soft state approach and on an announce/listen (A/L) underlying transport mechanism [12] . A/L protocols are robust and can be implemented atop of an unreliable transport protocol such as unicast or multicast UDP. No specific control policies are introduced, the implicit policy exploited is of type laissez-faire cooperative (e.g., with user-level feedback). Moreover, control commands can be lost so that the requesting client loses "a priori" the contention against other clients.
Conversely, in our CPS [8] , the control protocol, called MAC (Multicast Archive Control Protocol), is realized as a variant of RTSP (Real-Time Streaming Protocol) [4] adapted atop of the lightweight reliable multicast protocol (LRMP). Two basic policies regulating conflicts are introduced: (i) a pure FC policy for the PAUSE command and (ii) a voting-based policy for the PLAY, SEEK and STOP commands. The former is embedded in the MAC whereas the latter is enforced by using an higher level protocol, called CO (COllaborative protocol) which also enables the multicast exchange of questions and annotations. The usability analysis of the system [8] highlights that as soon as the request rate increases the group members are overwhelmed by too many voting procedures and are affected by consistent refusals of the PAUSE command at the server side. So it would be more convenient if the protocol, for some control messages (e.g. PAUSE), relied on an implicit coordination mechanism like COCOP.
The above-mentioned CPSs are strongly IP-multicast enabled so limiting their widespread diffusion to only IPmulticast enabled network such as MBone and private LANs. Efficient application level multicast protocols within peer-to-peer networks and grid-based infrastructures coupled with lightweight cooperative control protocols can boost the exploitation of cooperative playbacks as a mainstream service.
Protocol analysis through simulation
The COCOP protocol is implemented in an objectoriented simulation framework in order to analyze the dynamics of a cooperative control session over simple and representative topologies, namely star, linear chain and binary tree [13] , that can be seen as the building blocks of more complex topologies. The main purpose of the analysis is to investigate both the capability of a single client to obtain the control of the server, the server load, and the network system load. To this end, the analysis parameters in Table 1 are introduced and defined.
Event-driven Simulation Framework
We exploited and customized an event-driven simulation framework, whose accuracy was validated against an analytical model in [11] .
The simulator, written in C++, is fully object-oriented and designed upon four kinds of objects: 1. Node, which models the server and the client processes; each client/server object has an internal state, which evolves according to its automaton, and exchanges messages with other nodes according to the multicast paradigm. 2. User Agent, which generates new requests on behalf of users working on client nodes. Request generation process follows a chosen statistical distribution.
3. Event, which embodies a message exchanged among Node objects. Upon event reception, nodes respond according to their automata. 4. Event Dispatcher, which manages all events, stores them in a queue ordered according to message delivery times, picks up one message at a time, and dispatches them to destination nodes. A simple script language has been introduced to define the network configuration.
In order to feed the simulation of a cooperative control session with users' requests, we need to model the behavior of users belonging to a cooperative group. In [14] , an empirical characterization of user behavior, observed in the context of a Web-based courseware system, is reported. The authors found out that lognormal and gamma distributions are a good approximation of the empirical distribution of user requests, though the exponential distribution is often used for analytical and simulation studies. For our simulation, we assume that the request rate of each user in the group is modeled as a gamma distribution with a fixed shape parameter. 
Simulation scenarios and results
In our simulations, we analyze and compare the performances of: the COCOP protocol with the fairness mechanism disabled, referred as COOP.
the COCOP protocol with the fairness mechanism enabled, denoted as FAIRNESS. a protocol obtained by COOP by deleting, in the client automaton (Fig. 1a) , the transitions labeled by ClReq.
With this modification, a client does not sense remote client requests. This protocol, named NoCOOP, is analyzed to better evaluate the effect of the client cooperation introduced by COCOP. Cooperative control sessions are intended for small groups of users ( 20). In particular, a cooperative playback session [8] is averagely composed of five to six members. In our analysis we consider a maximum of ten members organized according to the reference topologies depicted in Figure 2 . The end-to-end delay (EED) model of a link between two adjacent nodes is:
where m is the mean delay and i is the instantaneous delay for a given message. i is the sum of a fixed part and a variable part. (2) guarantees that the mean of the delay i is equal to m . The variable part of i is generated by a normal random variable whose mean and variance are set to K v m . The distribution of the normal variable is truncated to -K f m in order to assure that i cannot assume negative values. The choice of the normal distribution has been made by following the considerations presented in [10] . The EED model parameters are set as follows: m =0.1s, which accommodates small regional areas, and K f =0.7, to limit the EED variability. Moreover, the time spent by the server to process a client request is set to 0.2s, a typical value in a single-session VoD system.
All the simulations are run by varying the following parameters:
Number of clients (N). The range considered is {2, 10} which takes into account small/medium sized groups.
Mean request interarrival time (1/ ). It is the average interarrival time between two successive requests issued by the same user. The shape parameter of the gamma distribution is set to 2. The range considered is {10s, 180c}. The server timer T S , used to control the server reactivity and the overall system interactivity degree, is set to 3.0s, and T C , the client timer, is set to the same value, thus avoiding the occurrence of deadlock situations, as shown in [9] . This value is chosen on the basis of the performance analysis of our CPS [8] .
3.2.1. Star. This topology can be considered as a model of a general multicast topology, where the clients experiment similar average delays to reach the server. The reflector node (Fig. 2a) belongs to the multicast group but does not originate requests. Since all clients are in the same conditions, for this topology we report the performance of a generic client. In Figures 3 and 4 we compare the performances of COOP and NoCOOP. In particular the figures respectively depict the blocking and denial probabilities vs. the mean request interarrival time for different values of N.
This comparison shows that the use of cooperation leads to a light increase of the blocking probability, but to a considerable decrease of the denial probability. This is surely a beneficial effect, and a confirmation of the validity of the cooperation-based protocol. In fact, it is worth noting that a relatively high value of the blocking probability can be accepted by the user, who in a cooperative control session is aware that she/he cannot always be able to issue a request due to the need of limiting the system dynamics and to the existence of contention periods. The blocking probability can also be interpreted as the fraction of time in which the user is unable to submit a request. On the contrary, the denial probability should be as low as possible since the server reject of a client request is to be considered a very unpleasant event. In Figures 5 and 6 the server load and the network load are portrayed for COOP and NoCOOP. COOP exhibits a considerable decrease of the server load, because client cooperation limits the number of client requests, especially of requests that would be likely discarded. For what concerns the network load, there are no remarkable differences between the two protocols. (Fig. 2b ) allows exploring the case in which clients experiment different delays from the server, and therefore different chances to control the server. A linear chain can be formed either as a consequence of a tree degeneration or with a peer-to-peer approach based on an invitation protocol [4] by which the client C 1 , already connected to the server, invites C 2 , which in turn invites C 3 and so forth. Figures 7 and 8 show blocking and denial probabilities of COOP for chains with 2, 3, 5, 7 and 10 clients. Since clients are located at different distances from the server, results are reported w.r.t. the client ID, for a given value of the mean request interarrival time (90 s).
Chain. The chain topology
Figures 9 and 10 highlight that the major benefit of COOP, i.e., the denial probability decrease is even more consistent in a chain configuration than it was in a star configuration. However, considering the denial probability in Figure  8 , it can be seen that the fairness among clients is not guaranteed with COOP: clients located close to the server (or near clients) have more chances to control the server than far clients, located at the chain tail. In long chains, near client requests can preclude far clients to access the server.
As stated in §2, the fairness mechanism can limit the unfairness problem, since a client has to wait an amount of time T w to forward a user request to the multicast group. T w is computed depending on the client position with respect to the server and the other clients. In particular, for client C i , T w should be approximately equal to the time delay that a message issued by client C N (the farthest client) would take to reach client C i . In order to exploit this approach, each client should know the delay from itself to the farthest client. This information can be easily computed at the group formation time and periodically updated. Each time a client joins the group, it measures the delay to the node which it is connecting to, and propagates this information to the other clients, that can recursively calculate their delays to the farthest client. Figure 11 shows that FAIRNESS ensures a much higher degree of fairness with respect to COOP, especially for long chains. For short chains, near clients are favored because they "get ready" (i.e. their automata get into the Ready state) earlier than far clients after a server state change. This effect is smoothed for long chains, in which "middle" clients are favored because they are statistically able to sense remote requests earlier than clients located at the head or at the tail of the chain. For what concerns the server and the network load, simulations show that, as in the star configuration, COOP, if compared with NoCOOP, lowers the server load, whereas little effect can be appreciated on the network load. Furthermore, FAIRNESS causes a slight increment of the server load w.r.t. COOP (but values are still lower if compared with NoCOOP), since far client requests are favored.
Binary Tree.
The binary tree topology (Fig. 2c) allows the analysis of COCOP in the context of peer-topeer networks whose nodes coincide with client and server processes. Such processes can be organized according to an application-level multicast (ALM) protocol based on delivery trees (such as mesh-first and tree-first ALM approaches [1] ). In particular, binary trees are fully representative of multicast data delivery paths, as stated in [13] . Figure 2c portrays a full binary tree, with L levels and 2K client nodes, where K=2 L -1. Our analysis has taken into account all balanced and unbalanced binary tree topologies with L<=3.
In the case of balanced trees results are similar to those obtained with star and chain topologies: the cooperation mechanism leads to a considerable decrease of denial probability the fairness approach is effective in limiting unfairness client behaviors are similar for those clients belonging to the same level, while clients closer to the server perform slightly better. In the case of unbalanced trees, clients belonging to "heavier" branches (i.e. branches with a higher number of nodes) are favored with respect to clients located in lighter "branches", as an effect of cooperation among clients. This can be seen in Figure 12 , where an unbalanced tree with 5 nodes is considered. In particular, we observe that, among nodes belonging to the same level, nodes populating the heavier branch of the tree perform better (e.g., 1 vs. 2, 3-4 vs. 5). The reason is that the cooperation among nodes belonging to heavier branches (e.g., 1, 3, 4) is more effective than the cooperation between nodes in lighter branches (2, 5) . Figure 12 also shows that FAIRNESS smoothes the performance differences among nodes. 
Conclusions and future work
Integrating data multicasting on-demand with efficient group-based control protocols can feature new kinds of media services which future CDNs can incorporate and provide. This paper has presented the definition and the analysis of an application-level control protocol, COCOP, suited for the cooperative control of a server providing real-time, multicast services. Novelty rests in the integration of a competitive access mechanism with a cooperation-based policy, which basically avoids the adoption of higher-level policies (e.g. token-based) so increasing client/server interactivity. Protocol validation is performed on several basic topologies (star, chain, binary tree) by using an event-driven simulation framework. Simulations show that the cooperative approach improves performances by guaranteeing that a client has a higher probability to control the server. Moreover, unfairness among clients is mitigated in chain and binary tree topologies by enabling the fairness mechanism.
On-going efforts are devoted to: (i) implementing COCOP in Java and specializing it for the cooperative control of media streaming servers; (ii) building an analytical validation framework for high-level control protocols.
