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a b s t r a c t
A dominating set D of a graph G is a subset of V (G) such that for every vertex v ∈ V (G),
either v ∈ D or there exists a vertex u ∈ D that is adjacent to v in G. Dominating sets of
small cardinality are of interest. A connected dominating set C of a graph G is a dominating
set of G such that the subgraph induced by the vertices of C in G is connected. A weakly-
connected dominating set W of a graph G is a dominating set of G such that the subgraph
consisting of V (G) and all edges incident with vertices inW is connected. In this paper we
present several algorithms for finding small connected dominating sets and small weakly-
connected dominating sets of regular graphs. We analyse the average-case performance of
these heuristics on random regular graphs using differential equations, thus giving upper
bounds on the size of a smallest connected dominating set and the size of a smallestweakly-
connected dominating set of random regular graphs.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper we consider simple graphs (i.e. graphs with no loops or multiple edges) that are connected,
undirected and unweighted. A graph G is said to be d-regular if every vertex in V (G) has degree d (i.e. each vertex is adjacent
to precisely d other vertices in G). When discussing any graph G, n denotes the cardinality of V (G) and for d-regular graphs,
we assume dn to be even. For other basic graph-theoretical definitions we refer the reader to [7].
A dominating set D of a graph G is a subset of V (G) such that for every vertex v ∈ V (G), either v ∈ D or there exists a
vertex u ∈ D that is adjacent to v in G. Small dominating sets are of interest. The domination number of a graph G, denoted
by γ (G), is the size of a smallest dominating set of G.
A dominating set I of a graph G is said to be independent if no two vertices of I are connected by an edge of G. The
independent domination number of a graph G, γi(G), is the size of a smallest independent dominating set of G.
A connected dominating set C of a graph G is a dominating set such that the subgraph induced by the vertices of C in G is
connected. The connected domination number of a graph G, denoted by γc(G), is the size of a smallest connected dominating
set of G.
Grossman [20] introduced another NP-hard variant of the minimum dominating set problem, that being the problem of
finding a minimum weakly-connected dominating set. A weakly-connected dominating setW of a graph G is a dominating
set such that the subgraph consisting of V (G) and all edges incident with vertices inW is connected. The weakly-connected
domination number of a graph G, denoted by γw(G), is the size of a smallest weakly-connected dominating set of G. Small
weakly-connected dominating sets have recently receivedmuch attention as they are of considerable interest for clustering
mobile wireless ad hoc networks (see [6,8]).
I An abridged version of part of this work (with an alternate proof) appeared in the Proceedings of the 8th International Computing and Combinatorics
Conference. Also, an abridged version of another part of this work appeared in the Proceedings of the 5th Conference on Algorithms and Complexity. This
research was carried out whilst both authors were affiliated with the Department of Computing, Macquarie University, Sydney, NSW 2109, Australia.∗ Corresponding author.
E-mail addresses: Billy.Duckworth@maths.anu.edu.au (W. Duckworth), bernard.mans@mq.edu.au (B. Mans).
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(a) A graph G on 12 vertices. (b) A minimum dominating set for G.
(c) A minimumweakly-connected dominating set for G. (d) A minimum connected dominating set for G.
Fig. 1. Comparing different types of minimum dominating set.
We demonstrate the relationship between these different variants of dominating set using the small example given in
Fig. 1. The graph in Fig. 1(a) is 3-regular and has twelve vertices, therefore, any dominating set must consist of at least three
vertices. The darker solid (blue) vertices in Fig. 1(b) denote such a set and the dotted line surrounding each such vertex
denotes the vertices it dominates. Note that dominating set in Fig. 1(b) is an independent dominating set (no edges exist
between the vertices in the set). As every vertex not in the dominating set of Fig. 1(b) is dominated by precisely one vertex,
this implies that a weakly-connected dominating set for this graphmust contain at least four vertices. The solid darker (red)
vertices in Fig. 1(c) form a weakly-connected dominating set of minimum size for this graph. White vertices with a dark
rim are known as gateways in the field of mobile ad hoc networks. As the graph in Fig. 1 is 3-regular on twelve vertices, a
minimum connected dominating set for this graph must consist of at least five vertices. The solid darker (green) vertices in
Fig. 1(d) form a minimum connected dominating set for this graph.
The following section provides some known results about the problems defined above and also gives a summary of our
results on the average-case performance of our algorithms. In Section 3 we describe a known model for generating regular
graphs u.a.r. (uniformly at random) thatwewill use in our analysis.We also describe the notion of analysing the performance
of algorithms on random graphs using systems of differential equations. In Section 4 we present and analyse algorithms for
finding small connected dominating sets of regular graphs. In Section 5 we present and analyse algorithms for finding small
weakly-connected dominating sets of regular graphs. The analysis of these algorithms uses differential equations and two
theorems of Wormald [36,37].
2. Known bounds
2.1. γ (G)
For an arbitrary graph G the problem of determining γ (G) is one of the core NP-hard optimisation problems in graph
theory and this problem remains NP-hard even for planar graphs of maximum degree 3 (see Garey and Johnson [16]). As
determining γ (G) is a special instance of theminimum set cover problem, it is simple to deduce that for general graphs, γ (G)
is approximablewithin 1+ln nusing a result of Johnson [25]. Raz and Safra [31] showed thatγ (G) is not approximablewithin
c log n for some c > 0. When restricted to graphs of bounded degree d ≥ 3, Papadimitriou and Yannakakis [30] showed
that the problem of determining γ (G) remains NP-hard, is APX-complete and is approximable within− 12 +
∑d+1
i=1 i−1.
2.2. γi(G)
Halldórsson [22] showed that for an arbitrary graph G, γi(G) is not approximable within n1− for any  > 0. Note that
for a d-regular graph G, it is simple to verify that determining γi(G) is approximable within (d + 1)/2. For graphs with
maximum degree d, Alimonti and Calamoneri [1] gave results for approximating γi(G). Kann [26] showed that this problem
is APX-complete for bounded degree graphs.
As we consider random d-regular graphs that are generated u.a.r., we require some associated notation. We say that a
property B = Bn of a random graph holds asymptotically almost surely (a.a.s.) if the probability that B holds tends to 1
as n tends to infinity. When d-regular graphs are the objects of consideration, this is modified so that n is restricted to even
numbers if d is odd. For other basic random graph theory definitions we refer the reader to Bollobás [4].
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Duckworth and Wormald [11] improved upon an earlier result of Molloy and Reed [29] by showing that for a random
cubic (i.e. 3-regular) graph G, γi(G) a.a.s. satisfies 0.2641n ≤ γi(G) ≤ 0.27942n. Zito [38] presented upper and lower
bounds on γi(G)when G is a random d-regular graph and gave explicit values for these bounds when 3 ≤ d ≤ 7. The lower
boundswere, again, calculated bymeans of a direct expectation argumentwhilst the upper boundswere calculated by using
differential equations to analyse the performance of a randomised algorithm that is based on repeatedly choosing vertices
of a particular degree and deleting edges. (Note that for d = 3, the upper bound on γi(G) in [38] is larger than the upper
bound result presented in [11] and for d > 3, all upper bound results on γi(G) in [38], when G is a random d-regular graph,
have recently been improved by Duckworth and Wormald [13].)
2.3. γc(G)
For an arbitrary graph G, the problem of determining γc(G) is a well-known NP-hard optimisation problem (see, for
example, Haynes et al. [23]) and is polynomially equivalent to themaximum leaf spanning treeproblem. (The non-leaf vertices
of a spanning tree of a graph form a connected dominating set of the graph.) Define λ(G) to be the maximum number of
leaves in any spanning tree of G, so that for any graph G, λ(G) = n− γc(G).
Solis-Oba [32] showed that the maximum leaf spanning tree problem is approximable within 2. Galbiati, Maffioli and
Morzenti [15] showed that the same problem is not approximable within 1+  for any  > 0 (unless P = NP).
Storer [33] showed that for every connected cubic graph G, λ(G) ≥ d(n/4) + 2e. Griggs, Kleitman and Shastri [18]
showed that for every connected cubic graph G that has no subgraph isomorphic to ‘‘K4 − e’’ (K4 with one edge removed)
λ(G) ≥ d(n/4) + (4/3)e. Griggs and Wu [19] showed that for every connected graph G with minimum degree at least 4,
λ(G) ≥ (2n + 8)/5 and for every connected graph G with minimum degree at least 5, λ(G) ≥ (n + 4)/2. For a connected
graph G with minimum degree k ≥ 6, the exact value of λ(G) remains unknown. The results of [19,33] are essentially the
best possible since there exist infinite d-regular graphs such that λ(G) ≤ d(d− 2)n/(d+ 1)e + 2. Loryś and Zwoźniak [27]
showed that for cubic graphs, λ(G) is approximable within 7/4. Duckworth and Wormald [12] gave a new derivation, at
least to within an additive constant, of the main result of [33] and also showed that for every cubic graph G of girth at least
5, γc(G) ≤ 2n/3 + O(1). A linear programming technique that was developed in [12] also demonstrated the existence of
infinitely many cubic graphs for which the algorithms only achieve these bounds.
Duckworth [9] showed that for a random cubic graph G, γc(G) is a.a.s. less than 0.5854n. This bound was achieved
by using differential equations to analyse the performance of a randomised algorithm. Alon [2] proved by probabilistic
methods that, for n sufficiently large, the size of a smallest dominating set of a graph with minimum degree d is at least
(1+ od(1))(1+ ln(d+ 1))n/(d+ 1). Therefore, clearly, for such a graph G the same bound also holds for γc(G). In fact, Caro
et al. [5] showed that, for graphs of minimum degree d, the size of a minimum connected dominating set is essentially the
same as the size of a minimum dominating set, for n and d sufficiently large.
For a d-regular graph G, a trivial lower bound on γc(G)may be derived by considering the degrees of the vertices in the
spanning tree that has a set of internal vertices of size γc(G). Let C denote this set of internal vertices. Note that all vertices
of C have degree at most d in the tree. All other vertices in the tree have degree 1 and there are n− 1 edges in the tree. This
implies dC + n− C ≥ 2(n− 1) hence, γc(G) ≥ n/(d− 1) (asymptotically).
2.4. γw(G)
Chen and Liestman [6] introducedworst-case (ln∆+1) approximation results for γw(G), whenG is a graphwith bounded
degree1. Their analysis techniques are similar to those used by Guha and Khuller [21] to bound γc(G)when G is a bounded
degree graph. Faster distributed algorithms have been recently introduced by Dubhashi et al. [8]. Clearly, for any graph G,
γ (G) ≤ γw(G) ≤ γc(G). Relationships between γ (G), γc(G) and γw(G) have been extensively studied (see, for example, [2,
5,14,23]).
Dunbar et al. [14] introduced the concept of having a weakly-connected independent dominating set, i.e. a weakly-
connected dominating set I of a graph G such that no two vertices in I are connected by an edge of G. Define the minimum
cardinality of all weakly-connected independent dominating sets of G as the weakly-connected independent domination
number of G and denote this by γ iw(G).
For arbitrary graphs, some relationships amongst the parameters γ (G), γw(G), γc(G) and γ iw(G) are known, for example,
in [14], it was shown that
γw(G) ≤ γc(G) ≤ 2γw(G)− 1 and γ (G) ≤ γw(G) ≤ γ iw(G) ≤ 2γ (G)− 1.
Caro et al. [5] showed that, for any graph G, of minimum degree d, that a.a.s.
γc(G) = (1+ od(1)) ln(d+ 1)d+ 1 n. (1)
This, alongwith a result of Alon [2] and awell-known result of Lovász [28], shows that for any graph G ofminimumdegree d,
γ (G) and γc(G) are a.a.s. the same. As the weakly-connected dominating set returned by each of the algorithms we consider
in Section 5 is actually a weakly-connected independent dominating set, our results also give upper bounds on γ iw(G).
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Table 1
Bounds on γi(G), γw(G) and γc(G) for random d-regular n-vertex graphs
d γi(G) γw(G) γc(G) ln(d+1)d+1 n
003 0.27942n 0.41198n 0.58542n 0.34657n
004 0.24399n 0.35861n 0.45651n 0.32189n
005 0.21852n 0.32051n 0.38607n 0.29863n
006 0.19895n 0.29136n 0.33935n 0.27799n
007 0.18329n 0.26806n 0.30520n 0.25993n
008 0.17037n 0.24890n 0.27874n 0.24414n
009 0.15948n 0.23277n 0.25743n 0.23026n
010 0.15015n 0.21896n 0.23978n 0.21799n
020 0.09830n 0.14243n 0.14932n 0.14498n
030 0.07526n 0.10850n 0.11210n 0.11077n
040 0.06181n 0.08873n 0.09010n 0.09057n
050 0.05285n 0.07559n 0.07715n 0.07709n
060 0.04640n 0.06614n 0.06730n 0.06739n
080 0.03764n 0.05335n 0.05407n 0.05425n
100 0.03190n 0.04500n 0.04550n 0.04569n
The columns in Table 1 summarise the results of this paper by giving our asymptotically almost sure upper bounds on
γw(G) and γc(G) when G is a random d-regular graph on n vertices. For each d we also include asymptotically almost sure
upper bounds on γi(G) from [13] and the values ln(d+ 1)n/(d+ 1) (as a comparison to the results of Alon [2], Caro et al. [5]
and Lovász [28]).
3. Random graphs and differential equations
The algorithms presented in subsequent sections are based on repeatedly choosing vertices of a particular current degree
and deleting edges. At each iteration a different vertex is selected, a number of edges and/or vertices are removed from the
graph and possibly one or more vertices are chosen to be part of the set that is under construction. In some algorithms,
a priority is assigned to those vertices of a particular current degree. We refer to such algorithms as prioritised. The
algorithms described in subsequent sections may be analysed using theorems of Wormald [34,36,37]. For each algorithm,
this provides us with a set of differential equations whose solution describes the state of the algorithm during its execution.
From this, we deduce asymptotically almost sure upper bounds on the size of the set of interest at the end of the
algorithm.
As the analysis of the algorithms we present is carried out on random regular graphs, we give a brief overview of the
model used for generating regular graphs u.a.r. The standard model for random d-regular graphs is as follows. Take a set of
dn points in n buckets labelled 1, 2, . . . , n, with d points in each bucket, and choose u.a.r. a pairing P = p1, . . . , pdn/2 of the
points such that each pi is an unordered pair of points and each point is in precisely one pair pi. The resulting probability
space of pairings is denoted byPn,d. Form a d-regular pseudograph on n vertices by placing an edge between vertices i and j
for each pair in P having one point in bucket i and one in bucket j. In order to prove that a property is a.a.s. true of a uniformly
distributed random d-regular (simple) graph, it is enough to prove that it is a.a.s. true of the pseudograph corresponding
to a random pairing (for more information on this and other models of random regular graphs the reader is referred to see
Bollobás [4] and Wormald [35]).
As in [36], we redefine thismodel by specifying that pairs are chosen sequentially. The first point in a pairmay be selected
using any rule, as long as the second point in that random pair is chosen u.a.r. from all the remaining unpaired points. This
preserves the uniform distribution of the final pairing. When a pair has been determined in the sequential process, we say
that it has been exposed and we say the graph evolves from all vertices starting out with degree zero to a graph in which
all vertices have degree d. By exposing pairs in the order which an algorithm requests their existence, the generation of the
random pairing may be combined with the algorithm (as in [3,10,34]). In this way, algorithms which delete edges may be
described in terms of operations incorporated into the pairing generation. The definition of the operations may be extended
to do whatever other tasks the algorithm needs to carry out.
The algorithm proper acts upon the final (pseudo)graph of the generation process. The set of exposed pairs builds up this
final graph during the course of the generation process which incorporates the algorithm. The order in which the edges are
deleted corresponds to the order in which the pairs were exposed. In what follows, we denote the set of vertices of degree
i of the evolving graph, at time t , by Vi = Vi(t), 0 ≤ i ≤ d, and let Yi = Yi(t) denote |Vi|. We may express the state of the
evolving graph at any point during the execution of the algorithm by considering the variables Yi. In order to analyse one
of our randomised algorithms, we calculate the expected change in this state over one unit of time (a unit of time depends
on the specific algorithm and is defined more clearly in subsequent sections) in relation to the expected change in the size
of the set under construction. Let D = D(t) denote the size of the set of interest at any stage of the algorithm (time t) and
let E1X denote the expected change in a random variable X conditional upon the history of the process. We then regard
E1Yi/E1D as the derivative dYi/dD, which gives a systemof differential equations. The solutions to these equations describe
functionswhich represent the behaviour of the variables Yi. There is a general result [34]which guarantees that the solutions
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of the differential equations almost surely approximate the variables Yi. The expected size of the set of interest may then be
deduced.
4. Connected dominating set algorithms
The algorithms we describe are loosely based on the simple algorithm introduced by Guha and Khuller [21] that grows a
spanning tree, T , of a graph, G. In this algorithm, vertices are repeatedly selected to be added to T based on their colour. As
each vertex is added to T , edges may also be added to T and vertices may change colour. Three colours are used to colour
the vertices; black,white and grey. Initially, all vertices are coloured white. At the end of the algorithm all vertices are either
grey or black.
Start by choosing a white vertex v; colour v black and add v to T . Add the edges incident with v to T and colour the
neighbours of v grey. The tree grows by repeatedly selecting grey vertices to add to T . At each iteration select a grey vertex
v that has one or more white neighbours; add any edges that are incident with v to T , colour v black and colour the white
neighbours of v grey. Once there are no white vertices, the algorithm terminates. Black vertices are internal vertices of T
and grey vertices are external vertices (i.e. leaves) of T .
There are two key points to note about this algorithm. Firstly, edges that are incident with two grey vertices never
becomes part of the tree and secondly, the input graphs may be assumed to be connected as this is a necessary requirement
for the graph to have a connected spanning subgraph (or, indeed, a connected dominating set). These two points enable
us to describe variations of this algorithm that construct small connected dominating sets of regular graphs (as opposed to
growing trees) without the use of colours.
We first describe the above algorithm in terms of constructing a small connected dominating set of a regular graph by
monitoring the degrees of the vertices at each step. The algorithm iteratively chooses vertices of a given degree for possible
inclusion in the connected dominating set and then deletes its incident edges. The notion of colour may be adequately
described in terms of the current degree of a vertex in the remainder of the graph to be processed.
At the start, all vertices have degree d and vertices of degree d represent non-dominated vertices. The initial step involves
choosing the first vertex to add to the connected dominating set and deleting its incident edges. For each step, after the first,
a vertex is selected for possible addition to the set from those vertices of degree greater than zero but less than d. Such a
vertex will always exist, after the first step and before the completion of the algorithm, as the input graph is regular and is
assumed to be connected. Choosing such a vertex at each iteration ensures the graph induced by the set of vertices returned
is connected. Once such a vertex, u, is chosen, investigate the degree(s) of the neighbour(s) of u. If u has a neighbour of degree
d, add u to the connected dominating set and delete the edges incident with u. If u has no neighbour of degree d, u and all
its neighbours were already dominated at the start of the step. In which case we do not add u to the set, we just delete all
edges incident with u and start a new step. At the end of the algorithm no vertices of degree d remain, ensuring that the set
returned is dominating.
We now give a general description of the common features of the algorithms that we introduce in this section. For
each algorithm a more detailed description is given in subsequent subsections. For a given algorithm we say that one step
constitutes the process of selecting a vertex for possible inclusion in the connected dominating set and the deletion of a
number of edges incident with that vertex.
For each of our algorithms the first step is identical. Select a vertex, u, u.a.r. from all the vertices of the input graph, add u
to the connected dominating set and delete all edges incidentwith u. For each subsequent step, select a vertex, v, for possible
inclusion in the connected dominating set u.a.r. from those vertices of a particular degree that is less than d but greater than
zero. Once this selection has beenmade, select a given number of neighbours of v u.a.r. and investigate their degrees. If none
of these neighbours has degree d, delete the edges incident with v and these selected neighbours. Otherwise, add v to the
connected dominating set and delete all edges incident with v.
The algorithms we present vary in two ways; the subset of the vertices of degree less than d from which a vertex is
selected at each step and the number of neighbours of the selected vertex that have their degrees investigated.
In the following subsectionswe give the full details (and analysis) of four greedy algorithms for finding a small connected
dominating set of regular graphs. The algorithms are in increasing order of greediness. Parts of later algorithms may be the
same as those of the previous algorithms, in which case, we do not reiterate the description and analysis.
4.1. Algorithm RAND_CDS
The first algorithm we consider for finding a small connected dominating set of a regular graph is a randomised version
of the algorithm described above. In this algorithm we repeatedly choose vertices for possible inclusion in the connected
dominating set at random. Each subsequent choice is made from those vertices that are eligible to become dominating set
members so that the subgraph induced by the set constructed thus far remains connected.We call this algorithmRAND_CDS.
The initial step selects the first connected dominating set vertex u.a.r. from all the vertices of the input graph and deletes its
incident edges. For each subsequent step, select a vertex, u, for possible inclusion in the connected dominating set u.a.r. from
all the vertices of current degree less than d but greater than zero. We add u to the connected dominating set if u has a
neighbour of degree d. Otherwise, u and all its neighbours are already dominated. In either case, we delete all edges incident
with u.
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4.1.1. Combining the pairing process
The algorithm starts by selecting the first vertex of the connected dominating set u.a.r. and exposing its incident edges.
This is achieved by selecting a mate for each free point in the bucket corresponding to the selected vertex. We say that the
remainder of the algorithm proceeds in operations.
For each operation, we select a free point, p1, u.a.r. from all the remaining free points in the buckets corresponding to the
vertices of degree greater than zero. Using u to denote the vertex corresponding to the bucket that p1 was selected from, we
then expose all the remaining edges incident with u by selecting amate for each free point in the bucket corresponding to u.
If all of the vertices represented by the buckets of the new neighbours of u now have degree greater than 1, both u and
all its new neighbours were already dominated before these edges were exposed. In which case, the operation terminates
without increasing the size of the connected dominating set. Otherwise, one or more of the new neighbours of u was not
dominated before the edges were exposed and the operation is completed by adding u to the connected dominating set.
4.1.2. RAND_CDS analysis
The analysis of the performance of RAND_CDS is carried out using a system of differential equations. In order to achieve
this, we first calculate the expected change in the variables Yi, 0 ≤ i ≤ d − 1, and the expected change in the size of C for
an operation. These equations are then used to form a system of differential equations.
For each edge exposed in the evolving graph two points are chosen. The first is chosen u.a.r. from a given set and the
second is chosen u.a.r. from all the remaining free points. Let s denote the number of free points available in all buckets at a
given stage (time t). Note that s = s(t) = ∑d−1i=0 (d − i)Yi. For our analysis it is convenient to assume that s > n for some
arbitrarily small but fixed  > 0. Later, we discuss the last steps of the algorithm, where s ≤ n.
The probability that, when selecting a free point u.a.r. from all the remaining free points (at time t), the point belongs to
a vertex of degree j is Pj where
Pj = Pj(t) = (d− j)Yjs , 0 ≤ j ≤ d− 1.
The expected change in Yi due to changing the degree of a vertex from i to i + 1 by exposing an edge to it (at time t) is
ρi + o(1)where
ρi = ρi(t) = −Pi + Pi−1δi>0 + o(1), 0 ≤ i ≤ 2
and for any statement S, δS evaluates to 1 if S is true and 0 otherwise. The term o(1) comes about because the values of all
these variables may change by a constant during the course of the operation being examined. Since s > n the error is in
fact O(1/n).
The probability that, when selecting the first free point in an operation u.a.r. from the vertices of degree greater than
zero, the point belongs to a vertex of degree j is Qj where
Qj = Qj(t) = (d− j)Yjs− dY0 , 1 ≤ j ≤ d− 1.
For an operation in which the first free point is selected u.a.r. from a vertex, u, of degree j, 1 ≤ j ≤ d − 1, the expected
change in the variables Yi, 0 ≤ i ≤ d− 1, is given by
−δi=j + (d− j)ρi + o(1), 0 ≤ i ≤ d− 1.
The first term represents the removal of u from Vi (if i = j) and the second represents the change due to exposing d− j edges
incident with u.
For such an operation, the expected change in the size of the connected dominating set (at time t) is 1−(1−P0)d−j+o(1).
Note that we add u to the connected dominating with the probability that a new neighbour of u had degree zero at the start
of the operation.
The expected change in Yi when performing an operation (at time t) is then
E1Yi = E1Yi(t) =
d−1∑
j=1
Qj[−δi=j + (d− j)ρi] + o(1), 0 ≤ i ≤ d− 1. (2)
The expected change in the size of the connected dominating set when performing an operation (at time t) is E1C+o(1)
where
E1C = E1C(t) =
d−1∑
j=1
1− (1− P0)d−j. (3)
The combined algorithm and pairing process is analysed using differential equations and in this way we prove the
following theorem.
W. Duckworth, B. Mans / Discrete Mathematics 309 (2009) 2305–2322 2311
Table 2
Results for RAND_CDS
d RAND_CDS LB d RAND_CDS LB
3 0.7227 0.5000 9 0.3288 0.1250
4 0.5857 0.3333 10 0.3048 0.1111
5 0.4996 0.2500 20 0.1832 0.0526
6 0.4390 0.2000 30 0.1347 0.0345
7 0.3935 0.1667 40 0.1078 0.0256
8 0.3578 0.1429 50 0.0906 0.0204
Theorem 1. Let d ≥ 3 be fixed. Then there exists a constant, c1, given in Table 2, such that for a random d-regular graph on n
vertices, the size of the connected dominating set returned by the algorithm RAND_CDS is a.a.s. at most c1n+ o(n).
Proof. Eq. (2) representing the expected change in the variables Yi for an operation forms the basis of a differential equation.
Write Yi(t) = nzi(t/n), qs(t) = nξ(t/n), Qj(t) = nQ¯j(t/n), Pi(t) = nP¯i(t/n) and ρi(t) = nρ¯i(t/n).
The differential equation suggested is
z ′i =
d−1∑
j=1
Q¯j[−δi=j + (d− j)ρ¯i], 0 ≤ i ≤ d− 1. (4)
Here differentiation is with respect to x and xn represents the number, t , of operations. From the definitions of s, P, Q and ρ,
we have
ξ =
d−1∑
i=0
(d− i)zi,
P¯j = (d− j)zj
ξ
, 0 ≤ j ≤ d− 1,
Q¯j = (d− j)zj
ξ − dz0 , 1 ≤ j ≤ d− 1,
ρ¯0 = −P¯0, and ρ¯i = P¯i−1 − P¯i, 1 ≤ i ≤ d− 1.
(5)
Eq. (3) representing the expected increase in |C| = C = C(t) for an operation and writing C(t) = nz(t/n) suggests the
differential equation for z as
z ′ =
d−1∑
j=1
1− (1− P¯0)d−j. (6)
The solution to this system of differential equations represents the cardinalities of the sets Vi and C (scaled by 1/n) for given
t . The initial conditions are z0(0) = 1 and zi(0) = 0 for 1 ≤ i ≤ d− 1.
Weuse a result from [36] to show that the functions representing the solutions to the differential equations almost surely
approximate the variables Yi/n and C/nwith error o(1).
For arbitrary small , define R, to be the set of all (t, zi, z) for which t > −, ξ > , z0 > , z > − and zi < 1+  where
0 ≤ i ≤ d−1. Then, R defines a domain for the process so that [36, Theorem 6.1] may be applied. For part (i) of [36, Theorem
6.1] to hold, we must ensure that Yi(t) does not change too quickly throughout the process. This is immediate as we only
consider asymptotics as n→∞ and, as d is assumed to be constant, only a constant number of edges are ever exposed in
one operation.
Eqs. (2) and (3) verify part (ii) for a function λ1 which goes to zero sufficiently slowly. Note in particular that since ξ > 
inside R, the assumption that s > n used in deriving these equations is justified. Part (iii) of [36, Theorem 6.1] is immediate
from the form of the functions in Eqs. (2) and (3). The conclusion of [36, Theorem 6.1] therefore holds. This implies that
the random variables Yi/n and C/n a.a.s. remain within o(1) of the corresponding deterministic solutions to the differential
equations (4) and (6) until a point arbitrarily close to where it leaves R. We compute the ratio dzi/dz = z ′i (x)/z ′(x) and we
have
dzi
dz
=
d−1∑
j=1
Q¯j[−δi=j + (d− j)ρ¯i]
1− (1− P¯0)d−j
, 0 ≤ i ≤ d− 1
where differentiation is with respect to z and all functions may be taken as functions of z.
By solving (numerically) this system of differential equations using a Runge–Kutta method, it was found that the
solution hits a boundary of the domain at z0 = . Therefore, the solution of z0 = 0 corresponds to the size of the connected
dominating set when no vertices of degree zero remain. From the point after which [36, Theorem 6.1] does not apply until
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the completion of the algorithm (i.e. s < n), the change in each variable per step is bounded by a constant. Hence, letting
 tend to 0 sufficiently slowly, in o(n) steps the change in the random variables Yi and C is o(n). 
For a few small values of d, Table 2 gives the constants, c1, in Theorem 1 for which RAND_CDS returns a connected
dominating set of a random d-regular graph of size at most c1n + o(1) a.a.s. The lower bound (LB) is calculated using the
trivial argument shown in Section 2.
4.2. Algorithm RAND_ONE_CDS
In the previous section, the algorithm RAND_CDS repeatedly selected vertices for possible inclusion in the connected
dominating set u.a.r. from the vertices of current degree less than d but greater than zero. Once such a vertex had been
chosen, the degrees of all its neighbours were investigated and all edges incident with the chosen vertex were deleted. Our
second algorithm again selects vertices u.a.r. from the vertices of current degree less than d but greater than zero. This time,
however, instead of investigating the degrees of all the neighbours of the selected vertex, we investigate the degree of just
one neighbour selected u.a.r. We call this algorithm RAND_ONE_CDS. The rationale behind only investigating the degree
of one neighbour of a selected vertex would be that should this vertex have degree less than d, the edge along which this
investigation took place may be deleted as both its end-points are already dominated. This does not cause the size of the
connected dominating set to increase and allows us to start a new step.
The initial step of this algorithm selects the first connected dominating set vertex u.a.r. from all the vertices of the input
graph and deletes its incident edges. For each subsequent step, select a vertex, u, for possible inclusion in the connected
dominating set u.a.r. from all the vertices of current degree less than d but greater than zero. Then, select a vertex, v,
u.a.r. from the neighbours of u. If v has degree d, add u to the connected dominating set and delete all edges incident with
u. Otherwise delete the edge between u and v.
4.2.1. Combining the pairing process
The algorithm starts by selecting the first vertex of the connected dominating set u.a.r. and exposing its incident edges.
Again, we say that the remainder of the algorithm proceeds in operations.
For each operation we select a free point, p1, u.a.r. from all the remaining free points in the buckets corresponding to the
vertices of degree greater than zero and select a mate, p2, for p1 u.a.r. from all the remaining free points.
Using u and v to represent the vertices corresponding to the buckets that the points p1 and p2 belong to, this is equivalent
to exposing an edge from u to v andwe are then able to determine the degree of v. If v now has degree greater than 1, both u
and v were already dominated before the edge was exposed and the operation terminates without increasing the size of the
connected dominating set. Otherwise, v was not dominated before the edge was exposed and the operation is completed
by adding u to the connected dominating set and exposing its remaining incident edges.
4.2.2. RAND_ONE_CDS analysis
The analysis of the performance of the algorithm RAND_ONE_CDS is carried out using a system of differential equations.
In order to achieve this, we first calculate the expected change in the variables Yi, 0 ≤ i ≤ d − 1, and the expected change
in the size of C for an operation. These equations are then used to form a system of differential equations.
For an operation in which the first free point is selected u.a.r. from a vertex, u, of degree j, 1 ≤ j ≤ d − 1, the expected
change in the variables Yi, 0 ≤ i ≤ d− 1, is given by
−δi=j + ρi + P0(d− j− 1)ρi + (1− P0)δi=j+1 + o(1), 0 ≤ i ≤ d− 1.
The first term represents the removal of u from Vi (if i = j) and the second term represents the change due to exposing an
edge by selecting the second point of the pair. With probability that the second point belonged to a vertex of degree zero,
d− j−1more edges are exposed giving the third term.With probability that the second point belonged to a vertex of degree
greater than zero, u has its degree increased to j+ 1 giving the final term.
The expected change in Yi when performing an operation (at time t) is E1Yi + o(1) = E1Yi(t) + o(1) where E1Yi is
given by
d−1∑
j=1
Qj[−δi=j + ρi + P0(d− j− 1)ρi + (1− P0)δi=j+1], (7)
where 0 ≤ i ≤ d− 1 and Qj remains the same as that defined earlier.
The expected change in the size of the connected dominating set when performing an operation (at time t) is E1C+o(1)
where
E1C = E1C(t) = P0 (8)
as we only add u to the connected dominating set if v had degree zero at the start of the operation.
The combined algorithm and pairing process is analysed using differential equations and in this way we prove the
following theorem.
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Table 3
Results for RAND_ONE_CDS
d RAND_CDS RAND_ONE_CDS LB
3 0.7227 0.6250 0.5000
4 0.5857 0.4900 0.3333
5 0.4996 0.4129 0.2500
6 0.4390 0.3612 0.2000
7 0.3935 0.3234 0.1667
8 0.3578 0.2942 0.1429
9 0.3288 0.2708 0.1250
10 0.3048 0.2515 0.1111
20 0.1832 0.1540 0.0526
30 0.1347 0.1148 0.0345
40 0.1078 0.0927 0.0256
50 0.0906 0.0784 0.0204
Theorem 2. Let d ≥ 3 be fixed. Then there exists a constant, c2, given in Table 3, such that for a random d-regular graph on n
vertices, the size of the connected dominating set returned by the algorithm RAND_ONE_CDS is a.a.s. at most c2n+ o(n).
Proof. Eq. (7) representing the expected change in the variables Yi for an operation forms the basis of a differential equation.
Write Yi(t) = nzi(t/n), s(t) = nξ(t/n), Qj(t) = nQ¯j(t/n), Pi(t) = nP¯i(t/n) and ρi(t) = nρ¯i(t/n). The differential equation
suggested is z ′i which is given by
d−1∑
j=1
Q¯j[−δi=j + ρ¯i + P¯0(d− j− 1)ρ¯i + (1− P¯0)δi=j+1], 0 ≤ i ≤ d− 1. (9)
Here, differentiation is with respect to x and xn represents the number, t , of operations. The definitions of ξ , P¯j, Q¯j and ρ¯i
remain the same as those in Eq. (5).
Eq. (8) representing the expected increase in C = C(t) = |C| for an operation and writing C(t) = nz(t/n) suggests the
differential equation
z ′ = P¯0. (10)
The solution to this system of differential equations represents the cardinalities of the sets Vi andC (scaled by 1/n) for given
t . The initial conditions are z0(0) = 1 and zi(0) = 0, 1 ≤ i ≤ d− 1.
By defining a suitable domain for the process, [36, Theorem 6.1] may be applied. The same arguments as those given for
the analysis of the algorithm RAND_CDS in the previous section show that the conclusion of [36, Theorem 6.1] holds. This
implies that the random variables Yi/n and C/n a.a.s. remain within o(1) of the corresponding deterministic solutions to the
differential equations (9) and (10) until a point arbitrarily close to where it leaves the domain.
We compute the ratio dzi/dz = z ′i (x)/z ′(x) and we have
dzi
dz
= 1
P¯0
d−1∑
j=1
Q¯j[−δi=j + ρ¯i + P¯0(d− j− 1)ρ¯i + (1− P¯0)δi=j+1], 0 ≤ i ≤ d− 1
where differentiation is with respect to z and all functions may be taken as functions of z. 
For a few small values of d, Table 3 gives the constants, c2, in Theorem 2 for which RAND_ONE_CDS returns a connected
dominating set of a random d-regular graph of size at most c2n+ o(1) a.a.s.
Both the algorithms presented thus far select each subsequent vertex for possible inclusion in the dominating set u.a.r.
In the following sections we introduce algorithms that rely on the fact that vertices of a particular degree exist for a period
of time.
4.3. Algorithm 1GREEDY_CDS
Note that, in the previous two algorithms, the number of vertices of degree d − 1 after the first vertex is added to the
connected dominating set is strictly greater than zero (a.a.s.). For an algorithm that repeatedly selects vertices of degree less
than d for possible inclusion in the connected dominating set, each time investigating the degree of one neighbour, selecting
a vertex of degree d− 1 would give the largest expected number of newly dominated vertices. Also, for a period of time at
least, doing this would generate new vertices of degree d−1with positive probability. This gives rise to our third algorithm,
1GREEDY_CDS, which has a number of stages after the first step.
For the first stage, for each step, a vertex, u, of degree d− 1 is selected u.a.r. and one neighbour, v, of u is selected u.a.r. to
have its degree investigated. If v has degree d, we add u to the connected dominating set and delete all edges incident with
u. Otherwise we just delete the edge between u and v. Once the number of vertices of degree d − 1 reaches zero, the next
stage of the algorithm commences in which u is not always selected from the vertices of degree d− 1.
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After the first stage, there are no vertices of degree d − 1 and, assuming there exists vertices of degree d, the algorithm
has not terminated. Once the next connected dominating set vertex is chosen (and an edge incident with a vertex of degree
d is deleted), the number of vertices of degree d− 1 is non-zero.
For any step in the second stage, we select vertices of degree d − 1 when possible and delete all incident edges. The
vertex is added to the connected dominating set if one of its neighbours had degree d before the edges were deleted. When
no vertices of degree d − 1 exist, a vertex u is chosen u.a.r. from those of maximum degree (less than d) and one of its
neighbours, v, is selected u.a.r. Should v have degree d, u is added to the connected dominating set and all edges incident
with u are deleted. If v has degree less than d, we delete the edge from u to v. Notice that this ensures that the maximum
degree of the vertices of degree less than d−1 is decreasing as the algorithm proceeds. (A condition wewill require in order
to analyse this algorithm.)
4.3.1. Combining the pairing process
The algorithm 1GREEDY_CDS, for finding a small connected dominating set, C, of random d-regular graphs, is combined
with a pairing process that u.a.r. generates a random d-regular graph.
The first operation represents the process of selecting the first vertex of the connected dominating set and exposing its
incident edges. After the first operation, we split the remainder of the algorithm into distinct ordered phases.
Phase k, 1 ≤ k < d−1, denotes the period of time from the first operation that selects a vertex u.a.r. from Vk up to but not
including the first operation that selects a vertex u.a.r. from a vertex of degree larger than k. In Phase k, once the minimum
non-zero degree of a vertex in the evolving graph is larger than k, the algorithm moves into Phase k + 1 (or terminates if
k = d− 1).
In Phase 1, we select a vertex, u, u.a.r. from V1 and expose an edge incident with u to a vertex v by selecting a free point
from u and pairing this with a free point selected u.a.r. from all the remaining free points. If v had degree zero at the start
of the operation we add u to the connected dominating set and expose the remaining edges incident with u. Otherwise we
start a new operation. In Phase k, 2 ≤ k ≤ d− 1, if there exists a vertex of degree d− 1, we select such a vertex, u, u.a.r. and
expose all of its remaining incident edges. If any of the new neighbours of u had degree zero, we add u to the connected
dominating set. If there are no vertices of degree d − 1 when starting a new operation in Phase k, we select a vertex, u,
u.a.r. from Vk and expose an edge incident with u. If the new neighbour of u now has degree 1, we add u to the connected
dominating set and expose the remaining edges incident with u. Otherwise we start a new operation. In Phase k, once the
minimum non-zero degree of a vertex in the evolving graph is larger than k, the algorithm moves into Phase k + 1. At the
end of Phase d− 1, the algorithm terminates.
4.3.2. 1GREEDY_CDS analysis
The prioritised algorithm 1GREEDY_CDSmay be analysed using [36, Theorem 6.1]. However, doing this requires checking
complex conditions regarding derivatives. It also requires arguments involving branching processes and large deviation
inequalities. It ismuch simpler to analyse the later phases of this algorithmusing another theoremofWormald [37, Theorem
1], which analyses deprioritised versions of prioritised algorithms.
For d = 3, the algorithm 1GREEDY_CDS is equivalent to the algorithm in [9] that finds a small connected dominating set
of cubic graphs. The algorithm in [9] is analysed as follows. Letting variables Yi (i = 0, . . . , 3) denote the number of vertices
of current degree i, the expected values of Yi are estimated throughout the algorithm for each i using differential equations.
It is shown that with high probability the variables are concentrated near their expected values. The analysis in [11] has
complications arising from the fact that priority is given to vertices currently of a given degree.
In Phase 1 of the algorithm 1GREEDY_CDS, all operations start by selecting a vertex of degree 1 from the evolving graph.
In Phase k, k > 1, there are a mixture of operations. In particular, each operation that selects a vertex of degree k is followed
by a number (possibly zero) of operations that start by selecting a vertex of degree 1.
In [9], the sets of operations which start with an operation that selects a vertex of degree k and all subsequent operations
that start by selecting a vertex of degree 1 are referred to as clutches. The concept of a clutch of operations is also utilised
in [37, Theorem 1].
The setting of [37, Theorem 1] concerns a class of processes applied to the random pairing. As described above, this may
be defined in terms of the generation algorithmwhich exposes pairs. The beginning of the generation algorithm is the empty
pairing G0. The pairing Gt+1 is obtained from Gt by applying an operation which may expose some of the pairs; the degree of
a bucket is the number of points it contains in exposed pairs. The operation, opt , which is applied to Gt must be one of some
pre-specified set of operations, Opi, i = 1, . . . , d, where Opi consists of selecting a bucket u of degree i (vertex of degree
d− i) in Gt u.a.r., and then applying some specified set of tasks, resulting in Gt+1. A subset C of V (G)∪E(G) is selected during
the operations, with C0 = ∅ initially, and C = Ct for the pairing Gt . As in the previous sections, for 1 ≤ i ≤ d, let Yi = Yi(t)
denote the number of buckets of degree i in Gt , and let Yd+1 = Yd+1(t) denote cardinality of the set Ct .
The combined algorithm and pairing process is analysed using differential equations and in this way we prove the
following theorem.
Theorem 3. Let d ≥ 3 be fixed. Then there exists a constant, c3, given in Table 4, such that for a random d-regular graph on n
vertices, the size of the connected dominating set returned by the algorithm 1GREEDY_CDS is a.a.s. at most c3n+ o(n).
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Table 4
Results for 1GREEDY_CDS
d RAND_CDS RAND_ONE_CDS 1GREEDY LB
3 0.7227 0.6250 0.5854 0.5000
4 0.5857 0.4900 0.4575 0.3333
5 0.4996 0.4129 0.3880 0.2500
6 0.4390 0.3612 0.3420 0.2000
7 0.3935 0.3234 0.3085 0.1667
8 0.3578 0.2942 0.2825 0.1429
9 0.3288 0.2708 0.2616 0.1250
10 0.3048 0.2515 0.2443 0.1111
20 0.1832 0.1540 0.1552 0.0526
30 0.1347 0.1148 0.1182 0.0345
40 0.1078 0.0927 0.0970 0.0256
50 0.0906 0.0784 0.0830 0.0204
Proof. Wemay verify the hypotheses of [37, Theorem 1].
The expected change in Yi when performing an Op1 in Phase 1 (at time t) is fi,1 where
fi,1 = −δi=1 + ρi + P0(d− 2)ρi + (1− P0)δi=2, 0 ≤ i ≤ d− 1. (11)
The first term represents the removal of u from V1 (if i = 1) and the second term represents the change due exposing the
first edge to v. With probability v had degree zero at the start of the operation, we expose d− 2 more edges giving the third
term. With probability v already had degree greater than zero at the start of the operation, u has its degree increased to 2
giving the final term.
The expected change in the size of the connected dominating set when performing an operation in Phase 1 (at time t) is
fd+1,1 where
fd+1,1 = P0 (12)
as we only add u to the set if the first edge is exposed to a vertex of degree 0.
In Phase k, 2 ≤ k ≤ d− 1, we have two types of operation. The expected change in Yi when performing an operation of
Type Op1 in Phase k (at time t) is fi,1 where
fi,1 = −δi=1 + (d− 1)ρi, 0 ≤ i ≤ d− 1,
representing the removal of u from V1 and exposing its remaining d− 1 incident edges.
The expected change in Yi when performing an Opk in Phase k (at time t) is fi,k where
fi,k − δi=k + ρi + P0(d− k− 1)ρi + (1− P0)δi=k+1, 0 ≤ i ≤ d− 1.
The expected change in the size of the connected dominating setwhenperforming anOp1 in Phase k is the probability that
when the d−1 edges are exposed, a vertex of degree zero has its degree increased to 1. This is given by 1−(1−P0)d−1+o(1).
The expected change in the size of the connected dominating set when performing an Opk in Phase k is the probability
that the first edge is exposed to a vertex of degree zero and this is P0 + o(1).
Hypothesis (i) of [37, Theorem 1] is immediate since in any operation at most d − 1 edges are exposed and the size
of C increases by at most one. The functions fi,r satisfy (ii) because from the equations fi,r defined above, their (possible)
singularities satisfy s = 0, which lies outside D since in D , s ≥ yd ≥ . Hypothesis (iii) follows from the equations fi,r
again using s ≥ yd ≥  and the boundedness of the functions yi (which follows from the boundedness ofD).
It turns out that these hold for each d in Table 4, and that in each case m differs at the point where z0 becomes
zero. For  sufficiently small, the value of y˜d+1(xm) may be computed numerically (the result is shown in Table 4), and
then by [37, Theorem 1], this is the asymptotic value of the size of the connected dominating set C at the end of some
randomised algorithm. So the conclusion is that a random d-regular graph a.a.s. has a connected dominating set of size at
most ny˜d+1(xm)+ o(n). 
For a few small values of d, Table 4 gives the constants, c3, in Theorem 3, for which 1GREEDY_CDS returns a connected
dominating set of a random d-regular graph of size at most c3n + o(1) a.a.s. We compare these results with those for
the algorithms RAND_CDS and RAND_ONE_CDS and against the lower bound (LB). Note that for larger d, the algorithm
1GREEDY_CDS performs worse that RAND_ONE_CDS.
4.4. Algorithm kGREEDY_CDS
During the second stage of the algorithm 1GREEDY_CDS, if there exists a vertex of degree d− 1, such a vertex is selected
u.a.r. and all of its neighbours have their degree investigated. This is an attempt to control the number of vertices ofmaximum
degree (less than d− 1). This may also be achieved without investigating all the neighbours of a vertex of degree d− 1.
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Table 5
Results for kGREEDY_CDS
d RAND_CDS RAND_ONE_CDS 1GREEDY kGREEDY LB
3 0.7227 0.6250 0.5854 0.5854 0.5000
4 0.5857 0.4900 0.4575 0.4565 0.3333
5 0.4996 0.4129 0.3880 0.3860 0.2500
6 0.4390 0.3612 0.3420 0.3393 0.2000
7 0.3935 0.3234 0.3085 0.3051 0.1667
8 0.3578 0.2942 0.2825 0.2787 0.1429
9 0.3288 0.2708 0.2616 0.2573 0.1250
10 0.3048 0.2515 0.2443 0.2397 0.1111
20 0.1832 0.1540 0.1552 0.1493 0.0526
30 0.1347 0.1148 0.1182 0.1121 0.0345
40 0.1078 0.0927 0.0970 0.0910 0.0256
50 0.0906 0.0784 0.0830 0.0771 0.0204
Our final connected dominating set algorithm, kGREEDY_CDS, again, has two stages. The first stage is the same as that
for 1GREEDY_CDS. In the second stage, should there exist a vertex of degree d − 1, we select such a vertex, u, u.a.r. and
investigate the degrees of k− 1 of its neighbours selected u.a.r, where k represents the maximum degree (less than d− 1)
of the vertices in the remainder of the graph to be processed. If any of these neighbours has degree d, u is added to the
connected dominating set and all edges incident with u are deleted. If none of these neighbours have degree d, then u and
all those neighbours selected were already dominated at the start of the step and we delete the edges incident with u and
those k−1 neighbours. On the other hand, when no vertices of degree d−1 exist, a vertex, u, is chosen u.a.r. from all vertices
of maximum degree less than d and one of its neighbours has its degree investigated. This controls the maximum degree
amongst the vertices of degree less than d− 1 that are still to be processed.
4.4.1. Combining the pairing process
The first operation represents the process of selecting the first vertex of the connected dominating set and exposing
its remaining incident edges. Each operation after the first is denoted by one iteration of a while loop which involves
u.a.r. selecting a vertex of given degree, exposing one or more edges incident with this vertex, the possible addition of
the vertex to the connected dominating set and possibly exposing more edges.
After the first operation, we split the remainder of the algorithm into d− 1 distinct ordered phases, Phase 1, Phase 2, . . .,
Phase d − 1. A Type k operation, 1 ≤ k ≤ d − 1, refers to an operation in which the first vertex chosen in the operation
is chosen u.a.r. from Vk. We informally define Phase k as the period of time from the first Type k operation up to but not
including the first Type k′ operation where k′ > k. In Phase k < d − 1, once Yk reaches zero, the algorithm moves into
Phase k+ 1.
In Phase 1, we select a vertex, u, u.a.r. from V1 and expose an edge incident with u to a vertex v. If v had degree zero at the
start of the operation, we add u to the connected dominating set and expose the remaining edges incident with u. Otherwise
we start a new operation.
In Phase k, 2 ≤ k ≤ d − 1, if there exists a vertex of degree 1, we select such a vertex, u, u.a.r. and expose k − 1 of its
remaining incident edges. If any of the new neighbours of u had degree zero, we add u to the connected dominating set and
expose its remaining incident edges. If there are no vertices of degree 1, we select a vertex, u, u.a.r. from Vk and expose an
edge incident with u. If the new neighbour of u now has degree 1, we add u to C and expose the remaining edges incident
with u. Otherwise we start a new operation.
4.4.2. kGREEDY_CDS analysis
The combined algorithm and pairing process is analysed using differential equations and in this way we prove the
following theorem.
Theorem 4. Let d ≥ 3 be fixed. Then there exists a constant, c4, given in Table 5, such that for a random d-regular graph on n
vertices, the size of the connected dominating set returned by the algorithm k GREEDY_CDS is a.a.s. at most c4n+ o(n).
Proof. Phase 1 is the same as that for the algorithm 1GREEDY_CDS and therefore the equations giving the expected change
in the variables Yi and the expected increase in the size ofC for an Op1 in Phase 1 are the same as those given for an operation
in the previous section. These are Eqs. (11) and (12) respectively.
The expected change in Yi when performing an Op1 in Phase k, 2 ≤ k ≤ d− 1, (at time t) is fi,1 where
fi,1 = −δi=1 + (k− 1)ρi + (1− (1− P0)k−1)(d− k)ρi + (1− P0)δi=k, 0 ≤ i ≤ d− 1.
The expected change in Yi when performing an Opk in Phase k (at time t) is fi,k where
fi,k = −δi=k + ρi + P0(d− k− 1)ρi + (1− P0)k−1δi=k+1, 0 ≤ i ≤ d− 1.
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The expected change in the size of the connected dominating set when performing an Op1 in Phase k is the probability that
we hit a vertex of degree zero when the k− 1 edges are exposed. This is 1− (1− P0)k−1 + o(1).
The expected change in the size of the connected dominating set when performing an Opk in Phase k is the probability
that we hit a vertex of degree zero when the first edge is exposed and this is P0 + o(1).
The same arguments as those given by the analysis of 1GREEDY_CDS in the previous section show that [37, Theorem 1]
may be applied to the process. The conclusion of [37, Theorem 1] therefore holds implying that the random variables Yi/n
and C/n a.a.s. remain within o(1) of the corresponding deterministic solutions to the differential equations until a point
arbitrarily close to where they leave the domain. 
For a few small values of d, Table 5 gives the constants, c4, in Theorem 4.
5. Weakly-connected dominating set algorithms
5.1. Growing a weakly-connected component
Finding a small weakly-connected dominating setW of an arbitrary connected graphmay be easily achieved by growing
a weakly-connected component. Three colours are used to colour the vertices; black, white and grey. Initially, all vertices
are coloured white. Start by choosing a white vertex v; colour v black and add v toW . Colour the neighbours of v grey. The
component grows by repeatedly selecting a grey vertex v that has one or more white neighbours. Select a white neighbour,
sayw, colour it black and colour the white neighbours ofw grey. Once there are nowhite vertices, the algorithm terminates.
The heuristic we describe is similar to this algorithm and adapted for regular graphs. It is a randomised greedy algorithm
that is based on repeatedly selecting vertices of given current degree from an ever-shrinking subgraph of the input graph.
At the start of our algorithm, all vertices have degree d. Throughout the execution of our algorithm, vertices are repeatedly
chosen at random from a given set. A neighbour of such a vertexmay be selected for inclusion in the set under construction;
deleting edges at each iteration.
For a d-regular graph, G, the algorithm constructs a subset, W , of the vertices of G in a series of steps. Each step starts
by selecting a vertex u.a.r. from those vertices of a particular current degree. The first step is unique in the sense that it is
the only step in which a vertex is selected u.a.r. from the vertices of degree d. We select such a vertex, u, u.a.r. from all the
vertices of the input graph to add toW . We then delete all edges incident with u.
For each step after the first, we select a vertex, u, u.a.r. from those vertices of positive degree that is less than d. Such a
vertex will always exist (after the first step and before the completion of the algorithm) as the input graph is assumed to be
connected. We then select a neighbour, v, of u u.a.r. and investigate its degree. If v has degree d, we add v toW and delete
all edges incident with v. Otherwise, (v has degree less than d) we simply delete the edge between u and v and start another
step (without adding a vertex toW ).
At any given stage of the algorithm we say that the component represents the setW constructed thus far, along with all
edges of G that are incident to vertices in W . Every vertex of W is chosen from the vertices of degree d and all edges that
are deleted are either incident with a vertex inW or have both end-points of degree less than d. This ensures that once no
vertices of degree d remainW is a dominating set, in fact, it is a weakly-connected independent dominating set. We say that
the component grows as edges and vertices are added to it.
5.2. A randomised greedy algorithm
The component starts out as a copy of the complete bipartite graph K1,d. This is achieved by selecting the first vertex
ofW u.a.r. from all the vertices of the input graph. Pseudo-code for our algorithm, is given in Fig. 2. In the algorithm, N(u)
denotes the set of vertices incident to u in G.
At each iteration, the algorithm adds to the component either an edge between two vertices that are already in the
component or a new vertex that is incident with at least one vertex that is already in the component. In the latter instance
all edges incidentwith the new vertex are also added to the component (alongwith any of its neighbours that are not already
part of the component).
5.3. Average-case analysis
As with the previous algorithms, the combined algorithm and pairing process is analysed using differential equations
and in this way we prove the following theorem.
Theorem 5. Let d ≥ 3 be fixed. Then there exists a constant, c5, given in Table 6, such that for a random d-regular graph on n
vertices, the size of the weakly-connected dominating set returned by the algorithm RAND_GREEDY is a.a.s. at most c5n+ o(n).
Proof. Denote each iteration of the while loop in Fig. 2 as one operation. In order to analyse the algorithm we calculate the
expected change in the variables Yi in relation to the expected change in W = |W | for an operation. These equations are
then used to formulate a differential equation.
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Fig. 2. Algorithm Rand_Greedy.
Table 6
Bounds on γw(G) for a random d-regular graph, G
d α(γw(G)) β(γw(G)) n ln(d+1)d+1 d α(γw(G)) β(γw(G))
n ln(d+1)
d+1
03 0.4120n 0.4120n 0.3466n 09 0.2852n 0.2328n 0.2303n
04 0.3586n 0.3586n 0.2780n 10 0.2659n 0.2190n 0.2180n
05 0.4167n 0.3205n 0.2986n 20 0.1657n 0.1424n 0.1450n
06 0.3713n 0.2914n 0.2780n 40 0.1005n 0.0887n 0.0906n
07 0.3362n 0.2681n 0.2599n 60 0.0741n 0.0661n 0.0674n
08 0.3081n 0.2489n 0.2441n 80 0.0593n 0.0533n 0.0543n
Note that (depending on the algorithm being analysed), it may be necessary to calculate the expected change in the
variables Yi in relation to the expected change inW for all 0 ≤ i ≤ d. However, as our algorithm terminates when Y0 = 0,
computing the expected change in the variable Y0 in relation to the expected change inW may be sufficient (providing that,
suitable equations may be derived to represent this process that do not involve the variables Yj, 1 ≤ j ≤ d). It will become
apparent that this is the case. These equations may then be used to formulate a differential equation.
Let s = s(t) denote the number of free points in the evolving graph G at a given stage (time t). Recall that s =∑d−1
i=0 (d− i)Yi. For our analysis it is convenient to assume that s > n for some arbitrarily small but fixed  > 0. Operations
when s ≤ nwill be discussed later.
For each operation, we select a vertex, u, u.a.r. from V (G)\{V0 ∪ Vd} and expose u.a.r. an edge to a vertex v. If v now has
degree 1, all edges incident with v are exposed. Otherwise, only the edge incident with u and v is exposed. The expected
change in Y0 due to decreasing the degree of v is −dY0/s. Decreasing the degree of u by one has no effect on Y0 as u 6∈ V0.
In the event v had degree 0, a further change in V0 may result if any of the other new neighbours of v had degree 0. The
expected number of neighbours of v that had degree 0, given that v had degree 0 and u 6∈ V0 is d(d− 1)Y0/s. Therefore, the
expected change in Y0 when performing an operation is E1Yd + o(1) = E1Yd(t)+ o(1)where
E1Yd = −dY0s
(
1+ d(d− 1)Y0
s
)
. (13)
The expected change in the size ofW when performing an operation is E1W + o(1) = E1W (t)+ o(1)which is simply
given by
E1W = dY0
s
. (14)
The o(1) terms in Eqs. (13) and (14) are due to the fact that the values of all the variablesmay change by a constant during
the course of the operation being examined. Since s > n the error is in fact O(1/n).
We use (13) and (14) to formulate a differential equation.
Write Yi(t) = nzi(t/n),W (t) = nz(t/n) and s(t) = nξ(t/n). From the definition of swe have
ξ =
d−1∑
i=0
(d− i)zi.
W. Duckworth, B. Mans / Discrete Mathematics 309 (2009) 2305–2322 2319
Eq. (13) representing the expected change in Y0 for an operation forms the basis of a differential equation. The differential
equation suggested is
δz0
δx
= −dz0
ξ
(
1+ d(d− 1)z0
ξ
)
, (15)
where x = t/n and t is the number of operations.
Eq. (14) representing the expected increase in the size ofW for an operation suggests the differential equation for z as
δz
δx
= dz0
ξ
. (16)
We compute the ratio δz/δz0, and we have
δz
δz0
= −1
1+ d(d−1)z0
ξ
. (17)
Notice that with every edge exposed, ξ decreases by 2. It follows that
δξ
δz0
= 2ξ
dz0
.
Solving this equation with initial condition ξ = d when z0 = 1 gives ξ = dz2/d0 . Substituting this expression for ξ into
Eq. (17), we have
δz
δz0
= −1
1+ (d− 1)z(
d−2
d )
0
. (18)
The solution to this differential equation represents the cardinalities of V0 and W (scaled by 1/n) for given t up until
ξ = . After which point, the change in the variables per operation is bounded by a constant and the error in the solution is
o(n).
Using the substitution (d− 1) 1d−2 = z1/d0 we have
z = −d(d− 1) −dd−2
∫
wd−1
1+ wd−2 δw
= −d(d− 1) −dd−2
∫
w δw + d(d− 1) −dd−2
∫
w
1+ wd−2 δw. (19)
The second integral in Eq. (19) is a known indefinite integral (see [17, Equation (2.146)]) so we have
z = 2d(d− 1)
−d
d−2
d− 2
b d−22 c∑
k=1
sin
(
2
Π(2k− 1)
d− 2
)
arctan
w − cos
(
Π(2k−1)
d−2
)
sin
(
Π(2k−1)
d−2
)

− d(d− 1)
−d
d−2
d− 2
b d−22 c∑
k=1
cos
(
2
Π(2k− 1)
d− 2
)
ln
(
1− 2w cos
(
Π(2k− 1)
d− 2
)
+ w2
)
− d(d− 1)
−d
d−2 ln(1+ w)
d− 2 (d mod 2)−
d(d− 1) −dd−2w2
2
+ C .
Substituting w = (d − 1) 1d−2 to find C and substituting w = 0 to find the end of the process we find that γw(G)/n is at
most
d
2(d− 1) +
d(d− 1) −dd−2 ln(1+ (d− 1) 1d−2 )
d− 2 (d mod 2)−
2d(d− 1) −dd−2
b d−22 c∑
k=1
sin
(
2 (2k−1)Πd−2
)
arctan
(
cos( (2k−1)Πd−2 )
sin
(
(2k−1)Π
d−2
))
d− 2
+
2d(d− 1) −dd−2
b d−22 c∑
k=1
sin
(
2 (2k−1)Πd−2
)
arctan
(
−(d−1)
1
d−2 −cos
(
(2k−1)Π
d−2
)
sin
(
(2k−1)Π
d−2
)
)
d− 2 +
d(d− 1) −dd−2
d− 2
×
b d−22 c∑
k=1
cos
(
2
(2k− 1)Π
d− 2
)
ln
(
1− 2(d− 1) 1d−2 cos
(
(2k− 1)Π
d− 2
)
+ (d− 1) 2d−2
)
.
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Finally for d = 3 we note that the above equation simplifies to γw(G) ≤ 3 ln(3)n/8 and for d = 4 it simplifies to
γw(G) ≤ 2(3− ln(4))n/9. This completes the proof of Theorem 5. 
We now approximate the solution to Eq. (19) for values of d larger than 4. We do so by lower bounding the function
w/(1+ wd−2) in the interval
0 ≤ w ≤ (d− 1) 1d−2 .
Note that over this interval for w, the function w/(1 + wd−2) is always positive and in this interval, its derivative equals
zero at just one point. This implies,
w
1+ wd−2 ≤
(d− 3)
(
d−3
d−2
)
d− 2 , 0 ≤ w ≤ (d− 1)
1
d−2 .
Whenw/(1+ wd−2) = (d− 3)
(
d−3
d−2
)
/(d− 2)we havew = (d− 3) −1d−2 . Note that
0 ≤ (d− 3) −1d−2 ≤ (d− 1) 1d−2
for the values of d under consideration.
We compute two linear functions ofw. We show that the first of these functions, in the interval
0 ≤ w ≤ (d− 3) −1d−2 ,
is at most
w
1+ wd−2
and the other, in the interval
(d− 3) −1d−2 ≤ w ≤ (d− 1) 1d−2 ,
is also at most
w
1+ wd−2 .
Lemma 6. For every d > 4 in the interval 0 ≤ w ≤ (d− 3) −1d−2 ,
d− 3
d− 2w ≤
w
1+ wd−2 .
Proof. Rearrange the expression above to get
(d− 3)w(1+ wd−2) ≤ (d− 2)w
wd−2 ≤ 1
d− 3 ,
which completes the proof asw ≤ (d− 3) −1d−2 . 
Lemma 7. For every d > 4 in the interval (d− 3) −1d−2 ≤ w ≤ (d− 1) 1d−2
(d− 3)
(
(d− 1)
(
1
d−2
)
− w
)
2− d+ (d− 2)(d− 1)
(
1
d−2
)
, (d− 3)
(
1
d−2
) ≤ w
1+ wd−2 .
Proof. Rearrange the expression above to get
(d− 3)(d− 1)
(
1
d−2
)
≤ (d− 2)(d− 1)
(
1
d−2
)
(d− 3)
(
1
d−2
)
w + (d− 3)wd−1 − w − (d− 3)(d− 1)
(
1
d−2
)
wd−2.
Asw and (d− 3)(d− 1)
(
1
d−2
)
wd−2 are positive:
(d− 3)(d− 1)
(
1
d−2
)
≤ (d− 2)(d− 1)
(
1
d−2
)
(d− 3)
(
1
d−2
)
w + (d− 3)wd−1.
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As 0 ≤ w ≤ (d− 1) 1d−2 :
(d− 3)(d− 1)
(
1
d−2
)
≤ (d− 2)(d− 1)
(
1
d−2
)
(d− 3)
(
1
d−2
)
(d− 1)
(
1
d−2
)
+ (d− 3)(d− 1)
(
d−1
d−2
)
.
As (d− 3)
(
1
d−2
)
≤ d− 3
(d− 3)(d− 1)
(
1
d−2
)
≤ (d− 2)(d− 1)
(
1
d−2
)
(d− 3)(d− 1)
(
1
d−2
)
+ (d− 3)(d− 1)
(
d−1
d−2
)
−1 ≤ (d− 1)
(
1
d−2
)
which completes the proof as (d− 1)
(
1
d−2
)
≥ 0. 
We have
z = d
2(d− 1) − d(d− 1)
−d
d−2
∫ (d−1) 1d−2
0
w
1+ wd−2 δw
≤ d
2(d− 1) − d(d− 1)
−d
d−2
∫ (d−3) −1d−2
0
(
d− 3
d− 2w
)
δw
− d(d− 1) −dd−2
∫ (d−1) 1d−2
(d−3)
−1
d−2
(d− 3)
(
(d− 1)
(
1
d−2
)
− w
)
2− d+ (d− 2)(d− 1)
(
1
d−2
)
(d− 3)
(
1
d−2
) δw.
Evaluating this enables us to prove that for a random d-regular graph on n vertices, (d > 4), γw(G) is a.a.s. less than(
d
2(d− 1) −
d(d− 3) d−3d−2
2(d− 2)(d− 1) d−1d−2
)
n+ o(n).
In Table 6, we present our upper bounds on γw(G), α(γw(G)), the exact solution to Eq. (17), β(γw(G)), (produced by using
a Runge–Kutta method) along with the value n ln(d + 1)/(d + 1) from Eq. (1) as a comparison to the known asymptotic
results for γ (G) and γc(G).
5.4. Comparison with degree-greedy heuristics
Having analysedwhat seems to be the simplest algorithm for finding a small weakly-connected dominating set of regular
graphs, it is natural to consider whether different heuristics may give an improved result. The so-called degree-greedy
algorithms (like those in the previous sections) that are based on choosing a vertex of a particular degree at each iteration
give improved results for various other problems on regular graphs.
There are several degree-greedy algorithms that one may design for finding a small weakly-connected dominating set of
a regular graph. Providing all of these algorithms are based on iteratively growing a single weakly-connected component,
thesemay only differ in twoways; namely, for each iteration (after the initial operation), the type of greedy selection criteria
used and by howmany vertices the set is allowed to increase per iteration. These are represented by the lines 6 and 7 in the
while loop of the heuristic presented in Fig. 2.
The remaining features remain the same: the initial operation (lines 1–4) must choose a vertex of degree 0 (deleting
some or all of its incident edges) to initiate the growing component. It should also be clear that, in order to ensure only one
component is ‘‘grown’’, each iteration must start by selecting a vertex of degree greater than 0 (line 6). As vertices of degree
0 represent non-dominated vertices, any such algorithmmay terminate once the number of vertices of degree 0 in the graph
reaches 0.
To analyse such a heuristic, using the differential equation technique as we have, it is usually necessary to develop
equations based on the expected changes in the variables Yi, however, as the algorithm may terminate once no vertices of
degree 0 remain, their incident edges exposed, it is sufficient to track the variable Y0 as opposed to the vector (Y1, Y2, . . . , Yd).
As any other alternative heuristics can only modify lines 6 and 7 (and the vertex, u, selected in each iteration must have
degree larger than 0), it is therefore immediate that any such selection may not affect the variable Y0. The choice of which
vertex of degree larger than 0 to choose is therefore immaterial in this regard.
Once u has been selected, Y0 may only decrease if edges incident with u are exposed. It is well known that, for a random
regular graph, the neighbourhood of a vertex, up to a constant distance, is a.a.s. acyclic, (see, for example, [24]) and as we
are only interested in the degrees of vertices at distance at most 2 from u, the subgraph considered in each iteration will
a.a.s. be a tree.
It may be observed that investigating the degree of one neighbour of u per iteration or investigating more than one
neighbour of u per iteration will have no effect on the resulting differential equation. The latter may be seen as an algorithm
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that performs a sequence of operations per iteration. The first in the sequence selects a vertex u from those of a given degree
and investigates the degree of one of its neighbours. In each remaining operation in the sequence, the same vertex u is
selected and one more of its neighbours has its degree investigated. (This may be achieved by a standard modification to
the pairing process which generates the graph u.a.r.; each point in a pair is chosen sequentially where the first point may
be chosen by any rule. It is known that this preserves the uniformity of the final pairing.) As soon as the required number of
neighbours have had their degree investigated, the sequence terminates. Each neighbour of u of degree 0 encounteredmust
be included in the set under construction. (Again, this comes from the assumption that vertices of degree larger than 0 are
dominated and as once each of these vertices has its degree investigated, an edge incident edge with that vertex is deleted).
All edges incident with these vertices would then be exposed.
It is not difficult to see that this would mean that the performance of algorithms that base each selection on choosing
vertices of minimum (or maximum) degree and algorithms that iteratively choose one (or more than one) neighbours per
iteration, would be represented by Eq. (17), and therefore will have the same average-case performance (as the solution to
the differential equation would, of course, be the same).
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