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Introduction
In this thesis, we will concentrate on the content of the two articles [14] and [3] (but mainly
on the first). These two articles deal with so-called group laws and we want to explain at
first what is behind this term.
Definition 1 (Group law). A group law in k letters or a k-letter group law for any given
group G is a word w ∈ Fk = 〈a1, . . . , ak〉 in the free group of rank k such that for any
mapping ϕ : {a1, . . . , ak} → G the evaluation of the word ϕ(w) yields the neutral element
1G in G. Here ϕ(w) denotes the image of w under the homomorphism corresponding to the
mapping ϕ (see Chapter 0, Definition 2 for details). The word w ∈ Fk is called non-trivial
if w 6= 1Fk .
Example 1. A group G is called elementary abelian if it is the direct sum of cyclic groups
of order p for a fixed prime p. When G is elementary abelian with respect to the prime p,
we have the non-trivial two-letter group laws aba−1b−1 and ap ∈ F2 for G.
In this thesis, we will mainly deal with group laws in two letters. However, the first few
results will be presented in a more general form. Our main goal is to find a satisfactory
answer to the following question.
Question 1. Let n ∈ Z+. What is the minimum length of a non-trivial two-letter law
which holds simultaneously for all finite groups G of order at most n?
Essentially, the answer which we present in the last chapter is the answer presented
in [14] (page 7, Theorem 5.1). Its proof is spread over the whole thesis:
Theorem 1 (Main result). For n ∈ Z+ large enough there exists a non-trivial two-letter
law wn ∈ F2 holding for all finite groups of order at most n of length
`(wn) ≤ C log∗(n)2
n
log(n)2
for some fixed constant C > 0 (see Chapter 0, Definition 3 for the definition of the word
length `(wn)). In the former inequality, log
∗(n) denotes the smallest integer k ≥ 0 such
that
log · · · log︸ ︷︷ ︸
k
(n) ≤ 1.
1
Introduction
The main idea
Having presented the main theorem as an answer to Question 1, we now present the main
idea to prove good bounds for the length of such a word wn which is a non-trivial group
law for each finite group of order at most n.
Take a finite group G and consider a special short exact sequence (see Section 1.2 for
explanation), namely the following:
1→ S(G)→ G→ G/S(G)→ 1.
Here S(G) is the solvable radical of G and G/S(G) is the corresponding semi-simple
quotient in the sense of Fitting (see Chapter 3, Definition 11, where these notions are
defined).
Considering the group G as an extension of G/S(G) by S(G) as above, we can combine
a non-trivial law wG/S(G) for G/S(G) and a non-trivial law wS(G) for S(G) to obtain a
non-trivial law wG for G of length at most `(wG/S(G))`(wS(G)). The tool we need for the
construction of wG is the so-called extension lemma (Chapter 0, Lemma 4).
Setting n1 := |S(G)| and n2 := |G/S(G)| and distinguishing several cases, which
altogether cover all combinations of (n1, n2) ∈ Z2+ such that n1n2 ≤ n for some fixed n,
we can find a non-trivial law wn holding for all finite groups G of order at most n. This
last process will be described in detail in Chapter 4.
Therefore, for the construction of the word wn, we will need a short non-trivial law
holding for all finite solvable groups of order at most n1 and a short non-trivial law for all
finite semi-simple groups of order at most n2 (for n1, n2 ∈ Z+).
Thus, in Chapter 2, we will focus on short non-trivial laws for finite solvable groups up
to a certain order. Indeed, at first we will derive bounds for the length of short non-trivial
laws for finite nilpotent groups of bounded order. Using these estimates and a result of
Mike F. Newman, we will derive similar bounds for short non-trivial laws of finite solvable
groups (see Proposition 4).
Thereafter, we will deal with non-trivial laws for finite semi-simple groups in Chapter 3.
For this purpose it will become necessary to consider symmetric and finite simple groups.
This is due to the fact that finite semi-simple groups (in the sense of Fitting) can be
identified as subgroups of products of wreath products of automorphism groups of finite
simple groups and symmetric groups (see Section 3.1 for details).
However, we will need the classification of finite simple groups to derive the main result
of this thesis (see in Section 3.3 the proof of Proposition 5, and in Section 3.5 the use of
Schreier’s conjecture).
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Chapter 0
Essentials from group theory
In this chapter, we recall some basics from group theory. As a reference for a book in
combinatorial group theory, we recommend [10], and as a reference for a book in finite
group theory, we suggest [6].
At first, we recall the definition of a free group over a given set S.
Definition 2 (Free group). The free group F(S) over a given set S is the unique group
(up to isomorphism) satisfying the following property. It holds that S ⊆ F(S) and for any
mapping of sets ϕ : S → G, where G is an arbitrary group, there is a unique extension
ϕ : F(S)→ G being a homomorphism of groups.
It is clear that F(S) ∼= F(T ) if and only if |S| = |T |. Namely, when S and T are finite,
we have that
Hom(F(S),Z2) ∼= ZS2
and thus |Hom(F(S),Z2)| = 2|S| 6= |Hom(F(T ),Z2)| = 2|T | if and only if |S| 6= |T |. In the
case that S and T are infinite with |S| 6= |T |, we obviously have |F(S)| = |S| 6= |F(T )| =
|T |.
Thus we can write Fk to denote the free group of rank k, i.e., over a k-element set. It
is a well-known fact that the elements of the free group F(S) can be seen as reduced words
over the set S, i.e., words of the form w = s1 · · · sn, where si ∈ S ∪ S−1 for i = 1, . . . , n
and si 6= s−1i+1 for i = 1, . . . , n − 1 (here S−1 := {s−1 | s ∈ S}; see again [10], page 4,
Proposition 1.9).
We can measure the length of an element of the free group F(S) by considering its
representation as a reduced word:
Definition 3 (Word length). Let w ∈ F(S) be an element of the free group over the set
S with reduced representation s1 · · · sn (si ∈ S ∪ S−1 for i = 1, . . . , n). Then we call n the
word length or just the length of w and define `(w) := n.
Next we define the vanishing set of a word inside a group G.
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Definition 4 (Vanishing set). Let w ∈ Fk. Set
Z(G,w) := {(g1, . . . , gk) ∈ Gk |w(g1, . . . , gk) = 1G}
and call this the vanishing set of w in G. Here 1G denotes the neutral element of G and
w(g1, . . . , gn) denotes the image of w ∈ Fk = 〈a1, . . . , ak〉 under the homomorphism which
is induced by the mapping ϕ : ai 7→ gi for i = 1, . . . , n (see Definition 2).
As stated in the introduction and using the defining property of the free group given
in Definition 2, a law w ∈ Fk for a group G is a word which is mapped to 1G under each
homomorphism ϕ : Fk → G.
Thus we can describe the set of k-letter laws Lk as follows
Lk =
⋂
ϕ : Fk→G
ker(ϕ).
Considering this equality, it is immediately clear that Lk is a characteristic subgroup of
Fk, i.e., invariant under each automorphism α : Fk → Fk, as
Lk =
⋂
ϕ : Fk→G
ker(ϕ) =
⋂
ϕ : Fk→G
ker(ϕ ◦ α).
Moreover, when G is finite, Lk is a subgroup of finite index as the intersection of
finitely many subgroups of finite index.
Having defined the set of k-letter laws for G, we can ask for a non-trivial element of
minimal length inside this subgroup.
Definition 5 (k-letter girth of a group). Let
girthk(G) := min{`(w) |w ∈ Fk \ {1} is a law for G} ∪ {∞}
denote the k-letter girth of G.
Let ord(g) for g ∈ G denote the least positive integer e such that ge = 1G, i.e., the
order of g. Then the 1-letter girth of a finite group G is just the least common multiple
of all orders ord(g) of elements of G, which is called the exponent of G.
However, as mentioned previously, our main focus will be set on the 2-letter girth of a
group. Now we can reformulate the main question of this thesis as follows.
Question 2. What is the 2-letter girth of the group Γn, where Γn is the direct product of
all finite groups of order at most n?
Note that a 2-letter word w ∈ F2 is a law for all finite groups of order at most n if and
only if it is a law for the direct product of all these groups. Thus Question 1 and 2 ask
for the same number.
We mention the following fact relating the 2-letter girth of a group with its k-letter
girth.
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Lemma 1. There is an embedding of F2·3k = 〈a1, . . . , a2·3k〉 into F2 = 〈a, b〉 such that
`(ai) = 2k + 1, where `(w) is the length of the word w ∈ F2 = 〈a, b〉.
For the proof of this lemma we need the following definition.
Definition 6 (Cayley graph). Let G be a group and S ⊆ G be a subset of G. Then by
Cay(G,S) we denote the directed graph with vertices V = G and edges {(p, q) | p−1q ∈ S}.
This is called the Cayley graph of G with respect to S.
Now we prove Lemma 1:
Proof. Consider the tree Tk ≤ Cay(F2, {a, b}) consisting of all words of length at most k.
Every vertex of this tree which is not a leaf has two incoming edges labeled with a and b
and two outgoing edges labeled with a and b. Thus, when we complete Tk arbitrarily to a
Schreier graph (i.e., a graph which has two outgoing edges labeled with a and b and two
incoming edges labeled with a and b at every vertex), only leaves are joined by new edges.
Let Sk be such a completion. Now Tk is a spanning tree for Sk. Consider the fundamental
group π1(Sk). As Sk is a graph with spanning tree Tk, this group is generated by circles in
Sk which are of the following kind: Choose an edge of Sk, which is not in Tk, and prepend
the unique non-returning path (i.e., a path which visits no vertex twice) in Tk starting at
1F2 and ending at the starting point of this edge and append the unique non-returning
path in Tk starting at the end point of this edge and ending at 1F2 (the root of the tree
Tk). Thus all these circles are of (word) length 2k + 1. But for each edge of Sk which is
not an edge in Tk there is a unique such circle. Thus, as there are 4 · 3k−1 leaves of Tk,
there are 3/2 · 4 · 3k−1 = 2 · 3k such circles a1, . . . , a2·3k , so that π1(Sk) ∼= F2·3k .
1 a
b
a−1
b−1
Figure 1: The tree T1
We can thus draw a connection between the k-letter girth and the 2-letter girth of a
group. An immediate consequence of this lemma is the following result.
Corollary 1. Let G be a group and k ≥ 2 be an integer. Then
girthk(G) ≤ girth2(G)
and
girth2(G) ≤ (2 dlog3(k/2)e+ 1) girthk(G).
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Proof. The first inequality is obvious since every two-letter law is a k-letter law (as k ≥ 2).
The second inequality is true as we can embed F2·3dlog3(k/2)e into F2 such that none of its
generators is longer than 2 dlog3(k/2)e+ 1. But it holds that Fk ⊆ F2·3dlog3(k/2)e , therefore
the inequality follows.
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The two main tools
The article [8] contains the following key lemma for proving good bounds for the length
of non-trivial group laws (page 6, Lemma 2.2 in the article). It enables us to construct a
new non-trivial word from m given non-trivial words such that the vanishing set of this
word in any group G contains each of the vanishing sets of the m given words. We present
it in the following section.
1.1 The commutator lemma
We start this section with a notation convention.
Notation 1. We define the commutator by [x, y] := xyx−1y−1 and the conjugate yx :=
x−1yx. Moreover, if X,Y ⊆ G are subgroups of the group G, we define [X,Y ] :=
〈[x, y] |x ∈ X, y ∈ Y 〉.
The first main tool is a lemma which we formulate here in various versions. The first
version is just applicable in the special case that we want to combine 2e words, for some
e ∈ N, to get a new word.
To state it, we need the following definition.
Definition 7. Let G be a group. An element g is said to be a non-trivial power if there
exist an element h ∈ G and an integer n > 1 such that g = hn.
Lemma 2 (Commutator lemma for powers of two). Let k ≥ 2, e ∈ N and let non-trivial
words w1, . . . , wm ∈ Fk be given where m = 2e. Then there exists a word w ∈ Fk of length
`(w) ≤ 2m
(
m∑
i=1
`(wi) +m
)
which is not a non-trivial power such that for any group G we have
Z(G,w) ⊇ Z(G,w1) ∪ · · · ∪ Z(G,wm).
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Proof. We will prove this by induction on e ∈ N. For e = 0 (i.e., m = 1) simply take
v = [s, w1] for s ∈ S such that w1 is not a power of s. Then the commutator [s, w1] cannot
be a non-trivial power and has length at most 2(`(w1) + 1). Moreover, Z(G, [s, w1]) ⊇
Z(G, s) ∪ Z(G,w1) is immediate for any group G.
For e ≥ 1 (i.e., m ≥ 2) we are given w1, . . . , wm/2, wm/2+1, . . . , wm. By induction, there
exist words v1, v2, which are no non-trivial powers, such that
`(v1) ≤ m
m/2∑
i=1
`(wi) +
m
2

`(v1) ≤ m
 m∑
i=1+m/2
`(wi) +
m
2
 .
and
Z(G, v1) ⊇ Z(G,w1) ∪ · · · ∪ Z(G,wm/2)
Z(G, v2) ⊇ Z(G,wm/2+1) ∪ · · · ∪ Z(G,wm)
for any group G.
Since a commutator [a, b] for a, b ∈ Fk \ {1} is trivial if and only if a and b lie a free
subgroup of Fk of rank one, it can only be trivial if a = c
j , b = ck for some c ∈ Fk (this
is an application of the Nielsen–Schreier theorem, see [10], page 7, Proposition 2.6). Thus
the commutator v := [v1, v2] can only be trivial if v1 = v
±1
2 since v1, v2 are no non-trivial
powers. If this is the case, we have that
Z(G, v1) = Z(G, v2)
and thus we can simply set w := v1 or w := v2. The restriction on the length of w is then
obviously satisfied.
In the opposite case, we take w := v. Then v 6= 1Fk and at the same time v is not a
non-trivial power (by a result of Schützenberger, see [13]) and
`(w) ≤ 2 ·m
m/2∑
i=1
`(wi) +
m
2
+ 2 ·m
 m∑
i=1+m/2
`(wi) +
m
2

= 2m
(
m∑
i=1
`(wi) +m
)
.
This finishes the proof.
Now we generalize the lemma to cover the case where m is not a power of 2.
Lemma 3 (Commutator lemma, general case). Let k ≥ 2 and let non-trivial words
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w1, . . . , wm ∈ Fk be given. Then there exists a word w ∈ Fk of length
`(w) ≤ 8m
(
m∑
i=1
`(wi) +m
)
which is not a non-trivial power such that for any group G we have
Z(G,w) ⊇ Z(G,w1) ∪ . . . ∪ Z(G,wm).
Proof. Let 2e be the smallest power of two which is greater than or equal to m. Then
2e < 2m. Set
w′1 := w1, . . . , w
′
m = wm, w
′
m+1 := w1, . . . , w
′
2e := w2e−m
and apply the lemma for powers of two for the w′i (i = 1, . . . , 2
e) to finish the proof.
We can weaken the result a bit in the following corollary to make it more handy.
Corollary 2. Let k ≥ 2 and let non-trivial words w1, . . . , wm ∈ Fk be given. Then there
exists a word w ∈ Fk of length
`(w) ≤ 8m2
(
max
i∈{1,...,m}
`(wi) + 1
)
which is not a non-trivial power such that for any group G we have
Z(G,w) ⊇ Z(G,w1) ∪ . . . ∪ Z(G,wm).
Proof. The result follows immediately from the previous lemma and the straightforward
estimate
m∑
i=1
`(wi) ≤ m max
i∈{1,...,m}
`(wi).
1.2 The extension lemma
The second important tool is the following simple result from [14] (page 3, Lemma 2.2)
which allows us to construct non-trivial laws for group extensions from two given non-
trivial group laws. For this purpose recall that a short exact sequence of groups is a chain
of homomorphisms
1→ A ϕ→ B ψ→ C → 1
such that ker(ψ) = im(ϕ), ϕ is injective and ψ is surjective.
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Lemma 4 (Extension lemma). Let
1→ N → G→ G/N → 1
be a short exact sequence of groups and let wN be a non-trivial law for N and wG/N be a
non-trivial law for G/N , both in Fk = 〈a1, . . . , ak〉 = 〈S〉. Then there is a non-trivial law
for G in these k letters of length at most `(wN )`(wG/N ). Thus,
girthk(G) ≤ girthk(N) girthk(G/N).
Proof. If wG/N = s
n for some s ∈ S and n ∈ Z \ {0}, then tn (where t ∈ S) is also a law
for G/N and we can take
w = wN (a
n
1 , . . . , a
n
k)
as a non-trivial law for G (it is a law for G since the map g 7→ gn maps G to N , as sn is
a law for G/N , and wN is a non-trivial law for N).
In the opposite case, we may assume, w.l.o.g., that wG/N = a1w
′
G/Na2, where w
′
G/N
does neither start with a−11 nor end with a
−1
2 . The reason for this is that, if wG/N starts
and ends with the same letter (or a letter and its inverse), we may perform a cyclic
rotation of the word and take wvG/N = sw
′t, which will start and end with different letters
s, t ∈ S ∪ S−1 with st 6= 1. Then, if necessary, we apply the appropriate automorphism of
Fk induced by s 7→ a1, a1 7→ s and t 7→ a2, a2 7→ t and r 7→ r for all other r ∈ S.
Set
wi := wG/N (ai, . . . , ak, a1 . . . , ai−1).
It is now routine to check that all non-trivial combinations (i.e., the words wiwj , w
−1
i wj ,
w−1i w
−1
j , wiw
−1
j , wiwi, w
−1
i w
−1
i for all i, j = 1, . . . , k, i 6= j) of the words wi involve no
cancellation.
We can thus take
w := wN (w1, . . . , wk)
as a non-trivial law for G, since for all i ∈ {1, . . . , k} the words wi induce mappings from
G to N and wN is a non-trivial law for N .
10
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Nilpotent and solvable groups
In this chapter, we wish to find short non-trivial laws for finite nilpotent and solvable
groups only depending on their order. More precisely, we intend to find bounds for the
length of the shortest non-trivial law holding in all finite nilpotent (resp. solvable) groups
of order at most n. Our main references here are again the articles [14] and [3].
We need to introduce some notation conventions for this and the following chapters.
Notation 2. In the following, we write an = o(1) to express that limn→∞ an = 0.
Notation 3 (Center, centralizer). We write Z(G) for the center of G, i.e.,
Z(G) = {g ∈ G | ∀h ∈ G : gh = hg}.
Moreover, we write CG(H) for the centralizer of H in G, i.e.,
CG(H) = {g ∈ G | ∀h ∈ H : hg = gh}.
2.1 Definitions and basic properties
At first, we recall the definition of the lower central series and a nilpotent group.
Definition 8 (Nilpotent group, lower central series, nilpotency class). A group G is called
nilpotent if and only if the lower central series (γk(G))k≥1 terminates with the trivial group,
where
γ1(G) := G and γk+1(G) := [γk(G), G].
The smallest k such that γk+1(G) = 1 is called the nilpotency class of G.
A central series is a series (Hk)k≥1 where H1 = H and Hi/Hi+1 ⊆ Z(G/Hi+1) or
equivalently [Hi, G] ⊆ Hi+1 (for i ≥ 1).
Remark 1. The reason why we call (γk(G))k≥1 the lower central series is that for any
central series (Hk)k≥1 it holds that Hi ⊇ γi(G) for all i (this can easily be proven by
induction: γi+1(G) = [γi(G), G] ⊆ [Hi, G] ⊆ Hi+1 ⊆ Hi).
11
Chapter 2. Nilpotent and solvable groups
Example 2. Considering the group of unitriangular matrices UTn(R) over some ring R,
one notes that this is in fact nilpotent. More precisely, UTn(R) consists of all matrices of
the form 
1 ∗ · · · ∗
0
. . .
. . .
...
...
. . .
. . . ∗
0 · · · 0 1
 ,
where all ∗’s are chosen arbitrarily from R. Its class of nilpotency is n− 1.
Secondly, we define the derived series and a solvable group.
Definition 9 (Solvable group, derived series, solvability class). Let G be a group. Its
derived series is defined by
G(0) := G and G(k+1) := [G(k), G(k)].
A group is called solvable if and only if G(k) = 1 for some k ∈ N. The smallest such k is
called solvability class of G.
Example 3. Considering the group of upper triangular matrices Tn(R) over some ring R,
one notes that this is solvable since [Tn(R),Tn(R)] ⊆ UTn(R) and UTn(R) is nilpotent.
More precisely, Tn(R) is the group of matrices of the form
d1 ∗ · · · ∗
0
. . .
. . .
...
...
. . .
. . . ∗
0 · · · 0 dn

where all ∗’s are chosen arbitrarily from R and di ∈ R× are units (i = 1, . . . , n).
Next we state some simple lemmas relating the derived series to the lower central
series.
Notation 4 (Commutators). We write [g1, . . . , gn] for [[· · · [g1, g2] · · · ], gn] and analogously
for groups [G1, . . . , Gn] for [[· · · [G1, G2] · · · ], Gn].
Lemma 5. It holds that [γi(G), γj(G)] ⊆ γi+j(G).
This lemma basically tells us that there is a unique biggest commutator subgroup
written as a commutator of weight n, namely γn(G).
To prove this result, we need the so-called three subgroups lemma which is a conse-
quence of the so-called Hall–Witt-identity .
Lemma 6 (Hall–Witt identity). Let x, y, z ∈ G for a group G. Then
[y, [z−1, x]]z
−1
[z, [x−1, y]]x
−1
[x, [y−1, z]]y
−1
= 1
12
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Proof. The proof happens by direct computation.
Lemma 7 (Three subgroups lemma). Let [X,Y, Z] = [Y, Z,X] = 1. Then [Z,X, Y ] = 1.
The following proof is taken from [6] (page 126, Lemma 4.9).
Proof. We want to prove that every element of [Z,X] commutes with every element of Y .
For this it suffices to prove this for every generating commutator [z, x] ∈ [Z,X] and y ∈ Y ,
i.e., it suffices to prove that [y, [z, x]] = 1 for x ∈ X, y ∈ Y, z ∈ Z, which is equivalent
to the fact that [y, [z−1, x]] = 1 for all x ∈ X, y ∈ Y, z ∈ Z. But this follows from the
Hall–Witt identity since
[z, [x−1, y]] = [x−1, y, z]−1 = 1 and [x, [y−1, z]] = [y−1, z, x]−1 = 1
by the assumptions [X,Y, Z] = [Y,Z,X] = 1. Thus we are done.
The proof of Lemma 5 can now be given.
Proof. We proceed by induction on j. For j = 1 we have [γi(G), G] = γi+1(G) ⊆ γi+1(G).
For j > 1 it holds that
[γi(G), γj(G)] = [γj(G), γi(G)] = [γj−1(G), G, γi(G)].
Using the three subgroups lemma, it suffices to prove that
[G, γi(G), γj−1(G)] ⊆ γi+j(G) and [γi(G), γj−1(G), G] ⊆ γi+j(G).
But the first inclusion holds by induction since
[G, γi(G), γj−1(G)] = [γi(G), G, γj−1(G)] = [γi+1(G), γj−1(G)] ⊆ γi+j(G)
and the same is true for the second inclusion
[γi(G), γj−1(G), G] ⊆ [γi+j−1(G), G] = γi+j(G).
This finishes the proof.
A simple consequence of Lemma 5 is the following corollary.
Corollary 3. It holds that G(n) ⊆ γ2n(G).
Next we focus on short non-trivial words in the derived series of F2.
13
Chapter 2. Nilpotent and solvable groups
2.2 Short non-trivial words in the derived series of F2
The construction we present here is essentially from [3] (Chapter 3). We set
a0 := a and b0 := b
and define the sequences (an)n∈N, (bn)n∈N ⊆ F2 recursively by
an+1 := [b
−1
n , an] and bn+1 := [an, bn].
The first lemma we need is a bit technical (it is essentially Lemma 3.1 in [3]).
Lemma 8 (No cancellation in products). For all n ∈ N the products anan, a−1n a−1n , bnbn,
b−1n b
−1
n , a
−1
n bn, b
−1
n an, anb
−1
n , bna
−1
n , a
−1
n b
−1
n , bnan involve no cancellation.
Proof. We prove the result by induction on n. For n = 0 the statement of the lemma is
obvious. Let n > 0. The word anan and its inverse have no cancellation since a
−1
n−1b
−1
n−1
has no cancellation.
anan = [b
−1
n−1, an−1]
2 = b−1n−1an−1bn−1 a
−1
n−1b
−1
n−1︸ ︷︷ ︸
no cancellation
an−1bn−1a
−1
n−1
The word bnbn and its inverse have no cancellation since b
−1
n−1an−1 has no cancellation.
The word a−1n bn and its inverse admit no cancellation since bn−1an−1 has no cancellation.
The word anb
−1
n and its inverse have no cancellation since a
−1
n−1bn−1 has no cancellation.
Finally, a−1n b
−1
n has no cancellation since bn−1bn−1 has no cancellation.
The next result tells us that an and bn are of the same length and gives a first estimate
for this (it is essentially Lemma 3.2 from [3]).
Lemma 9. It holds that 4n ≥ `(an) = `(bn) ≥ 2n. Moreover, an, bn ∈ F(n)2 for n ∈ N.
Proof. Plugging in the definition of bn+1 yields
`(bn+1) = `(anbna
−1
n b
−1
n )
= `(anbn) + `(an) + `(bn)
= `(b−1n anbna
−1
n )
= `(an+1)
Here we use Lemma 8 in the second and the third line. It follows from the second line of the
computation that `(bn+1) ≥ 2`(bn) and thus by induction `(an) = `(bn) ≥ 2n. Moreover,
it follows from the third line (without considering cancellation) that `(bn+1) ≤ 4`(bn) and
thus inductively `(bn) ≤ 4n.
The last fact follows inductively from a0 = a ∈ F(0)2 and b0 = b ∈ F
(0)
2 and an+1 =
[b−1n , an] ∈ [F
(n)
2 ,F
(n)
2 ] = F
(n+1)
2 as well as bn+1 = [an, bn] ∈ [F
(n)
2 ,F
(n)
2 ] = F
(n+1)
2 .
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From now on, we set cn := `(an) = `(bn). The main result of this section is presented
in the subsequent lemma.
Lemma 10. For all n ∈ N we have cn+2 = 3cn+1 + 2cn. Thus it holds that
cn =
(
1
2
+
5
2
√
17
)(
3 +
√
17
2
)n
+
(
1
2
− 5
2
√
17
)(
3−
√
17
2
)n
≤ C1ιn + o(1).
where ι := (3 +
√
17)/2 = 3.5615528 . . . and C1 :=
1
2 +
5
2
√
17
= 1.10633906 . . ..
Proof. The proof happens by the following computation and makes use of Lemma 8.
cn+2 = `(bn+2) = `([an+1, bn+1])
= `([[b−1n , an], [an, bn]])
= `(b−1n anbn a
−1
n an︸ ︷︷ ︸
cancels
bna
−1
n b
−1
n ) + `([an, b
−1
n ]) + `([bn, an])
= `(b−1n anbn)︸ ︷︷ ︸
`(an+1)−`(a−1n )=cn+1−cn
+ `(bn) + `(a
−1
n ) + `(b
−1
n )︸ ︷︷ ︸
3cn
+ `([an, b
−1
n ])︸ ︷︷ ︸
`(an+1)=cn+1
+ `([bn, an])︸ ︷︷ ︸
`(bn+1)=cn+1
Thus we obtain
cn+2 − 3cn+1 − 2cn = 0 (n ≥ 0), where c0 = 1 and c1 = 4.
It follows inductively that for all n ∈ N we have
cn =
(
1
2
+
5
2
√
17
)(
3 +
√
17
2
)n
+
(
1
2
− 5
2
√
17
)(
3−
√
17
2
)n
as the polynomial λ2 − 3λ− 2 has the roots
λ1,2 =
3±
√
17
2
.
This finishes the proof.
Hence for large k there are non-trivial words in F
(k)
2 of length remarkably shorter than
4k as ι = (3 +
√
17)/2 = 3.5615528 . . . < 4 and ak, bk ∈ F
(k)
2 (cf. Lemma 9).
The subsequent proposition is an immediate consequence of the preceding lemma.
Proposition 1. There is a non-trivial two-letter word w of length
`(w) ≤ C1ιn + o(1)
which is a law for every solvable group of solvability class at most n.
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Proof. Let k be the solvability class of G. The previous lemma shows that there is a
non-trivial word of length C1ι
n+o(1) in F
(n)
2 . But since G is solvable of class k ≤ n, every
word of F
(k)
2 ⊇ F
(n)
2 is a law for G. Thus this word, as an element of F
(n)
2 ⊆ F
(k)
2 , is a law
for G.
We proceed by considering short non-trivial words in the lower central series of F2.
2.3 Short non-trivial words in the lower central series of F2
Set
κ := log2(ι) = log2
(
3 +
√
17
2
)
= 1.832506 . . . < 2.
As a simple consequence of Lemma 10 and Corollary 3, we obtain the following corollary.
However, it is not optimal as we will see.
Corollary 4. For k ∈ Z+ there is a non-trivial word w of length
`(w) ≤ C2klog2(ι) + o(1) = C2kκ + o(1)
in γk(F2) for some fixed constant C2 := 2 + 8/
√
17 = 3.940285 . . ..
Proof. Take 2e as the smallest power of two which is not less than k, i.e., e = dlog2(k)e <
log2(k) + 1. Then
F
(e)
2 ⊆ γ2e(F2) ⊆ γk(F2).
In F
(e)
2 there exists a non-trivial word of length at most C1ι
e+o(1) by the previous section.
But ιe = 2log2(ι)e < (2k)log2(ι) = (2k)κ. Thus we can take C2 := ιC1 = 2 + 8/
√
17 =
3.940285 . . . to finish the proof.
In fact, one can find a better exponent for k in the last corollary. The idea we will
present again stems from [3].
But firstly, note that the previous result implies the following lemma.
Lemma 11. There is non-trivial word w which is a law for all nilpotent groups G of order
at most n of length
`(w) ≤ C3 log(n)κ + o(1)
for some fixed constant C3 := 7.712869694 . . ..
Proof. Since G is nilpotent, it holds that γi(G)/γi+1(G) has at least two elements when
γi(G) is not trivial. For the class k of nilpotency of G we have then k ≤ blog2|G|c ≤ log2(n).
Thus, setting C3 := C2/ log(2)
κ = 7.712869694 . . ., the lemma follows from the previous
corollary. To see this, take a non-trivial word
w ∈ γblog2(n)c(F2) ⊆ γk(F2)
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of length at most C2 log2(n)
κ + o(1). Then w(g, h) for g, h ∈ G lies in γk(G) = 1, thus
w(g, h) = 1G.
Now let us explain how to improve the exponent log2(ι) to
log1+
√
2(ι) = 1.44115577 . . .
following the second part of Chapter 3 of [3]. At first define
γ(w) := max{n ∈ Z+ |w ∈ γn(F2)} ∪ {∞}.
Lemma 12 (Properties of γ). The function γ has the properties
γ(w1w2) ≥ min{γ(w1), γ(w2)}
and
γ([w1, w2]) ≥ γ(w1) + γ(w2).
Moreover, it is true that
γ(an) = γ(bn)
and we define
γn := γ(an) = γ(bn).
Proof. The first identity holds since, when w1 ∈ γi(F2) and w2 ∈ γj(F2), then w1w2 ∈
γi(F2)γj(F2) = γmin{i,j}(F2), as the sequence (γk(F2))k≥1 is monotone. The second iden-
tity holds by the fact of Lemma 5 that
[γi(F2), γj(F2)] ⊆ γi+j(F2).
Hence, when w1 ∈ γi(F2) and w2 ∈ γj(F2), then
[w1, w2] ∈ γi+j(F2).
The last claim can be verified by the fact that an = [b
−1
n−1, an−1] = [an−1, bn−1]
bn−1 = b
bn−1
n
and the fact that all γk(F2) are normal. This ends the proof.
Now we can present the following lemma (this is essentially Lemma 3.6 from [3]).
Lemma 13. We have that γn+2 − 2γn+1 − γn ≥ 0 for all n ≥ 0. Thus, by induction, one
obtains
γn ≥
(
1
2
+
1
2
√
2
)
(1 +
√
2)n +
(
1
2
− 1
2
√
2
)
(1−
√
2)n
≥ C4µn − o(1),
where µ := 1 +
√
2 and C4 :=
1
2 +
1
2
√
2
= 0.85355339 . . ..
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Proof. The key for the proof of this lemma are the following two identities (see [3], page 5)
[[a−1, b], [a, b]] = [[[a−1, b], a], [a, b]] (2.1)
[[a−1, b], [b, a]] = [[[a−1, b], a], [b, a]] (2.2)
We briefly verify the first identity
[[a−1, b], a] = a−1bab−1aba−1b−1aa−1 = [a−1, b][a, b]
and thus
[[[a−1, b], a], [a, b]] = [a−1, b][a, b][a, b][a, b]−1[a−1, b]−1[a, b]−1
= [[a−1, b], [a, b]]
Now we compute
bn+2 = [an+1, bn+1]
= [[b−1n , an], [an, bn]]
(2.2)
= [[[b−1n , an], bn], [an, bn]]
= [[an+1, bn], bn+1],
from which we obtain γn+2 ≥ 2γn+1 + γn by Lemma 12 and the estimate of the lemma
follows inductively from the initial values γ0 = 1 and γ1 = 2.
Remark 2. It is an interesting question if each identity which can be expressed only
by commutators [•, •] and inverses •−1 in the free group F2 follows from the two identi-
ties (2.1) and (2.2), and the identity [a, b]−1 = [b, a] or if there are more such relations.
We are now able to improve the result of Corollary 4. Set
ν := log1+
√
2
(
3 +
√
17
2
)
= 1.44115577 . . . .
Corollary 5 (Improved exponent for k). For k ∈ Z+ there is a non-trivial word w of
length
`(w) ≤ (C5 + o(1))klog(1+
√
2)(ι) = (C5 + o(1))k
ν
in γk(F2) for some fixed constant C5 = 4.95033877 . . ..
Proof. Let k ∈ Z+. Then by the previous lemma (Lemma 13)
b⌈
log1+
√
2
(
k+o(1)
C4
)⌉
18
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lies in γk(F2) by the choice of the index and its length is bounded by
C1ι
⌈
log1+
√
2
(
k+o(1)
C4
)⌉
+ o(1) ≤ C1ι
1+log1+
√
2
(
k+o(1)
C4
)
+ o(1)
=
C1ι
Cν4
(k + o(1))ν + o(1) = (C5 + o(1))k
ν
by Lemma 10. Plugging in the values for the constants reveals C5 = 4.95033877 . . ..
2.4 Laws for finite nilpotent groups
The results concerning nilpotent groups can now be stated as the following proposition
(cf. Proposition 3.1 in [14]).
Proposition 2 (Short non-trivial laws for nilpotent groups). There exists a non-trivial
two-letter word w of length
`(w) ≤ (C6 + o(1)) log(n)ν = (8.395184144 . . .+ o(1)) log(n)1.44115577...
for some fixed constant C6 := 8.395184144 . . ., which is a law for every nilpotent group of
order at most n.
Proof. The proof of the fact relies on the fact that the nilpotency class of G can at most
be blog2|G|c ≤ log2(n) and on Corollary 5 (choose C6 = C5/ log(2)ν). In fact, take
k := blog2(n)c. Then k is greater than or equal to the class of nilpotency of G. By
Corollary 5 there is a non-trivial word of length at most (C5 + o(1))k
ν in γk(F2). This
word is a law for G since its evaluation w(g, h) lies in γk(G) = 1 for all g, h ∈ G.
2.5 Laws for finite solvable groups
To prove good bounds for solvable groups, one needs a somehow more complicated ma-
chinery. In fact, one needs to consider the so-called Fitting subgroup F(G) of G which is
the unique biggest normal nilpotent subgroup of G containing any other nilpotent normal
subgroup.
Let |G| ≤ n for some n ∈ Z+ in the subsequent considerations. The group G acts on
F(G) by conjugation. This gives us the homomorphism
ϕ : G→ Aut(F(G)) =
∏
p||G|
Aut(Op(G)).
Here Op(G) denotes the unique characteristic Sylow p-subgroup of F(G). The map ϕ will
be composed with the map α where α =
∏
p αp and
αp : Aut(Op(G))→ Aut(Op(G)/Φ(Op(G)).
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The last group Op(G)/Φ(Op(G)) is the Frattini quotient of the p-group Op(G) (which
is elementary abelian and thus its automorphism group is a linear group GLdp(p) for
some dimension dp). Finally, the homomorphism ψ := α ◦ ϕ will be used to construct a
non-trivial law for G using the extension lemma (Lemma 4).
But now let us explain the previously mentioned thought in greater detail. Recall
briefly the following definition of the Fitting subgroup.
Lemma 14 (Fitting subgroup). For a finite group G there exists a unique biggest normal
nilpotent subgroup F(G) containing every other nilpotent normal subgroup.
Proof. For p a prime dividing the order of G consider the core (the intersection of all its
conjugates) of a Sylow p-subgroup Op(G) (the so-called p-core, i.e., the intersection of all
Sylow p-subgroups). We claim that
F(G) :=
∏
p||G|
Op(G)
has the desired properties. In fact let N ⊆ G be a normal subgroup of G which is nilpotent.
Then any Sylow p-subgroup P is characteristic in N and hence normal in G. Thus it is
contained in every Sylow p-subgroup of G, i.e., P ⊆ Op(G). Taking the product over all
primes p dividing |G| we obtain
N =
∏
P ⊆
∏
p||G|
Op(G) = F(G),
which completes the proof.
The next fact that we use is the following proposition.
Proposition 3. Let G be solvable. The map
ϕ : G→ Aut(F(G))
given by conjugation has kernel equal to the center of F(G), i.e., CG(F(G)) = Z(F(G)).
The proof we present is taken from [5] (page 218, Section 6.1, Theorem 1.3).
Proof. Assume the contrary. Define C := CG(F(G)) and H := Z(F(G)) = C ∩ F(G).
Since H ⊆ F(G), every element of H commutes with every element of C. Therefore
H ⊆ Z(C) and H is normal in C. Now consider the derived series of C/H. Since G is
solvable, C/H is solvable as well. Let B be the inverse image of the term in the derived
series just before the trivial group. Then [B,B] ⊆ H and B ⊆ C. But since H commutes
with every element of C we have that
[[B,B], B] ⊆ [[B,B], C] ⊆ [H,C] ⊆ 1
and hence B is nilpotent of class two.
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Now we justify that B is normal in G and obtain a contradiction since B is not
contained in F(G). In fact, F(G) and CG(F(G)) are characteristic and so is their inter-
section H. B/H is characteristic in C/H as a member of the derived series. Thus B is
characteristic in C. Because C is characteristic in G and B is characteristic in C, it is
normal in G. This completes the proof, showing that C/H = 1 (and thus C ⊆ F(G)) by
contradiction.
We proceed with our considerations for solvable groups. By Proposition 3, we have
the short exact sequence
1→ Z(F(G))→ G→ im(ϕ)→ 1
and thus by the extension lemma (Lemma 4) we obtain from a non-trivial law for im(ϕ)
of length k a non-trivial law for G of length 4k, since we can combine the former law with
the law aba−1b−1 for the center Z(F(G)), which is abelian.
Since the Fitting subgroup is nilpotent, it is the direct product of its Sylow p-subgroups,
i.e.,
F(G) =
∏
p
Op(G)
as already mentioned in the proof of the existence of the Fitting subgroup. Thus it is clear
that
Aut(F(G)) =
∏
p
Aut(Op(G))
since for each prime p there is only one Sylow p-group. Hence this must be mapped to
itself under every automorphism.
Now we want to consider the Frattini subgroups of the p-groups Op(G). So we introduce
the Frattini subgroup of a group G.
Definition 10 (Frattini subgroup). The Frattini subgroup Φ(G) of a group G is the
intersection of all maximal subgroups M lG of G.
This group can be characterized by the following lemma.
Lemma 15. The Frattini subgroup Φ(G) of a finite group G is precisely the set of non-
generators, i.e., g ∈ Φ(G) if and only if for each set U ⊆ G such that 〈g, U〉 = G it holds
that already 〈U〉 = G.
Proof. Let us prove both directions.
⇒: Assume U would be a subset such that 〈g, U〉 = G, 〈U〉 < G, then there exists
a maximal subgroup M such that 〈U〉 ⊆ M and thus it follows that 〈g, U〉 ⊆ M since
g ∈ Φ(G) ⊆M , a contradiction.
⇐: Assume that there would be a maximal subgroup M lG such that g /∈M . Then
〈g,M〉 = G by maximality of M and 〈M〉 = M , contradicting the assumption on g to be
a non-generator.
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The next lemma characterizes the Frattini subgroup in the case that the original group
G is a p-group.
Lemma 16. Let P be a finite p-group. Then Φ(P ) = P p[P, P ] is the smallest normal
subgroup such that the corresponding quotient is elementary abelian. Here P p is the group
generated by all gp for g ∈ P and [P, P ] the derived subgroup.
Proof. We prove both inclusions.
⊇: Let M l P be maximal. By nilpotency of P , it follows that M E P and P/M is a
cyclic group of order p by maximality of M . Since P/M is abelian, we have [P, P ] ⊆ M
and since P/M as cyclic of order p we have that gp ∈M for all g ∈ P . Thus P p[P, P ] ⊆M
and hence taking the intersection of all maximal subgroups gives P p[P, P ] ⊆ Φ(P ).
⊆: Conversely, assume N E P and that P/N to be elementary abelian. Then P/N is
a vector space and can be seen as d-fold direct product of cyclic groups of order p, where d
is the dimension of the vector space. The product of all but one of these factors has index
p and thus is maximal in P/N . The intersection of these subgroups is trivial. Taking
the preimages under the canonical mapping P → P/N yields maximal subgroups whose
intersection is N . Thus Φ(P ) ⊆ N . Choosing N := P p[P, P ] yields the desired inclusion
Φ(P ) ⊆ P p[P, P ].
Returning to our considerations, let us denote the Frattini quotients Op(G)/Φ(Op(G))
by Vp. Then the dimensions dp of these vector spaces are bounded by
dp := logp|Op(G)/Φ(Op(G))| ≤ logp |Op(G)| ≤ logp|G| ≤ log2(n),
where |G| ≤ n (as postulated at the beginning of the section).
Next we consider the homomorphisms
αp : Aut(Op(G))→ Aut(Vp) = GLdp(p).
Note that the homomorphism αp is well-defined only since Φ(Op(G)) is characteristic in
Op(G). The image of G under
αp ◦ πp ◦ ϕ : G→ Aut(F(G)) =
∏
p
Aut(Op(G))→ Aut(Op(G))→ GLdp(p)
in GLdp(p) is solvable since G is solvable. We next wish to bound the solvability class of
this image in terms of the dimension.
The subsequent result is due to Mike F. Newman (see [12], page 1, Theorem AS) and
we leave it as a black box here.
Lemma 17 (Mike F. Newman). A solvable subgroup N of GLd(p) has solvability class at
most
5 log9(d) + C7.
for a constant C7 = 10− 15 log(2)2 log(3) = 5.268026848 . . . > 0 and d ≥ 66.
22
2.5. Laws for finite solvable groups
Thus, when πp : Aut(F(G))→ Aut(Op(G)) is the projection, the image (αp◦πp◦ϕ)(G)
of G in GLdp(p) has solvability class at most
5 log9(log2(n)) + C7 =
5 log(log(n))
2 log(3)
+ C8
where n ≥ |G| is large and C8 = C7−5 log(log(2))2 log(3) = 10−
15 log(2)+5 log(log(2))
2 log(3) = 6.102062942 . . ..
Next we need a result of Burnside.
Lemma 18. Let P be a finite p-group. Then the kernel of the homomorphism
Aut(P )→ Aut(P/Φ(P ))
is itself a p-group.
Remark 3. As we mentioned already, the homomorphism Aut(P ) → Aut(P/Φ(P )) is
well-defined only since Φ(P ) is characteristic in P . Thus each automorphism α of P
permutes the cosets of Φ(P ) by sending gΦ(P ) to α(g)Φ(P ).
The proof is taken from [5] (Theorem 1.4, Chapter 5).
Proof. Define P := P/Φ(P ) and set pa := |P |, pb := Φ(P ). It is known as a property
of Φ(P ) that for any subset S ⊆ P we have 〈S,Φ(P )〉 = P if and only if 〈S〉 = P (see
Lemma 15). Thus S generates P if and only if the image S ⊆ P generates P . Hence, as
P is elementary abelian of dimension a (see Lemma 16), it can be generated by no fewer
than a elements and the same holds for P .
Assume (si)
a
i=1 is an ordered minimal generating system of P . Then if we pick ϕi ∈
Φ(P ), we have that ϕisi is as well a minimal generating set for P . On the other hand, it
is clear that any ordered minimal generating system of P whose images in P are (si)
a
i=1
is of this form. Thus there are exactly (pb)a = pab minimal ordered generating sets of P
whose images are the ordered set (si)
a
i=1. Let M be the set of all these tuples.
Let α be an automorphism of P of p′-order (i.e., of order prime to p) which induces the
identity on P . It is then easy to see that for a tuple (si)
a
i=1 ∈M , we have (α(si))ai=1 ∈M ,
since α fixes the cosets of Φ(P ). Thus α permutes M .
Now clearly the number of elements in a cycle of this permutation action is a divisor
of the order t := ord(α). Assume some cycle had order s < t. Then set α′ := αs. Note
that α′ fixes each element of this cycle and thus fixes some ordered minimal generating
set (s′i)
a
i=1 of P . But this set generates P and thus α
′ must be the identity contradicting
s < t = ord(α). Thus the permutation of M decomposes into a product of cycles of length
t. Hence t must divide pab = |M |. On the other hand, t was prime to p, so t = 1 and
α = idP is the identity on P . Hence there are no p
′-elements in the kernel of the map
Aut(P )→ Aut(P/Φ(P )). Thus this kernel is a p-group.
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From the previous lemma (Lemma 18) it follows that the kernel of the map
αp : Aut(Op(G))→ GLdp(p)
is a p-group. Therefore the kernel of the map
α =
∏
p
αp :
∏
p
Aut(Op(G)) = Aut(F(G))→
∏
p
GLdp(p)
is a direct product of p-groups (running over all primes p dividing |G|) and hence nilpotent.
Restricting the map α to im(ϕ) = ϕ(G), the kernel remains nilpotent and the image has
solvability class at most
5 log(log(n))
2 log(3)
+ C8
since every component of (αp ◦πp ◦ϕ)(G) in the product has this property. We now apply
the extension lemma (Lemma 4) to the map
α|im(ϕ) : im(ϕ)→ (α ◦ ϕ)(G) ⊆
∏
p
GLdp(p).
Consider the shortest non-trivial word which is a law for every nilpotent group of order
at most n. Then by Proposition 2, we can bound the length of this word by
(C6 + o(1)) log(n)
ν .
This is a law for the kernel of α|im(ϕ).
At the same time, consider the shortest non-trivial word which is a law for all groups
of solvability class at most
5 log(log(n))
2 log(3)
+ C8.
This is a law for the image (α◦ϕ)(G). By Proposition 1, the length of this word is bounded
by
C1ι
5 log(log(n))
2 log(3)
+C8 + o(1) = C9 log(n)
5 log(ι)
2 log(3) + o(1) = 2, 570.55273 . . . log(n)2.890457... + o(1).
Combining these two words using the extension lemma, again we obtain a law for im(ϕ) =
ϕ(G). This gives a non-trivial word whose length is bounded by
(21, 580.26355 . . .+ o(1)) log(n)4.331612776....
Combining this again with the word aba−1b−1, which is a law for ker(ϕ) = Z(F(G)), gives
a non-trivial law for all solvable groups G of order at most n whose length is bounded by
(86, 321.05422 . . .+ o(1)) log(n)4.331612776....
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We thus have proven the following fact (cf. Proposition 3.2 in [14]).
Proposition 4 (Short non-trivial laws for solvable groups). For n ∈ Z+ there exists a
non-trivial two-letter word w of length
`(w) ≤ (C10 + o(1)) log(n)λ
which is a law for all solvable groups of order at most n, where C10 := 86, 321.05422 . . .
and λ := 4.331612776 . . ..
This ends this chapter.
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Chapter 3
Semi-simple groups
In this chapter, we study laws for so-called semi-simple groups. This becomes necessary
since we want to use the following short exact sequence
1→ S(G)→ G→ G/S(G)→ 1
to get group laws for the group G from laws for its solvable radical S(G) and the semi-
simple quotient G/S(G) using the extension lemma (Lemma 4) as explained in the intro-
duction. We thus start with some definitions.
3.1 Definitions and basic facts
At first we recall the notion of a semi-simple group and the solvable radical in the sense
of Fitting.
Definition 11 (Solvable radical, semi-simple group). Let G be a finite group. Then we call
the unique largest normal solvable subgroup of G the solvable radical S(G). If S(G) = 1
we call G semi-simple.
Remark 4. The solvable radical S(G) is well-defined for a finite group G, since when N
and M are normal and solvable in G, then MN is normal and solvable.
Proof. To see this, consider the short exact sequence
1→M →MN →MN/M ∼= N/(N ∩M)→ 1.
Since N is solvable, there is nN ∈ N such that N (nN ) = 1 and thus (N/(N ∩M))(nN ) =
(MN/M)(nN ) = 1. Hence (MN)(nN ) ⊆ M . Moreover, as M is solvable, we have an
integer nM such that M
(nM ) = 1. From this we deduce that (MN)(nM+nN ) = 1, so MN
is solvable.
Remark 5. Semi-simple groups can thus be characterized as groups without non-trivial
normal abelian subgroups.
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Proof. On the one hand side, if G is semi-simple, it cannot have a non-trivial abelian
normal subgroup, since this would be a solvable normal subgroup. On the other hand
side, if G is not semi-simple, it has a non-trivial solvable normal subgroup S. Let N be
the subgroup of S which occurs as the group of the derived series of S just before the
trivial group 1. Then N is characteristic in S and [N,N ] = 1. Therefore N is abelian and
normal in G.
In order to describe the structure of semi-simple groups, we need to introduce the
notion of the wreath product.
Definition 12 (Wreath product). Let G and H be groups such that G acts on a set Ω
via the homomorphism α : G → Sym(Ω). Then we define the wreath product H o G as
the semi-direct product HΩ o G with respect to the induced action α′ : G → Aut(HΩ).
More visually, one can think of this group as the subgroup of the linear group GL(Ω,Z[H])
which is generated by the subgroup of permutation matrices from α(G) and the subgroup
of diagonal matrices with entries in H.
Indeed, one can show that semi-simple groups are always groups of the following kind.
Theorem 2. Let G be a semi-simple group. Then there exist different non-abelian simple
groups Hi and integers ki ≥ 1 (for i = 1, . . . , l) such that
l∏
i=1
Hkii ≤ G ≤ Aut
(
l∏
i=1
Hkii
)
∼=
l∏
i=1
Aut(Hi) o Ski .
From this theorem it is clear that we need to understand the automorphism groups of
simple groups and the symmetric groups (i.e., we need to find short non-trivial laws for
these). We prove the preceding theorem in four steps (which means we deduce it from the
following four lemmas).
Definition 13. Let G be a group. The subgroup which is generated by all minimal normal
subgroups of G is called the socle soc(G) of G.
Remark 6. The socle soc(G) is clearly characteristic in G since every automorphism of
G permutes the minimal normal subgroups of G.
The first step is done by proving the following lemma whose statement is essentially
the statement of Theorem 2. We are only left to explain the form of soc(G) and of its
automorphism group Aut(soc(G)).
Lemma 19. Let G be a semi-simple group. Then soc(G) ⊆ G ≤ Aut(soc(G)).
Proof. Let soc(G) be the characteristic subgroup of G which is generated by all minimal
normal subgroups of G. Then clearly soc(G) ⊆ G and G acts on soc(G) via conjugation.
We need to show that the corresponding map G→ Aut(soc(G)) is actually injective, i.e.,
it has trivial kernel CG(soc(G)).
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So let us assume that the centralizer CG(soc(G)) is non-trivial. Then CG(soc(G))
is normal (since soc(G) is normal) and so there is a minimal normal subgroup M ⊆
CG(soc(G)) of G. Thus it holds that [M,M ] ⊆ [soc(G),CG(soc(G))] = 1. But this con-
tradicts the fact that G has no non-trivial normal solvable subgroup, as M is abelian and
thus solvable. Hence it follows that CG(soc(G)) = 1. Thus G embeds into Aut(soc(G)).
This ends the proof.
In the following lemma, we identify soc(G) as the internal direct product of charac-
teristically simple subgroups of G, i.e., it is isomorphic to the abstract direct product of
characteristically simple groups, which is embedded into G.
Lemma 20. Let G be a group. Each minimal normal subgroup is characteristically simple,
i.e., it has no non-trivial characteristic subgroups.
Proof. Assume the opposite, namely that M is minimal normal in G with characteristic
subgroup N . Then each element g ∈ G induces an automorphism of M which fixes N , as
N is characteristic in M . Thus N is also normal in G and by minimality of M it follows
that N = 1 or N = M .
The third step in the proof of Theorem 2 is the subsequent lemma which characterizes
the finite characteristically simple groups as direct powers of finite simple groups.
Lemma 21. A finite characteristically simple group G is the direct power of a finite simple
group. The converse is also true.
The idea of proof is taken from [1] and [2].
Proof. Take a minimal normal subgroup 1 ⊂M E G and consider its image α(M) under
all automorphisms α ∈ Aut(G). Clearly the groups MAut(G) generate a characteristic
subgroup of G so the whole group G. Moreover, if α(M) and M are not the same subgroup,
they must intersect trivially since M was minimal normal. Thus G is a direct power of
the group M . Now let N E M be normal in M . Then, since G is a direct product of
copies α(M) (for α ∈ Aut(G)), these copies centralize M and so N . Thus N is normal in
G, forcing that N = 1 or N = M , so M is simple.
Conversely, assume that G = Mk for a simple group M and k ∈ Z+. In the abelian
case, G is an Fp-vectors space. In particular, there are automorphisms carrying each
subspace of dimension d to another subspace of the same dimension. Hence there are no
non-trivial characteristic subgroups.
In the opposite case, each factor M is a perfect simple group (perfect means [M,M ] =
M). For any normal subgroup N of G, N must be a subdirect product of some subset of the
factors M1, . . . ,Mk ∼= M . This holds since the surjective image of N under the projections
πi : G → Mi must again be normal and thus either Mi or 1. But then, since all Mi are
perfect, it follows that N must be the full internal direct product of the corresponding Mi
where πi(N) = Mi.
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Let us briefly prove this fact. It suffices to prove it for a product of two groups. So let K
and L be perfect groups such that the group J ⊆ K×L is a subdirect product and normal
in K × L, i.e., πK(J) = K and πL(J) = L, where πK : K × L → K and πL : K × L → L
are the projection maps. Then we can naturally embed K and L into K × L via the
inclusions K × {1L}, {1K} × L ⊆ K × L. We then have that [J,K × {1L}] ⊆ K × {1L}
since K × {1L} is normal in K × L. Furthermore, πK([J,K × {1L}]) = [πK(J),K] =
[K,K] = K. Thus [J,K × {1L}] = K × {1L} and similarly [J, {1K} × L] = {1K} × L.
Hence K × {1L}, {1K} × L ⊆ J as J is normal, so J = K × L is the full product.
Returning to the proof of our lemma, we see that the normal subgroups of G =
∏k
i=1Mi
are precisely the subgroups G =
∏
i∈IMi for I ⊆ {1, . . . , n}. But we may only take I = ∅
or I = {1, . . . , n} to get a characteristic subgroup, since Sn operates on the product
naturally.
We can complete the proof of Theorem 2 by identifying the socle soc(G) of G as the
internal direct product of minimal normal subgroups, which are direct powers of simple
groups by the preceding two lemmas. The last step is to prove the statement about the
shape of the automorphism group as a subgroup of a wreath product of simple groups and
symmetric groups.
Lemma 22. Let Hi be pairwise non-isomorphic finite non-abelian simple groups and ki ≥
1 integers (i ∈ {1, . . . , l}, l ∈ Z+). Then
Aut
(
l∏
i=1
Hkii
)
=
l∏
i=1
Aut(Hi) o Ski .
Proof. Let α be an automorphism from the left side of the equation. Then consider the
image of the lth component Hi,l of the group Hi under α (1 ≤ l ≤ ki). This component is
embedded normally into the above product as
Hi,l × 1 E
l∏
i=1
Hkii .
Let πj,m be the projection onto the factor Hj,m (1 ≤ m ≤ kj). Then πj,m(α(Hi,l)) is
normal in Hj,m as a surjective image of a normal subgroup of
∏l
i=1H
ki
i and hence either
1 or Hj,m as Hj,m is simple. The latter can only happen if i = j since Hi 6∼= Hj for i 6= j.
Moreover, πi,m(α(Hi,l)) = Hi,m can only happen for precisely one m, since otherwise
α(Hi,l) would be a subdirect product of more than one copies of Hi. Thus (since Hi is
perfect), according to the proof of the previous lemma, it would be the full direct product
of more than one copy of Hi, a contradiction due to cardinality reasons. From this we can
immediately deduce the theorem.
Reconsidering Theorem 2, we see that, if we want to find short non-trivial laws for all
semi-simple groups of order at most n, we need to find short non-trivial laws for groups
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of the form
l∏
i=1
Aut(Hi) o Ski .
In order to find these laws, at first, we need to study the wreath products Aut(H) o Sk
(where H is simple; k ≥ 1) which fit into the short exact sequence
1→ Aut(H)k → Aut(H) o Sk → Sk → 1.
Thus, in view of the extension lemma (Lemma 4), we need to find short non-trivial laws
for the automorphism groups of simple groups and symmetric groups.
Hence in the next sections, we focus on symmetric and simple groups, respectively.
We will see how non-trivial laws for simple groups can be used (using the characterization
of finite simple groups and Schreier’s conjecture stating that for each non-abelian simple
group G the outer automorphism group Out(G) is solvable of class at most three) to find
non-trivial laws for their automorphism group.
3.2 Laws for the symmetric group Sn
In this section, we present the content of the article [11]. We have the following result due
to Landau (see [9]).
Theorem 3. The element of maximal order in Sn has order at most
exp
(
(1 + o(1))
√
n log(n)
)
.
To establish this result, we make the following definitions.
Definition 14. Set g : Z+ → Z+ where g(n) is the maximum order of an element of Sn.
Definition 15. Set s : Z+ → N to
s(n) = s(pe11 · · · p
em
m ) = p
e1
1 + · · ·+ p
em
m ,
where pe11 . . . p
em
m is the prime factorization of n.
Lemma 23. Let a1, . . . , an ∈ Z+ be positive integers and a be its least common multiple.
Then we have
s(a) ≤
n∑
i=1
ai.
Proof. Suppose a1, . . . , an is a counterexample with
∑n
i=1 ai as small as possible.
At first, we note that 1 /∈ {a1, . . . , an}, since otherwise we could delete the 1’s to get a
smaller sum, but the least common multiple of the ai would be the same. The next thing
to notice is that each ai must be a prime power ( 6= 1). If not, we would have ai = xy for
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some i and x > 1 and y > 1 relatively prime. But then we can replace ai by x and y in
the sequence (a1, . . . , an) to obtain a smaller sum as (w.l.o.g., x < y)
x+ y ≤ x+ (x− 1)y = xy + x− y < xy = ai.
Lastly, all the prime powers ai must be distinct since otherwise, if ai = p
e1 and aj = p
e2
with e1 ≤ e2, we can delete ai to obtain a smaller sum and the same least common multiple.
But in this case it is easy to verify that the sequence (ai)
n
i=1 is not a counterexample since
then s(a) =
∑n
i=1 ai. This ends the proof.
From this lemma we now obtain the following corollary.
Corollary 6. For m ∈ Z+ there is a permutation of order m in Sn if and only if s(m) ≤ n.
Proof. If
m =
l∏
i=1
peii
and thus
s(m) =
l∑
i=1
peii ≤ n
we can simply take a permutation with cycles of length peii and if necessary cycles of length
one. Conversely, let a1, . . . , al 6= 1 be the length of the cycles of a permutation σ ∈ Sn
having order m. Then the sum of the cycle length is n and their least common multiple
is m. Thus s(m) ≤
∑l
i=1 ai ≤ n by the previous lemma.
Corollary 7. There is a permutation σ ∈ Sn having order g(n) whose cycle length are all
prime powers.
Proof. The construction is carried out in the proof of the previous lemma (if (ai)
l
i=1 is the
sequence of cycle length, then we can split each cycle ai = xy consisting of two coprime
non-trivial factors to obtain the same least common multiple and a smaller sum of the
new cycle lengths a1, . . . , ai−1, x, y, ai+1, . . . , al).
Corollary 8. It holds that
g(n) = max
s(m)≤n
m.
Proof. It holds that s(g(n)) ≤ n, thus g(n) does not exceed the maximum on the right.
Conversely, by Corollary 6, if s(m) ≤ n there is a permutation in Sn of order m. Thus the
opposite inequality holds as well.
Now we introduce a new function f : Z+ → Z+ and a notation convention:
Notation 5. We write a(n) ∼ b(n) if and only if
lim
n→∞
a(n)
b(n)
= 1.
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The definition of the function f is somehow greedy.
Definition 16. Let n be a positive integer. Start with an empty list () of primes. Then
take the smallest prime p which is not already contained in the list (pi)
l
i=1 and check if
l∑
i=1
pi + p ≤ n.
If this holds, append p to the list, i.e., pl+1 := p. Otherwise, the list is complete and f is
defined as
f(n) =
l∏
i=1
pi.
Example 4. For n = 8 we obtain a list (2, 3) and thus f(8) = 6 and obviously this is far
from being the maximal order in S8 which is 15.
We will prove the following result.
Theorem 4. We have that log(f(n)) ∼ log(g(n)).
For the proof, we will need two lemmas. We already have that f(n) ≤ g(n) by the
definition of g(n). Thus we only need to bound g(n) by some appropriate expression in
f(n).
Lemma 24 (Shah). Let q1 < · · · < ql be the primes dividing g(n) and p be the biggest
prime such that the sum of all primes smaller than p is less than or equal to n. Then it
holds that
l∑
i=1
log(qj) < 2 + log(f(n)) + log(p)
Proof. At first, observe that n 7→ log(n)/n is decreasing for n ≥ 3 since its derivative
n 7→ 1− log(n)
n2
is negative. Thus for 3 ≤ x ≤ y we have the two inequalities
x
log(x)
log(y) ≤ y and x ≤ y
log(y)
log(x).
In the case n = 1, it holds that p = 2 and the conclusion of the lemma is obvious.
So assume p ≥ 3. Set q1, . . . , qs to be the primes dividing g(n) which do not exceed p
and p1, . . . , pt to be the odd primes not exceeding p which do not divide g(n). The list
q1, . . . , qs, p1, . . . , pt contains every prime not exceeding p exactly once except for 2 (which
could be omitted). We have that
l∑
i=1
qi ≤ s(g(n)) ≤ n ≤
∑
p′≤p prime
p′.
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Canceling the qi for i = 1, . . . , s on both sides of the last inequality gives
l∑
i=s+1
qi ≤ 2 +
t∑
j=1
pj .
We now use that 3 ≤ p < qi for i = s+ 1, . . . , l and 3 ≤ pj ≤ p (j = 1, . . . , t) and the first
observation in the proof (namely that log(qi) ≤ (log(p)/p)qi and (log(p)/p)pi ≤ log pi) to
get
l∑
i=s+1
log(qi) <
log(p)
p
l∑
i=s+1
qi
≤ 2log(p)
p
+
log(p)
p
t∑
j=1
pj
≤ 2 +
t∑
j=1
log(pj).
Now we add the terms log(qi) for i = 1, . . . , s to both sides to get the desired result
(since q1, . . . , qs, p1 . . . , pt is the list of primes not exceeding p except for 2 which could be
omitted).
We need a further lemma.
Lemma 25. Let q be a prime and e ∈ Z>1 and let p be as in the previous lemma. If
qe|g(n), then qe ≤ 2p, in particular q ≤
√
2p.
Proof. Let Q be the smallest prime not dividing g(n), then all primes less than Q divide
g(n), so their sum is at most s(g(n)). Thus, since the sum of primes not exceeding p is
greater than n, we find that Q ≤ p. It is therefore sufficient to show that qe ≤ 2Q. Thus
assume the contrary, namely that qe > 2Q, and define N ∈ Z+ by q < QN < qQ (equality
cannot occur since q | g(n) while Q does not divide g(n)). Now set
m = (QN/q)g(n) > g(n).
Then we have
s(m) = s(g(n)) + (QN − qe + qe−1).
Now we claim that the last expression in parenthesis is negative. If q < Q, we have N = 1
and thus obtain
−qe + qe−1 ≤ −q
e
2
< −2Q
2
= −Q
from the assumption qe > 2Q. On the other hand, if q > Q (i.e., q − 1 ≥ Q) we obtain
similarly as QN < qQ and e > 1
QN − qe + qe−1 < qQ− q(q − 1) ≤ qQ− qQ = 0.
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However, this is a contradiction since m > g(n) and we can find a new partition into cycles
(by deleting the cycle of length qe and replacing it by two cycles of length qe−1 and QN ,
respectively) such that the corresponding new element of Sn has a bigger order.
Now we are able to prove Theorem 4.
Proof. Assume that
∏l
i=1 p
ei
i is the prime factorization of g(n). We can write
log(g(n)) =
∑
i,ei=1
log(pi) +
∑
j,ej>1
ej log(pj).
This can be estimated using the preceding two lemmas by
log(g(n)) =
∑
i,ei=1
log(pi)︸ ︷︷ ︸
≤2+log(f(n))+log(p)
+
∑
j,ej>1
ej log(pj)︸ ︷︷ ︸
≤
√
2p(log(2p))
.
The second estimate is correct since there are at most
√
2p of the qi having exponent ei > 1
and for these we have by the previous lemma log(qeii ) ≤ log(2p). During the analysis of
f(n), we will find that log(f(n)) > cp for some constant c > 0. Thus dividing both sides
by log(f(n)) gives the desired result of the theorem.
Properties of f(n)
Now we can use the prime number theorem to prove that
log(f(n)) ∼
√
n log(n).
The prime number theorem gives us two statements. Set
h(x) :=
∑
p≤x
p and θ(x) :=
∑
p≤x
log(p).
Then the prime number theorem gives us
h(x) ∼ x
2
2 log(x)
and θ(x) ∼ x.
To get an expression for log(f(n)), we must solve the inequality
h(p− 1) ≤ n < h(p)
and compute θ(p− 1). Fortunately, we can find an almost inverse to the function H : x 7→
x2
2 log(x) , namely G : y 7→
√
y log(y). It is easily verified that (G ◦H)(x) ∼ (H ◦G)(x) ∼ x.
Thus a solution to the former inequality for p must be p ∼
√
n log(n) and θ(p − 1) ∼
θ(p) ∼ log f(n) ∼
√
n log(n).
All in all, we are now ready to derive the following theorem.
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Theorem 5. We have that for all n ∈ Z+
max
σ∈Sn
ord(σ) = exp
(
(1 + o(1))
√
n log(n)
)
.
In particular, there is a non-trivial law of length at most
8 exp
(
3(1 + o(1))
√
n log(n)
)
holding simultaneously for Sk (where k = 1, . . . , n).
Proof. The first statement is clear from the preceding considerations in this section. It
follows from the fact that log(g(n)) ∼ log(f(n)) ∼
√
n log(n). The second fact is just
the application of Corollary 2 to the words a, . . . , ag(n) (where a is a generator of a free
group).
3.3 Laws for simple groups
In this section, we deal with laws for simple groups. However, we will see that the estimates
which one gets from the classification of finite simple groups for non-trivial laws of simple
groups are much worse than the estimates for finite solvable or nilpotent groups. The
main result of this section is the following proposition (cf. Proposition 4.1 in [14]).
Proposition 5. For n ∈ Z+ there is a non-trivial word w ∈ F2 of length
`(w) ≤ (C11 + o(1))
n
log(n)2
which is a law for all finite non-abelian simple groups of order at most n.
Proof. The proof makes use of classification of finite simple groups by considering each
family of simple groups separately and using the commutator lemma (Lemma 3) or Corol-
lary 2. The worst case (i.e., the family of groups where we have the longest non-trivial laws
of minimal length compared to the size) is PSL2(q) where q = p
e is some prime power.
Let x be an element of PSL2(q). Then there are three cases to consider when we want to
find the order of x.
In the first case, x comes from a diagonalizable matrix
x ≡
(
α 0
0 β
)
then ord(x) | q − 1 since αq−1 = βq−1 = 1 as α, β ∈ F×q . In the second case, x comes from
an unipotent matrix
x ≡
(
1 α
0 1
)
= 1 +N
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where 1 is the identity and N the nilpotent part of x. Taking the pth power gives (1+N)p =
1 + pN + · · · = 1. Thus ord(x) = p in this case (when N 6= 0; otherwise x = 1).
The last case is the irreducible case. Here we can diagonalize the matrix of x in Fq2
and its eigenvalues are conjugate by the automorphism y 7→ yq.
x ≡
(
α 0
0 αq
)
Thus we have ααq = αq+1 = 1 and so ord(x) = q + 1. Using Lemma 3, we obtain a
non-trivial law of length less then 24(2q+ p+ 3) ≤ 72(q+ 1) for PSL2(q). The last step to
obtain a non-trivial law for all PSL2(q) where |PSL2(q)| ≤ n is to use Corollary 2 again.
The size of PSL2(q) is precisely
1
2(q − 1)
(q2 − 1)(q2 − q) = 1
2
(q2 − 1)q
when q is odd (otherwise we need not to divide by two). It holds that
1
2
(q2 − 1)q ≤ n⇒ q ≤ 3
√
(1 + o(1))2n.
Combining all the laws for prime powers less than or equal to 3
√
(1 + o(1))2n, we obtain,
by applying Corollary 2, a non-trivial law of length at most
8 ·
(
3 3
√
(1 + o(1))2n
log((1 + o(1))2n)
)2
· 72 3
√
(1 + o(1))2n ≤ 10, 368(1 + o(1)) n
log(n)2
.
This proves the claim for the simple groups PSL2(q). For all other simple groups, explicit
considerations show that the order of an element is bounded by D 4
√
n for some explicit
constant D > 0.
In fact, we have shown that the maximal order of an element from the alternating
group An is
exp
(
(1 + o(1))
√
n log(n)
)
which is much smaller than 4
√
n!/2. For the other finite simple groups we can cite the
results from [7] or [14], respectively. The following table contains a lower bound for the
size of each classical Chevalley and Steinberg group and an upper bound for the maximal
element order (again up to multiplicative constants). Each entry is just up to asymptotic
equivalence as q →∞.
Ad(q)
2Ad(q
2) Bd(q) Cd(q) Dd(q)
2Dd(q
2)
restriction d > 1 d > 1 d > 2 d > 3 d > 3
size qd
2+2d/d qd
2+2d/d q2d
2+d q2d
2+d q2d
2−d q2d
2−d
meo qd qd qd qd qd qd
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Another table presents the families of bounded rank containing the twisted forms of
classical Chevalley groups (which only exist for small rank), exceptional Chevalley groups
and Suzuki–Ree groups.
2B2(q)
3D4(q
3) F4(q)
2F4(q) E6(q)
2E6(q
2) E7(q) E8(q) G2(q)
2G2(q)
size q5 q28 q52 q26 q78 q78 q133 q248 q14 q7
meo q q4 q4 q2 q6 q6 q7 q8 q2 q
Sporadic groups and Tits’ group are not interesting for us, since we are interested
only in asymptotic bounds. From these tables we see that the only case for which the
maximal element order cannot be bounded by D 4
√
n is A1(q) = PSL2(q). Thus applying
the Corollary 2 to the words a1, . . . , adD 4
√
ne yields a non-trivial word of length En3/4
which is a law for all other simple groups of order less than n (for large n). Combining
this word with the law for the groups PSL2(q), using the same corollary again, yields a
non-trivial word of length at most
8 · 22 · 10, 368(1 + o(1)) n
log(n)2
= (331, 776 + o(1))
n
log(n)2
= (C11 + o(1))
n
log(n)2
.
Actually, one can prove that for PSL2(p) there is no non-trivial law shorter than p.
This result is taken from [4] (page 9, Lemma 12).
Lemma 26. The length of the shortest non-trivial law girth2(PSL2(p)) is at least p.
Proof. We argue by contradiction, i.e., we take a non-trivial word of length less than p
and show that it is not a law for PSL2(p). W.l.o.g., we need to consider only two cases
(up to ‘cyclic rotation’).
The first case is that our word is conjugate to an or bn in F2 = 〈a, b〉 (n < p). Then
we plug in for a the matrix
a =
(
1 0
1 1
)
to get
w(a, b) = an =
(
1 0
n 1
)
6= id .
In the second case, our word is equivalent via conjugation to some word
w(a, b) = ak1bl1 · · · aknbln ,
where ki, li ∈ Z \ {0} and
∑n
i=1 (|ki|+ |li|) < p. We plug in for a and b the following
matrices
a =
(
1 0
x 1
)
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and
b =
(
1 x
0 1
)
.
We prove inductively that the evaluation w(a, b) has the following form(
f11 f12
f21 f22 + k1l1 · · · knlnx2n
)
,
where the fij are polynomials of degree at most 2n− 1. Indeed,(
1 0
x 1
)k0(
1 x
0 1
)l0 (
f11 f12
f21 f22 + k1l1 · · · knlnx2n
)
=
(
1 l0x
k0x 1 + k0l0x
2
)(
f11 f12
f21 f22 + k1l1 · · · knlnx2n
)
=
(
f11 + l0xf21 f12 + l0x(f22 + k1l1 · · · knlnx2n)
k0xf11 + (1 + k0l0x
2)f21 k0xf12 + (1 + k0l0x
2)(f22 + k1l1 · · · knlnx2n)
,
)
so by induction, f11 has degree at most 2n−2 and f21, f12, f22 have degree at most 2n−1.
In particular, the degree of the polynomial −f11 + f22 + k1l1 · · · knlnx2n, which is the
difference of the diagonal entries, lies between zero and p (since 2n < p by assumption).
Thus we can find an x ∈ Fp such that w(a, b) is not a scalar matrix.
Here we use the following fact: The polynomials Fp[X] of degree less than p are in
one-to-one correspondence with the functions Fp → Fp via the evaluation map ev : f 7→
(x 7→ f(x)). This can be shown via Lagrange interpolation.
Therefore any polynomial in f ∈ Fp[X] which evaluates to the zero map lies in the
ideal (Xp −X), so it is either zero or has degree at least p.
We end this section by a question.
Question 3. How long must a non-trivial two-letter word be which is a law for all groups
PSL2(p) of order at most n?
Regrettably, we have not yet found a satisfactory answer to this question.
3.4 Laws for finite linear groups
Although we already discussed this case (indeed we just cited [14]), we present a theorem
from the article [8] (page 17, Theorem 6.1).
Theorem 6. Let G be a finite linear group of rank d over the field Fq. There is a non-
trivial law w for G with
`(w) ≤ 8d2
√
2dqdpd.
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Proof. Consider a matrix M ∈ GLd(q). By the Jordan decomposition, we can write M =
MsMu, where Ms is semi-simple and Mu is unipotent. Let the characteristic polynomial
χ have distinct irreducible factors of degrees di, where each degree is counted only once.
When we set
e =
l∏
i=1
(qdi − 1)
we obtain that M es = 1, since we have an isomorphism from the algebra Fq[Ms] into an
algebra which is a sum of the fields Fqdi with the corresponding multiplicities. Now we
want to count the different possibilities for the exponent e, i.e., the different possibilities
for the degrees di. We have that
l2
2
≤ l(l + 1)
2
=
l∑
i=1
i ≤
l∑
i=1
di ≤ d.
Thus we can choose at most
√
2d times a degree di. Thus there are at most d
√
2d possibil-
ities for e. Moreover, note that we have
e ≤ qd − 1 < qd
Now since M es = 1, we must have that (MsMu)
e = M ′ is unipotent. Thus we need an
additional exponent of pdlogp(d)e < pd to trivialize the matrix M ′. This exponent trivializes
every unipotent matrix U = 1 + N ∈ GLd(q) where N is the nilpotent part. Indeed, as
the Frobenius map x 7→ xp is an automorphism of Fq, we have
(1 +N)p
dlogp(d)e
= 1 +Np
dlogp(d)e
= 1.
Altogether, we can now apply Corollary 2 and obtain a non-trivial law w such that
`(w) ≤ 8d2
√
2dqdpdlogp(d)e ≤ 8d2
√
2dqdpd.
This finishes the proof.
3.5 Returning to semi-simple groups
At first, we study laws for isotypic semi-simple groups, which are semi-simple groups G
that fit in the following chain of inclusions, where H is non-abelian simple.
Hk ≤ G ≤ Aut(Hk) = Aut(H) o Sk
Now recall that for the group Aut(Hk) we have a short exact sequence
1→ Aut(H)k → Aut(H) o Sk → Sk → 1 (3.1)
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and we can use the results of the previous section (namely the fact that there exists a
non-trivial law of length at most 8 exp
(
3(1 + o(1))
√
k log(k)
)
for Sj (for j ≤ k); in fact
there is a much better bound due to Kozma and Thom in [8], but we will be satisfied with
the weaker bound here).
Since H is non-abelian simple, we have another short exact sequence, namely
1→ H = Inn(H)→ Aut(H)→ Out(H)→ 1.
By Schreier’s conjecture, which holds only due to the classification of finite simple groups,
Out(H) is solvable of length at most three. Thus, using the extension lemma (Lemma 4),
we obtain a non-trivial law β for Aut(H) from a non-trivial law α for H such that
`(β) = 50`(α),
since we have constructed a non-trivial word w = b3 of length c3 = 50 which is a law for
every solvable group of solvability class at most three (and thus for Out(H)) in the section
about nilpotent and solvable groups using Lemma 10.
Return to Equation (3.1) and note that, obviously, by definition a word is a law
for Aut(H)k if and only if it is a law for Aut(H). Again we use the extension lemma
(Lemma 4) to combine the law which we have constructed for all automorphism groups of
simple groups of order at most m with the universal law for all symmetric groups of order
at most k! to get a non-trivial law of length at most
8 exp
(
3(1 + o(1))
√
k log(k)
)
· 50(331, 776 + o(1))m
log(m)2
.
We distinguish two cases which cover all isotypic semi-simple groups of order at most n
(where the only restriction to m and k is mk ≤ n). The first case is k = 1 and m = n
giving us a contribution of
8 · 50(331, 776 + o(1))n
log(n)2
.
The second case is 2 ≤ m ≤
√
n where 2 ≤ k ≤ log2(n). Here we get a contribution of
8 exp
(
3(1 + o(1))
√
log2(n) log(log2(n))
)
· 504(331, 776 + o(1))
√
n
log(n)2
.
Combining both words to get a non-trivial law which holds for every isotypic semi-simple
group (using Corollary 2), we note that the first contribution is greater than the second.
Thus we have a non-trivial law of length
8 ·22 ·8 ·50(331, 776+o(1)) n
log(n)2
= (4, 246, 732, 800+o(1))
n
log(n)2
= (C12 +o(1))
n
log(n)2
.
for all isotypic semi-simple groups of order at most n. But in fact, this law is already a law
for all semi-simple groups of order at most n. To see this, let Hi be different non-abelian
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simple groups and ki ∈ Z+. A general semi-simple group G is then a group such that
there exist Hi and ki such that
l∏
i=1
Hkii ≤ G ≤ Aut
(
l∏
i=1
Hkii
)
=
l∏
i=1
Aut(Hi) o Ski .
Thus, if n is the size of G and mi the size of Hi, we have that m
ki
i ≤ n and thus we
have already constructed a universal non-trivial law for all groups Aut(Hi) o Ski with the
above property of length (C12 + o(1))n/ log(n)
2 which must also be a law for the product
of these groups and thus for G. Hence we have derived a universal non-trivial law for all
semi-simple groups of order at most n. This completes this section.
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The final conclusion
Finally, we have considered the cases of solvable and semi-simple groups, so that we can
draw our conclusion using the extension lemma (Lemma 4).
Keeping in mind that (as we have proven in Proposition 4) there is a universal non-
trivial law for all solvable groups of order at most n of length at most (C10 + o(1)) log(n)
λ
and another non-trivial law for all semi-simple groups of order at most n of length at most
(C12 +o(1))n/ log(n)
2 (cf. Section 3.5), we can compose these two cases to get a non-trivial
law for every group of order at most n.
For this purpose, consider the solvable radical S(G) of the finite group G and the short
exact sequence
1→ S(G)→ G→ G/S(G)→ 1
to which we want to apply the extension lemma (Lemma 4). Note that by Definition 11,
the quotient G/S(G) is semi-simple. Let n1 := |S(G)| and n2 := |G/S(G)|.
Let k be a some fixed positive integer. Now we distinguish k cases which together
cover all finite groups of order at most n. In the ith case, it holds that
αi−1(n) ≤ n1 ≤ αi(n) and n2 ≤
n
αi−1(n)
(i = 1, . . . , k).
Then we plug in
α0 := 1 and αi(n) = log · · · log︸ ︷︷ ︸
k − i times
(n)λ.
Considering the ith case (i > 1), we combine the two laws for S(G) and G/S(G) (with
the given restrictions to n1 and n2 in that case) to get a non-trivial law of length at most
(C10 + o(1))λ
λ log · · · log︸ ︷︷ ︸
k−i+1
(n)λ(C12 + o(1))
n/
k−(i−1)︷ ︸︸ ︷
log · · · log(n)λ
log(n/ log · · · log(n)λ)2
≤ (C13 + o(1))
n
log (n/ log(n)λ)
2 ≤ (C13 + o(1))
n
log(n)2
.
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The only remaining case is i = 1, for which we obtain
(C10 + o(1))λ
λ log · · · log︸ ︷︷ ︸
k
(n)λ(C12 + o(1))
n
log(n)2
≤ (C13 + o(1))
n
log(n)2
.
Here the last inequality holds for an appropriate choice of k, i.e., choose k(n) minimal
such that
log · · · log︸ ︷︷ ︸
k(n)
(n) ≤ 1.
This function k(n) is called iterated logarithm log∗(n) in computer science. Moreover,
C13 = C10C12λ
λ = 209.8414729 . . . · 1015. Using this notation, we can combine the k cases
to obtain the following theorem (using Corollary 2).
The main theorem
Finally, we can deduce the following theorem from this last fact.
Theorem 7. For n ∈ Z+ large enough there exists a non-trivial two-letter law wn holding
for all finite groups of order at most n of length
`(wn) ≤ C log∗(n)2
n
log(n)2
for some fixed constant C > 0. E.g., one can take C > 209.8414729 . . . · 1015.
We leave it here as an open question if the factor log∗(n) can be removed by some
additional argument.
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