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ABSTRACT
Inverse problems correspond to a certain type of optimization
problems formulated over appropriate input distributions. Recently,
there has been a growing interest in understanding the computational
hardness of these optimization problems, not only in the worst case,
but in an average-complexity sense under this same input distribu-
tion.
In this revised note, we are interested in studying another aspect
of hardness, related to the ability to learn how to solve a problem by
simply observing a collection of previously solved instances. These
‘planted solutions’ are used to supervise the training of an appropri-
ate predictive model that parametrizes a broad class of algorithms,
with the hope that the resulting model will provide good accuracy-
complexity tradeoffs in the average sense.
We illustrate this setup on the Quadratic Assignment Problem,
a fundamental problem in Network Science. We observe that data-
driven models based on Graph Neural Networks offer intriguingly
good performance, even in regimes where standard relaxation based
techniques appear to suffer.
1. INTRODUCTION
Many tasks, spanning from discrete geometry to statistics, are
defined in terms of computationally hard optimization problems.
Loosely speaking, computational hardness appears when the al-
gorithms to compute the optimum solution scale poorly with the
problem size, say faster than any polynomial. For instance, in high-
dimensional statistics we may be interested in the task of estimating
a given object from noisy measurements under a certain generative
model. In that case, the notion of hardness contains both a statistical
aspect, that asks above which signal-to-noise ratio the estimation is
feasible, and a computational one, that restricts the estimation to be
computed in polynomial time. An active research area in Theoret-
ical Computer Science and Statistics is to understand the interplay
between those statistical and computational detection thresholds;
see [1] and references therein for an instance of this program in the
community detection problem, or [3, 4, 7] for examples of statistical
inference tradeoffs under computational constraints.
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Instead of investigating a designed algorithm for the problem
in question, we consider a data-driven approach to learn algorithms
from solved instances of the problem. In other words, given a collec-
tion (xi, yi)i≤L of problem instances drawn from a certain distribu-
tion, we ask whether one can learn an algorithm that achieves good
accuracy at solving new instances of the same problem – also being
drawn from the same distribution, and to what extent the resulting
algorithm can reach those statistical/computational thresholds.
The general approach is to cast an ensemble of algorithms as
neural networks yˆ = Φ(x; θ) with specific architectures that en-
code prior knowledge on the algorithmic class, parameterized by
θ ∈ RS . The network is trained to minimize the empirical loss
L(θ) = L−1
∑
i ℓ(yi,Φ(xi; θ)), for a given measure of error ℓ, us-
ing stochastic gradient descent. This leads to yet another notion of
learnability hardness, that measures to what extent the problem can
be solved with no prior knowledge of the specific algorithm to solve
it, but only a vague idea of which operations it should involve.
In this revised version of [20] we focus on a particular NP-hard
problem, the Quadratic Assignment Problem (QAP), and study data-
driven approximations to solve it. Since the problem is naturally for-
mulated in terms of graphs, we consider the so-called Graph Neu-
ral Network (GNN) model [27]. This neural network alternates be-
tween applying linear combinations of local graph operators – such
as the graph adjacency or the graph Laplacian, and pointwise non-
linearities, and has the ability to model some forms of non-linear
message passing and spectral analysis, as illustrated for instance
in the data-driven Community Detection methods in the Stochastic
Block Model [6]. Existing tractable algorithms for the QAP include
spectral alignment methods [30] and methods based on semidefinite
programming relaxations [10,33]. Our preliminary experiments sug-
gest that the GNN approach taken here may be able to outperform
the spectral and SDP counterparts on certain random graph models,
at a lower computational budget. We also provide an initial analysis
of the learnability hardness by studying the optimization landscape
of a simplified GNN architecture. Our setup reveals that, for the
QAP, the landscape complexity is controlled by the same concentra-
tion of measure phenomena that controls the statistical hardness; see
Section 4.
The rest of the paper is structured as follows. Section 2 presents
the problem set-up and describes existing relaxations of the QAP.
Section 3 describes the graph neural network architecture, Section 4
presents our landscape analysis, and Section 5 presents our numer-
ical experiments. Finally, Section 6 describes some open research
directions motivated by our initial findings.
2. QUADRATIC ASSIGNMENT PROBLEM
Quadratic assignment is a classical problem in combinatorial opti-
mization. For A,B n × n symmetric matrices it can be expressed
as
maximize trace(AXBX⊤), subject toX ∈ Π, (1)
where Π is the set of permutation matrices of size n × n. Many
combinatorial optimization problems can be formulated as quadratic
assignment. For instance, the network alignment problem consists
on given A and B the adjacency graph of two networks, to find the
best matching between them, i.e.:
minimize ‖AX −XB‖2F , subject toX ∈ Π. (2)
By expanding the square in (2) one can obtain an equivalent opti-
mization of the form (1). The value of (2) is 0 if and only if the
graphs A and B are isomorphic. The minimum bisection problem
can also be formulated as a QAP. This problem asks, given a graph
B, to partition it in two equal sized subsets such that the number of
edges across partitions is minimized. This problem, which is natural
to consider in community detection, can be expressed as finding the
best matching betweenA, a graph with two equal sized disconnected
cliques, and B.
The quadratic assignment problem is known to be NP-hard and
also hard to approximate [24]. Several algorithms and heuristics had
been proposed to address the QAP with different level of success de-
pending on properties of A and B [11, 19, 23]. We refer the reader
to [9] for a recent review of different methods and numerical com-
parison. According to the experiments performed in [9] the most
accurate algorithm for recovering the best alignment between two
networks in the distributions of problem instances considered be-
low is a semidefinite programming relaxation (SDP) first proposed
in [33]. However, such relaxation requires to lift the variable X
to an n2 × n2 matrix and solve an SDP that becomes practically
intractable for n > 20. Recent work [10] has further relaxed the
semidefinite formulation to reduce the complexity by a factor of n,
and proposed an augmented lagrangian alternative to the SDP which
is significantly faster but not as accurate, and it consists of an opti-
mization algorithm with O(n3) variables.
There are known examples where the SDP is not able to prove
that two non-isomorphic graphs are actually not isomorphic (i.e.
the SDP produces pseudo-solutions that achieve the same objec-
tive value as an isomorphism but that do not correspond to per-
mutations [21, 32]). Such adverse example consists on highly reg-
ular graphs whose spectrum have repeated eigenvalues, so-called
unfriendly graphs [2]. We find QAP to be a good case study for
our investigations for two reasons. It is a problem that is known to
be NP-hard but for which there are natural statistical models of in-
puts, such as models where one of the graphs is a relabelled small
random perturbation of the other, on which the problem is believed
to be tractable. On the other hand, producing algorithms capable of
achieving this task for large perturbations appears to be difficult. It is
worth noting that, for statistical models of this sort, when seen as in-
verse problems, the regimes on which the problem of recovering the
original labeling is possible, impossible, or possible but potentially
computationally hard are not fully understood.
3. GRAPH NEURAL NETWORKS
The Graph Neural Network, introduced in [27] and further simplified
in [8, 18, 28] is a neural network architecture based on local opera-
tors of a graph G = (V,E), offering a powerful balance between
expressivity and sample complexity; see [5] for a recent survey on
models and applications of deep learning on graphs.
Given an input signal F ∈ RV×d on the vertices of G, we
consider graph intrinsic linear operators that act locally on this sig-
nal: The adjacency operator is the map A : F 7→ A(F ) where
(AF )i :=
∑
j∼i Fj , with i ∼ j iff (i, j) ∈ E. The degree opera-
tor is the diagonal linear map D(F ) = diag(A1)F . Similarly, 2J -
th powers of A, AJ = min(1, A
2J ) encode 2J -hop neighborhoods
of each node, and allow us to aggregate local information at differ-
ent scales, which is useful in regular graphs. We also include the
average operator (U(F ))i =
1
|V |
∑
j Fj , which allows to broadcast
information globally at each layer, thus giving the GNN the ability to
recover average degrees, or more generally moments of local graph
properties. By denoting A = {1, D, A,A1 . . . , AJ , U} the gener-
ator family, a GNN layer receives as input a signal x(k) ∈ RV×dk
and produces x(k+1) ∈ RV×dk+1 as
x(k+1) = ρ
(∑
B∈A
Bx(k)θ
(k)
B
)
, (3)
where Θ = {θ
(k)
1 , . . . , θ
(k)
|A|}k, θ
(k)
B ∈ R
dk×dk+1 , are trainable
parameters and ρ(·) is a point-wise non-linearity, chosen in this work
to be ρ(z) = max(0, z) for the first dk+1/2 output coordinates and
ρ(z) = z for the rest. We consider thus a layer with concatenated
“residual connections” [13], to both ease with the optimization when
using large number of layers, but also to give the model the ability
to perform power iterations. Since the spectral radius of the learned
linear operators in (3) can grow as the optimization progresses, the
cascade of GNN layers can become unstable to training. In order
to mitigate this effect, we use spatial batch normalization [14] at
each layer. The network depth is chosen to be of the order of the
graph diameter, so that all nodes obtain information from the entire
graph. In sparse graphs with small diameter, this architecture offers
excellent scalability and computational complexity.
Cascading layers of the form (3) gives us the ability to approx-
imate a broad family of graph inference algorithms, including some
forms of spectral estimation. Indeed, power iterations are recovered
by bypassing the nonlinear components and sharing the parameters
across the layers. Some authors have observed [12] that GNNs are
akin to message passing algorithms, although the formal connection
has not been established. GNNs also offer natural generalizations to
process high-order interactions, for instance using graph hierarchies
such as line graphs [6] or using tensorized representations of the per-
mutation group [17], but these are out of the scope of this note.
The choice of graph generators encodes prior information on the
nature of the estimation task. For instance, in the community detec-
tion task, the choice of generators is motivated by a model from Sta-
tistical Physics, the Bethe free energy [6,26]. In the QAP, one needs
generators that are able to detect distinctive and stable local struc-
tures. Multiplicity of the spectrum of the graph adjacency operator
is related to the (un)effectiveness of certain relaxations [2, 19] (the
so-called (un)friendly graphs), suggesting that generator families A
that contain non-commutative operators may be more robust on such
examples.
4. LANDSCAPE OF OPTIMIZATION
In this section we sketch a research direction to study the land-
scape of the optimization problem by studying a simplified setup.
Let us assume that A is the n × n adjacency matrix of a random
weighted graph (symmetric) from some distributionDn, and letB =
ΠAΠ−1 + ν where Π is a permutation matrix and ν represents a
symmetric noise matrix.
For simplicity let’s assume that the optimization problem con-
sists in finding a polynomial operator of degree d. If A ∈ Rn×n
denotes the adjacency matrix of a graph, then its embedding EA ∈
R
n×k is defined as
EA = Pβ(A)Y where Pβ(t)(A) =
d∑
j=0
β
(t)
j A
j , t = 1, . . . , k,
and Pβ(A)Y = (Pβ(1)(A)y1, . . . , Pβ(k)(A)yk) ∈ R
n×k such that
Y is a random n× k matrix with independent Gaussian entries with
variance σ2 and yt is the t-th column of Y . Each column of Y is
thought as a random initialization vector for an iteration resembling
a power method. This model is a simplified version of (3) where ρ is
the identity and A = {A}. Note that Pβ(ΠAΠ
−1) = ΠPβ(A)Π
−1
so it suffices to analyze the case where Π = I .
We consider the following loss
L(β) = −EA,B,Y
〈Pβ(A)Y, Pβ(B)Y 〉
‖Pβ(A)Y ‖2 + ‖Pβ(B)Y ‖2
.
Since A,B are symmetric we can consider e1, . . . , en an eigen-
basis for A with respective eigenvalues λ1, . . . , λn and an eigen-
basis for B, e˜1, . . . , e˜n with eigenvalues λ˜1, . . . , λ˜n. Decompose
y(t) =
∑
i y
(t)
i ei =
∑
i′ y˜
(t)
i′ e˜i′ . Observe that
〈Pβ(A)Y,Pβ(B)Y 〉 =
k∑
t=1
β(t)
⊤
Q(A,B)(t)β(t)
where
Q(A,B)(t)rs = 〈A
ry(t), Bsy(t)〉
=
(
n∑
i=0
λri y
(t)
i ei
)⊤( n∑
i′=0
λ˜si′ y˜
(t)
i′ e˜i′
)
=
∑
i,i′
λri λ˜
s
i′y
(t)
i y˜
(t)
i′ 〈ei, e˜i′〉.
Note we can also consider a symmetric version ofQ that leads to the
same quadratic form. We observe that
L(β) = −EA,B,Y
β⊤Q(A,B)β
β⊤(Q(A,A) +Q(B,B))β
. (4)
For fixed A,B (let’s not consider the expected value for a mo-
ment), the quotient of two quadratic forms β
⊤Rβ
β⊤Sβ
(where S is a posi-
tive definite with Cholesky decomposition S = CC⊤) is maximized
by the top eigenvector of C−1RC⊤
−1
.
Say that A is appropriately normalized (for instance let’s say
A = n−3/2W with W a Wigner matrix, i.e. a random symmetric
matrix with i.i.d. normalized gaussian entries). When n tends to
infinity the denominator of (4) rapidly concentrates around its ex-
pected value
EYQ(A,A)rs =
∑
i
λr+si σ
2 →
σ2
2π
∫ 2
−2
λr+s(4− |λ|2)
1/2
+ dλ,
where the convergence is almost surely according to the semicircle
law (see for instance [29]).
IfA ∼ Dn for large enough n, due to concentration of measure,
with high probability we have
β⊤EYQ(A,A)β(1−ǫ) ≤ β
⊤Q(A,A)β ≤ β⊤EYQ(A,A)β(1+ǫ),
and similarly for Q(B,B) (assuming that the noise level in B is
small enough to allow concentration). Intuitively we expect that the
denominator concentrates faster than the numerator due to the lat-
ter’s dependency on the inner products 〈ei, e˜i′〉. A formal argument
is needed to make this statement precise. With this in mind we have
− (1− ǫ)−1
β⊤{EA,B,YQ(A,B)}β
β⊤(EYQ(A,A) + EYQ(B,B))β
≤ L(β)
≤ −(1 + ǫ)−1
β⊤{EA,B,YQ(A,B)}β
β⊤(EYQ(A,A) + EYQ(B,B))β
.
If ǫ = 0, since the denominator is fixed one can use the Cholesky de-
composition of S = EYQ(A,A)+EYQ(B,B) to find the solution,
similarly to the case where A and B are fixed. In this case, the criti-
cal points are in fact the eigenvectors ofQ(A,B), and one can show
that L(β) has no poor local minima, since it amounts to optimizing a
quadratic form on the sphere. When ǫ > 0, one could expect that the
concentration of the denominator around its mean somewhat con-
trols the presence of poor local minima of L(β). An initial approach
is to use this concentration to bound the distance between the critical
points of L(β) and those of the ‘mean field’ equivalent
g = −
β⊤EA,B,YQ(A,B)β
β⊤EA,B,Y (Q(A,A) +Q(B,B))β
.
If we denote S˜ = Q(A,A) +Q(B,B), we have
‖∇βL(β)−∇βg‖
≤
1
2
∣∣∣(βT S˜β)−1 − (βTSβ)−1∣∣∣ ‖EA,B,YQ(A,B)β‖+
1
2
|L(β)|
∥∥∥∥(1 + ǫ) S˜ββT S˜β − SββTSβ
∥∥∥∥
A more rigorous analysis shows that both terms in the upper bound
tend to zero as n grows due to the fast concentration of S˜ around its
mean S. Another possibility is to rely instead on topological tools
such as those developed in [31] to control the presence of energy
barriers as a function of ǫ.
5. NUMERICAL EXPERIMENTS
We consider the GNN and train it to solve random planted problem
instances of the QAP. Given a pair of graphs G1, G2 with n nodes
each, we consider a siamese GNN encoder producing normalized
embeddings E1, E2 ∈ R
n×d. Those embeddings are used to predict
a matching as follows. We first compute the outer product E1E
T
2 ,
that we then map to a stochastic matrix by taking the softmax along
each row/column. Finally, we use standard cross-entropy loss to pre-
dict the corresponding permutation index. We perform experiments
of the proposed data-driven model for the graph matching problem 1.
Models are trained using Adamax [16] with lr = 10−3 and batches
of size 32. We note that the complexity of this algorithm is at most
O(n2).
5.1. Matching Erdos-Renyi Graphs
In this experiment, we consider G1 to be a random Erdos-Renyi
graph with edge density pe. The graph G2 is a small perturbation
1Code available at https://github.com/alexnowakvila/QAP_pt
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Fig. 1: Comparison of recovery rates for the SDP [25], LowRankAlign [9] and our data-driven GNN, for the Erdos-Renyi model (left) and
random regular graphs (right). All graphs have n = 50 nodes and edge density p = 0.2. The recovery rate is measured as the average number
of matched nodes from the ground truth. Experiments have been repeated 100 times for every noise level except the SDP, which have been
repeated 5 times due to its high computational complexity.
of G1 according to the following error model considered in [9]:
G2 = G1 ⊙ (1−Q) + (1−G1)⊙Q
′
(5)
whereQ andQ′ are binary random matrices whose entries are drawn
from i.i.d. Bernoulli distributions such that P(Qij = 1) = pe and
P(Q′ij = 1) = pe2 with pe2 = pe
p
p−1
. The choice of pe2 guaran-
tees that the expected degrees of G1 and G2 are the same. We train
a GNN with 20 layers and 20 feature maps per layer on a data set
of 20k examples. We fix the input embeddings to be the degree of
the corresponding node. In Figure 1 we report its performance in
comparison with the SDP from [25] and the LowRankAlign method
from [9].
5.2. Matching Random Regular Graphs
Regular graphs are an interesting example because they tend to be
considered harder to align due to their more symmetric structure.
Following the same experimental setup as in [9], G1 is a random
regular graph generated using the method from [15] and G2 is a
perturbation of G1 according to the noise model (5). Although G2
is in general not a regular graph, the “signal” to be matched to, G1,
is a regular graph. Figure 1 shows that in that case, the GNN is
able to extract stable and distinctive features, outperforming the non-
trainable alternatives. We used the same architecture as 5.1, but now,
due to the constant node degree, the embeddings are initialized with
the 2-hop degree.
6. DISCUSSION
Problems are often labeled to be as hard as their hardest instance.
However, many hard problems can be efficiently solved for a large
subset of inputs. This note attempts to learn an algorithm for QAP
from solved problem instances drawn from a distribution of inputs.
The algorithm’s effectiveness is evaluated by investigating how well
it works on new inputs from the same distribution. This can be
seen as a general approach and not restricted to QAP. In fact, an-
other notable example is the community detection problem under
the Stochastic Block Model (SBM) [6]. That problem is another
particularly good case of study because there exists very precise pre-
dictions for the regimes where the recovery problem is (i) impossi-
ble, (ii) possible and efficiently solvable, or (iii) believed that even
though possible, may not be solvable in polynomial time.
If one believes that a problem is computationally hard for most
instances in a certain regime, then this would mean that no choice of
parameters for the GNN could give a good algorithm. However, even
when there exist efficient algorithms to solve the problem, it does not
mean necessarily that an algorithm will exist that is expressible by a
GNN. On top of all of this, even if such an algorithm exists, it is not
clear whether it can be learned with Stochastic Gradient Descent on
a loss function that simply compares with known solved instances.
However, experiments in [6] suggest that GNNs are capable of learn-
ing algorithms for community detection under the SBM essentially
up to optimal thresholds, when the number of communities is small.
Experiments for larger number of communities show that GNNmod-
els are currently unable to outperform Belief-Propagation, a baseline
tractable estimation that achieves optimal detection up to the compu-
tational threshold. Whereas this preliminary result is inconclusive, it
may guide future research attempting to elucidate whether the lim-
iting factor is indeed a gap between statistical and computational
threshold, or between learnable and computational thresholds.
The performance of these algorithms depends on which opera-
tors are used in the GNN. Adjacency matrices and Laplacians are
natural choices for the types of problem we considered, but different
problems may require different sets of operators. A natural question
is to find a principled way of choosing the operators, possibly query-
ing graph hierarchies. Going back to QAP, it would be interesting
to understand the limits of this problem, both statistically [22], but
also computationally. In particular the authors would like to better
understand the limits of the GNN approach and more generally of
any approach that first embeds the graphs, and then does linear as-
signment.
In general, understanding whether the regimes for which GNNs
produce meaningful algorithms matches believed computational
thresholds for some classes of problems is, in our opinion, a thrilling
research direction. It is worth noting that this approach has the
advantage that the algorithms are learned automatically. However,
they may not generalize in the sense that if the GNN is trained with
examples below a certain input size, it is not clear that it will be able
to interpret much larger inputs, that may need larger networks. This
question requires non-asymptotic deviation bounds, which are for
example well-understood on problems such as the ‘planted clique’.
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