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Abstract
The transportation sector is a largest emitter of greenhouse gases in the U.S., account-
ing for 28.6% of all 2016 emissions, the majority of which come from the passenger
vehicle fleet [1, 2]. One major technology that is being investigated by researchers,
planners, and policy makers to help lower the emissions from the transportation sec-
tor is the plug-in electric vehicle (PEV). The focus of this work is to investigate and
model the impacts of increased levels of PEVs on the regional electric power grid
and on the net change in CO2 emissions due to the decrease tailpipe emissions and
the increase in electricity generation under current emissions caps. The study scope
includes all of New England and New York state, modeled as one system of electricity
supply and demand, which includes the estimated 2030 baseline demand and the cur-
rent generation capacity plus increased renewable capacity to meet state Renewable
Portfolio Standard targets for 2030.
The models presented here include fully electric vehicles and plug-in hybrids,
public charging infrastructure scenarios, hourly charging demand, solar and wind
generation and capacity factors, and real-world travel derived from the 2016-2017
National Household Travel Survey. We make certain assumptions, informed by the
literature, with the goal of creating a modeling methodology to improve the estima-
tion of hourly PEV charging demand for input into regional electric sector dispatch
models. The methodology included novel stochastic processes, considered seasonal
and weekday versus weekend differences in travel, and did not force the PEV battery
state-of-charge to be full at any specific time of day.
The results support the need for public charging infrastructure, specifically at
workplaces, with the “work” infrastructure scenario shifting more of the unmanaged
charging demand to daylight hours when solar generation could be utilized. Work-
place charging accounted for 40% of all non-home charging demand in the scenario
where charging infrastructure was “universally” available. Under the increased renew-
able fuel portfolio, the reduction in average CO2 emissions ranged from 90 to 92% for
the vehicles converted from ICEV to PEV. The total emissions reduced for 15% PEV
penetration and universally available charging infrastructure was 5.85 million metric
tons, 5.27% of system-wide emissions.
The results support the premise of plug-in electric vehicles being an important
strategy for the reduction of CO2 emissions in our study region. Future investigation
into the extent of reductions possible with both the optimization of charging schedules
through pricing or other mechanisms and the modeling of grid level energy storage is
warranted. Additional model development should include a sensitivity analysis of the
PEV charging demand model parameters, and better data on the charging behavior
of PEV owners as they continue to penetrate the market at higher rates.
To mom, who never told me I had to be any one thing, and
to Robert, who told me I was an artist, not a scientist...
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The objective of this work is to investigate and model the impacts of an increase in
the plug-in electric vehicles (PEV) in the passenger fleet and charging infrastructure
on the electricity grid and CO2 emissions for the region of New England and New
York. The transportation sector is a largest emitter of greenhouse gases in the U.S.,
accounting for 28.6% of all 2016 emissions, and the amount of CO2 emitted from
fossil fuel combustion in this sector started to decline between 2007-2011, but has
been on the rise again since 2012 assumed to be due, in large part, to an increase in
demand for travel [1, 2]. According to the Environmental Protection Agency (EPA)
emissions from mobile combustion by vehicles on the road is the leading key category
for CO2 emissions in the United States and 60% of the GHG emissions from the
entire transportation sector comes from the tailpipes of light-duty vehicles, which are
mostly represented by passenger vehicles1 [1, 2].
The study scope for this research includes all of New England and New York state
1The largest source of transportation CO2 emissions in 2016 were passenger cars at 42%, while
light-duty trucks, which include sport utility vehicles, pickup trucks, and minivans accounted for
17.3% and as a comparison, commercial aircraft only accounted for 6.7% nationwide.
1
in aggregate, modeled as one system of electricity supply and demand, highlighted
on the map in Figure 1.1.
Figure 1.1: Map highlighting the study region.
A 2016 report from the Independent System Operator of New England (ISO-NE),
the independent not-for-profit company tasked by the Federal Energy Regulatory
Commission (FERC) to operate the regional electricity grid, manage the wholesale
electricity market, and analyze and plan for future electricity needs in New England,
shows that greenhouse gas emission rates from the electricity generation system have
all been declining in recent years and the percentage energy generation by renewables,
hydro, nuclear, and natural gas have risen while that by oil and coal have decreased
between 2007-2016 [3]. Even though somewhat more encouraging trends are occurring
in the energy sector, the percent reduction in CO2 emissions for the ISO New England
system between the years 2001 and 2016 was 29%, which is still far from the region’s
2
2050 goal of reducing these emissions by 75-85% below 2001 levels [3,4]. Another 2018
report from the Acacia Center summarizes similar trends for the electricity sector
in New England, but shows the same recent upward trajectory in oil consumption
and CO2 emissions for the transportation sector as seen nationally, in New England
alone [5].
The carbon dioxide emissions from the electricity sector in New York have also
been declining, with a reduction of 52% below 1999 levels being estimated for 2016 and
an increase of 13.2% from the transportation sector observed between these same years
[6]. The New York ISO also reports in Power Trends 2019 that the transportation
sector is “a clear area of opportunity to realize greater carbon dioxide emissions
reductions” and that New York state is a participant of the Multi-State ZEV (Zero-
Emission Vehicle) Task Force and plans to develop a network of up to 3,000 public
charging stations and put 40,000 plug-in vehicles on the road by 2020 [6].
1.1 Plug-in Electric Vehicle (PEV) Market Con-
text
One major technology that is being investigated by researchers, planners, and policy
makers to help lower the emissions from the transportation sector is the electric ve-
hicle (EV). Electric vehicles can be classified into three main types, hybrid electric
vehicles (HEVs) which are powered by petrol and electricity but do not plug into the
grid for their electric power, plug-in hybrid electric vehicles (PHEVs) which are also
powered by petrol and electricity but do plug in to an external charging outlet, and
battery electric vehicles (BEVs) which are fully electric [7]. All of these vehicles uti-
3
lize regenerative braking as one way to recharge the battery, a process that recovers
the normally lost kinetic energy of braking, which is part of what makes them more
efficient vehicles than internal combustion engine vehicles (ICEVs). During regener-
ative braking, the electric motor assists in slowing down the vehicle by acting like an
electric generator and producing electricity that is fed into the vehicle’s battery.
Our research only includes the vehicles that plug into the electricity grid, thus
impacting electric energy demand (PHEVs and BEVs, together termed plug-in electric
vehicles or PEVs). The electric range is an important attribute of a PEV, meaning
the estimated number of miles one can drive off of one full battery charge. Since
often people only charge their vehicles at home and overnight, there is a concern with
this range not being able to get people everywhere they need to go in a single day
while using a BEV. There has been quicker initial adoption of PHEVs since they still
utilize an internal combustion engine and thus have less of a constraint on range,
considering they could run solely off of gasoline if needed. Higher end BEVs such as
the Tesla Model S offer ranges up to 335 miles or more [8], while the popular Nissan
Leaf, has a range of around 150 miles [9]. “Range anxiety” is still a large concern to
potential BEV buyers, with there often being a gap in the perceived range needed and
the actual range needed by consumers [10]. Improvements in battery technology and
in the availability of public charging infrastructure will likely lead to these concerns
being less prevalent in the future [11].
Last year, 2018, saw a sharp increase in plug-in PEV sales, 81% up from 2017 sales
at around 361,000 PEVs [12], a big jump from the 26% increase from 2016 to 2017 [13]
and past sales trends shown in Figure 4.4. Twenty automotive manufacturers offered
55 distinct plug-in electric passenger vehicle models in the U.S. market in 2018, a
4
substantial increase from previous years offerings, with some newer models getting
increased range and power.
Figure 1.2: Plug-in electric vehicle (PEV) sales by type from 2011-2017. Data from U.S.
DOE Alternative Fuels Data Center [14].































It has been shown in recent research that large-scale electric vehicle deployment is
“critical to the achievement of California’s Low Carbon Fuel Standard targets”, which
seek to reduce the average fuel carbon intensity by 10% by 2020 [15]. This California
research [15] also found that BEVs are the lowest cost alternative transportation fuel
followed by biodiesel and renewable diesel, then PHEVs, concluding in agreement
with another European research group [16] that BEVs are both a “cheap” and “deep”
emission abatement option. As the PEV market continues to grow and become more
viable for a higher number of consumers, there will be substantial changes to the net
electric energy load profile and an investigation into these changes regionally given
recent policy initiatives is warranted.
In December of 2018 Massachusetts, Connecticut, Rhode Island, Vermont and 5
other states in the Mid-Atlantic announced that they hope to create a similar cap-and-
invest program as the Regional Greenhouse Gas Initiative (RGGI), which regulates
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carbon emissions from power plants serving the region, for the transportation sector
emissions [17, 18]. Within this new Transportation and Climate Initiative (TCI),
part of Massachusetts’ strategy is to invest in getting about 240,000 PEVs and the
associated charging infrastructure on the road network by 2025 and getting 17% of
the passenger vehicle fleet electrified by 2030 [18]. Many actions have been laid out
for Massachusetts and the other states involved in the initiative to help increase PEV
adoption rates such as, consumer incentives to make PEVs less expensive, programs to
make PEVs more accessible to low-income residents, policies to promote widespread
availability of charging stations, and more [19].
1.2 Research Goals
This research builds upon a 2010 model of the electricity generation expansion and
dispatch for the New England and New York region and an electric vehicle charging
demand sub-model developed by Dowds and Hines [20]. This new model includes fully
electric vehicles, public charging infrastructure, daytime charging, solar generation,
and the 2016 National Household Travel Survey travel behavior data, all of which
were not in the previous version. These new parameters are expected to have a
significant effect on the model. The inclusion of solar generation introduces a time-
of-day component to the electricity generation capacity of the system and daytime
charging could move some charging demand off of the normal evening peak to the
times when solar is available, potentially lowering the total costs and emissions of the
system.
Figure 1.3 shows the current fuel mix for the New England and New York combined
electricity generation and capacity. Solar is currently a small portion of the total
6
capacity (as of 2016), but ISO-New England’s Regional System Plan and New York
ISO are preparing for continued and rapid growth of this resource [21]. The bottom
row in Figure 1.3 shows the fuel mix for the region if all states increase solar and wind
installed capacities to meet their Renewable Portfolio Standards [22]. For the regional









































27.8% 27.8% 16.7% 10.4% 6.2% 6.0% 3.7% 1.3%
Figure 1.3: Breakdown of generation and capacity by fuel type for all of New England and
New York current combined resources. 2016 data from [23]; 2030 RPS renewable additions
estimated from [22].
The main contribution of this thesis is a PEV charging demand sub-model that
stochastically generates a representative, realistic, and time-specific electricity load
for a future electric vehicle fleet for the region of New England and New York, given
set PEV penetration scenarios and charging availability scenarios. The time specific
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electricity demand from the vehicles is derived from real-world travel data, found in
the National Household Travel Survey (NHTS) dataset, for all households surveyed
in New York, Vermont, Connecticut, Massachusetts, New Hampshire, Rhode Island,
and Maine. The NHTS is a national authoritative source on the travel behavior of
the American public, conducted by the Federal Highway Administration (FHWA)
that includes daily non-commercial travel by all modes and detailed characteristics of
households, their vehicles, and the people surveyed [24]. The NHTS gives expansion
weights that can be used to accurately expand the survey sample to a representation
of the population in the New England region and New York state2, meaning that
from it, a regional estimate of current travel rates and patterns can be obtained.
The daily NHTS vehicle-travel profiles are sampled by season and day-of-week to
construct four full week charging profiles with hour-by-hour demand, one week for
each season (Winter, Spring, Summer, and Fall). The discussion of how the vehicle-
travel profiles are converted into the hourly electricity demand is presented in the
PEV charging demand sub-model methodology in Chapter 4. Certain assumptions
have been made, informed by the literature, with the goal of creating a more realistic
model for improving estimates of time-specific electric vehicle charging demand for
regional electric sector dispatch models.
The PEV charging demand sub-model outputs an annual hour-by-hour electricity
demand from the entire PEV fleet due to charging and combined with the projected
baseline hourly demand for the region a generation expansion/dispatch model was
run with and without the added demand from EVs as well as with varying PEV pen-
2New York state purchased an add-on sample in the 2016-2017 NHTS meaning there are many
more households sampled from there and that the NHTS calculated the weights for that state to be
representative within that state and not only the region or nation.
8
etration levels and charging infrastructure scenarios. With these different scenarios
and levels of PEV adoption, the effect of the increase in electric vehicles as well as
the effect of the time and place of charging on relative associated CO2 emissions in
the electricity and transportation sectors in the context of RGGI and solar and wind
generation additions in the region can be quantified. The main research questions
investigated here are:
1. What is the time-specific electricity demand from electric vehicle charging in
New England and New York given future PEV penetration rates and temporal
travel demand?
2. How is the time-specific electricity demand impacted by daytime, away-from-
home electric vehicle charging and levels of charging infrastructure availability?
3. How might time-specific PEV charging demand integrate with renewable gen-
eration resources to meet or exceed emissions standards for the region?
The results give insight into the impact that electric vehicles could have on the study
region’s electricity sector and achievement of climate change goals and will be useful
for planners, policy makers, and anyone concerned with greenhouse gas emission
mitigation strategies.
Next, Chapter 2 will review the pertinent recent literature on electric vehicles,
broken up into sections presenting research on various related modeling attempts
(section 2.1), factors influencing and models projecting electric vehicle adoption (sec-
tion 2.2), the influence and placement of charging infrastructure (section 2.3), and
finally when, where, and why people choose to charge their EVs (section 2.4). Follow-
ing the literature review, the data descriptions for each sub-model will be presented
9
in Chapter 3, starting with a description and summary of the National Household
Travel Survey data in section 3.1 and followed by a description of the data included
in the Generation Dispatch model in section 3.2.
Chapter 4 will present the methods for the plug-in electric vehicle charging demand
sub-model, starting with the the model set-up and parameters in section 4.1. The
method for sampling the NHTS vehicle-travel for the PEVs in the model is next
discussed in section 4.2. The charging behavior logic and the methodology for creating
the hourly PEV charging profiles is presented in the final section 4.3. Chapter 5 then
presents the PEV sub-model results and summarizes the findings.
The power generation and dispatch model for the region is described in Chapter
6 and the results of the initial demo of the model and the impacts of the additional
PEV demand and change in CO2 emissions are presented in Chapter 7. The final
chapter, Chapter 8 discusses the thesis results, conclusions, and recommendations for




This literature review presents research published between 2012 and 2019 that inves-
tigates the relationship between electric vehicles and electrical energy systems with
respect to goals of GHG emission reduction. The literature is organized into sub-
sections based on the main topic or take-away of the work fitting into one of the
following:
1. Integrated Regional Electric Grid and PEV Charging Models: focusing
on modeling efforts connecting electric vehicle penetration to GHG emissions
on a systems level.
2. Electric Vehicle Adoption: looking at research on predicting vehicle sub-
stitution compatibility and on estimating overall PEV adoption levels for our
projection year.
3. PEV Charging Infrastructure: focusing on work investigating charging in-
frastructure placement.
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4. PEV Charging Behavior: focusing on literature studying the choice of when
and where consumers charge their electric vehicles.
The final subsection will summarize the literature reviewed in each previous subsec-
tion and conclude with all research gaps relevant to our study and the next steps that
could be taken to fill in these gaps. Finally, a subset of these research gaps will be
outlined as those which will be investigated and presented in this thesis.
2.1 Integrated Regional Electric Grid and PEV
Charging Models
The research presented in this thesis is largely building off of Dowds, Hines, and
Blumsack’s work [25] that uses a linear optimization, generation expansion/dispatch
model to evaluate the impact of increased demand from PHEVs on the electricity
generation portfolio, assuming a CO2 pricing scheme applied only to the electricity
sector. Their model looks only at plug-in hybrid electric vehicles (PHEVs), which
also use liquid fuels imposing no range constraint of the travel behavior that would
be suitable to adopt these vehicles, and only assume charging infrastructure avail-
ability at vehicles’ home locations, with driving patterns being taken from the 2009
National Household Travel Survey (NHTS) dataset. This limited scope of vehicle
adoption and charging infrastructure simplified their model and was appropriate in
2010 since PHEVs were entering the market more rapidly than fully electric vehicles
which still only comprise a very small fraction of the alternative fuel vehicles on the
road today. They conclude that the PHEV demand would increase CO2 emission
allowance prices from $3.4/ton to $8.4/ton with a 5% PHEV penetration and when
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the electricity sector has a GHG cap but the transportation sector does not [20].
They also find a substantial potential reduction of CO2 emissions in New England
and the Pennsylvania-New Jersey-Maryland Interconnection (PJM) by switching a
portion of the coal electricity generation to natural gas powered generation even with
the increased electricity demand of a 10% PHEV market penetration [25].
In 2013, Foley et al. similarly investigates the effects of 213,561 PHEVs1 on
the operation of Ireland’s wholesale electricity market for the year 2020, looking at
the CO2 emissions associated with the electricity production and impact of PHEV
charging [26]. They take into account wind as a renewable energy resource and
assumed an installation of new wind capacity for Ireland to reach their target for
40% renewables by 2020. While acknowledging many possible charging schemes, they
implement in their analysis the two simplest, peak and off-peak charging, assuming
that most charging takes place at home with a 3.3 kW charge rate, between 5pm and
1am for peak and 11pm and 7am for off peak charging. They also assume that all
of the PHEVs have an annual average mileage of 14,500 km, a combustion operation
mode of approximately 10%, a combustion emission rate of 130 g CO2/km. They
then compare these to their baseline scenario confirming that off-peak charging is
more beneficial, and finding that charging EVs will contribute 1.5% renewable supply
to the RES-T target of 10% and 210 kt (off-peak) and 146 kt (peak) to CO2 net
reductions. This study confirms the importance of the timing of electricity demand
from electric vehicles in order to maximize the positive effect they can have on the
system.
Ahmadi et al. performed a case study on the Ontario, Canada electricity grid
1This number of PHEVs is an assumption taken from a previous study by Foley et al.
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in 2015 and present a mixed integer multi-period mathematical programming model
(MILP) to focus on electricity generation planning optimization [27]. Their objective
function looks to minimize the cost of electricity over a sixteen year period, consisting
of fuel costs, operating and maintenance costs, capital costs for building new plants,
and cost associated with fuel switching in existing plants. They look at 5 different
scenarios with different PHEV penetration rates, types of new power plants2, CO2
emission constraints, and only consider simple PHEV penetration scenarios (low,
medium, high) and only one scenario with a CO2 limit. They take into account no
travel data, only the average commute distance in Ontario, thus they did not have
the time-specific component of hourly electricity demand which has been shown to
affect overall CO2 reduction estimates.
A 2014 study looking at the Australian National Electricity Market by Vithayas-
richareon et al. takes into account both PHEV and solar penetration (PV) and
compares an unmanaged charging scenario to a managed one where PHEV demand
is aligned better with PV generation [28]. They simulate PHEV charging patterns
with actual travel behavior from the Australian State of New South Wales household
travel survey, assuming every surveyed vehicle to be an PHEV, equivalent to a GM
Volt. To investigate the impacts of different PV and PHEV penetration levels, they
look at 5 PV penetration levels ranging from 0-20% and 2 PHEV levels of 20-50% of
the total residential vehicles. They incorporate hourly electricity demand and actual
wind generation data as well as simulated hourly PV generation based on weather
data and they capture much complexity in their multiple simulations, finding that
the management of charging can lead to synergies between the PV generation and
2The types of power plants they include are coal (excluded for some scenarios), natural gas (with
increased prices for some scenarios), hydro, nuclear (excluded for some scenarios), and wind
14
PHEV penetration. They also find that unmanaged PHEV charging demand does
not integrate with the PV output and at high PHEV penetration leads to higher
industry costs and emissions. The influence of renewables is location specific and the
timing of demand matters differently in New England than in Australia, though their
research still highlights the importance of carbon pricing and the value of PHEV up-
take especially in the presence of managed daytime charging and gives us an example
of a robust modeling effort to learn from.
Multiple modeling efforts looking at electric vehicle adoption impacts on energy
systems utilize large economic or assessment models such as the Regional Renew-
able Electricity Economic Optimization Model (RREEOM), MESSAGE (an inter-
temporal optimization model combining a global systems engineering model, an ag-
gregated macro-economic model, and a simple climate model), or IMAGE (a global
recursive-dynamic simulation model of interactions between natural and human sys-
tems) [29–31]. Pettifor et al. [29] and McCollum et al. [30] utilize these global energy-
economy models to study the consumer acceptance of new technologies, such as PEVs.
Their results will be discussed further in the next section on PEV adoption, 2.2. Noel
et al. [31] utilize RREEOM to model the PJM region, taking into account fixed and
variable costs of new and existing electricity production facilities, health and climate
change costs which differ per type of generation, and costs associated with energy
storage via both hydrogen and V2G-capable EVs (vehicle-to-grid), which has a more
complex estimation of capital costs. Production and load are computed and com-
pared hourly over a four-year period in their model. Wind and solar capacity are
determined state-by-state and informed by data and the V2G capacity is estimated
based on total motor vehicle registration and is treated as one single aggregate bat-
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tery. They state that the model incorporated PEV driving behavior but do not state
how that behavior is derived or implemented. In their results, they find that large-
scale PEV adoption is cost-effective for the system and assists in supplying energy
during energy deficit periods with the V2G technology. They also suggest that the
largest barrier is the consumer willingness to purchase electric vehicles.
Brand et al. utilized a socio-technical approach to modeling in a 2017 study by
developing a disaggregated transport energy and air pollution model for Scotland [32].
They use a set of exogenous scenarios one of which assumes radical shifts in travel
patterns (destination shifting due to ‘localization’ or ‘virtual travel’), driving style
(e.g. obeying the speed limit or other “eco-driving techniques” leading to increased
vehicle efficiency), and mode choice (from personal automobile to ‘slow modes’ or
public transit) due to a raised awareness of accessibility and resiliency of travel trig-
gered by an increase in catastrophic events and worsening environmental conditions
due to negative impacts of the current systems. The different scenarios are modeled
as different average distance traveled per person per year by each transport mode,
which are converted to vehicle-kilometers by vehicle type and then to transport energy
demand for the main transport fuels and CO2 and NOx emissions. They then pair
this with a high vehicle electrification scenario assuming that all passenger vehicle
types will be available as ultra-low emission vehicles by 2030 and find that while the
electricity demand increased steeply in the PEV scenarios. When this scenario was
also paired with the lifestyle scenario the total electricity demand was lowered due to
the lifestyle changes as well as the total carbon emissions, though this scenario may
be more realistic in some countries than others. Though they model a long time hori-
zon, from 2012 to 2050, they do so on a yearly time scale, gathering only the average
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number of trips and average distance travelled per year per person, disaggregated by
trip purpose and mode. Their resolution is at a courser scale than used here due to
their different research questions and goals.
Another resolution of modeling is at a finer scale, looking at localized infrastruc-
ture or information-technology improvements. At this scale, there have been many
efforts to optimize electric vehicle charging schedules by setting up local scenarios
that optimize over the temperature of a transformer in a hub of electric charging
stations [33] or for a neighborhood of houses and vehicles [34,35] or utilizing vehicle-
to-grid technology for more efficient integration with higher penetration of wind and
solar energy [36–41]. These studies successfully come up with programs or market
schemes to coordinate the power systems operators with the needs of the electric ve-
hicle consumers in order to better schedule this increase in load from EVs in off-peak
hours and curb network failures and blackouts.
Hermans, Almassalkhi, and Hiskens derive a distributed incentive-based demand
scheduling optimization program for a small PEV fleet served by a single temperature-
constrained transformer as an iterative model predictive control (MPC) scheme over
a receding horizon [33]. Their simulation results show their method to be effective
in terms of enforcing the temperature constraint, while the uncoordinated reference
case does not. De Hoog et al. solved a centrally controlled charging optimization
problem for a network of houses and electric vehicles, with the vehicles coming and
going according to travel data from which vehicle trips inside a feasible range (of
100 mi) that occurred in their network area on weekdays were assigned randomly to
each vehicle in their case study [35]. They modeled their case study scenario with
50% of households owning an PEV and every PEV having a 24 kWh Li-ion battery,
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with the charging process following a constant power, constant voltage process with a
limit of 4.2 V. They find that implementing the load control that they propose leads
to networks sustaining higher PEV uptake rates without the need for infrastructure
upgrades, while in their case study of a real network in Melbourne, Australia the
uncontrolled scenario led to network failure beyond 10-15% PEV uptake.
Wolinetz et al. in 2018 simulated the long-term impact of vehicle-grid integration
using a vehicle adoption model (the REspondent-based Preference and Constraints
model, or REPAC), a PEV use model, and a electricity system model [40]. They only
take into account managed charging and they model PEV usage and charge access
by creating a 24 hour driving and charging profile for each PEV using a three-day
driving diary from the California Plug-in Electric Vehicle Study (CPEVS) survey.
They choose 4:00 am as the end of the day and assume all batteries are fully charged
at the end of each day. The PEV owners in their model choose to participate in
the controlled V2G program or engage in uncontrolled charging, defined by a latent-
class choice model. They find that the availability of the managed charging program
with vehicle-grid integration only has a small impact on the price of electricity and is
unlikely to incentivize more PEV adoption or significantly change the market share
of renewable electricity generation.
Sovacool, Axsen, and Kempton provided an extensive review of V2G technology
and integration under a socio-technical perspective in 2017 [41]. One perspective they
state is that PEV V2G technology will be more cost-effective for the grid services
otherwise provided by backup or peaking power plants and less so for continuous
capacity. They discuss the technical, financial, socio-environmental, and behavioral
benefits that vehicle-to-grid integration could have for the system as well as the
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significant barriers and challenges. Some of the technical challenges include the need
for technical enhancements in modeling, dispatch, and large scale communication,
control and coordination systems. There are concerns of the impact it will have in
degrading the vehicle batteries as well as the distribution grid. The cost of V2G-
enabled PEVs can be higher than regular PEVs and the existence of this technology
increases the consumer concerns of control and privacy.
In this thesis, the vehicle-to-grid technology or centrally managed charging sce-
narios will not be investigated, considering the chosen study year of 2030. In this
next time horizon of PEV adoption we hypothesize that the main changes will be
a steepening in the rate of change in the market share of electric vehicles moving
past the stage of early adopters, paired with an increase in charging opportunity
and infrastructure. While the next stage might be the integration of vehicle-to-grid
(V2V) technologies and more managed charging systems, which will come with many
additional financial costs and investment. Given the scope and the computation-
ally intensiveness of optimizing charging schedules over our entire study region (7
states), user convenience charging schedules based only on real-world travel behavior
are considered here and thus the results do not estimate the full potential impact that
PEVs may have on the energy system and emissions reduction. For the year 2030,
vehicle-to-grid technologies are highly unlikely to reach significant levels of adoption
and therefore not including them here will lead to more realistic model outcomes.
The unoptimized or unmanaged charging might lead to higher overall system costs
and emissions due to more expensive power plants needing to be dispatched to meet
peak loads, but next steps will include integrating managed charging into the model
to then compare these cost differences.
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2.2 Electric Vehicle Adoption
Our modeling approach will rely on assuming the vehicle fleet travels as documented
in the 2017 National Household Transportation Survey. Given set PEV penetration
rates, we will assume a PEV fleet and travel behavior from vehicles in the NHTS
will be assigned to each PEV for a year. These behaviors will be assigned based on
vehicle and household characteristics, as well as travel constraints such as the longest
trip mileage needing to be less than the range of a modeled BEV. Therefore, it is
important to understand the factors that influence PEV adoption from the consumer
perspective, as found in the literature.
In 2012 Carley et al. surveyed randomly sampled 2302 adults in 21 of the largest
U.S. cities3 asking questions about PEV perception to assess early consumer interest
and preferences for alternative fuel vehicles [42]. Even in their urban sample, they
found that only 3.5% of respondents had significant interest in buying a PEV (8
or higher on a 10 point scale), and they found several demographic variables to be
strong predictors of intent to purchase, the strongest being age (with a negative
percent marginal effect of -0.42), gender (with male respondents being 11.5% more
interested), and education (respondents with only high school degree or some college
being 17.1% and 5.6% less interested than those with a bachelor’s or higher). Lane et
al. similarly found that increasing age decreases the likelihood of choosing a PHEV
from another U.S. survey administered to 1080 drivers in 2013 [43].
Plotz et al., studying early adopters in Germany with a sample of 969 car owners,
found that the share of men increased with the affinity to PEVs, that PEV adopters
3With around 100 observations from each city
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were less likely to live in larger cities, more likely to live in multi-person households,
and more likely to work full-time [44]. Another study from the University of Delaware
in the U.S. surveyed 3029 respondents online between September 2008 and October
2009 finding in the class membership portion of their latent class model that the
following variables increase a respondent’s EV-orientation with statistical significance
[45].
• Being younger (18-35, odds ratio 2.2) or middle aged (36-55, odds ratio 1.3)
• Having a Bachelors or higher degree (odds ratio 1.3)
• Likely to buy a small (odds ratio 1.4) or medium-sized (odds ratio 1.3) passenger
car on next purchase
• Likely to buy a hybrid vehicle on next purchase (odds ratio 2.3)
• Taking at least 1 drive per month longer than 100 mi (odds ratio 1.2)4
Contrary to expectations they found that neither income nor being a multi-car house-
hold had a statistical significance effect on the likelihood of being an EV-oriented
individual. Regional differences were also investigated, finding that when covariates
are included in the model, these regional differences largely disappear, suggesting
that the person-level attributes predict EV-orientation more strongly than location.
They also calculate respondents’ willingness-to-pay for multiple combinations of elec-
tric vehicle attributes that mimic or are based off of their preferred gasoline vehicles,
providing actual PEVs that are closest to their hypothetical configurations. Their
method of predicting willingness to pay as an amount greater or less than the cost of
4This is counterintuitive, but the idea is that those who drive longer distances pay more for fuel
and expect greater savings from owning an PEV.
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their preferred gasoline vehicles and their study results could inform our research in
matching our NHTS vehicle profiles to probabilities of being substituted by various
PEVs.
Sierzchula et al. use a multiple linear regression analysis examining the relation-
ship between various socio-economic and other variables and the national electric
vehicle market shares for 30 nations5 for the year 2012 [46]. They find a positive
and significant relationship between both financial incentives and charging stations
and PEV adoption rates, but suggested that adding 1 charging station per 100,000
residents had a twice the impact as increasing financial incentives by $1000. They
also concluded that broader socio-demographic variables such as income, education,
and environmentalism were not good predictors at the national level, likely due to the
the PEV consumers making up a tiny fraction of the overall population. Helveston
et al. estimated several multinomial logit models interacting vehicle attributes with
respondent characteristics to examine vehicle preferences, comparing two groups of
respondents from the U.S. and from China [47]. They find that higher income re-
spondents are more opposed to PEV technology in the U.S., which with the higher
price of EVs is seen as a potential barrier to high adoption rates.
Rezvani, Jansson, and Bodin discuss in their 2015 review of consumer PEV adop-
tion research the different theoretical frameworks recognizing rational, moralistic,
symbolic, or emotional justifications for innovation adoption, as well as the diffusion
of innovation (DOI) theory, which focuses on understanding early adopters’s percep-
5These nations were included because of availability of EV adoption and charging infrastruc-
ture data: Australia, Austria, Belgium, Canada, China, Croatia, the Czech Republic, Denmark,
Estonia, Finland, France, Greece, Germany, Iceland, Ireland, Israel, Italy, Japan, the Netherlands,
New Zealand, Norway, Poland, Portugal, Slovenia, Spain, Sweden, Switzerland, Turkey, the United
Kingdom, and the United States.
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tions [48]. In their review of empirical research, they found that the high front cost
of PEVs is often a major barrier to adoption and that the environmental impact
is among the least important attributes for some consumers, with the concern for
battery production and electricity generation leading to doubt about the net environ-
mental impact. They focus on the importance of attitudinal variables and found that
hands-on experience of consumers with PEVs alters their preferences and attitudes
in a positive way towards them [49]. Adnan et al. wrote a literature review in 2016
focusing on understanding consumers’ emotions and behavior towards PEV adop-
tion and outlines the same theoretical frameworks as Rezvani, Jansson, and Bodin,
but again, including no discussion on empirical research correlating sociodemographic
variables to EV adoption [48,50].
In 2015, Wolf et al. constructed an agent-based simulation of the diffusion of
PEVs in Berlin, Germany using survey respondent characteristics clustered into 4
different consumer groups, “comfort-oriented individualists”, “cost-oriented pragmat-
ics”, “innovation-oriented progressives”, and “eco-oriented opinion leaders” [51]. They
found that both the baseline adoption rates and the adoption response to three dif-
ferent policy scenarios varied significantly for these different groups and their results
suggest significant increase of adoption rates with the simulated policy measures, dou-
bling the fraction of potential adopters from 15% to 30%. Adepetu et al. also employ
an agent-based model for the Los Angeles area where each agent has three behaviors,
vehicle purchace, PEV driving, and PEV charging [52]. Their vehicle purchase pro-
cess starts with filtering down the vehicles to only the ones the agent can afford, based
on a limit of 20% of their annual income, then determines which PEVs can meet their
daily trip requirements and which are most desirable (a relative comparison, modeling
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utility off of range and fuel economy). The purchase process happens independent
of any socio-demographic characteristics (other than the purchase price limit based
on income), but they model the agents as part of social networks, connected based
on similar income, age, and home location, and their PEV purchase decision is in-
formed by a social threshold, varying based on the degree to which the agent is an
early adopter. They also found in their simulation that vehicle costs weighed more
heavily on adoption rates than change in benefits such as increased battery size or
range anxiety.
A recent study by Pettifor et al. draws off of Rogers’s [53] distribution of adoption
propensities to model social influence in adopting novel vehicle types [29, 54]. They
find significant small to medium effect of social influence on vehicle choice, with the
USA having higher receptiveness to social influence effects. In their analysis, they
improve the behavioral realism of global IAMs6 (integrated assessment models), but
still conclude from both models a very slow transition to BEVs over a 100 year period.
McCollum et al. look at six different global energy-economy models and study the
share of EVs7 in 2050, both with strong behavior-influencing measures ("alternative
fuel vehicle (AFV) push") in place and without [30]. They find that across all models,
without the “AFV push” the share both globally and in the OECD region (including
the U.S.) does not get above 3%, but with the “AFV push” the share ranges from
25-55% across models for the OECD region and from 15-34% across models globally.
This implies that, according to their models, carbon pricing alone is not sufficient for
driving the transition to EDVs and that targeting consumers’ non-financial preferences
6The two models they improve are the IMAGE model (endogenous) and the MESSAGE model
(exogenous)
7Contribution of all-electric, plug-in hybrid-electric and fuel cell vehicles to total light-duty vehicle
passenger-kilometres
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could yield major benefits.
Mazur et al. model the probability of choosing a certain vehicle type as a ratio of
the utility of that vehicle type exponentiated, over the sum of all other vehicle type
utilities exponentiated, computed as the sum of the relative performance and weight
of each parameter [55]. These parameters are the total cost of ownership, the vehicle
range, the infrastructure availability, and the refueling time, all weighted based off of
a UK study on consumer preferences concerning alternative fuel vehicles.
Hardman et al. in 2017 looked at the influence of purchase incentives on PEV
adoption, reviewing 35 different studies from various countries, and find that only
3 do not find incentives to be effective either because consumers were unaware of
them, gas prices and income were much more strongly correlated, or that the ac-
cess to infrastructure was more important [56]. One Norwegian study they reviewed
found that being closer to major cities and having higher incomes were significantly
related to BEV sales [57]. Significant differences are found between groups of low-end
EV adopters versus high-end EV adopters in a 2016 study by Hardman, Shiu, and
Steinberger-Wilckens [58]. They find that the high-end adopters are willing to pay a
much higher premium for a BEV, compared to the last ICEV they purchased and that
they had a significantly higher proportion of female adopters than the low-end group.
Additionally, the high-end adopters were found to be older, more educated, and higher
income, though both groups were high income and had higher car ownership rates in
comparison to the U.S. population.
Eppstein et al. in 2011 developed an agent-based model of potential PHEV con-
sumer adoption considering spatial, social, and media influences in vehicle purchase
choice, finding that PHEV battery range and accessible estimates of lifetime costs
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are important for market penetration [59]. They find that the lack of consumer data
limited their model results and so they administered a survey to 1000 participants in
the U.S., with many interesting findings such as a strong association between current
vehicle class and stated willingness to buy a compact PHEV and that fuel cost savings
was important for a higher fraction of consumers than the impact on greenhouse-gas
emissions [60]. They then used this survey data to modify their agent-based model so
that all of their distributions and correlations in agent attributes reflected the survey
population and reported on 10 scenarios over a simulation of the years 2011-2025,
with a resulting range of 5.3-33.9% compact PHEV market penetration in 2025 [61].
The parameter that they found to be the largest barrier for PHEV market penetration
was the consumer comfort (or uneasiness) with new PHEV technology.
A recent study by Long et al. suggests in their exploratory findings that con-
sumer perceptions of PEVs in Canada are being influenced by the brand associations,
specifically that of Tesla having a positive influence on opinions that are statistically
associated with intention to purchase BEVs in general [62]. Axsen et al. survey
consumers in British Columbia, Canada to study the differences between “pioneers”
(current PEV buyers), potential early mainstream buyers (ICEV buyers who state
interest in future PEV purchace), and potential late mainstream buyers (consumers
with no stated interest in PEVs), finding that both groups of mainstream respon-
dents’ awareness of PEV technology were very low [63]. The “pioneers” were found
to be more likely to have higher income and education, be middle-aged and male,
and are more likely to live in multi-vehicle households, while the differences between
the potential early mainstream and the potential late mainstream respondents were
similar but to a lesser degree, showing that they were more similar to each other than
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to the “pioneers”. They also found that the potential early mainstream respondents
showed higher interest in PHEVs over BEVs, while the “pioneers” showed preference
for BEVs.
In summary, from the EV adoption literature reviewed here, we saw that signif-
icant sociodemographic variables have been found to be positively correlated with
the likelihood to purchase an electric vehicle: being male, being younger, having a
bachelors or higher level of education, having a higher income, living in a multi-car
household, and being employed full-time. Additionally, vehicle characteristics influ-
encing utility have been taken into account in estimating the probability of different
vehicles being purchased (replacing conventional vehicles). These characteristics in-
clude the cost of the vehicle, the range, the refueling time, and the vehicle type itself
(car vs. truck etc.).
For this study we are not attempting to predict the drivers of PEV adoption since
we will assume various market penetration rates in our scenario analysis, but we are
concerned with who the PEV buyers might be to better match current travel behavior
with future PEV behavior. Table 2.1 presents all of the variables found to correlate
with PEV purchase, by reference, including the level of the variable, the direction of
impact, and the significance level if given. Many of these variables, when available
in the data, are taken into account in the process of sampling vehicle-travel profiles
for the different PEVs by PEV type in the model. This process of estimating how
likely a vehicle in the NHTS dataset will be replaced by a plug-in electric vehicle in
the future is discussed further in section 4.2.
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Table 2.1: Variables correlated with likelihood of PEV purchase or vehicle substitution from the literature.
year/location model reference variable level direction significanceof study of impact level
age person -0.42 % marginal effect ***(p < 0.01)
2012; 21 largest logistic Carley et al gender person +11.54 % marginal effect (male) ***
U.S. cities regression [42] education person -17.15 % marginal effect (high school) ***education person -5.62 % marginal effect (some college) *(p < 0.1)
owns a hybrid vehicle +52.72 % marginal effect ***
age person -0.00243(PHEV) % marginal effect **(p < 0.05)
2013; 32 largest logistic Lane et al owns alt. veh. vehicle +0.0321(BEV) % marginal effect *(p < 0.1)
metro areas (U.S.) regression [43] gas expenditure vehicle +0.0181(PHEV) % marginal effect **vehicle cost vehicle +0.0288(BEV) % marginal effect **
aware of EVSE environment +0.0491(PHEV)/+0.0312(BEV) % marginal effect **/*
age person +(40-50 yrs old)
2002/2010; cluster Plotz et al gender person +(male)
Germany analysis [44] household size household +(multi-person)household loc household +(rural)
work status person +(full-time)
age person +2.2(young)/+1.3(middle age) odds ratio (> 56 excluded) 6.1/2.3 t-stat
2008-2009; latent class Hidrue et al
gender person +1.1(male) odds ratio 1.0 t-stat
representative random [45]
education person +1.3(college) odds ratio 2.3 t-stat
U.S. sample utility >=1 trip > 100mi per month travel +1.2 odds ratio 2.0 t-stat(online) plans to buy hybrid vehicle +2.3 odds ratio 7.9 t-stat
car size vehicle +1.4(small)/+1.3(medium) odds ratio (large excluded) 2.6/2.3 t-stat
financial incentives country +0.357 (standardized Beta) p = 0.039
2012; OLS Sierzchula et al
EVSE per population country +0.599 (standardized Beta) p = 0.004
30 countries [46] income country -0.336 (standardized Beta) p > 0.1education country +0.190 (standardized Beta) p > 0.1
EV producer HQ present country +0.312 (standardized Beta) p < 0.1
2012; AMT gender person -0.799(female) coefficient ***(p < 0.001)
geographically multinomial Helveston et al
income person -0.6 to -1.3(high income)/+0.058(high income*Price) ***/***
diverse U.S. and mixed [47]
education person +(college grad) ***
sample (online) & logit number vehicles household +0.012(*Price)/+0.027(*Op.Cost) ***/***2013; Pittsburg married household -0.70 (BEV) coefficient ***
auto show household size household -0.34 (BEV) coefficient ***
gender person -0.087(male) p > 0.1
2018; new logistic Hardman et al age person -0.002 p > 0.1car buyers in regression [64] education person +0.038(higher education) p > 0.136 U.S. states income person +0.001 p = 0.0015
vehicle ownership household +0.078 p = 0.1995
gender person +(male) ***
2013-2015; British chi-square Axsen et al age person +(middle-aged) ***
Columbia, Canada analysis [63] education person +(higher ed) ***income person +(higher income) ***
vehicle ownership household +(2 or more) ***
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2.3 EV Charging Infrastructure
Because our study is particularly focused on the impact of renewal electricity sources
and away from home charging to consider generation of electricity demand by time of
day, we are interested in at which stops during the day charging might be available to
travelers and whether they will make use of it. For the development of our charging
infrastructure availability logic (how likely is there to exist the means for a vehicle
to charge at a given stop in their travel day in our projection year) we look to the
literature for guidance and to see what methods have been employed in other similar
EV models. According the the U.S. DOE National Renewable Energy Laboratory’s
(NREL) alternative fuel station application programming interface (API), there are
currently 2922 open public EV charging stations (also often called electric vehicle
supply equipment, EVSE) with approximately 6700 total charging outlets in the
study region [65], a number that might need to increase to accommodate a 10% fleet
penetration of PEVs.
Electric vehicle technology is still in an age of innovation and early adoption,
but as the number of EVs on the roads increases, the increase in infrastructure for
the charging (fueling) of such vehicles must likewise increase. It has been found
that increasing away-from-home charging opportunities both greatly increases the
utility of EVs [11] and would be necessary to fully take advantage of EVs as storage
devices for solar energy under managed charging scenarios [28]. Aultman-Hall et al.
in 2012 looked to forecast the future spatial distribution of EVs and their ability to
meet daily travel demand for a Vermont case study using National Household Travel
Survey data, geocoded Vermont vehicle fleet data, and geocoded data of every set
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of building in Vermont [66]. They are concerned with the penetration of EVs in
urban versus rural areas and state in their conclusions that this will largely depend
on charging infrastructure implementation, showing that the infrastructure presence
in both urban and rural areas and EV adoption are closely tied.
It is often assumed that all homes will have EVSE in EV models, though surveys
and research have shown this to not necessarily be true [67]. Hardman et al. wrote a
comprehensive review of the consumer preferences and interactions with EV charging
infrastructure in 2018 [64]. They find that there are four main locations where charg-
ing occurs; at or near home, at work, at public locations such as shopping centers
or grocery stores, and on travel corridors during long-distance travel; and around 50-
80% of all charging events for PEVs currently occur at home, while work locations are
the next most frequently used charging infrastructure. In general, away-from-home
charging opportunities are found to be taken advantage of more by BEV owners than
PHEV owners. There were also results reviewed showing that because of charge point
congestion, free charging stations are typically only used by drivers who can complete
their full day of driving without needing recharge [68,69]. This might seem counterin-
tuitive, but is likely an artifact of the current rarity and unreliability of free charging
infrastructure leading to them being primarily utilized by opportunistic users.
Many studies researching and modeling the effects of EV demand on the electricity
system have only taken into account at-home charging [25, 26] to simplify the sim-
ulation of when (and where) vehicles will charge. Other researchers have simplified
by assuming perfect future scenarios where every stop location or every residential
location would have charging available for an EV [28]. While some work has addition-
ally considered charging at work, a method for determining charging infrastructure
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presence or the probability thereof at a given stop location does not seem to have
been developed in any of the models reviewed here aside from work to optimize the
placement of these public charging locations.
Chen et al. optimized the placement of charging stations for Seattle under an
assumption that current vehicle parking demand is a strong proxy for EV charging
demand [70]. But Kim et al. state a reasonable concern with the use of conventional
vehicle behavior in aggregate being used as a proxy stating the driving patterns may
differ between these users [71].
With the general concern of EVSE availability being tied to PEV market pen-
etration mimicked in much of the literature, it would be appropriate to have the
charging infrastructure probabilities increase with future runs of higher levels of PEV
penetration, as the latter will unlikely occur without the former. We work some-
what off of the current quantity and densities of charging infrastructure in our region,
given public charging infrastructure data, while expanding to more optimistic levels
of availability for our model. From this literature we found that many models only
take into account home charging, while often assuming all homes have chargers. Our
probabilistic EVSE scenario will not hold this assumption and will include a fraction
of PEV homes that have no charger.
2.4 PEV Charging Behavior
In order to determine in our model when and where vehicles may charge we look
to the literature for insight on the charging behavior of current PEV owners. We
hypothesize that the timing of charging events will have a large impact in our model,
considering that if all vehicles choose to charge at peak electricity demand hours, the
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large spike in demand will lead to the need for many more power plants to be turned
on for generation to meet demand.
Some modeling efforts have simulated PEV “charging profiles” under assumptions
that all vehicles will charge upon arrival as long as charging infrastructure is present
and a 10-minute dwell time constraint is met [28]. But it has been observed that
there are different types of PEV users in terms of charging patterns and decisions.
A latent class hazard model by [71] classified PEV users as either erratic (charging
randomly from day to day) or routine (having consistent charging patterns from day
to day) with the routine users being more represented by BEV owners, but the erratic
users being overrepresented in general, accounting for 67% of all users. Latinopoulos
et al, in the UK and Ireland, found that there were two types of drivers in terms of
state-of-charge (SOC) perception where one type chose to charge at higher SOC to
reduce perceived risk of running out of battery, while the other would only charge
if the remaining SOC was inadequate for their next trip [67]. Both of these results
show that a simple logic would be insufficient to determine whether they will charge
at a give stop and thus a stochastic element will be included.
Latinopoulos et al’s study also found that men and employed individuals were
more likely to charge away from home then women, students, retired, and unemployed
individuals. Additionally those households that have access to a second conventional
vehicle were more likely of only charging at home and there was a significant positive
correlation between reported free charging away from home and trips that included
shopping or leisure activities.
Dorsec et al. investigate PEV owners willingness to pay for charging service at
a public location via a “gamified” survey [72]. They find that people are willing to
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pay more for charging as their SOC decreases, as the reference price increases, and as
the speed of charging increases. A correlation between eVMT (electric vehicle miles
traveled) and charging behavior have been found in the analysis of the 2013 California
Drivers Survey [73], showing that short range PHEV owners are less likely to install
EVSE at home, while high range PHEV and BEV drivers charge more often and
report more charging opportunity even in areas where the short range PHEV drivers
reported not finding any.
Multiple studies have found charging patterns where PEV users do not charge
daily with Kim et al. finding an average inter-charging time of 3.01 days, following
an exponential distribution, [71] and Franke and Krems finding that users in German
urban areas charge about 3 times a week on average, often with substantial battery
life remaining [10]. Azadfar et al. also found in a case study in Australia that users
frequently charged often, keeping their battery SOC relatively high [74].
From most of the literature we see that charging behavior, as travel behavior in
general, is a random process and can not be deterministically defined for a charging
demand model. It is also possible that charging behavior may change over time as
EVs are increasingly owned by non-early adopters.
Brady and O’Mahony build upon this concept of charging behavior as a random
process by creating a stochastic simulation methodology to generate charging profiles
for a population of electric vehicles using Bayesian inference [75]. They work off of
GPS travel data collected during a PEV demonstration trial and utilize a probabilis-
tic charging model at each trip destination to translate travel patterns into power
demand. In their methodology, they simulate values for all variables over two day
periods, departure time from home on each day, number of journeys on each day,
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total distance traveled each day, initial SOC, parking duration between each journey,
charging availability (conditioned only on the journey number), and whether they
charge after each journey, conditioned on the battery SOC, parking time, and jour-
ney number. All of these simulated values are drawn using Bayesian inference from
empirical distributions from their GPS data and thus the final profiles vary from the
actual profiles given in the data.
The model presented in this thesis also incorporates randomness in the charging
behavior. The travel patterns from the NHTS are assumed to remain constant, but
the EVSE availability and charging decision will be probabilistically resolved based
off of known parameters of each vehicle’s travel for that day. The literature shows
that state-of-charge (SOC) is a very important factor in the decision to charge or not,
but is also perceived differently by different individuals. By using vehicle-based travel
data we will know both the SOC and all energy needed for upcoming travel demand
and both will inform our charging decision logic.
2.5 Literature Summary
Understanding the impact of PEVs on regional power grids and greenhouse gas emis-
sions is complex, involving infrastructure, human decisions, and the weather which
affects renewable generation. Understandably, while modeling efforts have been at-
tempted in many regions across the globe, they have often required simplifying as-
sumptions. This work contributes in two ways, by focusing on the region of New
England and New York and more importantly, by advancing an approach that incor-
porates stochastic representations of human behavior and decision making.
While many electric vehicle charging modeling efforts have been made, not many
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have attempted to incorporate hourly charging demand from real-world travel be-
havior with stochastic charging decisions, modeled vehicle charging infrastructure
likelihoods, and electric vehicle substitution models all in the same model. Addition-
ally, a regional model for investigating the impact of EVs on New England and New





The data used in this thesis comes from multiple sources. Section 3.1 introduces and
describes the National Household Travel Survey (NHTS) data utilized in the PEV
charging demand sub-model and section 3.2 describes the multiple datasets used in
setting up the regional dispatch model.
3.1 National Household Travel Survey
The 2016-2017 National Household Travel Survey (NHTS) datasets are the main input
for the plug-in electric vehicle (PEV) charging demand sub-model [24]. These datasets
are utilized for national daily passenger vehicle travel behavior and were sponsored
by the Federal Highway Administration (FHWA) and conducted by Westat [76]. The
sampling period lasted throughout an entire year from April 2016 to April 2017, which
was the eighth iteration of the survey in the series conducted since 1969 [76]. This
NHTS data are utilized here both in the vehicle-travel sampling or PEV compatibility
scoring process described in section 4.2 and in the charging behavior logic described
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in section 4.3.
The NHTS data are collected from a stratified random sample of U. S. households,
which used Address-Based Sampling with mail-back as the primary recruitment sur-
vey response mode. The survey had phone or web as secondary response options,
while the person level retrieval survey phase offered both phone and web response
options. Missing from the data sample are people who reside in dormitories, prisons,
rest homes, or other housing where 10 or more unrelated persons reside [76]. All
commercial travel is also missing from the NHTS dataset.
All members of a surveyed household record all of their travel for the same, single
assigned travel day. The day-of-week and month of this travel day are provided in
the data. There were a total of 19,137 households sampled in our 7-state study region
and 34,479 household-vehicles were documented across these households.
The NHTS dataset is comprised of four relational databases; a household table
documenting the household level attributes such as the number of vehicles owned by
the household or the household income, a person table documenting each household
member and attributes such as age, gender, or education, a vehicle table which docu-
ments every vehicle owned by a household and the person who is the primary driver of
it, and a trip table documenting every trip that each person in the household takes on
the travel day including the mode and vehicle used. There are unique identifiers for
each household, as well as person and vehicle IDs that allow for the data attributes
to be mapped between the different tables.
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3.1.1 NHTS Data Processing Procedure
Only the vehicle table, trip table, and person table are utilized here. The person table
is only used to map over three variables, gender, age, and educational attainment, to
get these attributes for each vehicle’s main driver. The first step done to each dataset
is that all records whose household state is in the study region are kept and all other
households are filtered out.
The vehicle table is given three new variables in the initial data processing, the
unique identifier of the household id and person id, a variable for whether the vehicle’s
travel was surveyed on a weekend or weekday, and the season that the travel day
fell into. The seasons are aggregated by the travel month where Winter includes
December, January, and February; Spring includes March, April, and May; Summer
includes June, July, August; and Fall includes September, October, and November.
Additionally, the vehicle types are further aggregated where SUV’s, pickup trucks, and
vans are all grouped into a “larger vehicle” category and the NHTS already groups
“automobile”, “car”, and “station wagon” in one category, named “auto” here. A
breakdown of the number of vehicles sampled by season, weekday/weekend, and type
is shown in Table 3.1. The average age of the vehicles in the data is 8.7 years and
Table 3.1: Number of NHTS vehicle profiles per vehicle type, travel day of the week, and
travel season in New York and New England.
Travel season Winter Spring Summer Fall
Vehicle type Travel day-of-week
Auto weekday 3,438 2,508 3,300 3,463
weekend 1,358 1,009 1,348 1,279
Larger Vehicle weekday 3,048 2,183 2,680 2,802
weekend 1,280 848 1,099 1,108
Total 9,124 6,548 8,427 8,652
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the average odometer reading was 72,936 miles.
Since the NHTS dataset only has roughly 34,000 vehicles (0.17% of the total pas-
senger fleet) sampled for our study region, vehicle’s travel patterns from the dataset
will represent the travel behavior of multiple PEVs in the model based on their NHTS
weights. Travel in the NHTS data is person-based, so vehicle-based travel profiles
were constructed for each household-vehicle in the dataset. Each vehicle’s “tripfile”
is comprised of each trip taken by that vehicle on their travel day. These vehicle
tripfiles are constructed first by taking out redundant trip records, where multiple
household members took the same trip in the same vehicle. During this process, the
longest trip is always kept for overlapping trip records.
We were granted additional permission and access to the confidential location file
by the FHWA which was used only to estimate stop location population classifica-
tions. The trip destination location census block group FIPS code is mapped over
to the tripfile from the NHTS location table in order to find the population density
of each destination location block group, utilized in determining the classification
(urban/suburban/rural) informing the likelihood of EVSE availability at each stop.
Vehicle objects are constructed for each household-vehicle in the NHTS vehicle
table. These objects have an “id” attribute, which is the unique household identifier
plus the vehicle number; the tripfile attribute, a dataframe of all unique trips taken
by that vehicle on the travel day; the vehfile attribute, the row corresponding to that
vehicle from the NHTS vehicle table containing all variables as well as the following
additional derived variables:
• the longest trip length (miles)
• the total traveled miles for the travel day
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• the total number of trips taken on the travel day
• the gender of the main driver
• the age of the main driver
• the education attainment of the main driver of the vehicle
and the final attribute of the Vehicle object is the stopfile. The stopfile can be thought
of as the inverse of the tripfile and contains rows each corresponding to a duration
of time on the travel day when the vehicle was not traveling. When the stopfile is
constructed, the probability of charging infrastructure (EVSE) is calculated for each
stop under each EVSE scenario. The method for calculating these probabilities will
be discussed further in section 4.1.
Table 3.2 gives the summary statistics for the trips and stops before and after trips
in the NHTS dataset. The stops are inclusive only of those from vehicles that made at
Table 3.2: Summary statistics of household vehicle-based trips in the NHTS for vehicles that
made at least one trip
N total average std max (units)
vehicle trips 84,192 781,392 9.28 25.05 1,553 (miles)1,657,356 20 27 990 (minutes)
vehicle stops 105,395 28,826,561 274 265 1430 (minutes)480,442 4.6 4.4 23.8 (hours)
least one trip, but more stops are observed because each travel day begins with a stop,
since the pre-travel period is included as the first stop of the day. The total mileage of
all trips taken by vehicles in the dataset is 781,392 miles and 172 billion VMT when
expanded to the region population estimate using the NHTS trip weights. Table 3.3
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Table 3.3: Trip purpose counts (destination-based), from the filtered NHTS trip data con-
taining only unique trips by household vehicles.










shows the count and fraction of vehicle-trips for each trip purpose. These purposes
are aggregated by the type of location they end at, e.g. home, work, shopping, and
other. These trip purposes will be utilized for calculating the probability of charging
infrastructure being available at a given stop for the “probabilistic” EVSE scenario,
and for knowing if a stop is at home or work for the “home-only” and “home-work”
EVSE scenarios.
3.2 Regional Electricity Capacity, Demand, and
Renewable Targets
The baseline demand data used for the Regional Dispatch Model was downloaded from
the ISO-New England and New York ISO websites for the full year of 2016 [77, 78].
The New York ISO demand data were downloaded by zone, averaged over each hour
and that summed across all zones to get the hourly statewide demand. Figure 3.1
shows demand curves for 4 different days (two from the summer and two from the
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fall) for New York and New England separately. In the model, an 8% growth rate is
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Figure 3.1: 24-hr system load for New England and New York for baseline electricity demand
(without growth rate) for 1 fall weekday and weekend day (top) and 1 summer weekday and
weekend day (bottom). New York ISO data from Custom Reports [77]; ISO New England
data from the Energy, Load, and Demand Reports [78]
To give a sense of the annual trends of the baseline demand for the entire study
region, Figure 3.2 shows the average hourly demand for each week of the year. The
25th and 75th percentiles are shaded in the dark gray color and the minimum and
maximum values for each week are shaded in light gray. Each season is also shaded
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in a different color in the background of the plot.
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Average Hourly Baseline Demand per Week
Figure 3.2: Annual hourly baseline electricity demand, averaged over each week.
The data for the generators in the region came from the EPA Emissions & Gener-
ation Resource Integrated Database (eGRID) [23]. From the eGRID 2016 plant level
data for generating facilities the nameplate capacity (MW), as well as the heat rate,
emissions rates, and fuel type were retrieved for each thermal plant in the region.
Any plants missing emissions rates were assigned the average of all other plants of
the same fuel type. The hydro, wind, and solar generating facilities were aggregated
at the state level, while all other plants are represented individually. The final dataset
excluded any plant that met any of the following conditions:
1. missing either primary fuel type or nameplate capacity;
2. a combustion plant with capacity below 25 MW (not covered by RGGI);
3. a combustion plant missing heat rate or emissions rate where no other of that
fuel type had this data (applied only to a single tire-derived fuel plant a single
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subbituminous coal plant with a combined capacity of 810 MW).
Table 3.4 shows the number of generators, the total nameplate capacity (MW) and
the percent capacity and generation by fuel type for both the base generation portfolio
from 2016 and the 2030 portfolio with additional renewables. This breakdown by fuel
category is also shown in Figure 3.3. No electricity imports were taken into account
in the model, thus the region was treated as an island.
Table 3.4: Breakdown of electricity generators in region by aggregated fuel category for 2016
and 2030 (RPS) portfolios. 2016 data from [23]; 2030 RPS renewable additions estimated
from [22].
2016 Portfilio 2030 Portfilio (RPS)
NG Total MW % Cap % Gen Total MW % Cap
gas 121 43,903 47 44 43,903 28
solar 6 903 1 0 43,900 28
wind 7 4,646 5 3 26,300 17
oil 38 16,379 18 3 16,379 10
nuclear 8 9,783 11 31 9,783 6
hydro 7 9,510 10 13 9,510 6
coal 11 5,834 6 2 5,834 4
biomass 36 2,093 2 4 2,093 1
total 234 93,053 100 100 157,704 100
The 2030 Portfolio represents the current generating portfolio with additional
wind and solar capacity to meet the state-level Renewable Portfolio Standard (RPS)





where CS is the additional capacity for state S, which was rounded to the nearest
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Figure 3.3: Breakdown of 2016 electricity generation by fuel type and capacity by fuel type
for all of New England and New York 2016 & projected 2030 combined resources. 2016 data
from eGRID [23]; 2030 RPS renewable additions estimated from NCSL reported targets [22].
the total power generation in state S for the year 2016, gathered from the EIA state
electricity profiles archive [79], and γS is the average capacity factor for state S for
2013-2016. The renewable capacity factors are the fraction of capacity that is usable
for generation at each hour of the year. These factors were calculated for each state
for solar and wind by Austin Thomas using the data and methodology described in
James et al. [80].
The solar and wind capacities are both calculated as above, with the γS for either
source and the 0.5 constant in the calculation so that half of the state RPS targets are
met by wind and half by solar additions. The final additional solar and wind capacities
were also checked against for the maximum PV and onshore wind capacities for each
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state as estimated by Lopez et al. [81] and 7,000 MW of wind was moved from
Connecticut and Massachusetts to Maine because both were over these maximum
values. The descriptive statistics of the wind and solar capacity factors used are
shown in Table 3.5.
Table 3.5: Descriptive statistics of capacity factors by state
CT MA ME NH NY RI VT
Solar
mean 0.16 0.16 0.14 0.16 0.15 0.16 0.15
std 0.24 0.23 0.22 0.23 0.22 0.24 0.22
50% 0.00 0.00 0.00 0.00 0.00 0.00 0.00
max 0.88 0.87 0.85 0.87 0.86 0.88 0.86
Wind
mean 0.22 0.22 0.22 0.25 0.30 0.20 0.18
std 0.25 0.21 0.22 0.28 0.26 0.22 0.20
50% 0.13 0.15 0.15 0.14 0.22 0.12 0.11
max 0.97 0.94 0.96 0.97 0.96 0.97 0.94
The final data for the Regional Dispatch Model are the fuel prices, which were
taken from the Annual Energy Outlook 2019 report from the U.S. Energy Information
Administration (EIA) [82] and the emissions allowances. The state-by-state CO2
emissions allowances were retrieved from RGGI [83] and estimated as a 30% reduction
for 2030 [84]. The New York NOx cap was set as the 2016 actual emissions, retrieved
from eGRID [23]. The average marginal costs across plants of the same fuel type, as
well as the average GHG emission rates are reported in Table B.1 in Appendix B.
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Chapter 4
PEV Charging Demand Sub-model
The Plug-in Electric Vehicle (PEV) charging demand sub-model is an agent-based
model that estimates 4 weeks, one for each season, of travel and charging behavior for
all additional PEV’s in the region under a specified PEV penetration rate and four
different EVSE scenarios. The goal of this model is to derive realistic hour-by-hour
electricity demand from all additional BEV and PHEV charging in the region, based
on the travel behavior of vehicles observed in the NHTS. Some of the main model
assumptions follow as,
1. travel behavior will not change due to the change in vehicle fuel type (gasoline
to electricity);
2. current vehicle travel patterns, as represented in the NHTS data, will be ac-
curate representations of future travel patterns by similar vehicles and vehicle
owners;
3. household vehicle choice (by type such as automobile, pickup truck, etc) will
not change.
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Figure 4.1 shows a flow chart diagram of the sub-model inputs, processes, and outputs.
The inputs of the model, data and parameters, are colored dark blue and the two
outlined in red are the parameters which are iterated for scenario analysis. The
outputs of the sub-model are colored yellow and include the estimated reduction in
vehicle-miles-traveled (VMT) by the ICEVs converted to PEVs, which then is used to
calculate an estimate of avoided CO2 emissions, and the hourly annual demand from
the baseline and additional PEV demand.
The three parts of the sub-model diagram colored in green in Figure 4.1 are the
stochastic processes in the model and are the main contributions of this thesis. The
first stochastic process consists of the PEV compatibility score assignment and vehicle
profile sampling process, described in section 4.2. The other two processes include
randomly deciding if a stop has charging infrastructure and randomly deciding if
a driver chooses to charge at a given stop, both with probabilities and processes
discussed in sections 4.1 and 4.3 respectively.
The next section 4.1 presents the model set-up parameters, including the electric
vehicle supply equipment (EVSE) probability parameters, and the scenarios run. The
four weeks of travel for each PEV are sampled from the NHTS data based on the
travel season, the NHTS expansion weights, and the compatibility of that vehicle-
travel with the modeled PEV type. The method for this sampling process and PEV
compatibility score assignment is described in the following section, section 4.2. The
main logic for constructing the charging demand from the travel patterns is presented
in the final section 4.3 and the results from the charging demand sub-model will be
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Figure 4.1: The PEV charging demand sub-model
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4.1 Sub-model Scenarios & Setup Parameters
All PEV charging demand sub-model parameters are listed in Table 4.1. The fourth
column of Table 4.1 gives the parameter values used in the model runs for this thesis
and the last column gives the justifications for these values, some of which come from
the literature and some of which from initial assumptions. Table 4.1 is grouped into
four sections, the first three of which will be discussed in the following subsections.
Table 4.1 section A contains the parameters that are combined and iterated through
for the scenario analysis. The general model set-up parameters, including the pas-
senger fleet size, the PEV types modeled, etc are presented in Table 4.1 section B.
The last two sections are grouping parameters that affect the EVSE probability at a
given stop in the probabilistic EVSE scenario (section C) and those that affect the
PEV compatibility scores (section D). This last group of parameters of the table, in
section D will be further discussed in the next section of the chapter, section 4.2.
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Table 4.1: PEV Charging Demand Sub-Model Parameters













• low penetration, 5% is realistic with current sales
• high penetration is based off of MA target for












home p = 1,else p = 0
home|work p = 1,else p = 0
all p = 1
0 < p < 1
• common assumption is charging only at home
• look at only home and work charging
• look at perfect scenario of charging everywhere
• most realistic scenario for EVSE availability
* the rest of the parameters for the probabilistic scenario
are in the third section of this table
B: General Model Set-up Parameters
Fleet size int Number of passenger
light-duty vehicles in
our study region in 2030
20,236,000 • current fleet at around 19 million from expanded
NHTS data, with applied average fleet growth rate





Fraction of PEV pene-
tration that will be rep-
resented by each PEV
type
* LR stands for low-range
and HR high-range
LR BEV auto: 0.28
HR BEV auto: 0.26
HR BEV suv/truck: 0.14
PHEV auto: 0.27
PHEV suv/truck: 0.05
• truck/suv vs car based off of current model offer-
ings
• BEV vs PHEV fraction based off of current mod-
els and vehicle sales trends [86]
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PEV types to model and
their attributes (range)
LR BEV auto: 110
HR BEV auto: 310
HR BEV suv/truck: 290
PHEV auto: 30
PHEV suv/truck: 20
• 75th percentile of all contemporary (2015-present)







PEV types to model and
their attributes (drive
efficiency)
LR BEV auto: 30
HR BEV auto: 30
HR BEV suv/truck: 35
PHEV auto: 35
PHEV suv/truck: 50
• 75th percentile of all contemporary (2015-present)
models of each PEV type [86]
Seasonality bool Whether or not to sam-
ple 4 weeks, one for each
season for each PEV or
just 1 week
true • Significant difference found in daily VMT for
weekday & weekend automobiles across seasons














• *note that these probabilities are under the as-
sumption that the trips are being taken by PEVs
(so 75% of PEV drivers workplaces have charging







Threshold for if block
group is considered rural





• Census Bureau definition of urban is population
density of 1000 ppl / sq.mi. or more and Depart-
ment of Defense established this breakdown for ZIP
codes [87].
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float Multiplier for EVSE
probabilities based in if




• Significant difference found in current EVSE sta-




float Proportion of charging
available that will be of
each level (Level 1, Level
2, or DC fast)
Lev2: 0.8 (all stops)
DC: 0.2 (away-from-home)
Lev1: 0.2 (home)
• for 2018 68% of new chargers were Lev2 and 31%
were DC but for total in region 84% are Lev2 and
13% are DC [65]














• Classifications were measured as having different
distributions of EVSE density and EVSE presence





float Multiplier for CS if main
driver is female
1 • multiple studies had values of negative impact for
females, but there was no significant difference in






multiplier for PEV type
compatibilities based on
the main vehicle driver’s
age
1-0.0042*(age-16) • value of 0.0042 is from Carley et al 2013 impact




float Fraction of HH income
to compare to PEV av-
erage price
if avgprice > income*0.25
then mult=1-1000/diff,
else mult=1
• weak effect across literature for income, so
thought is just to compare avg price to 25% of in-
come
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int PEV average price to
compare to HH income
LR BEV auto: $25,000
HR BEV auto: $50,000
HR BEV suv/truck: $50,000
PHEV auto: $25,000
PHEV suv/truck: $50,000
Rough initial values from [88]
Education
CSm
floats Multiplier for CS for low
and mid education levels
Low: 0.83
Med: 0.954
• current values taken from Carley et al marginal





floats Multipliers for CS going








floats Multipliers for CS going
from one fuel type to
BEV or PHEV
gas to LR BEV: 0.9
gas to HR BEV: 0.9
gas to PHEV: 0.9
diesel to LR BEV: 0.9
diesel to HR BEV: 0.9
diesel to PHEV: 0.9
• significant difference in daily VMT found between
gas and diesel vehicles, diesel drive more on aver-
age, but for now all gas and diesel will be selected




float Multiplier for CS if
household (HH) only
has 1 vehicle
0.8 • Axsen, Goldberg, Bailey 2016 found significant
difference between HH with 2 or more veh, but did




float Multiplier for if NHTS
vehicle’s longest trip is
greater than PEV type
range
0 • Vehicle travel infeasible if longest trip is above
range
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float Multiplier for if NHTS
vehicle’s total daily trip
mileage is greater than
PEV type range
0.5 • Vehicle travel profile unlikely if vehicle has to










go below 0 if all charg-
ing opportunities are
taken
0 • Vehicle travel profile infeasible if max charge SOC










go below 10% of battery
capacity if all charging
opportunities are taken
0.7 • Range anxiety factor. Multiplier if different de-
pending on PEV type and EVSE scenario.
CSm: “compatibility score multiplier”
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4.1.1 Model Scenarios (Section A of Table 4.1)
In order to determine a reasonable high value for the PEV penetration rates in section
A of Table 4.1, the state initiatives on PEV policy for our study year 2030 are utilized
as a benchmark. Since Massachusetts has a goal of getting to a 17% electrified
passenger vehicle fleet by 2030, our more optimistic scenario for PEV penetration
for the region is set at 15%, while the pessimistic rate is 5% [18]. For the charging
infrastructure (EVSE) scenarios, the change in demand and timing of demand are
investigated for the case when away-from-home charging is available by first having
a “home” scenario where EVSE is only available at home locations. The other EVSE
scenarios are “work”, where EVSE is available at all home and work stops, “universal”,
where EVSE is available at all stops, and “probabilistic”, where the probabilities of
EVSE being available at each stop are calculated based on the stop population density
(urban/suburban/rural) and stop location type (work/home/shopping/etc.).
4.1.2 General Model Set-up Parameters (Section B of Table 4.1)
Fleet size
The general parameters for the model set-up, presented in Table 4.1 section B, are the
passenger vehicle fleet size, the fraction of the PEV penetration that will be modeled
as each PEV type, the attributes of these PEV types, whether or not seasonality will
be taken into account when sampling travel profiles, and the proportion of charging
that will be of each charger level. The method for arriving at an estimate of the 2030
passenger fleet size for the region involves using the expanded NHTS vehicle data
and the FHWA registration counts to apply a growth factor to the current passenger
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fleet.
Table 4.2 shows the number of vehicle registrations for private and commercial
automobiles and trucks in our 7 study region states over the past six years as well
as the growth rate between years and the average growth rates. Table 4.3 shows
the weighted counts and fractions of the NHTS vehicles tabulated by the aggregated
vehicle type and fuel type.
Table 4.2: FHWA Motor Vehicle Registration Counts for 2012-2017 and the percent change
from the previous year for all private and commercial vehicles in the study region; data
from [85].







2012 20,942,860 10,537,009 10,405,851
2013 21,466,549 2.5 10,869,782 3.2 10,596,767 1.8
2014 21,741,970 1.3 10,664,127 (1.9) 11,077,844 4.5
2015 21,395,251 (1.6) 10,193,693 (4.4) 11,201,558 1.1
2016 21,823,757 2.0 10,086,599 (1.1) 11,737,158 4.8
2017 21,565,003 (1.2) 9,564,335 (5.2) 12,000,668 2.2
mean 21,489,232 0.6 10,319,257 (1.9) 11,169,974 2.9
All vehicles classified as Pickup Truck, SUV, or Van are aggregated into the
“Larger Vehicle” classification in Table 4.3, while Motorcycles, Other Trucks, and
RVs are put into the “Other” category. In the final column the average growth rates
from Table 4.2 for the autos and trucks are applied to the weighted counts to arrive
at the estimated fleet size for 2030. The final fleet size was set at 20,236,000 vehicles.
PEV types and fractions
In order to determine what PEVs to model, the current model offerings of all PEVs
from 2015-present were analyzed. The plug-in vehicle data came from the U.S.
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Table 4.3: NHTS household weighted vehicle counts and fractions per aggregated vehicle










Weighted Auto 10.5 90.8 9,987.9 385.6 10,476.9 7,923.1
Counts Other 35.1 26.6 685.7 3 750.7 750.7
(1000’s) Truck 234.4 8,119.6 39.6 8,393.8 11,562.6
All 45.6 351.8 18,793.2 428.2 19,621.4 20,236.5
Fraction Auto 0.001 0.005 0.509 0.02 0.534 0.392
of Other 0.002 0.001 0.035 0 0.038 0.037
Total Truck 0 0.012 0.414 0.002 0.428 0.571
All 0.002 0.018 0.958 0.022 1 1
Department of Energy (DOE) FuelEconomy.gov Web Services Vehicle Data vehi-
cle database [86]. The most important attributes of the PEVs for the model are the
range and the drive efficiency, which impacts how much electricity consumption is
needed to achieve the full range of travel. Each current PEV model’s range versus
drive efficiency is plotted in Figure 4.2, with the BEVs and PHEVs on separate axes.
The horizontal and vertical solid lines are drawn at the 75th percentile for each group.
As expected, the cars have lower (better) drive efficiency across both the BEV
and PHEV models, while the electric range of the larger vehicles on average is higher
for the BEV models and lower for the PHEV models. This makes sense because there
are fewer large vehicle PEV models in general and those that are BEVs are generally
more luxury, high-range models, while the larger PHEVs can run off of gas if needed
and thus do not require large batteries. The larger vehicle models also in general
have tighter spreads for both range and drive efficiency values for both PEV types.
Because of this and because there appears to be a natural break in the range values
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Figure 4.2: Current PEV model offerings (2015-present) electric range value versus drive
efficiencies, by vehicle type; data from [86].
of the BEV cars, the final PEV types included one larger BEV, one larger PHEV, one
small PHEV, and two small BEVs, one with a low-range and one with a high-range.
Once these five PEV types were decided, the current models were grouped ac-
cordingly. The distributions of electric range and drive efficiency for each of the five
groups are shown in Figure 4.3. Since the PEV types of 2030 are being modeled
and there is currently an increase in the trends and developments of more efficient
and higher-range PEVs entering the market, more optimistic 75th percentile values
were taken, which are plotted in Figure 4.3 with the dotted bars. These values were
rounded to arrive at the final PEV parameters shown in Table 4.1 section B.
In order to determine the fraction of the total PEV penetration modeled as each












































Distributions of Electric Range











































Distributions of Drive Efficiency
AcrossModels by PEV type
Figure 4.3: Distributions of current PEV model offerings (2015-present) electric range val-
ues and drive efficiencies, by PEV type; data from [86].
type and the recent sales trends of BEVs versus PHEVs were observed. The PEV
sales by model data came from the U.S. DOE Alternative Fuels Data Center and
only had numbers for 46 models, not including 2018 sales which were higher than the
previous year by 81%, over 50% of which were Tesla BEVs [13]. Figure 4.4 shows the
annual aggregated sales of the 46 PEV models from the DOE data, grouped by PEV
type, from 2011 to 2017.
Table 4.4 gives the fraction of the models in the fuel economy vehicle data of
each PEV type, as well as the fraction of 2017 sales, and the final fractions put into
the model. The final model fractions were determined based on the current model
breakdown and the assumption that BEVs will grow in popularity, especially of higher
ranges, which has been shown in 2017 and 2018 sales trends.
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Figure 4.4: Plug-in electric vehicle (PEV) sales by PEV type from 2011-2017. Data from
U.S. DOE Alternative Fuels Data Center [14].
Table 4.4: Fraction of PEV models, of PEV 2017 sales, and modeled of each PEV type.
PEV type Fraction of Fraction of Fraction of Fraction inAll 2015-present 2017 Sales Model
PHEV Car 0.34 0.37 0.40 0.27
BEV Low-range Car 0.28 0.23 0.16 0.28
BEV High-range Car 0.18 0.21 0.26 0.26
BEV Larger Vehicle 0.14 0.09 0.11 0.14
PHEV Larger Vehicle 0.07 0.10 0.07 0.05
Seasonality
Seasonality has a large impact on the power grid. Both demand and supply, as well
as the emissions associated, shift with the seasons and climate and increasingly so
as renewables make up larger percentages of the supply mix. In order to determine
whether the season of travel was significant enough to effect charging demand the
daily travel of the NHTS vehicles that traveled in each season was analyzed by com-
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paring the distributions of VMT, since overall charging demand is a function of total
travel. Figure 4.5 shows the distributions across seasons of daily VMT for all vehicles
classified as automobiles in the NHTS, for weekdays and weekend days separately.
Figure 4.5: Comparing distributions of daily VMT for all auto travel in the NHTS data
across seasons.
Since our VMT distributions are non-parametric, a Kruskal-Wallis test of equal
distributions was done to show that there is a statistically significant difference in the
vehicle-miles traveled on both weekends and weekdays across seasons. Because this
seasonal difference was measured in the travel data, weekly charging profiles were
created for each season rather than having one week to be replicated to build the
entire year of demand. This process will be discussed further in the next section.
4.1.3 EVSE Probability Scenario Parameters (Section C of Table 4.1)
The EVSE probability scenario parameters, given in the section C of Table 4.1, are
utilized only in the “probabilistic” EVSE scenario to determine the probability, p,
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of there being charging infrastructure at a given stop. No methods for determining
probabilities of EVSE presence at each stop were found in the literature, so the EVSE
probabilities were based on the trip destination purpose and the population density
category of the stop location. Another limitation was found for our dataset in that
while the NHTS travel data contains spatial resolution up to the census block group
level, it is not representative at this level. Because of the non-representativeness at
the fine spatial level, the trip-based frequencies could not reliably by used to correlate
location types from trip-purposes to current public charging infrastructure density or
placement.
Trip purpose EVSE probabilities
The probabilities for the stop location type, informed by the NHTS trip purpose
variable, were set at the values in Table 4.1. The highest probability was for home
stops, at 0.95, while the lowest was for social or school/medical/other stops at 0.30.
It is important to note that these probabilities are under the assumption that the
driver of the vehicle owns a PEV, meaning that the 0.75 work stop probability means
that 75% of all PEV owners in the model (that work) have workplace charging. The
probabilities for these model runs were fairly optimistic and should be later tested
through a sensitivity analysis to measure their affect on the model results.
Rural and Suburban EVSE probabilities
The current placements of EVSE in the region were investigated using the NREL
Alternative Fuel Stations API [65] to get a sense of the current state of the infras-
tructure. While looking at the current public EVSE placement, it was found that
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public EVSE density varies with block group population density. Figure 4.6 shows
the distributions of station density across urban, suburban, and rural census block
groups.
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Figure 4.6: Comparing EVSE station density distributions across block group population
density categories. (“rural” = < 1000 persons/sq.mi, “suburban” = 1000 − 2999 person-
s/sq.mi, “urban” = ≥ 3000 persons/sq.mi.)
The population density thresholds for each category informed by the U.S. Census
Bureau definitions of rural and suburban. The rural locations were set to be half
as likely to have charging infrastructure, while the suburban locations were 10% less
likely, compared to the urban stops.
EVSE levels
Additionally, the level of charging varied between stops in the model. One option
would be to make all charging events at an average Level 2 charge rate, but the
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impact of including Level 1 and DC fast charging seems significant enough to warrant
inclusion. In order to determine the fraction of public charging that should be of
each level the NREL alternative fuel stations API data was again analyzed. Figure
4.7 shows the cumulative count of chargers by level and by the date that the station
opened. Note that the y-axis is log-transformed and thus any linear looking growth
rate is actually exponential.
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Figure 4.7: Number of public EV chargers by level and by date of station opening (left)
and the number of DC fast chargers by charger network (right). Data from the NREL
Alternative Fuel Stations API [65].
Given the state initiatives presented in Chapter 1 and the investment in public
charging infrastructure, it was assumed that the current state of infrastructure will
likely change significantly between now and 2030. Because of this, the year-to-year
trends in level of charger installments were also observed for the study region. Table
4.5 shows the number of Level 2 and DC fast chargers added each year, based on the
date of station opening.
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Table 4.5: Count and Percentage of Level 2 and DC Fast Chargers by Year of Station
Opening. Data from NREL Alternative Fuel Stations API: developer.nrel.gov/docs/
transportation/alt-fuel-stations-v1/
year Level 2 (count) Level 2 % DC fast (count) DC fast %
2011 215 90.34% 16 6.72%
2012 215 79.34% 18 6.64%
2013 93 78.81% 10 8.47%
2014 249 82.45% 29 9.6%
2015 285 64.92% 117 26.65%
2016 701 89.99% 75 9.63%
2017 384 87.87% 49 11.21%
2018 708 70.94% 278 27.86%
This shows the change in the trend of infrastructure additions rather than just the
growth rate of each charger type. In 2018 both the number and percentage of DC fast
chargers grew significantly. Because of this, a higher percentage of the public chargers
were modeled as DC fast than the total current fraction found in the dataset, 20%
rather than 13%. The remaining 80% of public charging infrastructure was modeled
as Level 2. For the home charging rates, 80% of chargers were modeled as Level 2
and the remaining 20% as Level 1.
The charging rates were set at 1.8 kW for Level 1, 7.2 kW for Level 2, and 50 kW for
DC fast and no charger losses were modeled here. All of these EVSE parameters were
set for these initial model runs and will provide opportunity for further investigation
in future modeling efforts and for sensitivity analysis of their effect on the model
outcomes.
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4.2 Sampling Real-world Vehicle Travel Using
Electric Vehicle Compatibility Scores
A main limitation of the NHTS dataset is in that there is only a single day of travel for
each vehicle. Therefore, each PEV’s full charging profile in the model is constructed
by sampling 28 NHTS vehicle profiles, 7 for each day of the week and 1 week for each
of the 4 seasons. The profiles are sampled based on the NHTS household weights as
well as our calculated compatibility scores that represent how likely that vehicle will
be substituted by each particular PEV type in the future.
For each vehicle for our study region in the 2017 NHTS dataset the PEV compati-
bility score is calculated to find the compatibility between the travel profile, including
household, driver, and vehicle characteristics, and each of the BEV and PHEV types
represented in the model. These scores are calculated from household and sociode-
mographic characteristics of the vehicle owner as well as vehicle characteristics and
travel patterns. Figure 4.8 shows a diagram of the data inputs for this as well as a
list of factors used in the calculation.
From the literature discussed in Section 2.2, multiple sources found that certain
sociodemographic characteristics were correlated with likelihood of purchasing a BEV
or PHEV, all presented in Table 2.1. Table 2.1 in the Literature Review, Chapter 2
presents all variables found to impact PEV purchase or vehicle substitution, giving
the direction of impact as well as the significance level from each source reviewed.
Not all of these variables were available in our dataset, so the final variables used
as compatibility score multipliers are presented in Table 4.6. The main driver of
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Vehicle fuel type (NHTS vehicle)
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Longest trip length (mileage) (NHTS trip)
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Figure 4.8: PEV Compatibility Score Assignment
variables were utilized for our PEV compatibility score multipliers.
Each of the categorical variables considered for these compatibility scores was
initially investigated as to whether or not the distributions of 1-day VMT differed
across them. This served as a check on whether the variable would have much effect
on the model outcomes, since if male drivers on average drive more miles than female
drivers and are more often used to represent the PEV travel in the model, then
the total travel and thus electricity demand will be higher. These distributions, the
average VMT, and the t-test results are shown in Figures 4.9-4.14.
It was found that there was no significant difference for the VMT distributions
across driver genders for weekday or weekend auto travel, which led us to set the
compatibility score multiplier for female drivers to 1.0 even though differences in
gender were found in the EV adoption literature. All of the compatibility score
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Table 4.6: Variables used in PEV Compatibility Scores
Variable Source Direction / Description
Driver age NHTS person file (−)
Income fraction NHTS household file (+)
Driver education at-
tainment level
NHTS person file (+)
Vehicle type NHTS vehicle file no switching
Fuel type NHTS vehicle file (−) if gas or diesel
Household vehicle
count





infeasible if greater than BEV range
Vehicle’s total daily




(−) if greater than BEV range
Max SOC < 0 Derived from NHTS
trip data & depen-
dent on EVSE sce-
nario
infeasible if NHTS vehicle’s daily
trip mileage makes the state-of-
charge (SOC) go below 0 if all
charging opportunities are taken
Max SOC < 0.1 Derived from NHTS
trip data & depen-
dent on EVSE sce-
nario
(−) if NHTS vehicle’s daily trip
mileage makes the SOC go below
10% of battery capacity if all charg-
ing opportunities are taken
multipliers should be tested in the future in a sensitivity analysis for their effect on
the model results since not all differences in travel patterns are captured by simply
the total miles traveled throughout the day, timing of travel could also have an effect.
Since we are fundamentally assuming that the model will be for a technology adoption
stage past that of just early adopters, the effect of the sociodemographic variables
will not be large in the substitution logic, but will represent the likely next set of
adopters.
The base compatibility score is 1, meaning that if all multipliers are 1 the vehicle’s
sample weight will equal the NHTS weight. The factors that make compatibility
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Figure 4.9: Complementary cumulative distribution (CCDF) functions of vehicle-miles-
traveled (VMT), comparing VMT of the NHTS travel day for automobiles by their main
driver’s gender.
Figure 4.10: Complementary cumulative distribution (CCDF) functions of vehicle-miles-
traveled (VMT), comparing VMT of the NHTS travel day for automobiles by their main
driver’s educational attainment level (low: high school, GED, or lower; mid: some college;
high: bachelor’s, graduate, or professional degree)
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Figure 4.11: Complementary cumulative distribution (CCDF) functions of vehicle-miles-
traveled (VMT), comparing VMT of the NHTS travel day for gas vs diesel automobiles
Figure 4.12: Complementary cumulative distribution (CCDF) functions of vehicle-miles-
traveled (VMT), comparing VMT of the NHTS travel day for automobiles vs larger vehicles
(pickup trucks, vans, SUVs)
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Figure 4.13: Complementary cumulative distribution (CCDF) functions of vehicle-miles-
traveled (VMT), comparing VMT of the NHTS travel day for automobiles from single-vehicle
households vs multi-vehicle households
Figure 4.14: Complementary cumulative distribution (CCDF) functions of vehicle-miles-
traveled (VMT), comparing VMT of the NHTS travel day for automobiles from urban house-
holds vs rural household locations
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infeasible, such as the longest trip being out of range of the BEV type, result in a
compatibility score of 0. The compatibility scores of a vehicle profile for a given PEV
type, such as a battery-electric larger vehicle (PCS,BEV_LV) is calculated as follows in
Equation 4.1.
PCS,BEV_LV = 1 ∗ P (BEV_LV|body type) ∗ P (BEV_LV|fuel type) ∗ P (BEV_LV|age) ∗ ... (4.1)
The values or equations used for calculating each of these multipliers are given in
Table 4.1 in the third section of the table, PEV Compatibility Score Multipliers. For
the last two variables in Table 4.6, the “max SOC < 0” and “max SOC < .10” compat-
ibility score multipliers, the EVSE scenario affects the compatibility scores. For both
of these, the vehicle’s stop profile is analyzed under a given EVSE scenario, where the
state-of-charge (SOC) is recorded under the conditions that the PEV charges at every
opportunity throughout the day. This “max SOC” vector then gives the most con-
servative charging situation for that travel profile, PEV type, and EVSE availability.
The vehicle profile is infeasible for that PEV type under that infrastructure scenario
if the “max SOC” goes below zero at any point in the day. The “max SOC < .10”
compatibility score multiplier is a “range anxiety” factor, where if the PEV utilizes
all charging opportunities and the SOC still goes below 10%, the compatibility score
decreases.
The distributions of final PEV Compatibility Scores are shown, per PEV type
and for the universal EVSE scenario in Figure 4.15. These universal EVSE scenario
compatibility scores are the maximum value, since having less charging availability
will only lower the scores due to the last two variables described above. A significant
difference in the distributions between the lower priced PEV types (low-range BEV
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car and PHEV car) and the higher priced PEV types was observed, meaning that the





































Compatibility Score Distributions per PEV Type
Figure 4.15: Distributions of compatibility scores per PEV type, for the universal EVSE
scenario. The wide black lines show the 25th to 75th percentiles of each distribution, the
white dot is at the median, the yellow “x” is at the mean, and the small red dots are
showing outliers of each distribution.
After the compatibility scores are calculated for each vehicle in the dataset, they
are multiplied by the NHTS expansion weights to give the final weights for sampling
profiles for each PEV type. The normalized sample weight distributions are shown
in Figure 4.16, showing the change in the distributions between the original NHTS
household weights and those for each EVSE scenario and PEV type. The top plot
compares distributions across the five different PEV types all for the universal EVSE
scenario, while the bottom plot compares across the four different EVSE scenarios
all for the low-range BEV automobile. Only non-zero weights are plotted and the n
74
values given are the number of vehicle profiles with non-zero sample weights.
Figure 4.16: Comparing the sample weight distributions of NHTS weights versus adjusted
weights for each model run. Upper plot compares distributions across PEV types, holding
the EVSE scenario constant (universal). Lower plot compares distributions across EVSE
scenarios, holding the PEV type constant (Low-range BEV). The n values give size of the
subsets of all vehicles compatible with each model run.
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Figure 4.16 indicates that the PEV type has an effect on the distributions, but
the EVSE scenarios have only a negligible effect on the normalized sample weight
distributions. Some vehicle profiles become infeasible from the “max SOC < 0”
variable when the EVSE scenario changes, seen from the number of vehicles with
non-zero sample weights n decreasing as the EVSE availability decreases.
Finally, to look at how often each vehicle profile in the NHTS was used to represent
a day of travel for a PEV in the model, the distribution of sampling frequencies is
shown in Figure 4.17. To observe how our NHTS travel data was utilized in terms
of repeat usage of the same travel day (or vehicle profile), and thus the diversity of
travel in the model, Figure 4.17 shows the number of vehicle profiles (y-axis) that
were used a certain number of times to model PEV travel days (x-axis) for one 15%
PEV penetration, “universal” EVSE model run on log-log axes.
Figure 4.17: Sampling frequencies of vehicle profiles, by vehicle type.
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The automobiles and larger vehicles are plotted separately because the automo-
biles are only utilized to model PEV auto travel, while the larger vehicle profiles are
utilized to model PEV larger vehicle travel. The n values given are the total number
of vehicle profiles of that type, and the n0 values are the number of profiles that
were not used to model any PEV travel. Because the PEV auto type fractions are
higher than the larger vehicles the automobile profiles are sampled more often and
fewer have a low sampling frequency. Because of these PEV type fractions, the high
counts of infrequently sampled larger vehicles was to be expected. A large part of the
sampling frequencies are driven by the NHTS household expansion weights, so it is
challenging to determine how much the compatibility score assignment is contribut-
ing to the spread of frequencies in Figure 4.17. A further sensitivity analysis of the
compatibility score parameters would help to answer these questions.
4.3 PEV Charging Behavior Logic & Charging
Profile Creation
Once the stop profiles for each NHTS vehicle have been created, the main logic for the
construction of the charging profiles is the choice of a driver to plug in their PEV at
a given stop. From the literature, many researchers assumed vehicles to immediately
begin charging at arrival to a destination, with not much complexity or stochasticity
built in to their models. Also from the literature, charging behavior was observed
to be largely random or erratic [71]. Drivers were willing to pay more or were more
likely to feel the need to charge as their state-of-charge (SOC) decreased [72], but
variation was found where some drivers would charge at higher SOCs while others
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would charge only if the SOC was inadequate for their next trip [67].
Because of the random nature of charging, and the variation among individuals for
choosing when to charge in relation to their SOC, the charging behavior algorithm
was set up to be stochastic in that the final result of the logic is a probability of
charging at the stop. A flow chart of the charging behavior logic is presented in
Figure 4.18. In this logic, certain variables are checked for each stop to determine
whether charging is either necessary, Pcharge = 1, or impossible, Pcharge = 0.
Vehicle Stops Stop Duration(minutes)
time < dwell limit
PEV Does Not
Charge Pcharge = 0.0
Legend
SOC = PEV state of charge at stop
TER = "transportation energy requirement"
dwell limit = minimum time needed at stop   
 to choose to charge                 
   EVSE = "electric vehicle supply           
equipment"          
(i.e. charging infrastructure)
										Pcharge = probability of charging at stop   
                     











Charge Pcharge = 1.0
must charge for rest
of travel this day
SOC  < next day TER
& is last stop of day
Stop Duration
(minutes)
time > 30 min
& (is last stop of day
or no EVSE at home)
Pcharge = 0.9+0.1*(1-SOC)
Figure 4.18: PEV charging behavior logic
The first variables checked are the stop duration and availability of charging infras-
tructure. The stop dwell limit for a charging event was set to 10 minutes, consistent
with a previous study [28]. Thus, it was assumed that a PEV would not charge at any
stop that was less than 10 minutes long. Additionally, if EVSE was not present at the
stop the PEV could not charge. So both of these conditions resulted in Pcharge = 0.
The “max SOC” vector, described in the previous section, is used in the logic to
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determine if a charge event is necessary for future travel. The “max SOC” vector gives
the state-of-charge of the PEV at the end of each stop if all charging opportunity is
utilized. Therefore, if a charging event is removed from this scenario and the SOC
somewhere later in the day goes below 0, then the charging event is considered to be
needed for future travel and Pcharge = 1. This part of the logic is only checked for
BEVs in the model, considering that the PHEVs can always run on gasoline if needed.
Thus, the PHEVs never receive a probability of 1 for Pcharge in the logic.
The other condition that resulted in the BEV charging probability being 1 was
if at the end of the travel day, the remaining state-of-charge of the battery was less
than the total “transportation energy requirement” (TER), or depletion from travel,
of the next travel day. This means that if the PEV would need to charge at some
point in the middle of their next travel day, they would choose to charge overnight
instead.
All stops that do not end up at either of these probabilities are given a probability
of charging dependent on the state-of-charge of the PEV. In the probabilistic scenario
not all home stops are assumed to have EVSE. If this is the case, the probability of
charging at any stop that is greater than 30 minutes and has EVSE is calculated as
Pcharge = 0.9 + 0.1(1− SOC). (4.2)
The probability is also based on this higher value if they do have home charging and
it is the last stop of the day, giving a general preference to overnight home charging.
Otherwise, the probability of charge is calculated as
Pcharge = 0.3 + 0.7(1− SOC). (4.3)
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Figure 4.19 shows a cartoon sketch of how this charging behavior logic for each
stop is carried out over the entire week to create the charging profiles. The state-of-
charge at the start of the week is assumed to be at 100 % of the battery capacity.
The state-of-charge is depleted at the end of each trip, following the function,
SOCs,i = SOCs−1,f − dt/re,PEV (4.4)
where dt is the distance of the trip that ended at stop s in miles and re,PEV is the
electric-range of the PEV type being modeled. This function gives the fractional SOC
of the PEV’s battery. The SOC at the end of the stop if the vehicle were to charge







where ts is the stop duration time in minutes, ls is the level of the charger available at
the stop in kW , and re,PEV×µPEV/100 is the PEV battery capacity with µPEV being
the drive efficiency in kWh/100 miles. The demand associated with this charging
event then must be segmented into hourly demand, based on the fraction of each
hour the PEV was stopped for. This is calculated as Ds,h = ts,h/60× ls where ts,h is
the time within hour h during stop s that the PEV was stopped for.
Figure 4.20 shows an example 1-week charging profile for a low-range BEV, un-
der the probabilistic EVSE scenario. The top plot shows the state-of-charge at the
beginning and end of each stop throughout the week, while the bottom shows the
hourly demand associated with all charging events. The state-of-charge is carried
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Figure 4.19: Sketch of week charging profile creation
over from day-to-day when iterating through each vehicle stop profile, which can be
seen in Figure 4.20 at the end of day 3 when the PEV does not charge overnight and
the SOC of ∼ 0.5 is carried over to day 4.
Additionally, if the charging profile algorithm gets to the end of the week and
the SOCs,f does not equal 1 (or SOC0,i), then the week’s stop profiles are reiterated
through, carrying over that final SOC as SOC0,i = SOCs,f . The same function loops
through the same vehicle profiles as in iteration 1, with the same decision variables
and EVSE levels available for each stop, until the SOC at the end of any day upon
the first iteration matches that of the second iteration. Once this is so, the week
charging profile is a loop and is complete.


























# of veh profiles resampled = 1
# of week reiterations = 2
Level 1 charging at home = 1.8 kW
State-of-Charge (SOC) and Charging Demand















































Figure 4.20: Example summer week low-range BEV car charging profile.
to day 1 (Sunday to Monday) overnight SOC at midnight is not forced to be 1 and
the continuity of the profile instead driven by the charging behavior logic and travel
patterns. The highest frequency of reiteration occurred in the universal-15% model
run where the count of times a week-profile was reiterated over the total number of
week charging profiles created (NPEVs × 4) was 0.36. This does not necessarily mean
that 36 % of the week profiles were reiterated though, since one week charging profile
could have been reiterated multiple times.
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There were also instances when a vehicle travel profile became infeasible in a one-
week charging profile. The feasibility of a profile is determined from the “max SOC”
variable described in section 4.2, where the starting state-of-charge for the day is 1.0
(100% of capacity) and the PEV is charged at every opportunity, giving a maximum
for the day. When the starting SOC is not 1.0, this measure of feasibility is no longer
reliable and the travel could make the PEV’s SOC drop below 0, even given the same
EVSE availability. Since the SOC is carried over from day-to-day, thus not always
starting at 1.0, this would sometime occur and when it did a new vehicle profile was
randomly sampled to replace the infeasible one. The highest frequency of resampling
occurred in the home-15% model run, where only 0.16% of vehicle profiles had to be
resampled.
If this resampling occurred within a reiteration loop, the entire week charging
profile function was aborted and started over with a new full sample of vehicle profiles.
Additionally the entire function would be aborted if the week was reiterated through




PEV Charging Demand Sub-model
Results
The first two research questions, copied below, can be addressed with the output of
the PEV charging demand sub-model.
1. What is the time-specific electricity demand from electric vehicle charging in
New England and New York given future PEV penetration rates and temporal
travel demand?
2. How is the time-specific electricity demand impacted by daytime, away-from-
home electric vehicle charging and levels of charging infrastructure availability?
The overall impact of the modeled PEV charging behavior, in relation to the baseline
demand for the region, as well as the impact hourly and seasonally is of major concern
here.
Table 5.1 shows the total energy consumed from the modeled additional PEVs,
summed annually as well as by season. The total amount of additional energy con-
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sumption from the modeled PEVs for the year is dependent on the EVSE scenario
because of the NHTS vehicle sampling process described in section 4.2. The home
scenario has the least amount of available charging infrastructure and thus more high
mileage vehicle profiles become infeasible for the BEVs, resulting in lower total de-
mand. As more charging infrastructure is available, a more diverse sample of travel
behavior are compatible with all of the PEVs modeled and the associated electricity
demand increases.
Interestingly, though the universal charging scenarios saw the highest total energy
consumption, the highest peak hour of demand for the PEV charging was in the home
scenario in the Fall week. In all seasons, the peak hour of PEV demand under the
home scenario was higher than that of both the work and probability scenarios, even
though the totals and averages are lower. This implies that even with unmanaged
charging, the addition of public infrastructure helps to reduce peak demand, to an
extent.
The additional PEV demand for each model run is also presented as percentages
of the baseline electricity demand for the region in Table 5.1. Overall, the PEV
charging demand follows the seasonal trend of the baseline electricity demand, in
that the percentage stays roughly consistent across seasons, except for in the Fall
where the PEV charging is a much larger percentage of the baseline demand for all
model runs. This implies that while the trends of travel and electricity consumption
are consistent in the Summer when they are both higher, and the Winter when they
are both lower, in the Fall (September, October, November) there is an increase in
travel while there is a decrease in electricity consumption. Again, the hour where
the PEV demand makes up the highest percentage of the baseline demand fell in the
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Table 5.1: Annual, seasonal, and hourly summary of additional PEV charging demand
for each model run, in gigawatt-hours and percentages of the regional baseline electricity
demand.
5% PEV penetration 15% PEV penetration

































































































































































































































home scenario, Fall week.
Figure 5.1 shows four 24-hour periods of electricity demand, one fall weekday
(upper left), one fall weekend day (upper right), one summer weekday (lower left),
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and one summer weekend day (lower right). The fall weekday, November 14th was
one of the peak PEV demand days for most model runs and the summer weekday,



































































Baseline Electricity Demand with Additonal PEV Demand







15% PEVs 5% PEVs 0% PEVs
Figure 5.1: 24-hour baseline demand curves, with 0, 5, and 15 % additional PEV charging
demand for 1 weekday and weekend day in the Fall (top) and in the Summer (bottom).
Each subplot shows the baseline demand for the day and the demand with 5 and
15 % additional PEVs, all for the universal EVSE scenario. Even under the universal
scenario, much more PEV demand is added to the afternoon peak than in the other
hours of the day, though more additional daytime charging is seen on the weekend
87
days.
To show the time-of-day variation across the model runs under the different EVSE
scenarios, Figure 5.2 presents the percentage of total electricity demand (baseline +
modeled PEVs) that is from the additional PEVs over each hour of the day. The four
































































Fraction of Baseline Electricity Demand From Additional PEVs







0.06Universal Probablistic Home-Work Home-only
Figure 5.2: The fraction of total demand from 15% additional PEV charging for each EVSE
scenario for 1 weekday and weekend day in the Fall (top) and in the Summer (bottom)
Additionally, the raw weekly output of aggregated PEV demand for each EVSE
scenario and 15% PEV penetration is shown in Appendix A, Figure A.1-A.4. The
annual variation is also shown in Appendix A, Figure A.5 where the average hourly
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fraction of baseline demand from PEV charging per day is plotted for the entire year.
In all of these example days, the fraction of the total demand between the hours of
around 5pm and 5am is higher in the home scenario than in the other EVSE scenarios.
The weekdays also show a distinct work peak at around 8am where those scenarios
with EVSE available at all workplaces ("universal" and “home-work”) are the highest.
It is also important to know at what time of the day on average the PEV charging
demand is highest, in order to compare to solar and wind availability. The additional
PEV charging demand was averaged over every day of the year and Figure 5.3 shows
the percent of that daily average that fell into each hour of the day. The yellow
background fill in each hour represents the hourly average solar capacity factor across
all states and the entire year. All of the scenarios with away from home charging
make better use of the solar generation by having higher percentages of total PEV
charging demand fall within these hours.
Figure 5.4 shows the same breakdown of daily PEV charging demand, but averaged
by season and for only the “home” and “universal” EVSE scenarios, which are roughly
the upper and lower bounds in Figure 5.3. Some seasonal variation was observed, with
the Winter and Fall having a steeper afternoon peaks. The afternoon peak does not
fall into the sunlight hours of the day for any of the season averages, though more
demand falls into this time in the universal EVSE scenario across all seasons.
By analyzing the universal EVSE scenario model runs an interpretation can be
made as to what non-home stop location types could be best suited for future public
charging infrastructure. In the universal EVSE scenario, whether or not a PEV
charges at a stop and how much they charge is dependent on the mileage a vehicle
has driven so far, the time of day, and the amount of time spent at that stop. Table 5.2
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Figure 5.3: The percentage of total daily PEV charging demand that falls into each hour,
averaged over every day of the year for all EVSE scenarios & 15% PEV penetration, with
the average solar capacity factors represented by the background yellow saturation. For
reference, the small yellow square in the top corner is the saturation associated with a
capacity factor of 1.0.
presents a summary of the universal-15% PEV penetration scenario non-home-based
charging events.
The stop destination types or purposes are grouped into 9 categories, one being
home and the other 8 shown in the first column of Table 5.2. These stop purpose
categories are taken from the aggregated NHTS “Trip purpose summary” variable.
The “drop-off” category is used when someone stops to drop off or pick up someone
else. The “school/religious” category includes attending school as a student, attend-
ing child care or adult care, or religious or other community activities. “Shopping”
includes shopping for goods as well as services, and also other general errands (post
office, library, etc.). Lastly, the “social/rec” category is used for all recreational ac-
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Figure 5.4: The percentage of total daily PEV charging demand that falls into each hour,
averaged over each season for the “home” and “universal” EVSE scenarios & 15% PEV
penetration, with the average solar capacity factors represented by the background yellow
saturation. For reference, the small yellow square in the top left corner is the saturation
associated with a capacity factor of 1.0.
friends or relatives.
The work and shopping stops make up the largest percentages of the non-home
stops, though the average stop duration is much higher for work stops, as expected.
The second and fifth columns in Table 5.2 are plotted in Figure 5.5 (top) to show how
representative the amount of charging that happened at a stop type is, considering the
number of stops of that type. Additionally, Figure 5.5 (bottom) shows the fraction of
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Table 5.2: Non-home-based Charge Event Data Summary For "Universal" EVSE Scenario
and 15% PEV Penetration Model Run. Total Charging Demand at all home stops was

























work 33,565 24.11% 45.79% 93,123 39.00% 6.61 1.60
school 6,400 4.60% 41.49% 14,817 6.21% 2.00 1.43
medical 2,987 2.15% 42.94% 5,352 2.24% 0.41 1.29
shopping 37,631 27.03% 28.40% 33,949 14.22% 0.95 5.26
social/rec 23,816 17.11% 42.24% 57,984 24.28% 2.70 2.89
drop-
off
17,238 12.38% 13.51% 10,211 4.28% 0.77 3.30
meals 13,303 9.56% 28.77% 16,574 6.94% 0.79 3.33
other 4,266 3.07% 34.46% 6,776 2.84% 1.77 0.86
all time stopped versus the fraction of all charging, by stop type. The diagonal line
in both plots shows the one-to-one axis, where falling under the line means the stop
type is overrepresented in the total charging, given the frequency or duration of that
stop type. This suggests that stop types under the line are better suited for EVSE
installations.
The three stop types that make up more than 10% of the total non-home charging
demand were work, social/recreational, and shopping. Even though the shopping
related stops make up a higher percentage of stops than of the total charging, once
the total stop duration is taken into account it falls to the other side of the line
due to the fact that these stops are frequent but short. The opposite is true for the
work stops, likely due to these stops being generally longer than the time needed to
charge back to a full battery. Interestingly, the social and recreational stops make up

























































Non-home Charging vs Stop Frequency & Duration by Stop Type
Figure 5.5: Comparing the fraction of all away-from-home stop counts and time stopped
versus the fraction of total charging demand at all non-home stops per stop purpose for the
15% PEV Penetration and Universal EVSE Scenario model run.
stopped. One possible explanation is that these trips more often occurring later in the
day, when more travel has occurred and the battery SOC is lower, i.e. the potential
charge during the stop is higher. While definitive recommendations of where to install
chargers for best utilization of renewal energy cannot be made from this initial model
run, these results demonstrate that type, timing and duration of actual travel stops
should be considered in placement of charging infrastructure.
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5.1 Summary of Results
In this first set of runs of the PEV charging demand sub-model a dependency be-
tween the charging infrastructure scenarios and the total demand from charging was
observed, with a 13% increase in annual PEV charging demand between the “home-
only” and “universal” EVSE scenarios. As the public charging infrastructure avail-
ability increased, more demand was shifted into earlier hours of the day, while also
affording more high mileage travel profiles to be sampled and thus, higher total charg-
ing demand. This still led to the afternoon peak hours of the day having substantial
amounts of charging occur due to the charging schedules being unmanaged.
The home-only scenario resulted in the lowest annual and average hourly levels
of demand, but the highest peak hour, meaning that some peak load reduction oc-
curred with increased availability of public charging infrastructure. Increasing PEV
penetration from 5 to 15% results in equivalent increases in annual, average hourly,
and peak PEV charging demand.
Interesting seasonal trends were observed, with fall having the highest peak PEV
charging demand and accounting for a higher percentage of baseline demand across
all model runs, both in total and on average hourly. A difference between weekday
and weekend PEV charging demand was also observed, where the “universal” EVSE
scenario diverged more from the other scenarios on the weekend days, shifting more
demand into the daylight hours making potential use of renewable solar generation.
Under a universal charging infrastructure availability scenario, the largest per-
centage of non-home charging occurred at work, social/recreational, and shopping
stop location types. The social or recreational stops accounted for a higher share of
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non-home charging demand than either their share of stops or time stopped, which
we hypothesize is due to these stops generally happening later in the day when the
charging potential in higher. The results also support the incentives for workplace
charging infrastructure since nearly 40% of all non-home charging occurred at work
stops and the “home-work” EVSE scenario shifted a significant fraction of the PEV





The regional electricity generation dispatch model is an optimization model that seeks
to minimize the cost of dispatching electricity generators hour-by-hour for the entire
study region over an entire year given set power generators, generation costs, demand,
and emissions constraints. The flow chart in Figure 6.1 shows the inputs and outputs
of the dispatch model, as well as the derived result of the net change in CO2 emissions
between the additional electricity generation and decrease in ICEV emissions from
the PEV penetration.
The input data for the model, shown on the left side of the flow chart, was de-
scribed in section 3.2 and includes the state-by-state capacity factors for wind and
solar, the generation portfolio including all current plants and additional renewables
to meet RPS targets, the projected marginal costs by fuel type, and the electricity
sector CO2 and NOx emissions caps. Shown in the top of the flow chart, the hourly
demand curves, which are the output from the PEV charging demand sub-model de-
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total costs of generation 
subject to:
supply == demand 
0 <= Pg <= Pg,max 












































Figure 6.1: The Regional Generation Dispatch Model
scribed in chapter 4, are the only input which changes between the model scenarios.
There are demand curves for each PEV sub-model scenario, where the additional
aggregate hourly PEV charging demand is combined with the projected 2030 hourly
baseline electricity demand. The final nine scenarios that went into the dispatch
model for a comparative analysis are shown in Table 6.1.
The estimated reduction in emissions due to ICEVs switching to PEVs in each of
the PEV sub-model runs is also shown at the top of Figure 6.1. These avoided tailpipe
emissions are calculated after the PEV charging sub-model is run for each PEV type.
The total demand from all additional PEVs of one type, DPEV is converted into total
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where e is the average tailpipe CO2 emitted per mile of 404 grams, as estimated by
the U.S. EPA [89] and µPEV is the drive efficiency of the PEV type in kWh/100 mi. as
discussed in section 4.3. Because each model run uses different vehicle travel profiles,
thus resulting in different total VMT, the associated reduction in ICEV emissions
varies, runs with more mileage resulting in greater avoided emissions.
Table 6.1: Dispatch Model Demand Scenarios














The optimization model is shown in the large orange box in the center of Figure
6.1. The full formulation of the optimization is as follows in Equations 6.2-6.6. The
only optimization variable is Pg, which is the power generation from every generator in
each hour of the year. Equation 6.2 is the objective function, where cg is the marginal
cost of electricity for generator g and Pg is the total power generated from that
generator, the product of which is summed annually. The first constraint, Equation
6.3, is the power balance constraint saying that for every hour of the year, t ∈ T , the
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Pg(t) = Pd(t) ∀t ∈ T (6.3)










Pg,NY(t) ∗ rNOx ∗ sNOx ≤ NOx,max (6.6)
The limits of power generation are defined per generator as Pg,min and Pg,max,
where the renewables are aggregated by state and have variable upper bounds on gen-
eration due to their Pg,capacity_factor terms being variable by the hour. The Pg,capacity_factor
term is 1 for all generators that are not solar or wind, meaning they can be dispatched
up to their Pg,max capacity at any given hour. For this model, all Pg,min values are
set at zero, with no limitations on how quickly a generator can go from zero to its
maximum.
The final two constraints apply to the total emissions, first of the greenhouse gas,
CO2, which is capped annually and for all generators, and second for NOx, which is
capped only for plants in New York and only over a specified NOx season (denoted
here as TNOx). The dual variable, also called the Lagrange multiplier or shadow price,
of the greenhouse gas constraint gives the cost of CO2 emissions. The dual variable
of the power balance constraint gives the marginal generating costs of the optimal
solution.
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The model was developed and implemented by University of Vermont researcher
Jonathan Dowds based on collaborations with Dr. Paul Hines and input in this
stage from the author of this thesis. The model was written in Julia using JuMP, a
domain-specific open-source modeling language for mathematical optimization, and
the Gurobi solver [90–92]. Some of the dispatch model input data were downloaded




Regional Energy Generation and
Dispatch Model Results
The regional dispatch optimization was run for nine different scenarios, with only the
additional hourly electricity demand from the PEVs changing between runs. Each
output of the model run gives the global optimal values for hourly generation, by
power plant, as well as the associated costs. The marginal cost of electricity is the
dual variable of the power balance constraint shown in Equation 6.3, while the GHG
cost is the dual variable of the emissions constraint in Equation 6.5 of the optimization
formulation. The emissions from each model run are calculated by taking the product
of the generation of each power plant and its emissions rate, and the estimated avoided
tailpipe emissions from ICEVs switching to PEVs are also taken into account later on
in the chapter. A summary of the costs, total GHG emissions due to annual electricity
generation, and total annual generation for each model run is shown in Table 7.1.
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Table 7.1: Summary of model run costs, GHG emissions from the annual electricity gener-
ation, and the total generation in GWh. The GHG cost was $0 for all model runs because














0% 25,798,713 $4.90 $1,510.99 308,480
5%
Home 26,617,930 $5.00 $1,553.22 310,476
Work 26,603,129 $5.00 $1,552.29 310,592
Probabilistic 26,609,366 $5.00 $1,552.91 310,593
Universal 26,619,065 $5.00 $1,553.75 310,732
15%
Home 28,255,397 $5.21 $1,639.44 314,464
Work 28,223,080 $5.20 $1,636.72 314,814
Probabilistic 28,238,224 $5.21 $1,638.66 314,819
Universal 28,273,946 $5.21 $1,641.41 315,236
∗EVSE scenarios from PEV demand model: Home: charging infrastructure only avail-
able at home locations, Work: charging infrastructure available at all home and work
locations, Probabilistic: charging infrastructure is available based on probabilities which
are a function of stop type and population density (not all homes have chargers), Uni-
versal: all locations have charging infrastructure.
The model run with 0 additional PEVs, which is considered the “base run”, has
the lowest total generation, costs, and emissions due to there being less electricity
demand. In general, as the PEV penetration and EVSE availability increase demand
increases and thus cost, total generation, and emissions from generators increase as
well. Even though the “work” and “probabilistic” EVSE scenarios have higher levels
of generation, both the cost of generation and the total emissions are lower compared
to the “home-only” scenario. This is due to the “home-only” scenario having more
of the PEV demand occur during the afternoon peak, forcing more expensive and
higher emitting generators to be dispatched to meet demand.
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7.1 Differences in Electricity Generation
Figure 7.1 shows the hourly generation by fuel type for an average day of the base run
and the 15% PEV penetration, universal EVSE model run. The dotted lines show
the 25th and 75th percentiles for the year of the net load in each hour, which is the
sum of all generation by fuel types other than solar and wind. The difference between
the base run and 15% PEV, universal run is greatest in the early morning and late
afternoon into the evening.
Figure 7.1: Comparing the hourly generation mix, by fuel type, for the 0% PEV run (solid
bars) and the 15% PEV Universal EVSE run (hatched bars), averaged over every day of the
year.
A duck curve like shape is observed in the average net load in Figure 7.1, due to the
solar hours of availability and ramping up of non-renewable generators leading into
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the afternoon peak period. The additional PEV demand does exaggerate the duck
curve, though only by a small amount. Note that Figure 7.1 is showing the average
day of the entire year, so there are days with more drastic duck curve behavior and
some with less. In order to investigate the further availability of renewables, the
time-specific renewable curtailment must be analyzed.
Since our model runs were all with a regional generation portfolio that includes
additional renewables to meet the state RPS targets, the GHG emissions constraint
was not binding in any of the model runs. Part of the reason for this constraint
being non-binding is that the renewable generation costs are all upfront, which are
not considered in the optimization under the assumption that the states will meet
these targets by 2030 regardless of capital costs of installment. Solar, wind, and hydro
have $ 0/MWh marginal cost and are thus always dispatched first up to their hourly
maximum capacity.
Our current model has no energy storage, therefore any solar or wind capacity
in an hour that is greater than the demand in that hour can not be utilized and
thus, the generation output must be reduced, or curtailed. The total renewable
curtailment in gigawatt-hours for each model run is given in Table 7.2, as well as the
average and maximum hourly MW solar and wind curtailment. As both demand and
EVSE availability increase the total, average, and maximum curtailment of renewables
decrease.
In Figure 7.2, the total daily curtailment of both wind and solar are shown for
the entire year of the 15% PEV penetration, “universal” EVSE scenario model run.
The majority of renewable curtailment is occurring in the spring months, when the
availability of renewables is relatively high, but demand is low. This also shows that
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the renewables are often being fully utilized throughout the summer months when
demand is high and solar is most available.
Table 7.2: Total curtailment (GWh) and average and maximum hourly curtailment (MW)
of renewables per model run.
Average (MW) Maximum (MW) Total (GWh)
Solar Wind Solar Wind Solar Wind
0% - 358 195 13,317 11,725 3,136 1,705
5%
Home 351 190 13,317 11,649 3,075 1,668
Work 347 189 13,317 11,571 3,041 1,651
Probabilistic 347 189 13,317 11,574 3,043 1,653
Universal 344 187 13,317 11,514 3,013 1,640
15%
Home 337 183 13,317 11,498 2,954 1,600
Work 326 177 13,317 11,265 2,854 1,555
Probabilistic 326 178 13,317 11,270 2,858 1,559
Universal 317 174 13,317 11,094 2,775 1,526

















Total Curtailment for Wind and Solar per Day
solar curtailment wind curtailment
Figure 7.2: Total daily renewable curtailment for the 15% PEV, universal EVSE model run.
Table 7.3 shows the change in the amount of electricity generated by each fuel
type between each model run with additional PEV demand and the base run. The
additional demand from PEV charging is largely met by natural gas and coal gener-
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ation, with the percent increase in solar, wind, and hydro generation being under 1%
for all model runs. This result implies that there is only a small amount of renew-
able curtailment occurring during the period where most PEV charging demand falls,
and thus when this demand increases non-renewable generators must be dispatched
more often. An increase in additional renewables is observed when moving from the
“home-only” EVSE scenario to the scenarios with greater EVSE availability, with the
universal scenario utilizing the most renewable capacity and less natural gas.
Table 7.3: Additional annual generation in GWh and percent increase from 0% PEV pene-
tration model run, by fuel category, per model run.



















































































































To look further into the differences between model runs, Figure 7.3 shows the
difference in generation per fuel type per hour from each 15% PEV penetration model
run and that of the base run, averaged over every day of the year. The “home”
scenario, in subplot A. has the steepest ramp-up period leading to the peak hour at
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D. (15% PEVs - Universal Gen) - (0% PEVs Gen)


























Figure 7.3: Differences in average hourly generation due to additional PEV demand, by fuel
source, between the 0% PEV penetration model run and each 15% PEV penetration run.
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To look more at the difference between the EVSE scenarios, Figure 7.4 shows
the average difference in generation per fuel type per hour between the “home-only”
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Figure 7.4: Differences in average hourly generation, by fuel source, for the 15% PEV
penetration model runs between the “Home” EVSE scenario demand and the other EVSE
scenarios. Bars above 0 are showing an increase in generation in the other EVSE model
runs, while below 0 means that the “Home” generation is higher in that hour.
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Again, the “work” and “universal” scenarios are observed to reduce the natural
gas generation compared to the “home” scenario, with the “universal” scenario having
significant reductions in generation in the evening hours (8:00 PM - 4:00 AM). The
“universal” scenario also has the highest increase in generation, compared to the
“home” scenario in the daylight hours (6:00 AM - 5:00 PM), utilizing the most solar,
wind, and hydro capacity in this time period. Even though this is the case, not all of
the daytime additional generation could be met by solar, wind, and hydro due to the
trends in curtailment observed in Figure 7.2 above. The highest demand period, the
summer, saw very little curtailment of renewables leading to the need to dispatch the
non-renewable generators in the middle of the day when demand is particularly high
in the hot summer months.
7.2 Changes in Greenhouse Gas Emissions
The main greenhouse gas emitted from the typical passenger vehicle being discussed
here is carbon dioxide (CO2), with the average passenger ICEV emitting around 404
grams of CO2 per mile of travel1 [89]. In order to estimate the change in system-wide
emissions, we must account for all emissions due to electricity generation as well as
all emissions from the light-duty passenger vehicle fleet. For each dispatch model
run there is an associated total greenhouse gas (GHG) emissions from all emitting
generators, reported in Table 7.4.
The total emissions from ICEV vehicle-miles traveled (VMT) is estimated by mul-
tiplying the average emissions rate of 404 g CO2 per mile by the total miles traveled
1This EPA average emissions estimate is based on a 8,887 grams CO2/gallon rate for gasoline
and an average of 22.0 miles per gallon, which is representative of the light duty passenger vehicle
fleet as a whole according to the FHWA Highway Statistics of 2016. [93]
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annually by the passenger ICEV fleet. To estimate the ICEV annual VMT, the
weighted average is calculated for the annual mileage variable in the NHTS regional
vehicle dataset2. This average annual VMT is then multiplied by the full passenger
fleet size, minus the number of vehicles in the fleet that are already PEVs3, to get the
total ICEV annual VMT with 0% additional PEV penetration. The avoided tailpipe
emissions from some ICEVs being converted to PEVs is then subtracted from this
value based on the modeled miles traveled by PEVs and fueled by electricity in the
PEV charging demand submodel, as calculated in Equation 6.1.



















0% - 25,798,713 85,191,910 110,990,623 0 0.00%
5%
Home 26,617,930 82,707,464 109,325,394 1,665,229 1.50%
Work 26,603,129 82,576,689 109,179,818 1,810,804 1.63%
Prob. 26,609,366 82,576,851 109,186,217 1,804,406 1.63%
Univ. 26,619,065 82,418,623 109,037,688 1,952,935 1.76%
15%
Home 28,255,397 77,743,286 105,998,683 4,991,940 4.50%
Work 28,223,080 77,350,988 105,574,068 5,416,555 4.88%
Prob. 28,238,224 77,346,823 105,585,047 5,405,575 4.87%
Univ. 28,273,946 76,871,248 105,145,194 5,845,429 5.27%
Table 7.4 then shows the total multi-sector emissions and the reduction in system-
wide emissions due to the PEV penetration. The percent reduction in emissions is also
shown, which is highest at 5.27% for the 15% PEV penetration and “universal” EVSE
2The weighted average of annual VMT for all NHTS vehicles in the region is 10,449 miles.
3The number of vehicles that are already PEVs in the region was estimated by taking the sum of
the expansion weights for the PEVs in the NHTS data for the region. This arrives at 54,446 PEVs,
0.27% of the full fleet size modeled here.
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scenario. Even though this model run had the highest emissions from generation in
Table 7.1, it has the lowest net GHG emissions across all model runs once the avoided
emissions are taken into account, with 5.85 million less metric tons of CO2 emitted
than the base run.
To analyze the per-vehicle emissions there are two methods for attributing GHG
emissions from electricity generation to the PEV charging demand4. The first method,
termed consequential, is the easiest to calculate and was used in 2015 work by Weis
et al. [94]. This consequential method attributes all additional emissions from added
PEV demand to the PEVs, as calculated in Equation 7.1.
GHGcon = GHG15% PEV run −GHG0% PEV run (7.1)
The second method, termed the average emissions, instead attributes only a frac-
tion of the emissions from generation in each hour to the PEVs, which is the fraction
of all demand in that hour that is from the PEV charging. This methodology works
off of the idea that the other load in that hour does not get preference for the clean
energy and thus the emissions associated with all loads in that hour are relative to
the size of the loads. So, there would be a tiny amount of CO2 emissions associated
with each lightbulb turned on in a peak hour with emitting generators.
The average emissions is calculated for each hour and then summed over the entire












4Thanks to Alan Jenn for the introduction to these concepts.
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where DPEV(t) is the total demand from all additional PEVs in hour t, Pg(t) is the
power generated from generator g in hour t, and GHGg is the CO2 emissions rate of
generator g.
Both the consequential and average emissions associated with the PEV penetration
of each model run are presented in Table 7.5, along with the avoided tailpipe emissions
as calculated in Equation 6.1 in Chapter 6. The average percent reduction in GHG
emissions is the percent reduction from the conversion of vehicles, calculated as
% reduction (consequential) = GHG(−) −GHGcon
GHG(−)
× 100% (7.3)
where as in Chapter 6, GHG(−) is the avoided tailpipe emissions.
Table 7.5: Plug-in Electric Vehicle CO2 emissions report for all model runs, with percent
reduction being the percent difference between the “converted” ICEV emissions estimate





















Home 2,484,446 819,217 67.03% 233,875 90.59%
Work 2,615,220 804,416 69.24% 217,676 91.68%
Prob. 2,615,059 810,653 69.00% 224,223 91.43%
Univ. 2,773,287 820,352 70.42% 224,265 91.91%
15%
Home 7,448,624 2,456,684 67.02% 737,852 90.09%
Work 7,840,922 2,424,367 69.08% 686,097 91.25%
Prob. 7,845,086 2,439,511 68.90% 707,336 90.98%
Univ. 8,320,662 2,475,233 70.25% 709,299 91.48%
The average percent reduction in emissions from vehicle conversion is higher as
the EVSE availability increases, with the 5% PEV, universal scenario run having the
112
highest, 92% reduction. This is due to the increase in total miles driven on electricity
as the level of EVSE availability increases, as well as the shifting of more of the
charging demand into hours with solar availability. The average VMT per day per
PEV was 16.0 miles for the “home” scenario, 17.0 miles for the “work” scenario, 17.1
miles for the “probabilistic” scenario, and 18.3 miles for the “universal” scenario. This
increase in traveled miles leads to higher avoided tailpipe emissions, and because some
of the additional generation to fuel this additional travel falls in times with greater
availability of solar and wind, there is a greater reduction in emissions per mile.
The “work” EVSE scenario has the lowest emissions per PEV across all scenarios,
even though the total generation is greater or the same as the “home” and “proba-
bilistic” scenarios. This lower emissions rate is due to the “work” scenario shifting
more demand into the hours with solar availability, but not inducing as much addi-
tional travel as the universal scenario to also increase demand in the early evening
hours when emitting generators must be dispatched.
As expected, there is a significant difference in the estimated percent reduction
associated with ICEVs switching to PEVs between the two, consequential and aver-
age, methodologies. The average method follows with how associated emissions are
calculated in Zivin et al. and Yuksel & Michaelek [95, 96], where marginal emissions
factors in grams/kWh are multiplied by charging demand to get the associated emis-
sions for PEV charging. When the consequential method is used, the emissions from
PEVs can be considered an overestimation because they are being attributed emis-
sions from other loads. Therefore, the average method of calculation will be used
in the remainder of the thesis, as the more reasonable method for estimating PEV
carbon emissions.
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Figure 7.5 gives the CO2 emissions per PEV per hour, averaged over each day of
the year. To show the variation within each day, the spread in emissions is shown
with the 25th and 75th percentiles being the boundaries of the shaded regions.
































Average Hourly CO2 Emissions per PEV per Day
15% Home 15% Prob 15% Univ 15% Work
Figure 7.5: Average hourly CO2 emissions for the entire year, per PEV and averaged over
each day, in grams. The shaded regions are shaded between the 25th and 75th percentiles of
the hourly emissions for each day.
A trend of increased hourly average emissions is seen in the late summer and early
fall months. The highest hourly emissions occurs on September 8th at 6:00 PM5 with
the 15% PEV,“home” scenario having the highest rate per PEV at 246 grams CO2 per
hour. Even at this highest hourly emissions rate, 40% less carbon dioxide is emitted
in one hour than in one mile of an average ICEV.
The annual variability seen in Figure 7.5 is due to the availability of renewables and
the levels of demand which change significantly throughout the year. The late summer
period when emissions are highest was the same period in Figure 7.2 where there was
5This is on average a hot month and a normal peak demand hour.
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almost no curtailment of renewables, meaning that the high summer demand must
be met by emitting generators more often. The variation between EVSE scenarios is
subtle, though the “home” scenario emissions often have the highest spikes and the
“work” scenario is the lowest on most days.
Figure 7.6 also shows the average hourly emissions per PEV for the year, but
averaged over each week rather than each day and here showing the maximum and
minimum hourly CO2 emissions per PEV for each week and each EVSE scenario in
the shaded regions. Additionally, the average solar and wind capacity factors for each
week are plotted to show the availability of the renewables throughout the year. The
peak emissions period occurs, for all model runs, when the average solar capacity
factors start to decline, when the wind capacity is the lowest on average, and in
the summer and fall months, when the total demand is at its highest and the PEV
demand accounts for higher fractions of total demand, as shown in Chapter 5. Some
curtailment of renewables is still occurring during this time period which suggests the
need for or potential benefits of managed time of day charging.
7.3 Summary of Results
In this initial demonstration of the regional energy generation and dispatch model the
15 % PEV penetration and “universal” EVSE scenario had the highest reduction in
net CO2 emissions from the base run with 0 additional PEVs. The differences in total
costs of generation between these two model runs was 130.42 million dollars, with a
2.19% increase in total generation and 5.85 million less metric tons of CO2 emitted,
a 5.27% reduction in all emissions from electricity generation and passenger light
duty vehicles combined. This 15% PEV penetration and “universal” EVSE scenario
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Average Hourly CO2 Emissions per PEV per Week
solar wind
Figure 7.6: Average hourly CO2 emissions per PEV and averaged over each week, in grams.
The shaded regions show the spread between the minimum and maximum hourly emissions
for each week and the yellow and blue lines show the average capacity factors of solar and
wind (respectively) for each week.
also had the highest levels of generation from renewables and the least renewable
curtailment.
The scenarios with greater charging infrastructure availability had lower average
emissions per PEV, due to the shifting of charging demand into hours of the day with
greater levels of solar and wind capacity and out of the evening peak. The reduction
in average CO2 emissions ranged from 90 to 92% from the conversion of internal
combustion engine vehicles to PEVs, with the greatest reduction occurring in the 5%
PEV penetration and “universal” EVSE scenario.
Multiple compounding factors led to increased emissions in the summer and early
fall months of the year (late June to early October) for all scenarios. The first factor
is that a higher percentage of demand is coming from the PEV charging during the
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summer and fall months, as observed in Chapter 5, meaning that a higher fraction
of emissions are attributed to the PEV charging. The second major factor is that
the baseline demand is highest during this time period, so clean energy sources are
already being fully dispatched at their maximum, leading to the additional demand
being met by higher emitting generators. Finally, this period had the lowest average
capacity factors for onshore wind generation over the entire year, and while the solar
is relatively high it is declining during this period.
Overall, these results support the premise of plug-in electric vehicles being an
important and potentially successful strategy for the reduction of CO2 emissions in
our study region, but suggest policy efforts to manage charging could also play an
important role. The average emissions from the PEV charging, given our generation
fuel mix, is much lower than that of the average ICEV, even without any energy
storage or charging schedule optimization in the models.
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Chapter 8
Conclusions and Future Recommen-
dations
8.1 Summary of Contributions
Plug-in electric vehicles are being seen and discussed as a potential tool for greenhouse
gas emissions reduction in the transportation sector, but the extent to which they
can reduce emissions is dependent on regional factors such as electricity generation
fuel mix, renewable availability, and travel patterns. The modeling methodology
presented in Chapter 4 successfully advances the incorporation of travel behavior by
estimating realistic time-specific electricity demand from PEV charging, using various
stochastic processes and real-world travel behavior data from vehicles in the specific
region of New England and New York. The stochastic processes were used to account
for the random nature of human behavior, such as in the decision to plug-in at any
given stop, and the variability in charging infrastructure availability.
Three levels of PEV fleet penetration were modeled, once with no additional
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PEVs in the fleet, and two with 5 and 15% PEV penetration, with totals of around 1
million and 3 million passenger vehicles being converted to a combination of both fully
electric vehicles or plug-in hybrids. Reasonable assumptions were made to realistically
model the converted PEV travel, using vehicles from the NHTS dataset that are
more likely to be replaced by the types of PEVs modeled here, given variables that
affect PEV adoption and compatibility with travel. Four different levels of charging
infrastructure availability; home-only, home-work, probabilistic, and universal; were
modeled to investigate the importance of public charging infrastructure on the timing
of charging demand and the associated greenhouse gas emissions.
A regional electricity generation dispatch optimization model was also imple-
mented with the current generators and projected demand data for the region and
additional renewable capacity to meet the Renewable Portfolio Standards of each
state. To take into account the variability of renewables, the maximum energy po-
tential of both solar and wind were estimated for each hour of the entire study year,
averaged for each state separately using meteorological data. When modeling a power
grid with substantial installments of renewable capacity, taking this variability into
account is critical.
In summary, the methodological contributions of this thesis include incorporation
of the following: a) real-world travel behavior; b) selective vehicle conversion based
on type and travel; c) alternative charging infrastructure by destination type; and d)
renewable electricity generation.
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8.2 Implications of Results
Multiple scenarios of charging infrastructure availability were run in order to observe
the impact of public chargers and away-from-home charging on the time-specific PEV
charging demand. In general, we found that with unmanaged charging behavior, the
addition of away-from-home charging infrastructure shifted more demand into hours
with solar and wind availability, leading to lower emissions and less curtailment of
renewables. An assumption was made that all states would meet their Renewable
Portfolio Standards, leading to large increases in renewable generating capacity and
resulting PEV emissions rates that were substantially lower than that of the average
internal combustion engine vehicle.
When charging infrastructure was only available at home locations, the peak hour
of demand was higher, meaning that some level of peak load reduction occurred due to
the availability of public charging infrastructure alone. When charging infrastructure
was available at all stop locations, more charging demand was shifted into the daytime,
but there were also higher levels of charging demand overall due to more high mileage
travel profiles being sampled to model the battery-electric vehicle travel. Because of
this, a substantial amount of additional PEV charging demand was still added to the
peak afternoon hours of the day.
The results of the PEV charging demand sub-model support the need for work-
place charging infrastructure. The scenario where all home and work locations had
chargers available shifted a substantial amount of charging demand into the morn-
ing and midday hours, when solar was more often available, and had the flattest
distribution of daily PEV charging demand across all hours of the day, on average.
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Additionally, in the scenario with universally available charging infrastructure, 39% of
all non-home charging demand occurred at workplaces and work stops had the highest
percentage with charging events occurring at them, with only time-of-day, state-of-
charge, and stop duration influencing whether or not a driver choses to plug-in at a
given stop. This suggests that in a scenario where drivers can charge anywhere, given
only their travel patterns, behavior, and vehicle characteristics, workplace chargers
will be utilized most often out of all public chargers. The “home-work” scenarios
also has the lowest overall levels of additional CO2 emissions from the associated
PEV penetration and the lowest maximum hourly emissions per PEV throughout the
entire year.
The modeled demand and dispatch model demonstrated that plug-in electric ve-
hicles are an effective strategy for emissions mitigation in the study region, with the
most optimistic scenario reducing total system-wide emissions by 5.27%. The average
emissions associated with the PEV travel on the electric motors were between 90.09
and 91.91% less than if the vehicles were internal combustion engine vehicles, emit-
ting at the average passenger ICEV rate per mile. When the total emissions including
the avoided tailpipe emissions are considered, the 15% PEV penetration and “univer-
sal” EVSE scenario resulted in both the highest levels of demand and the lowest net
GHG emissions, with a 5.85 million metric ton reduction in CO2 emissions from the
base model run that had 0 additional PEVs. All model runs were unbounded by the
emissions cap constraints, meaning that the RGGI standards were met and exceeded,
given the assumption that the RPS targets were met.
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8.3 Recommendations for Future Research and
Model Development
The PEV charging demand sub-model simulates PEV charging behavior probabilis-
tically, based on driver convenience and reasonable assumptions about PEV drivers
behavior without intervention. The main assumptions were that vehicle travel pat-
terns in the region are unlikely to change drastically in between 2016 and 2030 and
that drivers will be unlikely to change their travel behavior going from an ICEV to a
PEV, given that the travel is feasible with vehicle characteristics. Other assumptions
were made about the probability of charging as a function of a PEV state-of-charge,
which is likely to impact the model drastically and should be further tested in a
sensitivity analysis.
Further sensitivity analysis of the PEV charging demand sub-model parameters
should also be conducted. The probabilistic EVSE scenario assigns a probability of
charging infrastructure being present at different types of stops. These probabilities
could be tuned to create more complex scenarios and to see how different types of
public charging infrastructure might change the timing of charging demand.
The PEV compatibility score parameters should also all be analyzed more closely
to observe the level of impact they might have on the sampling of travel profiles and
the final model output. Additional scenario analysis could be implemented by varying
the compatibility score parameters to test the outcomes of different PEV adoption
policy initiatives, such as programs to make PEVs more accessible to low-income
households.
The model could also be run with different or more PEV types to see what effect
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more efficient or higher range vehicles might have on the associated charging demand
and average emissions. As the PEV market is rapidly changing, the PEV types chosen
here could possibly become outdated relatively quickly.
Future work on the PEV modeling should seek to optimize or strategically schedule
charging events in order to minimize generation costs and emissions and find the
highest levels of emissions mitigation for the region. This optimization could focus
on optimizing charger behavior rather than driver behavior, still holding the travel
behavior assumptions as constant.
The regional dispatch model should be further developed to include energy storage
technology, generator ramping constraints, and the optimization of capacity expansion
options. The capacity of all power generation in this initial demonstration of the
dispatch model was held constant and therefore it is possible, given higher levels of
PEV penetration that a solution would be infeasible. An improved model could look
at capacity expansion options, as well as power plant retirements, and could optimize
the generation profile for each model run given the costs associated with adding or
retiring generators.
The next version of this model should also include off-shore wind, which was
not considered in this iteration. The potential of wind generation just off-shore of
six of the seven states in the region is much higher than that of on-shore wind, in
terms of average capacity factors [97]. Multiple of these states have higher targets
for installments of offshore wind capacity than either onshore or solar as well, which
warrants its inclusion for realistically estimating how the states will meet their RPS
targets [98, 99].
In addition to power plant additions, such a model could also optimize the amount
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of energy storage to install, given either fixed or a distribution of battery or other
storage technology costs. Energy storage should drastically change the dispatch model
outcome, leading to less solar and wind curtailment and less dispatching of higher cost
and higher emitting generators. The inclusion of grid-level energy storage technologies
will also result in a more realistic model, as there is currently a strong sentiment that
renewables must be paired with storage to be utilized at their full potential. Even
though the regional dispatch model implemented here did not include any energy
storage, thus not utilizing the full capacity of renewables, the results still showed
substantial reductions in CO2 emissions due to the PEV penetration.
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Figure A.1: Additional aggregated 15% PEV penetration charging demand for the winter



























































Figure A.2: Additional aggregated 15% PEV penetration charging demand for the spring























































Figure A.3: Additional aggregated 15% PEV penetration charging demand for the summer

























































Figure A.4: Additional aggregated 15% PEV penetration charging demand for the fall week,
by EVSE scenario
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Average Hourly Fraction of Baseline Demand from PEVs per Day
Figure A.5: Hourly fraction of baseline demand from PEV charging demand, averaged over




Table B.1: Mean marginal cost and GHG emissions rate by fuel category
Average Marginal Cost Average GHG Rate (metric ton/MWh)
Hydro $ 0.00 0.000
Solar $ 0.00 0.000
Wind $ 0.00 0.000
Nuclear $ 7.10 0.000
Biomass $ 15.46 0.315
Gas $ 54.23 0.492
Coal $ 22.95 0.967
Oil $ 328.53 1.154
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