We show that the length of the minimum spanning tree through points drawn uniformly from the d-dimensional torus is almost surely asymptotically equivalent to the length of the minimum spanning tree through points drawn uniformly from the d-cube. This result implies that the analytical expression recently obtained by Avram and Bertsimas for the MST constant in the dtorus model is in fact valid for the traditional d-cube model. We also show that the number of vertices of degree k for the MST in both models are asymptotically equivalent with probability one. Finally we show how our results can be extended to other combinatorial problems such as the traveling salesman problem.
Introduction
In Beardwood et al. 2] , the authors prove that for any bounded i.i.d. random variables fX i : 1 i < 1g with values in R d , d 2, the length of the shortest tour through fX 1 ; : : :; X n g is asymptotic to a constant times n (d?1)=d with probability one (the same being true in expectation). This theoretical result has been the inspiration for a growing interest in the area of probabilistic analysis of combinatorial optimization problems. An important contribution is contained in Steele 6] in which the author uses the theory of independent subadditive processes to obtain strong limit laws for a class of problems in geometrical probability which exhibit nonlinear growth. Examples include the traveling salesman problem (TSP), the Steiner tree problem, and the minimum weight matching problem. Among other problems, not in this class, but with a similar asymptotical behavior, is the minimum spanning tree problem (MST) and some weighted versions of it (see Steele 7] ).
For most of these problems, the results concern the almost sure convergence of a sequence of normalized random variables to a constant. One of the persistently important open problems in this area is the determination of the exact value of the constant for any interesting functional. In fact progress has been made by Avram and Bertsimas 1] who have recently obtained an exact expression (as a series expansion) for the MST constant when the points are drawn uniformly from the d-dimensional torus. The authors used the d-torus in order to avoid boundary e ects and obtain tractable derivations. They also conjectured that their resulting constant was in fact the same than for the traditional d-cube model.
In this paper, we prove this conjecture by showing that the length of the optimal spanning trees in the d-torus and d-cube models are almost surely asymptotically equivalent. Note that, for comparison with related results on the d-torus versus dcube model, it has been shown, in Steele and Tierney 9] , that, when d 3, the limiting distribution for the largest of the nearest-neighbor links is di erent in the two models. The paper is structured as follows. In the next section, after presenting the d-torus and d-cube models, we characterize the asymptotic growth of a largest edge in an optimal tree. In Section 3 we then use this result to prove the almost sure equivalence of the length of the optimal trees in both models. Then, in Section 4, we show that the number of vertices of degree k in both optimal trees are asymptotically equivalent with probability one. Finally in Section 5 we consider other combinatorial problems such as the traveling salesman problem.
Notation and preliminary results
The minimum spanning tree problem consists of nding a spanning tree of minimum total length in an undirected weighted graph . We will consider two special models for this undirected graph:
The d-cube model: Let fx i : 1 i < 1g be an arbitrary in nite sequence of points in 0; 1] d (the unit cube in R d , d 2, the d-dimentional space of real numbers, with the Euclidean metric and the Lebesgue measure), and let x (n) = fx 1 ; x 2 ; : : :; x n g denote its rst n points. For each nite n, x (n) will be the vertex set, and K n (x) = ffx i ; x j g : 1 i < j ng the edge set of our graph. The weight of an edge fx i ; x j g will be the Euclidean distance jjx i ? x j jj between x i and x j . The d-torus model:
In order to eliminate the boundary e ects of the previous model, consider the previous sequence x 1 ; x 2 ; : : : ; x n ; : : : modulo We will write L (c) mst (x (n) ) for the length of an optimal MST (described by its set of edges K (c) mst (x (n) )) for the problem in the d-cube. We will use L (t) mst (x (n) ) and
mst (x (n) ) for the corresponding quantity in the d-torus. Also jf:gj will stand for the cardinality of the set f:g. P(B n;j ) = m d P (B n;1 ) = P(B n;1 ) =p: (2.4) Now N 1 is a binomial random variable with n trials and parameter p. Using classical bounds on the tail of a binomial distribution (see 3 Now the lemma follows from (2.4) and (2.6).
We are now in position to prove Proposition 1. Also, from Lemma 1 we have
The proposition follows from (2.7) and (2.8) by taking h = 12 and by realizing that bn=(12 log n)c > n=(13 log n) for n su ciently large (here n 1092). Note again that the same arguments hold for the problem in the d-cube.
We nally need a last result before stating our main theorem.
Lemma 3 Among K (t) mst (x (n) ), let k be the number of edges fx i ; x j g such that jjfx i ? 2 (x (n) ) = F(x (n) )nF (r) 1 (x (n) ). Call their respective cardinalities k 1 (r; n) and k 2 (r; n). From Lemma 3 we then have 
Before concluding this section, let us mention that in 7]
, the author studies the asymptotics of generalizations of the minimum spanning tree problem in which the distance between points are some xed power of the Euclidean distance. It is quite clear that Theorem 1 can be readily extended to cover this case as well. Proof:
The existence of the constants verifying the second equality was proved in Steele et al. 10] . Also, if F(X (n) ) denotes the set of edges of K (t) mst (X (n) ) that`crosses' the boundary of the d-cube (see the proof of Theorem 1), it is easy to see that, with probability one, we have 
The rest of the proof parallels the one for Theorem 1.
5 Generalizations to other problems
Su cient conditions
The result of Section 3 can be extended to other combinatorial optimization problems. Let us consider a problem (generically labeled \ "), de ned on an undirected graph G = (V; E) with positive weighted edges, which requires nding, among all feasible subsets of edges, a subset of minimum weight (the weight of a subset of edges being the sum of the weight of the edges belonging to this subset). Suppose we are interested in comparing L (c) (x (n) )=n 
The Traveling Salesman Problem
The traveling salesman problem consists of nding an hamiltonian tour through a given set of points of minimum total length. For this problem, Property 1 is obvious. The easiest way to see that the TSP veri es Property 2 is as follows (see 8] for details): Delete the k edges (x i ; x j ) such that jjx i ? x j (mod1) d jj < jjx i ? x j jj, and then greedily connect the resulting (possibly degenerate) paths. For k paths (maximum 2k path endpoints), it is well-known that there exist two endpoints at a maximum distance of O(k ?1=d ). Connecting these endpoints and repeating the process until a tour results costs O(k (d?1)=d ) .
It remains to show that Property 3 is valid for the TSP. In order to do so, we will consider a slightly modi ed (but, for our purpose, asymptotically equivalent) probabilistic model in which we use a Poisson point process. More precisely, let n denote a Poisson point process in 0; 1] d with intensity equal to n times the Lebesgue measure . For any bounded Borel set A 0; 1] d , let n (A) denote the random set of points in A (almost surely a nite set of points) and N n (A) the cardinality of n (A) (a Poisson random variable with parameter n (A)). When A is 0; 1] d , we simply write n and N n . Now we have the following result from which Property 3 obviously holds. Proof:
By de nition of an optimal TSP tour, a 2-exchange step (replacing any two edges of a tour by two other edges) cannot lead to a better tour. Let us then consider an optimal TSP tour through x (n) together with an arbitrary orientation. For each point x i , let x b(i) be its successor along the tour. For any two points x i and x j , let ij L(x (n) ) be the change in the length of the tour after replacing fx i ; x b(i) g and fx j ; x b(j) g by fx i ; x j g and fx b(i) ; x b(j) g. Finally let L(x (n) ) = min j6 =b(i);i6 =b(j) ij L(x (n) ) (note that, for a TSP tour, L(x (n) ) 0). Now, if we have k points in B (t) (0; r), each of them having its successor outside of B (t) (0; 4r), then k 5. Indeed, otherwise, L(x (n) ) < ?r, a contradiction. To see that, suppose that k = 6. From the \pigeonhole principle", sup x (n) L(x (n) ) will correspond to 6 points evenly spread on the boundary of B (t) (0; r), with each successor x b(i) directly across from it, on the boundary of B (t) (0; 4r + ") for an arbitrarily small ". But in this case we have L(x (n) ) = r + (4r + ") ? (3r + ") ? (3r + ") = ?r ? ".
The same argument hold if we reverse the orientation of the tour. Hence, we can be sure that, among 12 points, there is at least one point for which both its adjacent points along the tour belong to B (t) (0; 4r).
The second lemma is a probabilistic statement based on the previous result. = \there exists a point Y among n (B (t) (0; r=n 1=d )) such that both its adjacent points along the TSP tour, X, Z, belong to n (B (t) (0; 4r=n 1=d )), and such that S(X; Y; Z) =n 1=d ". Then, for any " > 0, there exists two positive constants r and so that P (H(r; )) 1 ? ": (5.22) Proof:
Let N(r) = N n (B (t) (0; r=n 1=d )). Suppose rst that N(r) 12. Then, from Lemma 4, there exists a point Y in B (t) (0; r=n 1=d ), such that both its adjacent points along the TSP tour, X and Z, are in B (t) (0; 4r=n 1=d ), and thus in B (t) (Y; 5r=n 1=d ). Suppose that, in addition, there exists a constant M such that N(6r) M, and thus N n (B (t) (Y; 5r=n 1=d )) M. Then, for X i and Z i among n (B (t) (Y; 5r=n 1=d )), there exists a constant such that P inf S(X i ; Y; Z i ) =n 1=d 1 ? "=2. Indeed, note that in the d-torus, everything is unchanged through translation, and thus that it su ces to show that for two independent points U and W uniformly distributed on B (t) (0; 5r=n 1=d ), we have lim !0 P(S(U;0;W) =n 1=d ) = 0, where the limit is uniform in n (see 5, Lemma 3] for a similar argument). But this is obvious since the probability in the limiting expression is independent of n. It remains to evaluate the probability of \N(r) 12 and N(6r) M". N(r) is a Poisson random variable with a parameter independent of n. Hence, for any " > 0, one can always choose a large r and a large constant M, so that: P(N(r) 12 and N(6r) M) 1 ? "=2.
We are now ready to complete the proof of Proposition 3.
Proof of Proposition 3:
First note that Lemma 5 remains valid for any d-torus ball translated from the origin. Also if, for such a ball, the event H(r; ) is true, say with Y , then we get savings of at least =n 1=d by skipping point Y from the tour.
Let us look at the probability that a given edge fU,Wg of the tour has a length D (in the d-torus) greater than or equal to log n=n 1=d . Divide the edge into three equal segments, and further divide the middle segment into m ? 1 equal segments.
Let (z j ) 1 j m be the m endpoints de ning the small segments and, for a given r, consider m adjacent d-balls of same radius 4r=n 1=d centered at these points. We then have m = 1 + log n=24r = (log n). Now suppose that for at least one of the balls, say B (t) (z j ; r=n 1=d ) the event H(r; ) is true with a given point, say Y . will be at most a constant times 1=n 1=d log n, and will be less than the savings in the ball, i.e. =n 1=d , for n large enough. In conclusion, from Lemma 5, we have for large n P(D > log n=n 1=d ) " 1+log n=24r = "n log"=24r Now we can always choose " so that the proposition is true.
Concluding remarks
In the course of proving the main theorem of this paper we have obtained several results of independent interests. For example, in proposition 1, we have proved that for n points i.i.d. uniform on 0; 1] d , the length of the largest edge of the optimal MST solutions (in the d-cube or d-torus) is almost surely asymptotically bounded from above by d (log n=n) 1=d . In fact, it is not di cult to show (see for example 4]) that, for a Poisson point process n with intensity n times the Lebesgue measure on 0; 1] d , the growth of the largest edge is ((log n=n) 1=d ) almost surely. Also, in Section 4, we have noted that in 10], the authors prove that for any independent and uniform random variables fX i : 1 i < 1g in 0; 1] d , d 2, the number of vertices of degree k in the MST through fX 1 ; : : : ; X n g is asymptotic to a constant k;d times n with probability one. In the case k = 1 and d = 2 (i.e., for the number of leaves of the MST in the square), the authors have shown that the constant = 1;2 is positive and that Monte Carlo simulation results suggest that = 2=9 is a reasonable approximation. If one attempts to get any more information on this constant, one rapidly nds that the boundary e ects of the square are a serious limitation on any analytical approach. Now from Theorem 2 any attempts on characterizing these constants could be made within the torus model, with no boundary problems. For example, it is clear, from the symmetry induced by the d-torus model, that k;d is equal to lim n!1 P(H (n) d = k), where H (n) d is the degree of any point, say X 1 , in a minimal spanning tree through fX 1 ; : : : ; X n g in the d-torus. Aknowledgements:
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