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Abstract
We develop the Euler–Maruyama scheme for a class of stochastic differential equations with Markovian switching (SDEwMSs)
under non-Lipschitz conditions. Both L1 and L2-convergence are discussed under different non-Lipschitz conditions. To overcome
the mathematical difﬁculties arisen from the Markovian switching as well as the non-Lipschitz coefﬁcients, several new analytical
techniques have been developed in this paper which should prove to be very useful in the numerical analysis of stochastic systems.
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1. Introduction
Hybrid systems driven by continuous-timeMarkov chains have been used tomodelmanypractical systemswhere they
may experience abrupt changes in their structure and parameters caused by phenomena such as component failures
or repairs, changing subsystem interconnections, and abrupt environmental disturbances. For example, in his book
[12], Mariton explained that the hybrid systems had been emerging as a convenient mathematical framework for the
formulation of various design problems in different ﬁelds such as evasive target tracking, fault tolerance detection, and
manufacturing processes.
One of the important classes of the hybrid systems is the stochastic differential equations with Markovian switching
(SDEwMSs)
dy(t) = f (y(t), r(t))dt + g(y(t), r(t)) dw(t).
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Here the state vector has two components y(t) and r(t): the ﬁrst one is in general referred to as the state while the
second one is regarded as the mode. In its operation, the system switches from one mode to another in a random way,
and the switching between the modes is governed by a Markov chain. For details of SDEwMSs, the reader is referred
to [2,6,11,14] among others.
Most of SDEwMSs do not have explicit solutions and hence require numerical solutions. Although the numerical
methods for stochastic differential equations (SDEs) have been well studied (see e.g., [8–10,13]), there is no numerical
method available for SDEwMSs until the recent publication [15] by the authors.Why is there a little numerical study for
SDEwMSs?As explained in [15], the main reason is that there is a mathematical difﬁculty arising from the Markovian
switching, which requires a new technique. The other reason is that many SDEwMSs do not satisfy the Lipschitz
condition. For example, the hybrid square-root process
dy(t) = a(r(t))y(t) dt + b(r(t))√y(t) dw(t) (1)
or the one-dimensional semi-linear SDEwMS of the form
dy(t) = a(r(t))y(t) dt + b(r(t))(|y(t)|) dw(t), (2)
where  : R+ → R+ is deﬁned by
(u) =
{
u
√− log(u) if 0ue−1,
e−1 + 0.5(u − e−1) if u> e−1. (3)
Such SDEwMSs appear widely in many branches of science and industry, in particular, in ﬁnance and engineering.
For example, the use of square-root processes were ﬁrst initiated in 1985 for interest rate models [3]; related problems
in option pricing were considered in [7]; most recent development in interest rate models can be found in [5]. Despite
the growing interests for models with non-Lipschitzian coefﬁcients, even in the case of SDEs without Markovian
switching, there are only a few results on the numerical methods without the global Lipschitz condition available; see
the recent paper [8]. In view of the pressing need, the importance, and the impact on many applications, we focus
on the design and analysis of numerical methods. The important contribution of this paper is the development of the
Euler–Maruyama (EM) scheme for a class of SDEwMSs under non-Lipschitz conditions.
In Section 2, we introduce necessary notations and deﬁne the EM approximate solutions to SDEwMSs. In particular,
we explain how to simulate discrete Markov chains and hence the EM solutions. In addition, a number of useful lemmas
will be presented that will play important roles in both Sections 3 and 4. In Section 3, we show that the EM solutions
converge to the exact solution in L1 under a non-Lipschitz condition, and in Section 4, we show the L2-convergence
under another non-Lipschitz condition. To overcome themathematical difﬁculties arising from theMarkovian switching
as well as the non-Lipschitz coefﬁcients, several new analytical techniques will be developed in this paper that should
be very useful in the numerical analysis of stochastic systems.
2. EM schemes and preparatory lemmas
Throughout this paper, let (,F, {Ft }t0, P ) be a complete probability space with a ﬁltration {Ft }t0 satisfy-
ing the usual conditions (i.e., it is increasing and right continuous while F0 contains all P -null sets). Let w(t) =
(w1t , . . . , w
d
t )
 with t0, be a d-dimensional Brownian motion deﬁned on the probability space with v˜ denoting the
transpose of a vector v˜. Let r(t), t0, be a right-continuous Markov chain on the probability space taking values in a
ﬁnite state space S = {1, 2, . . . , N} with the generator = (ij )N×N given by
P {r(t + ) = j |r(t) = i} =
{
ij+ o() if i = j,
1 + ij+ o() if i = j,
where > 0, ij is the transition rate from i to j satisfying ij > 0 if i = j and ii = −
∑
j =iij . Assume the Markov
chain r(·) is independent of the Brownian motion w(·). It is well known that almost every sample path of r(·) is a
right-continuous step function with ﬁnite number of simple jumps in any ﬁnite subinterval of R+ := [0,∞).
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In this paper we consider the m-dimensional SDEwMS
dy(t) = f (y(t), r(t)) dt + g(y(t), r(t)) dw(t), 0 tT , (4)
with initial data y(0) = y0 ∈ Rm and r(0) = i0 ∈ S, where f : Rm × S → Rm and g : Rm × S → Rm×d .
As a standing hypothesis we assume that both f and g are sufﬁciently smooth so that Eq. (4) has a unique solution.
We refer the reader to Skorohod [14] and Mao [11] for the conditions on the existence and uniqueness of the so-
lution. The initial data y0 and i0 could be random, but the Markov property ensures that it is sufﬁcient to consider
only the case when both y0 and i0 are constants. To deﬁne the EM approximate solution, we will need following
lemma (see [1]).
Lemma 1. Given > 0, let rk = r(k) for k0. Then {rk , k = 0, 1, 2, . . .} is a discrete Markov chain with the
one-step transition probability matrix
P() = (Pij ())N×N = e. (5)
Given a stepsize > 0, the discrete Markov chain {rk , k = 0, 1, 2, . . .} can be simulated as follows: compute the
one-step transition probability matrix given by (5). Let r0 = i0 and generate a random number 	1 which is uniformly
distributed in [0, 1]. Deﬁne
r1 =
{
i1 if i1 ∈ S − {N} such that∑i1−1j=1 Pi0,j ()	1 <∑i1j=1Pi0,j (),
N if
∑N−1
j=1 Pi0,j ()	1,
where we set
∑0
j=1Pi0,j () = 0 as usual. Generate independently a new random number 	2 which is again uniformly
distributed in [0, 1] and then deﬁne
r2 =
{
i2 if i2 ∈ S − {N} such that∑i2−1j=1 Pr1 ,j ()	2 <∑i2j=1Pr1 ,j (),
N if
∑N−1
j=1 Pr1 ,j ()	2.
Repeating this procedure, a trajectory of {rk , k = 0, 1, 2, . . .} can be generated. This procedure can be carried out
independently to obtainmore trajectories.After explaining how to simulate the discreteMarkov chain {rk , k=1, 2, . . .},
we can now deﬁne the EM approximate solution to the SDEwMS (4). Given a stepsize > 0, let tk = k for k0.
Compute the discrete approximations Xk ≈ y(tk) by setting X0 = y0, r0 = i0, and
Xk+1 = Xk + f (Xk, rk )+ g(Xk, rk )wk , (6)
where wk = w(tk+1) − w(tk). Let
X¯(t) = Xk, r¯(t) = rk for t ∈ [tk, tk+1) (7)
and deﬁne the continuous EM approximate solution by
X(t) = X0 +
∫ t
0
f (X¯(s), r¯(s)) ds +
∫ t
0
g(X¯(s), r¯(s)) dw(s). (8)
Note that X(tk)= X¯(tk)=Xk . That is, X(t) and X¯(t) coincide with the discrete approximate solution at the gridpoints.
Throughout this paper we denote by | · | the Euclidean norm for vectors or the trace norm for matrices. Let us cite a
lemma from [15] that will be used later.
Lemma 2. Assume that f and g satisfy the linear growth condition, namely there is a constant h> 0 such that
|f (x, i)| ∨ |g(x, i)|h(1 + |x|) for ∀(x, i) ∈ Rm × S. (9)
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Then for any p2 there is a constant K, which depends only on p, T , h, y0, but does not depend on  such that the
exact solution and the EM approximate solution to the SDEwMS (4) have the property that
E
[
sup
0 tT
|y(t)|p
]
∨ E
[
sup
0 tT
|X(t)|p
]
K . (10)
Let us now present two more useful lemmas that will play an important role in the following sections.
Lemma 3. Under the linear growth condition (9), there is a constant C, which is independent of  such that
E
∫ T
0
|f (X¯(s), r¯(s)) − f (X¯(s), r(s))|2 dsC, (11)
E
∫ T
0
|g(X¯(s), r¯(s)) − g(X¯(s), r(s))|2 dsC. (12)
Proof. Let n = 
T/, the integer part of T/. Then
E
∫ T
0
|f (X¯(s), r¯(s)) − f (X¯(s), r(s))|2 ds
=
n∑
k=0
E
∫ tk+1
tk
|f (X¯(tk), r(tk)) − f (X¯(tk), r(s))|2 ds (13)
with tn+1 being T. Let IG be the indicator function of the set G. Moreover, in what follows, C is a generic positive
constant independent of , whose values may vary from line to line. With these notations we derive, using (9), that
E
∫ tk+1
tk
|f (X¯(tk), r(tk)) − f (X¯(tk), r(s))|2 ds
2E
∫ tk+1
tk
[
|f (X¯(tk), r(tk))|2 + |f (X¯(tk), r(s))|2
]
I{r(s)=r(tk)} ds
CE
∫ tk+1
tk
[
1 + |X¯(tk)|2
]
I{r(s)=r(tk)} ds
C
∫ tk+1
tk
E
[
E[(1 + |X¯(tk)|2)I{r(s)=r(tk)}|r(tk)]
]
ds
= C
∫ tk+1
tk
E
[
E[(1 + |X¯(tk)|2)|r(tk)]E[I{r(s)=r(tk)}|r(tk)]
]
ds,
where in the last step we use the fact that X¯(tk) and I{r(s)=r(tk)} are conditionally independent with respect to the
-algebra generated by r(tk). But, by the Markov property,
E[I{r(s) =r(tk)}|r(tk)] =
∑
i∈S
I{r(tk)=i}P(r(s) = i|r(tk) = i)
=
∑
i∈S
I{r(tk)=i}
∑
j =i
(ij (s − tk) + o(s − tk))

(
max
1 iN
(−ii )+ o()
)∑
i∈S
I{r(tk)=i}C. (14)
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So, by Lemma 2,
E
∫ tk+1
tk
|f (X¯(tk), r(tk)) − f (X¯(tk), r(s))|2 dsC
∫ tk+1
tk
[1 + E|X¯(tk)|2] dsC2.
Substituting this into (13) yields (11). Similarly, we can show (12). 
Lemma 4. Under the linear growth condition (9), there is a constant C, which is independent of, such thatE|X¯(t)−
X(t)|2C, ∀t ∈ [0, T ].
Proof. For any t ∈ [0, T ], let kt = 
t/, the integer part of t/. By (8) and (9), it is easy to show that
E|X¯(t) − X(t)|2CE
[
(1 + |Xkt |2)(2 + |w(t) − w(kt)|2)
]
.
Using the independence ofw(t)−w(kt) andXkt and then applyingLemma2we can then obtainE|X¯(t)−X(t)|2C
as required. 
We will also need the Bihari inequality (see e.g., [10, Theorem 1.8.2, p. 45]) which we cite as a lemma for the
convenience of the reader.
Lemma 5 (Bihari’s inequality). Let T > 0 and c > 0. Let K : R+ → R+ be a continuous non-decreasing function
such that K(t)> 0 for all t > 0. Let u(·) be a Borel measurable bounded non-negative function on [0, T ], and let v(·)
be a non-negative integrable function on [0, T ]. If
u(t)c +
∫ t
0
v(s)K(u(s)) ds for all 0 tT ,
then
u(t)G−1
(
G(c) +
∫ t
0
v(s) ds
)
holds for all such t ∈ [0, T ] that G(c)+ ∫ t0 v(s) ds ∈ Dom(G−1), where G(r)= ∫ r1 ds/K(s) on r > 0, and G−1 is the
inverse function of G.
3. L1-Convergence
In this section we shall show the L1-convergence of the EM approximate solution to the exact solution under the
following non-Lipschitz condition:
Assumption 6. There are three continuous increasing functions 
(u), (u) and (u) on u0 such that 
(0)= (0)=
(0) = 0, 
(u) + (u)u−1 is non-decreasing in u, both 
(u) + (u)u−1 and (u) are concave, (u)(u2) for u0,
and that∫ 1
0
du

(u) + (u)u−1 = ∞,
|f (x, i) − f (y, i)|
(|x − y|), and |g(x, i) − g(y, i)|2(|x − y|) for all x, y ∈ Rm and i ∈ S.
To illustrate this assumption, let us recall Eq. (2). That is, we have f (x, i) = a(i)x and g(x, i) = b(i)(|x|), for
(x, i) ∈ R× S, where a, b : S → R and  : R+ → R+ is deﬁned by (3). It is easy to verify that  is increasing and
concave on R+. By setting K = max{|a(i)| ∨ |b(i)| : i ∈ S},
|f (x, i) − f (y, i)|K|x − y| and |g(x, i) − g(y, i)|2K22(|x − y|)
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for all (x, y, i) ∈ R+ ×R+ × S. We may deﬁne 
(u) = Ku, (u) = K22(u) and
(u) =
{0.5K2u(− log(u)) if 0ue−2,
K2[e−2 + 0.5(u − e−2)] if u> e−2.
It is straightforward that they obey the requirements of Assumption 6.
In order to use Lemmas 2–4, let us show that Assumption 6 implies the linear growth condition (9). In fact, given
that both 
(u) + (u)u−1 and (u) are concave on u0, there is a positive constant h1 such that

(u) + (u)u−1h1(1 + u) and (u)h1(1 + u).
Hence, for any (x, i) ∈ Rm × S,
|f (x, i)| |f (0, i)| + 
(|x|) max
i∈S |f (0, i)| + h1(1 + |x|)
and
|g(x, i)|22|g(0, i)|2 + 2(|x|2)2max
i∈S |g(0, i)|
2 + 2h1(1 + |x|2).
From these the linear growth condition (9) follows immediately. Hence, Lemmas 2–4 hold under Assumption 6.
Theorem 7. Under Assumption 6,
lim
→0
E
[
sup
0 tT
|X(t) − y(t)|
]
= 0. (15)
Proof. The proof is very technical so is divided into four steps. As before, C will be used to denote a positive constant
independent of  whose values may change for different appearances. Moreover, we deﬁne
(u) = 
(u) + (u)u−1 for u0.
By Assumption 6, (0) = 0, (u)> 0 for u> 0 and (·) is concave.
Step 1: We ﬁrst claim that
lim
→0
[
sup
0 tT
E|X(t) − y(t)|
]
= 0. (16)
To show this, we ﬁrst observe from Assumption 6 that∫ 1
0
u
(u)
du
∫ 1
0
du

(u) + (u)u−1 = ∞.
We can then ﬁnd a decreasing sequence of positive constants a0 = 1>a1 >a2 > · · ·>ak > · · · such that∫ ak−1
ak
u
(u)
du = 2, k1.
Clearly, ak → 0 as k → ∞. For each k1, let k(u) be a continuous function on u0 with its support in (ak, ak−1)
such that
0k(u)
u
(u)
and
∫ ak−1
ak
(u) du = 1.
Such a function exists obviously. Deﬁne
k(v) =
∫ v
0
(∫ z
0
k(u) du
)
dz, v0.
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It is easy to see that k is a C2-function with the following properties:
v − ak−1k(v)v for ∀v0,
′k(v) = ′′k(v) = 0 if v /∈ (ak, ak−1),
0′k(v)1 and 0′′k(v) v(v) if ak < v <ak−1,
where ′k and ′′k denote the ﬁrst and second derivative of k , respectively. Deﬁne Vk(x) = k(|x|), x ∈ Rm. Clearly,
Vk is a C2-function in Rm. Set
(Vk)x(x) =
(
Vk(x)
x1
, . . . ,
Vk(x)
xm
)
and (Vk)xx(x) =
(
Vk(x)
xixj
)
m×m
.
The Itô formula shows that for 0 tT ,
EV k(X(s) − y(s))E
∫ t
0
(Vk)x(X(s) − y(s))[f (X¯(s), r¯(s)) − f (y(s), r(s))] ds
+ 1
2
E
∫ t
0
[g(X¯(s), r¯(s)) − g(y(s), r(s))]
× (Vk)xx(X(s) − y(s))[g(X¯(s), r¯(s)) − g(y(s), r(s))] ds
:= J1(t) + J2(t). (17)
Noting that |Vk(x)/xi |1, 1 im, we compute
J1(t)
√
mE
∫ t
0
|f (X¯(s), r¯(s)) − f (y(s), r(s))| ds

√
mE
∫ t
0
[|f (X¯(s), r¯(s)) − f (X¯(s), r(s))|
+ |f (X¯(s), r(s)) − f (X(s), r(s))| + |f (X(s), r(s)) − f (y(s), r(s))|] ds

√
mE
∫ T
0
|f (X¯(s), r¯(s)) − f (X¯(s), r(s))| ds
+ √m
∫ T
0
E
(|X¯(s) − X(s)|) ds + √m
∫ t
0
E
(|X(s) − y(s)|) ds. (18)
But, by the Hölder inequality and Lemma 3,
E
∫ T
0
|f (X¯(s), r¯(s)) − f (X¯(s), r(s))| ds

√
T E
(∫ T
0
|f (X¯(s), r¯(s)) − f (X¯(s), r(s))|2 ds
)1/2

√
T
(
E
∫ T
0
|f (X¯(s), r¯(s)) − f (X¯(s), r(s))|2 ds
)1/2
C
√
. (19)
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Also, by the Jensen inequality and Lemma 4,∫ T
0
E
(|X¯(s) − X(s)|) ds
∫ T
0
E(|X¯(s) − X(s)|) ds

∫ T
0
(E|X¯(s) − X(s)|) ds
∫ T
0

(√
E|X¯(s) − X(s)|2
)
ds
T(
√
C)C(
√
). (20)
Hence
J1(t)C[
√
+ (√)] + √m
∫ t
0
E
(|X¯(s) − y(s)|) ds. (21)
On the other hand, compute
Vk(x)
xixj
= ′k(|x|)(ij |x|2 − xixj )|x|−3 + ′′k(|x|)xixj |x|−2,
where ij = 1 if i = j or otherwise 0. Thus,∣∣∣∣Vk(x)xixj
∣∣∣∣ 2
(
1
|x| +
|x|
(|x|)
)
I{ak<|x|<ak−1},
whence
|(Vk)xx(x)|2m
(
1
|x| +
|x|
(|x|)
)
I{ak<|x|<ak−1}. (22)
We then compute
J2(t)0.5E
∫ t
0
|(Vk)xx(X(s) − y(s))||g(X¯(s), r¯(s)) − g(y(s), r(s))|2 ds
1.5E
∫ t
0
|(Vk)xx(X(s) − y(s))|[|g(X¯(s), r¯(s)) − g(X¯(s), r(s))|2
+ |g(X¯(s), r(s)) − g(X(s), r(s))|2 + |g(X(s), r(s)) − g(y(s), r(s))|2] ds
3m
(
1
ak
+ ak−1
(ak)
)
E
∫ T
0
[|g(X¯(s), r¯(s)) − g(X¯(s), r(s))|2
+ (|X¯(s) − X(s)|2)] ds + 3mE
∫ t
0
(
(|X(s) − y(s)|)
|X(s) − y(s)| + ak−1
)
ds. (23)
By Lemmas 3 and 4, we can then easily show that
J2(t)3mT ak−1 + C
(
1
ak
+ ak−1
(ak)
)
[+ ()] + 3mE
∫ t
0
(|X(s) − y(s)|)
|X(s) − y(s)| ds. (24)
Substituting (21) and (24) into (17) yields that
EV k(X(s) − y(s))C[
√
+ (√)] + 3mT ak−1 + C
(
1
ak
+ ak−1
(ak)
)
× [+ ()] + 3m
∫ t
0
(E|X(s) − y(s)|) ds. (25)
But, by the deﬁnition of Vk and the property of k , we have E|X(t) − y(t)| − ak−1EV k(X(s) − y(s)). Thus
E|X(s) − y(s)|(3mT + 1)ak−1 + C(k,) + 3m
∫ t
0
(E|X(s) − y(s)|) ds, (26)
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where
C(k,) = C
[√
+ (√)
]
+ C
(
1
ak
+ ak−1
(ak)
)
[+ ()].
Applying the Bihari inequality (i.e., Lemma 5), we obtain that
sup
0 tT
E|X(t) − y(t)|G−1 (G((3mT + 1)ak−1 + C(k,)) + 3mT ) (27)
provided
G((3mT + 1)ak−1 + C(k,)) + 3mT ∈ Dom(G−1),
whereG(r)=∫ r1 du/(u) on r > 0, andG−1 is the inverse function ofG. Recalling the condition that ∫ 10 du/(u)=∞,
we see that (−∞, 0] ⊂ Dom(G−1), G(r) → −∞ as r → 0 and G−1(r) → 0 as r → −∞. Thus, for any ε > 0, there
exists a > 0 such that
G(r) + 3mT < 0 and G−1(G(r) + 3mT )< ε for r ∈ (0, 2).
Now, choose a sufﬁciently large k for (3mT + 1)ak−1 < . For this ﬁxed k, there is a ∗ > 0 such that C(k,)<  for
 ∈ (0,∗). Therefore, it follows from (27) that
sup
0 tT
E|X(t) − y(t)|<ε for  ∈ (0,∗). (28)
This veriﬁes (16).
Step 2: In this step, we shall show that
lim
→0
E
∫ T
0
|f (X¯(s), r¯(s)) − f (y(s), r(s))| ds = 0. (29)
In fact, we compute
E
∫ T
0
|f (X¯(s), r¯(s)) − f (y(s), r(s))| ds
E
∫ T
0
[|f (X¯(s), r¯(s)) − f (X¯(s), r(s))| + |f (X¯(s), r(s)) − f (X(s), r(s))|
+ |f (X(s), r(s)) − f (y(s), r(s))|] ds
E
∫ T
0
|f (X¯(s), r¯(s)) − f (X¯(s), r(s))| ds +
∫ T
0
E
(|X¯(s) − X(s)|) ds
+
∫ T
0
(E|X(s) − y(s)|) ds.
This, together with (16), (19), and (20), implies (29) immediately.
Step 3: In this step we shall show that
lim sup
→0
E
[∫ T
0
|g(X¯(s), r¯(s)) − g(y(s), r(s))|2 ds
]1/2
 1
6
lim sup
→0
E
(
sup
0 sT
|X(s) − y(s)|
)
. (30)
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Indeed, we compute
E
[∫ T
0
|g(X¯(s), r¯(s)) − g(y(s), r(s))|2 ds
]1/2
E
[∫ T
0
3(|g(X¯(s), r¯(s)) − g(X¯(s), r(s))|2 + |g(X¯(s), r(s)) − f (X(s), r(s))|2
+|g(X(s), r(s)) − g(y(s), r(s))|2) ds
]1/2
2E
[∫ T
0
|g(X¯(s), r¯(s)) − g(X¯(s), r(s))|2 ds
]1/2
+ 2E
[∫ T
0
(|X¯(s) − X(s)|2) ds
]1/2
+ 2E
[∫ T
0
(|X(s) − Y (s)|) ds
]1/2
2
[
E
∫ T
0
|g(X¯(s), r¯(s)) − g(X¯(s), r(s))|2 ds
]1/2
+ 2
[∫ T
0
(E|X¯(s) − X(s)|2) ds
]1/2
+ 2E
[
sup
0 sT
|X(s) − y(s)|
∫ T
0
(|X(s) − Y (s)|)
|X(s) − Y (s)| ds
]1/2
2
[
E
∫ T
0
|g(X¯(s), r¯(s)) − g(X¯(s), r(s))|2 ds
]1/2
+ 2
[∫ T
0
(E|X¯(s) − X(s)|2) ds
]1/2
+ 1
6
E
[
sup
0 sT
|X(s) − y(s)|
]
+ 6
∫ T
0
(E|X(s) − Y (s)|) ds.
Letting  → 0 and using Lemmas 3 and 4 as well as property (16) we obtain the desired inequality (30).
Step 4: We can now easily prove the required assertion (15). In fact, by the well-known Burkholder–Davis–Gundy
inequality (see e.g., [4, Theorem 3.14]), we have
E
(
sup
0 tT
|X(s) − y(s)|
)
E
∫ T
0
|f (X¯(s), r¯(s)) − f (y(s), r(s))| ds
+ 3E
[∫ T
0
|g(X¯(s), r¯(s)) − g(y(s), r(s))|2 ds
]1/2
. (31)
Letting  → 0 and using (29) and (30) we obtain that
lim sup
→0
E
(
sup
0 tT
|X(t) − y(t)|
)
 1
2
lim sup
→0
E
(
sup
0 tT
|X(t) − y(t)|
)
.
This implies assertion (15) immediately. The proof is thus complete. 
4. L2-Convergence
In this section we shall show the L2-convergence of the EM approximate solution to the exact solution under the
following non-Lipschitz condition:
Assumption 8. There is a continuous increasing concave function 
 : R+ → R+ with the property
∫ 1
0 du/
(u) = ∞
such that |f (x, i) − f (y, i)|2 ∨ |g(x, i) − g(y, i)|2
(|x − y|2) for all x, y ∈ Rm and i ∈ S.
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There are many examples of the function 
 used in the above assumption. For example, let > 0 be sufﬁciently small
and deﬁne 
(0)=0 and 
(u)=u, u log(1/u), u log(1/u) log log(1/u), . . . , for 0<u; 
(u)=
()+
′(−)(u−),
for u> .
It is also easy to see that there is a positive constant L1 such that 
(u)L1(1 + u) ∀u0. Hence, Assumption 8
implies
|f (x, i)| ∨ |g(x, i)|L2 +
√

(|x|2)L2 +
√
L1(1 + |x|)h(1 + |x|), (32)
where h=L2 + √L1 and L2 = max{|f (0, i)| ∨ |g(0, i)| : i ∈ S}. Therefore, Lemmas 2–4 hold under Assumption 8.
Theorem 9. Under Assumption 8, lim→0E[sup0 tT |X(t) − y(t)|2] = 0.
Proof. As before, C will be used to denote a generic positive constant independent of  that may take different values
for each appearance.
By the Hölder inequality and the Doob martingale inequality, it is easy to show that for 0 tT ,
E
(
sup
0 s t
|X(s) − y(s)|2
)
2T E
∫ t
0
|f (X¯(s), r¯(s)) − f (y(s), r(s))|2 ds
+ 8E
∫ t
0
|g(X¯(s), r¯(s)) − g(y(s), r(s))|2 ds. (33)
By Assumption 8 we compute that
E
∫ t
0
|f (X¯(s), r¯(s)) − f (y(s), r(s))|2 ds
2E
∫ t
0
|f (X¯(s), r(s)) − f (y(s), r(s))|2 ds
+ 2E
∫ t
0
|f (X¯(s), r¯(s)) − f (X¯(s), r(s))|2 ds
2
∫ t
0

(E|X¯(s) − y(s)|2) ds + 2E
∫ T
0
|f (X¯(s), r¯(s)) − f (X¯(s), r(s))|2 ds. (34)
By Lemma 3, we obtain that
E
∫ t
0
|f (X¯(s), r¯(s)) − f (y(s), r(s))|2 ds2
∫ t
0

(E|X¯(s) − y(s)|2) ds + C. (35)
Similarly, we can show that
E
∫ t
0
|g(X¯(s), r¯(s)) − g(y(s), r(s))|2 ds2
∫ t
0

(E|X¯(s) − y(s)|2) ds + C. (36)
Substituting (35) and (36) into (33) yields that
E
(
sup
0 s t
|X(s) − y(s)|2
)
C
∫ t
0

(E|X¯(s) − y(s)|2) ds + C. (37)
But, by Lemma 4,
E|X¯(s) − y(s)|22E|X(s) − y(s)|2 + 2E|X(s) − X¯(s)|2
2E|X(s) − y(s)|2 + C. (38)
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Using the property of the increasing concave function 
, namely 
(u + v)
(u) + 
(v) ∀u, v0, we then have

(E|X¯(s) − y(s)|2)
(2E|X(s) − y(s)|2) + 
(C)
2
(E|X(s) − y(s)|2) + C
().
Substituting this into (37), we obtain that
E
(
sup
0 s t
|X(s) − y(s)|2
)
C
∫ t
0

(E|X(s) − y(s)|2) ds + C[+ 
()]
C
∫ t
0


(
E
[
sup
0 r s
|X(r) − y(r)|2
])
ds + C[+ 
()]. (39)
Applying the Bihari inequality, we obtain that
E
(
sup
0 sT
|X(s) − y(s)|2
)
G−1(G(C[+ 
()]) + CT ) (40)
provided G(C[+ 
()]) + CT ∈ Dom(G−1), where G(r) = ∫ r1 du/
(u) on r > 0, and G−1 is the inverse function
of G. Recalling the condition
∫ 1
0 du/
(u) = ∞, we see that (−∞, 0] ⊂ Dom(G−1), G(r) → −∞ as r → 0 and
G−1(r) → 0 as r → −∞. Thus, for all sufﬁciently small , G(C[+
()])+CT ∈ Dom(G−1) whence (40) holds.
We therefore have
lim
→0
E
(
sup
0 sT
|X(s) − y(s)|2
)
 lim
→0
G−1(G(C[+ 
()]) + CT ) = 0. 
5. Conclusions
In this paper, we use the EM scheme to generate the approximate solutions to a class of SDEwMSs, and analyze the
order of the errors, in theL1 andL2 sense, of the approximations under the stated non-Lipschitz conditions. Several new
analytical techniques are developed to overcome the mathematical difﬁculties arising from the Markovian switching
as well as the non-Lipschitz conditions.
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