Impressive progress in genome sequencing, protein expression and high-throughput crystallography and NMR has radically transformed the opportunities to use protein three-dimensional structures to accelerate drug discovery, but the quantity and complexity of the data have ensured a central place for informatics. Structural biology and bioinformatics have assisted in lead optimization and target identification where they have well established roles; they can now contribute to lead discovery, exploiting high-throughput methods of structure determination that provide powerful approaches to screening of fragment binding.
BACKGROUND
Ideas about the use of X-ray crystallography in drug discovery emerged more than 30 years ago as the first three-dimensional structures of proteins were determined. These ideas included the synthesis of ligands of haemoglobin to decrease sickling (Beddell et al. 1976; Goodford et al. 1980) , the chemical modification of insulins to increase half lives in circulation (Blundell 1972) , and the design of inhibitors of serine proteases to control blood clotting. However, apart from an early venture in 1975 by the UK Wellcome Foundation programme (Beddell et al. 1976) , most pharmaceutical companies considered X-ray crystallography too expensive and time consuming to bring 'in house' and for a time most activity remained in academia.
Within a decade, a radical change in drug design had begun, incorporating the knowledge of the threedimensional structures of target proteins into the design process. Although structures of the relevant drug targets were usually not available directly from X-ray crystallography, comparative models based on homologues proved useful in defining topographies of the complementary surfaces of ligands and their protein targets, and began to be exploited in lead optimization in the 1980s (Blundell et al. 1983; Blundell 1996; Campbell 2000) . Eventually crystal structures of key drug targets became available; AIDS drugs such as Agenerase and Viracept were developed using the crystal structure of HIV protease (Lapatto et al. 1989; Miller et al. 1989) ; and the influenza drug Relenza was designed using the crystal structure of neuraminidase (Varghese 1999) . More than 40 drugs originating from structure-based design approaches have now entered clinical trials (Hardy & Malikayil 2003) , and seven of these had achieved regulatory approval and been marketed as drugs by mid-2003. Protein structure can influence drug discovery at every stage in the design process (figure 1). Classically it has been exploited in lead optimization, a process that uses structure to guide the chemical modification of a lead molecule to give an optimized fit in terms of shape, hydrogen bonds and other non-covalent interactions with the target. Protein structure can also be used in target identification and selection (the assessment of the 'druggability' or tractability of a target). Traditionally, this has involved homology recognition assisted by knowledge of protein structure; but now structural genomics programmes are seeking to define representative structures of all protein families, allowing proposals of binding regions and molecular functions. More recently, X-ray crystallography has been used to assist the identification of hits by virtual screening and more directly in the screening of chemical fragments. The key roles of structural biology and bioinformatics in lead optimization remain as important as ever (Whittle & Blundell 1994; Lombardino & Lowe 2004) . Here, we focus on their roles in target identification and lead discovery.
TARGET IDENTIFICATION FROM SEQUENCE-STRUCTURE HOMOLOGY RECOGNITION
Protein structures are a rich source of information about membership of families and superfamilies. It is such divergently evolved proteins that need to be recognized as they are most likely to exhibit similar structure and function. Thus, we are interested in 'homology recognition' rather than 'fold recognition'. A classical example of this process was the recognition of HIV proteinase as a distant member of the pepsin/renin superfamily and the subsequent modelling of its three-dimensional structure and the design of inhibitors (Pearl & Taylor 1987; Blundell 1988) . In general, putative relatives are identified, the sequences aligned, and the three-dimensional structures modelled. This is usually helpful in proposing binding sites and molecular functions if key residues are conserved.
Methods for the recognition of distant homologues through sequence-structure matching can be classified either as profile methods or threading. The profile methods introduce structural information into traditional sequence comparison algorithms often using structure-dependent propensities (Bowie et al. 1991; Rice & Eisenberg 1997) . Our approach has been to exploit environment-dependent substitution matrices and gap penalties (Overington et al. 1990; Overington et al. 1992) in a computer program known as FUGUE (Shi et al. 2001) . This very effectively improves the recognition of distant homologues that are members of superfamilies. Threading, on the other hand, fits a probe sequence onto the backbone of a known structure, evaluating the compatibility between the sequence and the proposed structure by means of a set target identification and validation screening hits-to-leads lead optimization target selection lead discovery lead development sequence-structure homology recognition structural genomics traditional use of X-ray and modelled three-dimensional structures structure-based screening Figure 1 . Drug discovery classically follows the path from target selection, through lead discovery to lead development. Although structural biology has historically had a role in the final stages during lead optimization, it is now having an effect at all stages. Homology recognition and structural genomics can aid target selection, while structure-based screening assists the lead discovery and development processes.
of empirical potentials, which are derived from wellresolved protein structure data ( Jones et al. 1992) . This method remains a powerful tool for fold recognition, but sequence-structure comparison methods using profiles offer better homology recognition performance (Lindahl & Elofsson 2000) . Combined algorithms have been reported; for example, GenTHREADER uses the sequence comparison method to generate the sequence-structure alignment and then evaluates the alignment using threading potentials ( Jones 1999) .
Once a homologue of known structure has been identified it can be modelled using a variety of comparative (homology) modelling procedures. For example, those that use a fragment-assembly approach such as COMPOSER (Sutcliffe et al. 1987) or 3D-JIGSAW (Bates & Sternberg 1999) or alternatively a restraint-based approach such as MODELLER Rodionov & Blundell (1998) structural conservation ( 
(1-0.5 ) (Sali & Blundell 1993) , which uses probability density functions derived from homologous structures and general features, obtained from the statistical analysis of a large numbers of known protein structures. Programs based on the satisfaction of spatial constraints usually produce complete models but with variable quality in different regions. These problems occur due to inadequacies in handling deletions and especially insertions where constraints cannot easily be derived from homologues or other proteins of known structure. Also, these programs normally need more computational power and time in order to process and generate the model. Both approaches give good models if the sequence identity is greater than 30% but the accuracy falls off sharply when it is lower, mainly due to the difficulty in obtaining good alignments, predicting shifts of core residues and building loops (Venclovas et al. 2003) .
Our recent attempts to improve comparative modelling have centred on the idea of structurally conserved clusters (SCCs; R. W. Montalvã o et al. 2005, unpublished results) . One problem associated with fragment assembly approaches is that structural conserved regions are usually defined as regions where all proteins in the same family show the same conformation for the main chain atoms independently of their classification in a secondary structure element or loop region. This implies that the length of the structural conserved region tends to be proportional to the family percentage sequence identity (PID) and inversely proportional to the number of its members. A further problem is that superposition of Ca atoms often leads to equivalencing regions of quite different conformation. In order to overcome these difficulties, we have developed a computer program called CHORAL, which uses a knowledge-based method comprised of an amalgam of differential geometry and pattern recognition algorithms to identify the conserved structural patterns in homologous protein families (figure 2). CHORAL defines the SCCs as regions with equivalent differential geometry, i.e. curvature and torsion. Propensity tables are used to classify and to select patterns that are most likely to represent the structure of the core for a target protein (R. W. Montalvão et al. 2005, unpublished results) . Our modelling process is completed by knowledgebased approaches in ANDANTE to model side-chains and in CODA to model loops (Deane & Blundell 2001) . These approaches appear to have considerable advantages in retrospective prediction or 'post-diction'-CHORAL has been used to model the protein cores of 150 members of 10 protein families, demonstrating an equivalent and sometimes superior performance compared to other modelling programs, particularly in modelling distant members of superfamilies showing low sequence identity with the templates-but still have to be tested in an objective prediction mode.
Although these comparative structural bioinformatics approaches have proved very helpful, an experimental structure will invariably be more accurate. The possibility of using high-throughput crystallography for defining structures for the majority of gene products in an organism, known as structural genomics, has recently become a reality and there are several world-wide initiatives to define three-dimensional structures of representative protein family members in several genomes (Lesley et al. 2002; Service 2002; Heinemann et al. 2003; Rupp 2003) . Structures defined by these structural genomics initiatives will not replace structural bioinformatics but rather focus its applications. If the objective of defining representative structures for each family can be achieved then comparative modelling can be used to construct models for all members of each family. Structural genomics has now defined structures for about 1000 proteins after 5 years' massive investment. The small number of genes in individual genomes (from less than a thousand to thirty thousand) hides the fact that there are probably as many as 50 000 families of proteins in total even in the prokaryotes. Each species tends to have its own, peculiar families. Thus, structural bioinformatics will continue to be central to identification of new members of superfamilies, a role that is likely to make major contributions to target identification and validation.
TARGET VALIDATION AND THE IDENTIFI-CATION OF LIGAND BINDING REGIONS
Many of the structures defined by structural genomics programs are of proteins that have no known function, and which have been identified as proteins based only on their gene sequences. It is becoming increasingly important to develop computational methods that will identify sites involved in productive intermolecular interactions that might give clues about functions and binding sites for these proteins. Although sequence motif databases, such as PROSITE (Hofmann et al. 1999) , identify specific residues likely to be involved in function, three-dimensional descriptors of functional sites have an advantage as the sites themselves are usually made from discontinuous regions of the protein sequence (Kasuya & Thornton 1999) . There have been several attempts to predict functional/interaction sites computationally, for example by identifying steric strain or other types of high-energy conformations that often occur at active sites (Herzberg & Moult 1991; Heringa & Argos 1999) , or through identifying clefts that can accommodate ligands (Laskowski et al. 1996) . Almost all protein functional sites arise through mutation and selection and hence they will be the most highly conserved regions of a protein (Zvelebil et al. 1987; McPhalen et al. 1992; Irving et al. 2001) . The most widely used method based on evolutionary conservation of sequence is 'evolutionary trace' (Lichtarge & Sowa 2002) , in which residues that are conserved are highlighted on the structure.
However, restraints leading to conservation of sequence can arise from both function, and structure. In our recent approach encoded in CRESCENDO, we have tried to differentiate evolutionary restraints on protein function from those on sequence and structure (Chelliah et al. 2004 ). As discussed above, the degree of conservation of amino acid residues has been shown to be strongly dependent on the environment in which they occur in the folded protein, and substitution tables that give the likely replacements of amino acids in particular local environments have been derived (Overington et al. 1990; Overington et al. 1992) . A method to distinguish restraints placed on substitutions due to protein structure from restraints deriving from functions mediated by interactions with other molecules has been developed using these environment-specific substitution tables (ESSTs; Chelliah et al. 2004;  figure 3 ). Two different sequence scoring systems, used to identify the functional sites, gave similar results. The first scoring system, termed 'conservation score' (figure 3a) is a modification of that of Rodionov & Blundell (1998) . This score quantifies the degree of sequence conservation at an alignment position compared to the average conservation. The second score, termed the 'divergent score' (figure 3b), quantifies the overall difference, or divergence, between the observed and predicted substitution probabilities. The positions where ESSTs make poor predictions of the overall amino acid substitution pattern are identified using information theory. The clusters of high scoring alignment positions apparently subjected to these additional restraints in evolution correlate well with the functional sites in protein defined by experimental methods. We have also analysed conservation of local structure in homologous families of proteins and developed a term to describe structural conservation (figure 3c) that can be used to increase the accuracy of functional site prediction (figure 3d ). The method relies on the clustering of residues in three-dimensional space. The method has been applied to a set of well-characterized protein families and is able to identify functional sites. The technique is fast, automatic and predicts functional sites with a high degree of accuracy.
Since the residues involved in protein interactions have strong evolutionary pressure to remain unchanged, the sites that have such evolutionary pressure would have different substitution patterns when compared to the non-interacting sites. Thus, the study of residue substitution as a function of local environments with the inclusion of functional characters should highlight the clear difference in substitution patterns between the residues near and far from the active site. In a study of enzyme families which provide a good system for studying the substitution patterns near and far from the catalytic site, new sets of ESSTs (called function-dependent environment-specific substitution tables-FD-ESSTs) that include functional restraints arising from interacting with other molecules were derived. Tests of the FDESSTs in the homology recognition program FUGUE showed significant improvement compared to the recognition performance obtained using the standard ESSTs and other sequence alignment programs (Chelliah et al. 2005) . The alignment accuracies obtained by standard ESSTs and FD-ESSTs were also improved with pronounced improvements at lower percentage identities (less than 30%). The alignments near the active site improved substantially.
LEAD DISCOVERY
Drugs have traditionally been identified from natural products and through in vivo studies of 'cause and effect'. The association of particular protein targets with disease pathways allowed a more rational approach where analogues of natural ligands could be designed. Around 10 years ago, drug discovery programs refocused their technology on the rapid assay of huge numbers of compounds. This random approach is called high-throughput screening, and aims to identify compounds with IC50s lower than 10 mM for their target proteins. The advent of this new technology required huge investment in faster systems for compound synthesis for the generation of large chemical libraries. Combinatorial chemistry was developed using both solid phase chemistry approaches, and solution phase libraries coupled with high-throughput purification platforms (Bailey 1997; Spencer 1998; Seneci & Miertus 2000; Dolle 2004 ). Automation of bioassays and systems for collection, storage and analysis of the very large datasets generated were also developed. However, the rate of newly registered compounds in clinical trials has not increased in proportion to the exponential increase in investment occasioned by these new robotic approaches.
The industry has, therefore, once again refocused, this time on targets and their related family members that are thought to be more tractable. Tractability of a target is based on the number of drug-like ligands for a target class, as well as knowledge of the binding sites of family members using protein structure information (Hopkins & Groom 2002) . Examples of families of interest include the protein kinases and various proteinases. The classification of targets into families has allowed the design of focused compound libraries for particular families. Several approaches are now concentrating on screening very small molecules, or 'fragments' from which a lead can be designed using a knowledge, derived from biophysical assays, of how the fragment binds in the active site of the target.
In parallel, in silico approaches for identifying potential drug candidates have been developed. Ligand docking aims to find the optimum binding position and orientation for a compound in the active site of the proteins . The best docking programmes correctly dock about 70-80% of ligands when tested on large sets of protein-ligand complexes (Nissink et al. 2002; Friesner et al. 2004) ; however, difficulties arise in trying to predict the affinities of the different compounds for the protein active site (Kitchen et al. 2004) . Nevertheless, virtual screening has proved helpful in docking and ranking a large number of compounds so that the highest-ranking compounds can be selected for acquisition or synthesis and experimentally tested for activity against the target protein. Virtual screening provides a significant enrichment, perhaps twentyfold, of true hits in a selected subset of compounds (Boehm et al. 2000; Abagyan & Totrov 2001; Bajorath 2002; Lyne 2002; Shoichet et al. 2002; Jain 2004; Kitchen et al. 2004) .
Both the fragment based approach and virtual screening are designed to provide more efficient sampling of chemical space by effectively decreasing the compound sample size. This optimization of the small molecule screening process has allowed experimental methods such as NMR and X-ray crystallography to contribute to drug discovery. Fragments are Structural biology and bioinformatics T. L. Blundell and others 417 typically small organic molecules of between 100 and 250 Da. They will exhibit low binding affinities (approx. 100-10 mM) against target proteins and consequently cannot be identified by traditional high throughput screening. Biophysical methods must therefore be used to detect the fragments in the active site. Once a useful fragment has been identified and its binding mode defined, the fragment may provide a novel template for a larger ligand with better potency. Although the fragment hits have low affinity they often exhibit high ligand efficiency, i.e. high values for the average free energy of binding per heavy atom (Hopkins et al. 2004) , and this property makes them attractive as start-points for optimization.
NMR spectroscopy was the first structural technique to be exploited for use in fragment screening. In 'SAR by NMR' (Shuker et al. 1996) , perturbations to the NMR spectra of a protein are used to indicate that ligand binding is taking place and to give some indication of the location of the binding site. In the SHAPES approach, compound scaffolds derived from those most commonly found in known therapeutic agents are used and screened using NMR to detect binding (Fejzo et al. 1999) . Recent reviews have emphasized the complementarity of NMR screening methods and crystallography in applications to inhibitor design (Muchmore & Hajduk 2003; Moore et al. 2004) .
The advent of high-throughput crystallography means that hundreds or even thousands of small molecules can be screened, and binding sites for the molecules in the protein accurately defined. The approach depends on soaking crystals with single molecules or cocktails of compounds. As protein crystals contain extensive solvent-filled channels, making up around 50% of their volume, small molecules will usually diffuse rapidly into the crystals and interact as if they were in solution, provided that the binding site is not occluded by the crystal packing. The small molecules can then be visualized using difference Fourier techniques by collecting sets of X-ray data on each soaked crystal under identical conditions. Automatic procedures have been developed to facilitate the rapid structure solution of protein-ligand complexes by interpreting and analysing the X-ray data without the need for manual intervention. The molecules within each cocktail are fitted to the electron density in turn and then ranked according to how well they fit. This provides complete automation of the system once the initial protein crystals have been characterized and the structures solved.
There is an increasing number of examples in the literature where X-ray crystallography has been used as a tool to identify fragment 'hits' (Verlinde et al. 1997; Figure 6 . (a) The fibroblast growth factor (FGF; green) and its receptor (blue) contain globular domains that form a complex with the co-factor heparin, without significant changes to their 3D structures. (b) A more detailed examination of the interaction between the FGF and domain 2 (top as shown) of the receptor shows that binding sites in both proteins consist of a discontinuous epitope on surfaces that are comparatively flat for protein structures. The binding sites broadly consist of a hydrophobic centre bordered by charged and polar patches. . Pyramid hits-to-leads generation for Cdk2. This figure shows the electron density of various fragments bound to Cdk2. From around 500 compounds screened, 11 cocktails showed hits. From these fragments AT381 was selected with around 1 mM activity. Subsequent steps, represented by green arrows, are the optimization of fragment AT381 to improve potency, selectivity and ADME properties. q Astex Technology Ltd. 2005. Nienaber et al. 2000; Lesuisse et al. 2002) . Structural GenomiX (SGX) has an integrated technology platform FAST (http://www.stromix.com), for lead identification using high-throughput protein structure determination. Plexxikon have a process called Scaffold-based drug discovery for the design of useful templates that uses X-ray analysis of protein-ligand co-crystals (Hirth & Milburn 2004 ).
Astex Technology has developed an approach called Pyramid, where fragment libraries are screened in cocktails using X-ray crystallography. Automated molecular fragment matching and fitting in electron density is then achieved by a software procedure called AutoSolve which also ranks the candidate fragments in a cocktail Carr & Jhoti 2002) . in the Astex Pyramid procedure. Fragment hits derived from Pyramid are subsequently optimized with carefully designed iterations in order to maintain good ligand efficiency. This process has been carried out against a number of protein targets (Gill et al. 2005; Hartshorn et al. 2005) and figure 5 shows an example of fragment binding and subsequent fragment optimization in the protein kinase Cdk2. Cdk2 is a target in the oncology disease area and molecules from this programme are now progressing towards the clinic. The area of fragment-based lead discovery has recently been thoroughly reviewed, and many more examples of the approach are described in these articles (Erlanson et al. 2004; Rees et al. 2004) .
NEW CHALLENGES FOR DRUG DISCOVERY IN MULTIDOMAIN AND MULTIPROTEIN PROTEIN TARGETS
One of the great internal contradictions of drug discovery in practice is that while most regulatory proteins in man, the obvious targets for new drugs, are complex proteins that are often multidomain and very usually components of multiprotein systems, most of the focus in the pharmaceutical industry is on the active sites of monomeric proteins. Is this really sustainable?
Many proteins in the higher eukaryotes are large and contain multiple domains. A typical example is the DNA protein kinase (DNA-PK), a key molecule in non-homologous end joining, which signals the assembly of the multiprotein system involved in the repair of double strand breaks (Smider et al. 1994; Taccioli et al. 1994; Blunt et al. 1995; Kirchgessner et al. 1995; Peterson et al. 1995) . This protein is composed of a large catalytic subunit and a regulating heterodimer Ku70 and Ku80. The catalytic subunit (DNA-PKcs) can be isolated to a high degree of purity from human placenta or HeLa cells by modifying published protocols of Chan et al. (1996) and Gell & Jackson (1999) . It is not easy to express as a recombinant protein due to its large size of 4127 amino acids. For drug discovery a divide and rule approach is required and for this boundaries of domains need to be estimated.
A program, DOMINANT (Brewerton 2004) , has been written to deconvolute protein structures into their constituent domains in order that domains and domain boundaries can be classified. Given a new protein structure, DOMINANT checks the existing domain database with a structure comparison procedure called SEA to identify any recurrent domains, and then uses a procedure to identify domains from the spatial separation of secondary structures to deconvolute the remaining structure. An analysis of structurally defined domain linkers (defined using DOMINANT) and the sequence defined domain linkers (from the PFAM database) has been carried out and parameters were derived in order to produce a knowledge based method to predict the likelihood of sequences to be linkers between globular domains. Methods such as this and in particular the combination of many methods can provide clues as to where domain boundaries might be in huge multidomain proteins such as DNA-PKcs. The N-terminal region of DNA-PKcs has in fact, been shown to be made up of a large array of tandemly repeated structural motifs . It is thought that prediction of these repeat features in proteins will be increasingly important as they are responsible for a high number of the protein-protein interactions that take place in the cell. A procedure, FUGUEREP, for prediction of structural repeats has been produced and used to examine DNA-PKcs and the related phosphatidyl inositol 3 kinase like kinases (Brewerton 2004; Brewerton et al. 2004) .
Another major challenge for drug discovery arises from the very many multiprotein systems that really need to be targeted. Many of these have large surfaces of the order of 2000 Å 2 , for example those involved in receptor recognition and signal transduction (see for example, Pellegrini et al. 2000; figure 6 ). This is especially true of complexes that are assembled from preformed globular domains. Not only is it difficult to bind a small molecule to the large, relatively flat surfaces of such proteins involved in protein interactions, but it is also difficult to disrupt the interaction entirely even if one did. It remains to be seen whether the emerging lead discovery approaches discussed here will prove suitable for these systems. However, recent analyses of multiprotein systems involved in cell regulation and signalling have identified a large number in which one component involves a flexible or unstructured region of the polypeptide chain (figures 7 and 8). Examples are the Xrcc4 dimer in complex with DNA ligase IV (figure 7), in which the linker region between two BRCT domains appears to organize when the complex is assembled (Sibanda et al. 2001) . A further example (figure 8) involves the complex of the human recombinase, Rad51, and the product of the breast cancer associated gene, BRCA2 (Pellegrini et al. 2002) , which is not only revealing in terms of the nature of the interactions and the molecular origins of cancers associated with mutations in this region of BRCA2, but also offers an encouraging and perhaps more druggable site of interaction that could be used to target agents that would be helpful during chemo-or radio-therapy. We suggest that proteins forming interactions with a ligand that comprises a continuous region of flexible peptide may be more druggable targets than where complexes are formed from preformed globular protein structures (figure 9).
CONCLUSIONS
Knowledge of the three-dimensional structures of protein targets is now playing a major role in all stages of drug discovery. Its place in lead optimization is well established with large teams of structural biologists recruited into all major pharmaceutical companies. The success of the method is evident from drugs now in use and new ones reaching the market. It is clear that in many companies structure-guided approaches have become central to developing good drug candidates.
But structural biology and bioinformatics show that many key targets for drug discovery are multidomain and multiprotein complexes. Such systems pose significant challenges not only for characterization using structural techniques but also because the interprotein surfaces (figure 9) are usually comparatively flat and poor in distinguishing features, making the design of small molecule antagonists a formidable task. These challenges underline the importance of new approaches and the key roles of both academia and industry in advancing this process.
