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ABSTRACT 
How humans can distinguish between general categories of objects? Are the subcategories of living things 
visually distinctive? In a number of semantic-category deficits, patients are good at making broad 
categorization but are unable to remember fine and specific details. It has been well accepted that general 
information about concepts are more robust to damages related to semantic memory. Results from patients 
with semantic memory disorders demonstrate the loss of ability in subcategory recognition. While bottom-
up feature construction has been studied in detail, little attention has been served to top-down approach and 
the type of features that could account for general categorization. In this paper, we show that broad 
categories of animal and plant are visually distinguishable without processing textural information. To this 
aim, we utilize shape descriptors with an additional phase of feature learning. The results are evaluated with 
both supervised and unsupervised learning mechanisms. The obtained results demonstrate that global 
encoding of visual appearance of objects accounts for high discrimination between animal and plant object 
categories. 
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1. INTRODUCTION 
General categorization of items is becoming an important topic with many applications. 
Research about general concepts, provides high level information about general (i.e., 
superordinate or basic level) category of objects and can facilitate further decisions about 
exact subordinate categories. 
In many tasks, acquiring general information is necessary as it avoids further processing 
by providing a quick understanding of the item in question. In fact, developing general-
purpose machines has recently gained attention in artificial intelligence and it has 
considered to be the ultimate goal in AI, i.e., modelling human learning and knowledge 
generalization. In contrast to the specific-purpose systems which are trained according to 
a particular situation, general intelligent machines aim to be more flexible at finding 
solutions or making decision under various similar situations (Pennachin & Goertzel, 
2007). On this account, semantic similarities can be considered as a potent tool which is 
capable of modelling category relatedness in a resembling fashion that human brain 
operates. In particular, according to the research in cognitive science, people identify 
objects by utilizing semantic knowledge which is stored in the part of their long-term 
memory called semantic memory. Semantic knowledge encompasses information about 
general category of items from different modalities and their relationships. It involves 
visual information about appearance of objects (for example general shapes and 
meaningful parts) as well as information collected from other senses. In fact, the study of 
semantic memory deficits can provide important information about object perception and 
organization. According to the hierarchical structure theory, conceptual information 
seems to be organized in three main levels, i.e., superordinate, basic and subordinate 
(Garrard, Lambon Ralph, Hodges, & Patterson, 2001). Support for the hierarchical 
structure comes from neurological studies of patients with memory impairments which 
show superordinate-advantage in object naming and recognition. Semantic dementia is a 
well-documented syndrome which is caused by deterioration of semantic memory. 
Experimental studies on patients with semantic dementia have shown subordinate 
categorization impairment, i.e., disability to access information about lower level of 
hierarchy. Another words, patients with semantic dementia generally fail at recognition 
of objects from subordinate levels (e.g., name of a specific animal), while they can 
perform well at more general levels or superordinate concepts (e.g., Hodges et al., 1992; 
Warrington, 1975).  
This impairment has highly reported in living object category rather than non-living 
objects (Warrington & Shallice, 1984). The most likely explanation for this evidence is 
the higher amount of visual correlation between semantically related items that can be 
found in living group than the non-living group (Sadeghi et al., 2015; Sadeghi, 
Ahmadabadi, & Araabi, 2013; Gonnerman et al., 1997). Based on Evolutionary reasons 
of survival, recognition of animal and plant object types is necessary for human-being 
(Caramazza & Shelton, 1998). In fact, object recognition at high levels of inclusiveness 
(i.e., superordinate or basic) is preferable, since it facilities general understanding that 
may lead to a quick appropriate response. Experimental results also suggest that 
corresponding knowledge of animal and plant concepts is organized and stored separately 
(Caramazza and Shelton, 1997 ; Hart and Gordon, 1992). From computational standpoint 
this may put it forward that information regarding to each of these categories are encoded 
differently in brain. 
The role of visual inputs in knowledge representation seems to be critical as a stroke to 
visual cortex gives rise to recognition problems (Riddoch, Humphreys, Gannon, Blott, & 
Jones, 1999). One such case is visual agnosia, a visual recognition disorder caused by 
damage to ventral stream pathway. This impairment is characterized by failure in visual 
object recognition. Specifically, patients with particular type of visual agnosia (i.e., 
appreciative agnosia) display very weak ability in copying line drawing objects. In fact, 
a person with this kind of impairment is unable to process whole parts of the seen objects 
or construct a coherence representation (Lissauer, 1890). The deficit is associated only to 
the visual modalities as patients can normally recognize objects through sensory 
information other than those related to visual modality. Besides, examples of patients 
with simultanagnosia tend to be limited to early perceptual processing and hence can 
capture contours and global shapes while are unable to perceive detailed information 
(Jackson et al., 2004;Goldstein and Gelb, 1918). This type of information enables them 
to make a simple understanding of the objects (Landis, Graves, Benson, & Hebben, 1982). 
As a matter of fact, visual disorders offer cues about visual processing and human visual 
recognition. However, it is not fully investigated how the visual features required for 
making broad distinctions may be computationally achieved. According to Humphreys 
et al., higher degree of resemblance in  terms of global shape and visual appearance can 
be found among living things than to items from other categories (Humphreys et al., 
1988). Experiments have also shown that visual similarity plays a higher role in object 
recognition rather than semantic similarity (Gaffan & Heywood, 1993). In the present 
study, we show that basic categories within living things are distinguishable based on 
their global visual characteristics. We focused on the animal vs. plant categorization and 
leveraged shape-descriptors using project and profile information. 
 
2. METHOD 
In the following subsections we will go through feature representation method. We take 
benefit of shape descriptors to represent the global distinctions between general 
categories of animal and plant. Global shape descriptors encode the geometric properties 
of objects and are capable of finding low-cost features. In this paper, we use projection 
and profile descriptors which can be considered as a particular case of Radon transform 
(Tabbone et al., 2006). This method has attracted many researchers attention for image 
analysis and object categorization tasks (Santosh, Lamiroy and Wendling, 2013; 
Siricharoenchai et al., 2012). My approach is evaluated on category of images which are 
selected from Caltech 101 database. This database has been widely used for object 
classification and categorization (Fei-Fei et al., 2007; Serre et al., 2005). The list of 
subcategory objects which are used in my simulations are collected in Table 1. Shape 
analysis and computations are applied to the binary format of objects. Figure 1 represents 
samples of images used in my simulations. In the following subsections we explain the 
shape descriptors. 
 
Table 1. List of subcategory objects 
Animals beaver, cugar_body, crocodile, dolphine, elephant, emu, flamingo, gerenuk, 
hawksbill, hedgehog, leopards, llama, okapi, pigeon, platypus, rhino, rooster, 
wild_cat 
Plants bonsai, joushua_tree, lotus, nautilus, strawberry, sunflower, water_lilly 
 
Figure 1. Sample of binary objects 
 
2.1. Projection and Profile descriptors 
Projection of a binary image onto a line, calculates the number of on pixels in 
perpendicular to each partition. It can provide a compact representation about shape 
information of the object inside each image. We performed projection analysis of a binary 
image (B) onto x and y axis, which are known as horizontal (H) and vertical (V) 
projections: 
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Where, m and n are the number of rows and columns respectively. As mentioned earlier, 
all images are first rescaled to 100 by 100. Therefore, in my simulation, we end up with 
two 100-dimensional vectors corresponding to horizontal and vertical projection 
descriptors.  
Another useful and simple shape descriptor set which is widely used in handwritten 
recognition is based on distance profiles. In this approach, distance of the outer edge of 
the object to the four boundary sides of image (i.e., left, right, top, and bottom) is 
calculated (Siddharth, Dhir, Rani, Jangid, & Singh, 2011) (Lehal, 2010). In this way, we 
obtained four 100-dimensional vectors which are calculated from top, bottom, right and 
left sides. An example of projection and profile features for an object from animal and 
plant categories is illustrated in Figure 2. Projection and profile descriptors are 
normalized for all animal and plant objects and their first four statistical features (i.e., 
mean, variance, skewness, and kurtusios) are measured and displayed in Figure 3 and 
Figure 4. 
 
  
  
Figure 2. Example of profile and projection descriptors for an object from animal and plant 
categories. The x-axis shows feature array and the y-axis demonstrates the corresponding 
feature value. 
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Figure 3. First four moments applied to the projection descriptors. In all cases x-axis shows feature 
array and y-axis demonstrates the corresponding feature value.  
3. EVALUATION 
3.1. K-means Clustering 
K-means clustering is one of the simplest and fastest unsupervised method. Assuming 
that we know the number of clusters in advance, k-means method can be considered as a 
parameter-free algorithm. We performed a k-means clustering on the calculated shape 
descriptors to measure how much distinction can be made between animal and plant 
categories in an unsupervised manner. We applied the clustering task both to the 
individual representation of each descriptor and also on the concatenated vectors of those 
descriptors corresponding to the highest f1-score. The evaluation is repeated with 10 
different initial values and the best results are reported.  The numerical performance with 
k-means clustering is measured using equations 2 to 5 and is presented in Table 2. As can 
be understood from the results, best distinction is obtained by vertical projection and top 
profile. 
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3.2. Support Vector Machine (SVM) 
Supervised learning is performed by using SVM which is a maximum margin classifier. 
By using the samples on the margin (i.e., support vectors) it creates a binary model on the 
training data which divides the space into two separable categories. We used 60% of 
images in train phase randomly and the rest of images are used for evaluation. The criteria 
for evaluation are chosen to be based on the accuracy of classification. 
SVM classifiers are applied to each of the shape-feature vectors individually. 
Furthermore, the concatenation of feature vectors corresponding to the best scored 
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accuracy is also evaluated. We report the mean accuracy over ten independent random 
splits of train and test images in Table 3. The best classification performance reached 
81.4% of accuracy. These results indicate that global information derived from shape 
descriptors is a promising option for making a good distinction between visual images of 
animals and plants.  
 
  
  
Figure 4. First four moments applied to the profile descriptors. In all cases x-axis shows samples 
of data and y-axis illustrates the corresponding feature value. 
 
3.3. Feature learning with RBM 
Restricted Boltzmann Machine (RBM) is a stochastic artificial neural network that learns 
features in an unsupervised manner. Technically, it consists of two layers, i.e., visible and 
hidden layers. Units in each layer are non-connected, but they are fully connected to the 
units in other layer. This model has been applied to many problems and has demonstrated 
high representation power (Kuremoto et al., 2014; Lu et al., 2017; Z Sadeghi, 2016). We 
applied RBM to the calculated shape descriptors to obtain a rich representation. Training 
phase is performed using contrastive divergence algorithm. We trained a single-layer 
RBM neural network with learning rate of 0.1 on each of the previously calculated shape 
descriptors in order to measure the impact of neural representation. The training is 
performed in batch mode, with batch size of 50. The network is trained on 100 epochs. 
SVM classifiers are applied to the learned features by following the same procedure as 
explained before and finally the accuracy of classification is measured. The impact of 
number of hidden units is presented in Figure 5. It can be understood from this figure that 
as the number of hidden units increases the performance attained by the shape descriptors 
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improves consequently. In addition, the neural representation which is obtained by 
employing feature learning mechanism using RBM network has enhanced classification 
accuracy. The best result is attributed to the vertical projection feature vector by showing 
85% of accuracy with SVM classification.  
 
Table 2. Clustering evaluation for input images described by h: horizontal projection, v: vertical 
projection, l: left profile, r: right profile, t: top profile, b: bottom profile feature vectors. 
 
 Eq. (2) Eq.(3) Eq. (4) Eq. (5) 
h 68.6 60 64 60.6 
v 69.2 59.7 64.1 61 
l 61.1 53.5 57.1 53 
r 60.6 53.5 56.8 52.5 
t 60.7 72.9 66.2 59.6 
b 65.6 56.2 60.5 57.2 
[h,v,t,b] 65.3 56.2 60.4 57 
 
Table 3: SVM classification accuracy for input images described by h: horizontal projection, v: 
vertical projection, l: left profile, r: right profile, t: top profile, b: bottom profile vectors. The 
results are corresponding to the average accuracy obtained over 10 independent runs with 
random train and test sets. Numbers in () indicate standard deviation. 
 
h v l r t B [h,v,t,b] 
76.2 
(1.7) 
80.7 
(1.6) 
72.8 
(1.1) 
70.9 
(1.5) 
78.5 
(1.1) 
 
75 
(1.8) 
81.4 
 (1. 5) 
 
 
4. DISCUSSION AND CONCLUSION 
Category-specific deficits are considered as one of major sources of information for researchers 
in cognitive sciences. These impairments affect recalling information about certain category of 
objects. Thereupon, studying of patients with naming impairment on categorization leads to 
important discoveries about knowledge organization in memory. It can also provide clues about 
concept encoding and representation in the brain. Based on the results which are obtained by 
behavioural studies, specific memory deficits manifest itself in object recognition and/or object 
identification. The most prominent type of impairment in semantic memory is characterized with 
loss of ability in recognizing subordinate categories (e.g. Horse) while the distinction between 
categories at basic level (e.g. Animal) of recognition is preserved for a long time. This syndrome 
is mostly related to living things as the within similarity between subordinate object of this group 
is relevantly high in comparison to non-living things. The living subcategories which are usually 
affected are animals and plants.     
Experimental studies have suggested that low spatial frequency information is processed at the 
first glance which leads to initial guess about the observed item. The initial guesses or primitive 
understanding occurs at Magnocellular pathway (Ungerleider, 1982). Further exposure to the 
stimulus leads to attention to the detailed properties (Schyns & Oliva, 1994). This is in agreement 
with our result that visual projection properties which contain low spatial frequency information 
showed higher accuracy in both supervised and unsupervised recognition of basic categories. 
Furthermore, studies on children and infants behaviour in object recognition have been also 
demonstrated shape-based information preference for categorization (Behl-Chadha, 1996).  
Shape information are also argued to be served as diagnostic cue for rapid object categorization 
and hence is known to be decisive for the initial categorization. This preference is resulted from 
the fact that objects at basic levels share many common features in global formation and structure. 
For example, animals’ body basically consists of head and legs which can be considered as a 
distinguishable global feature.  
In the current study, we are concerned with how subcategories of living things might be related 
to the visual dimension. We focus on how global structure from the basic domain of objects might 
be captured in visual format. Concretely, we aim to take a step towards investigating visual 
characteristic of objects that could be accounted for distinction at basic level of categorization 
(i.e., animal vs. plant categories). Our approach is motivated by the studies which suggest that 
global information play a crucial role in making rapid and general categorization. Based on this 
view, we focused on the holistic structure of objects of animal and plant domains from Caltech-
101 dataset. We achieved precision of 70% with unsupervised learning using k-means algorithm. 
Moreover, our results indicate 79% accuracy in classification with the raw shape-descriptors and 
85% accuracy with the learned features through RBM. 
 
Figure 5: The effect of number of hidden units on the mean Figure 5: The effect of number of 
hidden units on the mean precision of classification of the learned features using RBM network. 
The results are corresponding to 10 independent runs for each architecture. h: horizontal 
projection, v: vertical projection, l: left profile, r: right profile, t: top profile, b: bottom profile. 
Raw results correspond to the basic results without feature learning. 
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