Introduction
The energy prices have the significant impact on the economic and civilization development. Rising energy prices observed in recent years accelerated the realization of well-balanced energy consumption programs and the reduction of global energy intensity. Energy prices can be affected not only by economic factors but to high extent also by unpredictable and non-economic events, such as wars, political situation in regions of fossil fuels mining or devastating weather. Specifically, the ecology and the international environmental protection should be taken into account when having in mind the future development of fossil fuel market. Special significance in the energy consumption structure has the crude oil which is treated as a major determinant of world economic activity. The economic and social significance of crude oil did not diminish along with the development of alternative energy source, like wind, water and sun energy. Irrespective of the potentials of renewable energy the impact of crude oil on the economy is still strong. Therefore, it is expected that the relation between economic growth and crude oil prices volatility exists.
The main purpose of the paper is to study the degree to which the crude oil price cycle is correlated and synchronized with business cycle in Czech Republic, Hungary, Poland and Slovenia. First, the Markov-switching autoregressive model (MS-AR) is used to identify oil price cycle and the business cycle for chosen individual countries. Next, the correlation coefficients between smoothed probabilities of a recession for business cycle in given countries and crude oil price cycle are calculated in order to evaluate the extent to which turning points in the two series occur near each other. Finally, the concordance index is computed to reflect the degree to which two series are in the same state or in other words are synchronized. The concept of a research study is presented in Scheme 1. Scheme 1. The concept of studying the synchronization of oil price cycle and business cycle
In the analysis the monthly data of Brent crude oil prices from January 1995 to April 2013 (220 observations) and industry production index for a set of Central Eastern European (CEE) economies from January 1995 to April 2013 were used 1 . The data were taken from the U.S. Energy Information Administration database (www.eia.gov) and the OECD database (www.stats.oecd.org).
The analysis of relations between crude oil prices and economic activity is an important issue. The volatility of crude oil prices has become one of the most important indicator of economic growth due to the significant share of crude oil in the energy consumption structure. Moreover, the government policy is driven by the crude oil market as the tax revenues (e.g. oil excise, oil VAT, oil fee) from oil sector are significant. Table 1 is as an example of the significance of oil sector to the Polish budget. Tax revenues from oil sector are an important part of state income in Poland (in 2012 tax revenue reached ca. PLN 52 billion. The structure of taxes coming from oil sector was dominated by an oil excise and oil VAT which constituted respectively: 41% of total excise and 16% of total VAT. This confirms that the oil sector is of importance to the budget of Poland. Consequently, the relation between crude oil prices volatility and business cycle is expected. Therefore, the analysis directed to evaluate the degree to which the crude oil price cycle is correlated and synchronized with business cycle is needed.
The Relationship between Crude Oil Prices and Economic Activity − the Literature Review
The economic theory suggests that assets prices should be determined by their expected, discounted cash flows. Then, every factor influencing the discounted cash flows should have a significant impact on assets prices (Fisher, 1930) . Expanding this rule to the crude oil prices we have that every rise in crude oil prices entails the increase of production costs which causes the profits and capital value to drop. Hence, every rise of oil prices brings on the decrease of stock prices. This effect should have occurred both for crude oil exporters and importers. However, many economists discuss whether the influence of oil price dynamics on the stock price dynamics results from an indirect effect which is escalated by the impact of macroeconomic indicators. According to Bjornland (2008) and Jimenez-Rodriguez, Sanchez (2005) the rise of oil prices has a positive effect on domestic income in oil exporting countries. Also, the increase in expenditure and investment is expected which as a result will cause the increase of productivity and reduction of unemployment. By contrast, in oil importing countries every rise in oil prices will bring on the opposite effect, in the form of decrease in income (Bacon, 2005; Hooker, 2002) . Rising oil prices lead to an increase in production costs in oil-importing countries because the crude oil is the important input in the production process (Arouri, Nguyen, 2010; Backus, Crucini, 2000; Kim, Loungani, 1992) .
The increase in costs is transferred to consumers by increasing consumer prices, and this leads to the reduction of demand and consumer expenditure. The decrease in demand may result in an decrease in production, and hence in an increase in unemployment. Consequently, the reaction of stock market will be negative. However, it should be remembered that the influence of oil shocks on stock market depends on the type of shock (demand or supply shock). In the case of demand shock the stock market is supposed to react positively, and in the case of supply shock − negatively (Hamilton, 1988 (Hamilton, , 2006 Abel, Bernanke, 2001; Brown, Yucel, 1999 . Summing up, rising oil prices may lead to positive economic effects (like an increase in domestic income) in oil exporting countries, and negative ones (like a decrease in domestic income) in oil importing countries.
Studying relationship between the oil price volatility and economic activity many economists have suggested that the indirect transmission mechanism may have a fundamental impact in indentifying which oil price shocks are important from a macroeconomic point of view. For example, Loungani (1986) and Davis, Haltiwanger (2001) investigated the relationship between oil prices and employment market; Bernanke (1983) and Dixit, Pindyck (1994) analyzed connections of oil prices and uncertainty of investment; Hamilton (1988) and Lee, Ni (2002) studied the ability of oil price volatility to smooth the consumption in durable goods sector; Pierce, Enzler (1974) and Bruno, Sachs (1982) analyzed the impact of oil price volatility on inflation. It should be emphasized that these studies did not decide clearly neither about the impact of crude oil price on economic growth, nor the impact of economic growth on oil price levels. Therefore, it is important to investigate how the oil shocks are transmitted into economic activity.
Univariate Markov Switching Model
In recent years many theoretical and empirical business cycle studies have analyzed the co-movements of macroeconomic time series and the regime-switching nature of macroeconomic activity. As the statistical measurement of macroeconomic fluctuations the Markov-switching autoregressive time series model has become increasingly popular since Hamilton's (1989) application of this technique to measure the US business cycle. In the Markov-switching models the recessions and expansions are modeled as switching regimes of the stochastic process generating the growth rate of economic activity indicator, e.g. GDP (Artis et al., 2004 The variance of the disturbance term t ε is assumed to be the same in both regimes (Artis et al., 2004) . The general idea behind the class of regime-switching models is that the parameters of equation (1) depend upon a stochastic, non-observable regime variable
The stochastic process generating the unobservable regimes is an ergodic Markov chain defined by the transition probabilities (Artis et al., 2004; Kośko, 2006; Stawicki, 2004) :
To highlight the stylized fact of growth output, i.e. greater volatility in recessions than expansions, the approach with time-dependence in the variances of the growth output depending on the regime can be used.
In this paper the Markov two regime-switching autoregressive model with regime-dependent intercepts, variances and autoregressive parameters will be applied.
Brent Crude Oil Price Cycle in 1995−2013 Period
The data correspond to monthly Brent crude oil prices from January 1995 to April 2013 (220 observations in US dollars per barrel) and were drawn from the U.S. Energy Information Administration database. Based on these data the two-regime Markov switching model was estimated where regime 1 stands for the drops in crude oil prices and regime 2 stands for the rises in crude oil prices.
We consider a two-regime switching Markov model where the logs of crude oil prices are modeled in first differences: The Markov-switching autoregressive models allowing the switches between regimes in different parameters according to a hidden Markov chain were chosen based on the Akaike Information Criterion (AIC) and loglikelihood function (LL). We considered four types of Markov switching models introducing switches in the intercept (MSI), in intercept and variance (MSIH), in intercept and autoregressive parameters (MSIA) and in intercept, variance and autoregressive parameters (MSIHA). The value of AIC and LogLik for different MS-AR models 4 are given in Table 2 .
3 To test the non-stationarity of the logs of Brent crude oil prices the ADF test was used. The ADF statistic for log-levels amounts 0.85 (p=0.89) − without intercept, and −3.6 (p=0.03) − with intercept and trend, and for log-first differences: −6.76 (p=0.00) − without intercept, and −6.92 (p=0.00) − with intercept and trend. This indicates that the log-levels of crude oil prices are non-stationary and become stationary when they are first differenced. Therefore the log-differences of crude oil prices are used in further analysis. 4 In this paper we focus on the maximum likelihood estimation of parameters. All the calculations in the paper were carried out in OxMetrics6. Using the AIC and the LL function the Markov switching model with regime-dependent intercept and variance (MSIH(2)-AR(2)) was found to be the best. The detailed estimation results for the period January 1995 to April 2013 are displayed in Table 3 .
The transition matrix allows us to observe the asymmetry of oil price cycle in terms of the duration of drops (regime 1) and rises (regime 2) in oil prices. Drops have the duration of approximately 15 months and rises have an average duration of two times the regime 1 (34 months). Both states are characterized by high probability of remaining in regime ( , Table 3 and 4. In the regime 1 the oil prices tend to decrease ) 0 ( 1 < μ while in regime 2 they tend to increase ); 0 ( 2 > μ the volatility of oil prices is higher in the regime 1 (drops in oil prices) than in regime 2 (rises in oil prices) ) ( 2 2 2 1 σ σ > − see Table 3 . The RCM (Regime Classification Measure 5 ) statistic indicates that the MSIH(2)-AR(2) model is able to confidently distinguish which regimes are occurring at each point in time (RCM < 50).
In the studied period the first serious oil prices fall was observed in 1997−1999 period (Table 4 and (Figure 1) . Consequently, the decline of stock prices occurred in many countries (Galbraith, Hale, 2004) . The second decline in oil prices, i.e. in 2008−2009 period, is connected with the subprime mortgage crisis that broke out in the latter half of 2007. This financial crisis spread to the oil market (and other commodity markets) which is driven by global changes in supply and demand along with a number of other geopolitical factors. 5 The RCM statistic was proposed by Ang, Bekaert (2002) . For two regimes it takes the form:
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where t p is a smoothed probability of being in a certain regime at time t. The constant serves to normalize the statistic to be between 0 and 100. The RCM is a summary point statistic which describes the quality of regime classifications. An ideal model is that classifying regimes sharply and having smoothed probabilities which are either close to zero or one. If the RCM is close to zero, the regime classification is perfect whereas a value of 100 means that no information about regimes is revealed. The cut-off value of RCM statistic is 50 which is often used as a benchmark (Chan, et al., 2011) . The oil price decline in 2006 is difficult to explain. In the second half of 2006 the oil price decline indeed occurred but it was rather small, however the MS-AR model captured it as a recession. Hence, this behavior of oil prices may be rather combined with general economic situation of oil exporters and importers and uncertainty on financial markets (although there were some inflammatory events in 2006, like the attack on Shell pipeline in Nigeria, worries over Iranian nuclear plans or Israel's War against Hezbollah).
In the next section the business cycle of chosen Central Eastern European economies (Poland, Czech Republic, Hungary, Slovenia) is identified.
Identification of Business Cycle in Central Eastern European (CEE) Economies in 1995−2013 Period
The data consists of seasonally adjusted 6 monthly industry production index for a set of CEE economies from January 1995 to April 2013. These monthly series were taken from the OECD database. Our analysis is restricted to a subset of four CEE countries: Czech Republic, Hungary, Poland, Slovenia 7 . Log-transformed data along with seasonally adjusted data are displayed in Figure 2 . It is seen that the economies experienced the trend break in 2008 referring to the raging financial crisis (subprime mortgage crisis). Specifically, the serious decline in the industry production index is apparent in the case of Czech Republic, Hungary and Slovenia. In the case of Poland the impact of financial crisis on the industry production index was not so evident. To test the non-stationarity of series the ADF test was applied. Table 5 reports the results of the ADF unit root test for the logs of industry production index (IPI) for levels and the first differences. For all IPI series in levels the null hypothesis of a unit root cannot be rejected ).
The ADF results for first differences, ΔIPI, allow to reject the null hypothe-sis ΔIPI~I (1) ).
The results of the ADF test indicate that all industry production indexes under consideration are non-stationary in their levels and become stationary when they are first differenced. Hence, in further analysis the first differences of IPI for given CEE economies were used. Like in the case of the MS-AR models for crude oil price, four type of Markov switching models were considered, i.e. MSI, MSIH, MSIA, MSIHA. The value of AIC and LL for different MS-AR models are reported in Table 6 . The AIC criterion and LL function found the MSIHA(2)-AR(2) model to be the best for Czech Republic and Slovenia, and the MSIA(2)-AR(2) model − for Poland and Hungary (Table 6 ). The detailed estimation results for these models for the period January 1995 to April 2013 are displayed in Table 7 .
While the parameter estimation is successfully made by the Markov switching models, it is worthwhile to make a more formal assessment of the performance of these models. Therefore, the formal testing for nonlinearity in the context of Markov switching models is carried out. The results of the Likelihood Ratio (LR) test indicate that the significant evidence of nonlinear behavior in series under consideration has been found (see Table 7 ). Therefore the Markov switching model are considered to be attractive in addressing the nonlinear nature of studied series (especially their asymmetric behavior).
The state of low economic activity (regime 1) is highly persistent in case of Poland ) 93 . 0 ( 11 = p and relatively persistent in case of Czech Republic and Hungary 73 . 0 ( 11 = p and 0.70 respectively) − see Table 7 , with exception of Slovenia for which the probability of remaining in regime 1 is equal 5 . Table 7 , RCM=6.66 is substantially below 50) seems to indicate something opposite, i.e. that MSIHA(2)-AR(2) model for Slovenia performs well in distinguishing between two regimes. However, it should be noted that a low value of the RCM statistic does not necessarily imply that the switches are correctly predicted, but only that they are sharp, with a small frequency of periods of uncertainty on the nature of regimes (Guidolin, 2011) . The regime 2 (expansion) is highly persistent for all countries. In the recessionary periods the industry production index tends to decrease ) 0 ( 1 < μ whereas in the expansionary periods − tends to increase 2 ( 0)
μ > for all considered countries. The volatility of industry production index is higher in the regime 1 (recession) than in regime 2 (expansion) for Czech Republic and Slovenia ). The duration of recessions and expansions is asymmetric for all countries, e.g. the duration of expansions is about twice as long as the recession state (except Slovenia) − see Table 7 .
Smoothed probabilities of being in a given regime are calculated (see Figure 3 ) and every observation is assigned to a given regime according to the highest smoothed probability. For the case of two regimes, the rule reduces to assigning the observation to the first regime if Table 8 ). Generally, dating of business cycle obtained with the MS-AR models is partly consistent with the dating of world economic recession ob- 8 In order to find a better specification with more plausible values of transition probabilities we tried out different model specifications (see Table 6 ). Only for the MSIA (2) tained with the NBER methodology, however there are other recessionary periods which are country specific, e.g. Poland. Whereas for Poland the univariate MS-AR model seems to capture relatively well the different recessionary periods, in the case of Czech Republic and Hungary the MS-AR model delivers the worst fit, with difficulties distinguishing clearly the recessionary periods (switches between regimes occur very often). Besides, the RCM statistic (higher than 50, see Table 7 ) in the case of Czech Republic and Hungary suggests rather that the chosen Markov-switching models are not able to distinguish between two regimes and as a result the existence of two regimes is doubtful (additionally, the model evaluation is weaken by the fact that the standarized residuals are not standard normally distributed − see Table 7 ). Only in the case of Poland the Markov-switching model can clearly differentiate one regime in each period considered (RCM statistic substantially below 50 and normal distribution of residuals − see Table 7 ). In order to evaluate the extent to which turning points in the two series occur near each other and to evaluate synchronization of cycles the correlation of business cycle in given countries and crude oil price cycle and concordance index respectively have been calculated 10 . For the comparison purposes these calculations are carried out for all chosen countries, although only in the case of Poland they are sensible.
The correlation coefficients between probabilities of being in regime 1 (recession and drops in oil prices for business cycle and crude oil price cycle respectively) are displayed in Figure 4 . Generally, the correlations between probabilities of being in regime 1 (Figure 4) are weak what means that turning points of business cycle in the recessionary periods does not occur close to turning points of crude oil price cycle. The highest correlation of business cycle and oil price cycle is observed in the case of Poland (32%), and the lowest − in the case of Slovenia (10%). To evaluate synchronization of business cycle for different economies and oil price cycle the concordance index was applied. This index (for two series , t x t y and a sample size of T ) takes the form (Harding, Pagan, 2006) :
where xt S and yt S denote binary variables that takes the value unity in case of recession regime and zero − in case of expansion regime at time . t Values of concordance index measuring the synchronization of cycles (in terms of being in the same state) indicate a high degree of concordance of the business cycles and oil price cycle (Table 9 ). However, having in mind earlier remarks on the quality of regime classification, the above conclusion refers only to the case of Poland. This means that business cycle in Poland in 1995−2013 period has the same state (recession or expansion) as the Brent oil price cycle (drops or rises in oil prices). Even in that case the caution should be taking when interpreting the results because a low value of correlation coefficients corresponds to a high degree of concordance of business cycles and oil price cycle. This may suggest the overestimated degree of concordance.
Conclusions
In this paper we used the approach innovated by Hamilton in his analysis of the US business cycle to identify the Brent crude oil price cycle and business cycles in a set of CEE economies in 1995−2013 period. The obtained results support to a varying degree our modelling approach based upon Markov-switching. The MSIH(2)-AR(2) model produced the sharpest classification of regimes (drops or rises in oil prices) was obtained in the case of crude oil price cycle. While the MSIA(2)-AR(2) model produced the sharpest classification of regimes (recession on expansion) for Poland. In the case of Czech Republic and Hungary the MS-AR models were not able to distinguish between two regimes (switches between regimes occurred very often) and as a result the existence of two regimes is doubtful. The MS-AR models obtained for Slovenia indicated either a poor model specification or difficulties in distinguishing between two regimes. Therefore the results for Slovenia should be taken with caution.
Our results indicated that the MS-AR models captured the different regimes of Brent crude oil price cycle and business cycle for the case of Poland in a satisfactory way. The correlation of oil price cycle and business cycle in Poland turned out to be rather weak, however the synchronization of cycles occurred (a high degree of concordance) what indicates that there are co-movements in crude oil cycle and business cycles. Week correlation of oil price cycle and business cycle may come from the specificity of Poland, i.e. the size of crude oil imported by these countries from the North Sea region is small (in Poland the import of crude oil from Norway amounts to 3.5% of total crude oil import; POPiHN, 2013) . Poland but also the other CEE countries are still dependent on the crude oil imported from Russia which is cheaper but worse in quality (it contains a high amount of the impurity sulfur and has high density).
