Spatial data infrastructure (SDI) actors have great expectations for the second-generation SDI currently under development. However, SDIs have many implementation problems at different levels that are delaying the development of the SDI framework. The aims of this article are to identify these difficulties, in the literature and based on our own experience, in order to determine how mature and useful the current SDI phenomena are. We can then determine whether a general reconceptualization is necessary or rather a set of technical improvements and good practices needs to be developed before the second-generation SDI is completed. This study is based on the following aspects: metadata about data and services, data models, data download, data and processing services, data portrayal and symbolization, and mass market aspects. This work aims to find an equilibrium between user-focused geoportals and web service interconnection (the user side vs. the server side). These deep reflections are motivated by a use case in the healthcare area in which we employed the Catalan regional SDI. The use case shows that even one of the best regional SDI implementations can fail to provide the required information and processes even when the required data exist. Several previous studies recognize the value of applying Web 2.0 and user participation approaches but few of these studies provide a real implementation. Another objective of this work is to show that it is easy to complement the classical, international standard-based SDI with a participative Web 2.0 approach. To do so, we present a mash-up portal built on top of the Catalan SDI catalogues.
Introduction
The precise definition of a spatial data infrastructure (SDI) has been discussed in several papers (Chan et al. 2001 , Nebert 2004 , Wytzisk and Sliwinski 2004 , Vandenbroucke et al. 2009 ). For the purposes of this text, we chose to use a simple definition that reflects the different directions of the elements in an SDI:
This definition tells us that SDI implementations attempt to integrate every possible actor to generate data flows in every possible direction and keep everyone in the loop. An SDI can be seen as a virtual repository of easily accessible data that professionals can see, download and work with (Nebert 2004) ; as a marketplace where companies can obtain the data they need to generate new added value resources that are later sold on the infrastructure (van Loenen 2009); or as a place where users can generate new data collectively and voluntarily and actively contribute to the growth of the infrastructure . The words 'data' and 'information' mean here 'digital geospatial data' even though other kinds of data can also be included (we will not discuss here the differences between data and information). Sometimes SDIs are also called geospatial data infrastructures (Groot and McLaughlin 2000) or geographic information infrastructures (van Loenen 2009).
Geographical information systems (GIS) are one of the main consumers of geospatial digital data. A GIS is a system essentially composed of hardware (currently this also includes communication networks), software, experts and data/information. Moreover, data collection is critical for the success of the system. By making it possible for data to be shared, SDIs provide the fuel for the spatial analytical tools available in most GIS software (Yang et al. 2006) . With good spatial modelling techniques and the right data, new information will emerge, which will ultimately assist in decision-support tasks and help decision-makers to come to appropriate decisions (Vanderhaegen and Muro 2005) . Eventually, this will convince decision-makers to increase funding for SDI development. Nevertheless, the aim of making data accessible to as many people as possible has not yet been fully achieved and the challenge remains of how to develop SDIs that can provide an enabling platform in a transparent manner that serves not only professionals but also the majority of society (Masser et al. 2008) .
The SDI phenomenon is more than 15 years old and several papers have analysed its different aspects, such as suitability for disaster management studies (Mansourian et al. 2006) , environmental impact assessment (Vanderhaegen and Muro 2005) , marine studies (Wright et al. 2003) , local planning (Nedovic-Budic et al. 2004) , geoportals (Beaumont et al. 2005) , distributed processing (Yang and Raskin 2009) , cultural implications (Rajabifard et al. 2002b) , SDI hierarchy levels (Rajabifard et al. 2006 ) and performance indicators (Scholten et al. 2006 ). There are high expectations for SDIs, but just 5 years ago there were still very few scientific papers on the subject (Bregt and Crompvoets 2004) ; however, the number of papers is currently growing. Some works have identified the need for new ideas and developments for improving the capabilities of the current-generation SDI resources (Wright et al. 2003 , Tu et al. 2004 , Yang et al. 2005 , Craglia et al. 2008 , but more research is necessary (Bernard et al. 2005a) . For example, only a few papers that analyse the current state of SDI development actually propose new improvements that can affect performance and usability. However, new technological tools, like virtual globes, are changing the way people interact with geospatial data (Butler 2006 , Craglia et al. 2008 , as they provide platforms that are more attractive to the general public and mass market than traditional SDI geoportals, although their functionality is limited. The emerging GeoWeb 2.0 phenomenon (Masser 2009 ) is also opening new possibilities, as it allows user-generated contents to complement the traditional National Map Agency (NMA) products. Many of these initiatives mobilize user groups that generate continuously evolving, large georeferenced collections of measurements (Goodchild 2007a) . Finally, some studies suggest that more mature national SDI initiatives are not growing as fast as would be expected and often fail to involve local administrations and the private sector, which suggests that the overall health of some SDIs is not in good shape . (Wytzisk and Sliwinski 2004) . The service side provides other services for accessing data directly and for executing and linking processes that can enrich the SDI possibilities . The two sides are complementary, and sometimes improvements and recommendations are needed on the user side, on the service side or on both sides. In the second-generation SDIs, both the user and server sides contribute to building a new infrastructure capable of generating knowledge.
In the past 10 years, standard organizations made many efforts to specify server-side protocols and formats and meanwhile SDI websites and geoportals focused on increasing the potential of the user side and its friendly use (Wright et al. 2003 , Tait 2005 , Yang et al. 2006 , Goodchild et al. 2007 , Yang et al. 2007 ). However, this has led the community to partially forget the needs of the service side . In many cases, user-side SDI geoportals are powered by standard web service components and perhaps other proprietary services without providing much documentation on how other services or clients can use them directly. Sometimes, there is a standard web server, but it is presented using a middleware (Middleware tier) that hides the standard entry point from a general user (Nebert 2004) . In some other cases, standard servers are inaccessible for security (e.g. health sensible data) or technical reasons (Thompson et al. 2009 ). In other cases, access is open but the URL entry point is difficult to find. Web map service (WMS) servers are perhaps the exception to this, but even in this case some service instances are difficult to find.
Many aspects could be improved in the current SDI implementations; however, some solutions may seem contradictory if we do not take into account that these two sides coexist and need to be improved with different, but sometimes overlapping, technological solutions.
Objectives and structure of the article
The purpose of this article is to analyse if the foundations of SDIs need immediate and complete reconceptualization or rather it is only necessary to reinforce or refocus some aspects of the current-generation SDIs to overcome current problems.
This article reviews the common SDI geoportal components, and then discusses some crucial problems observed in the current-generation SDIs. We propose parallel improvements to SDI technologies and implementations that would allow both users and services to access SDI data, to process them and to generate new products that feedback into the SDI catalogues. Some of these improvements are based on previous literature and others come from our own experience. All the solutions and improvements are classified by topics and summarized in a table. This article also includes two use cases: an example that uses an SDI to try to find and obtain GIS data then incorporate the results of the geospatial study back into the SDI, and a Web 2.0 participatory implementation aimed to complement catalogue metadata records.
Review of SDI geoportal components
From a technological perspective, the main element of an SDI is the geoportal (Bernard et al. 2005b) , sometimes called a clearinghouse . A geoportal can be defined as an electronic facility for searching for, viewing, transferring, ordering, advertising and disseminating spatial data from numerous sources via the Internet (Crompvoets and Bregt 2003) . The portal should offer at least the following functionalities (Nebert 2004): • Geospatial data and service catalogue, which makes it possible to discover data and services and collect metadata from the producers.
• Geospatial data visualization, which allows the data to be viewed online. It is based on portrayal services or map services.
• Geospatial data access and delivery, which provides open access to raster (coverage services; Whiteside and Evans 2008) or vector (feature service; Vretanos 2005) data.
These essential services can be complemented by the following functionalities (Bernard et al. 2005b): • Gazetteer, which offers geocoding functionalities for relating a geographic name, spatial code and so on to geospatial coordinates or feature representations.
• Thesaurus and data models, which are specialized vocabularies that will increase semantic interoperability in the future.
• Coordinate transformations, which transform coordinates among coordinate reference systems and help to harmonize data based on different coordinate reference systems.
• Others: classification, statistical analysis, generalization and so on; sometimes grouped under the generic name of processing services.
In order to guarantee interoperability between functionalities and services among the different SDI levels, standards must be carefully considered and followed. The most important geoinformation-related standards are those developed by the Technical Committee 211 of the International Organization for Standardization (ISO/TC211, http://www. isotc211.org) and those developed by the Open Geospatial Consortium (OGC, http://www. opengeospatial.org). OGC has an active interoperability program that tests future standard ideas and develops new ones. Therefore, standards are controlled by a test process that partially guarantees the feasibility of deploying these standards. OGC and ISO/TC211 have an agreement for the development of a series of Industry Implementation Standards based on ISO 19100 and other related standards. Examples of this agreement are the ISO 19115 Metadata standard that was approved in 2003 (ISO 19115) and later adopted by OGC as topics 9 and 11 of the OGC Abstract Specifications, and also version 1.2 of the OGC Web Map Service Standard (WMS) approved in 2000 (de la Beaujardiere 2004) that was later adopted by ISO as ISO 19128.
The list of ISO and OGC standards is a long one and some documents are still under elaboration. For instance, 'ISO 19139: Metadata XML encoding' was released in 2007 (ISO 19139) but the XML encoding for 'ISO 19110: Feature catalogue' is still under development in the Eden initiative (http://eden.ign.fr/xsd/isotc211). Therefore, some client or server implementations of recent standards are not fully compliant or, in the worst cases, there is only test pilot software. Other standards are very popular and there are hundreds of implementations, like OGC-WMS clients and servers (Kolodziej 2003) or ISO 19115 Metadata editors (Rajabifard et al. 2009) . Table 1 summarizes the standards that are key components of the SDI geoportals, while Figure 1 shows an architecture example in which these standards are used to connect the SDI geoportal with SDI providers. Extensions for imagery and gridded data Extension that covers the measuring equipment and production process used to acquire the raw data and the derivation of geographic information from raw data. ISO/TS 19139:2007 Geographic Information -Metadata -XML schema implementation Defines how to encode metadata for a dataset in an XML document that can be exchanged or stored in a catalogue.
ISO 19119:2005 Geographic information -Services
Defines models and concepts needed to describe the characteristics of geospatial services, allowing service discovery and chaining.
OGC OWS Common
Defines how to describe the service (title, provider), the service access (URL endpoints and protocols) and the service data or processes offered.
OGC Catalogue service web
Defines a syntax and protocol to get and filter metadata about data or services.
Geospatial data visualization

OGC Web Map Service (WMS)
Defines a syntax and protocol to get maps that are representations of a fragment of dataset in commonly used image formats at screen resolution.
OGC Symbology Encoding (SE)
Defines a language and XML encoding to describe rich renderization strategies to portray a dataset in a map.
OGC Style Layer Descriptor (SLD)
Extension of WMS that describes a syntax to dynamically send a user-defined symbolization (and XML SE file) to a layer in a map server and apply it.
Geospatial data access and delivery
OGC Web Feature Service (WFS)
Defines a syntax and protocol to get parts of a vector dataset as GML files.
OGC Geospatial Markup Language (GML)
Defines a language and XML encoding to describe spatial features and properties.
OGC Web Coverage Service (WCS)
Defines a syntax and protocol to get parts of a raster dataset in a GIS raster format.
OGC Sensor Observation Service (SOS)
Defines a syntax and protocol to get a description of a sensor, the variables it measures and the recorded values.
Gazetteer
OGC Gazetteer Service. WFS Application Profile
Defines how to use a WFS service to implement gazetteer functionality. (Bernard et al. 2005b ).
Improving the user and service sides in current SDI implementations
As mentioned above, this article discusses recommendations for improving SDI implementations, such as adding more functionalities, enhancing interoperability or improving performance. These recommendations have been classified into the following topics: metadata about data and services, data models, data download, data and process web services, portrayal and symbolization and mass market. We consider the user side and the service side in parallel. The relevant standards and protocols that are mentioned in this discussion can be seen in Figure 2 . The following paragraphs discuss many recommendations, but 
Improving metadata about data
Metadata can refer to data and services, among others. This essential element for data discovery is generally stored in catalogues for efficient search purposes. Metadata standards for data have been used for more than a decade (starting with the Federal Geographic Data Committee metadata standard -Content Standard for Digital Geospatial Metadata (CSDGM); Metadata Ad Hoc Working Group 1998), but metadata catalogue standards are more recent and they come in a variety of versions and profiles of both CSW ISO 19115-19139 and CSW ebRIM. This generates some confusion (Nebert et al. 2007 ) and makes it difficult to set up decentralized catalogues that actually work. Some of these interoperability problems can be overcome by a middleware software that acts as a protocol translator or broker, such as the Catalogue Connector, which translates a generic user request into each particular catalogue dialect from a single portal interface (Pascual et al. 2009 ). Nowadays, almost all current SDIs carry out the discovery search in their centralized catalogue, which compiles all the available metadata records (Bernard et al. 2005b ). This is a good solution for making searches but it complicates updating. Indeed, when a data producer comes with a new dataset or a simple metadata update, they have to communicate it to several SDI facilities or wait for catalogues to reharvest. The hierarchical organization of the national, sub-national and local SDIs (Rajabifard et al. 2002b ) can simplify .
Metadata should be produced and catalogued as close to data as possible (Rajabifard et al. 2009 ). Catalogues should be connected so that they can be interrogated together in a portal (Yang et al. 2006 , Craglia et al. 2008 .
Each catalogue should allow CSW requests and should return XML ISO 19139 metadata record sets. Metadata records should have a unique identifier among catalogues (Nebert et al. 2007 ).
Portals should allow producers to create metadata records in the SDI catalogues (Goodchild et al. 2007) . They should also inform the user about the degree of agreement to the SDI profile and provide quantitative measures of the quality of the metadata record that is being created.
There should be a mechanism for introducing an XML ISO 19139 record into an SDI catalogue (Goodchild 2007a) . This system should evaluate the conformance to the SDI profile and reject inappropriate metadata records (Goodchild 2007a) .
Specific SDI metadata catalogues should allow users to search by words and regions, and keep advanced searching by metadata entries for experts. Graphical and visual statistical interfaces should help the user to formulate an advanced search request (Albertoni et al. 2004 ).
Catalogues should allow complex metadata queries based on different metadata entries using filter language.
Catalogues should show a dataset series as a single metadata entity that can later be interrogated further (Manigas et al. 2009, Zabala and Masó 2005) .
Applications should be able to select metadata of a series as a whole or as separate sheet datasets depending on how the data will be recovered (WFS continuous feature type (Vretanos 2005) or individual sheet download). Descriptive metadata documents that comprehensively describe the operations of the service should clearly specify data types for inputs and outputs.
An XML file should describe each operation (WPS DescribeProcess operation response (Schut 2007) ).
Service metadata should link to a portal or an application with an interface that allows the user to run the service.
Detailed technical descriptions of all the server's operations should be available to allow new applications to be built that can use this service or chain it to other services (Alameh 2003) .
The service catalogue should allow users to search by layer/feature type/coverage name over WMS, WFS, WCS and SOS services as well as allow users to follow links connecting to metadata about data.
Service metadata elements that allow the user to link to the data itself or to services for downloading should be filled in.
Statistics of use and reliability information should be supplied to the user with service metadata query results (Wu et al. 2011) .
Availability (Wang and Liu 2009 ) and conformance to the standard (Bernard et al. 2005b ) should be tested for each service and collected in the catalogue from time to time.
Data models ISO 19110 catalogues should collect the data models of feature datasets and present them in a human-readable format (Nebert 2004 GML application schema should be available as a downloadable file or as a WFS DescribeFeature response (Vretanos 2005) .
Specific catalogues should collect data dictionaries in order to help harmonize concepts between datasets (Craglia et al. 2008 , Wright et al. 2003 .
Data dictionaries should be publicly available in GML format to be linked by GML feature collections.
GML should be used to describe raster data models to make integration with feature data models easier.
(Continued) (Wright et al. 2003) .
Data and processing services
The server URL should be visible in portals to allow users to open it from other portals and GIS applications.
Servers should be included in the server catalogue so that they can be discovered by applications and to allow service chaining (Tu et al. 2004) .
Web portals should present the information fast, and use techniques that create a perception of fast performance for the user (Tu et al. 2004 ).
Multi-threading (Yang et al. 2005) , dynamic caching (Scholten et al. 2006 ) and binary compression (Yang et al. 2006 ) should be used to increase overall performance.
Portals should always be available (24 × 7) and cannot change the URL frequently .
Redundancy mechanisms and good scalable services should be used to guarantee the quality of service (QoS) (performance and reliability) and that the service is always online (24 × 7) (Yang et al. 2006) .
Map portals should incorporate postal addresses, requesting gazetteers, since they are a very popular way of referencing geospatial places.
Gazetteer services should be available for automatic conversion of a long list of addresses. 
Portrayal and symbolization
Portals should provide several thematic presets of data to be chosen as a starting point (Craglia et al. 2008) .
WMS portals and GIS applications should support Web Map Context (WMC) (Sonnet 2005) to save a preset and to interoperate with other WMS clients. The WMC document should be examined to discover other non-catalogued WMS servers.
Map browsers should take care of historical releases of the same dataset and allow people to compare releases (Craglia et al. 2008 , Wright et al. 2003 .
A WMS, WMTS and WCS TIME parameter should be used when historical releases of the same dataset are available (Ostlander et al. 2005 ).
Map browsers should chain different resolution products together in order to provide scale continuous data; otherwise users become frustrated or confused (Scholten et al. 2006 ).
WMS (de la Beaujardiere 2004)
and WMTS (Masó et al. 2010) servers should provide data in a large range of scales, from the original resolution to very coarse resolutions (Bernard et al. 2005b) .
Portals should use a tiled approach for requesting maps (like WMTS). WMTS has been designed to respond better to pan and zoom actions on map browsers. It can redraw faster by using the Internet caching mechanism (Masó et al. 2009 ).
To increase performance, a pyramid index method should be used for images to serve WMS (Yang et al. 2006) (or WMTS) . Binary compressed GML should be responded to by WFS (Tu et al. 2004 , Yang et al. 2006 ). WMS GetFeatureInfo should be supported for all layers that have alphanumeric information related to the objects or cells on the map (Vanmeulebrouk et al. 2009 ). Metadata about data should be linked to service metadata documents.
Portals should be able to represent tabular information on a map, linking it to spatial objects. The new resulting dataset can be added to the catalogue (Wright et al. 2003) .
The (Craglia et al. 2008 ).
An API should be provided to allow others to mash-up SDI resources into their web applications or portals (Chow 2008) .
User comments on metadata, quality and error detection should be collected in SDI portals (Craglia et al. 2008) .
Web services should allow user comments to be recovered and should associate them with SDI resources.
Users should be allowed to tag datasets and to use these tags for discovery .
Web services should save user tags and should associate them with SDI resources. Search engines should allow queries by tagging. the harvesting process by limiting it to lower levels, but not all SDIs can be classified at a particular level of the SDI hierarchy (some good examples are academic and thematic SDIs). If records are duplicated in several catalogues, universal and unique metadata identifiers need to be used in order to recognize records and avoid reharvesting the same metadata record and filtering metadata more than once. Unfortunately, there is currently no consensus on how to generate and manage unique metadata identifiers, and the current version of ISO 19115 does not include this concept but rather only provides a data Uniform Resource Identifier (URI) (a common solution is to consider that metadata and data share the same identifier). Furthermore, there is no satisfactory way of making a bidirectional link between a dataset and its metadata record (Bernard et al. 2005b ). This is particularly important when metadata are managed and updated because datasets change, especially when many producers store data and metadata in disconnected repositories ). This disconnection can result in metadata catalogues that do not contain all the available data, as we will see in the Use Case 1 section, or contain metadata that are outdated or incomplete.
Despite the problems described, many issues can be addressed to increase metadata benefits. Even if the web search engines (like Google search) do not have geographic awareness, SDI metadata catalogues should allow these web search engines to index their metadata records. SDI visibility will be increased if metadata records appear in the web search engine results as human-readable documents. In addition, current metadata standards can link to many aspects of the data, such as a download URL to a file, a download service, a data model description, a legend or a symbolization encoding description, among others. These links are used very little as they are not part of the metadata core and have been defined as optional entries; however, they are important in the linked data domain (Goodwin et al. 2008 ) and on the web in general because they allow people to obtain and use the data that have just been discovered. In fact, the absence of unique identifiers for metadata and the careless use of the previously mentioned links show that current SDIs are mainly based on the so-called service-oriented architectural style (sometimes referred to as remote procedure call based) instead of on a more resource-oriented architectural style (closer to how the Internet actually works) in which data, metadata and processes are available using URLs that can be retrieved and managed from a resource identifier (Mazzetti et al. 2009 ). Finally, a common problem is that metadata series tend to inflate the results of a metadata search, making it difficult to interpret the available datasets. In spite of the approaches to hierarchical metadata introduced in the ISO 19115 metadata standard (Annex H) (ISO 19115) , there are only a few applications that correctly deal with dataset series, which indicates that more research on this issue is necessary (Zabala and Masó 2005) .
Currently, metadata are mainly created manually in a monotonous, labour-intensive process that is viewed as an extra production cost. This results in an incomplete and irregular collection. New research shows that different methods of automatic metadata extraction (Han et al. 2003) can generate homogeneous metadata records that are well synchronized with the data from GML or image, digital terrain models and other vector formats ).
Some metadata entries, like keywords, can use a predefined value set that can be formalized in a dictionary of terms (thesaurus) containing at least one entry identifier and a definition for each term. Some SDI implementations have disregarded the importance of these dictionaries although they are a key issue for future semantic harmonization. Fortunately, the directive 2007/2/EC of the European parliament and of the council of 14 March 2007 to establish an Infrastructure for Spatial Information in the European Community (INSPIRE) is recommending the use of the general multilingual environmental thesaurus (Bernard et al. 2005b ). Semantic interoperability is still under research and is currently difficult to achieve, but it should be encouraged by promoting these dictionaries.
Improving metadata about services
Metadata about services is also an open issue. The basic concepts are considered in ISO 19119 and OWS Common, and there are at least three ways to encode the description of a service:
• An ISO 19119 metadata description document that can be applied to all geospatial web services, including non-OGC ).
• OGC Web Services Common is characterized by a 'service metadata document' (previously known as a 'capabilities document'). This applies to the OGC standards for web maps (WMS) (de la Beaujardiere 2004), web tiled maps (WMTS) (Masó et al. 2010) , features (WFS) (Vretanos 2005) , coverages (WCS) (Whiteside and Evans 2008) , services (e.g. the generic web processing services, WPS) (Ostlander et al. 2005) and to any other standard that follows OWS Common (Whiteside and Greenwood 2010).
• A Web Service Definition Language (WSDL) document that applies to all Simple
Object Access Protocol (SOAP) web services (including the non-geospatial ones) (Alameh 2003 ).
An example of the XML fragment for these three encodings is shown in Figure 3 . WSDL is only intended for machine to machine communication and does not contain most of the metadata elements needed for service discovery. OGC Web Services Common data model is based on ISO 19119 and it is only applicable to OGC services. For those reasons, the ISO 19119 is the most generic solution, so this option should be used in service metadata catalogues (even if it is quite verbose), but each record should still link to the actual OGC service metadata document and/or the WSDL document when they are available.
ISO 19119 covers the essential description of the service and its operations; however, some extra information on the service is not covered by this standard and should also be collected. Information characterizing the availability and reliability of the service can be obtained by testing the service from time to time and the results should be stored with the service metadata as reliability statistics. In addition, service usage metrics can also be collected and added to metadata (Wang and Liu 2009) . Even the conformance to the standard or a profile can be tested using specific tools like the OGC testing tools developed in the CITE program (Bernard et al. 2005b ). All this relevant information helps users to decide which service they prefer and can also be used by the catalogue search engine as criteria for organizing the search results.
Improving data models
The need to describe the data model (conceptually covered by the ISO 19109) of a dataset is frequently ignored in the GIS community and largely confused with data formats. The Federal Geographic Data Committee metadata standard (CSDGM) (Metadata Ad Hoc Working Group 1998) includes the feature and attribute description as part of the metadata documents; however, the more recent ISO 19115 metadata standard (ISO 19115) does not address this topic because it relies on a separate standard for feature catalogues (ISO 19110) . SDI catalogues rarely include the data model because this information, although maybe not consciously, is not considered important for data discovery. This has led us to the undesirable situation in which producers do not share information about the data model easily.
Apart from CSDGM, there are two generic ways of providing standardized data model descriptions:
• The ISO 19110 standard specifies how to describe feature types and feature attributes of the dataset (as well as operations and associations). The standard does not include any encoding, but the ISO XML team provides a way of describing it as an XML file (Nebert 2004 ).
• The ISO 19136 standard provides a set of rules for describing the feature types and feature attributes (GML properties) that are represented in the dataset as a GML application schema document (XSD document) (Manso-Callejo and Wachowicz 2009).
The two alternative data model descriptions complement each other and should not be seen as different alternatives: ISO 19110 contains a more human-readable description of the feature and attribute types in the dataset and their relations (even if this information is encoded in XML it can be easily converted to a readable HTML file), whereas OGC-GML is a machine-readable XSD document that defines GML feature and attribute types, including the information needed to guarantee only XML validation.
Tools to develop and transform data models are necessary, even if these transformations require human intervention to complete the work (like the Snowflake software). Examples of possible semiautomatic transformations are from GML schemas to ISO 19110; from ISO 19110 XML documents to GML schemas; and from implicit data models in formats like SHP or DXF to GML application schemas or to ISO 19110 XML documents. More research and development should be carried out on data model transformations and cataloguing these models.
Some feature properties contain categorical information that can take a set of predefined values. Category dictionaries should also be provided in some form, for example, they could be encoded in GML and linked to GML application schemas and instances.
Improving data download
The main problem with data is that the current SDI implementations are clearly focused on portrayal and map representation and do not provide enough information on the service side (or it is difficult to find) to allow applications and services to obtain and analyse the data. Today professional GIS tools are ready to connect to the SDI web services and use their data . In fact, many professional GIS desktop software (like ArcGIS, Autodesk MapGuide, MiraMon, etc.) provide implementations of OGC-WMS map clients that can connect to distributed WMS servers, but these connections are useless for spatial analysis since they only provide graphical representations of the data. Spatial analytical tools require access to the data itself, but there are still few real data web services (e.g. WFS and WCS).
In first-generation SDIs all data were available in the SDI portal and were easy to obtain if the user had access rights. Second-generation SDIs aim to create distributed data systems that make it 'appear as if the information in the component systems was stored and maintained in a single centralized database'. In other words, to integrate data without centralization, a logical rather than a physical integration (Xue et al. 2002) has been chosen. However, for practical reasons, second-generation SDIs have partially failed to achieve this aim and have involuntarily introduced confusion into the availability of the data due to at least three factors:
• The availability of metadata records seems to be enough. As we explained above, metadata and data are rarely linked together; therefore, accessing a metadata record does not necessarily mean easily accessing the data itself. In many cases, the user has to search again at the producer's website or contact them directly.
• The GIS industry has implemented WMS connectors that are integrated into the SDI geoportal website and provide freely available data visualization (Bernard et al. 2005b ) without providing download capabilities by any means. Nonprofessional users may believe, when looking at the WMS 'images', that they have data to work with if necessary. Another example of a recent portrayal solution is GeoPDF (Cervantes 2009 ).
• When providers make the effort to provide the real data, they prefer a standard way of doing this. Two scenarios can arise: the provider that prefers a de facto standard data format (like GeoTIFF, SHP or DXF) and the one that chooses a de jure standard. In the first case, superior usability is often achieved, but there are the corresponding drawbacks related to older formats (no explicit data model, failure to support new features such as hyperlinks or connections to database management systems). Conversely, the provider may choose, for example, to provide vector data with the OGC Web Feature Service standard. The WFS uses GML as a neutral file format. In theory, the GML file is very flexible and allows complex geometries and rich attributes. A GML file can also be read by some GIS tools. In practice, only a few software applications can read GML, although in some cases they lose alphanumeric attributes or topology information. There is a general misunderstanding and many people believe that WFS only allows a response to be made in GML, but in fact the WFS standard allows any format and the only requirement is to provide a GML application schema of the data model. For these reasons, the second-generation SDIs have orientated the infrastructure to a situation that makes it difficult for users to obtain data directly from the SDI portals. The users become frustrated and are forced to look up the original providers. In fact, Vandenbroucke (2008) demonstrates that in Europe the very same countries that have complete metadata collections and map viewers only have a small percentage of them available for download (except for Austria and Norway). Crompvoets et al. (2004) suggested that, in recent years, the use of SDI facilities is not growing as fast as expected in several aspects.
Given the current situation, we believe that SDI implementations should return to the original aim: to renew interest in true data. Metadata records should link to the original data in the original format. Sometimes, the original format was chosen for collection properties and relations between the elements that other formats cannot express or express in a more indirect way. It could be argued that this could be less interoperable than a standard format (e.g. GML obtained through a WFS). This issue needs to be further addressed (Tait 2005) , but the real situation is not so bad. There are a few formats that have become de facto standards (SHP, etc.) and there is a very complete collection of data transformation tools (among these de facto standards) that work reasonably well, some of which are freely available, even in open source (e.g. http://www.gdal.org/).
Improving data services and adding processing services
Some authors consider that the geoportals that show data in the 'old fashioned' twodimensional layers are unattractive for the general public, who prefer virtual globes (Craglia et al. 2008) , especially Google Earth (Butler 2006) . There are also other reasons for the success of virtual globes, such as the easier way of finding postal addresses or the embedded access to better and faster search engine technologies. This is the key factor of the Google Search success over other competitors. We believe it is also the key factor in the success of virtual globes in general, and Google Earth in particular, over SDI geoportals in the mass market arena.
The reliability and performance of web servers are serious business (Bernard et al. 2005) . Once servers are in place, people may start using them frequently; service implementations should scale in a way that, if the demand increases, they can maintain the performance level. Publishing 24 × 7 content reliably is neither simple nor inexpensive (Tait 2005) . In fact, spatial web services need to support a large number of concurrent requests, unleashing complex computations and requiring large-quantity data transmission (Tu et al. 2004) . Surprisingly, only a few papers deal with the reliability and performance of SDI web services (Tu et al. 2004 , Yang et al. 2005 , Scholten et al. 2006 . Sometimes it is impossible to guarantee the quality of the service and the scalability of the design with a single computer, and a cluster of computers should be considered (Yang et al. 2005) .
On the client side, clients have to be able to request data asynchronously in a multithreaded way, allowing users to continue interacting with the client instead of waiting for the previous request to get back. It is difficult to find the equilibrium between requesting only the part of the data the user really needs (Scholten et al. 2006) , or reducing the number of concurrent requests that the server will receive, and anticipating user data needs by transmitting larger pieces of information. However, the number of server requests can be reduced by using caching mechanisms in map and tile servers (Yang et al. 2005) or by avoiding requesting single features and conveniently packing requests for feature collections (requesting features in a bounding box of several feature classes, etc.) in a WFS server (Tu et al. 2004 ). In the last case, features have to be retrieved as a binary compressed GML (Tu et al. 2004 , Yang et al. 2006 . However, sometimes it is considered more important to reduce system response latency and increase interactivity with the user by fragmenting a request into small pieces of information (increasing granularity and the number of individual requests), even if the sum of times of the granular responses is larger than the response of a request that retrieves all the information at once.
From a technological point of view, the recent great success of web asynchronous data access technologies, such as web browsers based on asynchronous JavaScript and XML and asynchronous JavaScript Object Notation, can be applied to reduce latency. They can also be useful for distributed geoprocessing in which large volumes of data can be accessed progressively (Zimmermann et al. 2006) . Developers of servers that respond to JavaScript and XML and JavaScript Object Notation clients should concentrate their efforts on supporting many small concurrent requests.
Several papers on distributed geoprocessing are emerging that demonstrate use cases in which geoprocessing is technologically possible (Xue et al. 2002 , Scholten et al. 2006 . Recently, a special issue of the International Journal of Geographic Information Science was dedicated to distributed geoprocessing (Yang and Raskin 2009) . Some authors even state that current web services are in a preliminary step rather than at a final solution, foreseeing models and geoprocessing as a necessary next step (Wright et al. 2003 ). On the other hand, the emerging concept of cloud computing is seen as an opportunity to expand distributed geoprocessing. Primary SDI uses of geoprocesses should be coordinate transformation or format transformation services, but in fact WPS (Schut 2007 ) could encapsulate interfaces for almost every geospatial analytical process. Using WPS for geoprocessing should be considered as it would complement the generic WSDL-SOAP used in software development communities.
Communities change over time, and therefore the ideal SDI should expand accordingly (Kok and Loenen 2005) . Some SDI initiatives around the globe are meeting resistance in some fields, such as meteorology, hydrology and traffic monitoring, which depend greatly on information that comes for sensors near, on or over the earth's surface. These fields measure physical characteristics (pressure, temperature, humidity) and phenomena (wind, rain, earthquakes) or keep track of animals, vehicles or people with wired or wireless sensor networks (Craglia et al. 2008) . OGC has released a set of standards under the generic name of Sensor Web Enablement, and particularly OGC Sensor Observation Service (Na and Priest 2007) should be adopted by SDI. Geosensor data are supplied in real time or near real time usually with measures every few minutes; therefore, information is fragmented into small pieces making it different from the traditional static maps provided by NMA (Craglia et al. 2008) . To harmonize it to NMA maps, data distribution models, interpolation and dynamic systems should be developed and served with raw sensor data.
Improving data portrayal and symbolization
Similar data at different scales from the same institution (e.g. 1:5000, 1:25,000, etc., topographic maps) or at the same scale but coming from different sources (e.g. 1:25,000 topographic maps at either side of national borders and produced by the respective NMA sharing the border) often use heterogeneous symbolization. The first case may be justified due to different entity and symbolization needs at each scale, but the second case is especially difficult to maintain even if those countries have spatial data agreements (as is the case of INSPIRE in the European Union). Indeed, to be able to meaningfully integrate spatial data from different sources, a uniform representation of spatial objects is required; however, often organizations are not willing to modify the presentation (or facilitate modification of the presentation by a third party) of spatial data to fit another purpose. Therefore, most service implementations do not have this functionality (Vandenbroucke 2008) .
The symbolization should be described using ISO 19117 (ISO 19117) or OGC Symbology Encoding (Muller 2006) and should be applied to a WMS service through styled layer descriptors (Muller and MacGill 2005) . To prevent heterogeneous symbolization, SDIs should have portrayal catalogues in which Symbology Encoding documents can be stored and reused. New datasets could reuse the same symbolization, especially if they describe the same feature type. Efforts to harmonize ISO 19117 and OGC Symbology Encoding are currently underway in OGC interoperability programs. There is also default symbolization encoding in GML version 3 but it is the one used in GML documents.
WMS and WMTS web portals should be simple and easy to use but not too simplistic. Web map browsers in SDI portals should provide several thematic presets to show the thematic diversity of the available data. OGC Web Map Context (Sonnet 2005) is an excellent technological resource for defining presets because it defines a way of saving and retrieving WMS layer combinations. In addition, web portals should provide a way of managing time series. The WMS and WMTS GetFeatureInfo or GetFeature operations should be used to show the alphanumeric data behind maps (Vanmeulebrouk et al. 2009 ).
Adding mass market, VGI and Web 2.0
Second-generation SDIs repeat a model in which producers suppose that the product satisfies the user needs and users will employ these products in the way the producer intended . Users have almost no way of contributing to the SDI content.
SDIs target professional map users, but they should take advantage of mass market tools and access a broader audience. Virtual globes do not currently have highly diverse, quality thematic content, like SDIs do; therefore, thematic data providers integrated in SDIs should take advantage of virtual globes to target non-GIS users more easily (Gouveia and Fonseca 2008) . WMS and WMTS servers can already be loaded in virtual globes, but automatically generated KML or similar files should be provided to make accessing SDI services easier for the public. They could also include a vector representation of the data like in Google Earth.
VGI offers enormous opportunities for developing SDIs, but the potential of VGI has not yet been intensively exploited or even fully understood. Indeed, current citizen participation is limited to isolated efforts and ad hoc initiatives (Gouveia and Fonseca 2008) , some of which are clearly successful. Unofficial amateur groups with a common interest and the right set of tools can produce, for example, weather data (the GLOBE program, http://www.globe.gov) (Goodchild 2007b) or ornithology datasets (http://ebird.org/ content/ebird). Users can collect information themselves or obtain it by sensors (like an amateur meteorological station or a handheld GPS for country walks). The usefulness of these heterogeneous datasets raises issues of quality and the lack of metadata that need to be studied further (Gouveia and Fonseca 2008) . Internet Web 2.0 and social network technologies should be used to collectively create and exchange information.
On the other hand, a clear framework for more constant user involvement should be set. Crompvoets et al. (2004) suggested that standards are difficult to understand and use languages that are too formal (this is especially true for metadata standards). This should be solved by allowing users to comment on metadata records, combining the formal data and the informal user contributions in the same reading environment. A user would need to identify itself in the system before it could submit comments. This could be seen as an initial obstacle because apparently people do not like to fill in registration forms. Unexpectedly, with the data collected so far, Crompvoets et al. (2004) demonstrated that SDIs that require authentication have the same amount of users as the openly available ones. In addition, users can tag datasets directly and use them in searches. User tags have no semantics associated with them and express user vocabularies (sometimes referred to as folksonomies) rather than keywords, with which producers express the classification criteria by picking terms from controlled vocabularies . Even though tags are occasionally ambiguous, they provide a user perspective and result in more user-oriented metadata. The combination of formal and informal metadata in a Web 2.0 environment is illustrated in a pilot project in the next section.
The number of hits is a parameter generally collected in geoservers but user dynamics generate richer information that should be collected: user behaviour and preferences in geoportals. Once collected, this information should be used to improve search engine results by introducing data on favourite datasets. Furthermore, layer combinations in the geoportal website are a source of useful information and should be used to configure future general favourite presets.
We have presented the points we need to address to improve the current-generation SDI. The following sections of this article provide two use cases in which we apply some of the above-mentioned recommendations. The first use case evaluates the accessibility to healthcare centres in Catalonia and the second use case presents a Web 2.0 implementation in which users can complement metadata records.
Use case 1: accessibility to healthcare centres
The Catalan SDI, IDEC, is a fine example of an advanced SDI in Europe (Craglia and Campagna 2009) . It is considered in several research papers as a good representative of a sub-national SDI (Masser et al. 2008 , Nedović-Budić et al. 2008 , Donker 2009 , Paudyal et al. 2009 , Rajabifard et al. 2009 ). It has a catalogue with 37,447 metadata records from 130 organisms, such as sub-national and local administrations, the Catalan cartographic agency (ICC), different universities (especially the UAB) and the private sector (see January 2011 statistics at its website). Although about half of the records come from the different sheets of cartographic series (e.g. 1:5000 and 1:25,000 orthophotos and topographic maps) and different dates of satellite images, this figure is huge for a country of about 32,000 km 2 . One of the first ISO 19115 metadata editor applications (MetaD) was developed in the first stage of the Catalan SDI (Rajabifard et al. 2009 ). The infrastructure has a WMS visualization geoportal with some data that can be downloaded using WCS/WFS protocols or in HTTP links to GIS file formats. It also has some fine examples of SOAP-WSDL services.
Health is one of the potential benefit areas of geospatial data and GIS technologies. Nevertheless, this area has rarely been represented in generic SDI catalogues in the past, and only recently have the benefits of harmonization and data sharing become of interest for this sector (Thompson et al. 2009 ). Unsurprisingly, there are only a few records directly related to health in the Catalan SDI database.
Here, we present our experience in a relatively straightforward use case that involved collecting data, executing some analytical algorithms and getting back some results, all within the context of the Catalan SDI. The aim of our use case was to use SDI tools and GIS software to analyse the geographic accessibility of population settlements to healthcare centres in the Catalan public health system. In our geographic accessibility study, the source is the population settlements, the target is healthcare centres and the medium is the road network. In this analysis, we needed to locate georeferenced healthcare centres and make calculations on travel times and distances from the population settlements to the healthcare services. This is not a fictional application case, but rather a real one that was carried out in (Olivet et al. 2008 and which was an important cartographic database for the public investment plan approved in 2008 by the Catalan Parliament. It is important to note that all the following comments correspond to the catalogue status at the time the study was carried out, but it is assumed that nowadays (2011) the situation is not better in most other SDIs. This use case shows several aspects that were discussed in previous sections of this article.
The use case started by collecting the necessary information: georeferenced healthcare centres (points), population settlements (points) and a road network (topological line graph). In the Catalan SDI, we found that there were no datasets from the Catalan Health Department in the catalogue. Only a few municipalities had entered data about basic health areas (the basic healthcare administrative unit). The Catalan Health Department provided this information directly as a postal address database. The Catalan SDI has a gazetteer as a web gadget that centres the view of a map browser on a particular address, but there is no documented way of using this gadget as a web service (i.e. a way to automatically get the coordinates of the 1546 record database).
The Catalan SDI did not have a population settlement dataset metadata record. We discovered that the government department had a useful point dataset that fitted our purpose better, so we asked them directly. The Catalan SDI metadata catalogue did not contain any records from the government department. The Territorial Policy and Public Works Department provided us with a useful road graph with average travel speeds as one of the attributes. Metadata or data about this layer were not in the Catalan SDI catalogue.
There is a small set of geoprocessing services available on this SDI. The service catalogue has grown to 229 records that come from 66 organizations. It contains mainly WMS, WFS and WCS services, and only 11 records for WPS or SOAP-WSDL geoservices (4 August 2009 statistics on the Catalan SDI website). The 11 available WPS services were not applicable at all to what we needed, which is the general case in the SDI domain (Craglia et al. 2008) . Therefore, instead of using a geoservice, we chose the MiraMon GIS software (Pons 2004) to do the analytical work.
Finally, isochrone maps were produced reflecting the minimum distance and minimum time needed to reach a specific kind of healthcare service (see Figure 4 ). The MiraMon software has an interesting way of dealing with metadata because the software keeps track of all the processes and builds the metadata record for a new derived layer using metadata from the previous layers and the information from the process itself. The producer has to edit a few extra things (that cannot be deduced automatically) to complete the record (this can be carried out with the ISO metadata manager (GeMM) the software has provided since 2001: Zabala and Pons 2002) . Some papers from the recent literature argue in favour of this approach (Rajabifard et al. 2009 ). Then you can generate the ISO 19139 XML metadatacompliant document automatically, but the only way to submit a metadata document to the Catalan SDI is to download the MetaD metadata editor and manually fill the metadata records in one by one, field by field and send the result to the catalogue (using an option in the menu). We asked IDEC if there was any other way, and they allowed us to send the metadata XML documents exported by the MiraMon software, and therefore we could skip the process of retyping everything on the MetaD tool.
In summary, the study on accessibility to healthcare centres in the Catalan public health system using SDI portal tools revealed some aspects that need to be improved:
• As we expose in the section Improving data services and adding processing services, the service side should be considered in SDI implementations not only for visualization and portrayal but for all web tools, making them available as web services using an international standardized protocol and providing a URL entry point. In our use case some tools were available to users as web forms (e.g. gazetteer) but there was no way of using them as web services.
• As we discuss in the section Adding Mass Market, VGI and Web 2.0, Web 2.0 and VGI tools need to be included in SDI implementation to allow users to report on data that are not in the catalogue or to improve their availability. In our use case, the Catalan SDI catalogue did not show the geoinformation we needed, which did actually exist in the Catalan administration departments. There was no problem with the metadata catalogue search engine but rather in the completeness of the catalogue. If there are reports on missing data other users can check them and producers can correct the situation.
• Connecting to the section Improving metadata about data, producers should be allowed to include their products easily in the SDI. In our use case, the Catalan SDI website should clarify how to publish metadata in their catalogue. MetaD is the only way of publishing metadata about data and there is no way of reporting a service.
• Again about Improving metadata about data, the method of calling the right people in the right department of the Catalan administration on the phone and asking them for what we needed gave us more results than the SDI metadata catalogue. Goodchild et al. (2007) describe the process in which potential users with a request for a dataset adapt their needs to the actual data available by talking with experts and being advised by them in a cognitive issue. This process is difficult to emulate in the current metadata search engines and more research is necessary. Perhaps, a solution could be found by exploring the graphical approach to searches presented in Albertoni et al. (2004) .
• As we explain in the section Improving data services and adding processing services, many SDIs have very limited geoprocessing capabilities. The Catalan SDI is not an exception and should promote the creation of new geoprocessing services.
It is important to note that to solve the above-listed problems, a reformulation of the SDI concept is not required, but rather better use of the available resources. In addition, these problems are not exclusive to the Catalan SDI and our experience suggests that similar use cases could be tested within other national and sub-national SDI with similar results. We chose this particular SDI because, as mentioned above, it is generally agreed that it is one of the earliest and most complete SDIs and because a critical approach can be carried out best with data and administrations close to our experience.
Use case 2: Web 2.0 user metadata comments: IDECTalk
Current standard-based approaches to metadata capture require considerable human input and are difficult to keep up to date. They primarily represent the perspective of the data producer (on quality and utility of the data). Since quality is currently defined as fitnessfor-purpose, user feedback is essential for expressing the users' measures and opinions about the dataset. In addition, metadata is distributed separately from the data themselves (Craglia et al. 2008) .
Some of the current limitations of metadata could be overcome with more participative methods of user classification and feedback, as is already a common practice in commercial Web 2.0 services. This use case puts into practice some aspects previously discussed in the Adding mass market, VGI and Web 2.0 section.
Some papers explore the possibility of using VGI as an alternative to the official sources and suggest that it is possible to apply some of the Web 2.0 methodologies to the data or metadata collection (Goodchild 2007b , Gouveia and Fonseca 2008 . These papers define different aspects of a possible framework but do not provide practical developments or a pilot project.
Here, we present a pilot project which allows VGI about metadata to be created and demonstrate that some of these problems (that also affect the Catalan SDI) can be overcome with a search portal connected to the SDI metadata catalogue. Indeed, this portal allows metadata about a particular topic to be requested and a particular dataset identified. The user can read the catalogued metadata from the producer and also the previous user comments. Moreover, they can enter new comments or update their own. All of this is stored and becomes immediately available to other users.
The presented environment is a mash-up that relies on the Catalan SDI catalogue and mass market mapping tools. It is a CGI application connected to a database that stores user comments and that resides in a web server. We use universal and unique identifiers that the Catalan SDI assigns to each metadata record to link both official metadata records and user comments. Figure 5 shows the relationship between all of these elements.
A user session is initiated with a search for a work or sentence. The results come back in the same way that they do in the Catalan catalogue web page, but they also include information on the previous user comments ( Figure 6 ).
If the user selects a metadata record, it is shown on the screen (Figure 7) . The dataset bounding box extracted from the metadata record is also shown using the Google Maps API, as another mash-up (Chow 2008) . Previous user comments are also shown and it is possible to add new comments. To introduce new comments, user authentication is needed. Many metadata records include the producer contact information. When the producer's email address is available, new comments about a particular dataset are immediately emailed to them, so the producer can take action.
This experimental environment was developed in less than a week and no direct communication with the SDI support centre was required. This demonstrates that setting up Web 2.0 applications that consider users' comments connected to an SDI metadata catalogue can be easily deployed by any third party, who immediately becomes part of the SDI infrastructure. Although the original intention was to demonstrate that a third party can easily contribute to the SDI using metadata identifiers as links to the SDI catalogue, further conversations with the people in charge of the Catalan SDI led us to the conclusion that the usability of the platform will be increased if it is incorporated into the Catalan SDI portal and search engine, which they are willing to do in the near feature. The experimental environment deliberately uses a style that is similar to web search engines and blog applications so the user feels immediately familiar with the system.
Clearly, there are some issues that need to be addressed more fully, like the real motivations that make people volunteer information and the process needed to ensure the quality of the information provided (Craglia et al. 2008) ; however, we believe that the experiment is interesting as a starting point. Future lines of extension of this platform are the introduction of user tagging capabilities and user clouds and to collect data about the user behaviour and adding this information to the system. This can be done in such a way that users can also use this information, such as in a statistical form or as recommendations like 'users that search for . . . also search for . . .' as in other Web 2.0 services.
Conclusions
The SDI phenomenon has been growing continuously over the past two decades. A decentralized model powered by the adoption of international standards and Internet technologies has been crucial for deploying the second-generation SDI. Nevertheless, there are several issues in SDI development that need to be solved. A relatively straightforward practical use case in which the Catalan SDI was used to study accessibility to healthcare centres showed how the SDI failed both to provide information about the data available in the Catalan administration and to provide distributed analytical tools. This article demonstrates that for an SDI to be useful there is no immediate need for reconceptualizing its principles, but rather it is necessary to reinforce or even refocus some aspects of the current-generation SDIs. In table form, we list the performance and usability aspects that can be improved in order to obtain a good balance between client portal gadgets and a server application behind them that can make tasks easier for the actors currently involved in SDI development or even engage other collectives. The collection of metadata and the search processes need to be improved. Service metadata have to be clarified so that data as well as tools that work in a distributed environment can be found easily. True data availability with default symbolization needs to be combined with standard web services in a seamless environment that can be enriched with VGI. To demonstrate how easily VGI can help SDI development, we provide the example of a project website that mixes classical standard protocols with modern web mash-up techniques to allow volunteers to complete metadata catalogues with the user perspective, and therefore fill in the provider information gaps.
