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ルネットワークの学習ではいかにシナプスを変えるかが重要な点になる c 最急降下法は入力 1，シナプス
{Jij }(ただし jから iへの結合)ぅ細抱 {xi}できまる系の出力 F(Iラヤふ{られと教師信号 T(I)との誤差






活性化関数f(討を通して出力する (Xi= fCLj Jij町)0Oi辻出力層娼抱の場合法主 =ed'(Lj JザEj)で求
























時点で泣 EB= 0 ~こなっておらず、また EA も 0 にはなっていないc したがってまたパタンAの学習を行い
シナプスを EAを誠らすように変化させ、次にパタンBを変化させ…というプロセスを繰り返すことで
最終的に EA= EB = 0になるまでl学習を続ける3 このように、複数のパタンを学習するときには何百も
繰り返し学習する必要がある。しかし実擦に生物が学習を行う昂酉ではパタンAを学習した後に (EA= 0 
;こした後に)、次のパタンB在学習するというように逐次的な学習の方が妥当であると考えられる。ここで
はこのような最急経下法の問題点在学習の非逐次性と呼ぶ。











































JFB(以下FB結合)、層内抑制結合J と呼ばれる o JFFは入力層縮詔から隠れ層縮担、語れ層紹臆から出













題れ層 玄j= 1/(1十exp(-suj+θ))-Xj 
11j=ZJ7ぃ LJ:主+LJ-xy 
出力層 主 =1/(1 + exp(-β九十θ))-~
Uk =工J:xj+工J-x，. 
シナプスのダイナミクス
JJ=RP(毛-r)xj/τP (J当>0) (p = FF， FB) 
RFF = 1 + 1for(! Xout -31臼)
-l-lお時Xout-31 > c) 
タu ーゲ、.:'j~~こ浅いとき














のみきまる。語、れ層と出力層の細自のダイナミクス Xi(りは (0うりの値をとるシグモイド型の activation関
数 f(Xi)で駆動され、同じく (0うりの植をとるc まとめると縮担町は
約二ずIf (車問包zは入力層) (1) 
















われる。 FF結合、 FB結合は以下のように各々，FF"FBという固有のタイムスケールをもち、 pre-synaptic
cell Xjとpost-synap七iccell ぬと誤差情報R(Xout，3)の積により変化し、
，PIG = RP(Xmめ三)(Xiー γ)Xj (J三0) (p = FF，FB) (3) 
;こ謎う。 {gしJt主負にならないc ここで誤差情報 R詰ターゲット F と出力ベクトルX01ペt)とのZ巨離に
よって切り替わる関数で¥
RFF = J 1 for Ixout-三i三ε
I -1 for Ixout一三1>ξ
RFB = J 0 for Ixout一三i壬ε
I -1 foγ lxout一三1>ξ (4) 
であり、ネットワークで共通主グローバルな量である。ここで 1 1は入To叫次元のユークリッド距離である。
上でも述べたように誤差情報 R~こよりシナプスの挙動が制御され pre-♂osも-synaptic cellの3者の積で表さ
れることと、 FF結合と FB結合が固有のタイムスケールを持ち挙動が異なることが今モデ、lしの大きな特徴
となっている。誤差清報 RC主ターゲ、ット三と出力ベクトル ~)(out の距離が遠いときは FF、 FB 結合の R は







ターゲットと出力ベクトルの距離が遠いときを anti-Hebb phase，近いときを Hebbphaseと呼び分けて
挙動を述べる。
anti-Hebb phaseでは FF、FB結合ともにみJ二一(判ーァ)巧となる。従ってpresynapticcell Xj ，postsy-
naptic cell叫がともに活性化(町>ア)している場合、 Jijは小さくなり Jijを介した興奮性入力が減少する
ので活性化している postsynapticcell Xiは非活性方向?こ圧力を受ける。 presynapticcell X jが非活性の場合、
postsynaptic cell Xiの値には関長なく Jijは変化し主い。逆に presynapticcell Xjが活性で、 postsynaptic
























ドーパミン、アドレナリンなど neuronalmodulatorと呼ばれる一群のシグナル存在により LTPや LTD
などのシナプスの可塑性邑体が変化する事はよく知られている。またマクロのレベルでもドーパミンがない

























































がきまるので、語、れ・出力層縮担からなる Nhid十 lVout次元の力学系とみなすことができるc この力学系に





















































下で、は出力層のパタンがターゲ、ツト三品から遠いとき (anti-Hebbphase)と近いとき (Hebbphase) ~こ分け
てその挙動を述べるc
l)eaの出力層のパタンがターゲットとことなる時:anti-Hebb phase 
anti-Hebb phaseなので、 ztzd、22utをつなぐシナプスの強度は FFヲFB結合共に減少するc逆;こ他の
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初期条件でターゲットの探査をおこないその時系列をプロットした。(パラメタは lv= 30， JVout二 10司 E =
ωLァFB= 8，TFF = 64) 
(a)ターゲット三と出力xoutの距離の時系列:
ただしここでは距離はユークワッド距離の 2乗を 1に麗格化したものとした。 grεenlineはd=εである。


















































今モデルでは Jの夕、イナミクス(式 3)により、 Jの国定点辻 Xi=r，x.i=Oしかないが、結砲の状慧が
ターゲットとの距離 ξをはさんで激しく譲動することで、平均的に R=Oの解をつくる場合がある。図4~こ








ので平均距離の連続的な減少を起こす160 一方断続的減少は dニ i/Noutに収束する分布のピークが平均距
離にあたえる効果であるo Eがi/九二utを跨いで小さくなると、ターゲットパタンと i成分が異なっている
パタンの区間が吋くようになり、 d= i/lへいt~こ収束する分布のピークは消滅し、平均距離は非連続的に減










































































て詳しく述べる。以下で辻N= 30， Nout = 10ぅNpat= 10ぅξ=0.001とした。
記櫨できるパタンの数の時間スケール依存牲をみるために Tcel，FFは固定し TFBそ変化させたときの記
憶容量を調べたものが図7である。ただしここでは記J詰容量を各学習段階で記寵数を計り、その最大となる









トパタンに記慢を保持している。実際、図 7での両端、 TFB= 1. 128のときは過去に学習した FF結合が
急速に減衰する反面、最大記官容量をもっ TFB= 16で、は減衰が小さくなっており FF結合の強さと記憶容
-83-
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そこからの軌道をプロットした。 redlineは入力 J1を印加したときの軌道、 greenlineは入力 J2を印加し
たときの軌道をそれぞれ重ね書きしたものである。議軸、縦軸はそれぞ、れターゲットパタンごうeとの距離
をとった。
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，FB = 1，16ぅ128に関して調べた)で横軸は学習セット数で縦軸は記，[章、数。図 5で2つ学習セットの記官を
しらべたように、 lセットの学習を終える毎に今まで学習したターゲットについてそれぞれ多数の初期値か
らの収束先を調べることで記信できているかどうかを解析した。点線は完全に学習したものを記憶できてい









































1000 官 10 100 2 
'"[;FB 
図 8:過去のターゲットで、の謂留時間:
ァcell= 1ぅTFF= 64のときのァFBの変fヒに対する過去のターゲ、ツトの滞留時間の変化 (redlin巳左縦軸)と
比較のために記J語数の変化 (greenline，在縦軸〉をプロットしたもの。過去のターゲットの滞留時間はi番目
の学習セット Iヘ 2t を学習中に細抱の状態がターゲットパタン ~J (j <吟にどれくらい滞空したかを全セッ




Jfよtx~i d. と表記する。上で述べたようにターゲツト F を学習することで JZEztzd は強化される。その後
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図 9:探索時閣のタイムスケール依存性























性化する縞躍は語、れ層では決まっていてdMである(出力層では任意の 1細月きである。)。一方 TFB= 16よ
り小さい時間スケールの領域では揺れ・出力層ともに 2細胞が活性化する偽記憶パタンが現れる。このとき
活性化する縮胞は揺れ・出力層ともにターゲットパタンゲで活性化すべきd.outと各層縮担1つdrut




















































ターゲットパタンの履歴が残っているO すなわち学習したターゲットパタンをF とすると x~n → X~id ， X~id → 
zアtのFF結合が強fとされ、 zf→zffeぅdzd→22ε のFF結合は弱くなる (2220d辻ztid，o叫以外の思
れ・出力層縮誼)。今章の解析では入力法印加されていないので入力層と語、れ層間のFF結合は無視する。こ
のとき強化された FF 結合(それぞ、れ Jf;乙X~id と表記する。他の結合も両院の値が他の結合 JJZzEzd の
誼よりも大きければ ztzd が活性化した時に x~ut も活性fヒされることが期待される c また 22uz が活性化す
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(a)学習段階 1，410の相空間において学習したターゲットパタンの basinvolumeの分布:




















1 2 3 
多時間スケールをもっ学習過程における相空間ダイナミクス
4 5 6 7 s 9 
index of target 
国 13:学習によるターゲットパタンと軌道との距離の変化:
学習がすすむにつれて、各ターゲットパタンとの平均距離がどのように変化するかを調べた。軌道とター
ゲットパタンザとの距離 dZを diニロunO<t<∞Ix的ーごっと定義するc 初期状態 iからアトラクタに収
束するまでの軌道(リミットサイクルの場合はその軌道も含める)と各ターゲ、ツトパタン cJとの距離を










と表記する230 もっと複雑になりパタン a→パタン b→パタンa→パタン b→パタンc→パタンa→パタ
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learning steps =1 -- c'isnotlearned 
:=}ミltm;




























































性の入力がなければ全ての細抱が自発発火率rに収束する。つまり Xi=γ ( iε 隠れ・出力層)が唯一のアトラ

















ないc これらの軌道とターゲットパタンザとの関係を見るためにう各ターゲ、ツトパタン C(i= 1，.・ぅ 1¥弘at)









E 23 〉07 g 0.6 0.6 
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(c) 
国 18:学習セット数5のときの栢空間構造:


















(c) ~こ遣当な 2 つのターゲ、ツトパタンとの距離を軸にとった軌道をプロットした。特に図 21(a)(b) は 1) ミッ
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num. of learning sets 
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(c)-lはターゲットパタンcz，4 (c)-2 はターゲットパタン ~4 ，6 との距離をそれぞれプロットした。
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まず入力 η1，2による変化をみるo TJ1，2 = 0ぅ1/1= 0.015，0.06，0.2 ポニ 0.005ぅ0.02.0.2の入力を印加した
相空調でそれぞれ 100橿の初期状態をとり、そこからの軌道をターゲ¥ソトパタン cL2との距離で張られる
2次元空間に信影し、 100本の軌道を重ね書きしたものが図 23である。 TJ=Oの杷空間においてターゲッ
トパタンご1~こ近付いたのちに収束する軌道(図 23(的中の P1) とターゲットパタン F に近付いた後に収束



















べたc 入力 I1，2をfl加し、強度 η1，2をそれぞれ大きくしたときに各ターゲットパタン e(i= 1，.ぺNpat)















































































































































































































































































この 3つの相空陪構造の違いを調べるために、ベイシンエントロピ-s = -I:i VOliバog(VOli)を入力
をη=1.0で即加した相空間で調べ、分布在比較したものが図 29であるo 3つの杷空間は上で述べたIi展に
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の国はそれぞれ (a)η3= 0.018 (b)η3 = 0.019 (c )J]3 = 0.02の時のターゲ、ツトパタンミ2，3，6との距離の時系
列。これらは全て同じ初期値からスタートした時系列である。



























































今モデルにおいて記憶容量がァcell司FB，FFの関係に依存し、記檀容量の最大誼が Tcell< TF B ~アFF
のときに得ちれる事を示した。また各 TFBの学習において記官で、きなかったときに現れるパタンに
は特設があり、
最大記官容量をもっ γFB= 16よりも TFBが速い領域では隠れ・出力層ともに 2細抱が活性化するパ
タン
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