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Abstract
Glenoid reaming is a bone machining operation in Total Shoulder Arthroplasty (TSA) in which
the glenoid bone is resurfaced to make intimate contact with implant undersurface. While this
step is crucial for the longevity of TSA, many surgeons find it technically challenging. With
the recent advances in Virtual Reality (VR) simulations, it has become possible to realistically
replicate complicated operations without any need for patients or cadavers, and at the same
time, provide quantitative feedback to improve surgeons’ psycho-motor skills. In light of these
advantages, the current thesis intends to develop tools and methods required for construction of
a VR simulator for glenoid reaming, in an attempt to construct a reliable tool for preoperative
training and planning for surgeons involved with TSA.
Towards the end, this thesis presents computational algorithms to appropriately represent
surgery tool and bone in the VR environment, determine their intersection and compute real-
istic haptic feedback based on the intersections. The core of the computations is constituted
by sampled geometrical representations of both objects. In particular, point cloud model of the
tool and voxelized model of bone - that is derived from Computed Tomography (CT) images
- are employed. The thesis shows how to efficiently construct these models and adequately
represent them in memory. It also elucidates how to effectively use these models to rapidly
determine tool-bone collisions and account for bone removal momentarily. Furthermore, the
thesis applies cadaveric experimental data to study the mechanics of glenoid reaming and pro-
poses a realistic model for haptic computations. The proposed model integrates well with the
developed computational tools, enabling real-time haptic and graphic simulation of glenoid
reaming.
Throughout the thesis, a particular emphasis is placed upon computational efficiency, es-
pecially on the use of parallel computing using Graphics Processing Units (GPUs). Extensive
implementation results are also presented to verify the effectiveness of the developments. Not
only do the results of this thesis advance the knowledge in the simulation of glenoid reaming,
but they also rigorously contribute to the broader area of surgery simulation, and can serve as
a step forward to the wider implementation of VR technology in surgeon training programs.
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1.1 Current Trends in Surgeon Residency Programs
The relation between the volume of practice and the outcome in surgery is a long-standing
concern of surgeon training programs. It is widely reported that the more often a surgical
procedure is performed, the lower its morbidity, and the better the outcome [1]–[10]. For
example, in a systematic review of 135 volume-outcome studies spanning over 27 surgical
procedures, it has been revealed that 71% of all studies of hospital volume and 69% of studies
of physician volume reported statistically significant correlation between higher volume and
better outcome while no study documented a statistically significant association between higher
volume and worse outcomes [1]. Therefore, considering medical errors which are essentially
caused by the lack of surgeon skills continue to remain one of the leading reasons of death
[9], it is easy to infer that an increased emphasis on the practice of surgeons will translate into
decreasing risks of surgeries. By the same token, it can be expected that the time and cost
of surgeries can be diminished. However, it is important to realize that practice should not be
confused with repetition; performance does not improve simply because a task is repeated. The
key to consistent improvement is to engage surgeons in deliberate practice [10].
In clinical training, deliberate practice is interpreted as sustained practice with the intention
1
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of addressing the weaknesses that are identified by assessments and stimulated by feedback
[11]. Deliberate practice plays a key role in improvement of psychomotor skills of surgeons
[12]. Although skill acquisition rate varies significantly in practice of different surgeries, the
well-known rule of 10,000 hours of practice to master a skill has become an ideal target in
surgeon training programs [13]. However, a focus on patient safety, work hour restrictions,
limited availability of cadavers and animals as well as their high cost and safety risks are
evident enough that this amount of time cannot be attained during routine clinical programs.
This brings about an interesting question: how can it be ensured that the current medical
programs provide enough practice options to enhance the overall competency of the trained
surgeons? Presently, it is believed that the answer that might be able to address this concern is
constituted by a wider implementation of virtual surgical simulators, to be primarily used for
training purposes.
1.2 Virtual Reality Surgery Simulators
A Virtual Reality (VR) surgical simulator can be regarded as nothing but a computer-based
system developed to resemble surgical procedures for the purpose of training of medical pro-
fessionals. As such, the latest generations of simulators are employing a combination of haptic
technology and computer graphics to replicate surgical environments. On one hand, the haptic
system is capable to enhance the surgical simulator with sense of touch otherwise known as
haptic feedback. On the other hand, the computer graphics add-on provides visual guidance
to the surgeon. Beyond eliminating the stringent need of a patient or cadaver, these simula-
tors are best suited to provide structured feedback on the surgeons performance because they
can effectively construct quantitative assessments of the performed operations. Consequently,
simulation-based training is known to be an exceptional candidate in elevating the efficiency
of residency programs. As a matter of fact, of fourteen studies reviewed in a meta-analysis,
simulation-based training was found overall to be a superior method compared to the tradi-
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tional apprenticeship model [14]. Many simulators have been designed for various surgeries.
The Karlsruhe Endoscopic Surgery Trainer is an example of VR simulators in laparoscopy. It
consists of a “phantom box” which provides a rough imitation of outward human abdomen by
means of electromechanical systems as well as a “central unit” which is a high-performance
graphics workstation. The system has been successfully installed at the minimally invasive
surgery training center of University Hospital of Tuebingen since 1996 and also is commer-
cially available [15]. As another paradigm of simulators in laparoscopy, Neyret et al. have
developed a real-time rendering scheme towards high-end simulation of liver surgery [16]. In
Rhinoplasty, Lee et al. have integrated image processing and computer graphics techniques
to come up with a simulator that enables surgeons to better understand the segmentation of
nose and face structures and in turn find the best way to perform the surgery [17]. Kusumoto
et al. have investigated the application of simulation in oral implant surgery and have shown
applicability of the simulator to train surgeons in basic tasks such as tooth drilling [18]. With
a focus on stability and fidelity, Wu et al. developed a VR simulator for dental grinding pro-
cess. A force model is adopted from machining theory to realistically replicate the grinding
process during tool-tooth interaction in VR environment [19]. Among more recent work, Ho
et al. have created a VR simulator for myringotomy and implemented metrics for measuring
tangible indicators of skill, such as efficiency of blade movements and length and straightness
of incisions. In addition, a group of otolaryngologists and otolaryngology residents had evalu-
ated the simulator and the evaluations are further utilized to modify the simualator and improve
its practicality [20]. Wang et al. have constructed a simulator for mandibular angle reduction
procedure. It has been shown that the force feedback generated by the haptic device of the
simulator is qualitatively identical to the cutting forces present in the actual procedure [21]. A
phacoemulsification simulator has been designed by Lam et al. and a set of objective-based
performance parameters are introduced to quantitatively assess the performance of surgeons
[22].
Up to the present time, laparoscopic surgery is a leader in the field of surgery simulation.
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Perhaps, the most compelling evidence is that as of 2008, Fundamentals of Laparoscopy Pro-
gram - which mainly includes working with simulators - is a prerequisite for General Surgery
Certification of the American Board of Surgeons [23]. However, other surgery fields - or-
thopaedics being among them - has not been able to adopt similar practices in their training
programs.
1.3 Virtual Reality Surgery Simulators in Orthopaedics
Many orthopaedics training programs still rely on traditional apprenticeship model that has
been largely unchanged for nearly 100 years. The fundamental barrier is particularly lack of
validated surgical simulation training and assessment approaches [10]. Compared with other
surgical specialties, orthopaedists are late in integration of virtual simulation in their training
curriculum. In a 2010 review, only 23 articles found that dealt with specific simulators in
orthopaedics, compared with 246 citations for laparoscopic simulators [24]. Indeed, there
are several review papers that argue orthopaedics lags behind other fields in terms of surgery
simulators [10], [24], [25]. The main reason is the limitations in realism and simulation of hard
tissue (i.e. bone) interaction, whereas the recent growth of computational power in computers
and theoretical developments of haptic rendering have created a great potential for VR to deal
with the above obstacle.
Early work in orthopaedics simulation has mostly targeted minimal invasive procedures
such as arthroscopy since their replications are generally simpler than open surgery procedures
[26]–[28]. As fidelity of VR technology has grown in recent years, there has been more focus
on simulation of complicated surgeries. In this regard, a number of simulators have been
developed recently to replicate different bone machining operations, including drilling [29],
[30], sawing [31], and burring [32]–[34]. One orthopaedic procedure that is currently lacking
a VR simulator and can be a good target for future developments in the context of surgery
simulation is glenoid reaming, which is known as one of the challenging tasks in Total Shoulder
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Arthroplasty (TSA).
1.4 Glenoid Reaming as a Target for Surgery Simulation
TSA is a surgical procedure in which all or part of the glenohumeral joint is replaced by a
prosthetic implant. As shown by Fig. 1.1, the main implantation steps in this surgery include
placement of glenoid component on glenoid cavity, inserting a metal stem into humerus and
installing the humeral head. Prior to positioning the glenoid component, the glenoid bone
is often resurfaced through a machining process, otherwise known as glenoid reaming. This
process is preformed manually by a surgeon using a power drill and a spherical cutting tool
called reamer (Fig. 1.2). A standard glenoid reaming task involves removing the cartilage
layer and gently reaming subchondral plate without violating the cancelluos bone to provide a







Figure 1.1: Joint replacement process in TSA

















Figure 1.2: Glenoid reaming process
TSA can be associated by several complications, the most common of which is the glenoid
component loosening [36]–[39]. Many factors may contribute to glenoid component loosening
some of which can be directly related to excessive and inaccurate glenoid reaming [40], [41].
For instance, excessive reaming of subchondral bone reduces the glenoid bone strength and
decrease the support for the prosthesis [42]. In addition, failure to restore the correct glenoid
version will result in glenohumeral instability that eventually leads to implant loosening [43]–
[46].
While glenoid reaming is crucial for extending TSA longevity, adequate completion of
this task is challenging for surgeons due to the complex three-dimensional anatomy of glenoid
surface [47] as well as scapula mobility which moves on the chest wall when reaming forces
are applied. Furthermore, the sight to the reaming site is occluded by the reamer itself, leaving
surgeons without any visual feedback during the operation. As a result, surgeons have to rely
on other feedback mechanisms such as force, vibration or sound to perform glenoid reaming
[48].
Learning to interpret subtle cues from the above information requires a high volume of
practice, yet most surgeons perform a low number of TSA operations. In fact, while TSA is one
of the most important orthopaedic surgeries in upper torso; it has lower incidence compared to
hip and knee arthroplasties. About 53,000 people in the U.S. go through shoulder replacement
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surgery each year, compared to 600,000 and 300,000 of people a year who have knee and hip
replacement surgeries, respectively [49]. This relatively low occurrence of TSA makes the
majority of surgeons - irrespective of their overall level of surgical experience - less prepared
for this type of surgery. A Virtual Reality (VR) simulator for glenoid reaming can provide
sufficient volume of practice, without any need for patients or cadavers, and improve the overall
level of competency of surgeons in performing not only TSA, but also other surgeries with
similar operations, such as Reverse Total Shoulder Arthroplasty that is currently receiving a
growing attention [50].
1.5 Research Objective and Challenges
Given the need for a VR simulator in TSA, this study intends to develop a simulator for glenoid
reaming to help surgeons practice one of the most challenging tasks of TSA. Since force and
vibration are important information that surgeons rely on during glenoid reaming, a suitable
VR simulator for this procedure must provide haptic simulation. Moreover, despite the fact
that the actual glenoid reaming is attributed by poor visibility, a graphical replication of the
procedure can help trainees to become familiar with the characteristics of reamer progression
and bone resurfacing.
The key to realistic simulation of glenoid reaming is to generate axial thrust, vibration and
visual replication similar to the real procedure. This can be accomplished using a model of the
mechanics of the process that is embedded in a computer program. The process can be simu-
lated graphically at the same time using a material removal routine that eliminates a portion of
bone and renders updated bone geometry. As a result, the knowledge of the intersection volume
between reamer and bone is quintessential throughout the operation which can be determined
using a collision detection algorithm. It is important to note that the collision detection run-
ning time must be less than 1 ms in order to fulfill the stringent 1 KHz refresh rate required for
real-time haptic rendering. Many state-of-the-art orthopaedic simulators have partially allevi-
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ated this issue by using sampled geometrical representations, e.g. point clouds and voxelized
models, to represent the virtual objects [29]–[33]. This simplification can, however, negatively
affect the fidelity of simulation if the sampling resolution is too coarse. Consequently, the com-
putational efficiency of collision detection becomes critically important since a more efficient
algorithm can afford higher sampling resolutions and maintain the simulation realism. In light
of the above points, the architecture of the intended VR simulator for glenoid reaming takes

















































Figure 1.3: Main components of the intended VR surgery simulator
1.6 Review of Techniques Used in Surgery Simulation
The architecture of the intended simulator shown in Fig. 1.3 shares many similarities with nu-
merous simulators that have been already developed in the literature. This section reviews the
state-of-the-art methods for main components of an orthopaedic simulator, with the intention
to seek the gaps in construction of a glenoid reaming simulator.
1.6.1 Mechanics of Bone Machining
High-fidelity haptic simulation of a bone machining process requires knowledge of mechanical
characteristics of the process. This knowledge is additionally advantageous in designing ap-
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propriate cutting tools and selecting favorable surgical conditions to prevent problems such as
tool breakage, bone temperature rise or damages to surrounding tissues [51]–[56]. For this rea-
son, since the late 1950s, long before the present advent of surgical simulators, bone machining
studies have been conducted [57]–[59]. It is notably accepted that the overall characteristics of
bone cutting resemble - to a certain extent, of course - that of metal machining [60]. As such,
the methods and theories that were specifically developed in metal machining domain can have
at least a partial validity in the context of bone removal.
In metal machining, material removal can be modeled by plastic deformation due to shear-
ing strain occurred at the intersection between cutting edge and workpiece [61]. As shown in
Fig. 1.4, the force generated during the contact can be modeled by two vectors that are tan-
gential d f t and normal d f n to the rake face and their amplitude can be related to the area of
material sheared away as follows
d f n = kclw, d f t = k f kclw, (1.1)
where w is the width of cut, l denotes the depth of cut, kc is known as specific cutting coefficient
and k f is referred to as friction coefficient. The force acting on the relief face is insignificant
and can be ignored.
The above principle is used to describe elementary machining forces for any infinitesimal
element that lies on cutting edges of an arbitrary tool. The sum of all elementary forces can be
used to predict axial thrust and torque in different machining operations. The key to accurate
prediction of thrust and torque is to properly describe the coefficients kc and k f as functions of
workpiece material properties, machine dynamics e.g. spindle speed, feed rate and tool geom-
etry that is reflected by parameters such as inclination angle λ and normal rake angle γn [62].
The homogeneity of metal material simplifies modeling of kc and k f . As a result, analytic mod-
els can be derived for various metal machining operations such as drilling, reaming, milling
and turning which can be found in [63]–[65].









Figure 1.4: Mechanics of oblique cutting
The above methodology becomes complicated when the workpiece has non-uniform mate-
rial properties. For example, in case of machining a fiber-reinforced composite, the chips are
powder-like [66] and their formation mechanism is due to fractures rather than plastic defor-
mation [67]. However, as outlined in [68], there is currently no theoretical model to describe
fracture-based cutting process. Consequently, the existing studies on composite machining
have developed mechanistic models which use the same formulation as metal machining mod-
els but require several calibration experiments to account for factors that have not been theo-
retically incorporated [69]–[74].
Given the complex structure of bone and its anisotropic material properties [75], it is dif-
ficult to relate axial thrust and torque to particular mechanical properties and machining pa-
rameters. For this reason, several studies have attempted to derive empirical relations between
machining force and various factors without solid theoretical justifications. For example, Yan-
ping et al. have modeled machining forces as a function of feedrate, spindle speed and bone
density using regression analysis [76]. While the obtained empirical model fits the experimen-
tal data well, no additional experiments is reported to evaluate how the obtained model predicts
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forces for new specimens. Nevertheless, in a validation study [77], the simulator established
on this model has shown the ability to differentiate between novices and expert surgeons and
the potential to train surgeons through repetitive practice. In another study, Pourkand et al.
have modeled bone drilling thrust as a function of cutting depth and feedrate using polyno-
mial fitting techniques [78]. Although this study reports low modeling errors, it only considers
synthetic bone throughout experimentation which has limited applicability to model drilling
of a real bone [79]. Similar regression analyses have been also reported for oral implant [18],
mandibular angle reduction [21] and temporal bone [80] surgeries.
More theoretically profound bone machining models have been developed using the mech-
anistic approach employed for composite machining. Examples include several bone machin-
ing simulators in the context of orthopaedics [30]–[34], tooth drilling [81]–[84] and temporal
bone surgery [85]. While all the above-mentioned studies have mentioned specific cutting co-
efficients must be determined throughout experiments, most of them do not report how the
experiments have been carried out and what values are obtained for the coefficients. The only
work that actually elaborates on the experimentation is the bone burring simulator developed
by Arbabtafti et al. [33] in which constant cutting coefficients are assumed for every element
on the cutting edges. A more sophisticated model is introduced by [60], [86] for bone drilling
where the cutting coefficients are described as a function of cutting depth w, velocity of each
element V and its normal rake angle γn, using a power-low equation as follows
 ln kcln k f
 =






ln (1 − sin γn)

, (1.2)
where αi and βi are coefficients that can be determined via regression analysis using axial thrust
and torque measured in real experiments. Once the model is calibrated, a set of new experi-
ments have been conducted and compared with the model predictions. In both studies [60],
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[86], significant inaccuracies in predicting dynamic axial thrust and torque are evident and the
models can only describe the qualitative behaviour. The inaccuracies are primarily due to the
complex structure of bone and the fact that bone properties vary from one specimen to the
other. This observation raises a question about realisticity of haptic simulation using mech-
anistic models especially when there is no validation study found for the above-mentioned
simulators. As mechanistic models can, however, predict qualitative behavior of a bone ma-
chining process, it appears that they can successfully simulate certain phases of an operation,
such as transition from cortical bone to cancellous bone which is attributed by a change in the
force and torque amplitudes [87].
It is worth noting that Finite Element Analysis (FEA) has been also utilized to model bone
machining forces [88]–[92]. In this context, bone material behavior over the yield point is
usually modeled using the Johnson-Cook model, similar to metal machining studies [93]–[95].
However, there are significant variations among the damage criteria and progression settings
in these studies which has led to inconsistent results in the existing literature [96]. This is
probably one of the reasons that has made FEA methods less appealing in the field of VR
simulation.
The addition of vibration to the force feedback has proved extremely effective in promot-
ing simulation realism [97]. Vibration in metal machining has been analyzed and modeled
for different operations [98]–[102]. However, there is currently little work on understanding
vibrations in bone machining. The common approach to generate vibration in haptic feedback
is to collect vibration in real experiments using an accelerometer, filter the recorded data and
add the outcome to the force feedback as a background signal [34], [80], [103]. In [104], a
relation has been found to determine bone drilling vibration peak as a function of applied feed
force and bone density. This relation is utilized to reconstruct a vibratory signal by identifying
the dominant frequencies observed in the experiments. It is shown that the simulated vibration
resembles the experimental signal and is useful to improve fidelity of simulation. Vibration
in glenoid reaming is recently studied to develop an augmented reality simulator that features
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vibration feedback [105]. In this simulator, a haptic transducer is used to play a vibration sig-
nal measured during reaming porcine glenoids. Region-specific equations corresponding to
cartilage layer, cortical and cancellous bone are developed to adjust the vibration peaks as a
function of feed-force when machining different regions of bone. While the generated vibration
feedback has proved effective to help surgeons identify the region of bone being resurfaced, it
is expected that the fidelity of simulator can be improved using human cadaveric data.
The above points indicate that presently there is no theoretical method that can accurately
model bone machining characteristics. All the existing studies have employed empirical or
mechanistic approaches, both of which require model calibration against real experiments and
can only predict qualitative behavior of an operation. While mechanistic models are theoreti-
cally more profound, there is no evidence that they provide superior accuracy compared to the
empirical methods. Mechanistic models are also structurally more complicated and computa-
tionally expensive. There is currently no model developed to predict axial thrust and torque
on glenoid reaming. The only relevant work found in the literature is the robot-driven glenoid
reaming study [106] whose experimental data will be used in this thesis.
1.6.2 Simulator Software
An efficient computational platform is an integral part of any haptic-augmented VR surgery
simulator. Although the use of game engines such as Unity [107] and Unreal Engine [108]
is becoming more popular in developing VR applications, their use in haptic-augmented sim-
ulators remains minimal [109]. This is primarily due to the stringent timing requirement of
haptics that mandates using a dedicated computational framework which is carefully crafted
to perform haptic loop computations in less than 1 ms. This timing constraint is necessary to
maintain stable haptic rendering especially when interfacing with a hard tissue [110]. In ad-
dition to the haptics, the graphic rendering loop must also update quickly in order to ensure a
realistic simulation experience. The generally accepted baseline frame rate for smooth graphic
rendering is 30 Frames per Second (FPS) which implies all graphics-related computations must
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be completed in less than 33.33 ms.
To reliably maintain the above timings, usually a multi-thread computer program is utilized
where a separate high-priority thread, otherwise known as servo thread, is dedicated to han-
dle haptic rendering computations. As haptic and graphic rendering loops require access to
the same data concurrently, proper memory management and thread synchronization becomes
another important aspect of the computational platform [111].
To address the above challenges, many studies have developed custom computational frame-
works using C++ programming language. The two common Application Program Interfaces
(APIs) that have been utilized to handle haptic interactions are OpenHaptics [112] and CHAI
3D [113]. Graphic rendering is usually handled using Open Graphics Library (OpenGL) [114]
while a few studies [33], [84] have reported using Visualization Toolkit (VTK) [115], which is
basically a set of classes built upon OpenGL.
In the recent years, the emergence of General-Purpose Graphics Processing Unit (GPGPU)
technology have allowed massive parallelization of computing tasks and tremendous reduc-
tion of time and power required to solve complex scientific problems. Parallel computing
using Graphics Processing Units (GPUs) has now become standard in different disciplines of
biomedical engineering [116]. While development of GPU-based computing platforms is gen-
erally considered a relatively difficult programming task, its advantages are significant. For
example, as reported in [82], a GPU-based surgery simulator program is more than 10 times
faster than its conventional counterpart than runs on Central Processing Unit (CPU). Other ex-
amples of surgery simulators with GPU-based computing framework include [83], [84], [117]–
[121].
In light of the above discussion, it appears that the use of a custom GPU-based framework
is a promising approach in development of the glenoid reaming simulator. Presently, the two
common APIs to develop a GPU-accelerated computing platforms are CUDA [122] and Open
Computing Library (OpenCL) [123]. Contrasting with the vendor-specific nature of CUDA,
OpenCL-based developments are compatible with a wide-range of graphics hardware from all
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major vendors. However, unlike CUDA, OpenCL tends to be more verbose in a sense that more
low-level code is required to establish the parallel computing infrastructure. While previous
works [82]–[84], [117]–[121] have mostly utilized CUDA, in this thesis, the portability of
OpenCL is favored. Given the popularity of OpenHaptics and OpenGL, this study will use
these APIs in connection with OpenCL. The remainder of this section is a brief review of
OpenCL programming model and terminology. An in-depth explanation can be found in [124].
The OpenCL standard defines a set of data types, data structures, and functions that aug-
ment C and C++ to enable the use of both CPUs and GPUs with a single program. The major
components of a typical OpenCL program are depicted in Fig. 1.5. Kernels are functions to
perform parallel computing tasks and they are programmed in OpenCL C, a language estab-
lished on C99 specifications [125], but further enriched to accommodate parallel programming.
Kernels are executed by OpenCL devices that can be either multi-core CPUs or GPUs. It is
possible that a computer contain several OpenCL devices in its architecture. The OpenCL con-
text allows to choose from these devices and manage them for a specific computational task.
Control of the kernels and devices in a context are initiated by a segment of regular C/C++
code, termed host application.
According to OpenCL terminology, control instructions are called command queues, while
the CPU running the host application is called OpenCL host. In a typical computing task, the
input data for kernels is prepared on the host side and is stored within the host memory (i.e.,
general computer Random Access Memory (RAM)). Following this, OpenCL buffers transfer
the prepared data to the device memory and if the device is a GPU, the device memory becomes
the memory of graphics card. Once the kernel is executed, the output can be either fetched by
the host memory or stored in the device memory for subsequent computations.
The generic OpenCL device model is presented in Fig. 1.6. According to this model,
the processing cores of a CPU or GPU are called compute units. After the kernel is invoked,
the computing task is divided into several subtasks, called work-groups, each of them being
executed by a compute unit. Furthermore, several processors are available inside of every


























Figure 1.6: Generic structure of OpenCL device
compute unit, each of them being tasked to complete a certain work-item, i.e., a certain portion
of the work-group.
To accommodate this complex type of hierarchical computing pattern, different layers of
memory are embedded into the device. Every processor from the compute unit has a set of
dedicated registers called private memory, while all processors belonging to the same compute
unit share a segment of memory called local memory. All compute units can also access the
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global memory (i.e., device memory). A brief comparative analysis of all different types of
memory available suggests that private memory remains the fastest, but also the most limited
one. By contrast, global memory is the largest, but also the slowest option. Because of this,
efficient OpenCL programming needs to limit the number of times of access to global memory
to a maximum of two: one for reading kernel inputs and another one for writing kernel outputs.
It is also important to optimally parallelize a compute task by partitioning it into several
work-groups. The number of work-items in a work-group is called local size and the total num-
ber of work-items is denoted by the term global size. While the best practice recommends the
maximization of the local size, local memory tends to be limited such that the global memory
has to be used in most cases and its extensive access will inevitably compromise the perfor-
mance of the programming. As such, data partitioning often comes down to a challenging
trade-off between the maximum use of the local size and the minimal access to the global
memory.
1.6.3 Collision Detection
Collision detection computes the tool-tissue intersection and serves as the starting point for
both haptic and graphic rendering loops. Therefore, it plays a critical role in performance of a
surgery simulator.
In general context of computer graphics, collision detection is known as a performance-
critical and integral part of many real-time applications. For this reason, numerous approaches
have been proposed to accomplish this task in various applications [126]–[129]. In haptic
applications, collision detection becomes a challenging task because its running time must be
less than 1 ms. This becomes more challenging when an object undergoes material removal,
since its geometry has to be updated in real-time.
To address the above challenge, one approach that has been widely used in bone machining
simulation is the well-known Voxmap-PointShell (VPS) method. This method has been intro-
duced by the pioneering work of McNeely et al. in 1999 [130] and has been the basis of many
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haptic applications ever since [131]–[134]. As depicted by Fig. 1.7, this method relies on sam-
pled geometries of objects, namely a point cloud of surgery tool (PointShell) and a voxelized
model of bone (Voxmap) that is originally derived from Computed Tomography (CT). The







Figure 1.7: Collision detection using Voxmap and PointShell
The sampling resolution plays a determining role in quality of haptic feedback. In coarse
resolutions, any changes in the intersection volume results in abrupt changes of force feed-
back and deteriorates haptic stability [83]. Moreover, bone consists of heterogeneous materials
whose stiffness varies spatially [75]. Coarse voxels may miss modelling these variations and
fail to incorporate them in force computations. Furthermore, low resolutions cannot capture
sharp geometrical features of objects which leads to the so-called deep penetration issue. Given
the above points, it is desirable to use finer resolutions to achieve high fidelity haptic simula-
tion.
In practice, however, the maximum attainable sampling resolution is limited by the 1 KHz
refresh rate required for haptics. Increasing the sampling resolution results in a drastically
higher number of point-voxel collision queries, making collision detection a major bottleneck
in the haptic rendering loop. Therefore, there is an imminent need to develop more efficient
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collision detection algorithms that can handle larger data sets in shorter periods of time.
In orthopedic surgery simulators, the common approach to implement VPS is to transform
tool points to Voxmap coordinates and find voxels that enclose the transformed point [30]–[33].
To implement the mechanistic force model, the elemental forces are computed for intersecting
point-voxel pairs which will be then aggregated to generate the resultant force feedback. Be-
cause seeking intersected voxels is performed in a serial manner, the collision detection perfor-
mance is poor and sampling resolutions are limited. To address this, Vankipuram et al. [29] has
utilized Bounding Volume Hierarchy to represent Voxmap. While this can reduce the number
of collision checks, in high resolutions, the prolonged traverses over deep hierarchies become
problematic.
In the broader field of haptics, the use of pre-computed distance fields for Voxmap has been
proven extremely useful to increase the computational efficiency of VPS [135]–[137]. Further
improvements have been achieved by integrating distance field with octree [138]. Nevertheless,
such approaches are not suitable for bone machining simulation because the distance field must
be reconstructed every time bone undergoes material removal. This constitutes an overhead in
collision detection making it difficult to maintain the target 1 KHz frame rate, especially in
case of severe intersections.
To address the collision detection between deformable objects, Heidelberger et al. [29, 30]
have developed an algorithm similar to VPS but with the use of Layered Depth Image tech-
niques [139], [140]. In this method, the portion of each object within the intersection volume
are voxelized and the exact collision detection is queried by Boolean operations between the
constructed voxels. To account for deformations, the voxelization step is required in every
frame. However, its computing time is affected by the complexity of objects. As a result, the
geometrical complexity of objects also affects the performance of this algorithm, as opposed
to VPS which only depends on objects sampling resolutions.
Related works can be found in the area of Computed Numerical Control (CNC) simulation,
as well [141]. In this regard, Hong et al. [142] have approximated tool geometry by implicit
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shapes and used analytic equations to describe tool surface. Then, collision detection has been
attained by querying bone voxel coordinates against the tool surface. A serial implementation
of this algorithm is sluggish and is only suitable for offline computations. However, it can be
easily accelerated by checking the collision of voxels concurrently.
In the context of parallel processing, Zheng et al. have developed a GPU-based variant of
VPS for a tooth drilling simulator [83]. In this method, each GPU thread queries collision of
one point on tool against Voxmap. A 3D grid is utilized for implicit description of Voxmap.
Access to the grid cells are performed using a look-up table. An octree-inspired top-down di-
vision is utilized to traverse the 3D grid and find intersecting voxels. Once elemental forces
acting on each tool point are calculated, the resultant force feedback is computed using a par-
allel reduction algorithm. The flowchart of this algorithm is shown in Fig. 1.8. Although this
method is shown useful to accelerate collision detection by up to 12 times compared to its
CPU-based counterpart; the grid traversal makes it sensitive to Voxmap data size. As a result,
the algorithm performance will degrade when applied for bone machining simulation, because
the size of bone CT data are much larger than a tooth which will result in a much larger Voxmap
that is beyond the capabilities of the algorithm.
The above literature review shows that the current works in orthopedic surgery simulation
have only used basic variants of VPS which suffers from poor computational performance. This
limits the sampling resolutions and in turn leads to low quality haptic feedback. In addition,
the previous developments on VPS cannot be extended to bone machining domain effortlessly.
Therefore, the need for a new VPS suitable for bone machining continues to remain valid.
The use of GPU grid-based approaches appears to be promising as it has been successfully
applied in tooth surgery recently [82]. However, bone machining requires a more efficient
algorithm because it must be capable to handle much larger Voxmaps. In addition, in operations
such as glenoid reaming, surgery tool is large and poses complex geometry, therefore it is
necessary to sample tool geometry in high resolutions to capture its fine features. Consequently,
the algorithm must respond well to increased resolutions of PointShell. Moreover, since the
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Figure 1.8: Flowchart of the VPS collision detection algorithm developed by Zheng et al.
capacity of GPU memory is limited, low memory consumption becomes critical in order to
store large data sets.
1.6.4 Point Cloud Construction
In order to implement the VPS method, the tool geometry must be represented in the form
of a point cloud. One common way to construct point cloud representation of an object is to
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compute a voxelized model of the object surface and then extract the centroid of the voxels
[130]. Since most surface representations are in triangular mesh format, the problem of point
cloud construction boils down to voxelizing triangular meshes.
As implied by Fig. 1.9, the core of voxelization is represented by the computation of the in-
tersection between triangular facets of a mesh and the voxel grid used to discretize the bounding
box of the same mesh. To calculate the required intersections, conventional approaches relies
on iterative serial algorithms that loop over all voxels of the grid by repeatedly testing for in-
tersections with each of the mesh facets. In many cases, robust and reliable overlapping test
techniques - such as the Separating Axis Theorem (SAT) [143] - can be used to identify and
process the required voxel-facet intersections. However, the efficiency of these techniques is










Figure 1.9: Main phases of voxelization
To accelerate voxelization, a number of recent studies have parallelized this task using the
built-in graphics pipeline of GPUs [144]–[148]. However, the point sampling method used by
the conventional rasterizers of the pipeline leads to inaccurate results for thin structures. To
address this, Zhang et al. proposed a conservative voxelization technique [149] that in turn
introduced redundant voxels, an issue that was later rectified in [150] by means of hardware-
based tessellation and point-based rendering. Even though the latter technique is faster by two
orders of magnitude compared to [149], the use of fixed-functions of the pipeline has limited
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flexibility and leads to inaccuracies for some models. The use of GPGPUs for voxleization is
investigated in [151]. In this work, a GPU-based parallelization of the triangle-box overlapping
test is presented which is faster than the techniques in [149] by one order of magnitude without
comprising the accuracy.
As has been noted, voxelization is a computationally intensive task and can lead to a major
overhead in initialization of the simulator software. Therefore, a fast and accurate voxeliza-
tion technique can be advantageous for the overall performance of the simulator. Toward this
end, the method presented in [151] appears to be promising; however, it is only developed in
CUDA platform. As the present literature is currently lacking an OpenCL-based voxelization
toolkit, it appears that an OpenCL implementation of voxelization algorithm can be valuable
for development of glenoid reaming simulator.
1.6.5 Processing Computed Tomography Data
Voxelized models obtained from Computed Tomography (CT) are the standard for character-
ization of bone geometry and some of its material properties [152], [153]. While the existing
orthopaedic simulators have unanimously relied upon clinical CT images, the use of high-
resolution imaging techniques such as Micro Computed Tomography (µCT) can be useful to
represent bone in higher details and improve simulation realism [154]. This option is, however,
limited to cadavers and animals and cannot be used for patient-specific simulation. One way
to achieve voxel resolutions beyond clinical CT images, is to upsample the native CT voxels
to near micron resolutions. Implementation of this step in the initialization phase of the sim-
ulator software will reduce the number of manual steps in processing CT data and facilitate
the simulation experience. Towards this end, efficient computing techniques are quintessential
since upsampling voxels will generate a large number of voxels that can result in considerable
computing time and memory overhead.
The voxelized model of bone can be viewed as a special type of hexahedral volume mesh
that is solely constituted by equally shaped and sized eight-node brick elements [155]. This
24 Chapter 1. Introduction
type of mesh is known as Cartesian mesh and has been widely utilized in Micro Finite Element
Analysis (µFEA) of the internal porous structure of bone. Cartesian mesh provides the advan-
tage of reduced time for both mesh generation phase and solving the finite element problem,
but at the cost of jagged representation of the bone surface [156]. At the micron resolution lev-
els, however, this type of discretizations represent a viable option, particularly since the small
size of the elements tends to diminish the - otherwise prominent - surface appearance artifacts.
To date, several studies have proved that Cartesian mesh can accurately predict the mechanical
properties of the cancellous bone as measured through physical experiments [157]–[164].
Given the analogy between Cartesian mesh and the voxelized model of bone required for
the simulator, it can be inferred that the CT processing routine in the initialization phase of the
simulator software can be utilized to generate Cartesian meshes for µFEA purposes. This lends
well to the research on micro-level structural analysis of bone because many of the available
tools have limited capabilties in dealing with the sheer number of voxels in µCT data and are
subject to extensive computing time as well as random crashes caused by excessive memory
usage.
1.6.6 Graphic Rendering Techniques
Visual replication of glenoid reaming plays an important role to comprehend the characteristics
of bone resurfacing since the actual operation is attributed by poor visualization of the reaming
site. This entails computing the Boolean subtraction of reamer geometry from bone model in
every graphic rendering frame. Faster completion of this task can result in higher graphic ren-
dering frame rates which in turn leads to a smoother and more realistic simulation experience.
However, a minimum frame rate of 30 FPS is generally accepted as the standard for smooth
graphical replications. This implies that the bone model must be updated and rendered within
33.33 ms intervals.
Although triangle mesh models are considerably efficient in graphic rendering of complex
objects, they are unsuitable for real-time Boolean operations. Most of the existing works in
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this regard report computing times of tens of seconds to perform simple Boolean operations
between two surface meshes [115], [165]–[167]. A compelling evidence is the computing
time reported for one of the latest algorithms developed in this regard that requires 32.04 s to
compute union of two surface meshes with total of 1.5 M triangles even by using a high-end
workstation with an Intel Xeon E5540 CPU and 70 GB RAM [168]. While it is expected that
the above timing will reduce for coarse meshes, the above performance is by no means close
to the requirements of real-time graphic rendering.
To accelerate Boolean operations between two objects, voxelized models serve as ex-
tremely effective alternatives. Since voxelized models are constructed using uniform grids,
Boolean operations can be efficiently handled using grid-based operations. As a result, vox-
elized models have been commonly utilized by the existing simulators to deal with graphical
representation of bone resurfacing. The methods that are presently developed to render vox-
elized models can be categorized into two groups. The first category refers to various vol-
ume rendering techniques that construct a 2D projection of the geometry that is constituted
by 3D voxels. Examples of such techniques include voxel ray tracing [169]–[171], splatting
[172]–[174] and texture-based volume rendering [175]–[177]. The second category includes
the methods that extract the outer surface of an object using its voxel representation. Examples
of these methods include marching cubes [178], surface nets [179] and dual contouring [180].
While all the above-mentioned methods have been commonly implemented in the existing
literature, the marching cubes algorithm is the most common technique utilized in orthopaedic
simulators. Although the serial implementation of this algorithm is sluggish, it can be effec-
tively parallelized and can be successfully implemented for real-time isosurface computation
[181], [182]. An OpenCL-based implementation of this algorithm is also freely available [183].
Therefore, considering the popularity of this algorithm and its satisfactory results, the code
available in [183] will be directly integrated in our simulator software.
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1.7 Specific Aims and Thesis Outline
The above literature review indicates several gaps in the knowledge and lack of efficient com-
putational tools toward VR simulation of glenoid reaming operation. In particular, it reveals
that:
• There is little known about mechanics of glenoid reaming and there is presently a need
for a model derived from cadaveric experiments to quantify characteristics of this opera-
tion.
• Realistic simulation of glenoid reaming - and bone machining operations, in general - is a
computationally demanding task and require development of custom computer programs
that supports GPU computing.
• Sampled geometrical representations of tool and bone i.e. point cloud or voxelized mod-
els are quintessential to complete haptic and graphic rendering computations in real-time.
However, construction of these models is currently challenging due to lack of effective
software as well as complicated computations that require high computing power and
memory.
• While the use of VPS collision detection algorithm appears to be well-suited for haptic
simulation of bone machining operations, the currently available VPS algorithms cannot
handle the large intersection volume between reamer and glenoid bone.
• Visual replication of surgical operations are well-addressed in the literature and there
exists various methods such as the marching cubes algorithm that can be employed to
effectively render updated bone geometry after material removal.
Consequently, it can be inferred that glenoid reaming is a unique bone machining operation
with its own characteristics and many currently available techniques utilized in orthopaedic
surgery simulation are unsuitable to realistically replicate this operation. Therefore, attaining
the objective of this thesis requires
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1. To construct a computationally efficient tool for processing CT data - This will be ad-
dressed in Chapter 2.
2. To implement an OpenCL-based voxelization engine - This will be completed in Chapter
3.
3. To develop a fast VPS collision detection algorithm - This will be attained in Chapter 4.
4. To devise an effective material removal routine for updating bone geometry - This will
be also outlined in Chapter 4.
5. To model mechanics of glenoid reaming - This will be discussed in Chapter 5.
6. To effectively consolidate all simulator components such that the target 1 KHz and 30 Hz
frame rates for haptic and graphic rendering loops are attained - This will be also tack-
led in Chapter 5.
Chapter 2
Processing CT Data
CT imaging of bone is the key to model geometry and material properties of bone. This chapter
presents an algorithm to efficiently process CT data and construct the bone model. One of the
main features of the algorithm is that it allows upsampling clinical CT voxels to micro-level res-
olutions. This can directly contribute to obtaining high realism in patient-specific simulations,
as discussed in Section 1.6.5. In addition, as the algorithm is capable to effectively handle
micro-level CT data, it can be utilized to construct Micro Finite Element Models (µFEMs).
Therefore, the primary focus of the subsequent developments is placed upon finite element
modeling, and the differences of the model utilized for the simulator is explained wherever
necessary.
In order to test the viability of the algorithm, the developed approach has been intention-
ally tailored to the needs of a specific commercial package (Abaqus, Simulia, Rhode Island,
USA) that is commonly used in FEA of biomechanical structures. Nevertheless, this does not
significantly restrict the generality of the method.
2.1 Algorithm Overview
According to the specific format of Abaqus input files, the algorithm must generate four distinct
blocks of data:
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1. 3D coordinates of mesh nodes,
2. Indices of the nodes which are required for elements formation,
3. Element-sets; each set is represented by a group of elements characterized by identical
material properties, and
4. Indices of the element-sets which are used to assign material properties to each of the
element-sets
The first item refers to the geometry of the model, the second item corresponds to the topology
of the model and the last two items describe the material characteristics of the model.
The major steps to construct these blocks of data are outlined in Fig. 2.1. First, CT (or µCT)
images are exported as 16-bit Digital Imaging and Communications in Medicine (DICOM)
files which are then loaded into the commercial Mimics (Materiallize, Leuven, Belgium) soft-
ware. The high-frequency noise of the raw images is removed by means of a discrete Gaussian
filter. As recommended in [154], a specimen-specific gray-value threshold is used for cancel-
lous bone in order to best preserve its architecture. The image segmentation is performed using
region growing with embedded 6-connectivity. This approach ensures the face connectivity of
hexahedral elements and avoids generation of nonmanifold geometries. Micro-scale finite ele-
ment studies for bones are often performed within the elastic regime with Poisson’s ratio equal
to 0.3 and Young’s modulus derived from gray-values [184]. Therefore, the gray-value of each
voxel must be passed to the mesh generation algorithm, along with its spatial data. Mimics
allows exporting this information into a text file in which every row contains the centroid co-
ordinates (xi, yi, zi) ∈ R3 and the gray-value ri ∈ R of i-th voxel, where 1 ≤ i ≤ n and n is the
number of post-processed CT voxels.
The choice of Mimics for data preparation is merely determined by its availability. Al-
ternatively, it is also possible to read the voxel data directly from DICOM files and then feed
it into the algorithm. However, since CT images often require manual segmentation in order
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Figure 2.1: Flowchart of CT Data processing algorithm
to extract the region of interest, the need for a powerful image processing tool remains valid
[185].
Once the input text file is created, the algorithm constructs a structured 3D grid that embeds
all CT voxels. This allows implicit identification of each voxel using efficient integer operations
and plays a key role in computational efficiency of the algorithm. The grid is then passed to
the Geometry and Topology Formation block, in which an explicit representation of the mesh
is generated. Then, the Material Processing block constructs distinct element-sets and assigns
each element-set with a material property that is inferred from gray-values of each voxel. This
completes the mesh generation process such that the resulting information can be transferred
to Abaqus for the remainder of the FEA steps.
2.2 Voxel Grid Construction
A voxel grid G is a uniform 3D grid which embodies all voxels obtained from a CT image.
The domain of G spans from the minimum coordinates to maximum coordinates of CT voxels
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observed during importing the text file. Generally, G can be uniquely identified using three
parameters:
1. The minimum corner of the grid p0 ∈ R3,
2. Voxel diagonal ∆p ∈ R3, and
3. Grid dimension i.e., the number of voxels in each direction d ∈ N3.
The total number of cells in G is then determined as nmax = dxdydz.
One effective way to represent G in memory is to map the grid to a 1D array of length nmax,
hereafter referred to as the density array D. Each element in D stores the gray-value of an
individual voxel and the index to that element encodes the coordinates. As a result, each voxel
can be easily identified by means of a few elementary integer operations. Specifically, a voxel
V with integer grid coordinates o3 ≤ (u, v,w) < d, maps to the i-th element ofD using
i = u + v dx + w dx dy. (2.1)











, and u = i − w dx dy − v dx (2.2)
Therefore, the center coordinates of a voxel can be readily computed by
c = p0 + ∆p  (u, v,w) + 0.5∆p, (2.3)
where c ∈ R3 represents center coordinates of a voxel and  denotes the component-wise
product. As the above equations only involve integers, the use of the density array minimizes
the need for floating-point operations. This results in higher numerical robustness because
floating-point operations of data with micron-level resolutions are error-prone primarily due to
the large number of decimal places associated with this data.
32 Chapter 2. Processing CT Data
One important advantage of using voxel grids is the added flexibility in resizing voxels
when upsampling them to arbitrary finer resolutions. In this regard, the new voxel size must be
a divisor of the native CT voxel size to ensure preserving the model volume. In other words,
if ∆pnew is the new voxel diagonal, then ∆pnew = α−1∆p and α ∈ N. To upsample voxels, a
new voxel grid Gnew is constructed with a domain identical to that of G. Subsequently, a new
density array Dnew is allocated with a length of α3nmax. Iterating over the elements of Dnew,
the gray-value of new voxels are computed using linear interpolation of gray-values associated
with the adjacent native CT voxels.
It is noteworthy thatD along with p0, ∆p and d are sufficient to model bone geometry and
its material characteristics required for surgery simulation purposes. As it will be shown in
Chapter 4, this representation is advantageous to collision detection performance because vox-
els can be implicitly identified via Eqs. (2.1) and (2.2), without any need for time-consuming
grid traversals.
2.3 Generation of Geometry and Topology
As a general rule, Cartesian mesh is comprised of eight-node hexahedral elements. Node
coordinates can be computed by means of the centroid coordinates of the corresponding CT
voxels. For this purpose, the algorithm loops over D, calculates the centroid coordinates of
occupied voxels via Eq. (2.3), and generates eight nodes in an order shown by Fig. 2.2. The
resulting nodes are stored in an array with a length of 8n where n is the number of hexahedral
elements. The elements spanning from 8i to 8i + 7 correspond to the i-th hexahedral element;
therefore, the array describes both the geometry and topology of the mesh. The main advantage
of this approach resides in that the knowledge of adjacent nodes is not required since nodes are
constructed independently for each elements. This is potentially beneficial for out-of-core as
well as parallel extensions of the algorithm which are valuable tools in dealing with very large
models. However, this approach will inevitably lead to duplicate nodes that are unacceptable
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for many FEA solvers. This can be solved by taking a node indexing step, where the uniqueness
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Figure 2.2: Topology of the hexahedral element in Cartesian mesh
Evidently, one of the simplest ways to remove duplicate nodes would rely on nested loops
that continuously iterate over an array in order to identify the identical elements. However,
since the average time complexity for searching an array is linear, the worst-case time com-
plexity of this method is quadratic which results in poor performance in case of large datasets.
To accelerate this particular phase, our algorithm incorporates a more efficient technique using
hash mapping.
In brief, a hash map is a data container that stores every node coordinate while pairing it
with a key value. These key values are computed by a hash function assigned to the hash map.
While a linear array will inevitably store its elements in a sequence, the hash map places the
elements based on their keys. As a result, searching an element is a constant time complexity
operation in a hash map. Once a hash map of all nodes is constructed, the algorithm iterates
over each entry of the hash map, identifies all duplicates of the entry and removes them from
the hash map. This removes the need for a nested loop set-up and leads to an overall linear
time complexity that in turn translates into significant reduction of computing time compared
to the conventional nested-loop approach (Tab. 2.1). The resulting nodes and indices will form
the explicit representation of the final µFEM.
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Nested Loops Hash Map
500 4,000 3,147 2.70 0.21
1,000 8,000 7,167 10.48 0.44
5,000 40,000 33,735 162.17 1.80
15,000 120,000 101.123 1,592.70 6.18
40,000 320,000 270,113 10,986.82 15.42
2.4 Material Model
Although gray-values can provide precise information about the density of an object, additional
processing is required in order to convert them into meaningful material properties. While
presently there is no generally accepted mapping between gray-values and bone elasticity, most
conversion methods advocate for the need of an user-defined function that maps the gray-values
into a particular material property [186]. For cancellous structures, this function might be
defined as a linear mapping [187]. This function is implemented in the Calculate Material
block and essentially converts the CT gray-value into a corresponding Young’s modulus.
Next, in the optional Material Binning step, the computed moduli are categorized into bins
of user-defined widths. Subsequently, materials belonging to the same bin are substituted by the
center of their bin. This process decimates the number of materials derived from CT in order to
reduce the complexity of the resulting FEM in an attempt to speed up the FEA computations.
Once the material models are finalized, they must be linked to the mesh elements. To this
end, another hash map is utilized to identify all elements characterized by identical material
properties. These elements are grouped as distinct element sets and their elasticity values are
assigned by indexing to the finalized moduli described above. This completes the material
information of µFEM required by Abaqus.
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2.5 Implementation Results and Discussion
Several sample CT images are used to test the performance of the proposed algorithm. C++
language was used as the programming platform and computing time was measured by means
of the chrono timer that is available in the C++ standard library [188]. The hardware used
for the tests included a standard Core-i7 6700K CPU equipped with 16 GB RAM. The models
used for the tests include three CT datasets as well as a clinical CT image of scapula bone.
Table 2.2 presents the details of these models.
2.5.1 Running Time Breakdown - Fixed Voxel Size
Initially, the resolution of the hexahedral mesh is set to match the native CT scan resolution.
The material properties of the larger samples (e.g., cellular foam and cadaveric glenoid) are
binned with a bucket size of 10. Table 2.3 shows the breakdown of the running time for dif-
ferent steps of the algorithm. To eliminate confounding errors, I/O times are not considered.
Given the comparison results in Tab. 2.1 and the number of CT voxels in the studied samples,
it is easy to infer that the use of hash tables is significantly advantageous for the overall perfor-
mance of the algorithm, even though indexing operations continue to remain one of the major
bottlenecks.
Peak memory usage for each model is reported in Tab. 2.4. While the algorithm does
not run out of memory in none of the analyzed cases, it is expected that larger models will
require excessive computing memory. Nevertheless, since the construction of each hexahedral
Table 2.2: Specifications of the models used for testing
Model Voxel Size (µm)
Voxel Grid Dimension





Cancellous Core 32 × 32 × 32 281 × 372 × 353 1.7 M 84.8
Cellular Foam 32 × 32 × 32 422 × 629 × 652 12.4 M 746
Glenoid 64 × 64 × 64 1021 × 548 × 742 36.2 M 1680
Scapula 472 × 472 × 1000 311 × 284 × 169 558 K 33.5
36 Chapter 2. Processing CT Data
Table 2.3: Breakdown of the running time for different phases of the proposed algorithm
Phase Running Time (ms)
Cancellous core Cellular foam Glenoid Scapula
Create Voxel Grid 25.06 189.14 641.88 17.36
Create Hexahedral 196.09 1,383.37 4631.19 69.36
Nodes Indexing 1,354.80 12,888.20 37,013.26 343.33
Calculate Material 15.74 147.41 500.39 9.34
Material Binning N/A 35.41 97.42 N/A
Material Indexing 387.31 3,301.62 12,279.43 109.24
Sum 1,979.00 17,945.14 55,163.56 548.79
Table 2.4: Peak memory usage for the tested models





element is independent from the rest of the elements, it is practically possible to use out-of-core
implementations in order to accommodate larger models. However, it is reasonable to expect
that the slower access to disk will negatively impact the overall computing time. Figure 2.3
depicts the FEMs generated from the sample CT images.
2.5.2 Running Time Break Down - Voxel Upsampling
To investigate the effect of voxel resizing on the algorithm running time, a new µFEM is gen-
erated for the cancellous core by fragmenting each CT voxel into eight smaller voxels. This
results in an isotropic voxel resolution of 16 µm. The gray-values of the new voxels were ob-
tained through linear interpolation of the CT voxels. As shown in Tab. 2.5, the voxel resizing
step - tested on the cancellous core - needs only an additional 4.54 s in order to upsample
more than 1.7 M voxels. However, the overall computing time of the algorithm has experi-
enced a significant increase due to the considerably finer resolution of mesh generated at this
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(a) Cancellous core (b) Cellular Foam
(c) Glenoid (d) Scapula
Figure 2.3: Generated FEMs from sample CT data
time. Nevertheless, the total running time of 20.74 s remains remarkable, particularly when
considering that the total size of the mesh is in excess of 13.6 M hexahedrons. In addition, the
results suggest that the number of CT voxels present in an image has a significant impact on
the algorithm running time.
2.5.3 Time Complexity Analysis
To further investigate the functional relationship between the number of CT voxels n and the
algorithm running time t, various decimations of the glenoid model is tested and the results are
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Table 2.5: Breakdown of the algorithm running time for cancellous core with voxel upsampling
Phase Running Time (ms)







depicted on a log-log plot. Figure 2.4 reveals that for large datasets, the slope of the plot is


















This indicates that the algorithm running time increases linearly with the number of CT
voxels which confirms the linear time complexity that was inferred previously. Furthermore,
Fig. 2.4 seems to suggest that the algorithm is characterized by constant time complexity for
small datasets. However, this is due to the initialization overhead of the algorithm that becomes
dominant portion of the running time when the number of CT voxels are low.











Figure 2.4: Log-log relation between model size and running time for the proposed algorithm
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2.6 Summary
This chapter showed that the use of grid-based approaches can provide an effective implicit
description of CT voxels. One of the main advantages of using a grid is that every voxel can
be accessed by integer grid coordinates, and most voxel-related computations can be handled
by fast and robust integer operations. This chapter also presented an efficient voxel storage
method using a linear array. While the index to the elements of the array can be utilized
to quickly derive spatial information of a voxel, the elements themselves store gray-values
associated with each voxel. For CT voxels, a 32-bit float variable is often sufficient to store
the gray-values; however, in case of binary voxels that will be described in the next chapter,
only one bit of information is required per voxel just to determine whether a voxel is present
in a particular grid cell or not. Furthermore, this chapter outlined how grid-based techniques
can be utilized to conveniently change voxel resolutions without modifying the bone volume.
The method presented in this chapter can be also employed to generate µFEMs. The use of
grid-based approach combined with hashing techniques provided a fast and numerically robust
algorithm with linear time complexity to generate Cartesian meshes. One important application
of such algorithm is micro-level finite element studies of Cancellous bone.
Chapter 3
Surface Voxelization
Point cloud representation of the tool is important to speed up collision detection and sim-
plify haptic rendering computations. As discussed in Section 1.6.4, one convenient way for
constructing point cloud is to compute a voxelized model of the tool surface and extract the
centroid of the generated voxels. Considering the fact that triangle meshes are widely utilized
in computer-aided design and modeling of surgical tools, this chapter develops an algorithm
to convert triangle meshes to voxelized representations, in an attempt to develop an effective
toolkit for constructing voxelized - and ultimately, point cloud - representations of the reamer,
or generally, any object that is modeled by a triangle mesh.
3.1 Algorithm Overview
Figure 3.1 illustrates the general block-diagram of the intended voxelization toolkit. The al-
gorithm starts by importing the mesh data and configuring them in a format that is suitable
for accelerating the main voxelization computations. During the mesh import, the algorithm
determines the boundaries of the mesh domain and constructs an Axis-Aligned Bounding Box
(AABB) for the mesh. This AABB is utilized to construct a voxel grid that will embody all the
output voxels. Next, the mesh data as well as the voxel grid are passed to an OpenCL kernel
where an exact triangle-box overlap test is invoked for numerous pairs of mesh facets and grid
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Figure 3.1: Data flow in our voxelization algorithm
cells. Completion of this step generates all the data necessary to construct a voxelized model
of the input mesh. This data can be kept in GPU memory for further computations or can be
transferred to RAM for exporting to a file.
3.2 Mesh Data Preparation
The vast majority of common triangular mesh formats store mesh data in two different arrays:
a float array used for vertex coordinates (i.e., mesh geometry) and an integer array used to
describe how the vertices are connected to form the triangles in the mesh (i.e., mesh topology).
This particular type of data storage saves memory space but results in a cluttered memory
access during kernel execution that in turns slows down the entire voxelization process. To
address the issue, the Mesh Data Preparation step uses the above two arrays to construct a new
float array in which vertex coordinates are sorted per triangle. Specifically, ifM is a mesh with
n triangles, then a float array of length 9n is generated to hold vertex coordinates such that the
elements 9i to 9i + 8 correspond to the vertices of i-th triangle. Therefore, the entire vertex
information for each of the mesh triangles is orderly sorted in one locality as shown by Fig.
3.2. This will enable coalesced memory access for the voxelization kernel and can improve the
algorithm running time.
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Figure 3.2: Mesh data preparation prior to main voxelization computations
3.3 Voxel Data Representation
The algorithm utilizes a voxel grid G similar to the one presented in Section 2.2 to represent
the output voxelized model. The AABB of the mesh is utilized to construct G. In particular,
once the AABB is identified, it is divided into identical cubes whose size is specified by the
user. In this manner, all resulting voxels will be aligned with the axes of the coordinate system;
therefore, the calculation of normal vectors for all voxels becomes trivial. The voxel grid data
is stored in a 1D array as described in Section 2.2 and access to each voxel is attained using
Eqs. (2.1) and (2.2). The only information required to store in the density array of the grid is
whether a voxel is occupied by a mesh triangle or not. This can be fulfilled by allocating only
one bit for each voxel, unlike CT voxels that contain material properties and require larger data
types to accommodate storing gray-values.
3.4 Triangle-Box Overlap Test
The algorithm implements the mathematical technique introduced in [151] which is essentially
an enhanced version of the SAT method presented in [143] and requires a lower number of
operations without comprising the accuracy. According to this method, the evaluation of inter-
section between a triangular mesh facet and a voxel is a four-step process centered on querying
the intersection between the triangle’s plane and the voxel.
Toward this end, let T with vertices v0, v1, v2 be a triangular mesh facet andV be a voxel
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characterized by the extreme corners p and p + ∆p, respectively. Under these conditions, the
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followed by the evaluation of
(〈n,p〉 + a1) (〈n,p〉 + a2) ≤ 0, (3.2)
where a1 = 〈n, c − v0〉, a2 = 〈n, ∆p − c − v0〉 and 〈·, ·〉 denotes the dot product. The rest of the
intersection test boils down to the assessment of the projections of T andV onto the principal
planes of the coordinate system. For instance, the following expressions must be evaluated
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for all three edges ei = vi+1 mod 3 − vi. If the expression
〈nxyei , pxy〉 + a
xy
ei ≥ 0, (3.5)
hold true ∀i ∈ {0, 1, 2}, then the projections of T andV on xy plane are intersecting.
One of the important advantages of this method is that if only one of the statements in Eqs.
(3.2) or (3.5) are false, then it can be immediately concluded that T andV are separated. This
can result in early termination of many unnecessary computations and significantly contributes
to reducing the running time.
The above intersection test generates a 26-separating voxelized representation of the mesh.
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26-separability is a topological property that means there is no path of 26 adjacent voxels that
connects a voxel on one side of the surface and a voxel on the other side. This leads to a
conservative voxelized representation of the mesh surface in that the output voxels constitute
a supercover of the input mesh [189]. Alternatively, a thinner voxelized model can be con-
structed using 6-separability property. While 26-separability voxels share a common vertex,
edge or face, 6-separability voxels have only faces in common. To compute a 6-separability
voxelized representation of the input mesh, the above test must be slightly modified. To this
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Construction of a voxelized model of a mesh entails invoking the above triangle-box overlap
test for every pair of mesh facets and voxels. This leads to tedious computations especially
in the presence of high number of triangles or voxels. One effective method to circumvent
this issue is to parallelize launching the overlap test for different triangle-voxel pairs. This
parallelization can be accomplished by either dedicating a thread per voxel, or per triangle.
In the Voxel-Based (VB) parallelization, the number of threads required to accomplish
voxelization is essentially equal to the total number of voxels present in G. Each voxel is
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assigned to a thread where the relative position of the voxel is queried against all mesh facets,
iteratively. As soon as an intersection is detected, the iterations terminate and the voxel acquires
a boundary status. One of the disadvantages of this approach is that all threads require access
to whole mesh data. Since mesh data are often large and cannot fit in GPU local memory,
the threads require repetitive access to global memory. This can negatively affect the kernel
execution time.
Alternatively, in the Triangle-Based (TB) parallelization, the vertices of each triangular
facet T are assigned to an individual thread. Since voxels outside of T ’s AABB are definitely
non-intersecting with T itself, the voxelization problem reduces to querying intersection of T
against only the voxels that lie within T ’s AABB. This allows significant reduction of the num-
ber of triangle-box overlap tests required in the TB method, compared to its VB counterpart.
For example, in voxelizing a sample mesh at different resolutions, the TB approach turns out
to be more than four orders of magnitude more efficient than the VB method, as presented in
Tab. 3.1.
Furthermore, each thread in the TB approach requires the knowledge of vertex coordinates
for only a single triangle (nine floats) which can be transferred to local memory at the beginning
phase of kernel execution. As a result, the threads do not require repetitive access to global
memory. Instead, they only read input data once at the start of the computations and return
the final results at the end. As such, the TB approach is our method of choice for the intended
Table 3.1: Comparison between triangle- and voxel-based parallelization schemes
Voxel Size (mm) Number of Intersection Tests Order of Magnitude
Ratio (VB/TB)
VB Approach TB Approach
3 1,767,431 93 4.2789
2 4,615,507 224 4.3140
1 44,406,021 1,107 4.6033
0.5 368,832,950 5,874 4.7979
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voxelization toolkit. The pseudocode of the voxelization kernel using this approach is given by
Alg. 3.1.
Input: Mesh Vertices Array, n, p0, d, ∆p
Output: Voxel Array
1 i← work − item number
2 if i < n then
3 T ← Read v0, v1, v2 of i − th triangle from Mesh Vertices Array
4 Copy T , d, ∆p to local memory
5 B ← Calculate AABB of T
6 for every voxel V ∈ B do
7 if T ′s plane overlaps V then
8 if T and V pro jections on xy − plane overlaps then
9 if T and V pro jections on xz − plane overlaps then
10 if T and V pro jections on yz − plane overlaps then
11 Write proper material value to V′s location in Voxel Array
12 else
13 Continue to next iteration
14 end
15 else
16 Continue to next iteration
17 end
18 else
19 Continue to next iteration
20 end
21 else




Algorithm 3.1: Voxelization kernel pseudocode
3.6 Implementation Results and Discussion
This section presents several implementation results to assess the performance of the devel-
oped voxelization toolkit. Given the cross-platform feature of OpenCL, the performance of
the algorithm is evaluated on various processors. In particular, the hardware used for the tests
include high- and mid-range desktop video cards (NVIDIA GeForce 970 GTX, AMD Radeon
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R7 240), a high-end video card for laptops (Nvidia GeForce 960 GTXM) as well as an inte-
grated desktop video card (Intel HD Graphics 530). Since OpenCL also allows CPU-based
parallelizations, additional tests are also conducted on desktop Intel Core i7 6700K and AMD
FX 770K processors, as well as the mobile Intel Core i7 6700HQ. Table 3.2 summarizes the
specifications of all the aforementioned processors. In this table, the number of compute units
indicates the number of work-groups that can be concurrently executed in a device, the maxi-
mum local size represents the limit of the work-groups, while the local memory size constitutes
the amount of dedicated memory that is available for each of the work-groups within a certain
processing unit. As it can be inferred from the discussion above, these three parameters play
a critical role on the parallelization capabilities of a certain hardware. The last two columns
of the table, namely maximum clock frequency and global memory, denote the speed of the
processor along with its associated video memory size (for GPU) or RAM (for CPU), respec-
tively. As expected, the size of the global memory limits the maximum resolution of the voxel
grid since at some point during the execution of the code the entire voxel data has to be stored
in it.
Five different triangle mesh models are utilized for the tests. These models include teapot,
bunny and dragon meshes since they are widely utilized as benchmark models in the literature.
A reverse engineered triangle mesh model of the reamer used in glenoid reaming as well as a



















NVIDIA GeForce 970 GTX GPU 13 1,024 48 1,177 4
NVIDIA GeForce 960 GTXM GPU 5 1,024 48 1,176 4
AMD Radeon R7 240 GPU 6 256 32 780 2
Intel HD Graphics 530 GPU 24 256 64 1,050 1
Intel Core i7 6700K CPU 8 8,192 32 4,000 16
Intel Core i7 6700HQ CPU 8 8,192 32 2,600 12
AMD FX 770K CPU 4 1,024 32 3,493 8
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scapula model obtained through iso-surface extraction of a patient-specific CT image are also
included in the test models. These models are depicted in Fig. 3.3 and some of their principal
characteristics are presented in Tab. 3.3.
(a) Teapot (b) Bunny (c) Dragon (d) Reamer (e) Scapula
Figure 3.3: Benchmarked models







∆p = 0.5 ∆p = 0.5 ∆p = 0.1
Teapot 894 (63.17, 39.31, 29.48) 127 × 79 × 59 253 × 158 × 118 632 × 394 × 295
Bunny 16,301 (15.55, 15.33, 12.06) 32 × 31 × 25 63 × 62 × 49 156 × 154 × 121
Dragon 100,000 (56.37, 25.21, 39.76) 113 × 51 × 80 226 × 101 × 160 564 × 253 × 398
Reamer 4,006 (21, 36.47, 36.50) 42 × 73 × 73 84 × 146 × 146 211 × 365 × 366
Scapula 470,340 (144.76, 137.24, 73.28) 290 × 275 × 147 580 × 549 × 294 1488 × 1373 × 733
The main metric used to evaluate the algorithm performance is the voxelization time, i.e.
the time required to generate voxels at a preset size/resolution for each of the sample geome-
tries. These timings are measured by means of the built-in profiling tools available in OpenCL
[124]. The comparison baseline used for all the tests is generated by a serial C++ implemen-
tation of the algorithm using the Core-i7 6700K processor which is the fastest CPU among our
test hardware.
3.6.1 Overall Structure of the OpenCL Program
An overview of the OpenCL code used to implement parallel voxelization is shown in Fig.
3.4. In brief, the program starts with the identification of the OpenCL platform that is available
through the hardware followed by the selection of a device to perform the required compu-
tations. Next, the kernel code is compiled and brought to an executable form to run on the
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Figure 3.4: Core structure of the OpenCL program used to implement voxelization
selected device. As discussed above, the total number of threads (or global-size in OpenCL
terminology) required to complete voxelization is equal to the number of mesh triangles n.
However, according to OpenCL standard, the global size must be a multiple of local size.
Therefore, the program first determines the maximum local size offered by the device and then
sets the global size as a multiple of n. Evidently, OpenCL buffers and pointers pass all the
variables and arrays required by the kernel. Once the entire data is passed to the device mem-
ory and kernel threads (or work-items in OpenCL terminology) are configured, the command
queue launches the kernel. A write-only buffer is used to transfer the output voxel data from
GPU global memory to RAM.
OpenCL allows two primary modes of device to host memory transfers: (1) reading from
the buffer using clEnqueueReadBuffer command and (2) mapping device memory to
host memory via clEnqueueMapBuffer. The direct comparison of the two options illus-
trated in Fig. 3.5 implies that memory mapping consistently outperforms the former approach.
Interestingly, the advantage of using memory mapping becomes more prominent as the amount
of transfer data increases. Given this clear superiority, memory mapping is our method of
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Figure 3.5: Comparison between OpenCL device-host data transfer methods
choice to transfer the output voxel data.
3.6.2 GPU-Based Parallelization
The timings for voxelization of the sample models in different voxel resolutions are measured
on different GPUs and reported in Tab. 3.4. These timings are also charted in a normalized form
in Fig. 3.6. As it can be noticed from the table, although the teapot geometry has the lowest
number of facets, its larger domain has led longer timings compared to the bunny model. Inter-
estingly, although the reamer mesh poses almost 25 times lower number of triangles compared
to the dragon model, the running times for the reamer are sometimes more than six times higher
than than those obtained for the dragon. This is probably due to topological complexities of the
reamer that requires invoking higher number of triangle-box overlap test which significantly
prolongs the voxelization time. Overall, while no definite conclusion can be drawn with respect
to GPU performances, the data shown in Fig. 3.6 implies that GPU-based parallelization can
speed up voxelization anywhere between 73.5% or 3.8 times (reamer on Radeon R7 240) and
99.6% or 260 times (bunny on GeForce 970 GTX) when compared to single-thread CPU-based
voxelization. A sample of final voxelized geometry obtained in different voxel resolutions is
presented in Fig. 3.7.
It is worth mentioning that the above results also provide a comparison between the perfor-
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OpenCL CUDA OpenCL CUDA OpenCL OpenCL
Teapot
0.5 2.12 1.39 2.07 1.28 2.4 6.49 21
0.25 13.57 8.41 13.1 7.78 14.66 25.9 108
0.1 166.52 102.61 164.68 93.53 151.95 315.31 1081
Bunny
0.5 0.05 0.11 0.09 0.12 0.11 0.21 13
0.25 0.08 0.14 0.16 0.15 0.19 0.22 18
0.1 0.32 0.30 0.66 0.44 0.86 1.81 65
Dragon
0.5 0.31 0.30 0.72 0.53 0.76 1.77 85
0.25 1.09 0.76 2.75 1.70 2.42 4.04 159
0.1 10.17 5.57 25.55 12.96 19.44 34.52 757
Reamer
0.5 0.77 0.50 0.75 0.48 0.82 2.46 25
0.25 5.32 3.45 5.13 2.88 5.56 8.51 61
0.1 71.89 41.54 68.84 36.54 69.42 109.23 412
Scapula
0.5 2.31 1.34 5.44 2.72 3.8 5.47 420
0.25 11.00 4.87 25.79 10.06 13.30 24.14 868
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Figure 3.6: Normalized voxelization running time obtained by GPUs
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(a) voxel size = 0.5 mm (b) voxel size = 0.25 mm (c) voxel size = 0.1 mm
Figure 3.7: Voxelized representation of reamer in different resolutions
mance of OpenCL and CUDA in the context of voxelization. As it is expected, CUDA appears
to perform better for Nvidia GPUs; however, its major drawback remains its incompatibility
with other processors produced by other vendors. However, the use of OpenCL still allows
remarkable running time reductions compared to the single-thread implementation and its rel-
atively weaker performance compared to CUDA can be neglected in favor of its cross-platform
feature.
3.6.3 CPU-Based Parallelization
As OpenCL allows parallelization of a computing task using CPUs, the subsequent results are
concerned with evaluating the algorithm performance when using CPU-based parallelization.
Table 3.5 compares the running time of our algorithm on difference CPUs with the baseline
single-thread results. A normalized representation of these results are also plotted in Fig. 3.8.
As expected, the parallel algorithm results in much lower running times compared to the
single-thread implementations. The improvements in the performance are somewhere between
62.7% or 2.7 times (teapot on AMD FX 77K) and 97.5% or 40.1 times (dragon on Core-i7
6700K). It is worth noting that the worst parallel computing results are obtained for voxelizing
the teapot using AMD FX 77K. However, this is still more than 60% faster than the running
time obtained with the single-thread algorithm running on a relatively much faster CPU. This
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0.5 3.82 4.85 6.54 21
0.25 20.84 27.5 36.5 108
0.1 244.84 290.92 403.63 1081
Bunny
0.5 0.66 0.71 0.91 13
0.25 1.24 1.91 1.9 18
0.1 5.39 7.66 6.75 65
Dragon
0.5 2.12 3.94 6.17 85
0.25 6.8 7.91 18.53 159
0.1 48.64 55.81 106.87 757
Reamer
0.5 2.09 2.72 2.39 25
0.25 9.18 11.79 7.37 61
0.1 94.31 11.79 75.65 412
Scapula
0.5 7.59 9.13 32.5 420
0.25 26.94 35.33 82.56 868










































Figure 3.8: Normalized voxelization running time using CPUs
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clearly indicate how parallel computing techniques can lead to better performances despite
using much cheaper hardware.
Furthermore, a brief comparison of the results shown in Tabs. 3.4 and 3.5 shows that
our algorithm runs faster on GPUs compared to CPUs. This confirms with the fact that the
architecture of GPUs is generally more suitable for parallel computing compared to that of
CPUs, and they result in faster running times for tasks that can be appropriately parallelized.
3.7 Summary
This chapter showed that concurrent execution of an accurate triangle-box overlap test results
in fast construction of either 26-separability or 6-separability voxelized models. It also showed
that the use of OpenCL-based GPU computing is extremely effective to speed up voxelization
by up to 99.6% for some test models, compared to conventional serial implementations. The
use of OpenCL also resulted promising results for parallelization on CPUs. Furthermore, this
chapter presented results for various models that were voxelized at different resolutions using
numerous CPUs and GPUs from all major vendors. These results proved that the developed
algorithm is a fast and versatile toolkit that can be utilized to reliably construct voxelized
representations from any soups of triangles.
Chapter 4
Collision Detection
Collision detection determines if surgery tool and tissue have come into contact in the virtual
environment, and serves as a performance-critical and integral part of every surgery simulator.
This chapter presents a new collision detection algorithm that employs the voxelized geometry
of bone and tool outlined in Chapters 2 and 3 to rapidly determine the tool-bone intersection,
and subsequently update bone geometry to account for bone resurfacing. The algorithm can
be regarded as a new variant of the well-known VPS technique that is commonly utilized in
the context of bone machining simulators. However, it features a set of new refinements in an
attempt to provide higher performance that is capable to handle the large tool-bone intersection
volume in glenoid reaming.
4.1 Algorithm Overview
Figure 4.1 illustrates the data-flow in our collision detection algorithm. Using the methods
explained in Chapters 2 and 3, a voxelized model of bone (Voxmap) and a point cloud repre-
sentation of tool (PointShell) are constructed and transferred to GPU global memory during an
initialization step. Oriented Bounding Boxes (OBBs) of tool and bone are also computed in
this step and will be utilized in the early phase of collision detection.
The running time of our collision detection algorithm involves two primary phases:
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Figure 4.1: Data-flow in our collision detection algorithm
1. The broad-phase which performs a quick intersection test between the OBBs to verify
whether objects are about to contact. It also determines a Volume of Interest (VOI) that
identifies the possible intersection region between the objects. The advantage of using
VOI is that any points and voxels outside of VOI will be culled from the rest of the com-
putations because they are definitely non-intersecting. The broad-phase computations
are performed in a single-thread manner using CPU.
2. The narrow-phase which completes an exact intersection test between all the elements
lying inside the VOI, determines all intersecting points and voxels, and computes the
resultant force feedback. It also updates Voxmap geometry in order to account for bone
removal. The narrow-phase relies on GPU parallelization where each thread remains
focused on collision of one PointShell element against Voxmap.
4.2 Voxmap Data Structure
The Voxmap data structure refers to the 1D density array D that is introduced in Chapter 2
to describe the spatial occupancy of the voxel grid G which is used to implicitly define post-
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processed CT voxels. Recalling Section 2.2, if the dimension of G is dx × dy × dz, the voxel
V(u, v,w) is mapped to the i-th element ofD, where
i = u + v dx + w dx dy. (4.1)











, and u = i − w dx dy − v dx. (4.2)
Since the coordinates of each V can be inferred from the index of its corresponding element
in D, it is sufficient to allocate only a 32-bit float variable for each D’s element in order to
store V’s gray-value. In practice, however, the distribution of gray-values is usually much
wider than the requirements of force computations. As a result, additional memory savings
can be obtained by mapping the gray-values to the range 0-255, where 0 indicates void and
255 represents the highest gray-value present in the CT data. In this manner, only an 8-bit
integer is required for each element which can further reduce the amount of memory required
for Voxmap. In this set-up, as the gray-value of zero corresponds to void in bone structure,
material removal can be replicated by decaying the values stored inD elements. In addition, the
rate of material removal can be also controlled by the slope of the decay function. Therefore,
material removal can be readily handled by simple write operations into the memory without
any need for data reconstructions. Since arrays guarantee fast random access to their elements,
access to the voxel data can be done quickly without any need for expensive grid traversals.
Therefore, this way of data representation facilitates accessing to voxels and modifying them
efficiently.
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4.3 PointShell Data Structure
The voxelization toolkit developed in Chapter 3 is utilized to construct the PointShell. Figure
4.2 exemplifies a point cloud representation of the reamer that is obtained by extracting the
centroids of all voxels that are present in its 6-separability voxelized model. While the density
array presented in Section 2.2 can be utilized to implicitly describe the points, our algorithm
employs bit interleaving techniques to construct a more compact representation. In particular,
Morton encoding [190] is utilized to encode the three grid coordinates u, v,w of each voxel into
a 32-bit integer. Using the method described in [191], 10 bits are required for each dimension
of grid. Therefore, PointShells with resolutions as high as 10243 can be stored using 32 bits
per point, resulting in 66% memory savings compared to storing all the floats. It is noteworthy
that decoding Morton codes requires only a few bit operations; therefore, the added cost of
deriving points coordinates from a Morton code is negligible.
Figure 4.2: Construction of point cloud for reamer
4.4 Broad-Phase Collision Detection
The broad phase serves as an optimization step whose job is to determine a VOI that estimates
the intersection volume between two objects and culls all the elements outside of this volume.
To achieve this, the broad phase updates the position and orientation of the objects’ OBBs
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based on user interactions. Then, it performs an exact Boolean intersection test using the SAT
method presented in [192]. One effective optimization in implementing this test is to express
bone OBB in tool coordinates [193]. In this manner, once an intersection occurs, computing the
VOI boils down to comparing the boundaries of two boxes that are described in tool coordinates
and extracting the overlapping region. As illustrated by Fig. 4.3, the minimum and maximum
corners of the VOI are sufficient to describe its boundary in tool coordinates frame. This
method is fast and always results in an overestimation of the intersection volume so that no





Figure 4.3: A 2D representation of VOI computed in broad-phase
4.5 Narrow-Phase Collision Detection
The narrow-phase queries the exact collision of points and voxels using a GPU kernel whose
pseudocode is given by Alg. 4.1. Inputs to the kernel include the PointShell and Voxmap
data structures which are denoted by P and D, respectively and are transferred to GPU global
memory once during initialization. The other inputs are the transformation matrix from tool
to bone coordinate frames represented by T and also the VOI boundary. These parameters are
required to be updated in runtime and delivered to GPU before every kernel launch.
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The kernel launches one thread per PointShell element. Each thread takes one element
from the PointShell array, uses Morton decoding to derive the coordinates of a tool point, and
checks the obtained coordinates against the VOI boundary. If the point lies outside the VOI, the
thread terminates immediately. Otherwise, it continuous by transferring the tool point to bone
coordinates system and computing its location within the Voxmap array. If the array returns a
non-zero value, then the sample point has penetrated the bone. Therefore, the thread reduces
the element’s value to account for material removal. Moreover, the thread assigns an elemental
force to the intersecting tool point. The resultant force can then be computed by aggregating
these forces using atomic operations. Since atomic operations work with integers only, the
elemental forces are multiplied by a large number N and casted to the integer type prior to the
operation.
Input: P,D, T, VOImin, VOImax
Output: F
1 i← thread number
2 if i < n then
3 e← P (i)
4 (x, y, z)← MortonDecoding(e)
5 if (x, y, z) ≥ VOImin & (x, y, z) ≤ VOImax then
6 (x′, y′, z′) = T × (x, y, z)
7 j← x′ + dxy′ + dxdyz′
8 v← D( j)
9 if v! = 0 then
10 D( j)←Decay(v)
11 f ←ComputeElementalForce()
12 f ′ ←CastToInteger(f )




Algorithm 4.1: Narrow-phase kernel pseudocode
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4.6 Implementation Results and Discussion
This section evaluates the performance of the proposed algorithm in checking the intersection
between the reamer and a patient-specific glenoid bone. The algorithm is implemented using
OpenCL and tested on GeForce GTX 970 GPU with 4GB video memory and an Intel Core i7
6700K CPU with 16 GB RAM. The main metric to evaluate the algorithm is its running time
which is measured in nanoseconds using the chrono clock in C++ standard library [188]. The
running time is averaged over multiple runs to reduce the noise arising from the randomness of
executing system instructions.
4.6.1 Performance in Different Sampling Resolutions
Since the fidelity of VPS-based methods depends upon the sampling resolution, it is neces-
sary to examine the algorithm in different resolutions and find the maximum resolution that
guarantees reaching the target 1 KHz refresh rate.
Table 4.1 presents the algorithm running time in different sampling resolutions. The pre-
sented timings are the average computing time measured in numerous positions and orien-
tations of the reamer which mostly include severe collisions that may take longer running
times. The results indicate that our algorithm manages to maintain < 1 ms running time for
PointShells and Voxmaps with resolutions as fine as 10243. The running time of the algorithm
increases as the PointShell resolution grows due to the added number of GPU threads that the
Table 4.1: Running time (ms) of our collision detection algorithm obtained for various sam-
pling resolutions
Voxmap Resolution PointShell Resolution
643 1283 2563 5123 10243
1283 0.19 0.20 0.23 0.34 0.76
2563 0.19 0.21 0.24 0.34 0.79
5123 0.20 0.21 0.24 0.34 0.79
10243 0.20 0.21 0.27 0.36 0.81
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kernel must launch. Interestingly, the change in the Voxmap resolution has a little effect on the
computing time. This is because the rise in the number of voxels only results in a slight increase
of potential read/write operations that each thread must perform on the Voxmap array. These
operations are inexpensive and are usually accelerated by coalesced memory access and the
use of cache line; thus, their added overhead is insignificant. As a result, it is possible to reach
significantly higher resolutions for bone representation as long as there is enough computing
memory to store voxels.
4.6.2 Running Time Break-Down
It is important to break-down the running time of the algorithm and learn about the elapsed
time in each step of the algorithm. For this purpose, the running time for different steps of
the algorithm is measured for a severe collision scenario and are presented in Tab. 4.2. As
expected, a significant portion of the algorithm running time is devoted to kernel execution.
This step is the only step whose computing time is subject to change as the sampling resolutions
vary. The remaining steps are insensitive to data size and their running time must remain about
the same for other resolutions. The table also indicates that our implementation has managed to
perform CPU-GPU data transfers in about 24% of the allowable 1 ms interval. This is achieved
by wrapping the exchange data into one structure and passing them through a single buffer
which is faster than passing the data through separate buffers. Interestingly, the broad-phase
Table 4.2: Running time break-down of our collision detection algorithm in the presence of
103K contact points between PointShell and Voxmap of size 10243
Step Time (µs)
OBB-OBB Intersection Test 0.77
Computing VOI 0.26
Data Transfer from CPU to GPU 169.9
Kernel Execution 568.72
Data Transfer from GPU to CPU 71.03
Total 810.67
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computations take only 1 µs which is negligible in the 1 ms time scale.
To assess the effect of the board-phase, especially the VOI, the algorithm running time
is measured once by using the VOI and once without it. The results are plotted against the
intersection volume in Fig. 4.4 which shows the effectiveness of the VOI in improving the col-
lision detection performance especially when there is a small intersection volume between the
objects. In practical machining scenarios, the tool-workpiece intersection often occurs at the
boundary of the objects which implies the intersection volume remains small. Consequently,
it can be inferred that the use of VOI can accelerate collision detection in glenoid reaming by
almost 50% which further adds to the efficacy of our method.
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Figure 4.4: Comparative assessment of VOI on collision detection performance
4.6.3 Comparison with Zheng et al.’s Method
The most relevant method to our algorithm is perhaps the GPU-based VPS method developed
by Zheng et al. for a tooth drilling simulator [82]. This section compares this method with
our algorithm by presenting its implementation results for glenoid reaming simulation. Since
the original implementation of this method is not available, it was not possible to reproduce all
the details of the method; however, its main features such as the octree-inspired grid traversal,
force computation using a reduction algorithm and data structures are well-explained in the
paper [82] which helped us to implement them properly on our OpenCL platform.
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Table 4.3 reveals the running time of Zheng et al.’s method for identical glenoid reaming
scenarios that are used in Tab. 4.1. According to these results, this method is considerably
slower than our algorithm and fails to reach <1 ms computing time for high resolutions. One
reason for this difference is that, as was shown by Fig. 1.8, the method relies on an octree-
like recursive subdivision of the grid to find intersecting voxels. As a result, the workload
of each thread is sensitive to the grid resolution which leads to poor performance in case of
fine grids. On the contrary, our algorithm directly computes the location of tool points in the
Voxmap array. Seeking intersecting voxels in this way is faster and presents constant compu-
tational complexity which guarantees a better performance when dealing with large data sets.
In addition, Zheng et al.’s method uses a reduction algorithm to compute resultant force. This
entails launching unnecessary threads for points that have not immersed into bone, whereas our
method relies on atomic operations that are invoked only for intersecting points and thereby
requires lower number of operations.
Memory usage is also important in evaluating GPU-based algorithms given the relatively
limited capacity of memory even in the state-of-the-art video cards. For this reason, Tab. 4.4
compares the amount of memory the two algorithms use to store PointShell and Voxmap. It is
clear that our algorithm offers much lower memory usage compared to Zheng et al.’s method.
In particular, as pointed out in section 4.2, our algorithm requires only an 8-bit integer for a
voxel and a 32-bit integer for each tool point. By contrast, Zheng et al.’s method stores each
voxel data in a structure constituted by a 32-bit float for its gray-value and a Boolean variable
Table 4.3: Running time (ms) for Zheng et al.’s collision detection algorithm obtained for
various sampling resolutions
Voxmap Resolution PointShell Resolution
643 1283 2563 5123 10243
1283 0.33 0.34 0.40 0.68 1.70
2563 0.86 0.89 1.03 1.22 1.86
5123 5.20 5.14 5.29 5.52 6.70
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Table 4.4: Required memory for PointShell and Voxmap in our method compared with Zheng
et al.’s method







643 0.02 0.05 0.26 1.31
1283 0.07 0.22 2.10 10.49
2563 0.30 0.89 16.78 83.89
5123 1.19 3.56 134.22 671.09
10243 4.75 14.26 1073.74 5368.71
to flag whether it is collided or not. This method also requires three 32-bit floats for the 3D
coordinates of each tool point. As a result, it is not possible to run Zheng et al.’s method
for Voxmap at 10243 resolution because this method requires more than 5.3 GB computing
memory which exceeds the amount of memory available in our test hardware.
Overall, it is clear that while Zheng et al.’s method has been successfully applied in the
filed of tooth surgery, the complexity of glenoid reaming procedure and its need to reach fine
resolutions reveals the limitations of this method. Our method outperforms this method by
offering faster running time and lower memory usage, making it possible to reach resolutions
that Zheng et al.’s method cannot handle.
4.6.4 Comparison with Yau et al.’s Method
Another method relevant to our algorithm is the method developed by Yau et al. in the context
of CNC simulation [142]. As discussed in section 1.6.3, the original implementation of this
method is sluggish and is only suitable for offline computations. This section develops a GPU-
based variant of this method which can be comparable to our algorithm. Toward this end,
the Voxmap structure and the material removal logic remains as the same as our algorithm.
For a rotating reamer, the area swept by the cutting lips shape a spherical cap which can be
described by an implicit equation. This equation replaces the PointShell in our algorithm and
can be readily updated in every computing frame according to the position and orientation
of the reamer. The GPU kernel dedicates one thread per Voxmap element where each thread
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queries the collision of a voxel against the reamer equation and modifies gray-values in case of
collisions. A VOI is also constructed in Voxmap coordinates to cull threads that correspond to
voxels out of the intersection volume of the objects’ OBBs.
Table 4.5 presents the average running time of this method in scenarios similar to the ones
used in Tab. 4.1. While the method exhibits acceptable performance in low resolutions, its
running time grows significantly for higher resolutions due to the increased number of threads
the kernel must launch. As a result, this method is also slower than our algorithm. Nevertheless,
its memory usage is slightly better because it does not require storing a PointShell.
Table 4.5: Running time for Voxmap-based parallelization algorithm obtained for various res-
olutions






This chapter established that concurrent projection of PointShell elements to the coordinates
of Voxmap grid leads to a fast tool-bone collision detection algorithm. It showed that par-
allelization of the projection tasks results in low sensitivity of the algorithm running time to
Voxmap resolutions. As a result, the algorithm can easily deal with extremely fine bone voxel
resolutions, as long as they can fit to the computing memory. The use of broad-phase com-
putations was also shown to be notably useful. While these computations do not take more
than a few microseconds, they allow to effectively cull unnecessary threads and improve the
algorithm running time by up to 50%. Regarding the data structures that were used to de-
scribe the virtual objects, this chapter proved that not only did the implicit definition of voxels
lend well to fast collision queries, but also it facilitated modifying voxel gray-values and repli-
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cate material removal in real-time. The chapter also showed that the use of Morton encoding
can result in significant memory savings for PointShell representation, without compromising
the algorithm performance. The developed algorithm was compared with some of the recent
GPU-based variants of the VPS method where it was demonstrated that our algorithm presents
exceptional performance and memory management advantages compared to the existing simi-
lar approaches. Overall, the proposed algorithm is presently one of the most efficient variants
of the VPS method with the ability to update bone geometry in real-time.
Chapter 5
Modeling and Simulation of Gleonid
Reaming
The knowledge of the mechanics of glenoid reaming is quintessential to compute realistic
haptic and graphic feedback for simulating this procedure. As discussed in Section 1.6.1, the
existing literature lacks an in-depth study regarding modeling of this unique bone machining
operation. For this reason, this chapter outlines a statistical analysis of the experimental results
obtained in a robot-driven glenoid reaming study [106] that was conducted in conjunction
with the present thesis. This analysis provides a model to describe thrust-feedrate relation and
vibrations observed during glenoid reaming experiments. Derivation of the model completes
all the tools required to perform simulation of glenoid reaming. As a result, this chapter also
outlines how to effectively integrate all the simulator components and perform simulations.
5.1 Calibration Experiments
Robot-driven glenoid reaming was used to perform calibration experiments since it allows to
accurately repeat a procedure on different specimens. As shown in Fig. 5.1, the experiment
set-up included a Kuka Light-Weight Robot (LWR) IV to move the reamer, a load cell (Nano
25E, ATI Industrial Automation, North Carolina, USA) mounted between the specimen pot
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Optical Tracker





Figure 5.1: Calibration experiments set-up
and testing tower to measure reaming forces, optical trackers (Optotrak Certus, Northern Dig-
ital Inc., Ontario, Canada) to track the reamer motion, and also an accelerometer (Endevco
42A16, Meggitt Sensing Systems, Fribourg, Switzerland) to record vibrations. The reamer
employed throughout the experiments was a nipple-guided spherical reamer (Zimmer Biomet,
Indiana, USA) connected to a orthopaedic surgical drill (Synthes Small Battery Drive, DePuy
Synthes, Massachusetts, USA) with 156 rpm spindle speed. Six freshly frozen human cadav-
eric scapulae with mean age of 66.2± 12.6 years were used. The specimens were kept at room
temperature for 12 hours and soaked in saline for 2 hours prior to reaming to ensure their me-
chanical properties are well-maintained. Clinical CT images of the specimens were obtained
before the experiments. In addition, 3D model of the post-reamed scapulae were acquired
using a laser scanner (Space Spider, Artec 3D, Luxembourg).
To properly mimic the real glenoid reaming operation performed by surgeons, the robot was
programmed in force-control mode. The command force trajectory was set to linearly increase
from zero to a desired value and maintain at this value until the reamer reaches a predetermined
reaming depth. The desired final force was set to 52 N which is the average feed-force applied
by surgeons measured during porcine glenoid reaming in [105]. The prescribed force trajectory
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was kept identical for all the experiments; therefore, the reamer displacements and vibrations
can be used to describe the characteristics of glenoid reaming.
The experiments were performed in two phases. In the first phase, only a potion of cortical
layer was reamed without violating the cancellous bone. The reaming depth is determined by a
surgeon through analyzing the cortical layer thickness of each specimen. Also, the position and
orientation of the reamer was determined by the surgeon to ensure robot-driven glenoid ream-
ing matches the clinical practice. It is worth mentioning that the cartilage layer on glenoid face
was removed by the surgeon beforehand to ensure that only cortical bone is encountered during
the experiment. Upon completion of the first phase, the rest of cortical layer was removed to
perform the second phase which involved reaming the cancellous bone by a fixed depth of 2
mm. The above experimental scenario was inferred after several trials using artificial bones. A
detailed explanation in this regard can be found in [106].
5.2 Thrust-Feedrate Relation
Figures. 5.2 and 5.3 illustrate the average and standard deviation of thrust and reamer displace-
ment measured from reaming cortical and cancellous bone for all the specimens. The plots
reveal low variation of force and displacement trajectories in both cortical and cancellous bone
regions, especially when the command force of the robot is stabilized at 52 N. In particular, at
this stage, the average value of thrust is 53.17±4.26 N for cortical bone and 51.87±4.45 N for
cancellous bone. In addition, the average feedrate in these bone regions are 0.033±0.007 mm/s
and 0.24 ± 0.04 mm/s, respectively. These values clearly indicate a high level of repeatability
in the experiments.
One way to employ the above data in modeling of glenoid reaming is to take a mechanistic
approach similar to the one described for bone drilling [60], [86]. As discussed in section 1.6.1,
although mechanistic models can theoretically predict instantaneous thrust as a function of dis-
placement, in practice, the predictions are inaccurate and limited to qualitative behaviour. This
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Figure 5.2: Average thrust-displacement characteristics of glenoid reaming in cortical bone
is because of the anisotropic material properties of bone and lack of well-founded theoretical
methods in modeling of bone removal. This can become even more challenging in the case
of glenoid reaming because the reamer spindle speed (156 rpm) is much lower than drilling
and bone removal can be a result of material scraping. Therefore, theoretical methods in metal
cutting may not be valid in this case.
Another approach is to assess the statistical relations between various factors monitored
during the experiments and develop an empirical model to relate these factors to thrust-feedrate
characteristics of glenoid reaming. As shown in the existing studies [76]–[78], it is expected
that such approach will provide a fair prediction of the qualitative behaviour of glenoid reaming
within the observation range accounted in the calibration experiments. Empirical approaches
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Figure 5.3: Average thrust-displacement characteristics of glenoid reaming in cancellous bone
can also result in computationally simpler models which is important for real-time haptic ap-
plications. In addition, considering the limitations of mechanistic modeling, there is no strong
evidence that empirical approaches can lead to inferior results compared to their mechanistic
counterparts. Based on these observations, an empirical approach is chosen as the method of
choice for modeling of glenoid reaming. However, the mathematical derivations required for
mechanistic modeling of glenoid reaming are additionally derived in Appendix A.
One factor that plays an important role in the modeling of bone machining operations is
the tool-bone contact volume. In operations such as drilling, the contact area is small and can
be estimated using the drill bit position and a piece-wise linear approximation of bone surface
[60], [86]. However, this becomes a formidable challenge in glenoid reaming due to the irregu-
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lar 3D shape of glenoid surface and large contact volume between reamer and bone. Moreover,
the rate of reamer progression is very low especially in cortical bone (0.033 ± 0.007 mm/s)
which needs ultra-precise measurements to capture the contact area variations in short time
intervals. As a result, this information is not available in our calibration experiments. Since
understanding the instantaneous thrust-feedrate characteristics of glenoid reaming is unfeasible
without the knowledge of the contact volume, the above experimental results can only be used
to model the average behaviour of the operation.
Although bone machining characteristics cannot be fully related to a single mechanical
property, some studies have reported close relations between machining forces and bone den-
sity [194]–[196]. For this reason, 3D models of post-reamed scapulae were acquired using a
laser scan and compared to the previously obtained CT scans of the specimens to measure the
density of bone removed in each experiment.
Table 5.1 presents the density D information for each scapula as well as the average feedrate
f and apparent machining stiffness k that are observed in each experiment. Although statistical
analysis of this data shows no linear relation between the density and the apparent machining
stiffness, it reveals a linear correlation between the density and the feedrate, both in cortical
bone (ρ = −0.7852, p = 0.0642) and in cancellous bone (ρ = −0.9384, p = 0.0056). A related
point to consider is that cortical bone is associated with a weaker linear correlation compared to
the cancellous bone. This observation can be partially due to the robot compliance that causes
Table 5.1: Bone density, reamer feedrate and appearant machining stiffness observed in cali-
bration experiments
Specimen No. Cortical Bone Cancellous Bone
D (g/cc) f (mm/s) k (N/mm) D (g/cc) f (mm/s) k (N/mm)
1 1.52 0.037 58.24 0.55 0.25 44.06
2 1.54 0.035 83.28 0.41 0.28 40.70
3 1.61 0.021 84.34 0.72 0.16 50.42
4 1.40 0.038 81.06 0.45 0.26 48.42
5 1.58 0.026 53.66 0.62 0.23 27.28
6 1.30 0.039 83.10 0.48 0.25 39.45
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larger retrogressions when interfacing with the stiffer tissue i.e. cortical bone.
Using linear regression analysis, the relation between feedrate and density in cortical bone
takes the following form
f = −0.05D + 0.11, (5.1)
where the sum of squared residuals (R2) is 0.62 (Fig. 5.4). Similar equation can be derived for
cancellous bone as follows
f = −0.34D + 0.42, (5.2)
with R2 = 0.88, as illustrated by Fig. 5.5. It is important to note that the above equations are
derived based on experimental data that are collected using 52 N feed-force. Consequently, the
above equations must be appropriately scaled to predict feedrate when a different feed-force
is applied. Considering the reamer displacement trajectories in Figs. 5.2 and 5.3, it appears
that there is an approximately linear trend between thrust and feedrate. Therefore, a linear
scale should provide a fair modeling accuracy. However, better results can be obtained from
additional experimental results performed with different feed-forces.
Overall, given the level of complexity and challenges in modeling of glenoid reaming, the
above analyses appear to adequately describe the qualitative traits of this bone machining op-
eration. Comparing the Eqs. (5.1) and (5.2), an interesting trend is observed that the reamer
velocity in cancellous bone is on average 6.2 ± 0.08 times faster than that in cortical bone.
This can be effectively replicated with a haptic device and can help trainees learn the different
characteristics of reaming cortical and cancellous regions. In addition, the obtained equations
are computationally simple and can be easily integrated with the collision detection algorithm
developed in Chapter 4 without introducing any noticeable overhead in haptic rendering com-
putations. Moreover, since bone density can be estimated from clinical CT images [152],
[153], the need for high-resolution CT data is alleviated which in turn facilitates performing
patient-specific simulations.
Since the Eqs. (5.1) and (5.2) predict feedrate as a function of feed-force, they can be
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Figure 5.4: Prediction of feedrate as a function of density in cortical bone




















Figure 5.5: Prediction of feedrate as a function of density in cancellous bone
directly utilized for admittance display haptic devices. This type of haptic devices sense the
force applied by the operator and constrain the operator’s position to match the appropriate
deflection of a simulated object or surface in a virtual world, whereas the impedance display
devices sense the operator’s position and generate a proper force feedback [110]. Therefore, a
proper haptic rendering algorithm for an impedance display device must predict the feed-force
as a function of feedrate. This can be addressed easily by interpreting the Eqs. (5.1) and (5.2)
in the form of a damper where the damping coefficient varies by bone density.
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5.3 Vibration
Vibration data was recorded for five specimens at 22050 Hz. A high-pass fourth-order Butter-
worth filter with a cut-off frequency of 0.2 Hz is employed to remove the gravity acceleration
included within the data, as suggested in [197]. Since human haptic perception is limited to
frequencies below 400 Hz [198], a low-pass filter with a cut-off frequency of 500 Hz is further
utilized to eliminate imperceptible high-frequency vibrations.
In order to analyze time-domain characteristics of the vibrations, the Root Mean Square
(grms) and Peak-to-Peak (gpk−pk) values of the filtered signals are computed. These values are
presented in Tab. 5.2 alongside the density of specimens that are repeated from Tab. 5.1. The
results indicate a large variation of grms and gpk−pk from one specimen to the other. Considering
the average values, it can be concluded that the average grms and gpk−pk for cortical bone are
0.3 ± 0.09 g and 4.93 ± 1.06 g, respectively, whereas the same values for cancellous bone
are actually higher with grms = 0.4 ± 0.07 g and gpk−pk = 5.28 ± 0.95 g. This unexpected
observation can be a result of the discontinuty in material properties of bone while reaming
cancellous bone because there is a layer of cortical bone remaining at the periphery of the
glenoid face which can escalate the vibrations even though the material close to the reamer
axis pose lower stiffness. Concerning with the effect of bone density on vibrations, no linear
correlation is found between density with neither grms nor gpk−pk.
Concerning with frequency-domain analysis of vibrations, Figs. 5.6 and 5.7 illustrate the
Table 5.2: Time-domain metrics measured for vibrations during reaming different specimens
Specimen No. Cortical Bone Cancellous Bone
D (g/cc) grms gpk−pk D (g/cc) grms gpk−pk
1 1.52 0.45 6.27 0.55 0.45 5.92
2 1.54 0.25 3.98 0.41 0.34 4.72
3 1.61 0.31 5.98 0.72 0.37 5.09
4 1.40 0.17 3.57 0.45 0.51 3.96











































































































































































































































































































Figure 5.7: Periodogram of vibrations during reaming cancellous bone in five different speci-
mens
periodogram of the filtered signals. Although these plots indicate different power spectrum
from one specimen to the other, they unanimously indicate that the highest power of vibrations
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has occurred at the high spectrum of frequencies. Nevertheless, no distinct dominant frequency
can be observed which conforms with the frequency-domain analysis presented for reaming
porcine glenoid in [105].
Since there is no distinct peaks in frequency spectrum of the data, analytic replication of
a realistic vibration feedback is unfeasible. Therefore, for the purpose of adding vibrations to
haptic feedback, a portion of recorded vibration signals for both cortical and cancellous bone
are selected and downsampled to 1 KHz to match the target haptic device refresh rate. The
signals should be also scaled to represent the average grms in each region and can be played
during haptic simulation. Figures 5.8 and 5.9 illustrate two sample vibration signals that can
be applied in simulation of glenoid reaming for cortical and cancellous regions, respectively.

















Figure 5.8: Sample vibration signal prepared for haptic simulation of reaming cortical bone

















Figure 5.9: Sample vibration signal prepared for haptic simulation of reaming cancellous bone
5.4. Simulation of Glenoid Reaming 79
5.4 Simulation of Glenoid Reaming
The results presented in Sections 5.2 and 5.3 can be combined with the computational tools
developed in Chapters 2 – 4 to simulate glenoid reaming. As discussed in Section 1.6.2, the
simulator software employs OpenCL, OpenGL and OpenHaptics APIs to manage GPU-based
computations, graphics rendering and haptic interactions, respectively. The latter serves as
merely an example haptic API and can be easily replaced by different APIs such as CHAI 3D.
As the devices that are presently supported by OpenHaptics are limited to impedance displays,
the subsequent developments is focused on this type of haptic devices. However, they can be
readily extended to admittance displays, as well.
5.4.1 Integration of all Simulator Components
As shown by Fig. 5.10, the software starts by importing a previously segmented CT image of
bone as well as a 3D mesh model of reamer to construct the Voxmap and PointShell data struc-
tures in user-specified resolutions. These data structures are then transferred to GPU global
memory and will be used in every computing frames. Once the data initialization is completed,
the user can start the simulation by interacting with the haptic device. The haptic rendering
frames consist of updating the reamer positions based on the displacements of the haptic de-
vice end-effector and running collision detection followed by computing the force feedback.
The graphic rendering frames contain running marching cubes for the bone Voxmap that is
updated during collision detection, data exchange between OpenCL and OpenGL buffers and
drawing the reamer and bone surface meshes. As pointed out in Section 1.6.6, the marching
cubes algorithm is adopted from the online code available in [183].
The software has the duty to manage the above operations in a way that the target frame
rates for haptic and graphic rendering loops are reliably maintained. Since time-consuming
operations such as collision detection and marching cubes are accelerated using GPU comput-
ing, there is no major bottleneck to attain the target frame rates. However, the software must
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Figure 5.10: Data-flow in our simulator software
schedule these tasks appropriately such that collision detection and marching cubes are com-
pleted at least once within 1 ms and 33.3 ms time intervals, respectively. To address this, the
OpenCL option CL QUEUE OUT OF ORDER EXEC MODE ENABLE is utilized to allow GPU
to enqueue kernels without waiting for their completion. In this manner, several kernels can
be launched concurrently and the timings of the haptic and graphic rendering loops can be
controlled by the OpenCL host application. This scheduling can be easily handled in Open-
Haptics because this API generates at least two threads in host application: one high-priority
thread dedicated for haptic rendering that can enqueue the collision detection kernel, and an-
other thread to handle the rest of the computations including launching the marching cubes
kernel. This can also be addressed using a single-thread host application and a timer using the
algorithm given by Alg. 5.1.
It is worth mentioning that the OpenCL-OpenGL interoperability is also utilized in this
software. This feature allows OpenCL to pass the ownership of marching cubes output to
OpenGL without a need for neither CPU-GPU data transfers nor copying data within GPU
which can save significant computing time for the graphic rendering loop.
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1 Fhaptics ← 1000 , Fgraphics ← 30
2 Thaptics ← 1000Fhaptics , Tgraphics ←
1000
Fgraphics
3 while Simulator engaged do
4 tcurrent ← GetCurrentTime()
5 ∆thaptics ← tcurrent − t
previous
haptics
6 if ∆thaptics > Thaptics then
7 PerfromHapticsComputations()




10 ∆tgraphics ← tcurrent − t
previous
graphics
11 if ∆tgraphics > Tgraphics then
12 PerfromGraphicsComputations()





Algorithm 5.1: Pseudocode for scheduling haptics and graphics computations
5.4.2 Simulation with a Haptic Device
In order to evaluate the effectiveness of the simulator software, experiments are performed
using a haptic device. Generally, the use of admittance display devices is preferable for a
glenoid reaming simulator due to relatively higher range of force and stiffness supported by
this type of haptic devices. However, our experiments use the PHANToM OMNI haptic device
which is known as a simple and cost-effective impedance display [199]. This device can exert
only 3.3 N force feedback in its nominal position and its maximum stiffness is limited to 2.31
N/mm. Therefore, considering the level of force and stiffness in glenoid reaming, this device
is not suitable to provide a realistic haptic feedback for this operation. Nevertheless, it is still a
viable option to evaluate the computational efficiency of our methods.
Towards the end, the Voxmap is constructed using clinical CT image of one of the spec-
imens that was utilized in the calibration experiments. The size of CT image voxels were
0.668 × 0.668 × 0.625 mm3; however, each voxel is subdivided by a factor of eight in each di-
rection in order to construct a fine Voxmap. As a result, the Voxmap grid size is 600×384×464
with more than 12.7 M filled cells. The average feedrate measured in cortical and cancellous
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layers of this specimen are 0.026 mm/s and 0.23 mm/s, respectively. Therefore, the damping
coefficient for these layers are set to 2000 Ns/mm for cortical bone and 267 Ns/mm for can-
cellous bone. The vibration signals depicted in Figs. 5.8 and 5.9 are also applied; however, the
amplitude of force feedback is scaled down by a factor of 1/25 to ensure the force feedback
amplitude does not exceed the limits of the device. Furthermore, a PointShell with almost 213
K sample points is constructed using a 6-separability voxelized model of the reamer obtained
with 0.1 mm voxel size. The hardware utilized for the test include a GeForce 970 GTX GPU
with 4 GB video memory and Core-i7 6700K CPU and 16 GB RAM. The computing time is
measured in microseconds using the high-resolution chrono clock available in C++ standard
library. The operating system used for the tests is Windows 10.
Figure 5.11 shows the computing time recorded for each haptic rendering frame during five
seconds of glenoid reaming simulation. It is evident that for majority of the simulation time, the
computing time is below 1 ms, with an average of 314.89 ± 158.61 µs. It should be noted that
the computing time exceeds the 1 ms threshold on a few occasions. This can be partially due
to the randomness of executing system instructions in Windows which can be fixed by using
precise timers such as Windows Multimedia Timers [200]. Furthermore, the average comput-
ing time recorded for graphic rendering loop is 21.74 ± 0.46 ms which is considerably lower
than the target 33.33 ms. Figure 5.12 depicts the computing time for each frame throughout
























Figure 5.11: Computing time measured for haptic rendering frames
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the simulation which clearly indicates the software is capable to consistently maintain 30 FPS
frame rate. While the haptic feedback realism is negatively affected by the PHANToM OMNI
limitations, the simulator software allows smooth graphical simulation of glenoid reaming and
provides high-fidelity visual feedback of the operation. Figure 5.13 illustrates snapshots of the
graphical environment and glenoid which has gone through a reaming operation.





















Figure 5.12: Computing time measured for graphic rendering frames
(a) Sample glenoid bone (b) Glenoid reaming (c) Resurfaced bone
Figure 5.13: Graphic representation of glenoid reaming
5.5 Summary
This chapter presented an empirical approach to model mechanics of glenoid reaming. It estab-
lished linear equations to predict reamer displacement as a function of bone density and feed-
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force in cortical and cancellous regions, which can be further utilized to effectively compute
haptic feedback during surgery simulation. The chapter also analyzed vibrations in glenoid
reaming and presented a method to replicate vibrations during haptic simulations. The de-
veloped methods can appropriately demonstrate the differences in characteristics of reaming
cortical and cancellous bone and are suitable for patient-specific simulations. This chapter also
explained how to consolidate all simulator components that were developed throughout this
thesis in one unified framework and how integrate this framework with a haptic device to per-
form simulations. The implementation results verified that the developed methods are capable
to reliably maintain target frame rates for realistic haptic and graphic simulations.
Chapter 6
Thesis Closure
This chapter reviews the thesis objectives, summarizes the work that has been undertaken to
address these objectives, discusses the strengths and limitations of this research, and outlines
current and future research projects that emanate from this research.
6.1 Summary
While TSA is a well-established surgery in the upper torso, many surgeons find this surgery
technically challenging primarily due to low practice volume. One of the most challenging
tasks in TSA is glenoid reaming which plays a determining role on the long-term outcome of
this surgery. The primary objective of this thesis was to develop a VR surgery simulator for this
task in order to provide surgeons with a high-volume of practice for this procedure without the
need for patients or cadavers. The development of VR surgery simulator for glenoid reaming
was, however, a complicated problem. As revealed by the literature review in Section 1.6, there
were gaps in the knowledge of the mechanics of glenoid reaming as well as paucity of effective
computational tools to effectively replicate this unique bone machining process. As a result,
various steps had to be undertaken to advance the methods in VR surgery simulation and also
gain an understanding of the mechanical aspects of glenoid reaming to realistically replicate
this procedure. Toward this end, throughout Chapters 2 – 5, several concrete contributions
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are introduced for different problems regarding processing CT data, voxelization, collision
detection, modeling of glenoid reaming and simulator software development.
In particular, Chapter 2 developed an algorithm to efficiently process CT data and describe
the geometry and material properties of bone for either simulation or FEA purposes. It showed
that the use of grid-based approaches and hashing techniques leads to a number of desirable
characteristics such as memory efficiency, robust numerical computations, implicit definitions
of CT voxels and facile voxel upsampling. As a result, it is possible to generate Cartesian
µFEMs with more than 36 M voxels within less than a minute using a commodity hardware.
Importantly, the algorithm demonstrated linear time complexity which ensures reasonable in-
crements in the computing time when dealing with larger data-sets.
Next, Chapter 3 developed a fast and flexible voxelization toolkit to convert triangle mesh
models into their voxelized counterparts. The developed toolkit features parallel execution of
an exact triangle-box overlap test which allows to rapidly convert any soup of triangle to an
accurate voxelized model, with either 26-separability or 6-separability topological properties.
As the toolkit is written in OpenCL, it is compatible with a wide-range of hardware from all
major vendors, making it possible to promptly yet reliably construct voxelized - and ultimately,
point cloud - representations of arbitrary objects that are modeled modeled by a triangle mesh.
Another important contribution of this thesis is a new VPS collision detection algorithm
that was developed in Chapter 4. This algorithm leverages several simple yet effective data
structures and methods, primarily in the form of GPU acceleration, VOI calculation, atomic
operations and grid computations to quickly identify tool-bone intersection and modify bone
geometry. The algorithm was proved to be superior, in terms of running time as well as memory
efficiency, compared to the latest variants of the VPS method. Interestingly, it’s running time
exhibits remarkably low sensitivity to the number of bone voxels which enables fast collision
detection in the presence of massively large data-sets. Such feature is not offered by any of
other variants of the VPS method, making our algorithm an exceptional candidate for high-
fidelity simulation of glenoid reaming and further, in a broad range of VR applications that
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involve collision detection of complex geometries.
It is worth mentioning that the geometry altering mechanism in our collision detection
algorithm was shown to integrate effectively with the marching cubes algorithm to provide vi-
sual feedback of bone resurfacing. In particular, the implementation results in Section 5.4.2
showed that it is possible to reliably maintain 30 FPS frame rate and replicate material removal
on micro-level voxel data without a need for a top-of-the-line GPU. The results can be fur-
ther improved using faster implementations of marching cubes or other rendering algorithms.
Beyond the context of surgery simulation, this lends well to the computationally demanding
problem of computing Boolean operation between triangular meshes that is often required in
many computer-aided design and modeling applications.
In addition, this thesis presented one of the first attempts in modeling the mechanics of
glenoid reaming and its haptic simulation. In this regard, Chapter 5 utilized experimental data
obtained by robot-driven glenoid reaming and derived simple equations that predicts reamer
displacement as a function of bone density and feed-force. This chapter also studied vibrations
in glenoid reaming and inferred that there is no dominant vibration frequency within the range
of frequencies that is perceptible to humans. Interestingly, the findings of this chapter allowed
to successfully distinguish the characteristics of reaming cortical bone from cancellous bone.
Specifically, it became clear that reaming cancellous bone is attributed by 6.2±0.08 times faster
reamer feedrate and 1.52 ± 0.75 times higher vibration energy, compared to reaming cortical
bone with the same feed-force.
Chapter 5 also elucidated how to implement the above results to replicate glenoid reaming
using a haptic device. It established that the derived thrust-feedrate equations can be directly
implemented in an admittance display haptic device and discussed why this type of haptic de-
vices are more suitable to simulate glenoid reaming. It also outlined how to reinterpret the
equations for implementation in an impedance display haptic device, primarily by inferring
damping coefficients for cortical and cancellous bone and using them to predict thrust ampli-
tude as a function of reamer velocity. Besides, the chapter showed how to properly prepare
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vibrations and add them to the haptic feedback which plays an important role in increasing
simulation realism. The derived haptic rendering method was shown to integrate effectively
with the rest of computational tools developed for the simulator. As a result, the simulator was
able to reliably maintain the target 1000 Hz refresh rate for haptic rendering throughout the
simulation tests.
6.2 Strengths and Limitations
Most of the computational problems that were addressed in this thesis, such as CT data process-
ing, micro-level finite element modeling, voxelization, collision detection or haptic rendering,
have been widely studied previously in various engineering problems. These problems are
often characterized as computationally demanding due to presence of large size of process-
ing data, severe timing constraints and the need for high computational power. Taking this
into account, this thesis placed a particular emphasis on computational efficiency of methods
throughout the development of simulator components. As a result, the algorithms and com-
puter programs that were developed in this thesis offer high-level of performance compared to
the existing methods.
Another strength of the work presented in this thesis is that it widely employed OpenCL-
based GPU computing as the basis of many computational tasks. Presently, GPUs offer higher
number-crunching performance and power efficiency compared to CPUs and are more cost-
effective options for high-performance computing. In addition, there is no programming lan-
guage that can target as wide range of devices as OpenCL [124]. Therefore, the developments
in this thesis conform with the state-of-the-art trends in super-computing and the resulting com-
putational tools deliver an exceptional level of performance and versatility. As an evidence, the
running times reported for various computing tasks throughout this thesis were impressive
while they were obtained using a mid-range gaming desktop computer.
Although there is no generic rule to set the resolution for Voxmap and PointShell, it is
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widely accepted that the higher the sampling resolutions, the better the simulation experience.
While this matter has been overlooked by the majority of previous works on orthopaedic sim-
ulators, the focus on computational efficiency of the algorithms have enabled this thesis to
extend the maximum attainable resolutions and potentially open the way for improving the
level of realism in virtually every hard-tissue interaction simulator. In this regard, the devel-
oped CT processing algorithm allows to conveniently upsample clinical CT voxels to desired
resolutions which serves as a step forward toward high-fidelity patient-specific simulations.
It is also important to note that this thesis utilized force-controlled glenoid reaming experi-
ments to model the mechanics of the operation in contrast with the previous studies on different
bone machining operations that have unanimously employed position-controlled experiments.
While it is true that mechanics of bone and metal machining are basically similar, one key
difference between them is that bone machining is operated by a surgeon who relies on force
feedback whereas metal machining is often performed by a machine that uses a predetermined
tool path without considering the cutting forces. Therefore, it appears that using a robot that is
programmed in force-control mode is a more effective way to mimic the real bone machining
operation and is more suitable for modeling purposes, rather than a CNC machine. Therefore,
it is believed that this new experimentation approach can lead to better understanding of various
bone machining operations in near future.
Despite the above strengths, the work presented in this thesis contains a number shortcom-
ings, especially regarding modeling of glenoid reaming. In particular, the thrust-feedrate equa-
tions derived in Chapter 5 were based on experimental data obtained with identical feed-force
trajectories. Linear scaling was suggested to predict the feedrate in case a different feed-force
is applied. However, the linear scaling is inferred merely through observation of the trend in
instantaneous thrust-displacements curves and is not strongly supported by experiments. In
addition, the instantaneous reamer-bone intersection volume was not measured during the ex-
periments and did not play a role in model derivation. Moreover, the vibration analysis did
not determine the effect of tool rotation and tool-bone intersection distinctly which could be
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especially useful in simulation of the time of contact between reamer and bone. It is important
to note that the experiments were performed using a serial robot manipulator with high compli-
ance. This resulted in undesirable reamer retrogression throughout the experiments, especially
during reaming cortical bone. Besides, this thesis did not discuss the torques which could be a
valuable feedback mode to increase the level of realism in simulation.
It should also be pointed out that the methods developed in this thesis depend heavily on
voxels. One of the disadvantages of voxels is the jagged representation of an object geometry
which leads to loss of accuracy in different computational tasks. In addition, the VPS collision
detection method suffers from the tunneling effect which refers to missing thin structures when
the tool movement is larger than the voxel size. This thesis also did not present any results
using a haptic device with a range of force and stiffness similar to the ones observed in glenoid
reaming.
6.3 Recommendations for Future Research
The results presented in this thesis open new doors to future research on surgery simulation
and biomechanics research in various directions. In the context of modeling of bone machin-
ing operations, this thesis suggests performing calibration experiments using robots with low
compliance and high stiffness. As bone machining operations are performed manually by sur-
geons, the use of robots for experiments appear to be a more effective approach to replicate
these operations, compared to CNC machines. It is worth mentioning that the robot should be
programmed in force-control mode and different levels of force should be applied during the
experiments. Besides, acquiring µCT image of specimens prior to experiments can be useful
for accurate measurement of bone material properties and also measurement of instantaneous
tool-bone intersection volume. It should be pointed out that the latter also requires precise
measurement of tool and bone position and orientation throughout the experiments.
Concerning with analytic modeling of glenoid reaming, this thesis suggests considering
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theoretical approaches in material scraping as the reamer spindle speed is significantly low and
material removal can be the result of rubbing bone surface instead of shearing. In addition, a
valuable extension of the current work is to model scapula mobility during glenoid reaming
and replicate its effects during haptic simulations. For haptic simulations of this operation, the
use of an admittance display device is recommended even though these devices are generally
more expensive than impedance displays. However, a future research to construct a custom and
affordable admittance display that is capable to handle the range of force and stiffness observed
in glenoid reaming will be extremely advantageous to replicate this operation realistically. Such
haptic device can generally beneficial for simulation of any stiff objects, as well.
In terms of the computational tools for the simulator software, the collision detection al-
gorithm can be improved in different ways. For example, although the proposed method for
VOI calculation is fast, it is conservative in a sense that it overestimates the intersection vol-
ume and results in culling only a portion of unnecessary threads. Therefore, a more accurate
VOI calculation method can further reduce the algorithm running time. In addition, the algo-
rithm does not update bone OBB as bone undergoes material removal. A method to rapidly
reconstruct bone OBB can lead to a tighter fit and can subsequently improve the accuracy of
broad-phase computations. Furthermore, the algorithm can be integrated with continuous col-
lision detection techniques such as internal bisection [193] in order to determine the exact time
of tool-bone contact and eliminate the unwanted tunneling effect.
It is difficult to expect that a VR simulator - irrespective of the level of fidelity it pro-
vides - become employed in a surgeon training program without validation studies. In fact,
as discussed in Chapter 1, one fundamental barrier for the use of simulation-based training in
orthopaedics is the lack of validated simulators [10]. Therefore, internal and face validity of
the developments of this thesis can be the focus an important future work. In addition, the use
of feedback from surgeons during using the simulator can be valuable to modify the simulator
design and enhance its practicality, as previously performed in [20], [29].
Regarding finite element modeling, the algorithm presented in Chapter 2 can be enhanced
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in several ways. Since the algorithm constructs hexahedral elements per CT voxels indepen-
dently, it can benefit from out-of-core methods for more efficient memory management. This
can be effectively combined by GPU parallelization to achieve higher computing performance.
Moreover, although automatic segmentation of CT images continues to remain a formidable
challenge, the algorithm can be integrated with image processing techniques to reduce man-
ual steps in converting CT data to FEMs. It is also noteworthy that the algorithm generates
equally shaped and sized elements which can lead to loss of accuracy in geometrical modeling.
Therefore, another possible extension of the current work can be focused on the generation of
adaptively-sized hexahedral elements that are possibly dimensioned through curvature track-
ing algorithms. However, this task is not trivial due to the occurrence of hanging nodes in the
generated mesh [201]. Evidently, all these future extensions would lead to the generation of
true hexahedral meshes as opposed to their present Cartesian aspect.
6.4 Significance
This thesis presented one of the first attempts to construct a VR surgery simulator for glenoid
reaming to be primarily used as a convenient tool for practicing one of the most challenging
tasks of TSA. While TSA continues to remain as a challenging orthopaedic surgery, the need
for this surgery is continuously growing [50]. Given the overall aging of the American pop-
ulation, the demand for TSA is predicted to increase by 333.3% in patients younger than 55
years and by 755.4% in older patients, from 2011 to 2030 [202]. Even though such projections
have not been reported for Canadians, it can be safely assumed that similar trends exist. It is
presently believed that using a VR surgery simulator can effectively increase surgeons’ vol-
ume of practice for this surgery and will ultimately translate into reduced procedure time and
revision rates of TSA. The work presented in this thesis also contributes advances in methods
and knowledge in the general area of surgery simulation and can be regarded as a step forward
toward wider implementation of this technology in surgeon training programs.
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Beyond the context of surgery simulation, the algorithms developed in this thesis are ad-
vantageous to various engineering problems. With the continuous grow in computing power,
micro-level structural analysis of bone is becoming more popular. The Cartesian mesh gen-
erator presented in Chapter 2 serves as a fast and robust computational tool for construction
of hexahedral µFEMs and has been successfully applied in several micro-level finite element
studies of cancellous bone thus far [203]–[205]. This algorithm is also presented in [206]–
[208] and is made available online for public use [209].
The use of voxels in geometrical modeling is currently receiving a surge of interest. Over
the past few years, voxels have been utilized in many problems including skeleton extraction
from mesh [210], composite model representations of functionally gradient materials [211], 3D
printing [212], generation of porous surfaces [213], mesh repair [214], thickness analysis [215],
etc. The voxelization toolkit presented in Chapter 3 is one of the fastest and most versatile tools
that is currently available and can be effectively utilized to construct voxelized models. This
toolkit is also presented in [216], [217] and is made available online for public use [218].
Appendix A
Oblique Cutting Model for Glenoid
Reaming
The oblique cutting model introduced in Section 1.6.1 serves as the basis for many mechanistic
models that have been developed for various bone machining operations. This approach uses
infinitesimal elements on tool cutting lips and computes elementary cutting forces which are
then aggregated to compute thrust and torque. The resulting model is constituted by a set of
equations that are specific to geometry of the tool. Since these equations have not been derived
for glenoid reaming in the present literature, this appendix focuses on geometrical treatments
and mathematical derivations required for mechanistic modeling of this bone machining op-
eration. While mechanistic modeling is not utilized for modeling of glenoid reaming in this
thesis, the developments of this appendix can be used for future research toward theoretically
more profound modeling of this operation.
A.1 Reamer Geometry
The spherical glenoid reamer considered in this thesis contains five cutting lips. For an arbitrary
point A on a cutting lip, the radius r is defined as the distance from A to reamer axis, as shown
in Fig. A.1. For this reamer, the normal rake angle γn that was introduced in Fig. 1.4 is zero
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Figure A.1: A sample point on reamer cutting lip and its radial distance
for all points on the cutting lips. However, the clearance angle, which is defined between the
relief face and workpeice, is varying as a function of r. The clearance angle has an insignificant
effect on cutting forces and can be neglected in subsequent developments [60], [86]. There are
three other angles that play important roles in mechanics of oblique cutting and are described in
the remainder of this section. The subsequent developments are only presented for the curved
section of the cutting lips and can be easily extended to the flat sections, as well.
A.1.1 Web Angle
Web angle β is defined as the angle between radial direction and cutting lip, measured in xy
plane, as shown in Fig. A.2. Considering the triangle ABC and applying the law of sines, it
follows that























Figure A.2: Definition of web angle for reamer
It is noteworthy that α is specific to the reamer geometry and is equal to 9.46◦ for the reamer
considered in this thesis.
A.1.2 Point Angle
The point angle ε for an arbitrary point A on a reamer cutting lip is defined as the tangent to
the point, on yz plane. As it can be implied by Fig. A.3, this angle varies along the cutting
lip and can be calculated as a function of r. Each reamer cutting lip can be regarded as an arc
of an ellipse whose major and minor axes lengths are 2a and 2b, respectively. Therefore, the






= 1, 0 ≤ z ≤ b, −a ≤ y ≤ a. (A.3)







Figure A.3: Definition of point angle for reamer
It is worth mentioning that for the reamer under consideration, a = 18.25 mm and b = 9mm.
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on the yz plane. In addition,






= 1, −b ≤ z ≤ 0, a ≤ y ≤ 0, (A.4)
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According to the tangency condition, the expression b2m2 + a2 − c2 = 0 must hold true. As a


















From the ellipse equation (A.3), it can be found zA = −ba
√
a2 − r2 and yA = r. Therefore, the
slope of the tangent at A is given by m = ar
√
a2 − r2, which ultimately concludes the following
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A.1.3 Inclination Angle
Since the cutting lips do not intersect the reamer axis, there exists a non-zero inclination angle
on the rake face. Using ε and β, this angle can be defined as follows
λ = sin−1 (sin β cos µ sin ε + sin µ cos ε) , (A.8)
where µ is called cutting angle and will be defined later. The derivation of the above expression
can be found in [68], [219].
A.2 Coordinates Transformations in Oblique Cutting
In oblique cutting, there exists an acute angle λ between cutting edge and normal to tool ve-
locity vector V in a plane containing both V and cutting edge. This angle is the angle between
the cutting edge and x′ in Fig. A.4. To study forces at an arbitrary point A on cutting edge, a
Cartesian coordinate system x′y′z′ is considered at this point. In this coordinate system, y′ is
aligned with V and x′ is perpendicular to y′ in a plane defined by y′ and cutting edge i.e. the
plane on which λ is defined. Finally, z′ is made perpendicular to x′y′ plane. According to [61],
when the rake face comes into contact with the workpiece, two elementary forces, one tangen-
tial to the rake face d ft and one normal d fn to the face, are generated as a result of shearing







− cos γn sin λ sin ηc cos λ − cos ηc sin γn sin λ
− cos γn cos λ cos ηc sin γn cos i + sin ηc sin λ
− sin γn cos ηc cos γn

 d fnd ft
 , (A.9)
where ηc denotes the chip flow direction which is approximately equal to λ, according to the
chip flow law of Stabler [220]. The forces obtained in x′y′z′ coordinates must be transformed
to the machining coordinates system and aggregated to compute global thrust and torque.











Figure A.4: Coordinates system defined for elementary forces in oblique cutting
The machining coordinates system xyz is shown in Figs. A.2 and A.3 where x is along radial
direction and z is aligned with tool axis and global thrust. The axis y is made perpendicular
to the xz plane. When there is no feed-force applied, V is aligned with y which results in
coincidence of y′ and y. However, in presence of a feed-force, V is inclined downward and
can be decomposed into two components: Vn which is aligned with the z-axis and Vt which
corresponds to the tangential velocity and is aligned with y.
The angle between V and Vt or y and y′ measured in a plane perpendicular to the radial








where f denotes feed rate. One of the advantages of introducing this angle is facilitating finding
the rotation matrix between xyz and x′y′z′ coordinate systems which is denoted by R. Another
angle that helps finding such transformation matrix is the second Euler angle τ that is used to
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align x′ with y′. This angle can be calculated using the following expression
τ = cos−1
(




Using these angles, R becomes
R =

cos τ 0 − sin τ
sin τ sin µ cos µ cos τ sin µ
sin τ cos µ − sin µ cos τ cos µ
 , (A.12)
which can utilized to transform the elementary forces from oblique cutting coordinates to the
machining coordinates system.
A.3 Thrust and Torque in Glenoid Reaming
Once the elementary forces are transformed to the xyz coordinates systems, it is straightforward









where dmk = rkd fy,k represents the torque generated by an element, N = 5 indicates the number
of cutting lips, n is the number of elements imposed on each cutting lip, and the subscript k de-
notes one element. Considering rotation matrix described by (A.12), the following expression
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can be written for each element
 d fZdm
 =







Next, using (A.9) and substituting γn = 0, ηc = λ, it follows that
d fz = (− sin τ cos µ sin λ + sin µ cos λ)d fn
+(sin τ cos µ sin λ cos λ − sin µsin2λ + cos τ cos µ cos λ)d ft,
(A.16)
and
dm = (−r cos λ)d fn + (rsin2λ)d ft. (A.17)
The above expressions combined with (1.1) are sufficient to determine thrust and torque in
glenoid reaming.
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