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1CHAPTER 1
Introduction
This dissertation is denoted to two-time-scale stochastic systems. The systems under
consideration are modeled by stochastic dierential equations with regime switching. For-
mulations using regime switching have appeared in a wide variety of situations including
manufacturing systems, communication networks, nancial engineering, ecology and biology
modeling, multi-agent control systems etc. One of the main characteristics is the coexistence
of continuous dynamics and discrete events. The continuous dynamics can be formulated
by use of stochastic dierential equations, whereas the discrete events have very dierent
features. The focus in this work is placed on such systems with two-time scales. We consider
the situation that the discrete events have a large state space with large number of elements.
The large state space can however be partitioned into several subspaces. States within each
subspace move rapidly, whereas the transitions from one subspace to another take place in a
relatively slow pace. Using the idea of decomposition and aggregation, we lump all the states
within each subspace into a \super" state. Then the total number of states in the newly
aggregated state space is drastically reduced. The rationale is that using such a formulation,
we can substantially reduce the computational complexity. In the early 1960s, the so-called
nearly completely decomposable system models came into being. In the late 1990s, much
work was done for two-time-scale Markov chains. Expanding on these ideas, this dissertation
examines systems with switching diusions with two-time scales.
The rst part of the work focuses on studying Lienard equations with regime swash-
2ing. The well-known Lienard equations was named after the French physicist Alfred-Marie
Lienard. Such equations have been studied extensively in the literature of dynamic systems
and ordinary dierential equations (ODEs). The standard Lienard equation has the form
(t) + f((t)) _(t) + g((t)) = 0;
which may be written as a rst-order system of equations. During the development of radio
and vacuum tubes, the Lienard equations were used to model oscillating circuits. These equa-
tions have also been used to describe certain mechanical systems in physics and engineering.
Parallel to the development of deterministic systems, there is a large amount of work on
Lienard equations perturbed by white noise.
Recently, much interests are devoted to Lienard systems subject to both white noise
perturbation and random environment inuence in which an additional random switching
process is added [35, 40]. Such models belong to a class of Markov processes involving both
continuous states and discrete events. The discrete events are used to model random envi-
ronment and other random factors that cannot be described by dierential equations. In [34],
we studied randomly-switching Lienard equations in which the switching process depends
on the continuous states. A number of results including existence and uniqueness of solution
of the underlying equations, regularity, and ergodicity were obtained. Moreover, in Chapter
3, we shall discuss the weak convergence limit of Lienard equations. The model of interest
3can dened as follows:
dX"1(t) = X
"
2(t)dt;
dX"2(t) =  
 
X"2(t)f(X
"
1(t); 
"(t); t) + g(X"1(t); 
"(t); t)

dt+ h(X"1(t); 
"(t); t)dw(t);
X"(0) = x and "(0) = ;
where w(t) is a standard one-dimensional Brownian motion. The random process "() is a
continuous-time Markov chain with state space M and it is independent of the Brownian
motion w().
The second part of the work is on near-optimal control of two-time-scale switching dif-
fusions. The class of singularly perturbed Markov chain has been studied extensively in
recent years. The notation of relaxed control is introduced for stochastic system in Flem-
ing [9] and for deterministic optimal control problem in Warga [33]. The motivation for the
rst study is devoted to singulary perturbed controlled diusion. The singularly perturbed
problems of control has been considered in both stochastic and deterministic literature in
[2, 15, 16, 18, 17, 22]. In [2] is devoted to studying the role of perturbations in problems
of the optimal control of dierential equations. Kokotovic and Khalil make a collection of
reprint of 61 articles including with singular perturbation method to system analysis and
control. The book by Kokotovic, Khalil and OReilly [17] is a good source for example make
the book useful for students of undergraduate and graduate levels. In [22] weak convergence
method and singularity perturbed were used to prove some important results in stochastic
control.
4We consider the following stochastic dierential equation with regime switching
x"(t) = x0 +
 t
0
b(x"(s); "(s); u"(s))ds+
 t
0
("(s); x"(s))dw(s)
"(0) = i0 2M
where b(; ; ) : Rk M U ! Rk, () : Rk M! R2k are given functions. Suppose that
w() be a standard one-dimensional Brownian motion and "() is the continuous Markov
chain with state spaceM such that the random process "() is independent of the Brownian
motion w(). The cost function has the form
J"(u"()) = J"(x0; i0; u"()) = Ex0;i0
 T
0
C(x"(s); "(s); u"(s))ds
where Ex0;i0 denotes the expectation taken with x
"(0) = x0 and 
"(0) = i0.
The next chapter is devoted to Van der Pol oscillator. The Van der Pol is one of an
example of nonlinear oscillators. This model was investigated by Van der Pol (1889-1959)
in 1927 [31] while he was an engineer at Philps company. This model has being extensively
studied in [3, 4, 7, 25, 29, 30, 32]. The Van der Pol oscillator is used a variety of mechanical,
electrical, physics and biological sciences. For example, Van der Pol and Van der Mark
[30, 32] describes the hearts behavior. Fitzhagh [7] and Nagumo et. al. [25] describe the
action potentials of neurons. Further application of Van der Pol oscillator we can found in
[4, 29]. The standard form of the Van der Pol oscillator can dened as follows
y   (1  y2) _y + y = 0
where x is the dynamical variable and  > 0 a parameter. In this chapter we investigate the
5behavior of systems of Van der Pol oscillator by introducing the noise. Simulation results are
presented.
Finally, we conclude the dissertation by providing some further remarks. In addition,
some preliminary results are recalled as well.
6CHAPTER 2
Stochastic Lienard Equations with Random Switching
and Two-time Scales
2.1 Introduction
This chapter is concerned with randomly switching Lienard equations. Our main concern
is that the state space of the discrete events or the switching process is large. We focus on
reducing the computational complexity. Treating large-scale systems, Simon and Ando noted
in [27] that in a large-scale system, not all states change at the same rates. Some of them
vary rapidly and others change slowly. In [5], the idea of decomposition and aggregation
was brought in aiming at reducing the computational complexity. In this chapter, we are
dealing with the models in which the state space of the discrete events is rather large. We
use the idea of decomposition and aggregation to treat the problems under consideration.
Denote the switching process by (t). To highlight the dierent rates of actions or transition
frequencies, we introduce a small parameter " > 0 into the system, and write (t) = "(t).
So the system under consideration becomes one with two-time scales. Based on time-scale
separation, our eort is then to obtain asymptotic properties of the underlying system.
Specically, we assume the state space of the discrete events can be decomposed into l weakly
connected subspaces. Within each subspace, the transitions of the discrete events take place
in a fast pace. Among dierent subspaces, the transition occurs relatively infrequently. We
then aggregate the discrete states in each subspace into one super state and show that such
7aggregations lead to a limit system that can be represented as the average of the original
system with respect to the quasi-invariance measure of the switching process. We analyze
the limit properties by means of martingale problem formulation,
The idea of averaging has played an important role in numerous stochastic systems. For
some of the developments, we mention the work [12, 13] for two-time-scale diusions, [14] for
singularly perturbed Markov chains, [1] for a class of problems involving switching processes
with the use of diusion approximation approach, [19, 20] for diusion approximation in
evolutionary systems using semi-Markov processes, and [26] for two-time-scale manufacturing
systems and hierarchical decision making.
The rest of the chapter is arranged as follows. Section 2.2 presents the precise formulation
of the problem. Section 2.3 concerns the limit properties of the system. Section 2.4 makes
further remarks and concludes the chapter.
2.2 Formulation
Let (
;F ; P ) be a complete probability space. Consider the usual Lenard equation with an
additional white noise perturbation. Moreover, assume the coecients of the equation all
depend on a switching process. Use z0 to denote the transpose of z 2 Rl1l2 for l1; l2  1.
Setting X(t) = (X1(t); X2(t))
0 = ((t); _(t))0, to reect the "-dependence, we write X(t) as
8X"(t) in what follows. We present the model of interest as follows:
dX"1(t) = X
"
2(t)dt;
dX"2(t) =  
 
X"2(t)f(X
"
1(t); 
"(t); t) + g(X"1(t); 
"(t); t)

dt+ h(X"1(t); 
"(t); t)dw(t);
X"(0) = x and "(0) = ;
(2.1)
where w(t) is a standard one-dimensional Brownian motion. Often, one considers Lienard
equations that are autonomous. Here, for more generality, we assume t depend in the dy-
namics. So the systems become time-varying. The random process "() is a continuous-time
Markov chain with state spaceM and it is independent of the Brownian motion w(). In this
chapter, we consider the case that the state spaceM is large in that jMj, the cardinality of
M is a large number.
(A1) For each  2 M and each t 2 [0; T ], the functions f(x1; ; t), g(x1; ; t), and h(x1; ; t)
in (2.1) satisfy the local Lipschitz condition with respect to x1. These functions are
continuously dierentiable with respect to t for each x1 and  2M.
(A2) There exists a positive constant K0 > 0 such that for each  2M,
infff(x1; ; t) : x1 2 Rg   K0 uniformly in t;
 x1
0
g(u; ; t)du!1 as jx1j ! 1 uniformly in t;
(2.2)
and that for each  2 M, h(x1; ; t) is innitely dierentiable w.r.t. x1 satisfying 0 <
h(x1; ; t)  K0 for all x1 2 R uniformly in t.
9Under the conditions above, we obtain the existence and uniqueness of the solution of
(2.1). We state it as a lemma below and refer the reader to [34] for a detailed proof.
Lemma 2.1. Under conditions (A1) and (A2), (2.1) has a unique strong solution for each
initial condition (X"(0); "(0)) = (x; ).
Next, we assume that the generator of the switching process is a time-inhomogeneous
Markov chain with the generator given by
Q"(t) =
1
"
eQ(t) + bQ(t); (2.3)
such that
eQ(t) = diag( eQ1(t); : : : ; eQl(t)); (2.4)
where diag(A1; : : : ; Ak) denotes a block diagonal matrix with entries A1; : : : ; Ak of proper
dimensions, that each eQi(t) is a generator of suitable dimension and bQ(t) is another generator
of a continuous-time Markov chain. The rationale is that we decompose the state space into
weakly connected subspaces, M = M1 [    [ Ml where Mi = fsi1; : : : ; simig. From now
on, we often use a double index sij to denote a state in M. To proceed, we need another
condition.
(A3) For each i 2 M = f1; : : : ; lg, eQi(t) 2 Rmimi is weakly irreducible in the sense that
the system of equations
i(t) eQi(t) = 0; 1lmii(t) = 1
has a unique solution, where 1lmi = (1; : : : ; 1)
0 2 Rmi1 and i(t) is termed a quasi-
stationary distribution satisfying i(t) = (i1(t); : : : ; 
i
mi
(t)) 2 R1mi with ij(t)  0 for
j = 1; : : : ;mi. Both eQ() and bQ() are bounded and measurable.
10
The motivation of the model is that although the state space M is not completely de-
composable into l subspaces, the actions or transitions among dierent subspaces are weak.
Dene "(t) = i when "(t) 2 Mi. Note that "() is not a Markov chain. Nevertheless,
using (A3), we obtain the following weak limit of "() by virtue of [37, Lemma 7.4].
Lemma 2.2. The process "() converges weakly to () that is generated by
Q(t) = diag(1(t); : : : ; l(t)) bQ(t)e1l; (2.5)
where e1l = diag(1lm1 ; : : : ; 1lml):
Note that in view of our partition, we may write the associated operator corresponding
to the switching diusion dened in (2.1) as: For each i = 1; : : : ; l and j = 1; : : : ;mi, ` = sij,
and suitable smooth function V (; `; ) 2 C2;1(R2  [0; T ];R), and Q"(t) = (q"`(t)),
L"V (x; `; t) = @V (x; `; t)
@t
+
1
2
h2(x1; `; t)
@2
@x22
V (x; `; t) + x2
@
@x1
V (x; `; t)
 x2f(x1; `; t) + g(x1; `; t) @
@x2
V (x; `; t) +
X
2M
q"`(t)

V (x; ; t)  V (x; `; t):
(2.6)
2.3 Asymptotic Properties
Consider the pair of processes Y "() = (X"(); "()). We aim to show that Y "() converges
weakly to Y () = (X(); ()) such that X() is the solution of the switching Lienard equation
dX1(t) = X2(t)dt
dX2(t) =  [X2(t)f(X1(t); (t); t) + g(X1(t); (t); t)]dt+ h(X1(t); (t); t)dw(t);
(2.7)
11
and that () is a continuous-time Markov chain given by Lemma 2.2. where h(x1; i; t) is the
square root of h
2
(x1; i; t) with
f(x1; i; t) =
miX
j=1
ij(t)f(x1; j; t);
g(x1; i; t) =
miX
j=1
ij(t)g(x1; j; t);
h
2
(x1; i; t) =
miX
j=1
ij(t)h
2(x1; j; t):
(2.8)
Associated with the limit process, for each i 2M and a suitably smooth function V (; i; ) 2
C2;1(R2  [0; T ];R), dene an operator L as follows:
LV (x; i; t) = @V (x; i; t)
@t
+
1
2
h
2
(x1; i; t)
@2
@x22
V (x; i; t) + x2
@
@x1
V (x; i; t)
 x2f(x1; i; t) + g(x1; i; t) @
@x2
V (x; i; t)
+
X
j2M
qij(t)

V (x; j; t)  V (x; i; t);
(2.9)
where Q(t) is given by (2.5).
Theorem 2.3. Assume (A1){(A3), and suppose that (2.7) has a unique solution in the
sense of in distribution for each initial condition. Then Y "() converges weakly to Y () =
(X(); ()) such that X() is a solution of (2.7) and () is a continuous-time Markov chain
generated by Q(t) given in (2.5).
Remark 2.4. An equivalent way of stating Theorem 2.3 is: (X(); ()) is a solution of the
martingale problem with operator L.
12
Proof. The proof of the theorem will be divided into several steps. These steps are realized by
presenting a number of lemmas. We prove the weak convergence using a martingale problem
formulation.
Step 1: Uniqueness of the martingale problem. The uniqueness in the sense of in dis-
tribution of the limit stochastic dierential equation with switching (2.7) implies that the
martingale problem with operator L has a unique solution in the sense in distribution.
Step 2: A truncated process. To continue with the proof of weak convergence, we use a
truncation methods; see [24, p. 284] for details. The idea is that for each 0 < N < 1, we
work with X";N() that is equal to X"() up until the rst exit from SN = fx 2 R2 : jxj  Ng,
the ball with radius N . Such a process X";N() is known as an N -truncation of X"(). Dene
a truncation function as a smooth function such that
TN(x) =
8>>>>>>>><>>>>>>>>:
1; x 2 SN ;
0; x 2 R2   SN+1:
Note that the truncation is such that it equals 1 when x is in the ball with radius N and is
0 outside the ball of radius N + 1 and is smoothly connected. Consider
dXN1 (t) = X
N
2 (t)dt
dXN2 (t) =  [XN2 (t)f
N
(XN1 (t); (t); t) + g
N(XN1 (t); (t); t)]dt
+h
N
(XN1 (t); (t); t)dw(t);
(2.10)
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where
N(x; i; t) = (x; i; t)TN(x) for 
N() = f(); or g(); or h():
Associated with the truncated process, we dene a truncated operator as follows. For each
i 2M and a suitably smooth function V (; i; ) 2 C2;1(R2 [0; T ];R), dene an operator LN
as follows:
LNV (x; i; t) = @V (x; i; t)
@t
+
1
2
h
N;2
(x1; i; t)
@2
@x22
V (x; i; t) + x2
@
@x1
V (x; i; t)
 x2fN(x1; i; t) + gN(x1; i; t) @
@x2
V (x; i; t)
+
X
j2M
qij(t)

V (x; j; t)  V (x; i; t);
(2.11)
where we used the notation hN;2(x1; ; t) = (h
N(x1; ; t))
2.
Proposition 2.5. Under the conditions of Theorem 2.3, (X";N(); "()) converges weakly to
(XN(); ()) such that XN() is the solution of the truncated Lienard equation (2.10) and
() is the Markov chain generated by Q(t) given in (2.5).
The proof of Proposition 2.5 is again divided into several steps. We proceed to carry out
the steps in what follows.
Step 2.1: Tightness of (X";N(); "()). This is proved by Lemma 2.6. Denote by D([0; T ] :
R2  M) the space of functions dened in [0; T ] with values in R2  M that are right
continuous and have left limits endowed with the Skorohod topology (see [24, p. 228]).
Lemma 2.6. Under the conditions of Proposition 2.5, (X";N(); "()) is tight in D([0; T ] :
R2 M).
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Proof of Lemma 2.6. For any  > 0, t > 0, and s > 0 satisfying 0 < s  , we have
E"t
X";N(t+ s) X";N(t)2
 KE"t
 t+s
t
X";N2 (u)du
2
+KE"t
 t+s
t
[ X";N2 (u)fN(X";N1 (u); "(u); u) + gN(X";N1 (u); "(u); u)]du
2
+KE"t
 t+s
t
hN(X";N1 (u); 
"(u); u)dw(u)
2 :
(2.12)
By virtue of the familiar Holder inequality and the boundedness fN() and gN() together
with the choice of  > 0, it is readily seen that
E"t
 t+s
t
[ X";N2 (u)fN(X";N1 (u); "(u); u) + gN(X";N1 (u); "(u); u)]du
2
 Ks2  K2  K:
(2.13)
Likewise, we obtain
E"t
 t+s
t
X";N2 (u)du
2  K: (2.14)
where E"t denotes the conditional expectation with the -algebra of fw(s); "(s); s  tg.
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By using the properties of stochastic integrals, we obtain
E"t
 t+s
t
hN(X";N1 (u); 
"(u); u)dw(u)
2
 E
 t+s
t
jhN(X";N1 (u); "(u); u)j2du
 K:
(2.15)
Combining (2.13){(2.15) and applying these to (2.12), taking lim sup" followed by lim, we
obtain
lim
!0
lim sup
"!0
E"t f sup
0s
E"t
X";N(t+ s) X";N(t)2g = 0;
where E"t denotes the conditional expectation w.r.t. the -algebra generated by fw(u); "(u) :
u  tg. Thus the tightness of fX";N()g follows. Furthermore, this tightness together with
the tightness of f"()g implies that of (X";N(); "()g. The lemma is proved.
Step 2.2: Characterization of the limit. Since f(X";N(); "())g is tight, we can extract
convergent subsequences by Prophorov's theorem. Select such a sequence and for notational
simplicity, still denote the sequence by (X";N(); "()). Denote the limit by (XN(); ()).
By Skorohod's representation, with a slight abuse of notation, we assume (X";N(); "())
converges to (XN(); ()) in the sense of w.p.1. The convergence is uniform in any bounded
interval. We proceed to characterize the limit process. This is done by showing that the limit
is a solution of the martingale problem with operator LN .
First, we note that the following holds. By the weak convergence of (X";N(); "()) to
(XN(); ()) and the Skorohod representation, for any bounded and continuous function
(; ) : R2 M 7! R, any positive integer , any t and s > 0 with t+ s  T , and any ti  t
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for any i  , we have
lim
"!0
E(X";N(ti); 
"(ti) : i  )[V (X";N(t+ s); "(t+ s); t+ s)  V (X";N(t); "(t); t)]
= E(XN(ti); (ti) : i  )[V (XN(t+ s); (t+ s); t+ s)  V (XN(t); (t); t)]:
(2.16)
To proceed, for each  2 M, let V (; ; ) 2 C2;10 (R2  [0; T ] : R) (that is, C2;1 functions
with compact support). Dene
bV (x; ; t) = lX
i=1
V (x; i; t)If2Mig: (2.17)
It is readily seen that V (X";N(t); "(t); t) = bV (X";N(t); "(t); t). That is, to work with "() is
equivalent to work with "() using the structure of the function bV (). For any (1=2) <  < 1,
subdivide [t; t+ s] into subintervals of length "1  by choosing M" = bs="1 c (the integer
part of s="1 ) and sk = k"1  such that t = s0  s1      sM" = t+ s: Denote
L"(t; s) := E(X";N(ti); 
"(ti) : i  )
[V (X";N(t+ s); "(t+ s); t+ s)  V (X";N(t); "(t); t)]:
Then we have
L"(t; s) = E(X";N(ti); 
"(ti) : i  )
[bV (X";N(t+ s); "(t+ s); t+ s)  bV (X";N(t); "(t); t)]:
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It then follows that
L"(t; s) = E(X";N(ti); 
"(ti) : i  )
M" 1X
k=0
( sk+1
sk
@
@u
bV (X";N(u); "(u); u)du
+
 sk+1
sk
"
1
2
hN;2(X";N1 (u); 
"(u); u)
@2
@x22
bV (X";N(u); "(u); u)
+X";N2 (u)
@
@x1
bV (X";N(u); "(u); u)
 [X";N2 (u)fN(X";N1 (u); "(u); u)
+gN(X";N1 (u); 
"(u); u)]
@
@x2
bV (X";N(u); "(u); u)
+Q"(u)bV (X";N(u); ; u)("(u))#)du:
(2.18)
Step 2.2.1: Piecewise constant approximation. Here, we estimate the dierence of X";N(u)
and X";N(sk) for any u 2 [sk; sk+1). Using (2.1) with the X"() replaced by X";N(), the
Holder inequality, the boundedness of X";N(), fN(), gN(), and hN(), and the well-known
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properties of stochastic integrals, we obtain that for any u 2 [sk; sk+1),
E
X";N(u) X";N(sk)2
 KE

 u
sk
0BBBBBBBB@
X";N2 (r)
 (X";N2 (r)fN(X";N1 (r); "(r); r) + gN(X";N1 (r); "(r); r)
1CCCCCCCCA
dr

2
+KE

 u
sk
0BBBBBBBB@
0
h(X";N1 (r); 
"(t); t)dw(r)
1CCCCCCCCA

2
 O((u  sk)2) +K
 u
sk
EjhN(X";N(r); "(r); r)j2dr
 O(u  sk)  K"1 :
(2.19)
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Using the above obtained bounds, we further deduce
lim
"!0
L"(t; s) = lim
"!0
E(X";N(ti); 
"(ti) : i  )
M" 1X
k=0
" sk+1
sk
@
@u
bV (X";N(sk); "(u); u)du
+
 sk+1
sk
h1
2
hN;2(X";N1 (sk); 
"(u); u)
@2
@x22
bV (X";N(sk); "(u); u)
+X";N2 (u)
@
@x1
bV (X";N(sk); "(u); u)
 X";N2 (sk)fN(X";N1 (sk); "(u); u)
+gN(X";N1 (sk); 
"(u); u)
 @
@x2
bV (X";N(sk); "(u); u)
+Q"(u)bV (X";N(sk); ; u)("(u))i#du:
(2.20)
Step 2.2.2: Further approximation. We begin with the last term in (2.18). The structures
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of the bV () and eQ(t) imply that for u 2 [sk; sk+1),
Q"(u)bV (X";N(sk); "(u); u)
= bQ(u)bV (X";N(sk); "(u); u)
=
lX
i=1
miX
j=1
bQ(u)bV (X";N(sk); sij; u)If"(u)=sijg
=
lX
i=1
miX
j=1
bQ(u)bV (X";N(sk); sij; u)ij(u)If"(u)=ig
+
lX
i=1
miX
j=1
bQ(u)bV (X";N(sk); sij; u)[If"(u)=sijg   ij(u)If"(u)=ig]:
(2.21)
By virtue of [37, Theorem 7.2],
E(X";N(ti); 
"(ti) : i  )
M" 1X
k=0
"
lX
i=1
miX
j=1
 sk+1
sk
bQ(u)bV (X";N(sk); sij; u)[If"(u)=sijg
 ij(u)If"(u)=ig]
#
 K
M" 1X
k=0
E1=2
 sk+1
sk
[If"(u)=sijg   ij(u)If"(u)=ig]du
2
 KM""1=2  K" (1=2) ! 0 as "! 0:
By the weak convergence of (X";N(); "()), the Skorohod representation, and the denition
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of Q(t), we obtain that as "! 0,
E(X";N(ti); 
"(ti) : i  )
M" 1X
k=0
"
lX
i=1
miX
j=1
 sk+1
sk
bQ(u)bV (X";N(sk); sij; u)ij(u)If"(u)=ig]
#
! E(XN(ti); (ti) : i  )
h  t+s
t
Q(u)V (XN(u); (u); u)du
i
:
This yields that as "! 0,
E(X";N(ti); 
"(ti) : i  )
h
Q"(u)bV (X";N(u); ; u)("(u))dui
! E(XN(ti); (ti) : i  )
h
Q(u)V (XN(u); ; u)((u))du
i
:
(2.22)
Using similar argument, we obtain that as "! 0,
E(X";N(ti); 
"(ti) : i  )
h
 
M" 1X
k=0
 sk+1
sk
[X";N2 (u)f
N(X";N1 (u); 
"(u); u)
+gN(X";N1 (u); 
"(u); u)]
@
@x2
bV (X";N(u); "(u); u)dui
! E(XN(ti); (ti) : i  )
h
 
 t+s
t
[XN2 (u)f
N
(XN1 (u); (u); u)
+gN(XN1 (u); (u); u)]
@
@x2
V (XN(u); (u); u)du
i
;
(2.23)
E(X";N(ti); 
"(ti) : i  )
hM" 1X
k=0
 sk+1
sk
1
2
hN;2(X";N1 (u); 
"(u); u)
@2
@x22
bV (X";N(u); "(u); u)i
! E(XN(ti); (ti) : i  )
h t+s
t
1
2
h
N;2
(XN1 (u); (u); u)
@2
@x22
V (XN(u); (u); u)
i
;
(2.24)
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and
E(X";N(ti); 
"(ti) : i  )
hM" 1X
k=0
 sk+1
sk
@
@u
bV (X";N(u); "(u); u)dui
! E(XN(ti); (ti) : i  )
h  t+s
t
@
@u
V (XN(u); (u); u)du
i
:
(2.25)
Combining the estimates obtained thus far, (2.16), (2.22), (2.23), (2.24), and (2.25) imply
that
E(XN(ti); (ti) : i  )
h
V (XN(t+ s); (t+ s); t+ s)  V (XN(t); (t); t)
 
 t+s
t
LV (XB(u); (u); u)du
i
is a martingale.
Therefore, (XN(); ()) is a solution of the martingale problem with operator LN : Thus
Proposition 2.5 is proved.
Proposition 2.7. Under the conditions of Theorem 2.3, (X"(); "()) converges weakly to
(X(); ()) that is the solution of the Lienard equation (2.7).
Proof. The proof follows along the line of Step 4 of the proof of Theorem 5.1 [24, p. 285] (see
also [21, p.46]). Let PX(0)() and PN() be the measures on the Borel subsets of D([0; T ];R2)
induced by the solutionsX() andXN() of the corresponding Lienard equations, respectively.
The measure PN() is unique owing to the uniqueness of the solution to (2.10). Note that
PX(0)() and PN() agree on all Borel subsets of the set of paths in D([0; T ];R2) whose values
are in SN . Note PX(0)(suptT jX(t)j  N) ! 1 as N ! 1. These together with the weak
convergence of X";N() to XN() imply the weak convergence of X"() to X(). Since the
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limit is unique owing to the argument in Step 1 of the proof of Theorem 2.3, the chosen
subsequence is irrelevant. Thus X"() converges weakly to X().
By Proposition 2.7, we have established the desired convergence of (X"(); "()). There-
fore, the proof of Theorem 2.3 is complete.
Remark 2.8. We have developed a weak convergence result Theorem 2.3. Here we consider
a couple of specializations. First, suppose that there is no white noise perturbations involved.
We consider instead
dX"1(t) = X
"
2(t)dt;
dX"2(t) =  
 
X"2(t)f(X
"
1(t); 
"(t); t) + g(X"1(t); 
"(t); t)

dt;
X"(0) = x and "(0) = :
(2.26)
Thus we have fully degenerate case to deal with. Using the martingale problem formulation,
we obtain that (X"(); "()) converges weakly to (X(); ()) such that X() is a solution of
the averaged limit switching ODEs
dX1(t) = X2(t)dt;
dX2(t) =  
 
X2(t)f(X1(t); (t); t) + g(X1(t); (t); t)

dt;
(2.27)
where f() and g() are as dened in (2.8). Such switched ODEs have become more important
tools in modeling of networked systems in various situations.
The second specialization is: Suppose that the generator eQ(t) itself is weakly irreducible.
Denote its quasi-stationary distribution by (t) = (1(t); : : : ; m(t)). That is, all of its states
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belong to the same weakly irreducible class. In this case, "() acts like a noise. The rationale
is that as "! 0, the system changes more rapidly resulting in an average take place. Thus,
we obtain
dX1(t) = X2(t)dt;
dX2(t) =  (X2(t)f(X1(t); t) + g(X1(t); t))dt;
(2.28)
where
f(x1; t) =
mX
j=1
f(x1; j; t)j(t);
g(x1; t) =
mX
j=1
g(x1; j; t)j(t):
(2.29)
If m is a rather large number, then substantial reduction of complexity is achieved. The
original system is one with m discrete components, whereas the limit is a single Lienard
equation.
2.4 Further Remarks
We have considered Lienard equations under white noise perturbation and regime switching.
A limit system is obtained by means of martingale problem formulation. There are several
extensions and generalizations. We mention them in what follows.
2.4.1 Inclusion of Transient States
The developments of the previous sections treat such Markov chains having only recurrent
states. It is a natural generalization to examine stochastic Lienard equations with Markov
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switching in which the Markov chain also has transient states. To begin, let "(t) 2 M =
M1 [M2    [Ml [M, where Mi for i = 1; : : : ; l are as before and M = fs1; : : : ; smg
represents the transient states. The corresponding generator is still of the form (2.3), but
eQ(t) =
0BBBBBBBBBBBBBBBBBBBBBBB@
eQ1(t)
. . .
eQl(t)
eQ1(t)    eQl(t) eQ(t)
1CCCCCCCCCCCCCCCCCCCCCCCA
: (2.30)
(A4) For all t 2 [0; T ], and i = 1; : : : ; l, eQi(t) are weakly irreducible, and all eigenvalues of
eQ(t) have negative real parts. Both eQ() and bQ() are bounded and measurable.
Using the approach as in [37], partition
bQ(t) =
0BBBBBBBB@
bQ11(t) bQ12(t)
bQ21(t) bQ22(t)
1CCCCCCCCA
;
where
bQ11(t) 2 R(m m)(m m); bQ12(t) 2 R(m m)m ;
bQ21(t) 2 Rm(m m); and bQ22(t) 2 Rmm ;
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and dene
Q(t) = diag(
1(t); : : : ;  l(t))( bQ11(t)e1l + bQ12(t)(am1(t); : : : ; aml(t)))
Q(t) = diag(Q(t); 0mm);
(2.31)
where
e1l = diag(1lm1 ; : : : ; 1lml); 1lmj = (1; : : : ; 1)0 2 Rmj1;
and
ami(t) =   eQ 1 (t) eQi(t)1lmi ; for i = 1; : : : ; l: (2.32)
Using essentially the same argument but with modication on the transient part with the
help of using asymptotic results in [38], we obtain the following result.
Theorem 2.9. Under the conditions of Theorem 2.3 with (A3) replaced by (A4), (X"(); "())
converges weakly to (X(); ()) such that X() is a solution of (2.7) and () is a continuous-
time Markov chain generated by Q(t) given in (2.31).
2.4.2 Wide-band Noise Perturbations
In lieu of (2.1), we can consider
dX"1(t) = X
"
2(t)dt;
dX"2(t) =  
 
X"2(t)f(X
"
1(t); 
"(t); t) + g(X"1(t); 
"(t); t)

dt+
1
"
h(X"1(t); 
"(t); t)"(t);
X"(0) = x and "(0) = ;
(2.33)
27
where "(t) = (t="2) and () is a stationary process with E(t) = 0, E2(t) = 1, and
E2+(t) <1 for some  > 0 such that () is independent of the Markov chain "(). What
we have here is to replace the white noise by a wide-band noise process so that it \approx-
imates" the white noise. Recall that a wide-band noise process is one whose bandwidth is
large and as " ! 0, it approximates the white noise. This is a physical realization of the
ideal white noise. It often appears in many applications. Under such a setup, we can still
derive the desired limit result. We omit the details, but state the main result below.
Theorem 2.10. Assume the conditions of Theorem 2.3 with the modication that the Brow-
nian motion is replaced by "(t)=". Then the conclusion of Theorem 2.3 continuous to hold.
That is, (X"(); "()) converges weakly to (X(); ()) such that () is a continuous-time
Markov chain with generator Q(t) and X() is a solution of (2.7).
2.4.3 Future Study
For future study, we may consider the case that the generator Q"() is also x dependent.
Specically, we may consider that Q"(x; t) has similar form as (2.3), but
Q"(x; t) =
1
"
eQ(x; t) + bQ(x; t); (2.34)
where eQ(x; t) have the same diagonal block form as (2.4) but are also x-dependent. We
assume that for each i = 1; : : : ; l, eQi(x; t) is weakly irreducible in the sense that the system
of equation i(x; t) eQi(x; t) = 0 and i(x; t)1l = 1 has a unique solution. Assume that eQ(x; t)
and bQ(x; t) are bounded and continuous functions. In this case, we expect the averaged
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functions to have the forms
f(x; i; t) =
miX
j=1
ij(x; t)f(x1; j; t);
g(x; i; t) =
miX
j=1
ij(x; t)g(x1; j; t);
h
2
(x; i; t) =
miX
j=1
ij(x; t)h
2(x1; j; t):
(2.35)
Then it seems that we could proceed as in the previous case. Nevertheless, we note that
"(t) is no longer a Markov chain due to the x-dependence of its generator. Care needs to
be exercised to handle such cases.
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CHAPTER 3
Near-optimal Controls of Stochastic Dierential
Equations
3.1 Introduction
This chapter is devoted to the study of near-optimal controls of singularly perturbed control
systems. This chapter is arranged as follows. We rst give the problem formulation in Section
3.2. To proceed we use relaxed control formulation in Section 3.3. Finally, Section 3.4 proves
the limit systems and shows that the optimal control for the original singular perturbed
problem.
3.2 Problem Formulation
Consider a stochastic dynamical system with the states x"(t) 2 Rk and a feedback control
u() such that u(t) 2  , t  0 where   is a compact subset of Euclidean space. Let w() be
a standard one-dimensional Brownian motion on a probability space (
;F ; P ) with respect
to the ltration Ft. Suppose that "() is a continuous-time Markov Chain with " being a
small parameter with a nite-state spaceM = f1; 2; :::; lg. Consider b(; ; ) : RkMU !
Rk, (; ) : Rk M ! R2k are given suitable functions. Assume that "() and w() are
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independent. Consider the SDE with regime switching as follows
x"(t) = x0 +
 t
0
b(x"(s); "(s); u"(s))ds+
 t
0
(x"(s); "(s))dw(s)
"(0) = i0 2M
(3.1)
Consider the cost function J"(x0; i0; u
"()) as
J"(u"()) = J"(x0; i0; u"()) = Ex0;i0
 T
0
C(x"(s); "(s); u"(s))ds (3.2)
where Ex0;i0 denotes the expectation taken with x
"(0) = x0 and 
"(0) = i0. Our objective is
to nd the optimal control u"() that minimizes J"(u"()).
Throughout the chapter we need the following assumption
(A1) Assume that the generator of the Markov Chain has the form
Q"(t) =
1
"
eQ(t) + bQ(t); (3.3)
such that
eQ(t) = diag( eQ1(t); : : : ; eQl(t)) (3.4)
with all eQi(t) 2 Rmimi are irreducible generators for k = 1; :::; l. Both eQ(t); bQ(t)
are generators, bounded and measurable. To reduce the computational complexity we
decompose the state space into connected subspace, the state space of "() is given
by M = M1 [    [Ml = fs11; :::; s1m1 ; :::; sl1; :::; slmig. We use a double index sij to
denote a state.
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(A2) There exist a positive constant K such that for each  2M, each c 2 U , and x; y 2 Rk,
jb(x; ; c)  b(y; ; c)j  Kjx  yj;
j(x; )  (y; )j  Kjx  yj:
(A3) There exist a positive constants K and positive integer  such that for each  2 M
and any c 2 U ,
jC(x; ; c)j  K(1 + jxj):
In our setup, M is rather large in that the cardinality jMj of M is a large number.
Treating reduction of dimensionality, in [37], it is illustrated that we can aggregate the
elements corresponding to each Mi into a single state. Then the total number of states in
the aggregated process will be l. Denote the reduced space by M = f1; : : : ; lg, and dene
"(t) = i if "(t) 2Mi.
3.3 Relaxed Control Formulation
In this subsection we discuss the basic relaxed control and rewrite the control problem
using relaxed control formulation. The relaxed stochastic control was inaugurated in [9] for
stochastic system. The relaxed control was used in [33] for variational problem. The Near
optimal state feedback controls for stochastic systems with wideband noise disturbance was
discussed in [23]. Singularity perturbed stochastic control is devoted in [2]. Lately, much
interests are devoted to perturbed stochastic control and ltering problems is added [22].
Recall that the control space U is a compact set in some Euclidean space. Assume that
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B(S) is the -algebra of Borel subset of S. Suppose that
M = f ~m(); ~m() is a measure on B(U  [0;1)) and
~m(U  [0; t]) = t for all t  0g:
A random M-valued measure m() is an admissible relaxed control if for each B 2 B(U),
the function dened by ~m(B; t)  ~m(B [0; t]) is Ft measurable. An equivalent formulation
reads that ~m() is a relaxed control if
 t
0
f(s; c) ~m(ds dc)
is progressively measurable with respect to Ft for each bounded and continuous function
f().
It then follows that, if ~m() is an admissible relaxed control, then there is a measure-
valued function ~mt() (the \derivative") such that ~mt(dc)dt = ~m(dt  dc) and for smooth
functionf(),

f(s; c) ~m(ds dc) =  ds  f(s; c) ~ms(dc):
To proceed, we topologize M as follows. Let ffni(); i < 1g be a countable dense (under
the sup-norm) set of continuous functions on U  [0; n] for each n. Let
h ~m; fi =

f(s; c) ~m(ds dc); and
d( ~m1; ~m2) =
1X
n=1
2 ndn( ~m1; ~m2);
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where
dn( ~m1; ~m2) =
1X
i=1
2 i
j( ~m1   ~m2; fni)j
1 + j( ~m1   ~m2; fni)j
:
~mn()) ~m() for a sequence of measures means the weak convergence in M.
By using the relaxed control we can rewrite the switching diusion dened in (3.1) as
follows
x"(t) = x0 +
 t
0

U
b(x"(s); "(s); c)) ~m"s(dc)ds+
 t
0
(x"(s); "(s))dw(s)
"(0) = i0 2M
(3.5)
and the cost function dened in (3.2) as
J"( ~m"()) = J"(x0; i0; u"()) = Ex0;i0
 T
0

U
C(x"(s); "(s); c) ~m"s(dc)ds (3.6)
where ~m"s is the relaxed control. Our objective is to nd the optimal control ~m
"() that
minimizes J"( ~m"()).
The associated operator for the switching diusion dened in (3.5) is dened as follows;
for each i 2M, and for any twice continuously dierentiable function g(; i) dene L by
Lg(x; ) = 1
2
tr[(x; )0(x; )r2g(x; )] +

U
b0(x; ; c)rg(x; ) ~mt(dc)
+Q"(t)g(x; )();  2M
(3.7)
where
Q"(t)g(x; )() =
X

q"(t)g(x; );
rg(x; i) and r2g(x; i) denote the gradient and Hessian of g(x; i), respectively. Note that the
operator L in fact is control and " dependent. So we could write it as L"; ~m. However, for
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notational simplicity, we suppressed these dependence henceforth. To proceed, we state a
couple of preliminary results.
Lemma 3.1. The following assertions hold:
(a) Let ~m() be an admissible relaxed control for the limit problem (3.1) with x = x(0).
Then there is an Ft = fx(s); (s); s  tg adapted solution x() of the limit problem
such that
sup
0tT
Ejx(t)j2  K(1 + jxj2): (3.8)
(b) Let ~mn() converge weakly to m(), where ~mn() are admissible w.r.t. some Brownian
motion w(). Let x( ~mn(); ) be the trajectory satisfying (3.5) with ~mn() used. Then
(xn( ~mn; ); ~mn()) converges weakly to (x( ~m(); ); ~m()) satisfying (3.5) for some Brow-
nian motion w() such that ~m() is admissible with respect to w().
Lemma 3.2. Assume that (A2) and equation (3.10) has a unique (in the weak sense) solution
for each initial condition for the admissible triple ( ~m(); w()). Consider the cost function
(3.18). Given T > 0 and  > 0, there are a nite set fa1 ; : : : ; akg = U  U , a  > 0, and
a U-valued ordinary admissible stochastic control u() that is constant on each interval
[i; i + ) and is such that for all m,
P ~mx;i0(sup
tT
jx(t; u)  x(t; ~m)j > )  ;
jJ(x; i0; ~m)  J(x; i0; u)j  :
(3.9)
If the solution to (3.10) is unique in the weak sense for each admissible ~m(), then (3.9)
holds for all ~m() simultaneously.
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The proof of Lemma 3.1 (a) can be found in [39], and the proofs of Lemma 3.1 (b) as
well as Lemma 3.2 can be proved using the same techniques as in [8, 22, 23]. We thus omit
the details. Note that in Lemma 3.1, we can prove a strong result
E sup
0tT
jx"(t)j2 <1:
However, for our current problem, Lemma 3.1 is sucient.
3.4 Limit Results and Near-Optimal Control
In this section, we show that the weak limits dened in (3.1). We will use the ideal of
martingale problem. Finally, we present the existence of the optimal control.
Theorem 3.3. Assume (A1)-(A3). Let " ! 0 as " ! 0 and let ~m"() be a -optimal ad-
missible relaxed control for (3.1) with the cost dened in (3.2). Then the following assertions
hold:
(a) fx"( ~m"; ()); "(); ~m"()g is tight in D([0; T ] : Rk MM).
(b) (x"( ~m"(); ()); ); "(); ~m"()) converge weakly to (x( ~m(); (); ~m()) such that x() is
solution of the switching diusion
x(t) = x0 +
 t
0

U
b(x(s); (s); c)ms(dc) +
 t
0
(x(s); (s))dw(s)
(3.10)
where
b(x; i; u) =
miX
j=1
ij(t)b(x; sij; u)
(x; i)0(x; i) =
miX
j=1
ij(t)(x; sij)
0(x; sij):
(3.11)
36
Proof. We divided the proof of the theorem into several steps.
Step 1. Tightness. First note that Since the space of relaxed control M is compact,
f ~m"()g is tight in M. By virtue of [37, Theorem 7.4], f"()g is tight.
Next, we work with x";N(). We use a truncation device. For any 0 < N <1, let x";N()
be the N -truncation of x"(), which is x";N(t) = x"(t) up until the rst exit from the sphere
SN = fx : jxj  Ng. Dene a suciently smooth truncation N(x) as follows: (x) = 1 if
x 2 SN and (x) = 0 when x 2 Rk   SN+1. Dene
N(x; ; c) = (x; ; c)N(x) for  = b or :
Then we can rewrite the dierential equation as
x";N(t) = x0 +
 t
0

U
bN(x
";N(s); "(s); c)) ~m"s(dc)ds+
 t
0
N(x
";N(s); "(s))dw(s): (3.12)
By using the N -truncation and hence the boundedness of x";N(), the linear growth of the
b and , the Holder inequality, the basic properties of stochastic integration, and Lemma 3.1,
we have that for any  > 0 and " > 0, and for any t; s  0 with s  , there is a random
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variable "() > 0 such that
E"t jx";N(t+ s)  x";N(t)j2
 KE"t
 t+s
t

U
bN(x
";N(r); "(r); c)) ~m"r(dc)dr
2
+KE"t
 t+s
t
N(x
";N(r); "(r))dw(r)
2
 KsE"t
 t+s
t

U
bN(x
";N(r); "(r); c)) ~m"r(dc)
2 dr
+KE"t
 t+s
t
jN(x";N(r); "(r))j2dr
 E"t "():
Taking lim sup as "! 0 followed by lim!0, we obtain
lim
!0
lim sup
!0
E"() = 0:
Thus, the tightness criterion [21, Theorem 3, p. 47], fx";N()g is tight. We thus obtain that
(x";N(); "(); ~m"()) is tight.
Step 2. Characterization of the limit. To begin, dene a truncated operator by
LNg(x; ) = 1
2
tr[N(x; )
0
N(x; )r2g(x; )] +

U
b0N(x; ; c)rg(x; ) ~m"t(dc);  2M:
(3.13)
Again, we suppressed the " and control dependence in LN . Since (x";N(); "(); ~m"()) is tight,
by Prohorov's theorem, it has a convergent subsequence. For notational simplicity, we still
denote the sequence by fx";N(); "(); ~m"()g and denote the limit by (xN(); (); ~m()). By
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Skorohod representation, with a slight abuse of notation, we may assume that the convergence
is in the sense of w.p.1. The convergence is uniform on any nite time interval. We proceed
to characterize the limit process.
For each  2 M, each f(; ) 2 C20 (C2 functions with compact support), any bounded
and contiguous function h(), any 0  t; s < T , any positive integers p; q, and any ti  t, we
aim to show that
Eh(xN(ti); (ti); h'j; ~miti ; i  q; j  p)

h
(f(xN(t+ s); (t+ s))  f(xN(t); (t))) 
 t+s
t
Lf(xN(); ())d
i
= 0:
(3.14)
We start with the process index by ". By the weak convergence and the Skorohod repre-
sentation,
lim
"!0
Eh(x";N(ti); 
"(ti); h'j; ~m"iti ; i  q; j  p)(f(x";N(t+ s); "(t+ s))  f(x";N(t); "(t))
! Eh(xN(ti); (ti); h'j; ~miti ; i  q; j  p)(f(xN(t+ s); (t+ s))  f(xN(t); (t))):
(3.15)
To proceed, dene
f^(x; ) =
X
i2 M
f(x; i)If2Mig:
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Note that f(x"(t); "(t)) = f^(x"(t); "(t)). It follows that
Eh(x";N(ti); 
"(ti); h'j; ~m"iti ; i  q; j  p)

h
(f(x";N(t+ s); "(t+ s))  f(x";N(t); "(t))
i
= Eh(x";N(ti); 
"(ti); h'j; ~m"iti ; i  q; j  p)

h
(f^(x";N(t+ s); "(t+ s))  f^(x";N(t); "(t))
i
= Eh(x";N(ti); 
"(ti); h'j; ~m"iti ; i  q; j  p)

h  t+s
t
LN f^(x"(); "())d
i
:
Direct computation reveals that
 t+s
t
LN f^(x";N(); "())d
=
 t+s
t

U
rf^ 0(x";N(r); "(r))bN(x";N(r); "(r); c) ~mr(dc)dr
+
1
2
 t+s
t
tr[N(x
";N(r); (r))0N(x
";N(r); "(r))r2f^(x";N(r); "(r))]dr
+
 t+s
t
Q"(r)f^(x";N(r); "(r))dr:
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Note that
 t+s
t

U
rf^ 0(x";N(r); "(r))bN(x";N(r); "(r); c) ~mr(dc)dr
=
lX
=1
mX
`=1
 t+s
t

U
rf^ 0(x";N(r); s`)bN(x";N(r); s`; c) ~mr(dc)If"(r)=s`gdr
=
lX
=1
mX
`=1
 t+s
t

U
rf^ 0(x";N(r); s`)bN(x";N(r); s`; c) ~mr(dc)`(r)If"(r)=gdr
+
lX
=1
mX
`=1
 t+s
t

U
rf^ 0(x";N(r); s`)bN(x";N(r); s`; c) ~mr(dc)`(r)
[If"(r)=s`g   `(r)If"(r)=g]dr:
Using integration by parts and [37, Lemma 7.14] (see also [36, Theorem 3.6]), it can be shown
that
Eh(x";N(ti); 
"(ti); h'j; ~m"iti ; i  q; j  p)

h lX
=1
mX
`=1
 t+s
t

U
rf^ 0(x";N(r); s`)bN(x";N(r); s`; c) ~mr(dc)`(r)
[If"(r)=s`g   `(r)If"(r)=g]dr
i
! 0 as "! 0:
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Moreover, we can show that
Eh(x";N(ti); 
"(ti); h'j; ~m"iti ; i  q; j  p)

h lX
=1
mX
`=1
 t+s
t

U
rf^ 0(x";N(r); s`)bN(x";N(r); s`; c) ~mr(dc)`(r)If"(r)=gdr
i
! Eh(xN(ti); (ti); h'j; ~miti ; i  q; j  p)

h lX
=1
mX
`=1
 t+s
t

U
rf^ 0(xN(r); s`)bN(xN(r); s`; c) ~mr(dc)`(r)If(r)=gdr
i
= Eh(xN(ti); (ti); h'j; ~miti ; i  q; j  p)

 t+s
t

U
rf^ 0(xN(r); (r))bN(xN(r); (r); c) ~mr(dc):
Using similar techniques, we can prove that
Eh(x";N(ti); 
"(ti); h'j; ~m"iti ; i  q; j  p)
1
2
 t+s
t
tr[N(x
";N(r); "(r))0N(x
";N(r); "(r))r2f^(x";N(r); "(r))]dr
! Eh(xN(ti); (ti); h'j; ~miti ; i  q; j  p)

h1
2
 t+s
t
tr[N(x
N(r); (r))0N(x
N(r); (r))r2f(xN(r); (r))]dr
i
:
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For the switching part, we have as "! 0,
Eh(x";N(ti); 
"(ti); h'j; ~m"iti ; i  q; j  p)

h  t+s
t
Q"(r)f^(x";N(r); "(r))dr
i
! Eh(xN(ti); (ti); h'j; ~miti ; i  q; j  p)

h  t+s
t
Q(r)f(xN(r); (r)dr
i
;
where
Q(t) = diag(1; : : : ; l(t)) bQ(t)diag(1lm1 ; : : : ; 1lml):
It can be thought of as an average of Q^(t) with respect to the stationary measures 1(t); : : : ; l(t)).
Combing the estimates obtained so far, we have the weak convergence of (x";N(); "(); ~m"())
to (xN(); ; ~m()). Finally, using the uniqueness of the limit problem and the techniques in
[21, p. 46], we conclude that the untruncated process (x"(); "(); ~m"()) also converges. Ef-
fectively, we have shown that (x(); (); ~m()) is a solution of controlled martingale problem
with operator
Lg(x; i) = 1
2
tr[(x; i)0(x; i)r2g(x; i)] +

U
b0(x; i; c)rg(x; i) ~mt(dc)
+ Q(t)g(x; )(i); i 2 M:
(3.16)
Thus the desired result follows.
Theorem 3.4. Assume the conditions of Theorem 3.3. Let ~m"() be admissible relaxed control
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and ~m() is admissible with respect to w(), then
J"( ~m")! J( ~m) as "! 0 (3.17)
where
J( ~m) = J(x; i0; ~m()) = Emx0;i0
 T
0

U
C(x(t); (t); c) ~mt(dc)dt;
(3.18)
and
C(x; i; c) =
miX
j=1
ij(t)C(x; sij; c):
Proof. By the weak convergence of x"() to x() together with the Skorohod representation,
it can be seen that
lim
"!0
J"(x0; i0;m
")
= Em
"
x;i0
 T
0

U
C(x"(t); "(t); c)m"t(dc)dt
= lim
"!0
lX
i=1
miX
j=1
Em
"
x0;i0
 T
0

U
C(x"(t); sij; c)If"(t)=sijgm
"
t(dc)dt
= lim
"!0
lX
i=1
miX
j=1
Em
"
x0;i0
 T
0

U
C(x"(t); sij; c)[If"(t)=sijg   ij(t)If"(t)=ig]m"t(dc)dt
+ lim
"!0
lX
i=1
miX
j=1
Em
"
x0;i0
 T
0

U
C(x"(t); sij; c)
i
j(t)If"(t)=igm
"
t(dc)dt
(3.19)
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By using Holder's inequality and a [15, Theorem 7.29], we have
E
 T
0

U
C(x"(t); sij; c)[If"(t)=sijg   ij(t)If"(t)=ig]m"t(dc)dt
2

h  T
0
[1 + Ejx"(t)j2n0 ]dt
i
E
h T
0
[If"(t)=sijg   ij(t)If"(t)=ig]dt
i2
 O(")! 0 as "! 0:
(3.20)
Combining (3.19) and (3.20), we conclude that
lim
"!0
J"(x; i0;m
")
=
lX
i=1
miX
j=1
Emx0;i0
 T
0

U
C(x(t); sij; c)
i
j(t)If(t)=igmt(dc)dt
=
lX
i=1
miX
j=1
Emx0;i0
 T
0

U
C(x(t); i; c)If(t)=igmt(dc)dt
= Emx0;i0
 T
0

U
C(x(t); (t); c)mt(dc)dt
The proof is complete.
Let R" be the set of all admissible controls, i.e.,
R" = f ~m"() 2M; ~m"() is F adapted g
and use R to denote the set of admissible controls for the limit problem,
R = fm() 2M;m() is Ft adapted g
where Ft = fx(s); (s); s  tg.
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Theorem 3.5. Assume that (A1)-(A3). Then there is -optimal control u() of the limit
control (3.10) such that the cost function
lim sup
"!0
[J"(u)  inf
R"
J"(m)]  : (3.21)
Proof. By the weak convergence of Theorem 3.3 it follows that
x"(u; )! x(u; ) and J"(u)! J(u) as "! 0 (3.22)
Since u is a -optimal control
inf
m2R
J(m) +   J(u) (3.23)
By virtue of Theorem 3.3 there exist m" 2 R such that
inf
m2R"
J"(m) + "  J"(m") (3.24)
and
J"(u) = J(u) + 1(") (3.25)
for some 1(")! 0 as "! 0. Combining (3.23)-(3.25), we have
J"(u)  inf
m2R"
J"(m)  "  1(") + : (3.26)
Letting "! 0 in (3.26). The proof is complete.
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CHAPTER 4
Numerical Experiments on Van Der Pol Oscillator
4.1 Introduction
This chapter is concerned with the Van der Pol oscillator. This chapter is organized as
follows. Section 4.2 contains the problem formulation. Section 4.3 presents some numerical
experimental results. Finally, Section 4.4 makes further remarks.
4.2 Problem Formulation
The traditional Van der Pol oscillator is a non-conservative oscillator with nonlinear damping.
The dierential equation is
y   (1  y2) _y + y = 0 (4.1)
where y is real valued and  is a positive constant. This model was originally proposed by
the Dutch electrical engineer and physicist Balthasar Van der Pol in 1920. The Van der Pol
oscillator has been used in both physical and biological sciences. Some noticeable properties
include that it has decreasing oscillating solutions for y2 < 1 and exponentially growing
solution for y2 > 1.
For the problem that we are interested in, we assume that it is also subject to random
perturbations. We write the problem as a rst-order system. Then the Van der Pol oscillator
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can be written in its two dimensional form. Set x = (x1; x2) = (y; _y), therefore (4.1) becomes
_x (t) = b (x (t)) where b (x) =
0BBBBBBBB@
x2
  (x21   1)x2   x1
1CCCCCCCCA
: (4.2)
We consider the Van der Pol equation driven by a white noise of constant intensity 2 of the
following Ito^ equation
dx (t) = b (x (t)) dt+  (x (t)) dw (t)
x (0) = x0
(4.3)
 > 0 is a parameter. We are interested in the asymptotic behavior as  # 0.
4.3 MATLAB Simulation for Van Der Pol Oscillator
In this section we present the numerical experiments of Van der Pol equations. First, for small
value  = 0:1. We test this model for a variety of  to observes its behaviors. We obtain the
following simulation results for the same initial conditions with x(0) = 0; y(0) = 0:5. The
values of  simulate are 0; 0:0001; 0:1 and 1.
We note that when x is plotted against time t, its observed that the shape of the signal
becomes less sinusoidal as  increased and more fuzzy as  increased. Next, for  = 1 we
test the eect of dierent values of  on the shape of the limit circle for the same initial
condition with x(0) = 0; y(0) = 0:5.
We can see that when y is plotted against x and  is small, the limit cycle is close to a
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sinusoidal oscillation with small . Moreover, we can see that the limit cycles become fuzzy
as  is increased from 0:0001; 0:1 and 1. Fig. 1 - Fig. 10 provide some simulation results.
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Figure 1: MATLAB Simulation for Van Der Pol Oscillator:  = 0:1;  = 0:0001
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Figure 2: MATLAB Simulation for Van Der Pol Oscillator:  = 0:1;  = 0:1
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Figure 3: MATLAB Simulation for Van Der Pol Oscillator:  = 0:1;  = 1
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Figure 4: MATLAB Simulation for Van Der Pol Oscillator:  = 1;  = 0:0001
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Figure 5: MATLAB Simulation for Van Der Pol Oscillator:  = 1;  = 0:1
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Figure 6: MATLAB Simulation for Van Der Pol Oscillator:  = 1;  = 1
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Figure 7: MATLAB Simulation for Van Der Pol Oscillator:  = 5;  = 0:0001
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Figure 8: MATLAB Simulation for Van Der Pol Oscillator:  = 5;  = 0:1
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Figure 9: MATLAB Simulation for Van Der Pol Oscillator:  = 5;  = 1
4.4 Remarks
The numerical examples considered in the last section can be thought of as random perturba-
tions of deterministic dynamic systems. The solution of the stochastic dierential equation
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may be written as x(t). Using the weak convergence methods, it can be shown that as
 ! 0, x() converges weakly to x() such that x() is the solution of the deterministic
dierential equation
_x(t) = b(x(t)); x(0) = x0:
That is, averaging principle holds. It can further be demonstrated that
lim
!0
P ( sup
0tT
jx(t))  x(t)j > ) = 0
for any T > 0 and  > 0. It can also be shown that as  ! 0, (x(t)   x(t))=p converges
weakly to a diusion process. Furthermore, one may use the methods of Freidlin and Wentzel
[10] to show that for any T > 0, P (jx(t)  x(t)j > ) is exponentially small.
Recently, there have been much eort in studying regime-switching dynamic systems.The
basic premise is that the underlying system has both continuous dynamics and discrete event
in which the discrete events cannot be modeled by the usual notion of dierential equation.
The switching process, for example, is a continuous-time Markov chain with a time-varying
generator and state spaceM = f1; : : : ;mg. Associated with (4.2), we may consider a model
dx(t) = b(x(t); (t); t)dt+ (x(t); (t); t)dw(t); x(0) = x0; (4.4)
where  ! 0 as  ! 0, (t) is a continuous-time Markov chain with generator Q(t)=,
and Q(t) is an irreducible generator. Note that in the above, the b and  are allowed to
depend on t as well. In [11] it was shown that x() converges weakly to x() as ! 0 such
that the limit is given by
_x(t) = b(x(t); t); x(0) = x0
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where
b(x; t) =
mX
i=1
i(t)b(x; i; t)
and i(t) is the quasi-stationary distribution associated with Q(t). Moreover, three dierent
cases
lim
!0


=
8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
constant 2 (0;1); case 1
1; case 2
0; case 3
were treated. We describe one case below, namely,  = .
Suppose that for each i 2 M; b(; i; t) grows at most linearly in x and is Lipschitzian in
x,
jb(x; i; t)j  K(1 + jxj) 8x 2 R2; i 2M
and that (; i; t) is bounded and Lipschitz continuous. Suppose also Q(t) is irreducible. Then
it was proved in [11] that there exists a function H(; ; ) : [0;1] R2  R2 ! R satisfying
lim
!0
 logE exp

1

 T
0


b(x; (s); s)ds+
1
2
 T
0
a(x; (s); s); 

ds

=
 T
0
H(x; ; s)ds:
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Suppose that (t) is a step function on [0; T ]. Then
lim
!0
 logE exp

 1
 T
0


b(x; (s); s)ds+
1
2
 T
0
a(x; (s); s)(s); (s)

ds

=
 T
0
H(x; (s); s)ds;
where a(x; i; t) = (x; i; t)0(x; i; t). Moreover, as ! 0, for any s; ; h > 0;  2 C([0; T ];R2);
and (0) = x,
Pf0T (x; ) < g  expf 1

(ST () + h)g;
Pf0T (x;x(s)) > g  expf 1

(s  h)g;
where C([0; T ];R2) denotes the space of continuous functions dened on [0; T ] taking values
in R2, 0T () is the distance function
0T (x; y) = sup
0tT
jx(t)  y(t)j; (4.5)
x(s) = f 2 C([0; T ];R2) : (0) = x; ST ()  sg;
and
ST () =
8>>>>>>>><>>>>>>>>:
 T
0
L((s); _(s); s)ds; if  2 C([0; T ];R2) is absolutely continuous,
1 otherwise,
L(x; ; s) = sup
2R2
[


; 
 H(x; ; s)]:
In fact, more general case with x(t) 2 Rk was considered in [11].
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We next present the simulation result for this case.
Example 4.1. Consider the stochastic Van der Pol equation switching diusion (x(t); z(t))
with state M = f1; 2g and  =  = 0:0001 as follows
dx1(t) = x2(t)dt
dx2(t) =  
 
(z(t))x2(t)(x
2
1(t)  1) + (z(t))x2(t)

dt+ dw
where w is a one-dimensional standard Brownian motion, (1) = 1, (2) = 2, (1) = 1 and
(2) = 2 with
Q(t) =
0BBBBBBBB@
 1 1
3  3
1CCCCCCCCA
:
Fig. 10 and Fig. 11 provide some simulation results.
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Figure 10: MATLAB Simulation for Van Der Pol Oscillator
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Figure 11: MATLAB Simulation for Van Der Pol Oscillator
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APPENDIX A
Weak Convergence
In this section, we present a number of denitions of weak convergence including tightness,
Prohorov's theorem, martingale problem and Skorohod representation.
Denition 1.1. (Weak Convergence). Let P and Pk, k = 1; 2; ::::, be probability measures
dened on a metric space S. The sequence Pk converges weakly to P if

fdPk !

fdP
for every bounded and continuous function f() on S. Suppose that Xk and X are random
variables associated with Pk and P , respectively. The sequence Xk converges to X weakly if
for any bounded and continuous function f() on S, Ef(Xk)! Ef(X) as k ! 1.
Denition 1.2. Let D([0;1);Rr) be the set of all right continuous functions with left hand
limits on [0;1),i.e
x : [0;1)! Rr; lim
s#t
x(s) = x(t) & lim
s"t
x(s) = x(t ) exist ; for all t > 0
Denition 1.3. Let L0 be the collection of strictly increasing functions  : [0;1) ! [0;1)
such that the map is onto with (0) = 0, lim
t!1
(t) =1 and  is continuous. Let L be the set
of Lipschitz continuous functions  2 L0 such that
() = sup
0s<t
 log (t)  (s)
t  s
 < 0
Denition 1.4. (Skorohod Topology). For ,  2 D([0;1);Rr), the Skorohod topology
d(; ) on D([0;1);Rr) is dened as
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d(; ) = inf
2L
n
() _
 1
0
e  sup
t0

1 ^ j(t ^ )  ((t) ^ )j

d
o
Denition 1.5. (Tightness). A sequence of probability measures Pn on metric space S is
tight if for every  > 0 there exist a compact K  S and n0 such that
Pn(K) > 1   for all n > n0
Theorem 1.6. (Prohorov's Theorem) Suppose that Pn is tight. Then it contains a weakly
convergent subsequence Pnk ) P .
Theorem 1.7. (The Skorohod representation (Ethier and Kurtz [6])). Let Xk and
X be random elements belonging to D([0;1);Rr) such that Xk converges weakly to X. Then
there exists a probability space (~
; ~F; ~P ) on which are dened random elements ~Xk, k =
1; 2; :::; and ~X such that for any Borel set B and all k < 1, ~P ( ~Xk 2 B) = Pn(B), and
~P ( ~X 2 B) = P (B) such that
lim
n!1
~Xk = ~X w:p:1:
Denition 1.8. Let S be a metric space and A be a linear operator on B(S) (the set of all
Borel measurable functions dened on S). Let X() = fX(t) : t  0g be a right-continuous
process with values in S such that for each f() in the domain of A:
f(X(t))   t
0
Af(X(s))ds
is a martingale with respect to the ltration fX((s) : s  tg. Then X() is called a solution
of the martingale problem with operator A.
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Theorem 1.9. (Ethier and Kurtz [6, p. 174]). A right-continuous process X(t); t  0, is a
solution of the martingale problem for the operator A if and only if
E
 iY
j=1
hj(X(tj))

f(X(ti+1))  f(X(ti)) 
 ti+1
ti
Af(X(s))ds = 0
whenever 0  t1 < t2 < ::: < ti+1, f() in the domain of A, and h1; :::; hi 2 B(S), the
Borel eld of S.
Theorem 1.10. (Uniqueness of Martingale Problems, Ethier and Kurtz [6, p.
184]). Let X() and Y () be two stochastic processes whose paths are in D([0;T ];Rr). Denote
an innitesimal generator by A. If for any function f 2 D(A) (the domain of A),
f(X(t))  f(X(0))   t
0
Af(X(s))ds; t  0;
and
f(Y (t))  f(Y (0))   t
0
Af(Y (s))ds; t  0;
are martingales and X(t) and Y (t) have the same distribution for each t  0, X() and Y ()
have the same distribution on D([0;1);Rr).
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ABSTRACT
TWO-TIME-SCALE SYSTEMS IN CONTINUOUS TIME WITH REGIME
SWITCHING AND THEIR APPLICATIONS
by
YOUSEF TALAFHA
December 2013
Advisor: Dr. Gang George Yin
Major: Mathematics
Degree: Doctor of Philosophy
This dissertation focuses on two-time-scale stochastic systems represented by switching
diusions. In the model, a continuous-time Markov chain serves as a modulating force that
enables the system to switch among a nite number of diusion processes. A two-time-scale
formulation is used to reduce the computational complexity. Lienard equations are examined.
Then near-optimal controls of switching diusions are treated. Then near-optimal controls
for stochastic dierential equation with regime switching. In addition, numerical experiments
are performed for a class of Van der Pol equations.
The motivation of our study stems from modeling of complex systems in which both
continuous dynamics and discrete events are present. In Chapter 2, the continuous component
is a solution of a stochastic Lienard equation and the discrete component is a Markov chain,
whereas in Chapter 3, the continuous component is a controlled diusion and the discrete
component is a Markov chain. In both cases, the Markov chains have a large state space.
A distinct feature is that the processes under consideration are time inhomogeneous. Based
on the idea of nearly decomposability and aggregation, the state space of the switching
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process can be viewed as \nearly decomposable" into l subspaces that are connected with
weak interactions among the subspaces. Using the idea of aggregation, we lump the states in
each subspace into a single state. Considering the pair of process (continuous state, discrete
state), under suitable conditions, we derive a weak convergence result by means of martingale
problem formulation. The signicance of the limit process is that it is substantially simpler
than that of the original system. Thus, it can be used in the approximation and computation
work to reduce the computational complexity. Finally, we investigate the system behavior of
Van der Pol oscillator by introducing the noise. The system have been performed numerically
and results are shown using Matlab. Simulations show that the proposed model gives limit
cycles are more accurate as the noise decreased which the limit cycle is close to a sinusoidal
oscillation and the shape of the signal becomes less sinusoidal as the noise increased.
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