Interpretation of Helioseismic Travel Times - Sensitivity to Sound
  Speed, Pressure, Density, and Flows by Burston, Raymond et al.
ar
X
iv
:1
50
3.
09
00
5v
2 
 [a
str
o-
ph
.SR
]  
11
 A
ug
 20
15
Noname manuscript No.
(will be inserted by the editor)
Interpretation of Helioseismic Traveltimes
Sensitivity to sound speed, pressure, density, and flows
Raymond Burston · Laurent Gizon ·
Aaron C. Birch
Received: date / Accepted: date
Abstract Time-distance helioseismology uses cross-covariances of wave motions on the
solar surface to determine the travel times of wave packets moving from one surface loca-
tion to another. We review the methodology to interpret travel-time measurements in terms
of small, localized perturbations to a horizontally homogeneous reference solar model. Us-
ing the first Born approximation, we derive and compute 3D travel-time sensitivity (Fre´chet)
kernels for perturbations in sound-speed, density, pressure, and vector flows. While kernels
for sound speed and flows had been computed previously, here we extend the calculation to
kernels for density and pressure, hence providing a complete description of the effects of
solar dynamics and structure on travel times. We treat three thermodynamic quantities as in-
dependent and do not assume hydrostatic equilibrium. We present a convenient approach to
computing damped Green’s functions using a normal-mode summation. The Green’s func-
tion must be computed on a wavenumber grid that has sufficient resolution to resolve the
longest lived modes. The typical kernel calculations used in this paper are computer in-
tensive and require on the order of 600 CPU hours per kernel. Kernels are validated by
computing the travel-time perturbation that results from horizontally-invariant perturbations
using two independent approaches. At fixed sound-speed, the density and pressure kernels
are approximately related through a negative multiplicative factor, therefore implying that
perturbations in density and pressure are difficult to disentangle. Mean travel-times are not
only sensitive to sound-speed, density and pressure perturbations, but also to flows, espe-
cially vertical flows. Accurate sensitivity kernels are needed to interpret complex flow pat-
terns such as convection.
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1 The forward problem in time-distance helioseismology
There are two general approaches to helioseismology. Global helioseismology consists of
interpreting the frequencies of the normal modes of oscillations, whereas local helioseis-
mology uses spatial-temporal correlations of the wave field as the input data (time-distance
helioseismology, acoustic holography, direct modeling) or local power spectra of solar os-
cillations (ring-diagram analysis). For overviews of local helioseismology techniques, see
reviews by Christensen-Dalsgaard (2002), Gizon and Birch (2005), and Gizon et al. (2010).
In this paper, we focus on the forward problem of time-distance helioseismology, i.e.
how to compute the effects of subsurface heterogeneities on wave travel times. The problem
of inferring subsurface heterogeneities from observed travel times (the inverse problem) was
first formalised and solved by Kosovichev (1996) and is also discussed in the reviews cited
above. Throughout this paper we consider travel times measured between two points on
the solar surface using a cross-covariance technique (Duvall et al. 1993). The purpose of the
paper is to review and extend the computation of the sensitivity of wave travel times to small-
amplitude changes to the local physical conditions of the solar interior. By a small-amplitude
change to a reference solar model we mean a perturbation that causes a phase shift in the
observed wave field that is much less than a radian. These sensitivity functions depend on the
3D position in the solar interior (the coordinates of local scatterers) and are known as Fre´chet
kernels, or simply kernels, in Earth seismology (Marquering et al. 1998, 1999; Dahlen et al.
2000; Hung et al. 2000). The solar problem differs from the earthquake seismology problem
because solar oscillations are continuously excited by a random process, turbulent solar
convection (granulation).
The first kernel calculations in time-distance helioseismology employed the ray approx-
imation, in which the wavelength is assumed to be small compared to the other length scales
in the problem (Kosovichev 1996; Kosovichev and Duvall 1997). Birch and Kosovichev (2000)
used the first Born approximation (single-scattering approximation) to compute 3D ker-
nels for sound-speed perturbations using the single-source approximation. Subsequently,
Gizon and Birch (2002) introduced a general framework for Born kernel calculations includ-
ing a treatment of wave excitation by near-surface convection, this framework is the basis for
the calculations presented here. In particular, Gizon and Birch (2002) showed that spatially
distributed wave sources alter the sensitivity kernels: scattering far away from the observa-
tion points can be important. They also showed that the details of the wave power spectrum,
wave attenuation, and the details of the measurement procedure must all be included in
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the kernel computations. They proposed a measurement procedure that enables a consis-
tent computation of kernels by relating small-amplitude changes in the cross-covariance
to travel-time shifts. Using this approach kernels have been computed for source ampli-
tude and wave attenuation (Gizon and Birch 2002), sound-speed perturbations (Birch et al.
2004), and vector flows (Gizon et al. 2000; Jackiewicz et al. 2006, 2007; Birch and Gizon
2007; Birch et al. 2011). We note that the same approach was used to compute kernels for
ring-diagram analysis (Birch et al. 2007). All of these calculations assume that the helio-
seismic observable is the vertical wave velocity at the solar surface. Away from disk center,
the horizontal velocity contributes to the Doppler velocity and short wavelengths are less
visible towards the limb (Jackiewicz et al. 2006, 2007). All of these calculations employed
a plane-parallel approximation for the background solar model (used for the study of small
patches on the Sun).
More recent approaches based on the adjoint method are particularly useful for solving
problems with 3D heterogeneous background models (Hanasoge et al. 2011). This method
has been applied to a background model containing a magnetic field and 3D kernels for
sound-speed, density, 3D flows, and magnetic fields were computed (Hanasoge et al. 2012).
Mathematical expressions for density kernels, as well as sound-speed kernels, have also been
presented by Schlottmann and Kosovichev (2011) using “functional analytic methods”. The
contribution of the lowest-order non-zero perturbations of magnetic field, to a background
containing no magnetic field, is discussed in Gizon and Thompson (2007).
Other approaches than the Born approximation exist. For example, Jensen and Pijpers
(2003) applied the Rytov approximation, which is closely related to the Born approximation,
to compute kernels for sound-speed and flows in the single-source approximation.
In this paper, we work within the framework of Gizon and Birch (2002) and extend the
computation of travel-time kernels to treat density and pressure perturbations, in addition
to sound-speed and flow perturbations. For the sake of computational simplicity, we work
in Cartesian geometry starting from a 1D static and non-magnetic reference solar model.
Furthermore, we do not assume a priori hydrostatic equilibrium in the perturbed model to
allow for contributions to the force balance from flows and magnetic fields and thus we
retain three thermodynamic variables (sound speed, density, and pressure in the perturbed
model).
2 Equivalent-source description of wave interaction
Linear adiabatic stellar oscillations (e.g. Lynden-Bell and Ostriker 1967) are typically gov-
erned by equations of the form L ξ (r, t) = S(r, t), where L is a linear differential operator,
ξ (r, t) is the vector-valued wave displacement, and S(r, t) is the vector-valued source func-
tion responsible for wave excitation. Scattering events are uniquely identified by both time t
and a three dimensional (3D) position vector r.
In the first-order Born approximation (e.g. Gizon and Birch 2002), the standard coupled
system of linear differential equations is
L0 ξ 0 = S0, (1)
L0 δ ξ = −δL ξ 0 +δ S. (2)
Equation (1) describes the propagation of small amplitude waves through a background
solar model. The operator L0 is the reference linear wave operator, ξ 0 the displacement
field in the reference model and S0 is the reference source field. Equation (2) governs the
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perturbed displacement field, δ ξ . The first-order linear operator δL encapsulates pertur-
bations to the solar thermodynamic structure and the introduction of flows, and δ S is the
perturbation to the source field. In this paper, we ignore δ S (see e.g. Gizon and Birch 2002,
for a discussion).
For a reference solar model with vanishing flows and magnetic fields, and also using the
Cowling approximation, the reference linear operator governing the reference displacement
field is (see e.g. Cameron et al. 2006)
L0 ξ 0 := ρ0 (∂t +Γ )2 ξ 0−∇
(
c20 ρ0 ∇ ·ξ 0 +ξ 0 ·∇P0
)
+g0 ∇ · (ρ0 ξ 0) . (3)
The background solar model variables, which depend on the distance from the center of the
Sun, have their usual symbols: c0 is the sound-speed, ρ0 is the density, P0 is the pressure,
and g0 is the acceleration due to gravity. The partial derivative with subscript t denotes
differentiation with respect to time and the vector ∇ is the 3 dimensional spatial gradient
operator. The phenomenological operator, Γ , is responsible for damping the oscillations.
The random source function S0 is assumed to be statistically homogeneous in the horizontal
direction and statistically stationary in time and represents the driving of oscillations by
near-surface turbulent convection.
The first-order linear operator δL due to first-order perturbations in sound-speed squared
(δ c2), density (δ ρ), pressure (δ P) and 3D mass flows (v) is,
δL ξ 0 := −∇
(
δ c2 ρ0 ∇ ·ξ 0
)
+2ρ0 (v ·∇)∂t ξ 0−∇ (ξ 0 ·∇δ P)
+δ ρ (∂t +Γ )2 ξ 0−∇
(
c20 δ ρ ∇ ·ξ 0
)
+g0 ∇ · (δ ρ ξ 0)+δ g ∇ · (ρ0 ξ 0). (4)
The first-order changes in gravity δ g are related to first-order changes in density and are
expected to be very small near the solar surface.
We use sound-speed, density, and pressure as our three independent thermodynamic
variables. It is possible to make other choices; e.g. the adiabatic exponent γ may be intro-
duced at the expense of the others by using the relationship ρ c2 = Pγ . We do not assume
hydrostatic equilibrium for the thermodynamic perturbations. If hydrostatic equilibrium was
assumed, then it would be possible to eliminate the gradient of the pressure perturbation (in
Eq. [4]) with a contribution from the density perturbation (or vice-versa), and consequently,
reduce the number of independent perturbation variables to two (e.g. sound-speed and den-
sity) as is done in global helioseismology (e.g. Christensen-Dalsgaard 2002).
3 Computing travel-time sensitivity kernels for structure and flows
In time-distance helioseismology wave travel times (τ) are measured from the temporal
cross-covariance of the observed signal, φ(x, t):
C(t;x1,x2) =
1
T
∫ T
0
dt ′φ(x1, t ′)φ(x2, t ′+ t), (5)
where t is the time lag, x1 and x2 are two spatial locations on the solar surface and T is the
duration of the time series. In the temporal Fourier domain it becomes
C(ω ;x1,x2) = hω φ ∗(x1,ω)φ(x2,ω), (6)
where ω is the angular frequency and the superscript ∗ denotes complex conjugate (through-
out this paper we use the Fourier conventions from Gizon and Birch 2002), C(ω ;x1,x2) is
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the temporal Fourier transform of C(t;x1,x2) and φ(x,ω) is the temporal Fourier trans-
form of φ(x, t). The sampling in frequency space is inversely proportional to the duration
hω = 2pi/T .
The observable φ is often a line-of-sight Doppler velocity; it is connected to the oscil-
lations of the atmosphere caused by seismic waves. There exists a non-trivial relationship
between ξ and φ (see e.g. Nagashima et al. 2014) which can be expressed in general as
φ(x,ω) = O{ξ (r,ω)} , (7)
where O is an operator that acts on the 3D displacement and maps it onto the CCD detector.
The operator includes the Point Spread Function (PSF) of the instrument plus any filters that
were applied to the data.
Then using the Born approximation (Section 2) the first-order change to the cross-
covariance is given by
δC(ω ;x2,x1) =−(2pi)4 ∑
α
∫
⊙
dr∑
j
G
j(x2,ω ,r) eˆ j ·δL αr,ω X(r,ω ,x1)+(1↔ 2)∗, (8)
=∑
α
∫
⊙
dr Cα(r,ω ;x2,x1)δ qα(r)+(1↔ 2)∗, (9)
where X(r,ω ,x1) :=∑
i,i′
∫
⊙
drs
∫
⊙
dr′sG i∗(x1,ω ,rs)Gi
′
(r,ω ,r′s)Mii′(rs,r
′
s,ω), (10)
and Mii′(rs,r′s,ω) := E[S∗i (rs,ω)Si′(r′s,ω)]. (11)
The Green’s tensor Gi is defined by
L0 Gi(r, t− ts,rs) = δ (r− rs)δ (t− ts) eˆi, (12)
and for convenience we also defined
G
i = O
{
Gi
}
. (13)
The operator δL αr,ω is the component of the perturbed wave operator (δL ) that is due to the
change in the physical quantity δ qα(r). The quantity Mii′ is the source covariance tensor.
The symbol (1 ↔ 2)∗ is a short notation to mean switch x1 and x2 and take the complex
conjugate of all other terms in the expression. The scattering physics is included in the
functions Cα that give the linear sensitivity of the expectation value of the cross-covariance
to changes in the solar model. In order to arrive at Equation (9), it is often required to use
integration-by-parts to separate the perturbation variables from spatial derivatives, and thus
in those cases it is been assumed that relevant quantities vanish on the boundaries.
Using Equation (9), Cα can be expressed for each of the perturbations
Cc2(r;x2,x1) = −(2pi)
4ρ0(r)c20(r)
[
∑
j
∂r jG j(x2,r)
]
∇r ·X(r,x1)+(1↔ 2)∗, (14)
Cρ(r;x2,x1) = −(2pi)4ρ0(r)
[
(ω + iγ)2 ∑
j
G
j(x2,r)X j(r,x1)
+c20(r)∇r ·X(r,x1) ∑
j
∂r j G j(x2,r)
−X(r,x1) ·∇r ∑
j
G
j(x2,r)g j(r)
]
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−(2pi)4δ gi(r)
ρ0
δ ρ (r)G
i(x2,r)∇r · [ρ0X(r,x1)]+(1↔ 2)∗, (15)
CP(r;x2,x1) = (2pi)4P0(r)∇ ·
[
X(r,x1)∑
j
∂r j G j(x2,r)
]
+(1↔ 2)∗, (16)
Cvi(r;x2,x1) = (2pi)
4i2ω ρ0(r)G j(x2,r)∂riX j(r,x1)+(1↔ 2)∗, (17)
where i is the imaginary number. Note that the first-order perturbation to gravity can be
expressed in terms of first-order density according to
∇ ·δ g =−4pi Gδ ρ (18)
where G is the gravitational constant.
The integrals in Equations (8)-(10) are 3D and over the volume of the Sun. The 3D flow
vector (v) has been decomposed into its three components denoted vi. The sensitivity kernel
Kα for a given physical quantity qα is computed with all other physical quantities held fixed.
Each kernel Kα(r) due to a point scatterer at r in the interior is computed according to
Kα(r;x1,x2) = 4pi Re
∫
∞
0
W ∗(ω ;x1,x2)Cα(r,ω ;x1,x2)dω , (19)
where Re takes the real part of the following expression and the function W gives the linear
dependence of the travel-time shifts on the cross-covariance. The functions W incorporate
all the details of the travel-time measurement procedure (Gizon and Birch 2002). One-way
travel-times are sensitive to all types of perturbations. Duvall et al. (1997) introduced travel-
time differences δ τdiff = δ τ(x1,x2)− δ τ(x2,x1) to partially isolate the contribution from
flows and mean travel times δ τmean = [δ τ(x1,x2)+δ τ(x2,x1)]/2 to measure the other con-
tributions. The corresponding W -functions are
Wdiff(ω ;x1,x2) = W (ω ;x1,x2)−W (ω ;x2,x1), (20)
Wmean(ω ;x1,x2) = [W (ω ;x1,x2)+W (ω ;x2,x1)]/2. (21)
The forward problem consists of modeling the chain of perturbations δ ξ → δ φ → δC→
δ τ caused by changes in the structure and dynamics of the solar interior. Travel-time shifts
(δ τ) due to first-order Born perturbations in sound-speed squared, density, pressure and 3D
vector flows are given by
δ τ(x1,x2) =
∫
⊙
dr
[
Kc2(r;x1,x2)
δ c2
c20
(r)+Kρ(r;x1,x2)
δ ρ
ρ0
(r)
+KP(r;x1,x2)
δ P
P0
(r)+
3
∑
i=1
Kvi(r;x1,x2)vi(r)
]
. (22)
4 Plane parallel example
Here we compute example kernels assuming a plane-parallel model which is appropriate for
studying small areas on the Sun. We assume the observable is given by
φ(k,ω) =−iω F(k,ω) ˆℓ ·ξ (k,zobs,ω), (23)
where k is a horizontal wave vector, ˆℓ is the line-of-sight unit vector that we assume points
in the vertical direction (ˆℓ = zˆ). We used an observation height of zobs = 300 km.
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The function F is a combination of both the instrumental PSF and filters. In this paper,
we focus on modeling observations of waves with the same radial order. The solar power
spectrum shows ridges of enhanced power. Each of these ridges corresponds to waves with
a particular radial order. To isolate a single radial order, the power spectrum is filtered using
a ridge filter that suppress all waves at other radial orders (e.g. see Jackiewicz et al. 2008).
In this paper we consider both an f-mode ridge filter and p1-mode ridge filter.
We assume spatially uncorrelated sources, such that the example source covariance ten-
sor is
Mii′(rs,r′s,ω) = (2pi)2δi,zδi′,zδ (xs−x′s)m(ω)∂zsδ (zs− zsrc)∂z′sδ (z
′
s− zsrc), (24)
where rs = (xs,zs) and r′s = (x′s,z′s). This is the source covariance described by Birch et al.
(2004). The depth dependence is a vertical derivative of a vertical momentum source. This
form of the source covariance gives a good match to the observed power spectrum. The fre-
quency dependence here is Gaussian as in Birch et al. (2004) however, there is an additional
factor of 1/ω2 since we are solving for displacement whereas Birch et al. (2004) was solv-
ing for velocity. Here, the source auto-correlation function is m(ω) := ω−2 exp[−(ωTsrc)2],
with a correlation time Tsrc = 48 s. We note that M is defined to within an overall scale
factor, which changes the amplitude of the Cq but does not change the kernels Kq since
the W -functions are inversely proportional to this scale factor. We used a source height of
zsrc =−100 km (Birch et al. 2004).
4.1 Convenient mode-summation formula for the Green’s tensor
The solutions to Equations (1) and (2) can be written in terms of Green’s functions (Gizon and Birch
2002). We use normal-mode summation to compute Green’s functions, however, the ap-
proach presented here is different to what was implemented in Birch et al. (2004). Here
we write the Green’s functions for the damped problem in terms of normal modes of the
undamped problem, and consequently, the new approach is less mathematically and com-
putationally demanding. The equation governing the reference solar oscillations can be ex-
pressed as
L ξ 0 = ρ0
[
(∂t +Γ )2 +H
]ξ 0 = S0, (25)
where H can be identified from Section 2. Normal-mode eigensolutions (undamped) thus
must satisfy
H ξ n(r,k) = ω2n (k)ξ n(r,k), (26)
where ξ n(r,k) is the eigenfunction with radial order n and horizontal wave vector k, ωn(k) is
the associated (real) eigenfrequency, and k := ||k|| is the wavenumber. Notice that because of
the assumed horizontal isotropy of the reference solar model the normal-mode frequencies
are independent of the direction of k. The displacement eigenfunctions may be decomposed
into vertical and horizontal components according to
ξ n (r,k) = [zˆξ nz (z,k)+ i ˆkξ nh (z,k)]eik·x, (27)
where x is a horizontal position vector and z denotes height. Because the only restoring
forces are pressure and buoyancy there is no motion in the direction ˆk× zˆ. We choose to
normalise the eigenfunctions according to∫
ρ0 ξ n∗(r,k) ·ξ n′(r,k′) d3r = δn,n′ δ (k−k′), (28)
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where δn,n′ is a Kronecker delta, δ (k−k′) is a Dirac delta function. The integral is three
dimensional and over all space. For the horizontally homogeneous medium under study,
we define the Green’s vector Gi(x− s,z, t − ts,zs) as the displacement vector at position
r = (x,z) and time t that results from a delta function source at position rs = (s,zs) and time
ts pointing in the eˆi direction, where eˆi is one of the unit vectors eˆx, eˆy or eˆz. If we take the
Fourier transform in time, then we get
ρ0[−(ω + iγ)2 +H ]Gi(x− s,z,ω ,zs) =
1
2pi
δ (r− rs) eˆi. (29)
The function γ damps the waves so their lifetimes are finite. Typically it is chosen such
that the subsequent line-widths of the model reproduce the line-widths observed in the Sun.
We now expand the Gi on a basis of undamped normal-mode solutions according to
Gi(x− s,z,ω ,zs) = ∑
n
∫
d2kcin(ω ,rs,k)ξ n(r,k). (30)
where cin(ω ,rs,k) are coefficients to be determined. The sum is over all radial orders n
and the integral is two dimensional over all horizontal wave numbers. After taking the dot
product of Equation (29) with ξ n′∗(r,k′) and integrating over r, we find
[−(ω + iγn′(k))2 +ω2n′(k)]cin′(ω ,rs,k) =
1
2pi
ξ n′∗i (rs,k), (31)
where γ(k)ξ n(r,k) = γn(k)ξ n(r,k). Finally, after some additional manipulation we have
Gi(k,z,ω ,zs) =
1
2pi ∑n
ζ n(z,k)ζ n∗i (zs,k)
−[ω + iγn(k)]2 +ω2n (k)
, (32)
where we introduce the convenient notation for the eigenfunction
ζ n(z,k) := zˆξ nz (z,k)+ i ˆkξ nh (z,k). (33)
Equations (32) and (33) give a convenient set of expressions for computing the Green’s
functions for the damped problem in terms of the modes of the undamped problem. They
are, in practice, easier to use than the expressions of Birch et al. (2004), which involve the
modes of the damped problem; the modes of the undamped problem are easier to compute
than the modes of the damped problem. In addition, the damping model (i.e., the choice of
the γn) can be updated independently of the computation of the normal modes.
Figure 1 shows how the complex Green’s function presented here compares with two
computations from Birch et al. (2004) versus acoustic depth, at fixed ω and k. Birch et al.
(2004) used a slightly different definition of the Green’s function: (∂t +Γ )2 is replaced by
∂ 2t +2Γ ∂t in the wave operator L0 and Γ = Γ (z). The problem was solved by Birch et al.
(2004) by summation over the modes of the damped problem (unlike in the present pa-
per) and also by direct numerical solution of the differential equations. The source depth is
zs = 3.7 Mm and the horizontal wavenumber is k = 1 rad Mm−1. For the 2004 paper, the
cyclic frequency is ω/2pi = 3.92 mHz, a frequency just above the n = 2 resonance. The
normal mode eigenfrequencies from the model used in this paper are slightly different from
those in Birch et al. (2004); on the order of a few µHz. Thus in order to make a good com-
parison the new Green’s function was evaluated a few µHz higher at ω/2pi = 3.92265 mHz,
in order to be a similar distance from the n = 2 mode. We find that the two mode-summation
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solutions (both used radial orders 0 ≤ n ≤ 14) give similar answers (dashed curves in Fig-
ure 1): The imaginary parts of the Green’s functions match very well, the real parts less
so. The difference in the real parts is due to the non-vanishing imaginary component of
the damped eigenfunctions from Birch et al. (2004). The real part of the numerical Green’s
function (solid curves in Figure 1) has a discontinuity at the source depth that cannot be
reproduced by a sum over only 15 modes. Whether the above differences are important for
the interpretation of helioseismic travel times deserves to be studied.
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Fig. 1 Horizontal component of the Green’s function Gz from this study (blue dashed curves) compared with
normal-mode summation Green’s function from Birch et al. (2004) (dashed black curves) and the numerical
solution from Birch et al. (2004) (solid black curves). There are two curves for each Green’s function to
show the real and imaginary parts. The source depth is zs = 3.7 Mm and the horizontal wavenumber is
k = 1 rad Mm−1. The mode summation formulae uses modes from n = 0 up to n = 14. The vertical black
dashed line shows the observation height and the vertical solid black line shows the source depth.
4.2 Background Solar Model and Zero Order Wavefield
We use model S (Christensen-Dalsgaard et al. 1996) for the background model of the Sun,
where sound-speed, density, pressure, and gravity are functions of height only. There are no
flows or magnetic fields in this background model.
The reference displacement field for the undamped problem (i.e. ξ 0) is computed by
solving Equation (1). We follow the work of Gizon and Birch (2002) and Birch et al. (2004)
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and use a plane-parallel (Cartesian) approximation. The Cowling approximation is also en-
forced. This reduces to an eigenvalue problem similar to that encountered in Birch et al.
(2004), however here we solve for ξ 0 rather than ∂ 2t ξ 0. It was particularly important to en-
sure the eigenfunction solutions were well behaved under double numerical differentiation
over height, since some of the features of the pressure kernels are sensitive to small errors.
We use the same source covariance as in Birch et al. (2004).
The undamped reference displacement field is used to compute the attenuated Green’s
function through Equation (32).
4.3 Numerical resolution in Fourier space and spatial computational domain
The kernels were computed using the Model-S non-uniform height grid that is provided
as part of the Aarhus adiabatic pulsation package. We selected to use a subset of the height
domain from z = 0.4959 Mm to z =−20.9066 Mm. We use a uniform horizontal grid (∆x =
∆y = 96 km) spanning 96 Mm in each direction. The size of the computational box was
selected to ensure the kernels essentially vanish on the horizontal boundaries and also the
bottom boundary. In particular, the amplitudes of the hyperbolic features of the kernels are
notorious for decaying slowly with distance. We conducted resolution tests to confirm the
example kernels presented in this paper did not change significantly with higher resolution.
Following Birch et al. (2004), we used the line-width measurements from Korzennik et al.
(2004) as a basis for the empirical damping model. These line widths set the numerical
resolution in Fourier space that is required in the calculation of the kernels. For the p1-
mode examples shown in this paper, we used frequency and wavenumber resolutions of
∆ν = 3.8 µHz and ∆k = 1.59×10−4 rad Mm−1 respectively. The frequency domain ranged
from f = 1.5 mHz to f = 5.3 mHz. The wavenumber domain was from k = 0.11 rad Mm−1
to k = 2.5 rad Mm−1. We computed higher resolution tests to confirm that the resolution
used here was sufficient.
To obtain a good representation of p1 modes (including the line asymmetry), normal
modes from n = 0 to n = 14 were used in the summation for the Green’s functions. A filter
was then applied to isolate the p1 ridge. We used a Modulation Transfer Function (MTF) of
the form e−βk where β = 1.15 Mm.
4.4 Example kernels
The code used to compute travel-time sensitivity kernels for this paper was written in MAT-
LAB and is a modified and extended version of the code used by Birch et al. (2004) to
compute mean sound-speed kernels and by Birch and Gizon (2007) to compute difference
velocity kernels. The main modifications are the computation of density and pressure kernels
and the new method to compute Green’s functions (§4.1). For simplicity, when computing
the density kernel we neglected the perturbation the gravitational field (δ g) and γ in Equa-
tion (15); both these effects are small.
Figure 2 shows horizontal and vertical slices through kernels for the changes in the mean
travel-time due to fractional perturbations to the squared sound-speed, density, and pressure
(for p1-modes) and a separation of ∆ = x2 −x1 = 16.0347 Mm xˆ between the observation
points. All the kernels are symmetric in both horizontal coordinates and show the same
general features as the sound-speed kernels shown by Birch et al. (2004). The kernels have
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complicated features and are largest in amplitude near the two observation points. The ker-
nels extend roughly over the first few Mm below the photosphere; this is the region where
the p1 kinetic energy density is significant for frequencies 1.5-5.3 mHz. The total integral of
the sound-speed kernel is negative (increased sound-speed leads to a reduction in δ τmn). The
total integral of the density kernel is also negative implying a uniform increase in density
would also lead to a reduction in δ τmn. Conversely, the total integral of the pressure kernel
is positive, which implies a uniform increase in pressure would lead to an increase in δ τmn.
The pressure and density kernels are strongly anti-correlated.
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Fig. 2 Mean point-to-point travel-time sensitivity kernels for relative changes in sound-speed squared (top
panels), density (middle panels), and pressure (bottom panels). Kernels have units of s Mm−3. Normal modes
n = 0 to n = 14 were used to compute the Green’s function and a filter was applied to isolate the p1-mode
ridge. The left column displays horizontal cuts at a height of z=−0.3 Mm. The right column displays vertical
slices along the line y = 0 Mm. All colour scales are symmetric about zero (green) with red positive and blue
negative. The crosses in the left panels represent the two points x1 and x2; the distance between the two points
is 16.0347 Mm.
Figure 3 shows slices through the kernels for the sensitivity of the travel-time differences
to changes in sound speed, density, and pressure, for the same geometry and filter as the
kernels shown in Figure 2. These kernels, unlike in Figure 2, are anti-symmetric in x, but
still symmetric in y. This is a consequence of the definition of the travel-time difference (the
difference between the two one-way travel times). The anti-symmetry in x is important as
it implies that the total integral of these kernels vanishes, i.e., a spatially uniform change in
solar structure does not produce a change in the travel-time differences.
Figure 4 shows slices through the kernels for the sensitivity of the travel-time differences
to changes in vx, vy, and vz, for the same geometry and filter as the kernels shown in Figure 2.
The kernel for vz is anti-symmetric in x and symmetric in y, whereas the kernel for vy is
anti-symmetric in both x and y. This implies that uniform perturbations in vz and vy will
not effect travel-time differences. The difference kernel for vx is symmetric in both x and
12 Raymond Burston et al.
y 
(M
m)
 
 
−10 0 10−10
0
10
−1
0
1
z 
(M
m)
 
 
−10 0 10−4
−2
0
−1
0
1
y 
(M
m)
 
 
−10 0 10−10
0
10
−1
0
1
z 
(M
m)
 
 
−10 0 10−4
−2
0
−1
0
1
x (Mm)
y 
(M
m)
 
 
−10 0 10−10
0
10
−1
0
1
x (Mm)
z 
(M
m)
 
 
−10 0 10−4
−2
0
−1
0
1
Fig. 3 Difference point-to-point travel-time sensitivity kernels for relative changes in sound-speed squared
(top panels), density (middle panels), and pressure (bottom panels). Kernels have units of s Mm−3. Normal
modes n = 0 to n = 14 were used to compute the Green’s function and a filter was applied to isolate the p1-
mode ridge. The left column displays horizontal cuts at a height of z =−0.3 Mm. The right column displays
vertical slices along the line y = 0 Mm. The crosses in the left panels represent the two points x1 and x2; the
distance between the two points is 16.0347 Mm.
y and consequently has a non-zero total integral. 3D difference kernels for the f-mode was
presented in Birch and Gizon (2007) and Birch et al. (2011). The present calculations are
fully consistent with Birch and Gizon (2007) and Birch et al. (2011).
Figure 5 shows slices through the kernels for the sensitivity of mean travel-times to
changes in vx, vy, and vz, for the same geometry and filter as the kernels shown in Fig-
ure 2. The symmetries imply that uniform perturbations in both vx and vy would not affect
mean travel times. Equivalent 2D kernels for vx and vy, for the f-mode, were shown in
Jackiewicz et al. (2007). We show here that the mean kernel for vz is symmetric in both x
and y and has a significant non-zero total integral.
Figure 6 demonstrates how the total integrals of the kernels converge as a function of
distance from the observation points. The total integrals for the structure and horizontal flow
kernels have approximately converged over the 96 Mm2 domain, however, the mean kernel
for vertical velocity has not yet converged.
Table 1 shows the mean and difference total integrals for p1 modes. This gives an indi-
cation of how travel-time shifts respond to uniform perturbations. The largest contribution
to the mean travel-times is from a uniform change in relative sound-speed. The contribu-
tions to mean travel-times from relative density and pressure perturbations are almost equal
but opposite in sign. For the flows, the only non-zero contribution to the mean travel-times
would be a uniform vertical flow, the horizontal components vanish due to their symmetries.
The only contribution to the difference travel times due to uniform perturbations is due to
flows along the two observation points.
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Fig. 4 Difference point-to-point travel-time sensitivity kernels for vx (top panels), vy (middle panels), and
vz (bottom panels). Kernels have units of s Mm−3 / (km/s). Normal modes n = 0 to n = 14 were used to
compute the Green’s function and a filter was applied to isolate the p1-mode ridge. The left column displays
horizontal cuts at a height of z = −0.3 Mm. The right column displays vertical slices along the line y = 0
Mm. All colour scales are symmetric about zero (green) with red positive and blue negative. The crosses in
the left panels represent the two points x1 and x2; the distance between the two points is 16.0347 Mm.
∫
Kc2 dr
∫
Kρ dr
∫
KPdr
∫
Kvx dr
∫
Kvy dr
∫
Kvz dr
mean -460 s -170 s 168 s 0 s/(km/s) 0 s/(km/s) 54 s/(km/s)
diff 0 s 0 s 0 s -152 s/(km/s) 0 s/(km/s) 0 s/(km/s)
Table 1 Total integrals of the mean and difference kernels for sound-speed, density, pressure and flows for
p1 modes.
5 A consistency check
In this section, we compute the change in the cross-covariance (e.g. see Equation (5)), ∆C,
caused by a simple sound-speed perturbation of the form
∆c2
c20
= ε exp
[
−(z− z0)
2
2σ 2
]
, (34)
where ε = 0.0001, z0 =−1.5 Mm, and σ = (1 Mm)/(8ln2)1/2.
Because ε is very small, ∆C can be approximated by
δC(ω) =
∫
dxdz Cc2(x,z,ω ;x1,x2)
δ c2
c20
(z), (35)
where the two points are separated by a distance of 16 Mm. The function δC(ω) is real.
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Fig. 5 Mean point-to-point travel-time sensitivity kernels for vx (top panels), vy (middle panels), and vz
(bottom panels). Kernels have units of s Mm−3 / (km/s). Normal modes n = 0 to n = 14 were used to compute
the Green’s function and a filter was applied to isolate the p1-mode ridge. The left column displays horizontal
cuts at a height of z =−0.3 Mm. The right column displays vertical slices along the line y = 0 Mm. All colour
scales are symmetric about zero (green) with red positive and blue negative. The crosses in the left panels
represent the two points x1 and x2; the distance between the two points is 16.0347 Mm.
Because ∆c2 depends on height only, we can also compute ∆C using
∆C(ω) =C(ω)−C0(ω). (36)
where C(ω) is the cross-covariance computed using the eigenmodes of the solar model
with sound speed c0 + ∆c. To compute the new eigenmodes we use the same solver as
in Section 2.2. Here we used a different damping model where each mode was damped
according to γn(k) = γ˜ |ω0(k)/ω˜|4.4, where ω˜/(2pi) = 3 mHz and γ˜/(2pi) = 100 µHz. In
addition, for wave numbers less than 0.8 Mm we set the damping to remain constant. The
resolution in wavenumber was the same as earlier, however the resolution in frequency was
changed to 19.1 mHz. In Figure 7, we find that there is a very good agreement between
∆C(ω) and δC(ω), which is expected in the limit ε → 0. These results give us confidence
in the reliability of the computations. Furthermore, it appears that the numerical resolutions
and the extent of the horizontal domain are sufficient.
6 Are there simple relationships between the kernels?
In order to produce reliable time-distance inversions of the solar interior it is helpful if the
kernels have different structures and features. Figures 8 and 9 display cuts through the mean
and difference kernels at z =−0.3 Mm along the x and y axes. We have plotted the negative
values of the pressure kernel (green) in order to better illustrate the strong anti-correlation
with the kernel for density (red). It can evident that kernels for sound-speed squared (blue),
density (red) and negative pressure (green) have similar features.
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Fig. 6 Total 3D integrals of the kernels as a function of ∆1 +∆2 −∆ (Mm). The flow kernels were scaled
by a uniform flow of 1 km/s such that all the total integrals have units of seconds. The left panel is for mean
kernels and the right panel for difference kernels. The integrals for sound-speed squared is blue, density is
red, pressure is green, vx is cyan, vy is magenta, and vz is black. The total integrals for the mean kernels
for sound-speed squared, density and pressure are close to converged at large distances from the two points
however, for the vertical velocity a larger domain is necesssary to ensure convergence. The total integrals of
the mean kernels for horizontal flows vanish. The only non-zero total integral for the difference kernels is the
one for vx (cyan) and its total integral is close to converged with the domain of 96 Mm.
Travel-time shifts due to sound-speed perturbations are directly related to the divergence
of the eigenfunctions. Therefore, travel-times shifts for f-modes are not sensitive to sound-
speed perturbations since the divergences of the f-mode eigenfunctions vanish. However, the
power spectrum in the neighbourhood of the f-mode ridge has a small contribution from the
wings of the p modes and thus f-mode mean travel-time measurements are weakly sensitive
to sound-speed perturbations. For example, we find that the total integral of Kc2 for the f-
mode ridge at ∆ = 16.0347 Mm is approximately 3% of the total integral of Kc2 for the p1
ridge.
7 Specific case of hydrostratic equilibrium
In the fully general non-hydrodynamic case, where we have three independent thermody-
namic perturbation variables, the travel-time shifts (ignoring flows) are given by
δ τ =
∫
⊙
dr
[
Kc2,ρ P(r)
δ c2
c20
(r)+Kρ ,c2P(r)
δ ρ
ρ0
(r)+KP,c2ρ(r)
δ P
P0
(r)
]
. (37)
We have now explicitly expressed which quantities are held fixed. The kernel Kc2,ρ P is
due to perturbations in sound-speed at fixed density and pressure, similarly Kρ ,c2 P is the
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of the Gaussian perturbation to the sound-speed of Model S. The red curve is δC and the blue curve ∆C. The
results show very good agreement.
density kernel at constant sound-speed and pressure and finally KP,c2ρ is the pressure kernel
at constant sound-speed and density.
In global helioseismology, it is typically assumed that the density and pressure pertur-
bations are in hydrostatic equilibrium (e.g Gough and Thompson 1991)
∇δ P = g0 δ ρ , (38)
where we assume the perturbation to the gravitational field is negligible for the sake of
simplicity.
Equation (38) may be manipulated to express the pressure perturbation entirely in terms
of a density perturbation (or vice-versa) and thus the number of independent thermodynamic
variables is reduced from three to two.
The horizontal components of Equation (38) implies that that the pressure perturbation
is at most a function of height, i.e. δ P = δ P(z). The vertical component implies that the
density perturbation is also at most a function of height i.e δ ρ = δ ρ(z), and hence
dδ P
dz = −g0 δ ρ . (39)
It is possible to implement the assumption of hydrostatic equilibrium, for example by
eliminating pressure in terms of density. To achieve this it is necessary to manipulate the
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Fig. 8 Cuts through the mean point-to-point travel-time sensitivity kernels for sound-speed squared (blue),
density (red), negative pressure (green), vx (cyan), vy (magenta), and vz (black). The sound-speed, density
and pressure kernels have units of s Mm−3, whereas the velocity kernels have units Mm−3 / (km/s). Normal
modes n = 0 to n = 14 were used to compute the Green’s function and a filter was applied to isolate the
p1-mode ridge. The cuts are at taken at a height of z = −0.3 Mm. The left panel is a cut along the x axis,
whereas the right panel is a cut along the y axis. The distance between the two points is 16.0347 Mm.
last term on the right-hand-side of Equation (37) as a gradient of the pressure. So since the
perturbations are all functions of height only, we require
∂ A(r)
∂ z =
KP,c2ρ(r)
P0(z)
(40)
with boundary condition A(x,zt) = 0. This could be solved for each x. Provided a solution
exists, after integration by parts once, then the travel time shifts become
δ τ =
∫
⊙
dr
[
Kc2,ρ P(r)
δ c2
c20
(z)+
(
Kρ ,c2P(r)+ρ0(z)g0(z)A(r)
) δ ρ
ρ0
(r)
]
, (41)
However, since we know we have two independent thermodynamic quantities then it is also
possible to express the travel time shifts in terms of a different set of kernels according to
δ τ =
∫
⊙
dr
[
KH
c2,ρ(r)
δ c2
c20
(z)+KHρ ,c2(r)
δ ρ
ρ0
(z)
]
, (42)
18 Raymond Burston et al.
−15 −10 −5 0 5 10 15
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
x (Mm)
−15 −10 −5 0 5 10 15
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
y (Mm)
Fig. 9 Cuts through the difference point-to-point travel-time sensitivity kernels for sound-speed squared
(blue), density (red), negative pressure (green), vx (cyan), vy (magenta), and vz (black). The sound-speed,
density and pressure kernels have units of s Mm−3, whereas the velocity kernels have units Mm−3 / (km/s).
Normal modes n = 0 to n = 14 were used to compute the Green’s function and a filter was applied to isolate
the p1-mode ridge. The cuts are at taken at a height of z =−0.3 Mm. The left panel is a cut along the x axis,
whereas the right panel is a cut along the y axis. The distance between the two points is 16.0347 Mm.
where the superscript H is to remind the reader that the assumption of hydrodynamic balance
has been asserted. Then by equating coefficients we get
KH
c2,ρ(r) = Kc2,ρP(r) (43)
KHρ ,c2(r) = Kρ ,c2P(r)+ρ0(z)g0(z)A(r) (44)
Equation (43) implies that the sound-speed kernel at constant density and pressure in the
general problem without hydrostatic equilibrium is equal to the sound-speed kernel at con-
stant density in the hydrostatic case. Equation (44) demonstrates that more work is required
to obtain the density kernel at constant sound-speed in the hydrostatic case. It is related to
the density kernel at constant sound-speed and pressure in the non-hydrodynamic case plus
an additional term involving the function A(r). Most of the work in going from one set of
kernels to another involves computing A(r).
8 Discussion
We have reviewed the sensitivity of time-distance travel times to small-amplitude steady
changes in the structure of a solar model as well as their sensitivity to weak and steady
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flows. In the course of this paper, we introduced a new convenient method for computing
Green’s functions based on normal-mode summation using the normal modes of the adia-
batic wave equation (in contrast with the approach of Birch et al. 2004, based on the modes
of the damped problem). The sensitivity kernels we computed are essential for time-distance
inversions of the solar interior.
It is difficult to disentangle density and pressure perturbations and this will complicate
time-distance inversions. Our calculations have shown that, to a good approximation, there
exists a constant α > 0, such that Kρ ,cP ≃−αKP,cρ . We have
δ τ =
∫
dV
(
Kc2,Pρ
δ c2
c2
+KP,cρ
δ P
P
+Kρ ,cP
δ ρ
ρ
)
≃
∫
dV
(
Kc2,u
δ c2
c2
+Ku,c
δ u
u
)
(45)
where u ≡ P/ρα , Kc2,u ≡ Kc2,Pρ , and Ku,c ≡ KP,cρ . Thus, to a good approximation, two
thermodynamic quantities are enough to describe the medium. If the density and pressure
perturbations are in hydrostatic equilibrium, then two thermodynamic quantities are exactly
enough (see Section 7).
The correct treatment of instrumental, geometrical, and mode physics effects is an im-
portant future goal for accurately imaging the solar interior. Correctly including line-of-sight
and foreshortening effects in the computation of the kernels, will allow accurate applications
using large line-of-sight angles. Jackiewicz et al. (2007) studied line-of-sight effects for 2D
kernels (for surface waves) and found striking changes to the appearance of kernels that
will be important for accurately inverting for small-scale flows. Computing travel-time sen-
sitivity kernels in full spherical geometry, rather than using the Cartesian approximation, is
important for larger distances between the observation points.
The kernels discussed in this review assume that the Lagrangian pressure perturbation
vanishes at the top boundary. This is not suitable for frequencies above the acoustic cut-off
frequency and thus needs to be improved. Another important question is how much do time-
distance inversion results depend on accurate descriptions of input physics, such as source
models or damping.
Most cases assume a laterally homogeneous reference (non-magnetic) model. To study
more complex features on the Sun (e.g. sunspots), kernels with laterally heterogeneous ref-
erence models are important. Initial steps towards this goal has already been achieved by
Hanasoge et al. (2011); Hanasoge et al. (2012).
Acknowledgements This work was carried out in the framework of Collaborative Research Center SFB 963
”Astrophysical Flow Instabilities and Turbulence” (Project A1) from the German Science Foundation (DFG).
L.G. acknowledges support from EU FP7 Collaborative Project ”Exploitation of Space Data for Innovative
Helio- and Asteroseismology” (SPACEINN) and ERC Starting Grant ”Seismic Imaging of the Solar Interior”.
References
A.C. Birch, L. Gizon, Linear sensitivity of helioseismic travel times to local flows. Astronomische
Nachrichten 328, 228 (2007). doi:10.1002/asna.200610724
A.C. Birch, A.G. Kosovichev, Travel Time Sensitivity Kernels. Solar Phys. 192, 193–201 (2000)
A.C. Birch, L. Gizon, R. Burston, Erratum: “Linear sensitivity of helioseismic travel times to local flows”.
Astronomische Nachrichten 332, 658 (2011). doi:10.1002/asna.201111557
A.C. Birch, A.G. Kosovichev, T.L. Duvall Jr., Sensitivity of Acoustic Wave Travel Times to Sound-Speed
Perturbations in the Solar Interior. Astrophys. J. 608, 580–600 (2004). doi:10.1086/386361
A.C. Birch, L. Gizon, B.W. Hindman, D.A. Haber, The Linear Sensitivity of Helioseismic Ring Diagrams to
Local Flows. Astrophys. J. 662, 730–737 (2007). doi:10.1086/513683
20 Raymond Burston et al.
R. Cameron, L. Gizon, Three-dimensional numerical simulation of wave propagation through a model
sunspot. Proceedings of SOHO 18/GONG 2006/HELAS I, Beyond the spherical Sun 624, (2006).
J. Christensen-Dalsgaard, Helioseismology. Reviews of Modern Physics 74, 1073–1129 (2002).
doi:10.1103/RevModPhys.74.1073
J. Christensen-Dalsgaard, W. Dappen, S.V. Ajukov, E.R. Anderson, H.M. Antia, S. Basu, V.A. Baturin, G.
Berthomieu, B. Chaboyer, S.M. Chitre, A.N. Cox, P. Demarque, J. Donatowicz, W.A. Dziembowski, M.
Gabriel, D.O. Gough, D.B. Guenther, J.A. Guzik, J.W. Harvey, F. Hill, G. Houdek, C.A. Iglesias, A.G.
Kosovichev, J.W. Leibacher, P. Morel, C.R. Proffitt, J. Provost, J. Reiter, E.J. Rhodes Jr., F.J. Rogers, I.W.
Roxburgh, M.J. Thompson, R.K. Ulrich, The Current State of Solar Modeling. Science 272, 1286–1292
(1996). doi:10.1126/science.272.5266.1286
F.A. Dahlen, S.-H. Hung, G. Nolet, Fre´chet kernels for finite-frequency traveltimes-I. Theory. Geophysical
Journal International 141, 157–174 (2000). doi:10.1046/j.1365-246X.2000.00070.x
T.L. Duvall Jr., S.M. Jefferies, J.W. Harvey, M.A. Pomerantz, Time-distance helioseismology. Nature 362,
430–432 (1993). doi:10.1038/362430a0
T.L. Duvall Jr., A.G. Kosovichev, P.H. Scherrer, R.S. Bogart, R.I. Bush, C. de Forest, J.T. Hoeksema, J. Schou,
J.L.R. Saba, T.D. Tarbell, A.M. Title, C.J. Wolfson, P.N. Milford, Time-Distance Helioseismology with
the MDI Instrument: Initial Results. Solar Phys. 170, 63–73 (1997)
L. Gizon, A.C. Birch, Time-Distance Helioseismology: The Forward Problem for Random Distributed
Sources. Astrophys. J. 571, 966–986 (2002). doi:10.1086/340015
L. Gizon, A.C. Birch, Local Helioseismology. Living Reviews in Solar Physics 2, 6 (2005)
L. Gizon, M.J. Thompson, Outstanding problems in local helioseismology. Astronomische Nachrichten 328,
204 (2007). doi:10.1002/asna.200610720
L. Gizon, A.C. Birch, H.C. Spruit, Local Helioseismology: Three-Dimensional Imaging of the Solar Interior.
Annu. Rev. Astron. Astrophys. 48, 289–338 (2010). doi:10.1146/annurev-astro-082708-101722
L. Gizon, T.L. Duvall Jr., R.M. Larsen, Seismic Tomography of the Near Solar Surface. Journal of Astro-
physics and Astronomy 21, 339 (2000). doi:10.1007/BF02702420
D.O. Gough, M.J. Thompson, The Inversion Problem, ed. by A.N. Cox, W.C. Livingston, M.S. Matthews
1991, pp. 519–561
S.M. Hanasoge, A. Birch, L. Gizon, J. Tromp, The Adjoint Method Applied to Time-distance Helioseismol-
ogy. Astrophys. J. 738, 100 (2011). doi:10.1088/0004-637X/738/1/100
S. Hanasoge, A. Birch, L. Gizon, J. Tromp, Seismic Probes of Solar Interior Magnetic Structure. Physical
Review Letters 109(1), 101101 (2012)
S.-H. Hung, F.A. Dahlen, G. Nolet, Fre´chet kernels for finite-frequency traveltimes-II. Examples. Geophysi-
cal Journal International 141, 175–203 (2000). doi:10.1046/j.1365-246X.2000.00072.x
J. Jackiewicz, L. Gizon, A.C. Birch, Sensitivity of Solar F-mode Travel Times to Internal Flows, in SOHO-17.
10 Years of SOHO and Beyond. ESA Special Publication, vol. 617, 2006
J. Jackiewicz, L. Gizon, A.C. Birch, T.L. Duvall Jr., Time-Distance Helioseismology: Sensitivity of f-mode
Travel Times to Flows. Astrophys. J. 671, 1051–1064 (2007). doi:10.1086/522914
J. Jackiewicz, L. Gizon, A.C. Birch, The forward and inverse problems in time-distance helioseismology.
Journal of Physics: Conference Series 118, 1–11 (2007). doi:10.1088/1742-6596/118/1/012033
J.M. Jensen, F.P. Pijpers, Sensitivity kernels for time-distance inversion based on the Rytov approximation.
Astron. Astrophys. 412, 257–265 (2003). doi:10.1051/0004-6361:20031361
S.G. Korzennik, M.C. Rabello-Soares, J. Schou, On the Determination of Michelson Doppler Imager High-
Degree Mode Frequencies. Astrophys. J. 602, 481–516 (2004). doi:10.1086/381021
A.G. Kosovichev, Tomographic Imaging of the Sun’s Interior. Astrophys. J. 461, 55 (1996).
doi:10.1086/309989
A.G. Kosovichev, T.L. Duvall Jr., Acoustic Tomography of Solar Convective Flows and Structures, in
SCORe’96 : Solar Convection and Oscillations and their Relationship, ed. by F.P. Pijpers, J. Christensen-
Dalsgaard, C.S. Rosenthal Astrophysics and Space Science Library, vol. 225, 1997, pp. 241–260
D. Lynden-Bell, J.P. Ostriker, On the stability of differentially rotating bodies. Month. Not. Roy. Astron. Soc.
136, 293 (1967)
H. Marquering, F.A. Dahlen, G. Nolet, Three-dimensional sensitivity kernels for finite-frequency trav-
eltimes: the banana-doughnut paradox. Geophysical Journal International 137, 805–815 (1999).
doi:10.1046/j.1365-246X.1999.00837.x
H. Marquering, G. Nolet, F.A. Dahlen, Three-dimensional waveform sensitivity kernels. Geophysical Journal
International 132, 521–534 (1998). doi:10.1046/j.1365-246X.1998.00426.x
K. Nagashima, L. Gizon, A. Birch, B. Lo¨ptien, S. Couvidat, B. Fleck, Helioseismic and Magnetic Imager
Multi-height Dopplergrams. ArXiv e-prints (2014)
R.B. Schlottmann, A.G. Kosovichev, Helioseismic Fre´chet Traveltime Kernels in Spherical Coordinates.
ArXiv e-prints (2011)
