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Abstract
We prove that stochastic replicator dynamics can be interpreted as intrinsic Brow-
nian motion on the simplex equipped the Aitchison geometry. As an immediate con-
sequence we derive three approximation results in the spirit of Wong-Zakai approxi-
mation, Donsker’s invariance principle and a JKO-scheme. Finally, using the Fokker-
Planck equation and Wasserstein-contraction estimates, we study the long time behav-
ior of the stochastic replicator equation, as an example of a non-gradient drift diffusion
on the Aitchison simplex.
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1. INTRODUCTION AND OUTLINE
The Aitchsion geometry is a Hilbert space structure on the open standard unit simplex
and used prominently in compositional data analysis. The aim of this note is to present
a seemingly new and interesting connection between Darwinian evolution modeled through
stochastic replicator equations on one hand and Brownian motion on the Aitchison simplex
on the other hand.
Let us elaborate this objective. The classical way, first introduced in [44], to reformulate
Darwin’s paradigm of selection in mathematical language is by means of replicator dynamics.
Consider a population with n distinct types (e.g. genotypes) and denote by pi(t) the share of
individuals with type i at time t. Also, given a fitness landscape f = (f 1, . . . , fn) : Rn → Rn
we write
f¯(p) = p · f(p) =
n∑
i
pif
i(p), i = 1, . . . , n
for the mean fitness. Now fix some initial datum p ∈ ∆, where
∆ = ∆n := {p ∈ (0, 1)n | p1 + · · ·+ pn = 1}
is the open standard unit simplex. Then the replicator equation reads
p˙i(t) = pi(t)
(
f i(p(t))− f¯(p(t))) , p(0) = p (1)
and models an evolution of type compositions p(t) = (p1(t), . . . , pn(t)) ∈ ∆ undergoing
selection through the fitness landscape f .
Especially well studied is the situation of linear fitness landscapes, i.e. when f(p) = Ap
for some payoff matrix A ∈ Rn×n, where profound connections to evolutionary game theory
and Smith’s concept of evolutionary stable strategies arise [c.f. 24]. But also the simple
scenario in which the fitness landscape is frequency independent and thus given by a vector
f = (f 1, . . . , fn) ∈ Rn is of interest. In this situation (1) describes the prebiotic evolution
of self-replicating polynucleotides (e.g RNA, DNA) without mutations [c.f. 33, 41] and is a
particular example of a class of dynamical systems introduced by Eigen and Schuster in their
theories of quasispecies and hypercycles [13, 14].
Often, allowing in mathematical models for uncertainty or randomness leads to a descrip-
tion better fitting empirical evidence. Applying this principle to a replicator equation with
linear fitness landscape given by the matrix A leads to the stochastic replicator equation
dXt = b(Xt)dt+ σ(Xt)dBt, (2)
where B is an n-dimensional Brownian motion, the drift component is given by
b(x) = (diag(x1, . . . , xn)− x⊗ x)
(
A− diag (σ21, . . . , σ2n))x
and the diffusion matrix obeys
σ(x) = (diag(x1, . . . , xn)− x⊗ x) diag (σ1, . . . , σn) .
Initially proposed in [20], this model and in particular its long-time behavior attracted a lot
of interest over the last decades. We refer exemplarly to [23] and references therein.
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Although we will not take this perspective here, we want emphasize that apart from the
biological application, there is also an interpretation for (2) in terms of mathematical finance.
Indeed, using the language of Fernholz’ stochastic portfolio theory [c.f. 18], X can be seen as
the evolution of a market portfolio, for which the rates of return ri of the underlying stock
prices experience feedback through X via ri(t) = (AXt)i.
In the second section of this note we recall basic principles of the Aitchison geometry. In
short, we will see that, when equipped with appropriate vector space operations, the simplex
can be given a Hilbert space structure by dint of the inner product
〈p, q〉A := 1
2n
n∑
i,j=1
ln
pi
pj
ln
qi
qj
.
Now consider (2) with A = 0 and σi = 1 for i = 1, . . . , n. The corresponding diffusion
process, that we refer to as the Aitchison diffusion, evolves according to the Stratonovich
SDE
dX it = X
i
t
(
◦dBit −
n∑
j=1
Xjt ◦ dBjt
)
, i = 1, . . . n
X0 = p ∈ ∆,
(3)
which can be interpreted as a replicator equation in a white noise fitness landscape. Then the
main result of this note, which we present in Section 3, asserts that the Aitchison diffusion
is nothing but Brownian motion on (∆, 〈·, ·〉A).
This observation directely entails three approximation results to be presented in
Section 4. Apart from a Wong-Zakai approximation and a JKO-scheme for the associated
heat equation on the simplex, we show that discrete stochastic replicator dynamics are ran-
dom walks on the Aitchison simplex which, in the spirit of Donsker’s invariance principle,
can be used to approximate (3).
In the last section we study the stochastic replicator dynamic as an example of a drift
diffusion processes on ∆. Using the associated Fokker-Planck equation, we investigate the
long-time behavior and recover results proven earlier in [23]. The final subsection is devoted
to questions of the relaxation to equilibrium for replicator dynamics which we analyse by
means of Wasserstein contraction estimates. As a major result we characterize those payoff
matrices that steer trajectories of the stochastic replicator equation to synchronize with a
Langevin dynamic on ∆ driven by cross-entropy.
2. A PRIMER ON THE AITCHISON GEOMETRY OF THE SIMPLEX
Often, most notably in geology and chemistry but also in ecology or social sciences, one
is confronted with data which represents portions of a total. We may think of the chem-
ical composition of 100 soil samples taken at different places in Germany. Many classical
statistical methods are relying on Euclidean geometry and are therefore inappropriate for
analysing data constrained to a constant total sum. Traditionally, such data is called compo-
sitional data (CoDa) and the corresponding branch of statistics compositional data analysis,
for which a plenty of literature is available [c.f. 1, 2, 36, 45]. In the following we will mainly
rely on [36].
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One of the most influential developments in the history of compositional data analysis
was Aitchison’s idea [3] of equipping the simplex with a Hilbert space structure, which in
his honour is nowadays called Aitchison geometry and defined as follows:
For any p, q ∈ R>0 and α ∈ R we define the operations:
the closure of p
C(p) :=
(
n∑
j=1
pj
)−1
p,
the perturbation of p by q
p⊕ q := C(p1q1, . . . , pnqn),
the powering of p by α
α p := C(pα1 , . . . , pαn).
Then, one can easily check that (∆,⊕,) is a vector space, in which the neutral element e
is the barycenter of ∆, i.e.
e = C(1, . . . , 1)
and where the inverse of p ∈ ∆ is given by
inv(p) := p−1 := −1 p = C(p−11 , . . . , p−1n ).
Moreover, if we introduce the the Aitchison inner product
〈p, q〉A := 1
2n
n∑
i,j=1
ln
pi
pj
ln
qi
qj
(4)
then one can show
Theorem 1 (Hilbert space structure of ∆, [c.f. 8]). The vector space (∆,⊕,) equipped with
the inner product (4) is a Hilbert space.
Theorem 1 is easily justify by providing a Hilbert space isomorphism. The most promi-
nent example, which is of major importance in both, compositional data analysis as well
as throughout this note, is the so called centered log-ratio transform which maps ∆ to the
Hilbert space (H, (·, ·)H), where
H = Hn := {x ∈ Rn | x1 + · · ·+ xn = 0 } (5)
and (·, ·)H is the scalar product inherited from the standard inner product on Rn. This
transform is defined as
clr : ∆→ H, p 7→ clr(p) :=
(
ln
pi
g(p)
)n
i=1
,
where g(p) = (
∏n
i=1 pi)
1
n is the geometric mean of p. As a consequence we obtain the usual
transformation rules
(i) clr(α p⊕ q) = α clr(p) + clr(q) and (ii) 〈p, q〉A = (clr(p), clr(q))H . (6)
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For p, q ∈ ∆ we will abbreviate p ⊕ (−1)  q =: p 	 q. Then, the Aitchison distance on ∆
induced through 〈·, ·〉A obeys
d2A(p, q) := 〈p	 q, p	 q〉 =
1
2n
n∑
i,j=1
(
ln
pi
pj
− ln qi
qj
)2
. (7)
Because it will be of frequent use later on, we will denote the inverse log-ration transform
clr−1 : H → ∆, x 7→ clr−1(x) = C(ex1 , . . . , exn),
by sfm. The reason for doing so, is that
sfmi(x) := clr
−1
i (x) =
exi∑
j e
xj
, i = 1, . . . , n
is an ubiquitous object in applied mathematics. Whereas it (or close variants of it) occurs
as Boltzmann or Gibbs distribution in statistical mechanics, it is a well known map also in
evolutionary game theory and decision theory. Over the last decades it has been used most
prominently in machine learning, where it is referred to as softmax function [c.f. 21, and
references therein], which is the motivation for our naming.
Remark. We defined clr : ∆→ H and sfm: H → ∆ for the sake of bijectivity, but of course
a priori clr and sfm are well defined also for arguments in Rn>0 and Rn, respectively.
Although the clr transform is easy to compute, it has the drawback of mapping to H,
whereas often one would rather prefer an isomorphism realising ∆ ∼= Rn−1. This can be easily
achieved by appropriately post- or pre processing clr and sfm, respectively. To this end, let
{e1, . . . , en−1} be an orthonormal base of ∆ and define the contrast matrix Ψ ∈ R(n−1)×n by
Ψ :=
 Ψ1...
Ψn−1
 :=
 clr e
1
...
clr en−1
 .
Observe that, independent of the choice of the basis, contrast matrices satisfy
ΨΨ> = Idn−1 and Ψ>Ψ = Idn− 1
n
1n ⊗ 1n, (8)
where 1n = (1, . . . , 1) ∈ Rn. Then the isometric log-ratio transform ilr is defined by
ilr(p) := Ψ clr(p)
with inverse
ilr−1(x) = sfm(Ψ>x).
Equivalently, we can express ilr by
ilr(p) = (〈p, e1〉A, . . . , 〈p, en−1〉A)>,
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from which we can immediately deduce the desirable property
ilr(ei) = i,
where {i}n−1i=1 is the standard basis in Rn−1. Henceforth, we will use the symbols ei and i
generically for basis elements in ∆ and Rn, respectively.
We continue with a short discussion on the relations between the Euclidean distance dRn
and the Aitchison distance dA on ∆ and the topologies each of the two the distances induces
on the simplex.
Lemma 2. The metrics dRn and dA induce the same topology on ∆.
Proof. We need to prove that id : ∆ → ∆ is both, (dRn , dA)-continuous and (dA, dRn)-
continuous. The first statement follows immediately from the continuity of clr or ilr, respec-
tively. As for the latter case, observe that it is well known [21, prop. 4] that sfm: Rn → Rn
is 1-Lipschitz continuous. Hence, for all p, q ∈ ∆ we have
‖p− q‖Rn ≤ ‖ clr(p)− clr(q)‖A = dA(p, q), (9)
which yields the second claim.
Notice that, whereas dA and dRn are topologically equivalent, they are not strongly equiv-
alent. Indeed, since dRn is uniformly bounded on ∆ by
√
2 we cannot find some c > 0 with
dA(p, q) ≤ cdRn(p, q), p, q ∈ ∆.
Finally, let us make a few words on integration and differentiation on ∆. Since the
Aitchison simplex is in particular an Abelian group it comes along with a natural reference
measure λA, which is the Haar measure on (∆,⊕). In the CoDa community it is referred
to as the Aitchison measure [c.f. 37], which can be characterized as push-forward of the
Lebesgue measure λn−1 on Rn−1 under ilr−1 or up to multiplicative constants equivalently,
as the push forward of λn under sfm. The joint distribution of the first (n− 1) marginals of
λA (which by slight abuse of notation we call also λA) is absolutely continuous with respect
to λn−1 with Radon-Nikodym derivative
dλA
dλn−1
(p1, . . . , pn−1) =
(
n∏
i=1
pi
)−1
,
where pn := 1−
∑n−1
i=1 pi.
As a Hilbert space, the Aitchison simplex also exhibits a natural differential calculus,
which, as we will see, is closely related to the classical Fisher information geometry of the
simplex (see also [15]). Let us briefly recall the latter.
Set |x| = ∑xi and consider the positive orthant Rn>0 = {x ∈ Rn | xi > 0} equipped with
the Riemannian metric
gx(u, v) =
n∑
i=1
|x|uivi
xi
.
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As a submanifold of (Rn>0, g), the simplex ∆ inherits a Riemannian structure with inverse
metric tensor
(g−1(p))ij := gij(p) := pi(δij − pj), p ∈ ∆ (10)
and for sufficiently smooth functions φ : ∆→ R the gradient at p ∈ ∆ is given by
∇gφ(p) := g−1(p)∇φ(p) =
n∑
i=1
pi
(
∂iφ(p)−
n∑
j=1
pj∂jφ(p)
)
i
which is typically referred to as Fisher -or Shahshahani gradient in information geometry
and mathematical biology, respectively [c.f. 5, 22, 25, 39].
Now denote by dAf the Fre´chet derivative on the Aitchison simplex determined as usual
via
lim
q→e
‖q‖−1A |f(p⊕ q)− f(p)− dAf(p)q| = 0, (11)
provided the limit exists (recall that in the previous formula e is the neutral element of the
Aitchison simplex e = n−11). Given f ∈ C1(∆) and p ∈ ∆, by Riesz representation theorem,
we can introduce the Aitchison gradient ∇Af(p) as the unique element in ∆ obeying
dAf(p)q = 〈∇Af(p), q〉A for all q ∈ ∆,
and we claim
Lemma 3. Let f ∈ C1(∆). Then
∇Af = sfm(∇gf).
Proof. We set f¯ = f ◦ sfm and rewrite f(p⊕ q) = f¯(clr(p) + clr(q)). Now a Taylor expansion
around clr(p) yields
f(p⊕ q) = f(p) + (∇f¯(clr(p)), clr(q)) + o (‖q‖2A) .
But since ‖q‖−1A o(‖q‖2A) → 0 as q → e, plugging the previous expansion into (11) neces-
sitates
dAf(p)q = (∇f¯(clr(p)), clr(q)).
Next, observe that the Jacobian of sfm has the remarkable form
D sfm = diag(sfm)− sfm⊗ sfm, (12)
so that by the chain rule
(∇f¯) ◦ clr(p) = ∇gf(p).
Hence,
(∇f¯(clr(p)), clr(q)) = (∇gf(p), clr(q))H = 〈sfm(∇gf(p)), q〉A,
which yields the claim.
We remark that similar computations have been done before in [7]. Due to a different
definition for the derivative their gradient differs from ours and simply equals ∇g.
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3. THE AITCHISON DIFFUSION AKA BROWNIAN MOTION ON THE SIMPLEX
Recall that, given a probability space (Ω,F ,P) and a topological Abelian group (G, ∗),
a G-valued stochastic process is called Brownian motion on G provided
A1. For 0 ≤ t1 ≤ t2 ≤ · · · ≤ tm ≤ T and every m ∈ N, the increments
Xt1 , Xt2 ∗X−1t1 , . . . , Xtm ∗X−1tm−1 are mutually independent.
A2. For any 0 ≤ s ≤ t ≤ T the law of the increments Xt ∗X−1s depends only on t− s.
A3. t 7→ Xt is continuous a.s.
The main result of this section establishes a deep connection between stochastic replicator
dynamics and Brownian motion:
Theorem 4 (Aitchison diffusion as Brownian motion on ∆). For every T > 0 there exists a
unique ∆-valued process X solving on [0, T ] the Stratonovich SDE
dX it = X
i
t
(
◦dBit −
n∑
j=1
Xjt ◦ dBjt
)
, i = 1, . . . n
X0 = p ∈ ∆
(3)
Moreover, X satisfies the properties A1.-A3. with G = (∆,⊕) the Aitchison simplex. Thus,
X is a Brownian motion on ∆.
We approach Theorem 4 by some preliminary considerations. First observe that since
(∆,⊕,) is a finite dimensional vector space, there is a canonical way to introduce Brow-
nian motion on the Aitchison simplex. Namely, we simply take an orthonormal basis
{e1, . . . , en−1} of ∆ and n − 1 independent (one-dimensional) standard Brownian motions
Bi, i = 1, . . . , n− 1 and define for all t ≥ 0
Xˆt :=
n−1⊕
i=1
Bit  ei. (13)
Then clearly Xˆ satisfies A1.-A3. Next, we would like to find a characterisation of Xˆ in
conventional Euclidean coordinates. Of course, (13) means nothing but Xˆ = ilr−1(B). Thus,
by the Stratonovich chain rule we find that Xˆ satisfies
dXˆ it = d sfmi(Ψ
>Bt) =
n−1∑
j=1
n∑
k=1
Ψjk(∂k sfmi)(Ψ
>Bt) ◦ dBjt
=
n−1∑
j=1
n∑
k=1
Ψjk sfmi(Ψ
>Bt)(δik − sfmk(Ψ>Bt)) ◦ dBjt
=
n−1∑
j=1
n∑
k=1
Ψjkg
ik(Xˆt) ◦ dBjt ,
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with g−1 defined as in (10). If we introduce for i = 1, . . . , n− 1 the maps Zˆi : ∆→ Rn with
Zˆi(p) :=
n∑
j,k=1
Ψikg
jk(p)j, (14)
then the Brownian motion on ∆ defined as in (13) satisfies
dXˆt =
n−1∑
i=1
Zˆi(Xˆt) ◦ dBit.
Therefore, the generator Lˆ of Xˆ is canonically given in Ho¨rmander form as
Lˆ =
1
2
n−1∑
i=1
Zˆ2i ,
where, by slight abuse of notation, we identified with the maps in (14) the vector fields on
∆ given by
Zˆi(p) :=
n∑
j,k=1
Ψikg
jk(p)∂j.
Now setting
gikl (p) := ∂lg
ik(p) = δilδik − pkδil − piδlk,
and
Gij(p) := (G−1(p))ij :=
(
g−1(p)
2
)
ij
= pi
(
piδij − pipj − p2j + pj
n∑
k=1
p2k
)
we can expand Lˆ and obtain, using (8) and the the fact that the rows of g−1 sum to zero,
2Lˆ =
n∑
j,k,l,m=1
(Ψ>Ψ)km
(
gjkglm∂jl + g
jkglmj ∂l
)
=
n∑
j,l=1
Gjl∂jl +
n∑
l=1
(
n∑
j,m=1
gjmglmj
)
∂l. (15)
From this observation we can easily infer the
Proof of Theorem 4. Although existence and uniqueness of solutions to (3) is well known,
since (3) is just a special case of the general stochastic replicator equation (2), we briefly
sketch the argument for the sake of completeness. Recall, that the Aitchison diffusion (3) in
Ito¯ form obeys
dXt = b(Xt)dt+ g
−1(Xt)dBt, (16)
with Stratonovich corrector
bi(p) =
1
2
n∑
j,k=1
gjk(p)gikj (p) = pi
(
n∑
k=1
p2k − pi
)
= − (g−1(p)p)
i
, i = 1, . . . , n. (17)
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Observe that both maps, g−1 : ∆ → Rn×n and b : ∆ → Rn are Lipschitz-continuous (w.r.t
the standard topology on ∆). Indeed, for every p, q ∈ ∆ we have,
‖g−1(p)− g−1(q)‖2 =
n∑
i,j=1
(gij(p)− gij(q))2 =
n∑
i,j=1
((pi − qi)δij + qiqj − pipj)2
≤2‖p− q‖2 + 2
n∑
i,j=1
(qiqj − qipj + qipj − pipj)2 ≤ 10‖p− q‖2.
Regarding the drift component, one finds
‖b(p)− b(q)‖2 ≤ 2
n∑
i=1
(
q2i − p2i
)2
+ 2
n∑
i=1
(
pi
n∑
k=1
p2k − qi
n∑
k=1
q2k
)2
≤8‖p− q‖2 + 4
n∑
i=1
p2i
(
n∑
k=1
p2k − q2k
)2
+ 4
n∑
i=1
(pi − qi)2
(
n∑
k=1
q2k
)2
≤(12 + 16n)‖p− q‖2.
Since moreover, im g−1(p) = Tp∆ = H (with H as defined in (5)) holds for every p ∈ ∆,
existence and uniqueness of a continuous and ∆-valued solution to (3) follow by standard
Picard iteration. In particular such a solution satisfies A3.
We are left to check that X satisfies the properties A1. and A2. But comparing the
Stratonovich corrector (17) with the first order part of Lˆ in (15), we realise that Lˆ and the
generator L associated to the Aitchison diffusion X from (3) and (16), respectively, coincide.
Consequently, the Brownian motion on the Aitchison simplex Xˆ as introduced in (13) and
the Aitchison diffusion X have the same law and thus X also satisfies A1. and A2.
Subsequently, we want to point out a different and instructive way to deduce Theorem
4 by rather geometric arguments. At that, we mainly follow the lines of [43, ch. 8]. First,
observe that akin to Xˆ, we can rewrite (3) as
dXt =
n∑
i=1
Zi(Xt) ◦ dBit, X0 = p ∈ ∆, (18)
where now
Zi :=
n∑
j=1
gijj.
So, the generator L of the Aitchison diffusion in Ho¨rmander form reads
L =
1
2
n∑
i=1
Z2i , (19)
where again we identified the maps Zi with the corresponding vector fields
Zi :=
n∑
j=1
gij∂j. (20)
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We omit the proof of the following result, which is tedious but straight forward.
Lemma 5. The vector fields Z1, . . . , Zn as defined in (20) commute.
Elementary facts from ODE theory ensure that we can determine uniquely a smooth map
E : Rn ×∆→ Rn satisfying
d
dt
E(tξ, p) =
n∑
i=1
ξiZi(E(tξ, p)), E(0, p) = p ∈ ∆. (21)
Moreover, Lemma 5 necessitates that
∂ξkE(ξ, p) = Zk(E(ξ, p)) (22)
for all (ξ, p) ∈ Rn × ∆ and k = 1, . . . , n. Now take an n-dimensional standard Brownian
motion B be on (Ω,F ,Ft,P) and consider X := E(B, p). Then, the Stratonovich chain rule
and (22) entail
dXt =
n∑
i=1
Zi(Xt) ◦ dBit
and X0 = E(0, p) = p ∈ ∆. Thus, X is a solution to (3) and moreover defines a flow of
diffeomorphisms on ∆. On the other hand, recall from (12) that
D sfm = diag(sfm)− sfm⊗ sfm .
Using this identity, we find that E(ξ, p) = sfm(ξ) ⊕ p provides a solution to (21), which in
turn implies that the Aitchison diffusion starting in p ∈ ∆ is simply given by
Xt = p⊕ sfm(Bt). (23)
Of course, X inherits the properties A1.- A3. from B by the transformation rules (6). A
simulation of a trajectory of the Aitchison diffusion on ∆3 is depicted as a ternary plot in
figure 1.
In the following we denote by PXt the Markov semigroup associated to X, i.e. for bounded
and measurable functions f on ∆ we set
PXt f(p) := E [f(Xt)|X0 = p] . (24)
Also, we write PBt for the Brownian semigroup. The characterisations of the Aitchison
diffusion which we discussed so far imply immediately the following properties of PXt .
Corollary 6 (invariant measure and density kernel of the Aitchison semigroup).
(i) The Aitchison measure λA is invariant and reversible for P
X
t .
(ii) PXt admits a density kernel (0,∞) × ∆ × ∆ 3 (t, p, q) 7→ pt(p, q) with respect to λA,
which is given by
pt(p, q) = (2pit)
−n−1
2 e−
‖p	q‖2A
2t .
In particular, dA is the intrinsic metric for X and we have the Varadhan short time
asymptotics
lim
t↓0
t ln pt(p, q) = −d
2
A(p, q)
2
. (25)
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Figure 1: Simulation of a trajectory of an Aitchison diffusion starting at the barycenter
Proof. (i) Let f : ∆→ R be positive, measurable and bounded. Then,∫
∆
PXt f(p)λA(dp) =
∫
E
[
Xˆt|Xˆ0 = ilr−1(x)
]
dx =
∫
PBt f ◦ ilr−1(x)dx
=
∫
f ◦ ilr−1(x)dx =
∫
∆
f(p)λA(dp)
proving invariance of λA. Reversibility follows by a similar argument.
For (ii), let p := ilr−1(x) for some x ∈ Rn−1 and observe that
PXt f(p) = E
[
f ◦ ilr−1(Bt)|B0 = x
]
=
∫
f ◦ ilr−1(y)(2pit)−n−12 e− ‖x−y‖
2
2t dy
=
∫
∆
f(q)pt(p, q)λA(dq),
with
pt(p, q) = (2pit)
−n−1
2 e−
‖p	q‖2A
2t .
The previous identity immediately gives (25).
Notice that λA is not a finite measure on ∆ in accordance with the fact that Xt is
transient, meaning Xt → ∂∆ as t→∞ a.s. This again follows from the simple observation
lim
t→∞
‖Xt‖A = lim
t→∞
‖Bt‖ =∞ a.s.
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In fact, one can even identify the distribution of the limit. Namely, first observe that
lim
t→∞
Xt = lim
t→∞
p⊕ sfm(Bt) d= p⊕ lim
t→∞
sfm(
√
tB1) = p⊕ argmax(B1).
Since that standard normal distribution attributes zero mass to the set of points in Rn which
have no distinct maximum it follow that limt→∞Xt ∼ Uniform({1, . . . , n}).
4. THREE APPROXIMATION RESULTS FOR THE AITCHISON DIFFUSION
In this section we want to provide three approximation results for the Aitchison diffusion,
which rely on classical theorems from stochastic analysis or optimal transport and PDE
theory, namely Wong-Zakai approximation, Donsker’s invariance principle and the JKO-
scheme for the heat equation.
Recall, that in the introduction we alleged that the Aitchison diffusion, as described via
the Stratonovich SDE
dX it = X
i
t
(
◦dBit −
n∑
j=1
Xjt ◦ dBjt
)
, i = 1, . . . n
X0 = p ∈ ∆,
has the natural interpretation of being a replicator equation in a white noise fitness landscape.
The first statement gives a justification for this assertion. Indeed, we will see that (3) can
be derived from a replicator dynamic in a coloured noise fitness landscape, when sending the
correlation length to zero.
To this end, consider on a probability space (Ω,F ,P) the fitness landscape y = (yt)t≥0,
which is independent of the current population state, but evolves randomly and continuously
in time as a Gaussian process with correlation structure
E[yisy
j
t ] = δije
λ−2|s−t|, i, j = 1, . . . n,
where λ > 0 is a correlation length parameter. In other words, we assume that the fitness
landscape y is given by the n-dimensional Ornstein-Uhlenbeck process
λ2dyt = −ytdt+ λdBt,
with B an n-dimensional Brownian motion and y0 ∼ N (0, IdRn). Then we ascertain the
following
Theorem 7 (Approximation of the Aitchison diffusion by replicator dynamics in a Gaussian
fitness landscape). For every λ > 0 there exists a unique solution pλ to
p˙i(t) = λ
−1pi(t)
(
yit − y¯t
)
, i = 1, . . . , n
p(0) = p ∈ ∆, (26)
where y¯t =
∑n
1 pi(t)y
i
t is the mean fitness. Moreover, the solutions p
λ converge weakly to the
Aitchison diffusion X as λ goes to zero.
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Proof. The existence of a unique solution pλ to (26) follows again by standard Picard iter-
ation. The convergence result is a classical incidence of the Wong-Zakai approximation [c.f.
17]. Weak convergence can be proven along the lines of [35, sec. 5.1.]. Invoking arguments
from rough path theory one could obtain stronger convergence results in Ho¨lder topologies
as well [c.f. 19, 30].
Our second approximation result establishes a connection between random walks on the
Aitchison simplex and (3) in the spirit of Donsker’s invariance principle [c.f. 32]. Therefore,
first recall that the time discrete analogue of the replication dynamic (1) is given by the
dynamical system
p
(k+1)
i =
p
(k)
i f
i
(
p(k)
)∑n
j=1 p
(k)
j f
j (p(k))
p(0) = p ∈ ∆.
It was pointed out in [22] and [40] that we may think of this dynamic as modelling species
adaptation by means of generation-wise Bayesian updating.
As previously, we replace the frequency dependent fitness f by random entities. More pre-
cisely, on some probability space (Ω,F ,P) we take iid ∆-valued random variables f(1), f(2), · · ·
and consider
p
(k+1)
i =
p
(k)
i f
i
(k+1)∑n
j=1 p
(k)
j f
j
(k+1)
p(0) = p ∈ ∆.
Using the Aitchison calculus we rewrite the previous updating rule simply as
p(k+1) = p(k) ⊕ f(k+1)
p(0) = p ∈ ∆. (27)
or explicitly
p(k) =
k⊕
i=1
f(i) ⊕ p.
That means
(
p(k)
)
k≥0 is nothing but the random walk on the Aitchison simplex (∆,⊕,),
induced through the iid random variables
(
f(k)
)
k≥1. As a direct consequence of the continuous
mapping theorem and Donsker’s invariance principle we infer
Theorem 8 (Approximation of the Aitchison diffusion by random walks). Let f(1), f(2), . . .
be iid random variables with values in ∆ such that for all k ∈ N
E clr(f(k)) = 0
and
cov
(
ilri(f(k)), ilrj(f(k))
)
= δij, i, j = 1, . . . , n− 1.
Let (p(k))k≥0 be a random walk on ∆ as given in (27) and assume for simplicity p(0) = p = e,
with e being the barycenter of ∆. Define the linear interpolation of the random walk as
pt := p
(btc) ⊕ (t− btc) p(btc+1).
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Then the family of C([0, 1],∆)- valued random elements (n−
1
2  pnt)t∈[0,1], n ∈ N, converges
weakly to the Aichtison diffusion (Xt)t∈[0,1] starting in X0 = e as n→∞.
Whereas the first two approximation results are in essence probabilistic, the last theorem
in this section is based on a gradient flow interpretation of the Fokker-Planck equation
associated to (3) and relies on the seminal work of Otto et al. in [28] and [34].
Let us start with a few definitions. We denote by P(∆) the set of all probability measures
on ∆ and by
P2(∆) :=
{
µ ∈ P(∆) :
∫
∆
‖p‖2Aµ(dp) <∞
}
.
Then a natural distance measure on P2(∆) is the Wasserstein distance
W 2A(µ, ν) := inf
pi∈Π(µ,ν)
∫
∆×∆
d2A(p, q)pi(dpdq), (28)
where for µ, ν ∈ P2(∆) we have
Π(µ, ν) := {pi ∈ P(∆×∆) : pi(A×∆) = µ(A) and pi(∆×B) = ν(B), A,B ∈ B(∆)}.
Notice, that the Wasserstein distance on P2(∆) is linked to the usual Wasserstein metric on
P2(Rn−1) through
W 2A(µ, ν) = inf
pi∈Π(ilr# µ,ilr# ν)
∫
Rn−1
‖x− y‖2pi(dxdy) =: W 2Rn−1(ilr# µ, ilr# ν). (29)
Finally, we denote by SA the Boltzmann entropy on the Aitchison simplex:
SA(µ) :=
{∫
∆
ln
(
dµ
dλA
(p)
)
µ(dp), µ << λA
+∞, else.
Now let X be an Aitchison diffusion with X0 ∼ µ0 for some µ0 ∈ P2(∆). We denote by
µt(dp) = µt(p)λA(dp) the law of Xt. Then the densities (µt)t≥0 provide a solution to the
heat equation on the Aitchison simplex
∂tµ = Lµ, µ|t=0 = µ0 (30)
and satisfy for any ν ∈ P2(∆) with finite entropy
d
dt
W 2A(µt, ν) ≤ SA(ν)− SA(µt). (31)
The meaning of the previous evolution-variational inequality is that (the laws of) the Aitchi-
son diffusion evolve as a Wasserstein gradient flow of the Boltzmann entropy. To see, why
(31) is true, let ρ be a solution to the heat equation on Rn−1. Then, denoting by
SRn−1(µ) :=
{∫
Rn−1 ln
(
dµ
dλRn−1
(x)
)
µ(dx), µ << λRn−1
+∞, else
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the usual entropy on Rn−1, we know that
d
dt
W 2Rn−1(ρt, η) ≤ SRn−1(η)− SRn−1(ρt),
for all probability measures η on Rn−1 with finite second moment and entropy [c.f. 4, 16].
Next, notice that if ν ∈ P(∆) has finite entropy, then
SRn−1(ilr# ν) =
∫
Rn−1
ln
(
d ilr# ν
dλRn−1
(x)
)
ilr# ν(dx) =
∫
∆
ln
(
d ilr# ν
d ilr# λA
(ilr(p))
)
ν(dp) = SA(ν).
Now we easily infer (31) from the previous identity, (29) and the fact that µt = ilr
−1
# ρt.
The observation that the Aitchison diffusion can be interpreted as a Wasserstein gradient
flow now provides an immediate way to approximate the laws µt be means of a steepest
descent algorithm, in perfect analogy to the JKO-scheme invented in [28].
Theorem 9 (Approximation of the Aitchsion diffusion by JKO-scheme). For every t > 0
we denote by
Jt(µ¯|µ0) := S(µ¯)− S(µ0)− 1
2t
W 2A(µ¯, µ0) and Kt[ρ0] := argmin
µ¯∈P2(∆)
Jt(µ¯|µ0)
Then,
µt := lim
n→∞
(Kt/n)
n[µ0], t > 0
is the law of the Aitchison diffusion (at time t) and its λA-density solves the heat equation
(30).
5. DRIFT DIFFUSIONS ON THE AITCHISON SIMPLEX
In this final section we are concerned with the influence of drift terms on the Aitchison
diffusion. More precisely, we are interested in the long time behaviour of Markov processes
which are associated to differential operators of the form LZ0 := L+Z0, where L is the gen-
erator of the Aitchison diffusion as in (19) and Z0 is a vector field on ∆. Rather then aiming
for maximal generality, our focus is on examples which seem interesting for applications in
e.g. mathematical biology and game theory, foremost the case
Z0f(p) = Ap · ∇gf(p),
which corresponds to the stochastic replication equation. Our investigations will be split
into two parts. First, we derive structural properties of invariant measures for the diffusion
processes in question. Afterwards, we provide quantitative statements about the relaxation
to equilibrium by means of Wasserstein contraction estimates. For both concerns we will
benefit from a frequent change of perspective between the usual Euclidean picture on one
hand and the Aitchison geometry on the other hand.
As a first example for this approach, consider
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Definition (ODE on the Aitchison simplex). Let F : ∆→ ∆. By a solution to the ordinary
differential equation (ODE) on the Aitchison simplex
p˙(t) = F (p(t)), p(0) = p ∈ ∆, (32)
we mean a continuous map [0,∞) 3 t 7→ p(t) ∈ ∆, obeying
〈p(t), q〉A = 〈p, q〉A +
∫ t
0
〈F (p(s)), q〉Ads, t ≥ 0
for all q ∈ ∆.
Lemma 10. Fix p ∈ ∆. Then (p(t)) is a solution to (32) if and only if it is a solution to
the conventional ODE
p˙(t) = g−1(p(t)) clr(F (p(s))), p(0) = p. (33)
Proof. We set p˜(t) := clr(p(t)). Recall that for p, q ∈ ∆ we have 〈p, q〉A = (clr(p), clr(q))H .
Thus, (p(t)) is a solution to (32) iff for all h ∈ H
(p˜(t), h)H = (p˜, h)H +
∫ t
0
(clr(F (p(s))), h)Hds, (34)
Therefore, if (p(t)) solves (32), it follows
p˙(t) =
d
dt
sfm(p˜(t)) = g−1(p(t)) ˙˜p(t) = g−1(p(t)) clr(F (p(s)))
which is (33). On the other hand, if (p(t)) solves (33), then since
d
dt
ln pi(t) = lnFi(p(t))−
n∑
j=1
pj(t) ln(Fj(t)),
we find
˙˜p(t) =
d
dt
clr(p(t)) = clr(F (p(t)))
which, using (34), yields that (p(t)) solves (32).
Remark. Notice that the transformation above has a nice biological interpretation. Think
of F in (32) as Wrightian fitness. Then the flow (p(t)) on the Aitchison simplex driven by
F corresponds in the usual Euclidean notation to a replicator equation with fitness landscape
(lnF1, . . . , lnFn), i.e. the Malthusian fitness [c.f. 48].
In particular, given some payoff matrix A ∈ Rn×n, if we define
θ : ∆→ ∆, p 7→ θ(p) := sfm(Ap), (35)
then
p˙ = θ(p), p(0) = p ∈ ∆
is equivalent to the replicator equation with linear fitness landscape p 7→ Ap:
p˙i(t) = pi(t) ((Ap(t))i − p(t) · Ap(t)) , i = 1, . . . , n (36)
provided p(0) = p ∈ ∆.
Let us try to establish a stochastic analogue of the previous observation.
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Definition (SDE on the Aitchison simplex). Let F : ∆ → ∆ and p ∈ ∆. Given a filtered
probability space Ω = (Ω,F , (F)t,P) and an Aitchison diffusion X on Ω, we call an Ft-
adapted, time-continuous and ∆-valued process Y a solution to the SDE on the Aitchison
simplex,
dYt = F (Yt)dt⊕ dXt, Y0 = p, (37)
provided that P-a.s.
〈Yt, q〉A = 〈p, q〉A +
∫ t
0
〈F (Ys), q〉Ads+ 〈Xt, q〉A, t ≥ 0 (38)
for all q ∈ ∆.
The definition can be extended to random initial data in the usual way. Our next result
is the stochastic counterpart of Lemma 10.
Theorem 11. Let Ω = (Ω,F , (F)t,P) be a filtered probability space. If Y is a solution to
(37) on Ω, then there exists an Rn-valued standard Brownian motion B on Ω, such that Y
solves
dYt = g
−1(Yt) clr(F (Yt))dt+ g−1(Yt) ◦ dBt. (39)
Vice versa, if Y solves (39), then there exists an Aitchison diffusion X on Ω such that Y
solves (37).
Proof. Let Y be a solution to (37). Since X is a Brownian motion on (∆, 〈·, ·〉A), we have
E[〈Xt, p〉A〈Xs, q〉A] = 〈p, q〉As ∧ t, (40)
whence, for all g, h ∈ H
E[(clr(Xt), g)H(clr(Xs), h)H ] = (g, h)Hs ∧ t.
Therefore B˜ := clr(X) is a BM on H. Now take another one-dimensional Brownian motion
W , independent from B˜ and define B := B˜ + 1√
n
W1. Then, because
E[(Bt, x)(Bs, y)]
=E
[
(B˜t, x)(B˜s, y) + n
− 1
2 (B˜t, x)(1, y)Ws + n
− 1
2 (B˜s, y)(1, x)Wt + n
−1WsWt(1, x)(1, y)
]
=(prH x, prH y)Hs ∧ t+
1
n
(1, x)(1, y)s ∧ t = (x, y)s ∧ t,
we know B is a standard BM on Rn. Next, set Y˜ := clr(Y ) and h := clr(p). By (38),
(Y˜t, h)H = (Y˜0, h)H −
∫ t
0
(clr(F (Ys)), h)Hds+ (Bt − n− 12Wt1, h)H . (41)
Now applying the Stratonovich chain rule to Y = sfm(Y˜ ), we recover (39).
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If on the other hand Y solves (39), then
d lnY it =
1
Y it
(
(g−1(Yt) clr(F (Yt)))idt+ (g−1(Yt) ◦ dBt)i
)
= −
(
clri(F (Yt))−
n∑
k=1
Y kt clrk(F (Yt))
)
dt+ dBit −
n∑
k=1
Y kt ◦ dBkt ,
and therefore
dY˜ it := d clri(Yt) = − clri(F (Yt))dt+ dBit −
1
n
n∑
k=1
dBkt .
The noise term on the right hand side of the previous equation is a Brownian motion on H.
Thus, testing Y˜ with h ∈ H and transforming back to the Aitchison simplex, we see Y obeys
(37) with X = sfm(B).
Choosing again F = θ in (39), leads to
dYt = g
−1(Yt)AYtdt+ g−1(Yt) ◦ dBt, (42)
which is the stochastic replicator equation of Fudenberg and Harris as in (2) with σi = 1
for i = 1, . . . , n. We will here consider this constant coefficient case only. Yet, our methods
could be easily extended to different σi, too. In this case, one would need to incorporate a
covariance structure in the definition of X, by imposing e.g.
E[〈Xt, p〉A〈Xs, q〉A] = (clr(p), diag(σ1, . . . , σn) clr(q))s ∧ t. (43)
There is another interesting and natural choice for F in (37). Namely, take a potential
V ∈ C1(∆) and consider the gradient drift F = 	∇AV . The associated evolution can be
interpreted as a Langevin dynamic on the Aitchison simplex:
dYt = 	∇AV (Yt)dt⊕ dXt, (44)
which in the standard Euclidean picture corresponds to
dYt = −∇GV (Yt)dt+ g−1(Yt) ◦ dBt. (45)
where ∇G := g−1∇g. We will come back to those gradient drift diffusions in due course.
In preparation for the following two subsections, we need to introduce a classical notion of
evolutionary game theory. As for the deterministic replicator equation (36), a key concept in
the analysis of the long term behaviour of (42) are Price and Maynard Smith’s evolutionary
stable strategies (ESS) [42], which specify Nash equilibria that are non-invadable by initially
rare alternative strategies.
Definition (Evolutionary stable strategy). Let A = (aij) ∈ Rn×n be a payoff matrix. We
call p∗ ∈ ∆¯ an ESS for A provided
1. equilibrium condition
p · Ap∗ ≤ p∗ · Ap∗, for all p ∈ ∆¯
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2. stability condition
if p 6= p∗ and p · Ap∗ = p∗ · Ap∗ then p · Ap < p∗ · Ap. (46)
The first condition above means that p∗ is a Nash equilibrium (NE).
It is well-known that if p∗ ∈ ∆ is an interior ESS, then it must be unique and moreover
A is conditionally negative definite [c.f. 24]:
Definition. We call A ∈ Rn×n conditionally negative semi-definite, whenever,
h · Ah ≤ 0, for all h ∈ H.
If the previous inequality is strict for all h ∈ H \ {0}, we say A is conditionally negative
definite. We denote by Γ≤ = Γ≤n and Γ
< = Γ<n the sets of all n × n conditionally negative
semi-definite and conditionally negative definite matrices, respectively.
If on the other hand, A is conditionally negative definite, then A has a unique ESS, possibly
lying on the boundary.
Finally notice [c.f. 27], if A ∈ Γ< and we introduce the Rayleigh-quotient
λ := − max
h∈H\{0}
h · Ah
‖h‖2 ,
then λ > 0 and for all h ∈ H
h · Ah ≤ −λ‖h‖2. (47)
The parameter λ will play a crucial role in our final section on contraction estimates for
replicator dynamics.
5.1. Fokker-Planck equation and invariant measures for stochastic replicator
dynamics
In [27] Imhof studies the long-run behavior of stochastic replicator dynamics, providing
in particular sufficient conditions for the existence of invariant probability measures. The
authors of [23] investigate among others ergodicity properties of (42) and their consequences.
Our aim for this subsection is to complement those results by a classical perspective on
invariant measures, namely via the Fokker-Planck equation.
Mainly for notational convenience, and in this subsection only, X will generically be an
Aitchsion diffusion with covariance structure
E[〈Xt, p〉A〈Xs, q〉A] =
√
2〈p, q〉As ∧ t, (48)
which in the Fudenberg-Harris model corresponds to σi =
√
2, i = 1, . . . n, or equivalently
to (42) if the Brownian motion obeys 〈Bi, Bj〉t =
√
2δijt. We denote by (Pt) the Markov
semi-group associated to (42), which we also refer to as the replicator semigroup. For the
corresponding family of Markov transition kernels we write (pit). Of course, Pt depends
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upon the choice of a payoff matrix A ∈ Rn×n and so does the corresponding generator
LA := L
′ + ZA, where L′ = 2L with L as in (19) and for f : ∆→ R sufficiently regular,
ZAf(p) := Ap · ∇gf(p).
As usual, we call a σ-finite (but possibly non-finite) measure µ on ∆ invariant for the
replicator semigroup, if for all positive, bounded and measurable functions f : ∆→ R∫
∆
Ptfdµ =
∫
∆
fdµ, t ≥ 0. (49)
Let us start with the following simple, yet important observation which is a direct con-
sequence of the isometry between ∆ and Rn−1 and Theorem 11.
Lemma 12 (Change of coordinates formula). Denote by
θˆ(x) := ilr ◦θ ◦ ilr−1(x) = ΨA sfm(Ψ>x) (50)
and consider the Rn−1-valued diffusion Yˆ given by
dYˆt = θˆ(Yˆt)dt+
√
2dBt, (51)
with corresponding generator LˆA := ∆ + θˆ · ∇. The Markov semigroup (Pˆt) given through
(51) and the replicator semigroup are linked by means of the change of coordinates
Ptf(p) = Pˆt(f ◦ ilr−1)(ilr(p)). (52)
Hence, the analysis of (Pt) eventually boils down to the analysis of the drifted Brownian
motion Yˆ and its semigroup (Pˆt). Now recall that the Markov semigroup (Pt) is regular
provided for all t > 0, the probability measures pit(p, ·) are mutually equivalent for all p ∈ ∆
and t > 0. Then, as first consequence of Lemma 12, we obtain
Proposition 13. The replicator semigroup is regular.
Proof. Notice that, θˆ is bounded and Lipschitz. Indeed, we have
‖θˆ(x)− θˆ(y)‖ ≤ ‖A‖‖Ψ‖2‖x− y‖,
and
‖θˆ(x)‖ ≤ ‖Ψ‖‖A‖ (53)
for all x, y ∈ Rn−1. Therefore, (Pˆt) is strongly Feller and irreducible [12, Prop. 7.20], hence
regular. By Lemma 12 the replicator semigroup (Pt) inherits the regularity from (Pˆt).
By [11, Thm 4.2.1], regularity of a semigroup on the other hand directly entails
Corollary 14 (Uniqueness of invariant probability measures and mixing property). Let
µ ∈ P(∆) be invariant for (Pt). Then µ is the only invariant measure and moreover the
replicator semigroup is strongly mixing for µ, i.e. for every p ∈ ∆ and measurable C ⊂ ∆
lim
t→∞
pit(p, C) = µ(C). (54)
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Our next aim is a description of invariant measures by means of a stationary Fokker-
Planck equation. As a preparatory result we deliver following statement on densities of
invariant measures.
Proposition 15 (Existence of smooth λA-densities). If µ is an invariant measure for the
replicator semigroup, then µ has a C∞-smooth density with respect to the Aitchsion measure
λA.
Proof. By (52) invariant measures µ for (Pt) and µˆ for (Pˆt), respectively, are in one to one
correspondence via
µ = ilr−1# µˆ and µˆ = ilr# µ. (55)
Therefore, and because λA = ilr
−1
# λRn−1 it is enough to prove, that every invariant measure
µˆ of (Pˆt) admits a smooth Lebesgue density. But in fact, suppose µˆ is an invariant measure.
Then it is a positive, weak solution to the stationary Fokker-Planck equation
0 = Lˆ∗Aµˆ := ∆µˆ−∇ ·
(
µˆθˆ
)
, (56)
Lˆ∗A being the formal L
2(λRn−1)-adjoint of LˆA. However, since Lˆ
∗
A has smooth coefficients, by
Weyl’s regularity theorem [c.f. 9, Thm 1.4.6] any weak solution to (56) is a smooth classical
solution. In particular, µˆ has a smooth density with respect to the Lebesgue measure on
Rn−1.
We are now ready to present the main result of this subsection. Let us define for every
p ∈ ∆ the potential
Λ(p) :=
n∑
i=1
aiipi − p · Ap. (57)
Occassionally, we will also write ΛA if we want to emphasize the dependence on the matrix
A. As we shall see, this potential plays a decisive role for the long time behavior of stochastic
replicator dynamics.
Theorem 16 (Stationary Fokker-Planck equation). Let µ be invariant for (Pt). Then the
λA density of µ is a solution to the stationary Fokker-Planck equation
0 = L′µ− ZAµ− Λµ. (58)
Vice versa, assume µ ∈ C2(∆) is a strictly positive solution to (58) whose logarithmic
gradient is locally Lipschitz and has linear growth, i.e.
‖∇g lnµ(p)‖ ≤ K(1 + ‖p‖A) (59)
for some K > 0 and all p ∈ ∆. Then µdλA is invariant for (Pt).
Proof. We have to determine L∗A the formal L
2(λA)-adjoint of LA. Since, λA is reversible for
L′, we only need to focus the vector field ZA and claim that its formal L2(λA)-adjoint Z∗A is
given by
Z∗A = −ZA − Λ.
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Indeed, consider f, g ∈ C∞0 (∆), set fˆ := f ◦ ilr−1 and likewise for gˆ. Then, since
ZAf = (ΨA ilr
−1,∇f ◦ ilr−1) ◦ ilr,
it follows ∫
∆
gZAfdλA =
∫
Rn−1
gˆ(x)(ΨA ilr−1(x),∇fˆ(x))dx. (60)
But because
∇ · (ΨA ilr−1(x)) = n∑
i=1
aii ilr
−1
i (x)− ilr−1(x) · A ilr−1(x) = Λ ◦ ilr−1(x)
and fˆ , gˆ ∈ C∞0 (Rn−1), integrating by parts in (60) yields∫
∆
gZAfdλA =
∫
∆
(−ZAg − Λg)fdλA. (61)
Now if µdλA is invariant for (Pt), then for all smooth and compactely supported test functions
f on ∆ we have
0 =
∫
∆
LAfµdλA =
∫
∆
fL∗AµdλA,
which yields the claim by the Lemma of du Bois-Reymond.
For the converse direction assume µ ∈ C2(∆) is a positive solution to (58). Then
µˆ := µ ◦ ilr−1 is a positive solution to
0 = Lˆ∗Aµˆ, (62)
or in other words, µˆ is infinitesimally invariant for (Pˆt). Next, consider the Doob h-transform
Lˆ of LˆA defined by
Lˆf := 1
µˆ
LˆA(µˆf) (63)
and set
Lˆ† := Lˆ∗ − Lˆ∗1. (64)
Thus, Lˆ† is the formal L2(λRn−1)-adjoint of Lˆ minus its zero order part and
Lˆ†f = ∆f − θˆ · ∇f −∇ ln µˆ · ∇f (65)
for f sufficiently smooth. Now according to [38, Thm 4.8.5], the density µˆ is invariant for
(Pˆt) iff the diffusion given by the martingale problem for Lˆ† is non-explosive. But using the
growth condition (59) and identifying x = ilr(p), we know
‖∇ ln µˆ(x)‖ = ‖∇g lnµ(p)‖ ≤ K(1 + ‖p‖A) = K(1 + ‖x‖) (66)
for all x ∈ Rn−1. Likewise, it follows that the logarithmic gradient of µˆ is locally Lipschitz.
Therefore, all coefficients of Lˆ† are locally Lipschitz and satisfy a linear growth condition,
whence classical theory [c.f. 26, ch. 6] guarantees apart from well-posedeness of the martin-
gale problem for Lˆ†, that the associated diffusion is conservative.
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The rest of this subsection is devoted to the exploitation of the previous theorem. Note
that some of the subsequent results were proven already in [23]. However, whereas Hofbauer
and Imhof invoke elaborate Lyapunov function techniques, in our present setting they appear
as direct consequences of Theorem 16.
Corollary 17. The Aitchison measure λA is invariant for (Pt) if and only if the payoff
matrix Rn×n 3 A = (aij) satisfies for all i 6= j
aij + aji − aii − ajj = 0. (67)
Moreover, if n > 3 and A satisfies (67), then the replicator diffusion is transient in that
Yt → ∂∆ as t→∞ almost surely.
Notice, the previous Corollary applies in particular to zero-sum games, that is, when
A = −A>.
Proof. Since the Lipschitz and growth condition are trivially satisfied, by Theorem 16, λA
is invariant iff for all p ∈ ∆
0 = Λ(p) =
n∑
i=1
aiipi − p · Ap. (68)
Observe, if A satisfies (67), then
p · Ap =
n∑
i 6=j
piaijpj +
n∑
i=1
aiip
2
i = −
n∑
i 6=j
piaijpj + 2
n∑
i 6=j
piaiipj +
n∑
i=1
aiip
2
i
= −p · Ap+ 2
n∑
i=1
aiipi,
(69)
whence (68) is fulfilled. On the other hand, if (68) is true for all p ∈ ∆, then by continuity
it is valid also for p ∈ ∆¯. Testing, (68) with p = 1
2
i +
1
2
j for i 6= j immediately yields (67).
Regarding the second statement, notice (67) entails
∇ · θˆ(x) = Λ ◦ ilr−1(x) = 0
for all x ∈ Rn−1. Therefore, if n ≥ 4 [38, cor. 6.3] implies Yˆ is transient on Rn−1 which
yields the claim.
Occasionally, one is interested in invariant distributions of Gibbs-type
µ = e−V λA, (70)
for some V : ∆→ R. We denote by Γ the carre´ du champs operator associated to L′, that is
Γ(f, g) := 〈∇Af,∇Ag〉A = (∇gf,∇gg) =
n∑
i=1
ZifZig,
and Γf := Γ(f, f). Then a straight forward application of the diffusion property of LA
combined with Proposition 16 implies
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Lemma 18. Let V ∈ C2(∆) and ∇gV be locally Lipschitz and satisfy the growth condition
(59). Then, µ = e−V λA is an invariant measure for (Pt) if and only if V satisfies
0 = L′V − ΓV − ZAV + Λ. (71)
Remark. By classical theory [c.f. 6], we know that the Langevin dynamic on the Aitchsion
simplex
dYt = 	∇AV (Yt)dt⊕ dXt, (72)
which is associated to the generator LV := L
′ − Γ(V, ·) has an invariant measure of the
form (70). Since LA = LV + ZA + Γ(V, ·), the condition in (71) holds if and only if for all
f ∈ C∞0 (∆) we have ∫
∆
(ZAf + Γ(V, f))dµ = 0 (73)
Corollary 19. Let α ∈ Rn>0 and set |α| := α1 + · · · + αn. The Dirichlet distribution with
parameter α is the (unique) invariant measure for (Pt) if and only if
(i) the payoff matrix A = (aij) fulfills for i 6= j
aij + aji − aii − ajj = 2|α|
and
(ii) α|α| is a Nash equilibrium for A.
Proof. The Dirichlet distribution amounts to the choice of
V (p) := −
n∑
i=1
αi ln pi
in (70). Evidently,
∇gV (p) = |α|p− α (74)
satisfies the Lipschitz and growth conditions of Theorem 16. Plugging in the definition of V
in (71) yields,
0 = (α− |α|p) · Ap+ Λ(p)− ‖α− |α|p‖2 + |α| (1− ‖p‖2) . (75)
Hence in order to prove Corollary 19, by Lemma 18 it is enough to show that (75) holds for
all p ∈ ∆ if and only if the conditions (i) and (ii) of Corollary 19 are fulfilled.
Let us start by assuming that A and α are such that (i) and (ii) are valid. It was shown
in [23] that a matrix for which (i) holds obeys
h · Ah = −|α|‖h‖2 (76)
for every h ∈ H. Therefore, and because α/|α| is an interior NE for A by (ii), we know that
for any p ∈ ∆
(α− |α|p) · Ap− ‖α− |α|p‖2
=− |α|
(
α
|α| − p
)
· A
(
α
|α| − p
)
− ‖α− |α|p‖2 + |α|
(
α
|α| − p
)
· A
(
α
|α|
)
= 0
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Next, observe that arguing akin to (69), we see that for every p ∈ ∆
p · Ap = |α| (1− ‖p‖2)+ n∑
i=1
aiipi, (77)
which yields (75) for all p ∈ ∆. Note that the previous identity can be rephrased as
ΛA = Λ−|α| id. (78)
Now assume on the contrary that (75) holds for all p ∈ ∆. Testing the equation with i, the
i-th unit vector in Rn (more precisely, take a sequence (pn)n≥0 ⊂ ∆ with pn → i as n→∞,
test (75) with pn and take limits) yields
0 =
n∑
k=1
akiαk − |α|aii − ‖α‖2 + 2|α|αi − |α|2. (79)
Next, testing with 1
2
i +
1
2
j we find
0 =
n∑
k=1
(aki + akj)αk − |α|
2
(aii + aij + aji + ajj) + aii + ajj − 1
2
(aii + aij + aji + ajj)
− 2‖α‖2 + 2|α|(αi + αj)− |α|2 + |α|.
Using (79), the previous expression simplifies to
0 = |α|2 + |α| − |α|+ 1
2
(aij + aji − aii − ajj),
which thus gives condition (i). But then, due to (76), (77) and by assumption
|α|
(
p− α|α|
)
· A α|α| = Λ(p) + |α|
(
1− ‖p‖2) = 0
for every p ∈ ∆. Hence α|α| is a NE for A.
Remark. Using (47) it is not hard to see that for every conditionally negative definite payoff
matrix A ∈ Rn×n, there (uniquely) exists a Euclidean distance matrix D [c.f. 29] such that
ΛA(p) = −λ(1− ‖p‖2)− 1
2
p ·Dp = Λ−λ id + 1
2
D(p). (80)
By [23, Thm 3.1] the mean of an invariant measure for the replicator semigroup constitutes a
Nash equilibrium, say p∗, for A. But then in the light of Corollary 19 and in particular (78),
the term −λ(1 − ‖p‖2) in (80) corresponds to a Dirichlet distribution with parameter λp∗.
This suggests that for general A ∈ Γ< invariant measures of stochastic replicator dynamics
will be perturbations or generalizations of the Dirichlet family in which the matrix D enters
as an additional parameter. Whether there exists an explicit expression for those measures
is left as an interesting question for further investigations.
26
5.2. Wasserstein contractions for stochastic replicator dynamics
Corollary 19 in the previous subsection provided us with necessary and sufficient condi-
tions for a stochastic replicator dynamic to attain the Dirichlet distribution Dirα as invariant
measure.
Another diffusion process on the Aitchison simplex for which Dirα is invariant (in fact
reversible) is the Langevin equation
dYt = 	∇AV (Yt)dt⊕ dXt, (81)
with
V (p) = −
n∑
i=1
αi ln pi.
Recall that WA is the natural Wasserstein distance on (∆, 〈·, ·〉A) with cost d2A (see (28)).
Now let us also introduce
W 2∆(µ, ν) := inf
pi∈Π(µ,ν)
∫
∆×∆
‖p− q‖2pi(dpdq). (82)
The following proposition is the motivation for our subsequent investigations.
Proposition 20. Consider the Langevin diffusion Y = (Yt) as given through (81) and denote
by µt := Law(Yt). Then,
WA(µt, Dirα) ≤ WA(µ0, Dirα) (83)
and moreover,
W∆(µt, Dirα) ≤ e−|α|tWA(µ0, Dirα). (84)
Proof. We first show that V (p) = −∑αi ln pi is a convex function on the Aitchison simplex.
Since ∇gV (p) = |α|p− α, we have
〈∇AV (p)	∇AV (q), p	 q〉A = |α|(p− q, clr(p)− clr(q)).
Now replacing p = sfm(x) and q = clr(y) yields
〈∇AV (p)	∇AV (q), p	 q〉A = |α|(sfm(x)− sfm(y), x− y) ≥ 0
by monotonicity of the softmax function ([c.f. 21]) and hence V is convex. Now take two
solutions Y and Y ′ to (37), both driven by the same noise X. Then
d
dt
‖Yt 	 Y ′t ‖2A = −2〈∇AV (Yt)	∇AV (Y ′t ), Yt 	 Y ′t 〉A ≤ 0
which immediately implies (83).
We move on to the ‘mixed’ Wasserstein contraction claimed in (84). First observe that
sfm satisfies a stronger property then just being monotone, namely the softmax function is
co-coercive [c.f. 21], i.e.
(sfm(x)− sfm(y), x− y) ≥ ‖ sfm(x)− sfm(y)‖2, x, y ∈ Rn. (85)
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Therefore,
d
dt
‖Yt 	 Y ′t ‖2A ≤ −2|α|‖Yt − Y ′t ‖2
and using (9) we find
‖Yt − Y ′t ‖22 ≤ ‖Yt 	 Y ′t ‖2A ≤ ‖Y0 	 Y ′0‖2A − 2|α|
∫ t
0
‖Ys − Y ′s‖22ds.
Thus, by Gronwall’s inequality
‖Yt − Y ′t ‖22 ≤ e−2|α|‖Y0 	 Y ′0‖2A,
which yields the claim after minimising on both sides over all couplings.
Of course, the result just proven is actually stronger then the inequalities stated in (83)
and (84). Indeed, within these two estimates we may replace Dirα by any other (law of a)
solution to (81), say (µ′t). Then Proposition 20 asserts that with respect to W∆ such laws
attract exponentially fast, irrespective of the initial data.
The question we pose now is: can we find payoff matrices A which enforce a synchroniza-
tion in the relaxation to equilibrium between replicator diffusion and the Langevin dynamic
(81)? Or in other words, for which payoff matrices can we monitor for stochastic replicator
dynamics the same contraction behavior as the one in Proposition 20?
In order to answer this question, let us first dwell upon the deterministic setting.
Theorem 21. Let A ∈ Rn×n be a payoff matrix. The following four statements are equiva-
lent:
(i) For every p, q ∈ ∆ let (p(t)) and (q(t)) be two solutions to the deterministic replicator
equation (36) starting in p and q, respectively. Then,
‖p(t)	 q(t)‖A ≤ ‖p	 q‖A, t ≥ 0 (86)
(ii) The map p 7→ 	θ(p) = θ(−p) is monotone, i.e.
〈θ(p)	 θ(q), p	 q〉A ≤ 0, p, q ∈ ∆. (87)
(iii) For every p ∈ ∆ and h ∈ H
h · Ag−1(p)h ≤ 0. (88)
(iv) There exist λ ≥ 0 and vectors u, v ∈ Rn such that
A = −λ id +u⊗ 1 + 1⊗ v (89)
Proof. The chain of implications from (i) to (iii) is fairly standard and we only indicate the
key ideas. (i) =⇒ (ii): differentiate ‖p(t)	 q(t)‖2A at t = 0. (ii) =⇒ (iii): observe that (87)
is equivalent to
(A sfm(x)− A sfm(y), x− y) ≤ 0, x, y ∈ H. (90)
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Thus, for every h ∈ H and τ > 0, one has
(A sfm(x+ τh)− A sfm(x), h) ≤ 0.
Dividing by τ and taking τ ↘ 0 yields (88).
We are now proving (iii) =⇒ (iv), thereby starting with the cases of dimensions n = 2.
First observe that (88) necessitates that A is conditionally negative semi-definite, which can
be seen by choosing p = n−11. Therefore, if n = 2 and
A =
(
a b
c d
)
,
we know a+d ≤ b+c. Then, the claim follows by taking 2λ = b+c−(a+d), 2u = (b−d, c−a)
and 2v = (a+ c, b+ d).
Let us now we consider the case n ≥ 3 and write ai := Ai for the i-th column of A.
Notice that by continuity (88) holds for all p ∈ ∆¯. Testing with 2p = i + j, for i 6= j, we
learn that A must satisfy the peculiar monotonicity-like property
(hi − hj)
n∑
k=1
(aki − akj)hk ≤ 0 (91)
for all h ∈ H and i 6= j. By continuity we infer
h ∈ H with hi = hj =⇒ (A>h)i = (A>h)j. (92)
Equivalent to the previous implication is the fact that h ∈ 〈{1, i − j}〉⊥ entails
h ∈ 〈ai − ai〉⊥. Thus, we can find scalars sij, tij such that
ai − aj = sij1 + tij(i − j). (93)
Then, if n = 3 writing ai − aj=ai − ak + ak − aj for distinct i, j, k and since 1 = i + j + k
is follows
(s˜+ tij − tik)i + (s˜+ tkj − tij)j + (s˜+ tik − tkj)k = 0, (94)
where s˜ := (sij− sik + skj). By linear independence we deduce that tij =: t must not depend
on the indices and s˜ = 0, which moreover entails sij = vi− vj for some v ∈ R3. Likewise, for
n ≥ 4 the linear independence of 1, i − k, i − j, j − k for pairwise distinct i, j, k, yields
independence of tij on the indices as well as sij = vi − vj for some v ∈ Rn. At last, consider
the vector u := ai − ti − vi1 and observe that it does not depend on i. Thus, it follows
A = t id +u ⊗ 1 + 1 ⊗ v. Using (88) it is easy to see that −λ := t ≤ 0, which proves the
claim.
We end the proof by showing (iv) =⇒ (i). First notice, if A satisfies (89) then (Ap)i =
−λpi + ui + p · v. Hence, if p(t) is a solution to the replicator equation (36)
d
dt
clri p(t) = −λpi(t) + ui − 1
n
n∑
k=1
uk + λ. (95)
But then it follows, that if (q(t)) is another solution to (36)
d
dt
‖p(t)	 q(t)‖2A = −2λ(clr(p(t))− clr(q(t)), p(t)− q(t)) ≤ 0
which yields (86).
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Note that for the case λ = 0, i.e. when A = u ⊗ 1 + 1 ⊗ v, we only know A ∈ Γ≤ from
which one cannot infer the existence of ESS. However, due to the simple structure of such
payoff matrices, one can easyly give a full characterization of Nash equilibria and ESS. In
fact, the following proposition follows straight forward from the definitions of NE and ESS.
Proposition 22. Denote by N(A) the set of all Nash equilibria of A. If A = u⊗ 1 + 1⊗ v,
then
N(A) = argmax
p∈∆¯
p · u.
Moreover, such A has an ESS iff N(A) is a singleton (i.e. when u has a distinct maximal
entry).
Example. For the matrix
A =
 1 2 34 5 6
7 8 9
 (96)
the pure strategy p∗ = (0, 0, 1) is the unique NE and ESS, because
A = (0, 3, 6)⊗ 1 + 1⊗ (1, 2, 3).
If λ > 0 in (89), then A ∈ Γ< and we know A has an ESS. Clearly, if u ∈ 〈1〉 then
the barycenter e is an interior Nash equilibrium and also ESS. Otherwise, a necessary and
sufficient condition on λ ensuring the existence of interior NE is given in
Proposition 23. Let A satisfy (89) with u /∈ 〈1〉. Denote |u| := u1 + · · · + un and for
x ∈ R set x− := −min(x, 0). Then A has an interior Nash equilibrium if and only if
λ > |u|+ nmaxi u−i .
Proof. Consider first the case when u ∈ Rn≥0. Assume λ > |u|. Then
δ :=
1
n
(
1− |u|
λ
)
> 0.
Define
p∗i :=
ui
λ
+ δ.
Then p∗ ∈ ∆ and
− λp∗1 + u1 = · · · = −λp∗n + un, (97)
whence p∗ is an interior NE. For the converse direction, suppose p∗ is an interior NE. Then
p∗ obeys (97). Let i∗ be such that ui∗ = mini ui. Using (97) it follows
n(−λp∗i∗ + ui∗) = −λ+ |u|
and therefore
(1− np∗i∗)λ = |u| − nui∗ > 0.
Hence, (1− np∗i∗) ∈ (0, 1) and
λ ≥ |u|
1− np∗i∗
> |u|.
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Figure 2: Phase portraits of replicator dynamics for increasing choice of λ.
Now we drop the sign condition on u and consider some general u ∈ Rn. Recall, that Nash
equilibria for a payoff matrix A are invariant under the addition of a constant to any of the
columns of A. Therefore,
N(A) = N(−λ id +u⊗ 1) = N(−λ id +u˜⊗ 1), (98)
where u˜ ∈ Rn≥0 is obtained from u by
u˜i := ui + max
i
u−i (99)
and we can apply the result of the previous setting.
Figure 2 depicts phase portraits of replicator dynamics corresponding to A as in (96) for
(a), A − 5 id in (b), and A − 10 id in (c). The corresponding ESS are (0, 0, 1) in (a) and
computed numerically using [47], (0, 1
5
, 4
5
) in (b) and ( 1
30
, 1
3
, 19
30
) in (c).
Finally, observe that for such matrices one can update the estimate in (86) to an expo-
nential contraction:
Corollary 24. Let A ∈ Rn×n be a payoff matrix with
A = −λ id +u⊗ 1 + 1⊗ v
for some vectors u, v ∈ Rn and λ > 0. Then, if (p(t)) and (q(t)) are solutions to the
deterministic replicator equation (36), the following estimates are valid
‖p(t)	 q(t)‖2A + 2λ
∫ t
0
‖p(s)− q(s)‖2ds ≤ ‖p	 q‖2A, t ≥ 0 (100)
and
‖p(t)− q(t)‖ ≤ e−λt‖p	 q‖.
However, there does not exist any matrix A ∈ Rn×n for which one can find some λ > 0
such that
‖p(t)	 q(t)‖A ≤ e−λt‖p	 q‖A. (101)
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Proof. As in the last part of the proof of Theorem 21, we have
d
dt
‖p(t)	 q(t)‖2A = −2λ(clr(p(t))− clr(q(t)), p(t)− q(t)) ≤ −2λ‖p(t)− q(t)‖2,
which immediately entails (100). On the other hand, since ‖p− q‖ ≤ ‖p	 q‖A we also find
‖p(t)− q(t)‖2 ≤ ‖p	 q‖2 − 2λ
∫ t
0
‖p(s)− q(s)‖2ds,
from which we infer (100) by Gronwall’s inequality.
As for the second part of the claim let A be an arbitrary n×n payoff matrix and, aiming
for a contraction, assume there is λ > 0 such that (101) holds true. Then, differentiation at
t = 0 yields that 	θ ought to be λ-strongly monotone, i.e. for all p, q ∈ ∆
〈θ(p)	 θ(q), p	 q〉A ≤ −λ‖p	 q‖2,
or equivalently
(A sfm(x)− A sfm(y), x− y) ≤ −λ‖x− y‖2, x, y ∈ H.
Now rescale the previous inequality by replacing x and y by βx and βy for some β ∈ R.
Then,
1
β
(A sfm(βx)− A sfm(βy), x− y) ≤ −λ‖x− y‖2 (102)
Now choose, x 6= y both such that they have one distinct maximal entry. Then [c.f. 21],
lim
β→∞
sfm(βx) = argmax x.
Therefore taking β to infinity in (102) yields
0 ≤ −λ‖x− y‖2
contradicting our assumption on the sign of λ.
Whereas the previous findings might be of independent interest for evolutionary game
theory, the main reason for treating in depth the deterministic dynamic is that these results
have an immediate counterpart in the stochastic setting.
Theorem 25 (Wasserstein contractions for stochastic replicator dynamics). Let A ∈ Rn×n
be a payoff matrix and Y and Y ′ be a solutions to the stochastic replicator equation (42) with
Y0 ∼ µ0 and Y ′0 ∼ µ′0. Denote for every t ≥ 0 by µt and µ′t the law of Yt and Y ′t , respectively.
Then,
WA(µt, µ
′
t) ≤ WA(µ0, µ′0), t ≥ 0. (103)
if and only if A = −λ id +u ⊗ 1 + 1 ⊗ v for some vectors u, v ∈ Rn and λ ≥ 0. If, λ > 0
then additionally
W∆(µt, µ
′
t) ≤ e−λtWA(µ0, µ′0), t ≥ 0. (104)
However, there is no matrix A such that for some λ > 0
WA(µt, µ
′
t) ≤ e−λtWA(µ0, µ′0), t ≥ 0. (105)
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Proof. Using Theorem 11, we can represent a solution to the stochastic replicator equation
Y by the SDE on the Aitchison simplex:
dYt = θ(Yt)dt⊕ dXt. (106)
In particular, if Y and Y ′ are driven by the same Brownian motion B, then there is an
Aitchison diffusion X, driving both Y and Y ′ in their Aitchison representation (106). Now
if A satisfies (89), then by monotonicity of 	θ (c.f. 87) if follows
d
dt
‖Yt 	 Y ′t ‖2A = 2〈θ(Yt)	 θ(Y ′t ), Yt 	 Y ′t 〉A ≤ 0 (107)
and hence, E‖Yt	Y ′t ‖2A ≤ E‖Y0	Y ′0‖2A, which yields (103) after optimizing over all coupling
on both sides of the inequality.
For the other direction, take (µt) and (µ
′
t) with µ0 = δp and µ
′
0 = δq, where p, q ∈ ∆. By
assumption, we have
WRn−1(ilr
−1
# µt, ilr
−1
# µ
′
t) ≤ WRn−1(ilr−1# δp, ilr−1# δq) (108)
Since, the generator Lˆ of the process Yˆ = ilr(Yt) is given by
Lˆf(x) =
1
2
∆f(x) +∇f(x) · θˆ(x)
it is well-known [c.f. 10, 31, 46] that (108) implies (indeed is equivalent to)
(θˆ(x)− θˆ(y), x− y) ≤ 0,
for all x, y ∈ Rn−1. This in turn is equivalent to 	θ being monotone and thus, by Theorem
21 A obeys (89).
If we know that λ > 0, we can improve (109) to
d
dt
‖Yt 	 Y ′t ‖2A ≤ −2λ‖Yt − Y ′t ‖2 (109)
which yields (104) by the same arguments we used in the proof of Corollary 24. Finally,
again by e.g. [31] the exponential contraction in (105) is equivalent to
(θˆ(x)− θˆ(y), x− y) ≤ −λ‖x− y‖2
and thus to 	θ being λ-strongly monotone, which is impossible, as we saw in Corollary
24.
Finally, let us relate the previous theorem to the results of Subsection 5.1. If A obeys
(89) with λ = 0, then Λ ≡ 0, whence by Corollary 17 the Aitchison measure is invariant
for the corresponding replicator diffusion Y . Moreover, in dimensions n ≥ 4, Y must be
transient. Indeed, transience holds also for n = 2, 3. To see this, note by Proposition 22,
A can have interior NE only when u ∈ 〈1〉, in which case the stochastic replicator dynamic
degenerates to an undrifted Aitchison diffusion and is thus transient. Otherwise, if A has no
interior NE, transience follows from [23, Cor. 4.16].
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If λ > 0, then A satisfies in particular condition (i) of Corollary 19 (with λ = |α|).
Moreover A has an interior NE iff either u ∈ 〈1〉 in which case p∗ = e or λ > |u|+nmaxi u−i
by Proposition 23. If p∗ ∈ ∆ is a NE for A, it follows that the Dirichlet distribution with
parameter λp∗ is invariant for Y . In this case we observe that the stochastic replicator
dynamic obeys the same contraction behavior as the Langevin dynamic in Proposition 20.
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