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We propose a source capable of on-demand emission of single electrons with a wave packet of con-
trollable shape and phase. The source consists of a hybrid quantum system, relying on currently
experimentally accessible components. We analyze in detail the emission of single electron time-bin
qubits, which we characterize using the well known electronic Hong–Ou–Mandel (HOM) interferom-
etry scheme. Specifically, we show that, by controlling the phase difference of two time-bin qubits,
the Pauli peak, the electronic analogue of the well known optical HOM dip, can be continuously re-
moved. The proposed source constitutes a promising approach for scalable solid-state architectures
for quantum operations using electrons and possibly for an interface for photon to electron time-bin
qubit conversion.
PACS numbers: 73.63.-b,73.21.La,85.35.Gv,03.67.Lx
Introduction.— One main ingredient in quantum infor-
mation processes is the quantum bit or qubit [1]. Like its
classical counterpart, the qubit consists of two different
states, but contrary to the classical bit, the qubit can be
in a superposition of the two states. An example of such
is the time-bin qubit of the form |ψ〉 = α |0〉 + βeiϕ |1〉,
where α, β, and ϕ are real-valued, α2 + β2 = 1, and |0〉
and |1〉 describe two time-bins of a propagating state in
which quantum information is encoded. In this Letter
we propose a method for creating and characterizing an
on-demand single-electron time-bin qubit (SETBQ) with
tunable phase difference, ϕ. With the progress in hybrid
circuit quantum electrodynamics (QED) in mind [2–16],
we take inspiration from a quantum optics scheme for
manipulating the shape and, importantly, also phase of a
single-photon wave packet envelope [17–19] and transfer
it to the electronic realm.
In quantum optics, a single-photon envelope can be
shaped using a Λ-type three-level system, such as an
atom or a quantum dot (QD), with one transition res-
onantly driven by a time-dependent driving field, while
the other transition is coupled to a cavity [17, 18]. By
controlling the temporal dependence of the phase and
amplitude of the driving field, a single photon is emitted
into the cavity with an envelope having a time-dependent
phase and amplitude. This scheme was initially proposed
and demonstrated for three-level quantum emitters in
free space [17–22], for which the creation and character-
ization of high quality single-photon time-bin qubits has
been achieved [19, 23]. Recently, the shaping of single-
photon envelopes has also been demonstrated with solid-
state QDs at optical frequencies [24] and at microwave
frequencies [25, 26].
Within quantum electronics, several types of single-
electron sources (SES) are realized experimentally, for
a review see Ref. [27], while electron emission using
an optically driven double quantum dot has been pro-
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FIG. 1. Color online. A schematic representation of the setup.
A time-dependent driving field, Ω(t), in the microwave trans-
mission line (left orange region) is coupled to QD1, a two-level
quantum dot with ground level |g〉 (blue line) and excited level
|e〉 (red line). QD1 is in turn tunnel coupled, with amplitude
τ , to QD2, a quantum dot with one level |x〉 (green line) from
which the electron may escape, with rate Γ, into the elec-
tronic waveguide (right gray region). The dashed rectangle
shows the components of the single-electron time-bin qubit
source.
posed theoretically [28], for a review see Ref. [29], and
recently also using circuit QED [30]. However, for an
electronic flying qubit, controlling the electron phase is
crucial. The earliest efforts to electrically control an elec-
tron phase in solid-state circuits required strong magnetic
fields [31–33]. The most recent demonstration combines
an Aharonov-Bohm ring with a two-channel wire to gen-
erate solid-state flying qubits [34]. The later setup is lim-
ited by backscattering at the ring-wire interface, resulting
in a visibility of less than 1%. Here we propose a differ-
ent approach, which allows to efficiently produce a highly
controllable time-bin single-electron qubit. We suggest to
employ a hybrid quantum system, see Fig. 1, where a mi-
crowave driving field is used to raise an electron from the
ground state of a double quantum dot to the excited state
above the Fermi level of a nearby electronic waveguide.
The essential ingredient of our proposal is a controlled
temporal dependence of the amplitude and phase of the
2driving field, that allows to produce the time-dependent
amplitude and phase of an emitted electron. The experi-
mental toolbox for such time-dependent manipulation of
the microwave driving field was recently demonstrated
for the amplitude [25, 26] and phase [35–37].
To demonstrate coherence properties of single par-
ticles one may use one of several characteriza-
tion schemes, e.g. Hanbury Brown–Twiss [38,
39] (HBT), Mach–Zehnder [40, 41] (MZ), and Hong–
Ou–Mandel [42] (HOM) interferometry. These schemes
were originally developed for optics, but have within the
last two decades also been realized in electronics [43–
52]. The coherence properties of electrons emitted on-
demand [51, 53] were recently characterized via electronic
Hong-Ou-Mandel interferometry [51, 52]. These experi-
ments demonstrate the possibility to achieve correlations
between electrons emitted by independent sources and,
for instance, open the opportunity to generate time-bin
entangled electron pairs as suggested in Ref. [54]. Other
recent proposals for such states utilize the helical edge
states of a quantum spin Hall insulator [55, 56].
In the following we first describe the setup and model
of a source capable of creating SETBQs and then analyze
its characterization using HOM interferometry.
Setup.— We consider a two-level quantum dot, QD1,
tunnel coupled to a single-level quantum dot, QD2, which
is coupled to an electronic waveguide, i.e. a ballistic con-
ductor or an edge state, see Fig. 1. A microwave trans-
mission line in the vicinity of QD1 allows the ground
state, |g〉, and exited state, |e〉, to be coupled via a clas-
sical time-dependent microwave field, Ω(t). An electron
in |e〉 may tunnel with amplitude τ into the state |x〉 of
QD2 from which it can escape with rate Γ into the elec-
tron waveguide at an energy state ∆ǫ above the Fermi
energy, ǫF . The state |x〉 of QD2 ensures that the elec-
trons below the Fermi level of the electronic waveguide
do not couple to QD1. While the analysis does not re-
fer to a specific experimental setup, the scheme could be
realized in a variety of systems such as by discrete levels
of a carbon nanotube, where coupling to fermionic leads
and a microwave circuit cavity has been realized [6, 11]
or gate defined QDs coupled to microwave transmission
lines as e.g. investigated in Refs. [7, 8, 10].
Model.— The Hamiltonian describing a quantum dot
interacting with a microwave transmission line is well
known [57–59]. We assume an infinite on-site Coulomb
interaction, such that the source is at most occupied by
one electron, consider low temperature, such that no elec-
trons leak from the electronic waveguide into the source,
and treat the escape rate by a dissipative Lindblad term
of state |x〉. Thereby, in the interaction picture, the
coherent evolution of a single electron in the source is
described by the effective non-Hermitian Hamiltonian,
(h¯ = 1)
H = (Ω(t)aˆ†eaˆg + τaˆ†eaˆx +H.c.)− iΓaˆ†xaˆx, (1)
where the operators aˆi and aˆ
†
i annihilate and create an
electron in state i. For the time being we analyze the
idealized situation and disregard decoherence effects from
relaxation and dephasing for clarity, while we return to
these important effects later.
In the basis of |g〉, |e〉, and |x〉, this gives the
Schro¨dinger equation
∂
∂t

 agae
ax

 =

 0 −iΩ
∗(t) 0
−iΩ(t) 0 −iτ
0 −iτ∗ −Γ



 agae
ax

 . (2)
The amplitudes ai of states i = g, e, x are related to the
density matrix elements ρij through ρij = aia
∗
j .
Equation (1) is identical to the effective Hamiltonian
of the quantum optical analog for shaping a single photon
envelope [17, 19] described in the introduction. Specifi-
cally, our single-electron source is related to the driven
Λ-type 3-level atom single-photon source, by mapping the
microwave drive, Ω(t), the tunneling amplitude, τ , and
the escape rate, Γ, respectively to the optical drive, the
atom-cavity coupling, and the cavity leakage. We may
thus draw a parallel to the approach for photon shaping
to design the single-electron wave packet.
Creating Single-Electron Time-Bin Qubits.— The elec-
tron that coherently escapes the source, propagates
in the z-direction along the electronic waveguide with
a single electron wave packet of the form Ψ(t, z) =
ψ(t, z)ei(ǫF+∆ǫ)t−ikz. Here, the envelope ψ(t, z) is de-
termined by the rate Γ at which the population of
the state |x〉 decays, i.e. at zS , the position of the
source, ψ is related to the density matrix element ρxx(t)
through |ψ(t, zS)|2 = 2Γρxx(t), and thereby, ax(t) =
ψ(t, zS)/
√
2Γ. In the following we omit the explicit de-
pendence of z for simplicity. Similar to the optical ana-
log [19], by solving Eq. (2) we can derive an equation,
which determines the driving field, Ω(t), to be imposed in
order to emit a specified single-electron envelope into an
electronic waveguide. Furthermore, for time-bin qubits
we find that the time-dependent phase of Ω(t) directly
transfers to the phase of the envelope.
From the derivation of Ω(t), the shape of the envelope
is limited by
|ψ(t)|2 ≤ 2Γ, and |∂tψ(t) + Γψ(t)|2 ≤ 2Γ|τ |2. (3)
These inequalities physically signify that the temporal
variation of the envelope cannot be faster than the in-
ternal timescales of the source. Specifically, the first in-
equality results in a limit to the width, T , of the enve-
lope as a result of the finite escape rate, Γ. The second
inequality shows that the temporal variation of the en-
velope is limited by the tunneling rate between the two
dots in combination with the escape rate. Moreover, as
it is known from the optical analog [19], the coupling
between the driving field and a QD depends on the oc-
cupancy of the QD. Thus, since the occupancy of QD1
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FIG. 2. Color online. The calculated temporal shape of the
drive |Ω(t)|/Γ in order to obtain the single-electron TBQ,
Eq. (4), for different η. The parameters used for the source
are τ = 2Γ and T = 100/Γ. Inset: The squared envelope of
an emitted electron normalized in maximum to unity.
decreases during the emission process, the amplitude of
the driving field has to be increasingly strong to fully
emit the single electron. Therefore, in practice, the elec-
tron is partially emitted. To account for this effect we
introduce the efficiency of the source, η, and represent
ψ =
√
ηψ0, with the efficiency 0 < η < 1 and the ideal
envelope ψ0 having unit time integral. These features are
best illustrated by an example.
We consider the emission of a time-binned single elec-
tron with an envelope ψ0(t) = ψsp(t, 0) + ψsp(t, T/2)e
iϕ
where ψsp(t, t
′) is a semi-pulse given
ψsp(t, t
′) =
4√
5T
sin3
(
2πt
T
)
, t′ ≤ t ≤ T
2
+ t′. (4)
This gives a time-bin qubit of the form |ψ〉 = 1√
2
(|10〉+
eiϕ |01〉), where e.g. |10〉 represents an electron in the
first semi-pulse. The envelope is shown in the inset of
Fig. 2. For τ = 2Γ and T = 100/G the temporal shape
of the needed field amplitude, |Ω(t)|, is shown in Fig. 2 for
different η. The temporal shape of the first part of Ω(t)
only changes slightly when increasing η, while the second
part on the other hand has to be increasingly skewed due
to the reduced occupancy of QD1.
We have thus presented a source capable of emitting
time-bin qubits. We notice that, even though we have
focused on such single electron envelopes, the scheme
is not limited to these. In fact any single electron en-
velope shape is allowed, only restricted by the internal
timescales of the source through inequalities Eq. (3).
Characterization.— Having described a source for cre-
ating SETBQs, we next analyze a possible way of char-
acterizing it, specifically using the HOM scheme. The
HOM scheme, shown in the inset of Fig. 3, consists of a
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FIG. 3. The HOM correlations vs phase difference, δϕ, and
time difference, δt. Parameters used are τ = 2Γ, a desired
envelope of width T = 100/Γ, and source efficiency η = 0.99.
For Ω(t), see the solid black line in Fig. 2. Inset: Sketch of
the HOM setup. The two sources S1 and S2 emit single elec-
trons, which collide at the beam splitter BS and the current
correlations, S34, between the arms 3 and 4 are measured.
beam-splitter (BS) having two input ports, 1 and 2, and
two output ports, 3 and 4. Electrons are emitted into
the input ports followed by the zero-frequency current
correlations measurement of the output ports, i.e. [60]
S34 =
∫∫
dtdt′[〈nˆ3(t)nˆ4(t′)〉 − 〈nˆ3(t)〉 〈nˆ4(t′)〉], (5)
where nˆα(t) is the current flux operator of channel α.
If only one of the sources, S1 or S2, is active we get
the HBT correlations, SHBTS1 or S
HBT
S2 , which are iden-
tical for identical sources, SHBTS1 = S
HBT
S2 = S
HBT . If
both sources are active, the HOM correlations, SHOM ,
are measured and one may define the HOM correla-
tions normalized with respect to the HBT correlations,
S34 = SHOM34 /(2SHBT ), to get a quantity which is inde-
pendent of the transmission and reflection probabilities
of the BS and, furthermore, to reduce the effect of tem-
perature [52]. Assuming that none of the energy com-
ponents of the envelopes overlap with the Fermi sea, we
have that [61]
S34 = 1−
∣∣∣∣
∫
dt ψ∗1(t)ψ2(t)
∣∣∣∣
2
. (6)
In Fig. 3 we show S34 calculated for two sources, S1 and
S2, emitting single electrons with envelopes ψ1 and ψ2
of the form in Eq. (4) and partial phases ϕ1 and ϕ2,
respectively, with δϕ = ϕ2 − ϕ1. The sources S1 and
S2 are synchronized such that emitted electrons arrive at
the beam splitter with a time delay δt.
First, for δt = 0, we have S34 = 1− η2 cos2(δϕ/2) and
thus for δϕ = 0, corresponding to two identical incident
single-electron envelopes, the current correlation is S34 =
41− η2. For unit efficiency, η = 1, each electron incoming
from the port 1 encounters an electron incoming from the
port 2. At δt = 0, the perfect overlap of the envelopes
results in S34 = 0, i.e. the electrons are scattered into
different output ports 3 and 4. This anti-bunching is
known as the Pauli peak and reflects the fermionic nature
such that two electrons cannot occupy the same state at
the same time [60, 62]. The Pauli peak can be seen in
Fig. 3 at δϕ = 0 close to δt = 0.
As δϕ changes from zero to π we observe that, inter-
estingly, the Pauli peak at δt = 0 disappears. That is,
even though the two electrons arrive at exactly the same
time, such that |ψ1(t)| = |ψ2(t)|, they seemingly do not
obey the Pauli principle. This peculiar observation is
caused by the two envelopes at δϕ = π being orthogonal
to each other and thus do not constitute the same states,
i.e. their overlap is zero and electrons can be scattered
to the same output port. At equal arrival time, the dif-
ference between S34 for δϕ = 0 and δϕ = π shows the
difference between the two states |ψ〉 = 1√
2
(|10〉 ± |01〉)
and thus S34 constitutes the source visibility.
Lastly, by changing the time-delay, δt, two phase-
independent smaller peaks are seen at δt = ±T/2. These
correspond to the overlap of the front pulse of ψ1(t) with
the tail pulse of ψ2(t) and vice versa. We have thus shown
that, by varying the time-delay, δt, and phase difference,
δϕ, between the two SETBQ, we are able to characterize
our proposed source using the HOM scheme.
Decoherence Effects.— Until now we have neglected
the important issues of the relaxation of QD1 and de-
phasing due to the tunneling between QD1 and QD2.
Since we are interested in the coherent evolution of the
electron, we follow Ref. [19] and describe the decoher-
ence by a dissipation of the coherent electron to derive
an effective Hamiltonian as used in the quantum-jump
approach to dissipative systems known from quantum op-
tics, see e.g. Refs. [63–65]. This is done by including a
relaxation rate γr of state |e〉 and tunneling dephasing
rate γφ of states |e〉 and |x〉 as dissipations in the effec-
tive Hamiltonian, Eq. (1), governing the coherent elec-
tron. This implicitly assumes that a photon emitted into
the microwave transmission line due to the relaxation of
QD1, does not reexcite the QD. We may then again de-
rive an equation, which determines Ω(t) for the coherent
emission of a specified single electron envelope into the
electronic waveguide. From the conservation of charge
one finds that the decoherence terms lead to the physi-
cal limit on the maximal efficiency, similar to the optical
analog [19],
ηmax =
1
1 +
(γr+γφ)
Γ|τ |2
[
Γ2 +
∫ T
0 dt
′|∂t′ψ0(t′)|2
]
+
γφ
Γ
, (7)
i.e. the efficiency has to be in the interval 0 ≤ η ≤ ηmax.
The case η = ηmax < 1 signifies that the decoherence
results in the emitted electron being in a statistical mix-
ture of being coherently emitted with probability η and
incoherently emitted with probability 1 − η. To give an
estimate of ηmax we take the currently achievable exper-
imental values τ/(2π) ∼ 15.5GHz, γr/(2π) ∼ 100MHz,
and γφ/(2π) ∼ 1.5GHz from Ref. [10] and Γ ∼ τ/2
from [8] and T = 100/G as used in Figs. 2 and 3 giv-
ing ηmax ∼ 0.8 for the SETBQ, Eq. (4). This suggests
that, with current technology, our proposed source has
the possibility of a significantly increased efficiency com-
pared to state-of-the-art flying qubit sources [34].
Reloading the Source.— Lastly, let us describe three
possible methods for reloading the source for gate de-
fined QDs. First, a laser pulse could excite electrons
from the buffer layer to the state |g〉 as experimentally
demonstrated in Ref. [66] and thereby deterministically
load the source with a new electron on demand. A second
method is to tune the voltage gates to lower the energy
level of state |x〉 below the Fermi sea of the electronic
waveguide to the level of |g〉. This would permit an elec-
tron (only one due to the Coulomb energy) to stochas-
tically flow from the electronic waveguide into |x〉 and
then tunnel back and forth between |g〉 and |x〉. Since it
is below the Fermi sea it would not decay back into the
electronic waveguide. Then if |x〉 is slowly raised, the
electron would end in |g〉. A third option is to couple
QD1 very weakly to an electron reservoir. If the time
scale of the electron tunneling from the reservoir to QD1
is much longer than the electron emission time of the
source, then there would only be a minimal risk of having
more than one electron in the emitted electron time-bin.
Summary and Outlook.— We proposed a single-
electron source relying on a hybrid quantum system.
With our scheme one can design an electron envelope
thereby providing control over the phase and the ampli-
tude of a single electron. In particular, we analyzed the
emission of a single-electron time-bit qubit, and showed
how to characterize it using a well-known interferomet-
ric technique. Specifically, we showed that in Hong–Ou–
Mandel interferometry the Pauli peak can be continu-
ously removed by controlling the phase difference of two
time-bin qubits. Our analysis showed that, with experi-
mentally relevant parameters, the source efficiency is ex-
pected to be close to unity. This opens the possibility of
using single electrons for quantum operations in scalable
solid-state architectures. Furthermore, with the recent
demonstration of creating single microwave photons with
controlled envelopes [25, 26] our proposed scheme consti-
tutes a possible photon-electron interface for photon-to-
electron time-bin qubit conversion with microwave cou-
pling in the vacuum Rabi regime.
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