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Artificial Intelligence and Its Implications for Income Distribution and Unemployment
Anton Korinek and Joseph E. Stiglitz




Inequality is one of the main challenges posed by the proliferation of artificial intelligence (AI) 
and other forms of worker-replacing technological progress. This paper provides a taxonomy of 
the associated economic issues: First, we discuss the general conditions under which new 
technologies such as AI may lead to a Pareto improvement. Secondly, we delineate the two main 
channels through which inequality is affected – the surplus arising to innovators and 
redistributions arising from factor price changes. Third, we provide several simple economic 
models to describe how policy can counter these effects, even in the case of a “singularity” where 
machines come to dominate human labor. Under plausible conditions, non-distortionary taxation 
can be levied to compensate those who otherwise might lose. Fourth, we describe the two main 
channels through which technological progress may lead to technological unemployment – via 
efficiency wage effects and as a transitional phenomenon. Lastly, we speculate on how 
technologies to create super-human levels of intelligence may affect inequality and on how to 
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ሺܪ ൅ܯሻܨ௅ሺ∙ሻ ൅ ܭܨ௄ሺ∙ሻ ൌ ܨሺܭ, ܪ ൅ܯሻ 
We can now ascertain the effect of an additional unit of M:      
                                            ܨ௅ ൅ ሺܪ ൅ܯሻܨ௅௅ ൅ ܭܨ௄௅ ൌ ܨ௅ 
or simplified:                            ሺܪ ൅ܯሻܨ௅௅ᇣᇧᇧᇧᇤᇧᇧᇧᇥ
ௗ௘௖௟௜௡௘	௜௡	௪௔௚௘	௕௜௟௟
൅ ܭܨ௄௅ᇣᇤᇥ
௜௡௖௥௘௔௦௘	௜௡	௥௘௧௨௥௡	௧௢	௄
ൌ 0 
 
Source: Korinek and Stiglitz (2017) 
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 Dynamic	Implications	of	Worker‐Replacing	Progress	
In the longer run, worker‐replacing technological change will lead to significant economic 
change. It implies that the biggest constraint on output – the scarcity of labor – is eventually, 
and suddenly, lifted. As a result, greater amounts of complementary factors, here capital, are 
accumulated. 
Observation 2) Machine Labor and Abundance of Labor: If not only capital but also labor is 
reproducible at sufficiently low cost, then the economy will grow exponentially in AK‐
fashion, driven purely by factor accumulation, even in the absence of further technological 
change. 
In Korinek and Stiglitz (2017), we describe the dynamics of this transition, as machines made by 
machines get increasingly efficient or equivalently, as the cost of producing machines 
decreases. We identify a singularity point at which it becomes cost‐effective for machines to 
start to fully replace human labor.21 In the simplest case, when complementary factors such as 
capital adjust without friction, the human wage may actually be unchanged because capital K 
grows in proportion to effective labor (H + M) so that the marginal productivity of labor and the 
wage remain unchanged. In other words, investment is allocated between conventional 
machines and human‐replacing robots in such a way that the return is equal to the 
intertemporal marginal rate of substitution. Under the assumption that workers only care 
about their absolute income, not their relative income, this outcome would not be too bad for 
workers: in absolute terms, even though the human labor share would go to zero as an 
increasing fraction of the labor in the economy is performed by machines, workers are no 
worse off as a result of AI.  
When factors are slow to adjust, the pattern of transition can be complex, with demand for 
human labor typically going down temporarily.22 In general, the pattern of adjustment depends 
on how fast the capital stock versus the stock of labor adjust. (For example, if the capital stock 
rises in anticipation of an increased supply of machine labor in the future that has not yet 
materialized, then human wages may even go up at intermediate stages.23) 
                                                      
21 This singularity captures the important economic aspects of what technologists such as Vernor Vinge (1993) or 
Ray Kurzweil (2005) call the technological singularity. A similar point is also made in Aghion et al. (2017). 
22 Berg et al. (2017) shows that it may actually take decades for the economy's complementary capital stock to 
adjust after major revolutions in labor‐saving technology.  
23 This assumes that capital is “putty‐putty,” i.e. that capital investments made before AI arrives are equally 
productive after AI, as would be the case if humans and robots were in fact identical. 
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However, the following observation describes that workers are actually worse off as a result of 
machine labor if there are non‐reproducible complementary factors that are in scarce supply, 
such as land or other natural resources: 
Observation 3) Machine Labor and Return of Scarcity: if there are non‐reproducible 
complementary factors, they eventually limit growth; human real wages fall, and the owners 
of non‐reproducible factors absorb all the rents. 
Intuitively, as the supply of effective labor proliferates due to the introduction of machine 
labor, agents in the economy will compete for scarce non‐reproducible resources like land, 
driving up their price.   
A similar argument holds for non‐reproducible consumption goods: even if all factors in the 
production process are reproducible so that productive output in the economy exhibits AK‐style 
growth and workers’ product wages remain unchanged, competition for fixed resources that 
are part of their consumption basket, such as land used for housing, may lead workers to 
eventually be worse off.  This may be particularly important in urban settings where, say, 
economic activity occurs at the center.  Rich rentiers may occupy the more desirable locations 
near the center, with workers having to obtain less expensive housing at the periphery, 
spending more time commuting.  The advent of AI will thus lower their utility. 
However, just as in the earlier case, at the margin, the redistribution from workers to non‐
reproducible factor owners is zero sum.  Since taxes on non‐reproducible factors are by 
definition non‐distortionary, there is scope for non‐distortionary redistribution.  
Observation 4) Non‐Reproducible Factors and Pareto Improvements: So long as non‐
distortionary taxes on factor rents are feasible, labor‐replacing innovation can be a Pareto 
improvement. 
 Redistributing	the	Innovators’	Surplus	via	Changes	in	
Institutions	
If outright redistribution is infeasible, there may be other institutional changes which result in 
market distributions which are more favorable to workers.  For example, intervention to steer 
technological progress may act as a 2nd‐best device.   
In this section, we provide an example in which a change in intellectual property rights—a 
shortening of the term of patent protection—effectively redistributes some of the innovators’ 
surplus to workers (consumers) to mitigate the pecuniary externalities on wages that they 
experience, with the ultimate goal that the benefits of the innovation are more widely shared.  
If an innovation results in a lower cost of production, then the innovator enjoys the benefits of  
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the innovation in the form of higher profits during the life of the patent; but after the expiration 
of the patent, society enjoys the benefits in terms of lower prices.  The trade‐off is that 
shortening the life of the patent may reduce the pace of innovation.  But in the spirit of the 
theory of the second‐best, there is generally an “optimal” patent life, in which there is still 
some innovation, but in which the well‐being of workers is protected.  
Box 2: Intellectual Property Regime and Redistribution
Consider an economy with a unit mass of workers H = 1, in which the capital stock supplied 
each period K(τ) is a function solely of a distortionary capital tax τ, the proceeds of which are 
distributed to workers, and the effective stock of machine labor M(z) is an increasing 
function of patent life z. 
A worker’s total income I consists of her wage plus the revenue of the capital tax, 
   I = w + τ K(τ) 
For any level of M(z), we define τ(M) as the value of the capital tax that keeps workers just 
as well off as they were before the introduction of machine labor.  
Proposition 1  As long as elasticity of capital supply is not too large, we can always increase z 
from z = 0 and compensate workers by raising the capital tax τ. 
Steady state dynamics  
Consider a intertemporal setting in which the growth rate g = g(z, τ) is a function of the 
length of the patent z and the tax rate τ on innovators. Assume that the share of output that 
is invested is a function of the growth rate (i(g)) and that the fraction of output not spent on 
investment that is appropriated by the innovator is b(z, τ). In steady state, the present 
discounted value of the income of workers can be approximated as 
PDV = (1 – i(g)) [1 – (1 – τ)b(z, τ)]/(r ‐ g) 
where r is the discount rate.  If we choose {z, τ} to maximize the PDV, in general, the 
optimum will not be a corner solution in which innovation hurts workers.   
Proposition 2  In general, the optimal {z*, τ*} entails g > 0. 
It is easy to write down sufficient conditions under which proposition 2 holds:  setting τ* 
equal to zero, all that we require is that |gz| is not too large relative to |bz|. 
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With network externalities, even after the end of the patent, the innovator may be able to 
maintain a dominant position after the end of the patent, and may continue to earn the surplus 
from her innovation. With taxes on monopoly profits, it should be possible to ensure that the 
innovations are Pareto improving and that even human worker‐replacing technical change can 
improves the well‐being of workers. 
 Factor	biased	technological	change	
So far, we have simply assumed that technological change – the introduction of AI – is worker‐
replacing.  But advances in technology also make machines more productive, lowering the 
return to traditional capital24.  It is thus useful to think of the world as having three groups: 
capitalists, workers, and innovators.  Intellectual property rights (and anti‐trust laws) determine 
the returns to innovators; but the nature of technological change in a competitive market 
determines the divisions between workers and capitalists.  
A long‐standing literature, going back to Kennedy (1964), Von‐Weizacker (1966), and 
Samuelson (1965), describes the endogenous determination of the factor bias of technological 
progress.25 The central result is that as the share of labor becomes smaller, the bias shifts 
towards capital‐augmenting technological progress.  If the world works as these models 
suggest, this should limit the decline in share of labor (at least in a stable equilibrium) and in 
inequality.26  As the share of labor decreases, the incentive to produce worker‐replacing 
innovation such as AI decreases.  But the relevant discounted future wage share near the point 
of singularity may be sufficiently great that there is nonetheless an incentive to pass the point 
of singularity. 
Let us assume that land becomes the binding constraint once human labor is fully replaceable 
by machine labor. In that case, provided the elasticity of substitution between land the other 
production factors – capital cum labor – is less than unity, the share of land increases over time, 
generating the result (analogous to that where labor is the binding constraint in the standard 
literature) that in the long run, all technological progress is land‐augmenting.  If the production 
function is constant returns to scale in land, labor (including machine labor) and traditional 
capital, then the long run rate of growth is determined by the pace of land‐augmenting 
technological change. 
                                                      
24 As we noted earlier, IA (intelligence assisting) innovation may increase the productivity of humans, and thus 
increase the demand for humans. 
25 Important contributions were also made by Drandakis and Phelps (1965).  More recently, there has been some 
revival of the literature, with work of Acemoglu (2002), Stiglitz (2006, 2014b) and Acemoglu and Restrepo (2016), 
among others. 
26 One can describe dynamics with standard wage‐setting mechanisms.  The system is stable so long as the 
elasticity of substitution between factors is less than unity (Acemoglu, 1998; Stiglitz, 2006, 2014b). 
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Role	of	the	Service	Sector	
Currently, progress in AI focuses on certain sectors of the economy, like manufacturing.  Partly 
because of the resulting lower cost of manufacturing, partly because of the shape of 
preferences, the economy is evolving towards a service sector economy.  (If there is differential 
productivity across sectors, and the elasticity of demand for the innovation sector is not too 
high, then production factors will move out of that sector into other sectors.  This is even more 
so if preferences are non‐homothetic, e.g. demand for food and many manufactured goods 
having an income elasticity less than unity.)  Among the key service sectors are education, 
health, the military, and other public services.  The value of those services is in large part 
socially determined, i.e. by public policies not just a market process.  If we value those services 
highly—pay good wages, provide good working conditions, and create a sufficient number of 
jobs—this will limit increases in the inequality of market income.  Governments typically play an 
important role in these sectors and their employment policies will thus play an important role 
in the AI transition. Many of these service sector jobs have limited skill requirements.  However, 
higher public sector wages services will – through standard equilibrium effects – also raise 
wages in the private sector, will improve the bargaining position of workers, and will result in 
such jobs having higher “respect.” All of this will, of course, require tax revenues.  If the 
elasticity of entrepreneurial services is low, we can impose high taxes to finance these jobs. 
 Technological	Unemployment	
Unemployment is one of the most problematic societal implications of technological progress– 
new technology often implies that old jobs are destroyed and workers need to find new jobs. 
Economists, of course, understand the “lump‐of‐labor fallacy” – the false notion that there is a 
fixed number of jobs, and that automating a given job means that there will forever be fewer 
jobs left in the economy. In a well‐functioning economy, we generally expect that technological 
progress creates additional income, which in turn can support more jobs.  
However, there are two sound economic reasons for why technological unemployment may 
arise: first, because wages do not adjust for some structural reason, as described e.g. by 
efficiency wage theories, and second as a transition phenomenon. The two phenomena may 
also interact in important ways, e.g. when efficiency wage considerations slow down the 
transition to a new equilibrium. We discuss the two categories in turn in the following 
subsections. 
The unemployment implications are especially problematic when technological progress is 
labor‐saving, which – by definition – requires that either wages have to fall or that other 
complementary factors like capital have to adjust enough for labor market equilibrium to be 
restored. 
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 Efficiency	Wage	Theory	and	Non‐Adjustment	of	Wages	
The first category of technological unemployment arises when wages do not adjust for 
structural reasons. Efficiency wage theory emphasizes that productivity depends on wages and 
so employers may have reasons to pay wages above the market clearing level. The original 
efficiency wage paper (Stiglitz, 1969) noted one of the reasons for this: that income disparities 
can weaken worker morale. Akerlof and Yellen (1990) have formalized this into the “fair wage 
hypothesis.”  
If fairness considerations are significant enough, and workers think that a decrease in their 
wages is “unfair” (for example because the income of entrepreneurs increases so 
entrepreneurs could easily “afford” pay increases), it means that the scope of labor‐saving 
progress which shifts the utility possibilities curve out without redistributions is very limited.  
The new utility possibilities curve may lie outside the old one to the “north” of Eo, i.e. there is 
scope for a Pareto improvement in principle; but it may lie inside of the old utility possibilities 
curve near E1, i.e. the utility possibilities of workers decrease for a given level of utility of 
entrepreneurs because workers reduce their effort so much that the effective labor supply 
declines—any gains from technology are more than offset by increased shirking.  Shapiro and 
Stiglitz (1984) emphasize that paying a wage above the market‐clearing level reduces shirking, 
leading to unemployment.  
An even more daunting example of efficiency wages may arise if automation continues and the 
marginal product of labor for low‐skill workers falls below their cost of living (even if they exert 
their best effort). Unless basic social services are provided to such workers, a nutritional 
efficiency wage model applies in that case, similar to what Stiglitz (1976) described for 
developing countries: employers could not pay a market clearing wage because they know that 
this would be insufficient for their employees to provide for themselves and remain 
productive.27 We will follow up on this theme in the final section of our paper. 
In traditional efficiency wage models, the unemployment effects of efficiency wages are 
permanent. For example, if technological change leads to greater inequality (or better 
information about the existing level of inequality), morale effects and the resulting efficiency 
wage responses imply that the equilibrium level of unemployment rises. 
However, efficiency wage arguments may also contribute to slowing down the transition to a 
new equilibrium after an innovation, as we will explore in the next subsection. 
                                                      
27 Even worse outcomes could emerge in the presence of imperfect capital markets, if expenditures on health and 
nutrition at one date affect productivity at later dates.   
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Minimum	Wages	and	Non‐Adjustment	of	Wages	
An alternative reason why wages may not adjust to the market‐clearing level are minimum 
wage laws. Basic economics implies that there will be unemployment if wages are set to an 
excessive level. Although this is a theoretical possibility, recent experience in the US has 
repeatedly shown that modest increases in minimum wages from current levels have hardly 
any employment effects but raise the income of minimum wage workers, which may have 
positive aggregate demand effects since low‐income workers have a high marginal propensity 
to consume (see e.g. Schmitt, 2013). From an economic theory perspective, these observations 
are possible because wages are not determined in a purely Walrasian manner – there is a 
significant amount of bargaining involved when prospective employers and employees match – 
and increases in minimum wages substitute for the lacking bargaining power of workers (see 
e.g. Manning, 2011). 
 Technological	Unemployment	as	a	Transition	Phenomenon	
The second category of technological unemployment is as a transition phenomenon, i.e. when 
technological change makes workers redundant at a faster pace than they can find new jobs or 
that new jobs are created. This phenomenon was already observed by Keynes (1930). It is well 
understood that there is always a certain “natural” or “equilibrium” level of unemployment as a 
result of churning in the labor market. In benchmark models of search and matching to 
characterize this equilibrium level of unemployment (see Mortensen and Pissarides, 1994 and 
1998), employment relationships are separated at random, and workers and employers need to 
search for new matches to replace them. The random shocks in this framework can be viewed 
as capturing, in reduced form, phenomena such as lifecycle transitions but also technological 
progress in individual firms. In this view, an increase in the pace of technological progress 
corresponds to a higher job separation rate and results in a higher equilibrium level of 
unemployment. 
The transition may be especially prolonged if technology implies that the old skills of workers 
become obsolete and they need to acquire new skills and/or find out what new jobs match 
their skills (see e.g. Restrepo, 2017). 
Even if in the long run, workers adjusted to AI, the transition may be difficult.  AI will impact 
some sectors more than others, and there will be significant job dislocation. As a general 
lesson, markets on their own are not good at structural transformation.  Often, the pace of job 
destruction is greater than the pace of job creation, especially as a result of imperfections in 
capital markets, inhibiting the ability of entrepreneurs to exploit quickly new opportunities as 
they are opened up, which has arguably been the case for globalization in many developing 
countries.   
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The	Great	Depression	as	an	Example	of	Transitional	Unemployment	
The Great Depression can be viewed as being caused by rapid pace of innovation in agriculture 
(see Delli Gatti et al., 2012a).  Fewer workers were needed to produce the food that individuals 
demanded, resulting in marked decline in agriculture prices and income, leading to a decline in 
demand for urban products.  In the late 1920’s, these effects became so large that long 
standing migration patterns were reversed. 
What might have been a Pareto improvement turned out to be an immiserizing technological 
change, as both those in the urban and rural sector suffered.   
The general result is that noted earlier:   with mobility frictions and rigidities (themselves partly 
caused be capital market imperfections, as workers in the rural sector couldn’t obtain funds to 
obtain the human capital required in the urban sector and to relocate) technological change 
can be welfare decreasing.  The economy can be caught, for an extensive period of time, in a 
low level equilibrium trap, with high unemployment and low output.   
In the case of the Great Depression, government intervention (as a by‐product of World War II) 
eventually enabled a successful structural transformation: The intervention was not only a 
Keynesian stimulus, but facilitated the move from rural farming areas to the cities where 
manufacturing was occurring at the time; and facilitated the retraining of the labor force, 
helping workers acquire the skills necessary for success in an urban manufacturing 
environment, which were quite different from those that ensured success in a rural, farming 
environment.  It was, in this sense, an example of a successful industrial policy. 
There are clear parallels to the situation today in that a significant fraction of the workforce 
may not have the skills required to succeed in the age of AI. 
Transitional	Efficiency	Wage	Theory	
Efficiency wage arguments may also slow down the transition to a new equilibrium after 
technological progress. For example, if worker morale depends on last period's wages, it may 
be difficult to reduce wages to the market‐clearing level after a labor‐saving innovation, and 
unemployment may persist for a long time.28  
 Jobs	and	Meaning	
An interesting debate that is brought up by the potentially widespread destruction of jobs – 
discussed already in Keynes’ essay on Economic Possibilities of our Grandchildren – is that jobs 
provide not only income but also other mental services such as meaning, dignity, and 
                                                      
28 In the limiting case, employers may simply keep wages fixed to avoid negative morale effects, and 
unemployment would persist forever – or until some offsetting shock occurs. 
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fulfillment to humans. Whether this is a legacy of our past, and whether individuals could find 
meaning in other forms of activities, mental or physical, is a matter of philosophical debate.  
If workers derive a separate benefit from work in the form of meaning, then job subsidies are a 
better way of ensuring that technological advances are welfare enhancing than simply 
providing lump sum grants (a universal basic income), as some are suggesting in response to 
the inequalities created by AI.   
This discussion is, of course, a departure from the usual neoclassical formulation, where work 
only enters negatively into individual’s well‐being.  There are some that claim that individuals’ 
deriving dignity and meaning from work is an artifact of a world with labor scarcity.  In a 
workerless AI world, individuals will have to get obtain their identity and dignity elsewhere, e.g. 
through spiritual or cultural values. The fact that most humans can find a meaningful life after 
retirement suggests that there are good substitutes for jobs in providing meaning. 
 Longer‐Term	Perspectives:	AI	and	the	Return	of	Malthus?	
There is a final point that is worth discussing in a paper on the implications of artificial 
intelligence for inequality and that relates to a somewhat longer‐term perspective. Currently, 
artificial intelligence is at the stage where it strictly dominates human intelligence in a number 
of specific areas, for instance playing chess or Go, identifying patterns in x‐rays, driving, etc. 
This is commonly termed narrow artificial intelligence. By contrast, humans, are able to apply 
their intelligence across a wide range of domains. This capacity is termed general intelligence. 
If AI reaches and surpasses human levels of general intelligence, a set of radically different 
considerations apply. Some techno‐optimists predict the advent of general artificial intelligence 
for as early as 2029 (see Kurzweil, 2005), although the median estimate in the AI expert 
community is around 2040 to 2050, with most AI experts assigning a 90% probability to human‐
level general artificial intelligence arising within the current century (see Bostrom, 2014). A 
minority believes that general artificial intelligence will never arrive. However, if human‐level 
artificial general intelligence is reached, there is broad agreement that AI would soon after 
become super‐intelligent, i.e. more intelligent than humans, since technological progress would 
likely accelerate, aided by the intelligent machines. Given these predictions, we have to think 
seriously about the implications of artificial general intelligence for humanity and, in the 
context of this paper, for what it implies for our economy as well as for inequality. 
Assuming that our social and economic system will be maintained upon the advent of artificial 
general intelligence and superintelligence,29 there are two main scenarios. One scenario is that 
                                                      
29 Researchers who work on the topic of AI safety point out that there is also a risk of doom scenarios in 
which a sufficiently advanced artificial intelligence eradicates humanity because humans stand in the 
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man and machine will merge, i.e. that humans will “enhance” themselves with ever more 
advanced technology so that their physical and mental capabilities are increasingly determined 
by the state of the art in technology and AI rather than by traditional human biology (see e.g. 
Kurzweil, 2005). The second scenario is that artificially intelligent entities will develop 
separately from humans, with their own objectives and behavior (see e.g. Bostrom, 2013; 
Tegmark, 2017). As we will argue below, it is plausible that the two scenarios might differ only 
in the short run. 
First	Scenario:	Human	Enhancement	and	Inequality	
The scenario that humans will enhance themselves with machines may lead to massive 
increases in human inequality, unless policymakers recognize the threat and take steps to 
equalize access to human enhancement technologies.30 Human intelligence is currently 
distributed within a fairly narrow range compared to the distance between the intelligence of 
humans and that of the next‐closest species. If intelligence becomes a matter of ability‐to‐pay, 
it is conceivable that the wealthiest (enhanced) humans will become orders of magnitude more 
productive—“more intelligent”—than the unenhanced, leaving the majority of the population 
further and further behind. In fact, if intelligence enhancement becomes possible, then  – 
unless pre‐emptive actions are taken – it is difficult to imagine how to avoid such a dynamic. 
For those who can afford it, the incentive to purchase enhancements is great, especially since 
they are in competition with other wealthy humans who may otherwise leapfrog them. This is 
even more so in an economy which is, or is perceived to be, a winner‐take‐all economy and/or 
in which well‐being is based on relative income.  Those who cannot afford the latest technology 
will have to rely on what is in the public domain, and if the pace of innovation increases, the 
gap between the best technology and what is publicly available will increase.    
A useful analogy is to compare human enhancement technology to healthcare – technology to 
maintain rather than enhance the human body. Different countries have chosen significantly 
different models for how to provide access to healthcare, with some regarding it as a basic 
human right and others allocating it more according to ability to pay. In the US, for example, 
the expected life spans of the poor and the wealthy have diverged significantly in recent 
decades, in part because of unequal access to healthcare and ever more costly new 
technologies that are only available to those who can pay. The differences are even starker if 
we look at humanity across nations, with the expected life span in the richest countries being 
                                                      
way of its goals. See e.g. Bostrom (2013) who elaborates on this using the example of a “paperclip 
maximizer” – an AI that has been programmed to produce as many paperclips as possible, without 
regard for other human goals, and who realizes that humans contain valuable raw materials that should 
better be transformed into paperclips.  
30 In many respects, the issues are parallel to those associated with performance enhancing drugs.  In 
sports, these have been strictly regulated, but in other arenas, they have not.   
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two thirds longer than in the least developed countries (see e.g. UN, 2015). Like with 
healthcare, it is conceivable that different societies will make significantly different choices 
about access to human enhancement technologies. 
Once the wealthiest enhanced humans have separated sufficiently far from the unenhanced, 
they can effectively be considered as a separate species of artificially intelligent agents. To 
emphasize the difference in productivities, Yuval Harari (2016) has dubbed the two classes that 
may result “the gods” and “the useless.” In that case, the long‐run implications of our first 
scenario coincide with the second scenario. 
Second	Scenario:	Artificially	Intelligent	Agents	and	the	Return	of	Malthus	
We thus turn to the scenario that artificially intelligent entities develop separately from regular 
(or unenhanced) humans. One of the likely characteristics of any sufficiently intelligent entity – 
no matter what final objectives are programmed into it by evolution or by its creator – is that it 
will act by pursuing intermediate objectives or “basic drives” that are instrumental for any final 
objective (Omohundro, 2008). These intermediate objectives include self‐preservation, self‐
improvement and resource accumulation, which all make it likelier and easier for the entity to 
achieve its final objectives.  
It may be worthwhile pursuing the logic of what happens if humans do not or cannot assert 
ownership rights over artificially intelligent or super‐intelligent entities.31  That would imply 
that sufficiently advanced AI is likely to operate autonomously. 
To describe the resulting economic system, Korinek (2017) assumes that there are two types of 
entities, unenhanced humans and AI entities, which are in a Malthusian race and differ – 
potentially starkly – in how they are affected by technological progress. At the heart of 
Malthusian models is the notion that survival and reproduction requires resources, which are 
potentially scarce.32 Formally, traditional Malthusian models capture this by describing how 
limited factor supplies interact with two related sets of technologies, a production and a 
consumption/reproduction technology: First, humans supply the factor labor, which is used in a 
                                                      
31 If humans and artificially intelligent entities are somewhat close in their levels of intelligence, it may still be 
possible for humans to assert ownership rights over the AI – in fact, throughout the history of mankind, those 
determining and exerting property rights have not always been the most intelligent. For example, humans could 
still threaten to turn off or destroy the computers on which AI entities are running. However, if the gap between 
humans and super‐intelligent AI entities grows too large, it may be impossible for humans to continue to exert 
control, just like a two‐year old would not be able to effectively exert property rights over adults. 
32 If AI directs its enhanced capabilities at binding resource constraints, it is conceivable that each such constraint 
might successively be lifted, just as we seem to have avoided the constraints that might have been imposed by the 
limited supply of fossil fuels. At present, humans consume only a small fraction – about 0.1% – of the energy that 
earth receives from the sun. By harvesting energy from beyond earth, even greater supplies of energy would be 
available. Astrophysicists such as Tegmark (2017) note that the ultimate resource constraint on super‐intelligent AI 
will be the availability of energy (or, equivalently, matter, since E=mc2) accessible from within our event horizon. 
36 
production technology to generate consumption goods. Secondly, a consumption/reproduction 
technology converts consumption goods into the survival and reproduction of humans, 
determining the future supply of the factor labor. 
Throughout human history, Malthusian dynamics, in which scarce consumption goods limited 
the survival and reproduction of humans, provided a good description of the state of humanity, 
roughly until when Malthus (1798) published his Essay on the Principle of Population to 
describe the resulting Iron Law of Population. Over the past two centuries, humanity, at least in 
advanced countries, was lucky to escape its Malthusian constraints: capital accumulation and 
rapid labor‐augmenting technological progress generated by the Industrial Revolution meant 
that our technology to produce consumption goods was constantly ahead of the consumption 
goods required to guarantee our physical survival. Moreover, human choices to limit physical 
reproduction meant that the gains of greater productivity were only partly dissipated in 
increased population. However, this state of affairs is not guaranteed to last forever. 
Korinek (2017) compares the production and consumption/reproduction technologies of 
humans and AI entities and observes that they differ starkly: On the production side, the factor 
human labor is quickly losing ground to the labor provided by AI entities, captured by the 
notion of worker‐replacing technological progress that we introduced earlier. In other words, AI 
entities are becoming more and more efficient in the production of output compared to 
humans. On the consumption/reproduction side, the human technology to convert 
consumption goods such as food and housing into future humans has experienced relatively 
little technological change – the basic biology of unenhanced humans is slow to change. By 
contrast, the reproduction technology of AI entities – to convert AI consumption goods such as 
energy, silicon, aluminum into future AI – is subject to exponential progress, as described e.g. 
by Moore’s Law and its successors, which postulate that computing power per dollar (i.e. per 
unit of “AI consumption good”) doubles roughly every two years.33  
Taken together, these two dynamics imply – unsurprisingly – that humans will lose the 
Malthusian race in the long run, unless counteracting steps are taken, to which we will turn 
shortly. In the following paragraphs we trace out what this might entail and how we might 
respond to it. (Fully following the discussion requires a certain suspension of disbelief. 
However, we should begin by recognizing that machines can already engage in a large variety of 
                                                      
33 The original version of Moore’s Law, articulated by the co‐founder of Intel, Gordon Moore (1965), stated that 
the number of components that can be fit on an integrated circuit (IC) would double every year. Moore revised his 
estimate to every two years in 1975. In recent years, companies such as Intel have predicted that the literal version 
of Moore’s Law may come to an end over the coming decade, as the design of traditional single‐core ICs has 
reached its physical limits. However, the introduction of multi‐dimensional ICs, or multi‐core processors and other 
specialized chips for parallel processing etc. implies that a broader version of Moore’s Law, expressed in terms of 
computing power per dollar, is likely to continue for several decades to come. Quantum computing may extend 
this time span even further into the future. 
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economic transactions – trading financial securities, placing orders, making payments, etc. It is 
not a stretch of the mind to assume that they could in fact engage in all of what we now view as 
economic activities. In fact, if an outside observer from a different planet were to witness the 
interactions among the various intelligent entities on earth, it might not be clear to her if, for 
example, artificially intelligent entities such as Apple or Google control what we humans do [via 
a plethora of control devices called smartphones that we carry with us] or whether we 
intelligent humans control what entities such as Apple and Google do. See also the discussion in 
Turing (1950).) The most interesting aspects of the economic analysis concern the transition 
dynamics and the economic mechanisms through which the Malthusian race plays out.  
In the beginning, those lacking the skills that are useful in an AI‐dominated world may find that 
they are increasingly at a disadvantage in competing for scarce resources, and they will see 
their incomes decline, as we noted earlier. The proliferation of AI entities will at first put only 
modest price pressure on scarce resources, and most of the scarce factors are of relatively little 
interest to humans (such as silicon), so humanity as a whole will benefit from the high 
productivity of AI entities and from large gains from trade. From a human perspective, this will 
look like AI leading to significant productivity gains in our world. Moreover, any scarce factors 
that are valuable for the reproduction and improvement of AI, such as human labor skilled in 
programming, or intellectual property, would experience large gains.  
As time goes on, the superior production and consumption technologies of AI entities imply 
that they will proliferate. Their ever‐increasing efficiency units will lead to fierce competition 
over any non‐reproducible factors that are in limited supply, such as land and energy, pushing 
up the prices of such factors and making them increasingly unaffordable for regular humans, 
given their limited factor income. It is not hard to imagine an outcome where the AI entities, 
living for themselves, absorb (i.e. “consume”) more and more of our resources. 
Eventually, this may force humans to cut back on their consumption to the point where their 
real income is so low that they decline in numbers. Technologists have described several 
dystopian ways in which humans could survive for some time – ranging from uploading 
themselves into a simulated (and more energy‐efficient) world34 to taking drugs that reduce 
their energy intake. The decline of humanity may not play out in the traditional way described 
by Malthus – that humans are literally starving – since human fertility is increasingly a matter of 
choice rather than nutrition. It is sufficient that a growing number of unenhanced humans 
decide that given the prices they face, they cannot afford sufficient offspring to meet the 
                                                      
34See e.g. Hanson (2016). In fact, Aguiar et al. (2017) document that young males with low education have already 
shifted a considerable part of their time into the cyber world rather than supplying labor to the market economy – 
at wages that they deem unattractive. 
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human replacement rate while providing their offspring with the space, education, and 
prospects that they aspire to. 
One question that these observations bring up is whether it might be desirable for humanity to 
slow down or halt progress in AI beyond a certain point. However, even if such a move were 
desirable, it may well be technologically infeasible – progress may have to be stopped well 
short of the point where general artificial intelligence could occur. Furthermore it cannot be 
ruled out that a graduate student under the radar working in a garage will create the world’s 
first super‐human AI. 
If progress in AI cannot be halted, our description above suggests mechanisms that may ensure 
that humans can afford a separate living space and remain viable: because humans start out 
owning some of the factors that are in limited supply, if they are prohibited from transferring 
these factors, they could continue to consume them without suffering from their price 
appreciation. This would create a type of human “reservation” in an AI‐dominated world.  
Humans would likely be tempted to sell their initial factor holdings, for two reasons: First, 
humans may be less patient than artificially intelligent entities. Secondly, super‐intelligent AI 
entities may earn higher returns on factors and thus willing to pay more for them than other 
humans. That is why, for the future of humanity, it may be necessary to limit the ability of 
humans to sell their factor allocations to AI entities. Furthermore, for factors such as energy 
that correspond to a flow that is used up in consumption, it would be necessary to allocate 
permanent usage rights to humans. Alternatively, we could provide an equivalent flow income 
to humans that is adjusted regularly to keep pace with factor prices.35 
 Conclusions	
The proliferation of AI and other forms of worker‐replacing technological change can be 
unambiguously positive in a 1st‐best economy in which individuals are fully insured against any 
adverse effects of innovation, or if it is coupled with the right form of redistribution.  In the 
absence of such intervention, worker‐replacing technological change may not only lead to 
workers getting a diminishing fraction of national income, but may actually make them worse 
off in absolute terms. 
The scope for redistribution is facilitated by the fact that the changes in factor prices create 
windfall gains on the complementary factors, which should make it feasible to achieve Pareto 
improvements. If there are limits on redistribution, the calculus worsens and a Pareto 
improvement can no longer be ensured. This may lead to resistance from those in society who 
                                                      
35 All of this assumes that the super‐intelligent AI entities don’t use their powers in one way or another to abrogate 
these property rights. 
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are losing. As a result, it is desirable to use as broad of a set of 2nd‐best policies as possible, 
including changes in intellectual property rights, to maximize the likelihood that AI (or 
technological progress more generally) generate a Pareto improvement.   
AI and other changes in technology necessitate large adjustments, and while individuals and the 
economy more broadly may be able to adjust to slow changes, this may not be so when the 
pace is rapid, for example because of capital market imperfections.  Indeed, in such situations, 
outcomes can be Pareto inferior.  The more willing society is to support the necessary transition 
and to provide support to those who are “left behind,” the faster the pace of innovation that 
society can accommodate, and still ensure that the outcomes are Pareto improvements.  A 
society that is not willing to engage in such actions should expect resistance to innovation, with 
uncertain political and economic consequences.   
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