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A binary code C  f0; 1gn is called r-identifying, if the sets BrðxÞ \ C; where BrðxÞ
is the set of all vectors within the Hamming distance r from x; are all nonempty
and no two are the same. Denote by MrðnÞ the minimum possible cardinality of a
binary r-identifying code in f0; 1gn: We prove that if r 2 ½0; 1Þ is a constant, then
limn!1 n1 log2 MbrncðnÞ ¼ 1H ðrÞ; where H ðxÞ ¼ x log2 x ð1 xÞ log2ð1 xÞ:
We also prove that the problem whether or not a given binary linear code is
r-identifying is P2-complete. # 2002 Elsevier Science (USA)
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Denote by F2 the binary alphabet f0; 1g: The Hamming distance between
any two vectors x; y 2 Fn2 is the number of coordinates in which x and y
disagree, and is denoted by dðx; yÞ: The weight of x;wðxÞ; is the number of 1’s
in x: We further denote
BrðxÞ ¼ fy 2 F
n
2 : dðy; xÞ4rg;
SrðxÞ ¼ fy 2 F
n
2 : dðy; xÞ ¼ rg1Research supported by the Academy of Finland under Grant 44002.
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V ðn; rÞ ¼ jBrðxÞj ¼
Xr
i¼0
n
i
 !
:
The problem of constructing identifying codes in Fn2 and other graphs was
introduced in [19], and has been studied in a number of papers since. We say
that a code C is r-identifying if the sets
IðxÞ :¼ BrðxÞ \ C
are nonempty for all x 2 Fn2 and no two of them are the same. If r ¼ n;
there are clearly no r-identifying codes. The minimum cardinality of
an r-identifying code in Fn2 is denoted by MrðnÞ: The idea is that x is
not known to us, and C has been constructed in such a way that the
information which of its codewords are within the Hamming distance r from
x is enough to uniquely identify x: This can be used in identifying a
malfunctioning processor in a multiprocessor architecture [19]: each of
the codewords checks all the vectors within Hamming distance r from it,
and reports back one bit of information telling us if it has detected any
problems.
There is a closely related problem, see [13]: a code is called r-locating-
dominating if for the noncodewords x =2 C the sets BrðxÞ \ C are all nonempty
and no two are the same.
We call code C an r-covering, if the union of the sets BrðcÞ; c 2 C; is the
whole space Fn2: In other words, for all x 2 F
n
2; the sets BrðxÞ \ C are
nonempty.
In particular, for the same code length n; the set of r-identifying codes is
included in the set of r-locating-dominating codes, which is included in the
set of r-covering codes.
In the Hamming space, the study of MrðnÞ and some related problems
have been considered in [3, 4, 10, 14–16, 19–22, 26].
It is known that for any ﬁxed r; there are constants a and b (depending on r)
such that for all large n;
a2n
V ðn; rÞ
4MrðnÞ4
b2n
V ðn; rÞ
;
but there is no value of r for which the known values a and b
would coincide. For r ¼ 1; there is a sequence ðniÞ such that ni ! 1
and
lim
i!1
M1ðniÞ
2ni=V ðni; 1Þ
¼ 1:
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[27] (Construction 4.24) which in turn are obtained using codes from [11];
the construction of [27] is described in [8, Theorem 4.5.8].
In this paper, we consider the problem asymptotically, when r is a
constant, 04r51; and r ¼ brnc: We prove that
lim
n!1
n1 log2 MbrncðnÞ ¼ 1 H ðrÞ;
where H ðxÞ ¼ x log2 x ð1 xÞ log2ð1 xÞ is the binary entropy function.
The proof is based on a non-constructive argument.
A binary code is called linear, if it is a linear subspace of Fn2: We also consider
the problem of determining whether or not a given linear code is r-identifying}
the input consisting of a parity check matrix for the code (see Section 3 for
details) and the integer r}and show that the problem is P2-complete.
2. A CONSTRUCTION OF ASYMPTOTICALLY OPTIMAL
IDENTIFYING CODES
The following theorem is not new: cf. Theorems 12.1.2, 12.2.1 and 20.3.4
and the corresponding Notes in Sections 12.9 and 20.4 in [8] as well as [5–7];
our proof follows [9].
Theorem 2.1. Assume that L  f0; 1; 2; . . . ; ng and L=|: There exists a
code C  Fn2; with cardinality K satisfying
K4 n2n ln 2
X
i2L
n
i
 !, ’&
;
such that [
c2C
[
i2L
SiðcÞ ¼ F
n
2:
Proof. Without loss of generality, dn2n ln 2=
P
i2Lð
n
iÞe42
n; otherwise the
claim is trivial.
Given any code C  Fn2 with cardinality K; we denote by QðCÞ the number
of points in Fn2 that do not belong to SiðcÞ for any c 2 C and i 2 L:
Counting in two ways the number of pairs ðx;CÞ; where C is a K-element
code and x 2 Fn2 a point not belonging to SiðcÞ for any c 2 C and i 2 L; we get
X
jCj¼K
QðCÞ ¼ 2n
2n 
P
i2L ð
n
iÞ
K
 !
:
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n
K Þ; there is a code C0 with
K :¼ dn2n ln 2=
P
i2L ð
n
iÞe elements such that
QðC0Þ4
1
ð2
n
K Þ
X
jCj¼K
QðCÞ
¼ 2n
2n 
P
i2L ð
n
iÞ
K
 !
ð2
n
K Þ
4 2n
2n 
P
i2L
n
i
	 
	 
K
ð2nÞK
¼ 2n 1 2n
X
i2L
n
i
	 
 !K
and now using the inequality ð1 1=xÞx51=e valid for all x51; we get
QðC0Þ42n 1 2n
X
i2L
n
i
	 
 !2n=Pi2L ni	 
0B@
1
CA
n ln 2
5 2nðen ln 2Þ ¼ 1:
Because QðC0Þ is an integer, this implies that QðC0Þ ¼ 0; i.e., C0 is as
required. ]
Our construction is based on using codes with the property that every
vector in the Hamming space has distance exactly r or r þ 1 to at least one
codeword.
Theorem 2.2. If 05r4n 2 and C0  Fn2 has the property that[
c2C0
ðSrðcÞ [ Srþ1ðcÞÞ ¼ F
n
2;
then the code
C ¼
[
c2C0
S1ðcÞ
is r-identifying.
Proof. In this proof we denote by ei the word of weight one whose single
‘‘1’’ is in the ith coordinate.
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If x; c 2 Fn2 then
jBrðxÞ \ S1ðcÞj ¼
n if dðx; cÞ4r  1;
r if dðx; cÞ ¼ r;
r þ 1 if dðx; cÞ ¼ r þ 1;
0 if dðx; cÞ5r þ 2:
8>><
>>:
Consequently, we can go through the codewords in C0 until we ﬁnd one, say
c; such that IðxÞ \ S1ðcÞ ¼ BrðxÞ \ S1ðcÞ contains exactly r or r þ 1 code-
words. By the assumption about C0; such a codeword c always exists. The
vector cþ ei 2 S1ðcÞ is clearly within the distance r from the unknown x if
and only if x and c disagree in the ith coordinate. In this way, we ﬁnd out the
value of each coordinate in x: ]
The following corollary now immediately follows from the previous theorems.
Corollary 2.3. If 05r4n 2; then there exists a code C  Fn2 which is
r-identifying and has at most
n n2n ln 2
nþ 1
r þ 1
 !, ’&
codewords.
This theorem leads to the claimed asymptotic result.
Theorem 2.4. Let 04r51: Then
lim
n!1
log2 MbrncðnÞ
n
¼ 1 H ðrÞ;
where H ðxÞ ¼ x log2 x ð1 xÞ log2ð1 xÞ:
Proof. The case r ¼ 0 is clear, so assume that r > 0:
Assume ﬁrst that 05r41=2: By the previous corollary, and the
fact that an r-identifying code is r-covering (and hence MrðnÞ52n=V ðn; rÞÞ;
we get
an4
log2 MbrncðnÞ
n
4bn;
where
an ¼ 1
log2 V ðn; brnc Þ
n
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bn ¼
log2 n n2
n ln 2= nþ 1
brnc þ 1
 !l m
n
:
Using standard estimates for binomial coefﬁcients, see, e.g., [23, pp. 20–21]
or [24, pp. 308–310], we obtain
lim
n!1
an ¼ 1 H ðrÞ ¼ lim
n!1
bn
and the claim follows when 05r41=2:
When 1=25r51; we use the fact from [3] that MrðnÞ5Mnr1ðnÞ  1:
Consequently,
MbrncðnÞ5Mnbrnc1ðnÞ  15
2n
V ðn; n brnc  1Þ
 1
and the claim follows, because H ð1 rÞ ¼ H ðrÞ: ]
When 24r5n 2; the codes of Theorem 2.2 are in fact strongly
r-identifying in the sense of [16, Deﬁnition 1].
For a ﬁxed r; let
mnðrÞ ¼ lim sup
n!1
Kðn; rÞ
2n=V ðn; rÞ
;
where Kðn; rÞ denotes the minimum possible cardinality of an r-covering in
Fn2: It is known that m
nðrÞ is ﬁnite for all r; and it is natural to conjecture that
it equals 1 for all r}although this is only known for r ¼ 1 [18] (and for
r ¼ 2 if we replace lim sup by lim inf [27]).
Clearly, if C is an ðr þ 1Þ-covering, then C  Frþ12 satisﬁes the condition of
Theorem 2.2: every x 2 Fn2 has distance exactly r þ 1 to at least one codeword
of C  Frþ12 : Consequently, when r is ﬁxed and n52r þ 2;
nðn; rÞ :¼
MrðnÞ
2n=V ðn; rÞ
4
nKðn r  1; r þ 1Þ2rþ1
2n=V ðn; rÞ
4
nV ðn; rÞ
V ðn r  1; r þ 1Þ

Kðn r  1; r þ 1Þ
2nr1=V ðn r  1; r þ 1Þ
4 ðr þ 1Þmnðr þ 1Þð1þ oð1ÞÞ;
when n tends to inﬁnity.
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nðn; rÞ4ðr þ 1Þmnðr þ 1Þð1þ oð1ÞÞ:
It is interesting to consider the case r ¼ 1=2 in more detail: the following
theorem gives a family of identifying codes with small cardinalities.
Theorem 2.6. For all n53;
Mbn=2cðnÞ4
n2nþ2
2
if n is odd;
n24
2
if n is even:
(
Proof. Since it is known that M1ð3Þ ¼ 4 and M2ð4Þ ¼ 6 (see [19] and [3],
respectively), we can assume that n55: Take (cf. [1])
C0 ¼ fc1 ¼ 00000 . . . 0; c2 ¼ 11000 . . . 0; c3 ¼ 11110 . . . 0; . . . ; cbn=2cþ1g;
where
cbn=2cþ1 ¼
1111 . . . 11 if n is even;
1111 . . . 10 if n is odd:
(
Consider the code
C ¼
[
c2C0
S1ðcÞ:
Because S1ðciþ1Þ \ S1ðciÞ always consists of two codewords, we see
that C has cardinality 1  nþ bn=2cðn 2Þ: We claim that C is bn=2c-identi-
fying and that if n is even we can drop the codewords 000 . . . 01 and
0111 . . . 1:
By Theorem 2.2, C is bn=2c-identifying if C0 has the property that
[
c2C0
ðSbn=2cðcÞ [ Sbn=2cþ1ðcÞÞ ¼ F
n
2:
Let x 2 Fn2 be arbitrary. Then
dðx; c1Þ þ dðx; c bn=2cþ1Þ ¼ n 1þ e;
where e ¼ 0; 1 or 2. Hence, of these two distances, both cannot be smaller
than bn=2c; and both cannot be larger than bn=2c þ 1: Hence, we can assume
that one of them, say dðx; c1Þ; is smaller than bn=2c and the other one is larger
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i ¼ 1; 2; . . . ; bn=2c; dðx; ciÞ  dðx; ciþ1Þ 2 f22; 0; 2g; so when i runs from 1 to
bn=2c þ 1; then dðx; ciÞ runs in steps of 0 and 2 (up and down) from dðx; c1Þ
5bn=2c to dðx; c bn=2cþ1Þ > 1þ bn=2c: somewhere in between there has to be an
index i for which dðx; ciÞ 2 fbn=2c; bn=2c þ 1g:
It remains to show that if n is even, then we can drop the codewords
000 . . . 01 and 0111 . . . 1:
Let c 2 C0 be a codeword such that IðxÞ \ S1ðcÞ contains exactly
n=2 1; n=2 or n=2þ 1 codewords. Because n55; we have n 1 > n=2þ 1;
and the argument used in the proof of Theorem 2.2 goes through
immediately if (i) c=0n and c=1n; or (ii) c ¼ 0n or c ¼ 1n; but jIðxÞ \
S1ðcÞj ¼ n=2 1 or n=2þ 1 (if the cardinality is n=2 1; then we know that c
and x disagree in the nth coordinate; if the cardinality is n=2þ 1; then we
know that c and x agree in the nth coordinate). Assume, therefore, that
c ¼ 0n; say, and that jIðxÞ \ S1ðcÞj ¼ n=2; in which case we know x apart
from its nth coordinate. Then either x and c disagree in the nth coordinate,
in which case dðx; 0nÞ ¼ n=2þ 1; dðx; 1nÞ ¼ n=2 1 and jIðxÞ \ S1ð1nÞj ¼
n 1; or x and c agree in the nth coordinate, in which case dðx; 0nÞ ¼
n=2; dðx; 1nÞ ¼ n=2 and jIðxÞ \ S1ð1nÞj ¼ n=2 or n=2 1: Hence we also ﬁnd
out the last coordinate of x: ]
3. A COMPLEXITY RESULT
In this section, we consider the complexity issue when C is a linear code.
For the theory of NP- and P2-completeness, we refer to, e.g., [2, 12].
A linear code C is a linear subspace of Fn2: If C has dimension k; it can be
characterized by a parity check matrix H; of dimensions ðn kÞ  n; in the
following way: c 2 C if and only if HcT ¼ 0; where T denotes transposition.
It is well known (see, e.g., [8, Theorem 2.1.9]) that if C is r-covering, then
every binary ðn kÞ-tuple xT can be written as a sum of at most r columns of
H: xT ¼ HzT ; with z 2 Fn2 and wðzÞ4r: We consider the following decision
problem:
Name: Identifying Linear Code (ILC).
Instance: A binary linear code C  Fn2; given by a parity check matrix H of
dimensions m n; an integer r:
Question: Is C r-identifying?
This question can be reformulated as: for all y1; y2 2 F
n
2; y1=y2; are
there two vectors z1; z2 2 F
n
2 such that Hz
T
1 ¼ Hy
T
1 ; Hz
T
2 ¼ Hy
T
2 ; wðz1Þ4r;
wðz2Þ4r; and dðz2 þ y2; y1Þ > r or dðz1 þ y1; y2Þ > r: Indeed, a YES answer
guarantees that Iðy1Þ ¼ Brðy1Þ \ C=|; since y1 þ z1 2 Iðy1Þ; and that
HONKALA AND LOBSTEIN240Iðy1Þ=Iðy2Þ; since y2 þ z2 2 Iðy2Þ=Iðy1Þ or y1 þ z1 2 Iðy1Þ=Iðy2Þ: A NO
answer tells us that one vector y has IðyÞ ¼ |; or that two different vectors
y1; y2 have Iðy1Þ ¼ Iðy2Þ:
Theorem 3.1. The problem ILC is P2-complete.
Note that the problem is co-NP-complete for nonlinear codes [17].
Proof. The 89 pattern of the question, together with the fact that given a
vector z; it is polynomial, with respect to n m; to check membership to C
and distance to a given vector y; shows that ILC belongs to P2 (cf.
characterization of Pk in [8, p. 482] or [25]). The second step consists in
polynomially reducing a P2-complete problem to ILC. To reach this goal,
we consider the following two decision problems:
Name: 89-3-dimensional matching ð89-3-DMÞ:
Instance: Two disjoint sets M1 and M2 of X1  X2  X3; where X1;X2;X3
are three disjoint sets of the same cardinality.
Question: Is it true that 8S1  M1; 9S2  M2 such that S1 [ S2 is a
matching?
Recall that a matching S is a subset of M1 [M2 with jX1j elements such
that no two triples in S agree in any coordinate.
Name: Covering Linear Code (CLC).
Instance: A binary linear code C  Fn2; given by a parity check matrix H of
dimensions m n; an integer r:
Question: Is C r-covering, i.e., for all y 2 Fn2; is there a vector z 2 F
n
2 such
that HzT ¼ HyT and wðzÞ4r?
The problem 89-3-DM is P2-complete [25]. McLoughlin [25], also shows
that CLC is P2-complete, by polynomially reducing 89-3-DM to CLC.
More speciﬁcally, starting from any instance of 89-3-DM; she constructs a
matrix H; of dimensions ð3jX1j þ jM1jÞ  8jM j; and an integer r such that
there is a positive answer to 89-3-DM if and only if there is a positive answer
to CLC for the instance consisting of H and r: So we take m ¼ 3jX1j þ jM1j
and n ¼ 3jM j: (Without loss of generality, we have assumed that every
element of X1 [ X2 [ X3 is contained in at least one triple of M1 [M2;
otherwise the answer is trivially NO. This guarantees that the matrix H as
well as the matrix H0 which we will deﬁne shortly have full rank.) She even
proves a little bit more}and we will make use of it later on}namely that if
89-3-DM has a positive answer, then for every y 2 Fn2 there is a vector z 2 F
n
2
such that HzT ¼ HyT ; and wðzÞ is equal to r:
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H0 ¼ ½HjHjH:
We denote by C0 the linear code (of length 3n) with parity check matrix H0:
Since H0 only consists of columns taken from H; we easily observe that C is
r-covering if and only if C0 is.
We want to prove that 89-3-DM has a positive answer if and only if C0 is
r-identifying.
We ﬁrst assume that C0 is r-identifying. This implies that C0 is r-covering,
and in turn, that C is r-covering. Then, by the proof that CLC is P2-
complete, there is a positive answer to 89-3-DM:
Conversely, assume that 89-3-DM has a positive answer. Then we know
that
8y 2 Fn2; 9z 2 F
n
2 : Hz
T ¼ HyT ; wðzÞ ¼ r:
Let y0 be any vector of length 3n; y0 ¼ ðy01jy
0
2jy
0
3Þ; y
0
1; y
0
2; y
0
3 2 F
n
2: We show
that y0 can be identiﬁed, i.e., we can unambiguously retrieve y0 knowing only
Iðy0Þ ¼ Brðy0Þ \ C0:
The vector H0y0T ¼ Hðy01 þ y
0
2 þ y
0
3Þ
T is in Fm2 and there is a vector
z 2 Fn2 such that Hz
T ¼ H0y0T and wðzÞ ¼ r; which implies that H0ðzj0j0ÞT ¼
H0y0T ; H0ð0jzj0ÞT ¼ H0y0T ; and H0ð0j0jzÞT ¼ H0y0T :
This shows that u1 ¼ y0 þ ðzj0j0Þ 2 C0 \ Srðy0Þ  Iðy0Þ; and the same is true
with u2 ¼ y0 þ ð0jzj0Þ and u3 ¼ y0 þ ð0j0jzÞ: Now the three codewords
u1; u2; u3 are at distance 2r from one another, and there is only one vector
at distance r from the three of them. This vector is y0: So, to ﬁnd y0; one
locates in Iðy0Þ three elements at pairwise distances 2r: ]
Corollary 3.2. The following problem is P2-complete:
Name: Locating-Dominating Linear Code (LDLC).
Instance: A binary linear code C  Fn2; given by a parity check matrix H of
dimensions m n; an integer r:
Question: Is C r-locating-dominating?
Proof. Using the fact that locating-dominating codes are squeezed
between identifying and covering codes, i.e., any r-locating-dominating code
is r-covering, and any r-identifying code is r-locating-dominating, we can
mimic the proof of Theorem 3.1: if 89-3-DM has a positive answer, then C0
is r-identifying, hence r-locating-dominating; if C0 is r-locating-dominating,
then it is r-covering, and 89-3-DM has a positive answer. ]
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