Let G be a reductive linear algebraic group defined over an algebraically closed field K. An element xGGis called regular if dim Z G (x) is the rank of G -which is the smallest possible dimension for a centralizer -otherwise x is called irregular. T. A. Springer has shown that if x6Gίs regular, then Z G (x)° is abelian. In this paper, we show that when char K is good for (7, the converse is also true -if x G G is irregular, then Z G (χ)° is nonabelian. In the course of the proof of this, we show that if G is a classical group or G 2 (char K good), then dim Z(Z G (x)°) is at most rank G.
Introduction and statement of results. In this paper, all groups will be linear algebraic groups defined over an algebraically closed field K. If G is a group, then G° denotes its identity component and g or £(G) denotes the Lie algebra of G. If G is reductive (we require that reductive groups be connected), then by " the simple components of G", we mean the simple components of the semisimple group G/Rad G where Rad G is the radical of G.
Let G be a reductive group. An element xEGis called regular if dim Z G {x) is minimal in (dim Z G (y) \y E G}; otherwise, x is called irregular. The regular elements are dense in G; the identity element is always irregular. In GL n (K), a diagonalizable element is regular if and only if all its eigenvalues are distinct. It is well known that if x E G is regular, then dim Z G (x) = rank G and if y E G is irregular, then dim Z G (y) > 2 + rank G (cf. abelian, then x is regular -or, equivalently, if x E G is irregular, then Z G (x)° is nonabelian. This last statement is the one that we will actually prove.
Our proof uses the classification of nilpotent conjugacy classes in a simple Lie algebra, and since this classification is only valid in good characteristics, we must require that char K be good for G. The usual way of defining good characteristic for a reductive group G (or Lie algebra g) is to define a bad prime as one that divides a coefficient in the highest root. Then all other primes and zero are called good. If G is of type A n9 then all characteristics are good. So char K is good for G (a) if G has a component of type B n , C n , or D n , then char K ¥=2 (b) if G has a component of type G 2 , F 4 , E 6 , or E 79 then char K φ 2 or 3 (c) if G has a component of type E s , then charΛΓ φ 2, 3, or 5. Hence, if char K -0 or char K > 7, then char K is always good.
THEOREM A. Let G be a reductive group with char K good for G. Then x G G is regular if and only if Z G (x)° is abelian.
Proving Theorem A is the main object of this paper. We will first make some reductions ( §2), then handle the classical groups ( §3) and finally the exceptional groups ( § §4 and 5) . In the course of this, we will derive some stronger results for the classical groups. We say that a reductive group G is of classical type if none of its components is an exceptional group. As general references to algebraic groups and Lie algebras, we cite Humphreys' books [7, 7a] [10, 11] for the other exceptional groups. Dynkin, Elkington, and Bala-Carter also have information about the centralizers of nilpotent elements, which can also be found in an article of Elasvili [5] .
The rest of this paper will then be devoted to proving Theorem α. The first thing we notice is that if G is reductive and t E G is semisimple, then Z G (t) 
Thus x is regular in G if and only ifx is regular in H.
3 3. To prove Theorems A and B, we may assume that G is simple and x is unipotent. Further, it is enough to prove these theorems for one group in each simple isogeny class.
Proof. 1. Let R = Rad G and apply Proposition 2.3. 2. Let π x : G -> G and π 2 : G -» i/ be the universal covers of G and //. Now apply Proposition 2.3.
3. We can assume that G is adjoint and semisimple. Then G = Π[ =1 G 7 is a direct product of simple groups. If x E G, then x = JC, x r with
The next task is to transfer all this to the Lie algebra. If x E G and XEg, we want to use results about
and e(Z c (Jr)°) = 8 fl W -if * and X are semisimple, then these hold no matter what char K is. When j£ = C, then there are maps (log and exp) from G to g and vice versa which are power series and local isomorphisms of manifolds. So when K -C and logx = X, then we have £(Z c (x)°) = iq (x) = 8fl (*) = β(Z<y(*) 0 ) which is as nice a relation among centralizers as one could want. We would like this to happen in our case -G reductive and x unipotent. Because we have room in the isogeny classes to skip around and because char K is good (by assumption), we can actually do this. PROPOSITION 
(Richardson). Let G be a reductive group with char # good for G. Let x G G and X G g = t(G). Then and t(Z G (X)°) =
The proof is in [12] . Next, we let U = {x G G | x is unipotent}, the unipotent variety, and n^lJΓGglXis nilpotent}, the nilpotent variety. The proof is in [15] . By G-equivariant, we mean that for g G G and
= a β (AΓ). It now makes sense to define regular, subregular, and irregular elements in reductive Lie algebras. In good characteristics, the results are the same as in reductive groups.
The final thing we have to notice is that in going from a group to its Lie algebra, the center can only get larger. That is, β(Z(G)°) C j(g). Thus, in our case, if i Q (X) is nonabelian, then so is Z G (X Part 1 is proved in [17] ; part 2 in [14] . In particular Π αGΔ ε α (l) and Σ αG Δ ε α are regular (Δ is a base of Ψ). These are called the standard regular and nilpotent elements respectively.
The classical groups.
In this section, we will prove Theorems A, B, and C for the classical groups. The next result is well-known. PROPOSITION 3.1. Let G = GL n (K) or SL n {K) and let x G G. Then, 
) The minimal polynomial of x is the characteristic polynomial of x. (g) Different blocks have different eigenvalues in the Jordan form of x.
This more than takes care of groups of type A n . For the rest of this section, we will be concerned with the orthogonal and symplectic groups, so we assume that char K ^ 2. At this point, we want to describe explicitly the map of Proposition 2.6. Let G = SO n (K) or Sp n (K) and g = Zo n (K) or §>p n {K), respectively, Consider
(1 is the n X n identity matrix). This map takes unipotent elements of G to nilpotent elements of g ( [20] ). Its inverse is formally the same:
If x is unipotent and .Y nilpotent, then/and/" 1 are polynomials in x and X, respectively. Thus there is no problem in going from G to g and vice versa. (K) . Hence, dim {{polynomials in X) Π g) = n -1 < rank g and {polynomials in I}Πg< h Q (X)> Proof. We use e tj to denote the matrix with 1 in the (i, j) position and zeroes elsewhere. The argument for the first part consists of writing down the standard regular nilpotent element and seeing that it is regular in §>l 2n (K) in the symplectic case and regular in §I 2w+1 (A") in the orthogonal case. Then, Proposition 3.2 shows that {polynomials in X} Π g is the whole of h Q (X). For part 2, let g = §>o 2n (K) and let X be the standard regular nilpotent element, i.e.
Now the rank of X is 2 n -2 and if we look at the n + 1st basis vector, we see that t ln~x is the minimal polynomial of X, thus X is subregular in D Ifg = §>o 2n (K) and Xis the standard regular nilpotent element, then an example of a Y E 3 β ( X) which is not a polynomial in X is:
Then X7 = 7X = 0. Thus is Y where a polynomial in X, it would have to be a multiple of X 2n~2 , which cannot happen for two reasons: First,
is nilpotent, then the conjugacy class of X (via SL n (K)) is determined by the Jordan form of X, and thus by the sizes of the Jordan blocks. When we say that X~k l9 k 2 ,...,k r we mean that the Jordan form of X has blocks of sizes k λ X k λ , k 2 X k 2 , etc. The usual conventions is that k i >: k i+x for all /. Then a nilpotent conjugacy class in %l n (K) is uniquely represented by a partition of n. The regular class is n, and the subregular class is n -1, 1.
Let X E §>l n (K) be nilpotent with Jordan form k x ,k 2 , ,& 5 , and let r y be the number of fc z that are equal to j. Springer and Steinberg have shown that X is conjugate (via SL n (K)) to an element of §>o n (K) if and only if r j is even when j is even, and X is conjugate to an element of %p n (K) if and only if η is even wheny is odd. In §$ n (K) and §>o 2n + ι (K) the Jordan form determines the conjugacy class; in §>o 2n (K), two different conjugacy classes can have the same Jordan form, but then they are conjugate via O 2n (K) [16] . So to investigate i^(X) for X nilpotent and g orthogonal or symplectic it is sufficient to exhaust the possible Jordan forms for X. where X λ A = 0 and Λ* 2 = 0. Then W<Ξι(% Q (X)) but W is not a polynomial in X. 
equality holds if and only if x is regular. Therefore x E G is regular if and only if Z G (x)° is abelian.

Proof. Let x = su be the Jordan decomposition oί x, H -Z G (s)°9
Now Z c (x)° = Z ff (N)° and the Lie algebra of this group is i^N). So 3(Si,(^)) -8(Λ) θ ({polynomials in TV) Π ή) = ({polynomials in s} U {polynomials in N}) Π ί). Therefore Z(Z G (x)°)
consists of polynomials in x, because .s and N are polynomials in x 9 and because for any affine group A, (b) If some λ f . = λ~ι, then one gets a pair of symplectic algebras in h Q (s) -if λ f = ±1, then one gets one symplectic algebra. Proposition 2.6 allows us to use the same argument as above. This completes the symplectic case.
G -SO n {K).
The situation here is similar to the symplectic caseeverything is easy unless λ i = λ" 1 and then orthogonal algebras occur. For then if N restricted to one of these algebras has just two unequal odd blocks, then -and only then-an element can appear in Z(Z G (x)°) which is not a polynomial in x. Clearly the only time that dim Z(Z G (x)°) could equal rank G is when x is regular. D So now we have proved Theorem C and Theorems A and B for the classical groups. To finish the proofs of Theorems A and B, we need only work with the exceptional groups and algebras -this will be done in the next two sections.
4. Semiregular elements. Let G be a reductive group and g its Lie algebra. A unipotent element xGG (nilpotent element iGg) is called semiregular if whenever a semisimple element t E G centralizes x (or X), then / E Z(G). Regular elements are semiregular; however, we shall use semiregular mean semiregular and irregular. If chaxK is good, then semiregular elements occur only in groups of type D n , E 69 E Ί , and £ 8 . In this section we will prove that if g is E 6 , E 7 , or 2s 8 , char AT is good for g, and X E g is semiregular, then <rankg.
Thus, i q (X) is nonabelian. Unfortunately, our only proof of this is computational, so we omit the details which can be found in [8] .
E 6 has only one semiregular class, while E Ί and E s each have two. These classes are usually denoted by E 6 (a λ ), E 7 (a λ ), E 7 (a 2 ) 9 E % (a x ) 9 and E s (a 2 ). We use Elkington's paper [6] for representatives of these classes. For our numbering of the roots, the reader should take a glance at Table  1 (7)
This completes the case of the semiregular elements. The next section deals with the rest of the irregular elements.
Non-semiregular elements.
In this section we shall prove that if g is an exceptional Lie algebra with charK good for g and if lEg is nilpotent and neither regular non semiregular, then δ g (X) is nonabelian. This will complete the proof of Theorem A. We will also prove Theorem B for G 2 , which will complete the proof of Theorem B.
Let t be a root system. A subset Σct is called an integrally closed subsystem of Ψ if Σ itself is a root system and if whenever n λ a λ + +n r a r E Ψ where n t G Z and a t E Σ, then n λ a λ + • E Σ.
Let G be a reductive group and G x a reductive subgroup of G such that G, contains a maximal torus T of G. Then we call G, an integrally closed subgroup of G if the root system of G λ relative to T is an integrally closed subsystem of the root system of G relative to T. We define integrally closed subalgebra in the analogous manner, although we must be careful in extending the roots to a larger Cartan subalgebra. Further, we need char K to be good for the Lie algebra g.
If Σ is an integrally closed subsystem of Ψ, then Σ is called a maximal subsystem if there are no integrally closed subsystems properly between Σ and Ψ. From this, we define maximal integrally closed reductive subgroup and subalgebra. PROPOSITION 
Let G be α reductive group and let x E G be unipotent. Then there is a reductive integrally closed subgroup G λ of G with the same rank as G such that x is regular or semiregular in G x .
The proof is in [16] -note that it holds in all characteristics. The Lie algebra analogue is: PROPOSITION 
Let Q be a semisimple Lie algebra with char K good for Q and let X E g be nilpotent.
Then there is a semisimple integrally closed subalgebra g j of Q such that X is regular or semiregular in g 1 . Further, rank g, < rank g.
The problem we will run into is the case where the ranks are the same. Anyway, the problem of determining nilpotent conjugacy classes in g takes on a tractable form. First determine all the integrally closed subsystems of a given root system. Then determine which root systems can have semiregular elements. Finally, solve the conjugacy problem: Given X i regular or semiregular in g, (i -1,2) integrally closed subalgebras of g, then when are X λ and X 2 conjugate in g?
This was first done by Dynkin [4] in characteristic zero. The task of showing that the Dynkin results hold in all good characteristics has been completed by Pommerening [10, 11] (for a more complete list of citations, see §1).
Dynkin's method for determining the integrally closed subsystems of a root system Ψ is as follows. Take the lowest root, -μ, and attach it to the Dynkin diagram for Ψ in the usual manner. That is, if a is a simple root, then a and -μ are joined by (-μ,-μ) (a, a) lines. If -μ and a have different lengths, then one draws an arrow from the longer root to the shorter root. This gives the extended Dynkin diagram of Ψ. Table 1 shows the extended diagrams for all the irreducible root systems. From the extended diagram, one deletes one or more nodes. This gives the diagram of an integrally closed subsystem of Ψ. Repeating this process ultimately yields all the integrally closed subsystems of Φ. PROPOSITION 5.3. (Dynkin) . All the maximal integrally closed subsystems are obtained by omitting a root whose coefficient in the highest root is either one or a prime.
We proceed on the inductive assumption that we have proved Theorem α for simpler systems -or if one prefers, induction is by dimension. Thus is X is regular nilpotent in Q X where Qj is an integrally closed subsystem of g which is not maximal, then we know that there is a semisimple subalgebra g' such that Q X C g' C g is a chain of integrally closed subalgebras. By induction, i^(X) is nonabelian. Of course if X semiregular in g, then we already know (by § §3 and 4) that dims(δ g (Jθ) <rankg.
So we are looking at the situation of a simple Lie algebra g (with char K good) and JίGg, C g where X is regular nilpotent in g, an integrally closed subalgebra of g. PROPOSITION 5.4 . Let g be a simple Lie algebra with char K good for g. Suppose X E g is nilpotent such that X is regular or semiregular in g 1? an integrally closed subalgebra of g. Suppose further that rank gj < rank g. Then Therefore dim h(i % (X)) < rank g.
Proof.
We have to show that if Y E g -g 1 centralizes X, then there is a W E 3 g ( JQ such that [Y,W]Φ 0. Let Ψ be the root system for g,. Since 3 β (X) is nilpotent, we can choose orderings for Ψ and Φj such that i Qi (X) QQΪ = sρan{e γ | γ E % + } and Ψj + Ct + . We use Δ to denote the base of Ψ in this ordering, and we write
with a β , b a E K and we label the three pieces of Y as Y~ , 7°, and 7 + .
If there is a root δ E Ψ -Ψ, such that a δ Φ 0, then there is an H E ί) (the Cartan subalgebra for g spanned by the // α ) such that [H, e δ In any event, then dim a(δ g (X))< rankg. D
The case where g, and g have the same rank is much harder. In fact, it does not seem to be true that 3(3 g (X)) C g, in that case. However we are still hopeful that it will turn out that dim g(g g ( JίQ) < rank g. What we did was to compute just enough of % Q (X) to show that it was nonabelian. Before we get to that, there is still one last thing that can be done. PROPOSITION 5.5 . Let $ be a simple Lie algebra with char K good for g. Suppose X E g is irregular and nilpotent such that X is regular in a maximal integrally closed semisimple subalgebra g' which is not simple. Then 3 fl (X) is nonabelian.
Proof. Let Ψbea root system for g with base Δ. Then a base Δ' for Ψ\ the root system for g' is {-μ} U (Δ -{/?}) for some simple root β (μ is the highest root). As Ψ' is reducible, there are at least two simple roots α, and α 2 that are connected to β in the extended diagram (the case where one of these is -μ is permitted). What remains is the following case: g is a simple Lie algebra (char K good), g, C g is a maximal integrally closed subalgebra of g with g { simple; X is regular nilpotent in g, such that X is not conjugate to an element in a "smaller" subalgebra (i.e. one that is integrally closed but not maximal). These are the possibilities: (cf. The proof is computational. To find the exact values of a, b, c, and d (and then the exact dimension of s(5 Q (X))), one must compute a number of structure constants. In any event, a -±2 and b, c, and d are ± 1. More detail can be found in [8] . This proves Theorem A for F 4 .
As we have said, E 6 has no irreducible maximal integrally closed subsystems, so the proof of Theorem A is complete for E 6 as well. To handle E 7 , we have to describe the Dynkin diagram of a nilpotent element in a simple Lie algebra g.
If g is simple and X E g is nilpotent, then there is a {X, Y, H) C g with X and Ύ nilpotent and H semisimple so that [X 9 Y] = H, [H, X] = 2X and [H 9 Y] = -2Y. By taking the Dynkin diagram for g and putting the number a^H) at the a i node, we get the Dynkin diagram for X. By applying the Weyl group W to the base, we can always arrange matters so that the numbers a t {H) are 0, 1, or 2. A nilpotent element is regular if and only if it has a 2 at every node in its diagram.
In our case, g = E Ί (char K φ 2 or 3), and X is regular in a subsystem of type A Ί , with base α,, α 2 , « 3 , α 4 , α 5 , α 6 , -μ. Thus a λ {H) = a 2 (H) = • = -μ(H) = 2. Since μ has an α 7 term, we can see that a Ί (H) = -16. If we write the diagram of X with just the numbers a t (H) 9 we have
-16
If w, is reflection in α, , then by applying w 79 we get 2 2 2 -14 2 2 16
Continuing, we eventually get 020202 0
Consulting the Dynkin tables (in [4] or [6] ), we see that this is the diagram for E 6 (a λ ). That is, Jf is conjugate to an element which is semiregular in a subsystem of type E 6 . So by Propositions 4.1 and 5.4, we see
Thus we have proven: PROPOSITION 5.9 . Let g = E 6 or E 7 with char K Φ 2 or 3. // X E g is nilpotent and irregular, then i Q (X) is nonabelian.
That finishes the proof of Theorem A for E 6 and E 7 , leaving us only with g = E s . Unfortunately, the regular elements in the A % and Z> 8 subsystems are not conjugate to anything in a smaller subsystem. Hence, what we do is compute a large enough part of the centralizers to show that they are nonabelian. This is presented in [8] with all the details.
To simplify notation, we will use the 8-tuple (n ι n 2 n 3 n 4 n 5 n 6 n Ί n s ) to denote the root β = Σf =1 /!,•«,• when n i > 0. For -β, we write -(n ι n 2 n 3 n 4 n 5 n 6 n 7 n s ).
Since n i is at most 6, this is unambiguous. The proofs of the next two results are simply computations.
First we handle the A s subsystem. So
Dynkin's tables tell us that dim i q (X) = 24. This finishes the proof of Theorem A. 
