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1 Introduction
L
e cadre de ce travail est celui des `-extensions abéliennes d’un corps de nombres
ou d’une extension finie de Qp, où ` désigne un nombre premier fixé.
Le point de départ de cette thèse est le travail de Jean-François Jaulent sur la théorie
`-adique du corps des classes. L’exposé fondateur de sa théorie est le premier chapitre de
sa thèse sur l’arithmétique des `-extensions [Ja0, Chap.1]. Cela a ensuite fait l’objet d’une
publication [Ja1].
Les objets que nous étudions sont les Z`-modules fondamentaux construits par Jaulent.
-Dans le cas local, pour chaque place p d’un corps de nombres, le `-adifié du groupe mul-
tiplicatif du complété d’un corps de nombres noté K×p est défini comme limite projective :
RKp = lim←−
k
K×p upslopeK×`
k
p
-dans le cas global, le `-groupe des idèles principaux est défini comme tensorisé :
RK = (Z` ⊗Z K×)
le `-groupe des idèles d’un corps de nombres est alors le produit :
JK =
res∏
p∈PlK
(RKp)
et le `-groupe des classes d’idèles est :
CK = JK/RK .
La cohomologie que nous utilisons est la cohomologie classique comme rappelé dans le
préliminaire.
Le but de la première partie de cette thèse est de montrer que la théorie `-adique du corps
des classes peut être déduite de la théorie abstraite du corps des classes, développée par
Neukirch dans [Ne1].
Le contexte de Neukirch est celui d’une théorie de Galois abstraite avec pour point de
départ un groupe G abstrait, profini. Cette théorie abstraite, rappelée dans la deuxième
partie, repose sur l’existence de deux morphismes fondamentaux : le degré et la valuation
et sur l’axiome du corps des classes : condition cohomologique sur le G-module A que l’on
étudie.
Il s’agit donc, dans le contexte de la théorie `-adique, de construire ces morphismes fonda-
mentaux, d’en vérifier les propriétés, dans le cas local tout comme dans le cas global, puis
d’établir dans chaque cas l’axiome du corps des classes : résultat principal du cas local, et
du cas global :
Théorème. Pour toute `-extension cyclique LP d’un corps local Kp nous avons :
|Hi(G(LP/Kp),RLP)| =
{
[LP : Kp] pour i = 0
1 pour i = 1
Théorème. Soit L/K une `-extension cyclique d’un corps de nombres, alors nous avons :
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|Hi(G(L/K), CL)| =
{
[L : K] pour i = 0
1 pour i = 1
Ainsi nous obtenons une nouvelle preuve des théorèmes fondamentaux de la théorie `-
adique :
Théorème. La correspondance 1-1 dans le cas local
L’application
LP −→ NL = NLP/KpRLP
établit une correspondance bijective entre les `-extensions abéliennes finies LP de Kp et les
sous-modules fermés d’indice fini N de RKp. Si LP est associé au sous-module NL de
RKp alors LP est appelé le corps des classes de NL et nous avons :
Gal(LP/Kp) ' RKp/NLP/KpRLP .
De plus, l’implication L1 ⊂ L2 ⇒ NL2 ⊂ NL1 donne NL1L2 = NL1 ∩NL2 et
NL1∩L2 = NL1NL2 .
Théorème. La correspondance 1-1 dans le cas global
L’application
L −→ NL = NL/KCL
établit une correspondance bijective entre les `-extensions abéliennes finies L/K et les sous-
groupes ouverts N de CK . Si L est associé au sous-groupe ouvert NL de CK alors L est
appelé le corps des classes de NL et nous avons :
Gal(L/K) ' CK/NL/KCL
De plus, l’implication L1 ⊂ L2 ⇒ NL2 ⊂ NL1 donne NL1L2 = NL1 ∩NL2 et
NL1∩L2 = NL1NL2 .
La deuxième partie de cette thèse repose sur une l’observation suivante : soit L/K une
extension de corps de nombres, p une place de K logarithmiquement non ramifiée dans L
i.e, selon la définition posée par Jaulent dans [Ja2], vérifiant :
LP ⊆ Kˆcp
où Kˆcp désigne la Zˆ-extension cyclotomique de Kp. Alors son sous-groupe de décomposition
est cyclique.
D’où la question naturelle : pouvons nous dans ce contexte, mettre en évidence un gé-
nérateur particulier de ce sous-groupe de décomposition, qui jouerait le rôle dans le cas
logarithmique, du Frobenius classique ?
Pour cela, dans cette deuxième partie, nous considérons le même objet local que précé-
demment, à savoir, le `-adifié du groupe multiplicatif d’un corps local. Cette fois-ci, nous
le munissons de la valuation logarithmique introduite par Jaulent, dont nous rappelons la
construction. Le choix du dénominateur dans l’expression de cette valuation logarithmique
impose l’uniformisante logarithmique sur Q`. Et nous modifions également l’application
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degré. De façon générale, pour un corps local Kp, nous remplaçons aussi sa Z`-extension
non ramifiée par sa Z`-extension cyclotomique, et la valuation usuelle de RKp par la va-
luation logarithmique : les différences par rapport au contexte local précédent vont donc
apparaitre seulement pour les places au dessus de `.
Le but est de de montrer que le contexte logarithmique peut aussi être compris grâce à la
théorie abstraite de Neukirch. Ainsi nous sommes en mesure de définir pour une `-extension
locale un symbole local logarithmique qui ne diffère du symbole local `-adique que pour
les places p au dessus de `. L’intérêt réside dans le fait que nous pouvons alors définir un
Frobenius logarithmique dans le contexte de la non-ramification logarithmique : ce dernier
coïncide avec le Frobenius classique sauf pour les places au dessus de ` : cela permet donc
d’étendre la théorie à des places p au dessus de `, ramifiées au sens classique, mais non
ramifiées au sens logarithmique. Nous obtenons l’expression suivante pour ce dernier sur
Qp :
Proposition : Soit ζ une racine de l’unité d’ordre une puissance de `, et a ∈ RQp, alors
(a, (Qp(ζ)/Qp)`)(ζ) = ζnp avec
np =

pvp(a) pour p 6= ` et p 6=∞
(˜`)−v˜`(a) pour p = `
sgn(a) pour p =∞
où (Q(ζ)/Q)` dénote la projection sur le `- sous-groupe de Sylow de Gal(Q(ζ)/Q), où
˜` désigne l’uniformisante logarithmique imposée par le choix de la normalisation de la
valuation logarithmique.
D’autre part la définition du Frobenius logarithmique associé à une place p, d’un corps de
nombres K, logarithmiquement non ramifiée dans une extension abélienne donnée L/K,
conduit à définir une application d’Artin logarithmique sur l’ensemble des diviseurs loga-
rithmiques.
Définition Soit L/K une `-extension abélienne finie. Soit p une place de K logarithmi-
quement non ramifiée dans L. Soit D`K le groupe des diviseurs logarithmiques de K. Soit
f˜L/K le conducteur logarithmique global de de L/K , et D`˜
fL/K
K les diviseurs logarithmiques
premiers à δK . Nous définissons l’application suivante pour une place p :
(˜L/K ) : D`˜
fL/K
K → Gal(L/K)
p 7→ ( L˜/Kp )
où le Frobenius logarithmique est
(
L˜/K
p
) = ([p˜ip], L/K)
avec p˜ip l’uniformisante logarithmique, définie préalablement et [p˜ip] l’image de p˜ip dans
JK . Nous étendons alors cette application, par multiplicativité au Z`-module des diviseurs
logarithmiques de K premiers au conducteur logarithmique global de l’extension, que nous
avons préalablement défini D`˜
fL/K
K . Cette application est alors appelée application d’Artin
logarithmique.
11
Nous en étudions les premières propriétés et explicitons son noyau appelé sous-module
d’Artin logarithmique, noté A`L/K .
Dans la troisième partie, nous développons une approche type corps des classes de rayon de
la théorie logarithmique. Nous définissons les sous-modules de congruences, analogues loga-
rithmiques des sous-groupes de congruences. Cela conduit au théorème de correspondance
suivant :
Théorème. L’application, qui à une `-extension abélienne L de K associe le groupe de
congruences (˜fL/K , A`L/K), est une application de l’ensemble des `-extensions abéliennes
de degré fini de K dans celui des classes de congruences de K, qui a les propriétés suivantes
(L,L’ désignant des `-extensions abéliennes de K)
i) elle est bijective
ii) L ⊂ L′ équivaut à CL′ ⊂ CL,
iii) CLL′ = CL ∩ CL′
iv) CL∩L′ = CLCL′
v) pour toute extension K ′ de K, on a CKK′/K = N−1K′/KCK′ ; en particulier si K ⊂
K ′ ⊂ L, alors CL/K′ = N−1K′ CL.
Nous introduisons par la suite le symbole de Hasse logarithmique, grâce auquel nous établis-
sons l’égalité entre le conducteur logarithmique global d’une `-extension et le conducteur
de la classe de congruences qui lui est associé.
Théorème Soit L une `-extension abélienne finie de K corps de classes pour la classe C
du groupe de congruences, alors le conducteur de la classe de congruences f˜C est égal au
conducteur logarithmique de l’extension f˜L/K .
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2 Approche formelle à la Neukirch de la théorie `-adique du
corps des classes
2.1 Préliminaires
L
es objets, que nous allons étudier, sont naturellement munis d’une structure de
Z`-module. Ils sont, comme nous le rappellerons, obtenus par `-adification. C’est
pourquoi nous introduisons la cohomologie suivante pour les Z`-modules : elle
correspond à la cohomologie classique. Dans la deuxième partie, nous rappelons les points
clefs de la théorie abstraite de Neukirch.
2.1.1 La Z`-cohomologie
Définition 1. Soit Fn −→ · · · −→ F0 −→ Z` −→ 0 une résolution projective de Z`[G]-
modules, où G est un `-groupe. Soit A un G-module, en appliquant le foncteur HomG(.,Z`⊗
A) nous obtenons :
0 −→ HomG(Z`,Z` ⊗A) −→ HomG(F0,Z` ⊗A) −→ HomG(F1,Z` ⊗A) −→ · · ·
· · · −→ HomG(Fn−1,Z` ⊗A)
δ
′
n−1−→ HomG(Fn,Z` ⊗A) δ
′
n−→ HomG(Fn+1,Z` ⊗A) · · ·
Nous notons
Hn` (G,Z` ⊗A) := Kerδ
′
n/Imδ
′
n−1
.
Théorème 2.1.1. Si G est un `-groupe, et A un G-module alors :
Hi`(G,Z` ⊗A) = Z` ⊗ Hi(G,A)
Démonstration. Le point de départ est une résolution projective de Z[G]-modules libres,
Fi :
Fn −→ Fn−1 −→ · · · −→ F1 −→ F0 −→ Z −→ 0.
i)En appliquant le foncteur HomG(., A) nous obtenons :
0 −→ HomG(Z, A) −→ · · · −→ HomG(Fn−1, A) δn−1−→ HomG(Fn, A) δn−→ HomG(Fn+1, A) −→ · · ·
et
Hn(G,A) := Kerδn/Imδn−1.
ii)Puisque Z` est un module plat, nous obtenons :
Z` ⊗ Fn −→ Z` ⊗ Fn−1 −→ · · · −→ Z` ⊗ F0 −→ Z` −→ 0.
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En appliquant maintenant le foncteur HomG(.,Z` ⊗A) nous avons :
0 −→ HomG(Z`,Z`⊗A) −→ · · · −→ HomG(Z`⊗Fn−1,Z`⊗A)
δ
′
n−1−→ HomG(Z`⊗Fn,Z`⊗A) δ
′
n−→ · · ·
et
Hn` (G,Z` ⊗A) := Kerδ
′
n/Imδ
′
n−1.
iii) Montrons alors que HomG(Z` ⊗ Fi,Z` ⊗A) = Z` ⊗HomG(G,A).
Les Fi sont des Z[G]-modules libres, en utilisant l’additivité de foncteur HomG(., A) il suffit
donc de vérifier la propriété sur Z[G]. Mais
HomG(Z[G], A) ' A et HomG(Z`[G],Z` ⊗A) ' Z` ⊗A.
iv) Montrons alors les deux propriétés suivantes :
Kerδ′n = Z` ⊗Kerδn et Imδ
′
n−1 = Z` ⊗ Imδn−1.
Étant donné une application Z-linéaire u : M −→ N et son application correspondante
u
′
: Z` ⊗M −→ Z` ⊗N ; nous avons, toujours par la platitude de Z`, la suite exacte :
0 −→ Z` ⊗Ker(u) −→ Z` ⊗M −→ Z` ⊗ Im(u) −→ 0.
Comme Im(u) ⊂ N nous en déduisons que Z` ⊗ Im(u) ⊂ Z` ⊗ N , toujours à cause de la
platitude de Z`. Il suit Im(u′) = Z` ⊗ Im(u) et Ker(u′) = Z` ⊗Ker(u). Finalement,
Kerδ
′
n/Imδ
′
n−1 ' Z` ⊗ (Kerδn/Imδn−1).
Corollaire 1. La cohomologie préalablement définie correspond à la cohomologie classique.
Démonstration. D’après [Se1, corollaire 1 p. 138], `n étant l’ordre du `-groupe G, les
H i(G,A) sont annulés par `n. Ainsi nous avons :
H i`(G,A) = Z` ⊗H i(G,A) = Z` ⊗Z
H i(G,A)
`nH i(G,A)
=
Z`
`nZ`
⊗H i(G,A) = Z
`nZ
⊗H i(G,A)
H i`(G,A) =
Z
`nZ
⊗Z H i(G,A) = Z⊗Z H
i(G,A)
`nH i(G,A)
=
H i(G,A)
`nH i(G,A)
= H i(G,A)
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2.1.2 La théorie abstraite de Neukirch
Nous rappelons dans cette section les points clefs de la théorie abstraite de Neukirch. Nous
renvoyons à [Ne3, p. 2] pour les définitions de base, et à [Ne1, p. 18 p. 32] pour les preuves
détaillées.
Nous considérons le contexte général suivant : G est un groupe abstrait profini, dont les
sous-groupes fermés sont notés par GK , ces indices K sont appelés des "corps”. G est
équipé d’un homomorphisme continu et surjectif : le degré deg : G −→ Ẑ.
1. Le noyau du degré est un sous-groupe fermé noté Gk˜ associé au corps k˜.
2. Nous notons par k le corps tel que Gk = G.
3. Nous notons par k¯ le corps tel que Gk¯ = {1}.
4. Si GL ⊂ GK , nous écrivons K ⊂ L.
5. L/K est finie si GL est ouvert ( fermé d’indice fini) dans GK ; le degré [L : K] est
alors défini par [L : K] = (GK : GL).
6. Nous écrivons K =
∏
Ki pour GK = ∩iGKi .
7. Nous écrivons K = ∩Ki si GK est topologiquement généré par les GKi .
8. Si GL est un sous-groupe normal de GK nous disons que L/K est extension Galoi-
sienne et nous écrivons Gal(L/K) := GK/GL.
9. Le noyau de l’application deg est un sous-groupe fermé de G noté Gk˜. Comme l’ap-
plication degré est par hypothèse surjective, nous avons G/Gk˜ ' Ẑ.
10. Si K est une extension finie de k nous définissons K˜ = K · k˜.
11. Nous pouvons alors restreindre l’application deg à GK et ainsi définir pour toute
extension finie K :
fK = [K ∩ k˜ : k] eK = [K : K ∩ k˜].
appelés respectivement degré d’inertie et indice de ramification abstraits. Cela donne
lieu au schéma de la ramification suivante :
k¯
k˜ ∩K
eK
fK
K
k
Si L/K est une extension finie, nous posons :
fL/K = [L ∩ K˜ : L] eL/K = [L : L ∩ K˜].
appelés respectivement degré d’inertie et indice de ramification relatifs abstraits. Ils
satisfont les relations suivantes :
fL/K = fL/fK [L : K] = eL/K · fL/K .
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Finalement, l’ homomorphisme deg est utile :
1-pour définir le degré d’inertie abstrait, ainsi l’application deg induit un homomorphisme
surjectif
degK : GK −→ Ẑ
defini par degK =
1
fK
· deg , et dont le noyau est GK˜ (K˜ = K.k˜)
2-pour définir le Frobenius générique de K : l’élément ψK ∈ Gal(K˜/K) qui vérifie
degK(ψK) = 1 est le Frobenius de K .
Neukirch introduit alors la notion de relèvement du Frobenius : étant donné L/K une
extension Galoisienne finie, nous considérons les diagrammes de corps suivants :
K˜ L˜ = LK˜
K L
degK : GK −→ Ẑ induit un homomorphisme surjectif degK : Gal(L˜/K) −→ Ẑ et nous
définissons l’ensemble Φ(L˜/K) = {σ˜ ∈ Gal(L˜/K) degK(σ˜) ∈ N} qui est appelé l’ensemble
des Frobenius de K . Le fait important est le suivant : l’application
Φ(L˜/K) −→ Gal(L/K)
σ˜ 7−→ ˜σ/L.
est surjective [Ne1, proposition 1.2 p. 20]. Si σ = σ˜L, σ˜ est alors qualifié de relèvement
de Frobenius de σ . L’idée principale de cette notion de relèvement du Frobenius est que
cela permet de voir tout élément σ ∈ Gal(L/K) comme un Frobenius : c’est le sens de la
proposition [Ne1, proposition 1.3 p. 20] : soit σ˜ ∈ Φ(L˜/K) et soit Σ le corps des points
fixes de σ˜, alors
i)[Σ : K] ≤ ∞
ii)fΣ/K = degK(σ˜)
iii)Σ˜ = L˜
iv)σ˜ = φΣ
La théorie abstraite de Neukirch nécessite un G-module et une valuation hensélienne
par rapport au degré [Ne2, p. 288]. Un G-module multiplicatif A est un groupe
abélien multiplicatif muni d’une action continue à droite :
σ : A → A
a 7→ aσ
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i.e tel que A =
⋃
[K:k]<∞AK , où AK := {a ∈ A | aσ = a, ∀σ ∈ GK} = AGK et où K
parcourt toutes les extensions finies de k.
Cela permet de définir une nouvelle application, la norme, du G-module AK dans Ak :
NK/k(a) =
∏
σ a
σ
où σ parcourt le système représentatif de GK/GL.
Une valuation de Ak = AGk hensélienne par rapport au degré deg : G → Ẑ est un
homomorphisme satisfaisant les propriétés suivantes : [Ne2, p. 288]
(i) v(Ak) = Z tel que Z ⊂ Z et Z/n · Z ' Z/n · Z pour tout n > 0
(ii) v(NK/kAK) = fK .Z pour toutes les extensions K de k.
Le couple (deg, v) est appelé couple de corps des classes.
En fait pour tout corps K la valuation hensélienne v induit un homomorphisme, noté
vK =
1
fK
v ◦ NK/k, d’ image Z. Cette valuation permet de définir les éléments premiers :
c’est un élément piK ∈ AK tel que vK(piK) = 1. Nous posons UK = {u ∈ AK vK(u) = 0}.
Nous avons alors ce diagramme commutatif pour toute extension finie L/K :
AL
vL //
NL/K

Ẑ
fL/K

AK
vK // Ẑ
Notons que si fL/K = [L : K] alors vL|AK = vK , de sorte qu’un élément premier de AK est
aussi un élément premier de AL. Á l’opposé, si fL/K = 1 et si piL est un élément premier
de AL alors piK = NL/K(piL) est un élément premier de AK .
Neukirch impose des conditions sur le G-module A pour toutes les extensions cycliques :
c’est le sens de l’axiome du corps des classes :
Axiome : Pour toute extension cyclique L/K, nous avons :
|Hi(G(L/K), AL)| =
{
[L : K] pour i = 0
1 pour i = −1
Un corollaire intéressant est le suivant, valable pour les extensions finies non ramifiées :
Corollaire 2. [Ne1, p. 22]proposition 2.2
Soit A un G-module satisfaisant l’axiome du corps des classes, (deg, v) un couple de corps
de classes, L/K une extension finie non ramifiée , ce qui signifie eL/K = 1, alors :
H i(G(L/K), UL) = 1
pour i = 0,−1 où UL est le noyau de vL rattachée à L .
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Dans ce contexte, Neukirch a prouvé le théorème fondamental suivant : [Ne1, p. 28] il
s’agit du théorème principal de la théorie du corps des classes, appelé la loi générale de
réciprocité.
Théorème 2.1.2. Soit L/K une extension abélienne finie, A un G-module satisfaisant
l’axiome du corps des classes, soit (deg, v) un couple de corps des classes, σ ∈ G(L/K),
σ˜ ∈ Gal(L˜/K), (qui est un relèvement de Frobenius de σ) et Σ étant le corps des points
fixes de σ˜, alors l’homomorphisme
rL/K : G(L/K) −→ AK/NL/K(AL)
σ 7−→ NΣ/K(piΣ) mod NL/KAL
est un isomorphisme, où piΣ est un élément premier de AΣ. Cette application est appelée
application de réciprocité.
L’un des principes fondamentaux de la théorie du corps des classes est le suivant : l’appli-
cation de réciprocité fait correspondre les éléments de Frobenius et les éléments premiers.
Ce principe s’exprime comme suit :
Théorème 2.1.3. [Ne1, p. 25]théorème 2.6, principe fondamental de Neukirch :
Si L/K est une sous-extension finie de K˜/K alors l’application de réciprocité
rL/K : Gal(L/K) −→ AK/NL/K(AL)
est donnée par
rL/K(φL/K) = piK mod NL/KAL
et c’est un isomorphisme.
L’application de réciprocité vérifie les propriétés fonctorielles suivantes :
Proposition 2.1.1. [Ne1, p. 25]proposition 2.7
Soient L/K and L′/K ′ deux extensions Galoisiennes telles que K ⊂ K ′ et L ⊂ L′. Alors
le diagramme
Gal(L′/K ′)
rL′/K′//
res

A′K/NL′/K′(A
′
L)
NK′/K

Gal(L/K)
rL/K// AK/NL/K(AL)
est commutatif , la flèche de gauche étant donnée par la restriction res : σ′ → σ′|L
L’application réciproque de rL/K est un homomorphisme surjectif
( , L/K) : AK −→ Gal(L/K)ab
de noyau NL/K(AL). Cette application est appelée le symbole de la norme résiduelle de
L/K et nous avons :
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Proposition 2.1.2. [Ne1, p. 29]proposition 3.3
Soient L′/K ′ et L/K deux extensions Galoisiennes finies telles que K ⊂ K ′ et L ⊂ L′,
σ ∈ G. Le diagramme suivant est commutatif :
A′K
( ,L′/K′)//
NK′/K

Gal(L′/K ′)ab
res

AK
( ,L/K)// Gal(L/K)ab
Cas particulier des sous-extensions de K˜/K :
Proposition 2.1.3. [Ne1, p. 30]proposition3.4
degK ◦ ( , K˜/K) = vK
, en particulier
(a, K˜/K) = φ
vK(a)
K
où φK désigne le Frobenius générique de K˜/K, a ∈ AK .
Cette définition nous sera utile pour définir le Frobenius logarithmique dans le cas loga-
rithmique.
Neukirch introduit alors, pour tout corps K, une topologie sur AK , appelée topologie de
la norme :
a ∈ AK , (a.NL/KAL)L/K
constitue un système de voisinages ouverts de a , où L/K parcourt les extensions Galoi-
siennes finies de K.
Proposition 2.1.4. [Ne1, p. 31]Proposition 4.1
i)Les sous-groupes ouverts de AK correspondent aux sous-groupes fermés d’indice fini.
ii)vK est continue ;
iii)Si L/K est une extension finie alors NL/K est continue.
iv)AK est de Hausdorff si et seulement si le sous-groupe des normes universelles est
trivial.
A0K =
⋂
L
NL/KAL
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Les extensions abéliennes finies L de K sont classifiées par le théorème suivant :
Théorème 2.1.4. La correspondance 1-1, [Ne1, p. 31]theorem 4.2 :
L’application
L −→ NL = NL/KAL
établit une correspondance bijective entre les extensions abéliennes finies L de K et les
sous-groupes ouverts N de AK . Si L est associée au sous-groupe ouvert NL de AK alors L
est appelé le corps des classes de N et nous avons :
Gal(L/K) ' AK/NL
De plus, L1 ⊂ L2 ⇒ NL2 ⊂ NL1 NL1L2 = NL1 ∩NL2 NL1∩L2 = NL1NL2.
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2.2 Théorie `-adique locale du corps des classes
D
ans cette section, nous introduisons le `-adifié du groupe multiplicatif du com-
plété d’un corps de nombres K en la place p. Nous rappelons sa construction,
donnée par Jaulent [Ja1]. Puis nous détaillons le G-module, l’application degré
et la valuation dans ce contexte local `-adique. Dans le §4 nous prouvons l’axiome local du
corps des classes : résultat principal de cette section.
2.2.1 La `-adification du groupe multiplicatif d’un corps local
Définition 2. Le `-adifié du groupe multiplicatif d’une extension finie Kp de Qp est donné
par l’expression suivante :
RKp = lim←−
k
K×p upslopeK×`
k
p
et le `-adifié du groupe des unités est, quant à lui, défini par :
UKp = lim←−
k
UpupslopeU `
k
p
Rappelons que [Ca, chapitre 3]
Proposition 2.2.1. Si A est un anneau noethérien, alors les A-modules noethériens coïn-
cident avec les A-modules de type finis.
Proposition 2.2.2. Un Z`-module noethérien est compact pour sa topologie naturelle.
Proposition 2.2.3. Un Z`-module noethérien est isomorphe à la limite projective de ses
quotients finis.
Démonstration. On va considérer l’application suivante φ du Z` module noethérien noté
M dans la limite projective lim←−iM/Mi,où Mi désigne les sous modules M
`i qui sont des
sous modules de type fini.
φ : M → lim←−iM/Mi
x 7→ (x+Mi)i∈I
Notons M = lim←−iM/Mi. Cette application est injective : l’intersection des Mi est réduite
à zéro. Elle est d’image dense : considérons une famille cohérente (xi)i∈I , un ouvert fon-
damental O =
∏
i∈J Oi(
∏
i/∈JM/Mi ∩M). Soit MJ = ∩i∈JMi, et relevons xJ dans M en
x, on a alors (φ(x))i = xi pour tout i ∈ J c’est à dire φ(x) − (xi)i∈J ∈ O. Ainsi cette
application est injective, continue, d’image dense. Or M est compact, en tant que module
noethérien, il s’agit donc d’un isomorphisme.
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Proposition 2.2.4. [Ja1, proposition 1.2]
Soit p une place non archimédienne .
Si p|`, le sous-groupe Up est isomorphe au groupe des unités principales de Kp, alors
RKp ' U1p · piZ`p
Si p 6 |`, alors
RKp ' µp · piZ`p
où µp désigne le ` sous-groupe de Sylow du groupe des racines de l’unité de Kp.
Démonstration. Par le lemme de Hensel :
K×p ' µ0p · U1p · piZp
Premier cas : si p|`, µ0p est `-divisible ainsi Up ' lim←−k U
1
p /U
1,`k
p , comme U1p est un Z`-module
noethérien et d’après la proposition 3.1.3 , nous avons Up ' U1p . FinalementRKp ' U1p ·piZ`p .
Deuxième cas : si p 6 |`, U1p est un Zp-module donc `-divisible, et µ0p/µ0,`
k
p ' µp ainsi
RKp ' µp · piZ`p .
Remarque : [Ja1, proposition 1.2]
Si p est une place archimédienne, alors
RKp ' 0 pour p complexe
RKp ' Z`/2.Z` pour p réel.
Corollaire 3. RKp est un Z`-module noethérien, qui est compact pour sa topologie natu-
relle.
Démonstration. D’après la proposition précédente, RKp est un Z`-module de type fini et
nous appliquons les propositions 3.1.1 et 3.1.2.
2.2.2 Cadre de travail
Le théorème fondamental de la théorie `-adique est le suivant :
Théorème 2.2.1. [Ja1, theorem 2.1] Etant donné un corps local Kp, l’application de
réciprocité induit un isomorphisme de Z`-modules topologiques de RKp = lim←−kK
×
p /K
`k
p
sur le groupe de Galois Dp = Gal(Kabp /Kp) de la pro-`-extension abélienne maximale du
corps Kp.
Et dans cet isomorphisme l’image du sous groupe d’inertie Ip est l’image du sous groupe
des unités UKp de RKp .
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L’application de réciprocité locale établit alors une correspondance bijective entre les sous-
modules fermés de RKp et les `-extensions abéliennes de Kp : dans cette correspondance
les `-extensions abéliennes finies de Kp sont associées aux sous-modules fermés d’indice
fini de RKp ; c’est à dire aux sous-modules ouverts de RKp.
Notre but est de prouver ce théorème de correspondance 1-1 en utilisant la théorie abstraite
du corps des classes de Neukirch. Nous considérons :
.Kp est un corps local.
. Knrp est la pro-`-extension abélienne maximale non ramifiée de Kp : le compositum des
`-extensions non ramifiées.
. Kabp est la pro-`-extension abélienne maximale de Kp : le compositum des `-extensions
abéliennes de Kp.
Rappel :
Nous avons un isomorphisme canonique entre le groupe de Galois Gal(Knrp /Kp) et Z`,
comme il suit [Ne1, p. 41-42].
Soit K¯p la clôture séparable du corps localKp et G son groupe de Galois absolu. Soit K˜p/Kp
l’extension maximale non ramifiée de Kp, i.e le compositum de toutes les extensions finies
non ramifiées. K˜p est généré par les racines de l’unité d’ordre premier à p = char(OKp/pKp).
Le groupe de Galois Gal(K˜p/Kp) est topologiquement généré par l’automorphisme de Fro-
benius déterminé par :
aφp ≡ aq mod pK˜p pour tout a ∈ OK˜p
où q désigne le cardinal du corps résiduel.
Lorsque LP/Kp est une sous-extension finie de K˜p/Kp alors le groupe de Galois Gal(LP/Kp)
est cyclique et généré par la restriction du Frobenius φp. Lorsque n = [L : k] nous avons un
isomorphisme canonique entre Gal(LP/Kp) et Z/nZ qui envoie φp sur 1 mod nZ. En pas-
sant à la limite projective, Neukirch obtient un isomorphisme topologique : Gal(K˜p/Kp) '
Z˜, en prenant les pro-`-parties nous obtenons
Gal(Knrp /Kp) ' Z`.
Kabp∣∣∣
Knrp∣∣∣ )Z`
Kp∣∣∣
Qp
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Nous écrivons
G = Gal(Kabp /Kp).
Nous considérons le Z`-module suivant :
A = lim−→
LP
RLP
où LP parcourt les extensionsKp, etRLP = lim←−k L
×
PupslopeL
×`k
P . Cela s’identifie canoniquement
à :
A =
⋃
[LP:Kp]<∞
RLP .
Si LP est une extension finie de Kp,
ALP = RLP
est un Gal(LP/Kp) module. Le groupe G agit sur A composante par composante.
2.2.3 deg : G 7→ Z`
Définition 3. Soit φ ∈ G, sa restriction à Knrp définit un élément de Z`, grâce à l’
isomorphisme Gal(Knrp /Kp) ' Z`. Nous définissons :
deg : G −→ Z`
φ 7−→ φ|Knrp
deg est ainsi un homomorphisme surjectif de noyau GKnrp tel que G/GKnrp ' Gal(Knrp /Kp) '
Z`.
Définition 4. Étant donnée une `-extension finie LP de Kp, nous définissons :
fLP := (Z` : deg(GP)) eLP := (GKnrp : ILP)
ILP = GLnrP ∩GLP = GLP·Knrp := GKnr
Définition 5. Soit L/K une `-extension finie, nous définissons :
fL/K = (deg(GK) : deg(GL)) eL/K = (IK : IL)
Proposition 2.2.5. Nous disposons des relations fondamentales suivantes :
fL/K = fL/fK eL/K · fL/K = [L : K]
Démonstration. [Ne2, p. 286]
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2.2.4 La valuation
Dans le contexte de la théorie `-adique du corps des classes le degré est un homomorphisme
de G dans Z` et la valuation v est un homomorphisme de Ak dans Z`. Dans cette partie
on notera Kp le corps local considéré. Pour une extension finie LP du corps local Kp, nous
définissons
ALP = RLP = lim←−
k
L×PupslopeL
×`k
P
qui est le Gal(LP/Kp)-module considéré. Étant donné l’expression explicite de RLP , don-
née par Jaulent [Ja1, proposition 1.2] :
RLP ' U1P · piZ`P si P|`
RLP ' µP · piZ`P si P 6 |`
cela permet de définir la valuation vL comme la puissance en Z` de l’image de l’uniformi-
sante.
Proposition 2.2.6. Cette valuation est hensélienne par rapport au degré selon la définition
rapportée plus haut.
Démonstration. La valuation associée à RKp , vp, est un homomorphisme surjectif, en effet
vp(RKp) = Z` := Z ; en fait Z/n.Z ' Z/n.Z pour tout n > 0.
Montrons alors que vp(NLP/KpRKp) = fLP/Kp · Z. La valuation vL : RLP −→ Z` peut
être vue comme le prolongement de la valuation usuelle normalisée de LP, notée par wP.
Nous avons alors les diagrammes commutatifs suivants :
L×P −−−−→ RLP K×p −−−−→ RKp
wP
y yvP wpy yvp
Z −−−−→ Z` Z −−−−→ Z`
La valuation wp s’étend de façon unique à LP de part l’expression : 1[LP:Kp](wp◦NLP/Kp ), et
ainsi vp s’ étend donc à LP. Comme 1eLP/Kp
·wP est le prolongement de wp, nous obtenons :
1
eLP/Kp
· vP(RLP) =
1
[LP : Kp]
· vp(NLP/KpRKp) =
1
eLP/Kp .fLP/Kp
· vp(NLP/KpRk)
Par suite, nous en déduisons :
fLP/Kp · vP(RLP) = vk(NLP/kRk)
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Or nous disposons de la relation fLP/Kp = fLP/fKp , et de part la définition de fKp nous
avons fKp = (Z` : d(GKp)) = 1 de part la surjectivité de l’application degré. Finalement,
nous avons :
fLP/Kp · vP(RLP) = fLP/Kp · Z` = vp(NLP/KpRKp)
pour toutes les extensions finies LP de Kp, le deuxième point (ii) est donc vérifié.
2.2.5 L’axiome du corps des classes
Nous devons montrer :
Théorème 2.2.2. Pour toute `-extension cyclique LP d’un corps local Kp nous avons :
|Hi(G(LP/Kp),RLP)| =
{
[LP : Kp] pour i = 0
1 pour i = 1
Démonstration. Soit G := G(LP/Kp)
Nous considérons la suite exacte suivante :
1 −→ L×divP −→ L×P −→ L×P/L×divP −→ 1
où L×divP désigne la partie `-divisible du groupe multiplicatif L
×
P. Nous rappelons qu’un
groupe abélien multiplicatif est dit `-divisible si chaque élément est une puissance `n-ième
pour tout entier n. Puisque G est cyclique, nous obtenons l’hexagone de Herbrand suivant :
H0(G,L×divP ) // H
0(G,L×P)
((QQ
QQQ
QQQ
QQQ
QQ
H−1(G,L×P/L
×div
P )
66mmmmmmmmmmmmm
H0(G,L×P/L
×div
P )
vvmmm
mmm
mmm
mmm
m
H−1(G,L×P)
hhQQQQQQQQQQQQQ
H−1(G,L×divP )oo
i) D’après le théorème 90 de Hilbert, nous savons que H−1(G,L×P) = 1.
ii)Montrons que H0(G,L×divP ) = 1 et H
−1(G,L×divP ) = 1. Le lemme de Hensel nous
donne : L×P ' µ0P · U1P · piZP et µ0P ' µP · µP,div où µP est le `-sous-groupe de Sylow du
groupe des racines de l’unité, et µP,div sa partie `-divisible.
• case 1 : SiP - ` alors U1P est un ZP-module, commeP est inversible dans Z`, il suit que
U1P est ` -divisible ainsi que µP,div ·U1P. Nous avons alors h(G,µP,div ·U1P) = h(G,µP,div) ·
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h(G,U1P) ; but h(G,µP,div) = 1 (comme µP,div is a finite group ) et h(G,U
1
P) = 1 [Ne1,
p. 40] ainsi : h(G,µP,div · U1P) := h(G,L×divP ) = 1. De plus, si A est un G-module par
définition H0(G,A) = Ker(δ)/Im(ν) où
δ : A −→ B µ : A −→ B
a 7−→ (σ − 1)a a 7−→ TrLP/Kp(a)
Si a ∈ Ker(δ) ∩ L×divP alors a ∈ (µP,div · U1P)G = (µp,div · U1p ) puisque cette extension
est Galoisienne, où K×p ' µp · µp,div · U1p · piZp . Par conséquent a ∈ K×divp et ainsi nous
pouvons choisir b ∈ K×p tel que a = b`
[LP:Kp]
= N(b). Il s’ensuit que H0(G,L×divP ) = 1. Or
h(G,L×divP ) = 1, finalement nous en déduisons H
−1(G,L×divP ) = 1.
• cas 2 : Si P | ` le groupe µ0P est `-divisible, et comme le groupe des unités principales
est un Z`-module noethérien, il est isomorphe à la limite projective de ses quotients finis :
L×P ' µ0P︸︷︷︸
div part
·U1P ·piZP. Puisque µ0P est fini, nous avons h(G,µ0P) = 1 ; en utilisant les mêmes
arguments que dans le cas 1, nous obtenons finalement que H0(G,L×divP ) est trivial et il en
est de même pour H−1(G,L×divP ).
iii)En utilisant l’hexagone de Herbrand, nous avons H−1(G,L×P/L
×div
P ) = 1.
iv) De part l’hexagone de Herbrand, nous obtenons : H0(G,L×P) ' H0(G,L×P/LdivP ). Or
de part l’axiome du corps des classes, nous avons : |H0(G,L×P)| = [LP : Kp]. Finalement,
nous obtenons |H0(G,L×P/LdivP )| = [LP : Kp].
v) Montrons alors que h(G,RLP) = [LP : Kp].
Nous considérons la suite exacte suivante, où Z` est un G-module trivial :
1 −→ ULP −→ RLP
vP−→ Z` −→ 1.
Rappelons que
: si P | ` RLP ' U1P · piZ`P et ULP ' U1P
: sinon RLP ' µP · piZ`P and ULP ' µP
Ainsi,
h(G,RLP) = h(G,ULP) · h(G,Z`).
Puisque Z` est un G-module trivial, nous avons :
H0(G,Z`) ' Z`/(|G| · Z`) H−1(G,Z`) = 1 et h(G,Z`) = [LP : Kp].
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Par conséquent il suffit de montrer que h(G,ULP) = 1.
Si P - ` : comme µP,` est le `-sous-groupe de Sylow du groupe des unités de LP, il s’agit
d’un groupe fini donc d’un G-module de type fini, par conséquent par propriété du quotient
de Herbrand, nous en déduisons h(G,ULP) = 1.
Si P | ` : nous utilisons le fait que h(G,ULP) = 1 [Ne1, p. 40] et la suite exacte :
1 −→ U1LP −→ ULP −→ ULP/U1LP −→ 1
D’après le lemme de Hensel, ULP/U
1
LP
' κ∗ où κ désigne le corps résiduel. Il suit h(G,ULP) =
h(G,U1LP) · h(G,ULP/U1LP). Dans ce cas nous obtenons alors , h(G,L1LP) = 1.
Ainsi, dans les deux cas, nous avons h(G,ULP) = 1. Finalement, h(G,RLP) = [LP : Kp].
vi) Il découle des étapes précédentes que :
|H0(G,L×P/LdivP )| = [LP : Kp] |H−1(G,L×P/LdivP )| = 1 h(G,RLP) = [LP : Kp].
CommeRLP = lim←−k L
×
PupslopeL
×`k
P = Z`⊗L×P/L×divP , nous avons H0(G,L×P/L×divP ) = H0(G,RLP)
et nous obtenons
|H0(G,L×P/L×divP )| = |H0` (G,RLP)| = [LP : Kp]
Mais h(G,RLP) = [LP : Kp], par conséquent nous en déduisons :
H−1(G,RLP) = 1.
Comme G est un groupe cyclique, nous obtenons :
H1(G,RLP) = 1.
Corollaire 4. Soit (deg, v) un couple de corps des classes, et soit AK = RKp satisfaisant
l’axiome du corps des classes. Alors pour toute `-extension abélienne finie LP de Kp , une
extension finie de Qp nous avons l’isomorphisme :
Gal(LP/Kp) ' RKp/NLP/KpRLP .
Théorème 2.2.3. La correspondance 1-1
L’application
LP −→ NL = NLP/KpRLP
établit une correspondance bijective entre les `-extensions abéliennes finies LP de Kp et les
sous-modules fermés d’indice fini N de RKp. Si LP est associé au sous-module NL de RKp
alors LP est appelé le corps des classes de NL et nous avons :
Gal(LP/Kp) ' RKp/NLP/KpRLP .
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De plus, L1 ⊂ L2 ⇒ NL2 ⊂ NL1 NL1L2 = NL1 ∩NL2 NL1∩L2 = NL1NL2.
Démonstration. D’après [Ne1, theorem II4.2], nous devons seulement montrer que les sous-
modules N de RKp qui sont ouverts pour la topologie de la norme, sont précisément les
sous-modules d’indice fini RKp .
Si N est un sous-module ouvert pour la topologie de la norme, alors il est fermé d’indice
fini. En effet il contient par définition un sous-module du type NLP/Kp(RLP) où LP est
une `-extension abélienne finie de Kp. Par suite, en appliquant le théorème précédent, nous
en déduisons qu’il est d’indice fini.
Réciproquement, supposons que N soit un sous-module fermé d’indice fini de RKp alors il
est ouvert pour la topologie de la norme. En effet, la topologie de la norme est compatible
avec la structure de Z`-module topologique de RKp , or le `-adifié du groupe multiplicatif
d’un corps local est un module noethérien, il existe donc une unique topologie compatible
avec sa structure : ainsi les deux coïncident .
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2.3 Théorie `-adique globale du corps des classes
N
ous commençons cette section par un rappel des objets principaux de la théorie
`-adique globale du corps des classes de Jaulent [Ja3]. Puis nous déterminons le
quotient de Herbrand du `-groupe des classes d’idèles, en vue de prouver l’axiome
du corps des classes dans le contexte global : résultat principal §3. Nous explicitons ensuite
le G-module, l’application degré et la valuation dans ce contexte global.
2.3.1 Les Z`-modules fondamentaux globaux
Définition 6. [Ja1, definition 1.3]
Soit K un corps des nombres, le `-groupe des idèles est défini par
JK =
res∏
p∈PlK
(RKp)
il s’agit donc du produit restreint des `-adifiés des groupes multiplicatifs des complétés, i.e
ces éléments (xp)p ∈ PlK sont des unités à l’exception d’un nombre fini d’entre eux . Et le
groupe s’écrit comme une réunion :
JK =
⋃
S
J SK où J SK =
∏
p∈S
(RKp)
∏
p6∈S
(UKp)
quand S parcourt les ensembles finis de places de K.
Proposition 2.3.1. [Ja1, definition 1.3]
Chaque J SK est compact pour sa topologie naturelle de Z`-module (toplologie produit). Et
JK est un Z`-module pour la topologie de la limite inductive : les sous-modules ouverts de
JK sont ceux qui intersectent chaque J SK suivant un sous-module ouvert relatif.
Définition 7. [Ja1, definition 1.4]
Le `-groupe des idèles principaux est défini par :
RK = Z` ⊗Z K×
Il s’identifie canoniquement à un sous-groupe fermé de JK .
Proposition 2.3.2. [Ja1, théorème 1.4]
L’application naturelle de RK dans JK , induite par l’injection diagonale de K dans
∏
Kp
est continue. Le `-groupe des classes d’idèles est défini par :
CK = JK/RK
C’est un groupe topologique compact.
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Remarque :
Dans la théorie classique du corps des classes, le groupe des classes d’idèles CK est un
groupe topologique localement compact et nous avons : CK ' C0K ∗ R+ , cette expression
est obtenue via l’application suivante : où IK désigne le groupe des idèles
φ : IK → R+
αp 7→
∏ |αp|p
Cette application peut être prolongée au groupe des classes tout entier, car par la formule
du produit un idèle principal s’envoie sur 1. Notons C0K le noyau de cette application
prolongée. Des arguments de géométrie des nombres permettent de prouver que C0K est
compact.
Le théorème fondamental de la théorie `-adique globale est le suivant :
Théorème 2.3.1. [Ja1, théorème 2.3] Etant donné un corps de nombres K, l’application
de réciprocité induit un isomorphisme continu du `-groupe des idèles JK de K sur le groupe
de Galois GabK = Gal(K
ab/K) de la pro-`-extension abélienne maximale de K.
Le noyau de ce morphisme est RK le groupe des idèles principaux.
Dans cette correspondance„le sous-groupe de décomposition Dp d’une place p de K est
l’image dans GabK du sous-groupe RKp de JK ; et le sous-groupe d’inertie Ip est l’image du
sous-groupe des unités UKp de RKp .
L’application de réciprocité établit une correspondance bijective entre les sous-modules fer-
més de JK contenant RK et les `-extensions abéliennes de K. Chaque sous-extension de
Kab est le corps des points fixes d’un unique sous-module fermé de JK contenant RK .
Dans cette correspondance, les `-extensions abéliennes finies de K sont associées aux sous-
modules fermés d’indice fini de JK contenant RK , i.e aux sous-modules ouverts de JK
contenant RK . Ainsi pour L une `-extension abélienne finie de K, nous avons :
Gal(L/K) ' JK/NL/K(JL) · RK
Dp(L/K) ' RKp/RKp ∩NL/K(JL) · RK
Ip(L/K) ' UKp/UKp ∩NL/K(JL) · RK
Notre but est de prouver le théorème de correspondance bijective en utilisant la théorie
abstraite de Neukirch. Nous définissons pour cela tous les éléments nécessaires en vue
d’obtenir une nouvelle démonstration du théorème fondamental de la théorie `-adique du
corps des classes : Théorème 2.
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2.3.2 Le quotient de Herbrand
Le but de cette section est de déterminer le quotient de Herbrand du `-groupe des classes
d’idèles.
Lemme 2.3.1. Soit L/K une extension finie de corps de nombres, alors l’ injection de JK
dans JL induit une injection entre leurs `-groupes des classes d’idèles : α ·RK 7−→ α ·RL.
Démonstration. L’ injection de JK dans JL envoie RK dans RL, ainsi l’application est
bien définie. Elle induit un homomorphisme entre CK et CL. Pour montrer que cet ho-
momorphisme est injectif il suffit de prouver queJK ∩ RL = RK . Soit M/K la clôture
Galoisienne de L/K, de groupe de Galois G. Nous avons
JK ⊆ JL ⊆ JM and RK ⊆ RL ⊆ RM
ainsi
JK ∩RL ⊆ JK ∩RM ⊆ (JK ∩RM )G ⊆ JK ∩RGM = JK ∩RK = RK .
Lemme 2.3.2. Soit L/K une `-extension Galoisienne finie, G son groupe de Galois, alors
le `-groupe des classes d’idèles CL de L est canoniquement un G-module et CGL = CK .
Démonstration. JL est un G-module, et RL en est un sous-G-module. L’action (σ, α ·
RL) 7→ σ(α) · RL équipe CL d’une structure de G-module. Comme nous avons la suite
exacte :
1 −→ RL −→ JL −→ CL −→ 1
nous obtenons :
1 −→ RGL −→ J GL −→ CGL −→ H1` (G,RL).
Mais RGL = (Z` ⊗ L×)G = Z` ⊗ (L×)G = RK et J GL = JK . Le théorème sur la Z`-
cohomologie et le théorème 90 de Hilbert impliquent alors H1(G,RL) = 1, d’où le résultat.
Théorème 2.3.2. Le quotient de Herbrand du `-groupe des classes d’idèles
Soit L/K une `-extension Galoisienne cyclique de degré fini `n, G son groupe de Galois,
alors nous avons
h`(G, CL) = |H
0(G, CL|
|H1(G, CL)|
= `n.
En particulier (CK : NL/KCL) ≥ `n.
Démonstration. La preuve se découpe en quatre étapes.
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Etape 1 :
Nous montrons dans cette partie que pour un ensemble S suffisamment grand de places,
nous avons :
JK = J SK · RK où JK =
⋃
S
J SK et J SK =
∏
p∈S
(RKp)
∏
p6∈S
(UKp)
où S parcourt les ensembles finis de places de K.
Soit DK :=
⊕
p-∞ p
Z`
⊕
p|∞ p
Z`/2·Z` . Nous considérons la somme directe topologique JK =
DK ⊕ UK et l’application :
φ : JK −→ DK
α = (αp) 7−→
∏
p-∞
pvp(αp)
Cet homomorphisme est surjective, de noyau J S∞K , où S∞ = {p | ∞}. Ainsi nous obtenons
l’isomorphisme : JK/J S∞K ' DK . Notons PK l’image de RK dans DK , alors nous avons :
RK · J S∞K /J S∞K ' PK C’est pourquoi :
JK/RK · J S∞K ' DK/PK ' C`K
où C`K est le groupe des classes de diviseurs, [Ja1, p. 364]. En particulier DK/PK est fini.
Soient a1, a2, . . . , ah des représentants des classes de DK/PK ; et p1, . . . , pl les premiers
qui divisent a1, a2, . . . , ah, posons alors S := S∞ ∪ {p1, . . . , pl}. Soit α = (αp) ∈ JK , nous
écrivons φ(α) = ai · d où d ∈ RK . Alors α · d−1 ∈ J SK .
Etape 2 : la cohomologie de JL et de J SL
Nous définissons d’abord, pour L/K extension Galoisienne finie, (de groupe de Galois G) :
J pL =
∏
P|p
RLP , UpL =
∏
P|p
ULP
pour chaque place p de K. Comme un élément de G permute les premiers au dessus de p,
J pL et UpL sont des G-modules et nous avons :
JL =
∏
p J pL, UL =
∏
p UpL
Soit P une place fixée de L au dessus de p, GP = Gal(LP/Kp) ⊆ G le sous-groupe de
décomposition associé, si σ parcourt les classes d’équivalence de G/GP alors σ(P) parcourt
les différents premiers de L au dessus de p. Alors
J pL =
∏
σ∈G/GP
RLσ(P) =
∏
σ∈G/GP
σ(RLP), UpL =
∏
σ∈G/GP
ULσ(P)
Nous en déduisons ainsi que J pL et UpL sont des G-modules induits :
J pL = IndGGP(RLP), UpL = IndGGP(ULP).
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Nous écrivons pour S un ensemble de premiers de K : JSL := J
S
L , où S est l’ensemble des
premiers de L de S. Nous avons alors la décomposition de G-modules :
J SL =
∏
p∈S
(
∏
P|p
RLP)
∏
p6∈S
(
∏
P|p
ULP) =
∏
p∈S
J pL ·
∏
p6∈S
UpL.
Proposition 2.3.3. Soit S l’ensemble contenant les places à l’infini et les places de K
qui se ramifient , P un premier deL au dessus de p , GP le sous-groupe de décomposition
associé ; alors pour i = 0, 1 nous obtenons :
Hi(G,J SL ) '
⊕
p∈S
Hi(GP,RLP) and Hi(G,JL) '
⊕
p
Hi(GP,RLP)
Démonstration. Nous avons J SL =
⊕
p∈S J pL ⊕ V avec V =
∏
p6∈S UpL. C’est pourquoi
nous obtenons l’isomorphisme pour i = 0, 1 :
Hi(G,JL) =
⊕
p∈S
Hi(G,J pL)⊕Hi`(G,V ) et l’ injection Hi(G,V ) −→
∏
p6∈S
Hi(G,UpL).
De plus, d’après la proposition précédente J pL et UpL sont des G-modules induits, ainsi
Hi(G,J pL) ' Hi(G,M
GP
G RLP) ' Hi(GP,RLP)
Hi(G,UpL) ' Hi(G,M
GP
G ULP) ' Hi(GP,ULP).
De part le choix de S, si p 6∈ S alors LP/Kp est une `-extension non ramifiée, d’où
Hi(GP,ULP) = 1 par la proposition suivante.
Proposition 2.3.4. Soit LP/Kp une `-extension non ramifiée, alors nous avons :
Hi(Gal(LP/Kp),ULP)) = 1 pour i = 0, 1.
Démonstration. Notons G = Gal(LP/Kp). Nous considérons alors la suite exacte :
1 −→ ULP −→ RLP −→ Z` −→ 1
avec Z` G-module trivial. Nous obtenons l’hexagone de Herbrand suivant :
H0(G,ULP) // H0(G,RLP)
%%LL
LLL
LLL
LL
H−1(G,Z`)
88qqqqqqqqqq
H0(G,Z`)
yyrrr
rrr
rrr
r
H−1(G,RLP)
ffMMMMMMMMMM
H−1(G,ULP)oo
Ainsi, nous obtenons la suite exacte suivante en utilisant l’axiome `-adique local du corps
des classes :
1 −→ H0(G,ULP) −→ H0(G,RLP) −→ H0(G,Z`) −→ H−1(G,ULP) −→ 1.
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L’application RKp −→ Z` est la restriction de la valuation vP de RLP . comme LP/Kp
est une extension non ramifiée (eLP/Kp = 1) cette restriction est surjective : en effet un
élément premier pip de RKp est aussi un élément premier de RLP puisque
vP(pip) =
1
fLP/Kp
vp(NLP/Kppip) = eLP/Kpvp(pip) = 1.
Ainsi l’application H0(G,RLP) −→ H0(G,Z`) est surjective et par conséquent bijective
puisque |H0(G,RLP)| = |H0(G,Z`)| = [LP : Kp] par l’axiome local `-adique du corps des
classes et puisque Z` est un G-modue trivial.
Ainsi il vient :
H1(Gal(LP/Kp),ULP)) = 1.
D’après la preuve donnée page 9, nous avons
h(Gal(LP/Kp),ULP)) = 1 ainsi H0(Gal(LP/Kp),ULP)) = 1.
Par conséquent, nous obtenons
Hi(G,J SL ) '
⊕
p∈S
Hi(GP,RLP)
Hi(G,JL) = lim←−
S
Hi(G,J SL ) = lim←−
S
⊕
p
Hi(GP,RLP) =
⊕
p
Hi(GP,RLP).
Etape 3 :
Le `-groupe des S-unités est défini par ESK = RK ∩ J SK . Soit S l’ensemble contenant les
places à l’infini et les premiers qui se ramifient, nous montrons que :
h(G, ESL ) =
1
`n
∏
p∈S np,
où np désigne l’indice du sous-groupe de décomposition. Or le quotient de Herbrand, ratta-
ché à un module Galoisien dans une extension cyclique, ne dépend que du caractère de la
représentation qui lui est associée : cela donne en effet la structure de G-module à un fini
près. Nous utilisons alors la propriété qui nous dit que si M est un sous-module d’indice
fini alors son quotient de Herbrand est trivial. Ce caractère est donc donné par le caractère
de représentation de Herbrand.
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Etape 4 : Conclusion
Soit S l’ensemble de places décrit précédemment, alors nous avons :
1 −→ ESL −→ J SL −→ J SL · RL/RL = CL −→ 1.
Comme L/K est une `-extension cyclique, nous obtenons :
h(G,J SL ) = h(G, ESK) · h(G, CL).
Mais
Hi(G,J SL ) '
∏
p∈S
Hi(GP,RLP)
pour i = 0, 1.
De part l’axiome du corps des classes local, nous en déduisons
|H0(GP,RLP)| = np et |H1(GP,RLP)| = 1
Ainsi, h(G,J SL ) =
∏
p∈S np. D’après l’étape 3 : h(G, ESL ) = 1`n
∏
p∈S np, d’où h(G, CL) =
`n.
2.3.3 L’axiome du corps des classes
Cette section est consacrée à la preuve du théorème suivant :
Théorème 2.3.3. L’axiome du corps des classes Soit L/K une `-extension cyclique
de corps de nombres, alors :
|Hi(G(L/K), CL)| =
{
[L : K] pour i = 0
1 pour i = 1
Démonstration. Puisque h(G(L/K), CL) = [L : K] = `n, il suffit de montrer que
H−1(G(L/K), CL) = H1(G(L/K), CL) = 1.
La suite exacte 1 −→ RL −→ JL −→ CL donne l’hexagone de Herbrand suivant :
H0(G,RL) // H0(G,JL)
''OO
OOO
OOO
OOO
H−1(G, CL)
77ooooooooooo
H0(G, CL)
wwppp
ppp
ppp
pp
H−1(G,JL)
ggOOOOOOOOOOO
H−1(G,RL)oo
D’après la proposition 2.3.3, nous avons :
Hi(G,J SL ) '
∏
p∈S
Hi(GP,RLP).
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Par l’axiome du corps des classes local (théorème 2.5.1), nous en déduisons :
H−1(G,JL) = 1.
Ainsi, il suffit de prouver que l’application de H0(G,RL) dans H0(G,JL) est injective :
c’est une conséquence du théorème `-adique de la norme de Hasse (théorème 2.3.4).
Il suit donc
H1(G(L/K), CL) = 1.
Théorème 2.3.4. (Le théorème `-adique de la norme de Hasse) Si L/K est une `-
extension cyclique de degré `n, un élément du `-groupe des idèles principaux est une norme
globale dans L/Ksi et seulement si c’est une norme locale partout, i.e une norme pour
chaque complétion LP/Kp où P | p.
Démonstration. Soit x un idèle principal tel que x = NL/K(y) où y ∈ RL. Puisque RL
s’injecte dans JL, qui se surjecte dans RLP , nous en déduisons que x est une norme locale
partout.
Réciproquement supposons que x ∈ RK et écrivons le sous la forme x = x¯.y`n , où x¯ désigne
l’image de x dans K×/K×`
n ' RK/R`nK . Comme L/K est une extension cyclique de `n,
y`
n est une norme. De plus, par hypothèse x est une norme locale partout ; ce qui signifie
que chaque composante x¯p, pour p donné, est une norme. En utilisant le théorème usuel
de la norme de Hasse, nous concluons que x est une norme.
2.3.4 G et le G-module
Soit G le groupe de Galois de la pro-`-extension abélienne maximale de Q. Le G-module est
l’union des `-groupes des classes CK oùK parcourt les extensions finies deK :
⋃
[K:Q]<∞ CK
et CL est le Gal(L/K)-module.
2.3.5 deg : G 7→ Z`
Nous fixons un isomorphisme tel que : Gal(Q˜/Q) ' Z`. Cela permet de définir :
deg : G = Gal(Qab/Q) → Z`
φ 7→ φ|Q˜
Soit K/Q une extension finie, nous définissons : fK = [K ∩ Q˜ : Q] et obtenons par analogie
avec le cas local, un homomorphisme surjectif degK =
1
fK
· deg tel que degK : GK −→ Z`.
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2.3.6 La valuation
La définition de la valuation dans le contexte globale est beaucoup moins spontanée que
dans le cas local.
Définition 8. Soit L/K une `-extension abélienne finie, nous définissons alors l’applica-
tion :
[ · , L/K] = ∏p(αp, Lp/Kp) pour α ∈ JK
où Lp désigne la complétion de Kp par rapport à P | p et (αp, Lp/Kp) le symbole local.
Proposition 2.3.5. Soit L/K et L′/K ′ des `-extensions abéliennes finies de corps de
nombres tels queK ⊆ K ′ et L ⊆ L′, alors le diagramme suivant est commutatif :
JK′ [ · ,L
′/K′]−−−−−−→ Gal(L′/K ′)
NK′/K
y y
JK [ · ,L/K]−−−−−→ Gal(L/K)
Démonstration. Considérons α = (αP) ∈ JK′ . Nous avons pour P | p : (αP, L′P/K
′
P)|Lp =
(N
K
′
P/Kp
(αP), Lp/Kp) et
[NK′/K(α), L/K] =
∏
p
(NK′/K(α)p, Lp/Kp) =
∏
p
∏
P|p
(N
K
′
P/Kp
(αP), Lp/Kp)
ainsi
[NK′/K(α), L/K] =
∏
P
(αP, L
′
P/K
′
P)/L = [α,L
′/K ′]|L.
Proposition 2.3.6. Pour toute racine de l’unité ζ et pour tout a ∈ RK nous avons
[a, (K(ζ)/K)`] = 1
où (K(ζ)/K)` désigne la projection sur le `-sous-groupe de Sylow de Gal(K(ζ)/K).
Démonstration. Nous suivons [Ne1, prop 6.3, p. 92]. D’après la proposition précédente :
[NK/Q(a), (Q(ζ)/Q)`] = [a, (K(ζ)/K)`]|Q(ζ). Par conséquent il suffit de montrer la propriété
pour K = Q. Mais
[a, (Q(ζ)/Q)`]ζ =
∏
p
(a, (Qp(ζ)/Qp))`.
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Soit q un nombre premier et ζ une racine qm-ième de l’unité, avec qm 6= 2. Nous prenons
a ∈ RQ et écrivons a = up · pvp(a) où vp désigne la valuation usuelle normalisée de Qp.
Pour p 6= q et p 6= ∞ l’extension Qp(ζ)/Qp est une extension non ramifiée. Le principe
fondamental [Ne1, théorème 2.6, p. 25] établit que le symbole local associe l’uniformisante
au Frobenius, nous obtenons donc que (p, (Qp(ζ)/Qp))` correspond à l’automorphisme de
Frobenius φp : ζ −→ ζp. De plus le diagramme suivant est commutatif :
K×p
( · ,˙Gal(LP/Kp))−−−−−−−−−−→ Gal(LP/Kp)y y
RKp
( · ,˙Gal(LP/Kp))`−−−−−−−−−−−→ Gal(LP/Kp)`
où le symbole du haut est le symbole local usuel, et le symbole du bas le symbole local
`-adique. Par conséquent, nous en déduisons
(a, (Qp(ζ)/Qp)`)ζ = ζnp
avec
np =

pvp(a) pour p 6= q et p 6=∞
u−1p pour p = q
sgn(a) pour p =∞ .
Ainsi
[a, (Q(ζ)/Q)`]ζ =
∏
p
(a, (Qp(ζ)/Qp)`) = ζα.
Et par la formule du produit, α =
∏
p np = sgn(a) ·
∏
p 6=∞ p
vp(a) · a−1 = 1.
Définition 9. Nous définissons la valuation vK : CK −→ Z` comme suit :
CK [ · ,K˜/K]−−−−−→ G(K˜/K) degK−−−−→ Z`.
Lemme 2.3.3. vK est bien définie.
Démonstration. Nous montrons que ∀a ∈ RK , [a, K˜/K] = 1. Comme K˜/K est contenue
dans l’extension de K obtenue en ajoutant toutes les racines de l’unité, il suffit de montrer
que pour a ∈ RK et ζ une racine de l’unité, [a, (K(ζ)/K)`] = 1, c’est le sens de la
proposition 2.3.6. Par suite, nous en déduisons que RK ⊆ Ker([ · , K˜/K]) .
Lemme 2.3.4. vK est surjective et [CK ,Gal(K˜/K)] est fermé dans Gal(K˜/K).
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Démonstration. Comme [RK ,Gal(K˜/K)] = 1, nous savons que
[JK ,Gal(K˜/K)] = [CK ,Gal(K˜/K)].
Soit Gal(K˜/L) un voisinage de l’élément neutre Gal(K˜/K), où L est une extension Galoi-
sienne finie de K de degré `n. Comme JK = UK×⊕piZ`p où UK est le sous-groupe des idèles
unités, un voisinage de l’élément neutre est du type : U ′K×⊕pi`
kpZ`
p avec U ′K un sous-module
ouvert de UK et kp un entier. Nous pouvons choisir kp > n. Ainsi l’image de pi`
kpZ`
p est tri-
viale par le symbole local. De plus si p | ` alors l’extension locale est non ramifiée et ainsi l’
image d’un élément de U ′K est triviale. Si p - ` la filtration du groupe des unités permet d’ob-
tenir une image triviale. Par conséquent, l’application [ · ,Gal(K˜/K)] : JK 7→ Gal(K˜/K)
est continue, or CK est compact, nous en déduisons donc que [CK ,Gal(K˜/K)] est fermé
dans Gal(K˜/K).
Lemme 2.3.5. [CK ,Gal(K˜/K)] est dense dans Gal(K˜/K).
Démonstration. Nous suivons [Ne1, proposition 6.4, p. 93] . Le symbole local est surjec-
tif, [JK ,Gal(L/K)] contient tous les sous-groupes de décomposition Gal(LP/Kp). Donc
toutes les places p se décomposent complètement dans le sous-corps des points fixes M de
[JK ,Gal(L/K)]. Cela implique que M = K et donc que [JK ,Gal(L/K)] = Gal(L/K) :
[JK ,Gal(K˜/K)] est ainsi dense dans Gal(K˜/K). Nous obtenons donc que [JK ,Gal(K˜/K)] =
[CK ,Gal(K˜/K)] est dense dans Gal(K˜/K).
Lemme 2.3.6. vK est hensélienne par rapport au degré deg.
Démonstration. Nous avons :
vK(NL/KCL) = vK(NL/KJL) = degK ◦ [NL/KJL, K˜/K]
(puisque [RK , Gal(K˜/K)] = 1). De plus degK = 1fK ·deg et fL/K = fL/fK , c’est pourquoi
degK = fL/K · degL. D’après la proposition 3.6.1, le diagramme suivant est commutatif :
JL′ [ · L˜/L]−−−−−→ Gal(L˜/L)
NL/K
y y
JK [ · K˜/K]−−−−−→ Gal(K˜/K)
. Il suit que [NL/KJL, K˜/K] = [JL, L˜/L]. Par la surjectivité de vL, nous en déduisons que
vK(NL/KCL) = fL/K · degL ◦ [JL, L˜/L] = fL/K · vL(CL) = fL/K · Z`
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Corollaire 5. vK est bien définie, surjective et hensélienne par rapport au degré deg.
Corollaire 6. (deg, v) est un couple de corps des classes, et AK := CK satisfait l’axiome
du corps des classes. Ainsi pour toute `-extension abélienne finie d’un corps de nombre K,
rL/K induit un isomorphisme :
Gal(L/K) ' CK/NL/KCL.
Définition 10. L’application réciproque de rL/K conduit à un homomorphisme surjectif
( , L/K) : CK −→ Gal(L/K)
, de noyau NL/KCL. le symbole `-adique global de la norme résiduelle. Nous considérons
( , L/K) aussi comme homomorphisme de JK −→ Gal(L/K) du `-groupe des idèles.
Proposition 2.3.7. Si L/K est une `-extension abélienne et p une place de K, alors le
diagramme suivant
RKp
( · ,Lp/Kp)−−−−−−−→ Gal(Lp/Kp)
[ ]
y y
CK ( · ,L/K)−−−−−−→ Gal(L/K)
est commutatif, où pour toute place p de K, [ ] désigne l’injection canonique de RKp dans
CK , qui associe à chaque ap ∈ RKp la classe de l’idèle [ap] = (..., 1, 1, 1, ap, 1, 1, 1, ...).
Démonstration. Nous suivons ici la preuve du cas classique, se référer à [Ne1, proposition
IV 6.6]. Nous remarquons d’abord que les deux applications ( , K˜/K), [ , K˜/K] de JK
dans Gal(K˜/K) coïncident, puisque d’après [Ne1, proposition II3.4]
degK ◦ ( , K˜/K) = vK = degK ◦ [ , K˜/K].
Par suite, si L/K est une sous-extension de K˜/K et α = (αp) ∈ JK alors
(α,L/K) = [α,L/K] =
∏
p
(αp, Lp/Kp).
En particulier, si ap ∈ RKp , alors ([ap], L/K) = (ap, L/K) prouvant la proposition pour
les sous-extensions de K˜/K. Pour le cas général, soit σ ∈ Gal(Lp/Kp). Nous pouvons
choisir un antécédent σ˜ de σ dans L˜p = Lp.L˜, de telle sorte que la restriction σ˜|K˜ soit
une puissance de φK , i.e que σ˜|L˜ soit un relèvement de Frobenius pour σ ∈ Gal(L/K).
Soit Σ le corps des points fixes de σ˜|L˜ et Σp = Kp.Σ sa complétion. Alors, σ est l’image
de σ˜ par Gal(L˜p/Σp) −→ Gal(Lp/Kp). En posant M = Σ.L nous avons que M/Σ est une
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sous-extension de Σ˜/Σ puisque Σ˜ = L˜, et nous obtenons comme dans [Ne1, proposition
IV 6.6] le diagramme :
Gal(Mp/Σp) //

''OO
OOO
OOO
OOO
O
RΣp/NMp/ΣpRMp
))SSS
SSSS
SSSS
SSS

Gal(Lp/Kp) //

RKp/NLp/KpRLp

Gal(M/Σ) //
''PP
PPP
PPP
PPP
P
JΣ/NM/ΣJMRΣ
))SSS
SSSS
SSSS
SSS
Gal(L/K) // JK/NL/KJLRK
dans lequel les applications horizontales sont les applications de réciprocité. Dans ce dia-
gramme, le haut et le bas sont commutatifs. Les diagrammes sur le côté sont commutatifs
ainsi que le diagramme à l’arrière d’après ce que nous venons de voir, M/Σ étant une
sous-extension de Σ˜/Σ. Rappelant que σ est l’image de Gal(Mp/Σp) −→ Gal(Lp/Kp) nous
en concluons que le diagramme de devant est commutatif, ce qui prouve la proposition.
Corollaire 7. Soit L/K une `-extension abélienne, α = (αp) ∈ JK alors
(α,L/K) =
∏
p
(αp, Lp/Kp).
En particulier, si a ∈ RK , nous avons la formule du produit∏
p
(a, Lp/Kp) = 1.
Démonstration. Puisque JK est topologiquement généré par des éléments de la forme
α = [ap], qui est la notation pour la classe de (..., 1, 1, 1, ap, 1, 1, 1, ...) où ap ∈ RKp , il suffit
de démontrer la formule pour des éléments de ce type. Mais c’est exactement la proposition
précédente :
([ap], L/K) = (ap, Lp/Kp) =
∏
q
([ap], Lq/Kq).
La formule du produit s’en déduit puisque (α,L/K) ne dépend que de la classe de α.
En identifiant Rp avec son image dans CK sous l’application ap −→ [ap] et en écrivant
N = NL/K et Np = NLp/Kp nous obtenons
Corollaire 8. Pour toute `-extension abélienne finie L/K, nous avons :
NCL ∩RKp = NpRLp .
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Démonstration. Soit xp ∈ NpRLp , d’après la proposition précédente, nous avons ([xp], L/K) =
(xp, Lp/Kp) = 1, de telle sorte que la classe de [xp] est contenue dans NCL, d’où NpRLp ⊆
NCL. Réciproquement, considérons α¯ ∈ NCL ∩ RKp . Alors α¯ est représenté par la norme
d’un idèle : α = Nβ avec β ∈ JL, mais aussi par un élément [xp], xp ∈ RKp , tel que
[xp] ·a = Nβ avec a ∈ RKp . En prenant les composantes, nous voyons que a est une norme
de Lq/Kq pour tout q 6≡ p. De part la formule du produit, il suit que a doit être une norme
de Lp/Kp, de telle sorte que [xp] ∈ NpRLp : prouvant l’inclusion NCL∩RKp ⊆ NpRLp .
Théorème 2.3.5. La correspondance 1-1 :
L’application
L −→ NL = NL/KCL
établit une correspondance bijective entre les `-extensions abéliennes finies L/K et les sous-
groupes ouverts N de CK . Si L est associé au sous-groupe ouvert NL de CK alors L est
appelé le corps des classes de N et nous avons :
Gal(L/K) ' CK/NL/KCL
De plus, L1 ⊂ L2 ⇒ NL2 ⊂ NL1 NL1L2 = NL1 ∩NL2 NL1∩L2 = NL1NL2.
Démonstration. D’après [Ne1, theorem II4.2], nous devons montrer que les sous-modules
N de CK qui sont ouverts pour la topologie de la norme sont précisément les sous-modules
fermés d’indice fini de CK . Si N est ouvert pour la topologie de la norme, il contient donc
par définition un groupe des normes du type NL/K(CL) et est donc d’indice fini puisque
(CK : NL/K(CL) = [L : K] d’après le corollaire 4. N est aussi fermé pour sa topologie
naturelle, car NL/KCL l’est. (CL est compact pour sa topologie naturelle). Réciproquement,
soit N un sous-groupe fermé d’indice fini n dans CK muni de sa topologie naturelle. Nous
devons alors montrer que N est ouvert pour la topologie de la norme, à savoir qu’il contient
un sous-groupe des normes NL/KCL. Considérons l’application identité de CK muni de sa
topologie usuelle, dans CK muni de la topologie de la norme. Nous venons juste de prouver
que la topologie usuelle est plus fine que la topologie de la norme. Il suit alors que l’identité
est une bijection continue. De plus CK est compact pour sa topologie naturelle, et vérifie
la propriété : ∩L/KNL/KCL = 1 car ∩LPNLP/KpRLP = 1, conséquence de la trivialité du
groupe des normes universelles. De part la [Ne1, proposition II4.1 iv)], nous en déduisons
que CK est de Hausdorff pour la topologie de la norme. Finalement, l’identité est un
homéomorphisme, et N est ouvert pour la topologie de la norme.
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3 Le Frobenius logarithmique
3.1 Le cas logarithmique local
A
près avoir rappelé la notion de ramification au sens logarithmique introduite par
Jaulent, nous détaillons le G-module, l’application degré et la valuation logarith-
mique dans le contexte local.
3.1.1 La construction de la Ẑ-extension cyclotomique et de la Zp-extension
cyclotomique de Q et de Qp
Sur le corps Q, il existe précisément une Ẑ-extension décrite dans la proposition suivante :
Proposition 3.1.1. [Ne1, proposition IV 6.2]
Soit Ω/Q le corps généré par toutes les racines de l’unité et soit T le sous-groupe de torsion
de Gal(Ω/Q), (le sous-groupe des éléments d’ordre fini). Alors le sous-corps de Ω, Q̂c/Q
fixé par T correspond à la Ẑ-extension de Q.
Neukirch donne une description alternative de la Ẑ-extension obtenue comme suit : pour
chaque premier p soit Ωp/Q le corps obtenu par addition des racines de l’unité d’ordre une
puissance de p. Alors
Gal(Ωp/Q) ' lim←−
n
Gal(Q(ζpn)/Q) ' lim←−
n
(Z/pnZ)× ' Z×p
et Z×p ' Zp × Z/(p − 1)Z pour p 6= 2 et Z×2 ' Z2 × Z/2Z. En prenant le corps de points
fixes du sous-groupe de torsion de Gal(Ωp/Q) qui est isomorphe à Z/(p − 1)Z (ou Z/2Z
pour p = 2) nous obtenons alors une extension Q(p) de groupe de Galois :
Gal(Q(p)/Q) ' Zp
il s’agit de la Zp-extension cyclotomique de Q. Alors, Q̂c est le compositum de toutes les
Zp-extensions cyclotomiques de Q pour tous les premiers p.
Remarque :
Ainsi la Z`-extension cyclotomique de Qp est obtenue comme le compositum de Qp et de
la Z`-extension cyclotomique de Q. Soit q un autre nombre premier, la Zq-extension non
ramifiée de Qp et la cyclotomique coïncident pour q 6= p, se reporter à [Ja3, théorème 1.4
ii)].
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3.1.2 Ramification logarithmique
Soit K un corps de nombres, p un nombre premier, p un premier de K au dessus de p. Nous
notons Q̂cp la Ẑ-extension cyclotomique de Qp, i.e le compositum de toutes les Zq-extensions
cyclotomique de Qp pour tous les nombres premiers q.
Définition 11. Indices absolus :
i) l’indice logarithmique de ramification absolu de p est défini par :
e˜p = [Kp : Qˆcp ∩Kp].
ii) le degré d’inertie logarithmique de p est :
f˜p = [Qˆcp ∩Kp : Qp].
iii)K/Q est dite logarithmiquement non ramifiée en p si e˜p = 1, ce qui signifie Kp ⊆ Q̂cp.
iv) p est dite totalement log-décomposée si e˜p = 1 et Kp = Qp i.e le sous-groupe de décom-
position de p est trivial.
v) p est dite logarithmiquement log-inerte si e˜p = 1 et [Kp : Qp] = [K : Q].
Q̂cp
Qˆcp ∩Kp
e˜p
f˜p
Kp
Qp
Remarque fondamentale : [Ja3, p.4]
Supposons que K/Q soit une `-extension finie, ainsi il existe n tel que [K : Q] = `n.
Alors l’extension Q̂cp/Qcp contient uniquement des sous-extensions de degré premier à `. En
particulier le degré [Q̂cp ∩ Kp : Qcp ∩ Kp] est premier à ` et comme il divise `n, nous en
déduisons que [Q̂cp ∩Kp : Qcp ∩Kp] = 1. L’égalité des corps Q̂cp ∩Kp = Qcp ∩Kp implique
les caractérisations suivantes :
e˜p = 1⇔ Kp ⊆ Qcp
et
f˜p = 1⇔ Qcp ∩Kp = Qcp.
Comme Qcp/Qp est une extension Galoisienne, la condition précédente implique que les
extensions Kp et Qcp sont linéairement disjointes sur Qp.
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Comme nous travaillons uniquement avec des `-extensions, les définitions que nous donnons
dans la sous-section contexte logarithmique sont celles obtenues en remplaçant Q̂cp par Qcp.
Ainsi nous avons le schéma suivant : [Bri, 1.1.3]
Qcp
∏
q 6=` Zq
Q̂cp K̂cp
Qp
f˜p Qcp ∩Kp Q̂cp ∩Kp
e˜p
Kp
Q K
Définition 12. Indices relatifs :
Soit L/K une extension finie de corps de nombres, P un premier de L au dessus de p.
Notons K̂cp le compositum de Kp et de Q̂cp ,
i )l’indice relatif de ramification logarithmique de p est :
e˜LP/Kp = [LP : Kˆ
c
p ∩ LP].
ii) le degré d’inertie relatif logarithmique de p est :
f˜LP/Kp = [K̂
c
p ∩ LP : Kp].
iii)L/K est dite logarithmiquement non ramifiée en p lorsque e˜LP/Kp = 1, ce qui implique
LP ⊆ K̂cp.
Nous avons le schéma suivant : [Bri, 1.1.3]
LP
e˜LP/Kp
f˜P
sss
sss
sss
ss
LP ∩ Q̂cp
e˜p
e˜P
yy
yy
yy
yy
y
K̂cp ∩ LP
f˜LP/Kp
Qp
f˜p
Kp ∩ Q̂cp
e˜p
Kp
et les relations :
e˜P = e˜LP/Kp .e˜p et f˜P = f˜LP/Kp .f˜p.
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Proposition 3.1.2. [Ja3, theorem 1.4] Avec les notations précédentes, les indices clas-
siques et logarithmiques sont liés par la formule :
e˜p.f˜p = ep.fp.
3.1.3 Le contexte logarithmique local :
Nous considérons le contexte suivant :
Kp est une extension finie de Qp,
Qcp est la Z`-extension cyclotomique de Qp
Qabp est la pro-`-extension abélienne maximale de Q .
Qabp∣∣∣
Qcp∣∣∣
Qp
Par rapport à la partie précédente, ici nous remplaçons la Z`-extension non ramifiée de
Qp par sa Z`-extension cyclotomique, et la valuation usuelle de RQp par la valuation
logarithmique, introduite par Jaulent dans [Ja3]. Or si p est un nombre premier différent
de `, la Z`-extension non ramifiée et la Z`-extension cyclotomique coïncident, et il en est
de même pour la valuation classique et logarithmique. La seule différence pour Qp va donc
se produire dans le cas où p = `.
De façon générale, pour un corps local Kp, nous remplaçons aussi sa Z`-extension non
ramifiée par sa Z`-extension cyclotomique, et la valuation usuelle de RKp par la valuation
logarithmique : les différences par rapport au contexte local précédent vont donc apparaitre
pour les places au dessus de `.
Le but est de de montrer que le contexte logarithmique peut aussi être compris grâce à la
théorie abstraite de Neukirch. Ainsi nous sommes en mesure de définir pour une `-extension
locale un symbole local logarithmique qui ne diffère du symbole local `-adique que pour les
places p au dessus de `. L’intérêt réside dans le fait que nous sommes alors en mesure de
définir un Frobenius logarithmique associé au contexte de la ramification logarithmique : ce
dernier coïncide avec le Frobenius classique sauf pour les places au dessus de ` : cela permet
donc d’étendre la théorie à des places p, au dessus de ` ramifiées au sens classique, mais
non ramifiées au sens logarithmique. D’autre part la définition du Frobenius logarithmique
associé à une place p d’un corps de nombres K, logarithmiquement non ramifiée, conduit à
définir une application d’Artin logarithmique sur l’ensemble des diviseurs logarithmiques.
Nous en étudions les propriétés et explicitons son noyau.
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3.1.4 L’application degré
Nous posons q = p (respectivement q = 4) si p 6= 2 (respectivement p = 2) et nous
considérons le caractère de Teichmuller ω défini comme l’unique caractère de Dirichlet
modulo q tel que xω(x) ≡ 1 mod q pour tout x premier à p. L’application x −→ ω(x) est
un morphisme de groupes de Z×p dans le groupe des racines de l’unité contenue dans Qp.
Le caractère de Teichmuller est bien défini pour les pro-`-extensions comme la restriction
à la pro-`-partie du caractère tout entier.
Nous définissons alors l’application degré par le caractère de Teichmuller :
deg : G = Gal(Kabp /Kp) → Z`
φ 7→ ω(φ)
où Kabp désigne la pro-`-extension abélienne maximale de Kp.
Nous suivons alors la construction abstraite de Neukirch et considérons le schéma de la
ramification qui lui est associé, avec Kˆcp joue ici le rôle du k˜ de la partie abstraite, et Kp
celui de k par rapport au schéma abstrait (item 11 p.11).
Kcp
Kcp ∩ LP e˜
f˜
LP
Kp
Pour LP une `-extension finie de Kp, l’indice de ramification logarithmique et le degré
d’inertie logarithmique apparaissent donc naturellement, respectivement définis par :
f˜LP/Kp = [LP ∩Kcp : Kp] e˜LP/Kp = [LP : LP ∩Kcp ].
Ces définitions coïncident bien avec celles données par Jaulent [Ja3] puisque nous travaillons
avec des `-extensions ainsi nous avons pu remplacer Kˆcp par Kcp en vertu de la remarque
fondamentale p.38.
3.1.5 Le G-module
Le G-module est le même que précédemment à savoir :
A = lim−→
LP
RLP
où LP parcourt les extensions finies de Kp, with RLP = lim←−k L
×
PupslopeL
×`k
P .
Il s’identifie canoniquement à :
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A =
⋃
[LP:Kp]<∞
RLP .
Si LP est une extension finie de Kp
ALP = RLP
est le Gal(LP/Kp)-module que nous allons étudier.
3.1.6 Valuation logarithmique
Nous introduisons dans cette section la valuation logarithmique définie par Jaulent.
Définition 13. Le logarithme d’Iwasawa [Ja3, §1]
Le logarithme d’Iwasawa LogIw est défini sur le groupe des unités principales 1 + `Z` de
Z` par son développement en série entière :
Log(1 + x) =
∑
k≥1
(−1)k+1xk/k.
Il se prolonge classiquement à Z×` au moyen de l’équation fonctionnelle
Log(xy) = Log(x)Log(y)
qui impose la condition Log(ζ) = 0 pour toute racine de l’unité ζ dans Z×` et finalement
au groupe Q×` tout entier avec la condition Log(`) = 0.
Définition 14. La valuation logarithmique [Ja3, proposition 1.2]
Soit K une extension finie de Q, p un nombre premier. Notons Q̂cp la Ẑ-extension cycloto-
mique de Qp. Soit p une place de K au dessus de p,
i) le degré `-adique de p est donné par la formule :
deg`(p) =
{
LogIw(p) si p 6= `
LogIw(1 + `) si p = `
Ce choix impose, comme c’est détaillé ci-après, l’uniformisante logarithmique sur Q`.
ii)le degré `-adique de p est défini par la formule :
deg(p) = f˜p · deg`(p).
iii) la valuation logarithmique associée à p est :
v˜p(x) = LogIw(NKp/Qp(x))/deg(p)
définie sur RKp et à valeurs dans Z`.
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Remarque : La définition de la valuation logarithmique diffère de celle donnée par
Jaulent : en fait l’expression du degré `-adique deg`(`) est ` dans la définition initiale[Ja3,
proposition 1.2] et LogIw(1 + `) dans notre cas. Le choix fait impose l’uniformisante loga-
rithmique.
Définition 15. Valeur absolue `-adique principale [Ja3, proposition 1.2]
Soit K une extension finie de Q, p un nombre premier.
Si vp désigne la valuation usuelle normalisée de Kp, la valeur absolue `-adique principale
est définie sur K×p par la formule :
si p 6 |` alors |xp| =< Np−vp(x) >
si p|` alors |xp| =< NKp/Q`(x)Np−vp(x) >
où N désigne la norme absolue de p et où u −→< u > désigne la surjection canonique de
Z`× sur le groupe des unités principales.
Proposition 3.1.3. Image de la valuation logarithmique [Ja3, proposition 1.2]
Soit p un nombre premier, Kp une extension finie de degré dp sur Qp, et |.|p la valeur
absolue `-adique principale sur K×p :
i) pour tout x ∈ K×p l’ expression hp(x) = −Log(|x|p/dp.deg`(p) ne dépend pas du choix
de l’extension de Qp contenant x
ii) la restriction hp de hp au groupe multiplicatif K×p , induit un Z`-morphisme de RKp sur
Q`, dont le noyau est U˜Kp, et dont l’image est le Z`-réseau 1/e˜p · Z`
iii) la valuation logarithmique satisfait : v˜p = e˜p · hp.
Proposition 3.1.4. Valuations logarithmique et usuelle [Ja3, proposition 1.2]
Dans le même contexte, si p est une place qui n’est pas au dessus de `, les valuations
classiques et logarithmiques sont proportionnelles sur RKp :
v˜p =
fp
f˜p
· vp = e˜p
fp
Proposition 3.1.5. La valuation logarithmique v˜p satisfait les deux propriétés :
(i) v˜p(RKp) = Z tel que Z ⊂ Z et Z/n.Z ' Z/n.Z pour tout n
(ii)v˜p(NLP/KpRLP) = f˜LP/Kp .Z pour toute extension finie LP de Kp .
Ainsi la valuation logarithmique est hensélienne par rapport à deg selon la définition de
Neukirch.
Démonstration. Pour le premier critère (i) nous utilisons la définition de la valuation lo-
garithmique :
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v˜p(RKp) = Z`
ainsi Z = Z` et Z/n.Z ' Z/n.Z pour tout n.
Pour le deuxième critère (ii) nous utilisons le diagramme commutatif suivant [Ja3, propo-
sition 1.1]
K×p
extension−−−−−−→ L×P
Norme−−−−→ K×py y hp
Q` −−−−→ Q`
[LP:Kp]−−−−−→ Q`
il suit
hp(NLP/Kp) = [LP : Kp] · hP
comme,
v˜p(NLP/KpRLP) = e˜p · hp(NLP/KpRLP)
nous
v˜p(NLP/KpRLP) = [LP : Kp] · e˜p · hP(RLP)
ainsi
v˜p(NLP/KpRLP) = [LP : Kp] · e˜p/e˜P · Z`
dû à [Ja3, proposition 1.2],
hP(RLP) = 1/e˜P · Z`
D’après [proposition 5.1.1] :
[LP : Kp] = f˜LP/Kp · e˜LP/Kp .
d’où
[LP : Kp] · e˜p/e˜P = f˜P·e˜P·e˜pf˜p·e˜p·e˜P
ainsi
v˜p(NLP/KpRLP) =
f˜P
f˜p
· Z`
finalement
v˜p(NLP/KpRLP) = f˜LP/Kp · Z
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3.1.7 Uniformisantes logarithmiques sur Qp
Proposition 3.1.6. [Ja3, i), p. 4]
Pour une place non archimédienne p de Q, nous avons
RQp =
{
µp.p
Z` pour p 6= `
(1 + `Z`) · `Z` pour p = `.
Uniformisantes logarithmiques sur RQp :
Si p 6= ` : l’uniformisante classique p est aussi uniformisante pour la valuation logarith-
mique.
Si p = ` : partant de l’expression de RQ` , nous avons
RQ` = UQ`U˜Q`
avec U˜Q` ' `Z` et UQ` ' 1 + `Z`.
Nous considérons alors une uniformisante logarithmique ˜` telle que
v˜`(˜`) = 1 et ˜`∈ UQ` .
Ainsi nous obtenons la décomposition suivante :
RQ` = ˜`Z``Z` .
Sur Q` c’est le choix du dénominateur dans l’expression de la valuation logarithmique,
i.e. du degré `-adique de `, qui impose ˜`. La condition Log(˜`) = deg`(`), qui est la
traduction de v˜`(˜`) = 1, définit ˜`à une unité logarithmique près. Or nous avons U˜Q`∩UQ` =
1, ainsi ˜` est bien déterminée par le choix du dénominateur.
Par exemple si nous prenons pour expression du degré `-adique de ` la valeur Log(1 + `),
alors ˜`= 1 + `.
3.1.8 Uniformisantes logarithmiques sur RKp
Si p 6 |`, l’uniformisante classique pip est aussi uniformisante pour la valuation logarithmique,
les deux valuations étant dans ce cas proportionnelles : pip = pip.
Si p|`, alors nous avons dans ce cas RKp ' U1p piZ`p . Par défintion une uniformisante loga-
rithmique est un élément p˜ip de RKp vérifiant :
LogIw(NKp/Q`(p˜ip)) = f˜p deg`(`) = LogIw(˜`
f˜p).
Ceci détermine p˜ip à une unité logarithmique près.
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3.1.9 Le symbole local logarithmique
Nous définissons le symbole logarithmique local et en donnons une expression explicite sur
Qp.
Théorème 3.1.1. (deg, v˜p) est un couple de corps des classes et RKp satisfait l’axiome du
corps des classes. Ainsi pour toute `-extension abélienne finie LP de Kp extension finie de
Qp, nous avons l’isomorphisme :
Gal(LP/Kp) ' RKp/NLP/KpRLP
Définition 16. Cela permet de définir l’homomorphisme surjectif suivant appelé le symbole
local logarithmique :
( , LP/Kp) : RKp −→ Gal(LP/Kp)
Proposition 3.1.7. Nous avons une expression explicite pour le symbole local logarith-
mique dans le contexte suivant : soit ζ une racine de l’unité d’ordre une puissance de `, et
a ∈ RQp , alors
(a, (Qp(ζ)/Qp))` = ζnp
avec
np =

pvp(a) pour p 6= ` et p 6=∞
( ˜`)
−v˜`(a) pour p = `
sgn(a) pour p =∞
où (Q(ζ)/Q)` dénote la projection sur le `- sous-groupe de Sylow de Gal(Q(ζ)/Q).
Remarque : Si p est réelle et ` = 2 alors RQ∞ ' Z2Z , il est trivial dans tous les autres cas,
[Ja1, proposition 1.2] : sgn(a) vaut +− 1 dans le premier cas et 1 dans tous les autres.
Démonstration. Soit ζ une racine `m-ième de l’unité, avec `m 6= 2. Nous prenons a ∈ RQp
et écrivons a = up · pvp(a) pour p 6= `, où vp est la valuation usuelle normalisée de Qp
qui coïncide dans ce cas particulier avec la logarithmique. Pour p = `, nous écrivons
a = `v`(a).( ˜`)
v˜`(a). Pour p 6= ` et p 6= ∞ l’extension Qp(ζ)/Qp est une extension non
ramifiée. Le principe fondamental [Ne1, theorem 2.6, p. 25] établit que le symbole local
associe les uniformisantes aux Frobenius, nous avons que (p, (Qp(ζ)/Qp))` correspond à
l’automorphisme de Frobenius φp : ζ −→ ζp. De plus le diagramme suivant est commutatif :
K×p
( · ,˙Gal(LP/Kp))−−−−−−−−−−→ Gal(LP/Kp)y y
RKp
( · ,˙Gal(LP/Kp))`−−−−−−−−−−−→ Gal(LP/Kp)`
où le symbole du haut désigne le symbole local classique et le symbole du bas le symbole
local `-adique. Par suite, nous en déduisons
(a, (Qp(ζ)/Qp)`)ζ = ζnp
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avec
np =
{
pvp(a) for p 6= ` et p 6=∞
sgn(a) for p =∞
Mais nous voulons avoir [a, (Q(ζ)/Q)`] = 1 pour a ∈ RQ afin de définir la valuation
dans le cas logarithmique global, où
[a, (Q(ζ)/Q)`]ζ =
∏
p
(a, (Qp(ζ)/Qp)`)ζ = ζα.
Ainsi nous obtenons
α =
∏
p
np = sgn(a) ·
∏
p6=∞ p6=`
pvp(a) · n`.
De part la formule du produit, nous avons :
a = sgn(a) ·
∏
p 6=∞ p 6=`
pvp(a) · `v`(a) = ˜`˜v`(a) · `v`(a).
Par suite, nous en déduisons : α = a · `−v`(a) · n`.
La condition α = 1 impose
n` = ˜`
−v˜`(a)
pour avoir
α = a · `−v`(a) · ˜`−v˜`(a) = a.a−1 = 1.
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3.2 Le cas logarithmique global
N
ous définissons le G-module, l’application degré et la valuation dans le contexte
logarithmique global.
3.2.1 G et le G-module dans le cas logarithmique global
Soit G le groupe de Galois de la pro-`-extension abélienne maximale de Q. Comme précé-
demment, le G-module est la réunion des `-groupes des classes d’idèles CK où K parcourt
les extensions finies de K :
⋃
[K:Q]<∞ CK . et CL un Gal(L/K)-module.
3.2.2 deg : G 7→ Z` pour le cas logarithmique global
Nous fixons un isomorphisme tel que : Gal(Q˜/Q) ' Z`. Cela permet de définir :
deg : G = Gal(Qab/Q) → Z`
φ 7→ φ|Q˜
où Qab est la pro-`-extension abélienne maximale de Q. Soit K/Q une extension finie,
nous définissons : fK = [K ∩ Q˜ : Q] et nous obtenons par analogie avec le cas local
un homomorphisme surjectif degK =
1
fK
· deg tel que degK : GK −→ Z` détermine la
Z`-extension cyclotomique K˜ de K.
3.2.3 La valuation dans le cas logarithmique global :
C’est le même type de construction que précédemment. Et par le choix que nous avons fait
pour le symbole local, nous avons déjà ∀a ∈ RK , [a, K˜/K] = 1. ce qui permet de donner
la définition suivante :
Définition 17. Nous définissons la valuation vK : CK −→ Z` comme suit :
CK [ · ,K˜/K]−−−−−→ G(K˜/K) degK−−−−→ Z`.
Lemme 3.2.1. vK est hensélienne par rapport au degré deg.
Démonstration. Les arguments sont les mêmes que dans les lemmes 4.6.2 et 4.6.3 en rem-
plaçant UKp par U˜Kp .
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Théorème 3.2.1. (deg, vK) est un couple de corps des classes et CK satisfait l’axiome du
corps des classes. Ainsi pour toutes les `-extensions abéliennes finies L de K, nous avons
l’ isomorphisme :
Gal(LP/Kp) ' JK/NL/KJL · RK .
Définition 18. Cela permet de définir l’homomorphisme surjectif suivant, appelé symbole
logarithmique global :
( , L/K) : JK −→ Gal(L/K).
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3.3 Frobenius logarithmique
C
ette section a pour but de définir le Frobenius logarithmique, analogue du Fro-
benius classique, dans le cadre de la non-ramification logarithmique. La construc-
tion explicite du Frobenius conduit à définir une application d’Artin logarith-
mique, dont nous étudions les propriétés, et en particulier le noyau, qui correspond à un
sous-module de Takagi logarithmique.
3.3.1 Le conducteur logarithmique
Dans la théorie classique du corps des classes local, nous disposons d’une filtration décrois-
sante du groupe des unités UKp de K
×
p définie par :
U
(n)
Kp
= 1 + pn
où p est l’idéal maximal de l’anneau des entiers.
Les (U (n)Kp )n constituent un système de voisinages de 1 dans K
×
p . Cette filtration permet
ainsi de définir le conducteur local puis global associé à une extension.
Définition et premières propriétés
Considérons une filtration décroissante du groupe des unités logarithmiques (U˜nKp)n∈N avec
U˜0Kp = U˜Kp . Nous sommes en mesure de définir alors un conducteur logarithmique local et
un conducteur global, comme suit :
Définition 19. i) Si LP/Kp est une `-extension abélienne finie ,et si n est le plus petit
entier tel que U˜nKp ⊆ NLP/Kp(RLP) alors l’idéal :
f˜p = p
n
est appelé conducteur logarithmique local associé à l’extension.
ii) Si L/K est une `-extension abélienne finie, le conducteur logarithmique global est défini
par :
f˜L/K =
∏
p
f˜p
Proposition 3.3.1. Le p-conducteur f˜p est trivial si et seulement si l’extension L/K est
logarithmiquement non ramifiée en p. f˜L/K contient donc tous les premiers de K qui sont
logarithmiquement ramifiés dans L et seuls cela. En outre, si M est intermédiaire entre K
et L alors f˜M/K divise f˜L/K .
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Démonstration. Si p est une place de K logarithmiquement non ramifiée dans L, nous
avons e˜LP/Kp = 1, et par application du corollaire 2 p.14 :
H0(Gal(LP/Kp), U˜LP) = 1;
il suit :
U˜Kp = NLP/Kp(U˜LP),
ce qui signifie
U˜Kp ⊆ NLP/Kp(RLP).
Réciproquement, supposant que fp soit trivial, nous en déduisons U˜Kp ⊆ NLP/Kp(RLP).
Soit n = [RKp : NLP/Kp(RLP)] ; de p˜inp ∈ NLP/Kp(RLP) nous obtenons (p˜inp )U˜Kp ⊆
NLP/Kp(RLP). Il suit LP ⊆M , oùM est le corps des classes de (p˜inp )U˜Kp i.e.NM/Kp(RM ) =
(p˜inp )·U˜Kp . Mais alors U˜Kp ⊆ NM/Kp(RM ) c’est à dire que le p-conducteur est trivial. Par ap-
plication de la première partie on en déduit queM/Kp est logarithmiquement non ramifiée.
Par la théorie `-adique du corps des classes, nous avons : Gal(M/Kp) ' (p˜ip)U˜Kp/(p˜inp )U˜Kp .
Par conséquent, M est la `-extension logarithmiquement non ramifiée de degré n ; et de
LP ⊆ M , nous en déduisons que p est une place logarithmiquement non ramifiée dans
L.
Exemples
1) Sur Q`, nous avons U˜Q` ' `Z` ' Z`, de sorte que nous obtenons une filtration
naturelle de U˜Q` en relevant dans U˜Q` la filtration canonique de Z` par les `nZ`, pour
n ∈ N.
2) Étant donné un corps local Kp, nous obtenons une filtration des unités logarith-
miques U˜Kp comme suit :
- si p|` en relevant par la norme locale NKp/Q` la filtration des unités sur Q` :
U˜nKp = {x ∈ RKp | NKp/Q`(x) ∈ (`)`
nZ`}. Ainsi, nous avons ⋂n U˜nKp = {x ∈ RKp |
NKp/Q`(x) = 1}. Or par la théorie du corps des classes, le noyau de la norme fixe
le compositum KpQab` . Il en découle que la suite décroissante (U˜nKp)n n’est pas
exhaustive.
- si p 6 |`, comme U˜Kp ' µp la filtration naturelle est 0 ⊂ µp.
Remarque :
D’après [Ja3, Théorème 4.1 iii)], la `-valuation logarithmique est, pour les places p 6 |`,
proportionnelle à la valuation ordinaire vp de RKp . En effet, de v˜p = −Log(<Np
−vp>)
deg(p) pour
p 6 |`, nous obtenons v˜p = Log(Np)deg(p) vp. Dans ce cas le groupe des unités logarithmiques
correspond au groupe UKp , à savoir au `-sous-groupe de Sylow du groupe des racines de
l’unité µp. Par suite, le plus petit entier n recherché est soit 0 soit 1. Notons que dans le
cas p 6 |`, le groupe des unités principales U1p de Kp est `-divisible, ainsi le conducteur local
classique vaut 1 ou p.
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3.3.2 Diviseurs logarithmiques
Définition 20. [Ja3, definition 2.1]
Soit K un corps de nombres, le `-groupe des diviseurs logarithmiques de K est le quotient
D`K = JK/U˜K '
⊕
p
Z`p.
Par la valuation logarithmique v˜p il s’identifie au Z`-module libre construit sur les places
finies de K.
Définition 21. [Ja3, definition 2.1]
Le degré d’un diviseur logarithmique δ =
∑
p npp est défini par :
˜deg(δ) =
∑
p
npdegKp
induisant une application Z`-linéaire sur le groupe des diviseurs logarithmiques et à valeurs
dans Z`. Les diviseurs logarithmiques de degré nul forment un sous-groupe de D`K noté
D˜`K .
Proposition 3.3.2. [Ja3, definition 2.2]
L’application Z`-linéaire ˜divK : x −→
∑
p∈Pl0K v˜p(p)p envoie RK sur un sous-groupe de
D˜`K , noté P˜ `K et appelé le sous-groupe des diviseurs logarithmiques principaux.
Proposition 3.3.3. [Ja3, definition 2.4]
i) Soit p une place finie de K, l’application d’extension logarithmique est définie par :
i˜L/K(p) =
∑
P|p
e˜LP/Kp(P).
ii) Pour un premier P au dessus de p la norme logarithmique est définie par :
N˜L/K(P) = f˜LP/Kp(P).
Ces applications sont compatibles avec les applications extension et norme définies entre
RL et RK . En d’autres termes, les diagrammes suivants sont commutatifs :
RL
˜divL //
NL/K

D˜`L
degL //
N˜L/K

Z`
RK
˜divK // D˜`K
degK // Z`
et
RL
˜divL // D˜`L
degL // Z`
RK
i˜L/K
OO
˜divK // D˜`K
i˜L/K
OO
degK // Z`
[L:K]
OO
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3.3.3 Le Frobenius logarithmique et l’application d’Artin logarithmique
Définition 22. Le Frobenius logarithmique
Soit L/K une `-extension abélienne finie. Soit p une place de K logarithmiquement non
ramifiée dans L. Le Frobenius logarithmique en p est défini via le symbole logarithmique
local :
(
L˜/K
p
) = (p˜ip, LP/Kp)
avec p˜ip l’uniformisante logarithmique, définie dans la proposition 3.7.3.
Il s’exprime aussi via le symbole global, de part le lien local-global :
(
L˜/K
p
) = ([p˜ip], L/K)
avec [p˜ip] l’image de pip dans JK .
Définition 23. L’application d’Artin logarithmique
Soit L/K une `-extension abélienne finie. Soit p une place de K logarithmiquement non
ramifiée dans L. Soit D`K le groupe des diviseurs logarithmiques de K. Soit f˜L/K le conduc-
teur logarithmique global de de L/K , et D`
f˜L/K
K les diviseurs logarithmiques premiers à
f˜L/K .
Nous définissons l’application suivante pour une place p :
(˜L/K ) : D`
f˜L/K
K → Gal(L/K)
p 7→ ( L˜/Kp )
où le Frobenius logarithmique est
(
L˜/K
p
) = ([p˜ip], L/K).
Nous étendons cette application, par multiplicativité à D`
f˜L/K
K . Cette application est alors
appelée application d’Artin logarithmique.
Quelques remarques :
1)Cette définition est motivée par la proposition suivante, vraie en théorie abstraite du
corps des classes :
Proposition 3.3.4. [Ne1, proposition3.4 ] Dans le contexte abstrait, soit a ∈ AK , ( , L/K)
le symbole de la norme résiduelle L/K, alors
(a, K˜/K) = φ
vK(a)
K
où φK est le Frobenius générique de K˜/K.
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2)Le Frobenius logarithmique est un générateur du sous-groupe de décomposition. C’est
une conséquence du théorème fondamental de la théorie `-adique 3.1.1 : en effet dans cette
correspondance `-adique du corps des classes le sous-groupe de décomposition associé à
une place p de K correspond à l’image dans GabK du sous-groupe RKp de JK .
3)Lorsque p 6 |`, les valuations classique et logarithmique sont proportionnelles : en effet
p˜ip = pip la Z`-extension non ramifiée et la Z`-cyclotomique coïncident alors. Ainsi symbole
d’Artin classique et symbole d’Artin logarithmique correspondent sur les idéaux.
4)L’application précédente s’étend par multiplicativité à D`
f˜L/K
K : en effet par hypothèse
L/K est une `-extension.
Proposition 3.3.5. Propriétés de l’application d’Artin logarithmique
L’application d’Artin logarithmique satisfait les propriétés suivantes pour L/K une `-
extension abélienne finie, f˜L/K le conducteur global de l’extension L/K :
i) Si M est intermédiaire entre L et K, alors la restriction de (˜L/Ka ) à M est (˜
M/K
a ), pour
tout a ∈ D`f˜L/KK .
ii) Si L et L′ sont des `-extensions abéliennes, et si nous considérons Gal(LL′/K) comme
sous-groupe de Gal(L/K)×Gal(L′/K), via l’application σ ∈ Gal(LL′/K)→ (σ|L, σ|L′) ∈
Gal(L/K)×Gal(L′/K), alors ˜(LL′/Ka ) est ((˜L/Ka ), (˜L
′/K
a )) pour tout a ∈ D`
f˜LL′/K
LL′ .
iii) Si K ′ est une sous-extension quelconque de K et si nous considérons Gal(LK’/K’)
comme isomorphe par restriction à L, à un sous-groupe du Gal(L/K), alors la restriction
de ˜(LK
′/K′
a′ ) à K est
˜( KNK′/Ka′ ) pour tout a
′ ∈ D`f˜L/K′K′ .
iv) En particulier si M est un sous-corps entre L et K, alors (˜L/MU ) = (˜
L/K
NMU
), pour tout
U ∈ D`f˜L/KM .
Démonstration. i) Il suffit de vérifier la propriété pour chaque premier p. Cela résulte dans
ce cas de la propriété de fonctorialité de l’application de réciprocité : resM ◦ φL/K(p˜ip) =
φM/K(p˜ip).
ii) est une conséquence de i).
iii) Cette propriété correspond à l’égalité entre les deux termes suivants : ˜(LK
′/K′
a′ )|K =
φLK′/K′(a
′) et ˜( LNK′a′ ) = φL/K(NK′(a
′)) pour tout a′ ∈ D`f˜L/K′K′ . Par fonctorialité de
l’application de réciprocité, nous en déduisons le diagramme commutatif :
Gal(L′/K ′)
rL′/K′//

JK′/NL′/K′JL′ · RK′
NK′/K

Gal(L/K) rL/K
// JK/NL/KJL · RK
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où rL/K est l’application de réciprocité de la théorie `-adique du corps des classes. Par
conséquent pour le symbole logarithmique global, nous avons le diagramme commutatif :
JK′
( ,L′/K′)//
NK′/K

Gal(LK ′/K ′)
res

JK
( ,L/K)
// Gal(L/K)
et la propriété se déduit alors de res ◦ ( , LK ′/K ′) = ( , L/K) ◦NK′/K .
iv) est un cas particulier de iii) en prenant K ′ = L.
Définition 24. Le noyau de l’application précédente ( L˜/K. ) est noté A`L/K et appelé le
sous-module d’Artin logarithmique.Pour tout module m divisible par le conducteur logarith-
mique global de l’extension L/K,nous posons A`L/K,m = AL/K ∩D`mK .
Théorème 3.3.1. Théorème d’approximation `-adique [Gr1, II.2]
Le morphisme de semi-localisation
RK −→
∏
p∈S
RKp
est surjectif pour tout ensemble fini de places S. En effet, l’image de RK est un sous-Z`-
module compact et dense.
Théorème 3.3.2. Soit L/K une `-extension abélienne finie, m un module de K divisible
par le conducteur logarithmique global de l’extension L/K alors la restriction de ( L˜/K. ) à
D`mK , est surjective et induit un isomorphisme entre D`
m
K/A`L/K,m et Gal(L/K).
Démonstration. Soit σ ∈ Gal(L/K), nous savons que le symbole global logarithmique
est surjectif. Ainsi il existe α = (αp) ∈ JK tel que : (α,L/K) = σ. Par le théorème
d’approximation, JK = JmK RK . Il s’ensuit α = β.γ avec β ∈ JmK et γ ∈ RK . Comme
nous connaissons le noyau du symbole global (NL/K(JL)RK) : (α,L/K) = (β, L/K) = σ.
Considérons alors le diviseur logarithmique associé à β :
∏
pv˜p(β) ∈ D`mK , et son image est
σ.
Proposition 3.3.6. Soit L/K une `-extension abélienne finie, p un premier de K loga-
rithmiquement non ramifiée dans L. Supposons que pα soit la plus petite puissance de p
contenue dans le noyau de l’application d’Artin logarithmique. Alors p se décompose dans
L en [L : K]/α premiers distincts.
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Nous définissons donc maintenant les modules de Takagi logarithmiques. Nous prouvons
que le Z`-module de Takagi logarithmique correspond au noyau de l’application d’Artin
logarithmique.
Définition 25. Soit L/K une `-extension abélienne, un cycle m de K est dit admissible
pour l’extension si c’est un multiple du conducteur f˜L/K , où
f˜L/K =
∏
f˜p
est le produit des conducteurs locaux fp.
Définition 26. Soit K un corps de nombres, un cycle (ou module) de K est un produit
de places de K.
Définition 27. Soit L/K une `-extension abélienne, m un cycle admissible, nous définis-
sons :
J (m)K =
∏
p6|m
RKp
∏
p|m
U˜vp(m)Kp
R(m)K = RK ∩ J (m)K .
Définition 28. Étant donné un corps de nombres K, et m un cycle de K, nous posons
U˜ (m)K =
∏
p6|m
U˜Kp
∏
p|m
U˜vp(m)Kp
où vp(m) est la p-participation de p dans m et U˜vp(m)Kp le terme correspondant de la filtration
du groupe des unités logarithmiques.
Définition 29. Soit L/K une `-extension abélienne, le Z`-module de Takagi logarithmique
est défini par :
T`L/K = P`
(˜fL/K)
K ·NL/K(D`
f˜L/K
L )
où P`
(˜fL/K
K ) est le sous-module des diviseurs logarithmiques principaux associés aux élé-
ments de R(˜fL/K)K .
Remarque : Il faut noter l’analogie entre la définition du module de Takagi logarithmique
avec celle du groupe de Takagi classique.
Définition 30. Soit L/K une `-extension abélienne et m un cycle admissible, le module
de Takagi logarithmique associé à m est défini par :
T`mL/K = P`
(m)
K ·NL/K(D`mL )
avec D`mK le sous-groupe des diviseurs logarithmiques premiers à m, NL/K(D`
m
L ) le sous-
groupe de D`mK constitué par les éléments de la forme NL/K(A), où A est un diviseur
logarithmique de L premier à m (i.e. par définition premier à tout idéal P de L au dessus
d’un idéal p|m) et P`(m)K le sous-groupe des diviseurs logarithmiques principaux correspon-
dant à l’image R(m)K .
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Théorème 3.3.3. L/K étant une `-extension abélienne finie, nous avons l’égalité :
A`L/K = T`L/K .
En particulier pour tout module admissible m, nous avons :
A`mL/K = T`
m
L/K .
Démonstration. Pour simplifier les notations, nous notons le conducteur logarithmique
global rattaché à l’extension par f˜. Par le théorème 6.3.1, nous avons :
Gal(L/K) ' JK/NL/KJLRK .
D’après le théorème d’approximation, nous avons
JK = J f˜KRK .
Ainsi nous obtenons :
Gal(L/K) ' J f˜K/NL/KJ f˜LRf˜K .
Or les éléments de U˜ (˜f)K =
∏
p6|˜f U˜Kp
∏
p|˜f U˜
vp (˜f)
Kp
sont par construction des normes :
si p 6 |˜f, alors p est logarithmiquement non ramifiée et les unités sont normes, de plus si p|˜f,
c’est la définition du conducteur qui implique que ces éléments sont normes. D’après cette
remarque, nous obtenons :
Gal(L/K) ' J f˜K/NL/KJ f˜L U˜ (˜f)K Rf˜K .
Or le théorème d’approximation simultanée donne : U˜ (˜f)K Rf˜K = U˜KR(˜f)K . Ainsi en utilisant
cette égalité et en quotientant par U˜K , nous obtenons :
Gal(L/K) ' D`f˜K/P`(f˜)K ·NL/K(D`f˜L).
Lemme 3.3.1. Avec les mêmes notations que précédement, nous avons :
U˜ (˜f)K Rf˜K = U˜KR(˜f)K .
Démonstration. Considérons α ∈ U˜ (˜f)K Rf˜K et écrivons α = ur avec u ∈ U˜ (˜f)K et r ∈ Rf˜K .
Cette dernière condition implique que pour les places p divisant le conducteur, la compo-
sante locale rp est une unité logarithmique. Or le théorème d’approximation nous donne
un élément β un idèle principal, dont les composantes locales pour les places qui divisent
le conducteur valent rp. De sorte que αβ−1 ∈ U˜KR(˜f)K . D’où la première inclusion.
Réciproquement, considérons α ∈ U˜KR(˜f)K et écrivons α = ur avec cette fois ci u ∈ U˜K
et r ∈ R(˜f)K . Comme u ∈ U˜K , la composante locale up est une unité logarithmique et en
particulier pour les p|˜f. Or le théorème d’approximation nous donne un idèle principal β
dont les composantes locales pour les premiers p|˜f valent up. Ainsi αβ−1 ∈ U˜ (˜f)K Rf˜K . D’où
l’égalité.
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3.3.4 Exemple : le cas quadratique
On considère l’extension quadratique suivante : Q(
√
d)/Q. Il s’agit d’une `-extension pour
` = 2. Or dans le cas d’une `-extension, la ramification au sens classique et la ramification
au sens logarithmique ne diffèrent que pour les places au dessus de `, voir [Ja3].
1) Considérons d’abord une place p qui ne divise pas 2 :
- soit la place p est ramifiée au sens classique, et donc dans ce contexte, au sens loga-
rithmique : alors le Frobenius classique et le Frobenius logarithmique ne sont pas définis
-soit la place p est non ramifiée au sens classique et logarithmique : deux sous cas sont
alors à envisager
soit p est inerte et log-inerte : alors le sous-groupe de décomposition est isomorphe au
groupe de Galois de l’extension quadratique. Il est alors de cardinal 2 et contient l’identité,
et le Frobenius qui coïncide ici avec le Frobenius logarithmique.
soit p est totalement décomposée et totalement log-décomposée : le sous-groupe de
décomposition est alors trivial, et il en est de même pour le Frobenius classique et le
Frobenius logarithmique.
2) Étudions le cas de 2 :
Dire que 2 est une place logarithmiquement non ramifiée équivaut par définition à :
[Q2(
√
d) ∩ Q̂c2 : Q2] = 1
où Q̂c2 désigne la Ẑ-extension cyclotomique de Q2. Or Q̂c2 est le compositum de toutes le
Zq-extensions cyclotomiques pour tous les q premiers. Celles-ci sont linéairement disjointes
de groupe de Galois Zp et seule Z2 possède un quotient isomorphe à Z/2Z de sorte que la
non-ramification au sens logarithmique de 2 se traduit par :
Q2(
√
d) ⊆ Qc2
où Qc2 désigne la Z2-extension cyclotomique de Q ; et comme cette extension est cyclique,
on peut se cantonner au premier étage, à savoir :
Q2(
√
d) ⊆ Q2(
√
2).
Soit un corps K, a, b deux éléments de K×, alors on a :
K(
√
a) = K(
√
b)⇔ a/b ∈ K×2.
D’où les deux cas envisageables :
Q2(
√
d) = Q2
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ou
Q2(
√
d) = Q2(
√
2)
à savoir
d ∈ Q×2 2
ou
d/2 ∈ Q×2 2.
D’après [Se2, théorème 3 et corollaire], les carrés de Q2 sont de la forme 2n.u où u est une
unité 2-adique congrue à 1 mod 8 et n est un entier rationnel pair . Ce qui nous amène
aux deux congruences suivantes :
d ≡ 1 mod 8
ou
d/2 ≡ 1 mod 8
.
Si d ≡ 1 mod 8, Q2(
√
d) = Q2, l’extension locale est triviale, il en est de même du sous-
groupe de décomposition. 2 est à la fois décomposée et logarithmiquement décomposée.
Si d ≡ 2 mod 16, 2 est une place ramifiée au sens classique mais logarithmiquement inerte.
Son sous-groupe de décomposition est de cardinal 2, il contient l’élément neutre et un autre
qui correspond au Frobenius logarithmique Comme Q2(
√
d)/Q2 est la sous-extension réelle
maximale de Q2(ζ8)/Q2, à savoir fixée par <−1>, avec Gal(Q2(ζ8)/Q2) ' (Z/8Z)×. Nous
pouvons alors expliciter le Frobenius logarithmique de 2. Le choix du dénominateur de la
valuation logarithmique impose l’uniformisante logarithmique en 2 : 2˜ = 1 + 2 = 3. Ainsi
nous avons :
(
K˜/Q
2
)(ζ8) = ζ
3
8
3.3.5 Un cas cubique
On considère l’extension Q(cos(2pi/9))/Q, extension cubique de polynôme minimal x3 −
3/4x + 1/8. Dans cette extension 3 est une place ramifiée au sens classique, étudions la
ramification au sens logarithmique. Dire que p est logarithmiquement non ramifiée dans
K = Q(cos(2pi/9)), signifie par définition que e˜p = 1 à savoir :
Kp ⊆ Q̂3
où Q̂3 désigne la Ẑ-extension cyclotomique de Q3. Or Q̂3 est le compositum de toutes
les Zq-extensions cyclotomiques pour tous les premiers q. Ces extensions sont linéairement
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disjointes, et seule la Z3-extension cyclotomique contient un sous-groupe isomorphe à Z/3Z
de sorte que la non-ramification logarithmique se traduit par :
Kp ⊆ Qc3
où Qc3 désigne la Z3-extension cyclotomique de Q3, comme c’est cyclique on peut se limiter
au premier étage, ce qui donne :
Kp ⊆ Q3(cos(2pi/9))
par suite 3 est logarithmiquement non ramifiée dans K. Le sous-groupe de décomposition
est alors isomorphe au groupe de Galois de l’extension locale i.e Gal(Q3(cos(2pi/9))/Q3),
il contient trois éléments parmi lesquels se trouve le Frobenius logarithmique de 3. Par
définition le Frobenius logarithmique en 3 correspond à l’image de l’uniformisante p˜i3 =
1 + 3 = 22 via le symbole local logarithmique, par suite le Frobenius logarithmique en 3
correspond à la restriction pour l’extension considérée de ζ −→ ζ−2 .
3.3.6 Autre exemple
On considère l’extension biquadratique suivante : Q(
√
2,
√
17)/Q, qui contient les sous-
extensions quadratiques suivantes : Q(
√
2)/Q, Q(
√
34)/Q, Q(
√
17)/Q.
Q(
√
2,
√
17)
qqq
qqq
qqq
q
MMM
MMM
MMM
M
Q(
√
2)
MMM
MMM
MMM
MMM
Q(
√
34) Q(
√
17)
ppp
ppp
ppp
ppp
Q
Bilan de la ramification classique :
-2 est ramifiée dans Q(
√
2)/Q
-2 est ramifiée dans Q(
√
34)/Q
-2 est décomposée dans Q(
√
17)/Q.
Bilan de la ramification logarithmique :
Par application des résultats obtenus dans l’exemple 1 :
-2 est log-inerte dans Q(
√
2)/Q : en effet Q2(
√
2) ⊆ Q2(
√
2)
-2 est log-inerte dans Q(
√
34)/Q
-2 est log-décomposée dans Q(
√
17)/Q.
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Au final dans l’extension Q(
√
2,
√
17)/Q, la place 2 est ramifiée au sens classique, mais log
non ramifiée car nous avons le compositum d’une extension log-inerte et d’une extension
log-décomposée. Par suite le Frobenius classique n’est pas défini, alors que le Frobenius
logarithmique l’est : cela montre que l’on ne peut pas toujours les comparer.
3.3.7 Généralisation : du cas quadratique à celui d’une `-extension
Théorème 3.3.4. Cas général d’une `-extension
Considérons K/Q une `-extension abélienne finie et p une place de K.
-Si p n’est pas au dessus de `, ramification classique et logarithmique coïncident. Si p est
une place non ramifiée dans un sens ou dans l’autre, Frobenius classique et logarithmique
coïncident également.
-Si p est au dessus de `, les seuls cas possibles sont les suivants :
-soit p est totalement décomposée au sens logarithmique et au sens classique. Le sous-
groupe de décomposition est trivial, et Frobenius classique et logarithmique sont tous deux
égaux et triviaux.
-soit p est logarithmiquement non ramifiée mais ramifiée au sens classique. Alors seul
le Frobenius logarithmique existe.
Démonstration. Dans le premier cas, les uniformisantes classique et logarithmique sont
égales, les symboles locaux correspondent : d’où l’égalité des Frobenius classique et loga-
rithmique.
Dans le deuxième cas, considérons p au dessus de `, telle que p soit logarithmiquement
non ramifiée. Comme nous travaillons avec une `-extension, cette condition se traduit de
la façon suivante :
Kp ⊆ Qc`
, où Qc` désigne la Z`-extension cyclotomique de Q`. Comme K/Q est une extension finie,
nous pouvons nous limiter aux premiers étages de la Z`-extension cyclotomique, à savoir
il existe un entier n tel que
Kp ⊆ Bn+1
, où Bn+1 désigne la sous-extension réelle maximale de Q`(ζ`n+1) avec ζ`n+1une racine
`n+1-ième primitive de l’unité et [Bn+1 : Q`] = `n. Ceci nous amène à :
Kp = Q` ou Kp = Bn+1.
Dans le premier sous-cas, l’extension locale est triviale : la place est complètement décom-
posée au sens classique et au sens logarithmique. Dans le deuxième, p est ramifiée au sens
classique mais logarithmiquement non ramifiée au sens logarithmique.
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4 Approche type corps des classes de rayon de la théorie
logarithmique
4.1 Corps des classes de rayon logarithmique
Proposition 4.1.1. Soit K un corps de nombres et m un cycle de K. Le sous-module
U˜ (m)K ·RK est un sous-module fermé de JK , d’après la théorie `-adique du corps des classes,
il correspond à une `-extension abélienne de K, notée K(m) et telle que :
i) K(m) est logarithmiquement non ramifiée en dehors de m
ii) NK(m)/K(JK(m)) · RK = U˜ (m)K · RK
iii) Gal(K(m)/K) ' JK/U˜ (m)K · RK := C`mK
Interprétation idélique
JmK =
∏
p6|m
RKp
∏
p|m
U˜Kp
RmK = RK ∩ JmK .
Par le théorème d’approximation nous avons JK = JmK RK ainsi nous obtenons :
C`mK = JmK /U˜ (m)K · RmK .
Or JmK = (
∏
p6|mRKp)RmK , d’après le théorème d’approximation ainsi en utilisant le théo-
rème du double quotient il vient :
C`mK = (
∏
p6|m
RKp)/U (m)K RmK ∩ (
∏
p6|m
RKp).
Il suit
C`mK = (
∏
p6|m
RKp)/
∏
p6|m
U˜Kp [(
∏
p6|m
RKp) ∩RmK
∏
p|m
U˜vp(m)Kp ].
Les éléments du dénominateur correspondent aux idèles principaux dans R(m)K , finalement
C`mK ' D`mK/P`mK .
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4.2 Sous-modules de congruences logarithmiques
Dans cette partie, nous introduisons les sous-modules de congruences au sens logarith-
mique, analogues du cas classique. Nous définissons une relation d’équivalence pour ces
sous-modules et sommes amenés à considérer le module, dit de congruence primitif d’une
classe d’équivalence, associé au conducteur de la classe de congruences. Nous renvoyons à
[Gr2, I.10], [Jan, chapitre 5, §6] pour le cas classique.
Définition 31. Nous appelons sous-module de congruence logarithmique de K tout couple
de la forme (m,C) avec m un module de K et C un sous-Z`-module fermé d’indice fini de
D`K vérifiant les inclusions suivantes :
P`
(m)
K ⊆ C ⊆ D`mK .
Nous dirons alors que m est un module de définition du sous-module de congruence C.
Définition 32. Soient (m,C) et (m′, C ′) deux sous-modules de congruences logarith-
miques. Nous dirons qu’ils sont équivalents (m,C) ' (m′, C ′) si nous avons :
C ∩D`m′K = C ′ ∩D`mK .
Proposition 4.2.1. Cette relation, définie sur les sous-modules de congruences, est une
relation d’équivalence.
Démonstration. Cette relation est clairement réflexive et symétrique. Montrons alors qu’elle
est transitive : soient (m,C), (m′, C ′) et (m′′, C ′′) des sous-modules de congruences vérifiant
(m,C) ' (m′, C ′) et (m′, C ′) ' (m′′, C ′′), ce qui nous donne :
C ∩D`m′K = C ′ ∩D`mK et C ′ ∩D`m
′′
K = C
′′ ∩D`m′K .
Ainsi, nous obtenons
(C ∩D`m′K ) ∩D`m
′′
K = C
′ ∩D`mK ∩D`m
′′
K = (C
′ ∩D`m′′K ) ∩D`mK = C ′′ ∩D`m
′
K ∩D`mK .
Finalement (C ∩D`m′′K ) ∩D`m
′
K = (C
′′ ∩D`mK) ∩D`m
′
K . Or si nous considérons un diviseur
logarithmique d ∈ C ∩D`m′′K , modulo P`pgcd(m
′,m′′)
K , il devient premier à m
′ d’où l’égalité.
Proposition 4.2.2. Si (m,C) est un sous-modules de congruences, alors pour tout multiple
m′ de m nous avons (m,C) ' (m′, C ∩D`m′K ).
Démonstration. Clair.
Lemme 4.2.1. Soit m un module donné de K, et aP`mK un élément de D`
m
K/P`
m
K . Alors
pour tout idéal m′ de K, il existe un diviseur logarithmique a′ ∈ aP`mK premier à m′.
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Démonstration. Nous savons que D`mK/P`
(m)
K ' JmK /R(m)K . Et RK −→
∏
p|m1 RKp est une
application surjective d’après le théorème d’approximation. Par suite il existe un diviseur
logarithmique a′ ∈ aP`(m)K , premier à m′.
Proposition 4.2.3. Si (m,C) ' (m′, C ′) alors les quotients D`mK/C et D`m
′
K /C
′ sont
isomorphes.
Démonstration. Nous procédons comme dans le cas classique, [Gr2]proposition I.3, en
construisant une application de D`mK/C dans D`
m′
K /C
′. Soit a ∈ D`mK , alors par appli-
cation du lemme précédent, nous savons qu’il existe un diviseur logarithmique a′ tel que
a′ ∈ D`m′K et a′ ∈ aP`(m)K . Or par hypothèse, P`(m)K ⊂ C, il suit donc que a′ ∈ aC. Nous
considérons alors l’application qui à aC fait correspondre a′C ′. Il s’agit en effet d’une ap-
plication : si a′′ ∈ aC et est premier avec m′, alors a”/a ∈ C ∩D`m′K = C ′ ∩D`mK ⊂ C ′. Le
noyau de cette application est trivial : en effet, si a′ ∈ C ′, alors a′ ∈ C ′∩D`mK = C ∩D`m
′
K ,
il en résulte que a′ ∈ C, ainsi a ∈ C car a/a′ ∈ C. L’isomorphisme provient du fait que
nous pouvons échanger les rôles de D`mK/C et D`
m′
K /C
′, qui sont finis.
Notons C une classe de sous-modules de congruences de K, pour tout (m,C) ∈ C, nous
disons que m est un module de définition de la classe C. Nous notonsMC l’ensemble des
modules de définition d’une classe C.
Remarque :
Si (m,C) ' (m′, C ′) avec un même module de définition m, alors C = C ′. Donc à module
fixé, chaque classe C contient un élément (m,C) au plus.
Lemme 4.2.2. Soit (m,C) un module de congruences, n un diviseur de m. Alors une
condition nécessaire et suffisante pour que (m,C) ∼ (n,CP`(n)K ) est que nous ayons :
P`
(n)
K ∩D`mK ⊂ C.
Démonstration. Supposons P`(n)K ∩D`mK ⊂ C ; le but est de montrer (m,C) ∼ (n,CP`(n)K )
à savoir D`mK ∩ CP`(n)K = D`nK ∩ C = C, compte tenu du fait que nous avons n|m. Soit
cψ(α) ∈ D`mK ∩ CP`(n)K avec c ∈ C et ψ(α) ∈ P`(n)K . Comme c ∈ C, nous avons c ∈ D`mK
ainsi ψ(α) ∈ D`mK ∩ P`(n)K . Finalement en utilisant l’hypothèse nous obtenons ψ(α) ∈ C.
Réciproquement supposons que (m,C) ∼ (n,CP`(n)K ), montrons qu’alors P`nK ∩D`mK ⊂ C.
Soit ψ(α) ∈ P`(n)K et ψ(α) premier à m ; alors ψ(α) ∈ D`mK ∩ CP`(n)K = C par hypothèse.
Théorème 4.2.1. Soit (m,C) dans une classe donnée de K. Alors une condition nécessaire
et suffisante pour qu’un diviseur n de m soit un élément de MC est P`(n)K ∩ D`mK ⊂ C.
Lorsque cette condition est réalisée, alors nous avons (n,CP`(n)K ) ∈ C.
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Démonstration. Si la condition est vérifiée, le lemme précédent nous dit (n,CP`(n)K ) ∈ C,
donc n ∈MC . Réciproquement, s’il existe C ′ tel que (n,C ′) ∼ (m,C), nous prenons ψ(α) ∈
P`K∩D`mK , et comme P`(n)k ⊂ C ′, il en résulte que ψ(α) ∈ C ′∩D`mK ; or C ′∩D`mK = C∩D`nK
par hypothèse, d’où ψ(α) ∈ C.
Théorème 4.2.2. Soit C une classe de congruences de K, si n et n′ appartiennent àMC,
alors n = pgcd(n, n′) ∈MC. Il existe donc dansMC un unique élément f˜C minimum pour la
relation de divisibilité restreinte àMC. Cet élément est appelé le conducteur logarithmique
de la classeMC.
Démonstration. Soient (n′, C ′) et (n′′, C ′′) appartenant à C. Posons m = nn′ et considé-
rons (m,C) avec C = C ′ ∩ D`mK ; alors (m,C) ∈ C car (m,C) ∼ (n′, C ′). Traduisons les
équivalences (m,C)) ∼ (n′, C ′) et (m,C) ∼ (n′′, C ′′) en utilisant la condition équivalente
du théorème précédent, nous avons :
P`
(n
′
)
K ∩D`mK
P`
(n
′′
)
K ∩D`mK .
Soit n = pgcd(n′, n′′), le but est alors de prouver que P`nK ∩ D`mK . Soit α ∈ RnK tel
que ψ(α) ∈ P`nK ∩ D`mK . Alors par le théorème de représentation, nous pouvons trouver
un x ∈ RK tel que : x/α ∈ R(n
′)
K et x/α ∈ Rn
′′
K . Par hypothèse, α est premier à m,
et x est premier à n et à n′ donc à m. IL suit donc que x/α ∈ P`n′K ∩ D`mK ⊂ C et
x/α ∈ P`n′′K ∩D`mK ⊂ C, d’où le résultat.
Définition 33. Étant donné C, l’élément f˜C s’appelle le conducteur de la classe C. Il existe
donc un unique sous-module de congruences logarithmiques de C de module f˜C et qui est
appelé le sous-module de congruences primitif de C.
Définition 34. Soient C et C′ deux classes de congruences de K, et m un module commun
de définition de C et C′, alors (m,C) ∈ C et (m,C ′) ∈ C′ :
i) on dit que C ∈ C′ si C ⊂ C ′, cette relation est une relation d’ordre
ii)on appelle intersection de C et C′, la classe notée C ∩ C′ du sous-module (m,C ∩ C ′)
iii) on appelle composée de C et C′, la classe notée CC′ du sous-module de congruences
(m,CC ′).
Démonstration. Pour le cas classique nous renvoyons à [Gr2]I.16.
Il faut montrer que ces définitions ont un sens. Or pour un module fixé (commun à C et
à C′), on sait que C et C ′ sont uniques. Il suffit alors de vérifier que les définitions sont
indépendantes du choix de ce module commun m.
Soitm1 un autre module commun et soient C1 et C ′1 tels que (m1, C1) ∈ C1 et (m′1, C ′1) ∈ C′ ;
nous avons alors : D`m1K ∩ C = D`mK ∩ C1 et D`m1K ∩ C ′ = D`mK ∩ C
′
1 par hypothèse.
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i) Soit a1 ∈ C1 ; on peut choisir α1 ∈ P`(m1)K ⊂ C1 tel que a1α1 ∈ D`mK∩C1 ; a1α1 ∈ D`m1K ∩
C et alors comme par hypothèseC ⊂ C ′, nous avons a1α1 ∈ C ′ , soit a1α1 ∈ C ′ ∩D`m1K =
D`mK ∩ C ′1 ; nous obtenons donc a1α1 ∈ C ′1 d’où a1 ∈ C ′1 puisque α1 ∈ P`(m1)K ∈ C ′1, et
C1 ∈ C ′1.
Nous pouvons aussi vérifier que ceci définit une relation d’ordre : on a C ⊂ C car (m,C) ∼
(m,C) d’où en particulier C ⊂ C : si nous avons C ⊂ C′ et C′ ⊂ C′, alors C ⊂ C ′ et C ′ ⊂ C
soit C = C ′ et C = C′. Si nous avons C ⊂ C′ et C′ ⊂ C′′, alors nous pouvons superposer m
commun aux trois classes et nous aurons C ⊂ C ′ et C ′ ⊂ C ′′ soit C ⊂ C ′′ soit C ⊂ C′′.
ii) Il faut comparer (m1, C1∩C ′1) et (m,C∩C ′) soit encore D`m1K ∩C∩C ′ et D`mK ∩C1∩C ′1
dont nous voyons directement qu’ils sont égaux étant donné que (m1, C1) ∼ (m,C) et
(m1, C
′
1) ∼ (m,C).
iii) Comparons ici D`m1K ∩ CC ′ et D`mK ∩ C1C ′1. Soit a ∈ D`m1K ∩ CC ′, alors nous écrivons
a = cc′, avec c ∈ C et c′ ∈ C ′ ; dans la classe de c (respectivement c′) modulo P`(m)K soit c1
(respectivement c′1) premier àm1. Nous avons donc c = αc1 et c′ = α
′
c′1 avec α et α
′ ∈ P`mK
et c1 ∈ D`m1K ∩C = D`mK ∩C1 et de même c′1 ∈ D`mK ∩C ′1. Nous obtenons donc a = αα
′
c1c
′
1
avec c1c′1 ∈ D`mK∩C1C ′1 ; comme a ∈ D`m1K et que c1c′1 ∈ C1C ′1 ⊂ D`m1K , il en résulte que or
αα
′ ∈ D`m1K , or αα
′ ∈ P`(m)K ⊂ C ∩C ′ donc αα
′ est dans D`m1K ∩C ∩C ′ = D`K ∩C1 ∩C ′1,
d’où le résultat (l’autre inclusion s’établissant de façon analogue).
Définition 35. Soit K ′ une extension quelconque de K et soit C une classe de congruences
de K, on appelle relèvement normique de C dans K ′ , la classe C′ de K ′ ainsi définie : soit
(m,C) ∈ C, alors C′ est la classe de (m′, C ′) avec m′ l’étendu à K ′ de m et C ′ = {a′ ∈
D`m
′
K′ , NK′(a
′) ∈ C}. On pose (m′, C ′) = N−1K′ (m,C) et C′ = N−1K′ (C).
Démonstration. Pour le cas classique, nous renvoyons à [Gr2]I.17.
Si (m1, C1) ∈ C est un autre représentant de C, montrons que dans K ′ (m′1, C ′1) ∼ (m′, C ′)
(en désignant de même N−1K′ (m1, C1) par (m
′
1, C
′
1)).
Si a′ ∈ C ′ ∩D`m′1K′ , alors NK′a′ ∈ C mais a′ est premier à m′1 donc NK′a′ ∈ D`m1K et par
suite NK′a′ ∈ C ∩ D`m1K = C1 ∩ D`mK et NK′a′ ∈ C1 ; comme a′ est premier à m′1, nous
trouvons bien que a′ ∈ C ′1 ; comme nous avons a′ ∈ C ′, nous avons aussi a′ ∈ C ′1 ∩D`m
′
K′ ,
d’où le résultat (par symétrie).
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4.3 La correspondance du corps des classes
Nous considérons la correspondance suivante : à toute `-extension abélienne L de K, nous
associons la classe CL/K du sous-module de congruences (˜fL/K , P `(˜fL/KK ·NL/K(D`
f˜L/K
L ) c’est-
à-dire la classe du sous-module de congruences (˜fL/K , A`L/K). Le but de cette partie est
de montrer que cette application constitue une bijection entre les `-extensions abéliennes
finies de K et les classes de congruences.
Définition 36. Soit (m,C) un groupe de congruences quelconque de K, alors on dit qu’une
`-extension abélienne finie L de K est corps de classes sur K pour (m,C) si (m,C) ∈ CL/K
i.e (m,C) ∼ (˜fL/K , T `L/K).
Lemme 4.3.1. Soit L une `-extension de K, corps des classes pour le sous-module de
congruences (m,C) ; si C ′ est un sous-module de D`mK tel que l’on ait C ⊂ C ′ ⊂ D`mK ,
alors il existe un sous-corps L′ de L contenant K corps de classes pour le sous-module de
congruences (m,C ′)
Démonstration. On a par hypothèse que (m,C) ∼ (˜fL/K , A`L/K) donc par définition de
la relation d’équivalence D`
f˜L/K
K ∩ C = A`L/K ∩D`mK . Notons H l’image par l’application
d’Artin logarithmique du sous groupe C ′∩D`f˜L/KK de D`mK . H est un sous-groupe du groupe
de Galois Gal(L/K) de l’extension, et on note L′ son corps des points fixes.
Notons f˜L′/K le conducteur global de l’extension L′/K, alors on a f˜L′/K |˜fL/K . Le but est
de prouver que L′ est corps des classes pour (m,C ′), ce qui signifie :
(m,C ′) ∼ (˜fL′/K , A`L′/K) ∼ (˜fL/K , A`L′/K,˜fL/K )
à savoir que C ′ ∩D`f˜L/KK = D`mK ∩A`L′/K,˜fL/K .
Soit a′ ∈ C ′ ∩ D`f˜L/KK , alors ( L˜/Ka′ ) ∈ H et ( L˜
′/K
a′ ) = 1, donc a
′ ∈ A`L′/K,˜fL/K . De plus
par hypothèse, on sait que a′ ∈ C ′, avec C ′ ⊂ D`mK , ainsi on en déduit que a′ ∈ D`mK ∩
A`L′/K,˜fL/K .
Réciproquement, considérons a′ ∈ D`mK ∩ A`L′/K,˜fL/K alors (
L˜′/K
a′ ) = 1 et (
L˜/K
a′ ) ∈ H.
Or H est l’image du sous-groupe C ′ ∩ D`f˜L/KK , par suite il existe donc b′ ∈ C ′ ∩ D`
f˜L/K
K
tel que( L˜/Ka′ ) = (
L˜/K
b′ ), à savoir (
L˜/K
a′b′−1 ) = 1. On en déduit alors que a
′b′−1 ∈ A`L/K et
a′b′−1 ∈ D`mK . Finalement a′b′−1 ∈ A`L/K ∩D`mK , or A`L/K ∩D`mK = C ∩D`
f˜L/K
K , puisque
par hypothèse que (m,C) ∼ (˜fL/K , A`L/K). Il suit que a′b′−1 ∈ C ∩ D`f˜L/KK . De part
l’inclusion C ∈ C ′, on obtient que a′b′−1 ∈ C ′ ∩D`f˜L/KK et finalement a′ ∈ C ′ ∩D`
f˜L/K
K .
76
Corollaire 9. Si L est corps de classes pour C, et si C′ est une classe de congruences telle
que C ⊂ C′, alors il existe un corps L′, avec K ⊂ L′ ⊂ L, corps des classes pour C′.
Lemme 4.3.2. Soient L et L′ deux `-extensions abéliennes de K, soit m un module quel-
conque de K , alors on a les propriétés suivantes :
i) A`LL/K′,m = A`L/K,m ∩A`L′/K,m
ii) L ⊂ L′ équivaut à A`L′/K,m ⊂ A`L/K,m
iii) SiK ′ est une extension deK, alors on a A`
LK′/K′,m˜fL/K = {a′ ∈ D`m
˜fL/K
K′ (K
′), NK′/K(a′) ∈
A`L/K,m}.
Démonstration. i) On considère Gal(LL′/K) comme isomorphe à un sous-groupe de Gal(L/K)×
Gal(L′/K), via l’application ˜(LL
′/K
. ) → (˜L/K. ) × (˜L
′/K
. ). De plus si a ∈ A`LL′/K,m, alors
a ∈ A`LL′/K i.e a est premier à f˜LL′/K , donc à f˜L/K et f˜L′/K . Réciproquement si a est
premier avec f˜L/K et f˜L′/K , alors par la propagation de la non-ramification logarithmique,
a est premier avec f˜LL′/K . Ainsi a ∈ A`LL′/K,m équivaut à a ∈ A`L/K,m ∩A`L′/K,m.
ii) Si L ⊂ L′ alors A`L′/K,m ⊂ A`L/K,m d’après le i) de la proposition précédente.
Réciproquement supposons queA`L′/K,m ⊂ A`L/K,m, alors d’après i)A`LL′/K,m = A`L/K,m∩
A`L′/K,m, il s’ensuit alors que A`LL′/K,m = A`L′/K,m. Considérons alors le module m′ =
mf˜LL′/K ; on a alors les égalités :
A`LL′/K,m′ = A`LL′/K,m et A`L′/K,m′ = A`L′/K,m.
En effet, A`LL′/K,m′ = A`LL′/K ∩D`m′K = A`LL′/K ∩D`mK ∩D`
˜fLL′/K
K de part la définition
de m′. D’où A`LL′/K,m′ = A`LL′/K,m ∩D`
˜fLL′/K
K . Or A`LL′/K,m ⊂ D`
˜fLL′/K
K ∩D`mK . D’où la
première égalité.
De même A`K′/K,m′ = A`K′/K,m ∩D`
˜fLL′/K
K . Or A`L′/K,m ⊂ A`L/K,m ∩D`
f˜L′/K
K ∩D`mK ⊂
D`
f˜L/K
K ∩ D`
f˜L′/K
K ∩ D`mK = D`
˜fLL′/K
K ∩ D`
f˜L′/K
K ∩ D`mK ceci par l’hypothèse A`L′/K,m ⊂
A`L/K,m. D’où la deuxième égalité.
Alors d’après le théorème précédent appliqué à m′, on a :
(D`m
′
K : A`LL′/K,m′) = [LL
′ : K] et (D`m
′
K : A`K′/K,m′) = [L
′ : K]
soit LL′ = L′, c’est-à-dire L ⊂ L′.
iii)a′ ∈ A`
LK′/K′,mf˜L/K
si et seulement si a′ ∈ D`mf˜L/KK′ et ( L˜K
′/K′
a′ ) = 1 d’où le résultat
d’après le iii) de la proposition précédente.
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Théorème 4.3.1. Le théorème de correspondance
L’application qui à une `-extension abélienne finie L de K associe la classe CL du sous-
module de congruences (f˜L/K , T `L/K) est une application de l’ensemble des `-extensions
abéliennes de degré fini de K dans celui des classes de congruences de K, qui a les propriétés
suivantes (L,L’ désignant des `-abéliennes de K) :
i) elle est bijective
ii) L ⊂ L′ équivaut à CL′ ⊂ CL,
iii) CLL′ = CL ∩ CL′
iv) CL∩L′ = CLCL′
v) pour toute extension K ′ de K, on a CKK′/K = N−1K′/KCK′ ; en particulier si K ⊂ K ′ ⊂ L,
alors CL/K′ = N−1K′ CL.
Démonstration. Montrons d’abord l’injectivité.
Soient L et L′ corps de classes pour la même classe C, alors nous avons
(˜fL/K , A`L/K) ∼ (˜fL′/K , A`L′/K).
Soit m un multiple de f˜LL′/K ; nous obtenons donc
(m,A`L/K,m) ∼ (˜fL/K , A`L/K) et (m,A`L′/K,m) ∼ (˜fL′/K , A`L′/K).
Il s’ensuit alors que (m,A`L/K,m) ∼ (m,A`L′/K,m) à savoir A`L/K,m = A`L′/K,m, ce qui
équivaut à L = L′ d’après le lemme 7.3.1.
Montrons ensuite la surjectivité.
Étant donné (m,C) un module de congruences, alors par définition : P`(m)K ⊆ C ⊆ D`mK ,
avec P`(m)K ' R(m)K /U˜K et D`mK ' JmK /U˜K . Ainsi la pré-image de C dans le groupe des
idèles, par ψ, est un sous-module fermé de JmK contenant U˜KR(m)K .
Montrons que
JmK /U˜KR(m)K ' JK/RK U˜ (m)K .
L’égalité du lemme 7.3.1 U˜KR(m)K = U˜ (m)K RmK nous donne l’isomorphisme suivant :
JmK /U˜KR(m)K ' JmK /U˜ (m)K RmK .
De plus, comme par le lemme d’approximation JK = JmK RK , nous avons :
JK/RK U˜ (m)K ' JmK RK/U˜ (m)K RK = JmK U˜ (m)K RK/U˜ (m)K RK
ainsi en utilisant le théorème d’isomorphisme des groupes
JK/RK U˜ (m)K ' JmK /JmK ∩ U˜ (m)K RK ' JmK /U˜ (m)K RmK .
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Il suit alors que la préimage de C dans le groupe des idèles est un sous-module fermé de
JK contenant RK U˜ (m)K . Or nous savons qu’il existe une bijection entre les sous-modules
fermés d’indice fini de JK contenant RK et les `-extensions abéliennes finies de K : ainsi
il existe L une `-extension abélienne finie telle que :
Gal(L/K) ' JK/NL/KJLRK ' JmK /NL/KJmL RmK
c’est-à-dire telle que ψ−1(C) = NL/KJmL RmK .
Par conséquent le groupe des normes locales est :
RKp ∩ ψ−1(C) = RKp ∩NL/KJmL RmK = NLP/KpRLP .
Il contient donc RKp ∩ U˜KR(m)K puisque ψ−1(C) le contient.
Ainsi pour p|m, nous avons U˜vp(m)Kp ⊆ NLP/KpRLP . De part la définition du conducteur
logarithmique local, nous en déduisons donc que si p|m alors f˜p|m.
D’autre part, pour p 6 |m, alors nous avons U˜Kp ⊆ NLP/KpRLP puisque U˜Kp ⊆ RKp∩U˜KRmK ,
ce qui implique que l’extension locale est alors logarithmiquement non ramifiée.
En conclusion, nous en déduisons donc que f˜L/K |m.
Notre but est de montrer que (m,C) ∼ ( ˜fL/K , A`L/K).
Mais compte-tenu de la relation de divisibilité, il suffit de prouver que : C = D`mK ∩A`L/K ,
avec C = NL/KD`mL P`
m
K et A`L/K = P`
(˜fL/K)
K · NL/K(D`
f˜L/K
L ). Comme f˜L/K |m, D`mK ⊆
D`
f˜L/K
K et D`
m
K ∩ P`
(˜fL/K)
K = P`
m
K , nous en déduisons bien : C = D`
m
K ∩A`L/K .
Finalement, L est une `-extension abélienne finie telle que (m,C) ∼ ( ˜fL/K , A`L/K) : sa
classe de congruences est donc celle de (m,C) d’où la surjectivité de l’application.
Pour les assertions suivantes, nous choisissons m un module commun aux classes CL, CL′ ,
CLL′ , CL ∩ CL′ (par exemple nous prenons m un multiple de f˜LL′/K). Nous avons donc :
(m,A`L/K,m) ∈ CL,
(m,A`L′/K,m) ∈ CL′ ,
(m,A`LL′/K,m) ∈ CLL′ ,
(m,A`L∩L′/K,m) ∈ CL∩L′ .
Pour ii), le lemme précédent ii) montre que L ⊂ L′ équivaut à A`L′/K,m ⊂ A`L/K,m, soit
CL′ ⊂ CL par définition de l’inclusion des classes.
Pour iii), le lemme précédent i) conduit à A`LL′/K ∩D`mK = A`L/K,m ∩A`L′,m, soit CLL′ =
CL ∩ CL′ .
Pour iv) On utilise la remarque de Gras transposée dans le cas logarithmique, à savoir :
CLCL′ =
⋂
CL⊂C, CL′⊂C C, le théorème d’existence relative 7.10.1 montre que pour chaque C
il existe MC ⊂ L ∩ L′ corps de classes pour C, et on a donc d’après le iii) ∩CC = CM où
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M est le composé des MC . On a donc M ⊂ L ∩ L′, ce qui conduit à CL∩L′ ⊂ CM = CLCL′ .
Comme L ∩ L′ ⊂ L et L ∩ L′ ⊂ L′, on en déduit que CL ⊂ CLCL′ et CL′ ⊂ CLCL′ d’où
l’égalité énoncée.
Pour v), la classe de CKK′/K contient un groupe de la forme (m′, A`KK′/K,m′) oùm′ est par
exemple l’étendue à K ′ d’un module m de K , multiple du conducteur, le lemme précédent
conduit alors à (m′, A`KK′/K,m′) = N−1K′ (m,A`K,m) d’où le résultat.
Théorème 4.3.2. Le théorème de décomposition
Soit L/K une `-extension abélienne finie, corps de classes pour le groupe de congruences
(m,C), p étant une place finie de K ne divisant pas m, alors :
p est totalement décomposée dans L si et seulement si p ∈ C.
Démonstration. Si p est totalement décomposée dans L alors p est une norme, donc dans le
noyau de l’application d’Artin logarithmique. Comme par hypothèse p ne divise pasm, nous
avons : p ∈ A`L/K ∩D`mK . De plus L étant corps de classes pour le groupe de congruences
(m,C), nous savons que : (m,C) ∼ (˜fL/K , A`L/K), à savoir A`L/K ∩D`mK = C ∩D`
f˜L/K
K .
Par suite p ∈ C.
Réciproquement, supposons que p ∈ C. Comme (m,C) ∼ (˜fL/K , A`L/K), il existe un
module de restriction commun à C et à A`L/K (par exemple m′ = pgcd(m, f˜L/K) ), ainsi
p ∈ A`L/K = P`(˜fL/K)K NL/K(D`
f˜L/K
L ). Nous écrivons alors p = ψ(α)NL/K(U) avec U ∈
D`
f˜L/K
L et α ∈ R
(˜fL/K)
K . (L’application ψ a été définie dans la démonstration du théorème
sur la calcul de l’indice du groupe de Takagi logarithmique). Alors α est une norme locale
partout : en effet si p′ |˜fL/K , de part la définition du conducteur, αp′ ∈ U˜
vp(˜fL/K
)
Kp
est une
norme locale. De plus si p′ 6 |˜fL/K , alors l’extension locale est logarithmiquement non
ramifiée, donc les unités logarithmiques sont normes par application du théorème 1.0.2,
ainsi que l’uniformisante. Comme v˜p ◦NLP/Kp = f˜p.Z`, il s’ensuit que ψ(α) est une norme.
Finalement, p est norme, donc son sous-groupe de décomposition est trivial, et p est une
place totalement décomposée.
Corollaire 10. Si L , une `-extension abélienne de K, est corps de classes sur K pour
la classe de congruences C, alors toute place de K logarithmiquement ramifiée dans L (i.e
divisant f˜L/K ) divise aussi f˜C.
Démonstration. Notons (˜fC , C) le sous-module de congruences primitif de C, qui corres-
pond à L. Soit p divisant f˜L/K , mais ne divisant pas f˜C . Désignons par M le corps d’iner-
tie logarithmique pour p dans L/K. Alors L est corps de classes sur M pour le groupe
de congruences (f˜′C , C ′), avec C ′ = N
−1
M (C). Soit p
′|p dans M/K, étant une place loga-
rithmiquement ramifié dans L/M , p′ = NL/M (P) avec P ∈ D`f˜CL . Alors dans la classe
de β mod P`f˜CL , le lemme de représentation permet de trouver un élément U premier à
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f˜L/K . Ainsi βU−1 ∈ P`f˜CL et p′NL/MU−1 ∈ P`f˜CM . Finalement, p′ ∈ P`f˜CMNL/MD`
f˜L/K
L , et
par suite NMp′ ∈ P`f˜CKNLD`
f˜L/K
L . Or par hypothèse (˜fC , C) ∼ (˜fL/K , A`L/K), à savoir
D`f˜CK ∩ A`L/K = C ∩ D`
f˜L/K
K . Compte tenu de la relation de divisibilité i.e f˜C |˜fL/K , on a
A`L/K = C ∩ D`f˜L/KK . On a donc NM (p′) ∈ C : en effet P`f˜CK ⊂ C, une norme est dans
A`L/K donc dans C. Finalement p′ ∈ C ′, d’après le théorème de décomposition, on en dé-
duirait que p serait logarithmiquement décomposée dans L/M , ce qui est absurde puisque
par hypothèse cette place est totalement log-ramifiée.
4.4 Le symbole de Hasse logarithmique
Nous introduisons, dans cette partie, le symbole de Hasse logarithmique analogue du sym-
bole de Hasse classique dans le contexte logarithmique. Nous nous intéressons à l’image et
au noyau de cet homomorphisme. Le but étant d’aboutir à l’égalité entre le conducteur lo-
garithmique global d’une `-extension abélienne finie L/K et le conducteur primitif associé
à la classe de congruences (˜fL/K , A`L/K), ce qui constitue le théorème principal de cette
section.
Définition 37. Soient L une `-extension abélienne finie de K, α ∈ RK et p une place deK.
Notons f˜p le conducteur logarithmique local associé à p et f˜L/K le conducteur logarithmique
global de l’extension L/K. Considérons β ∈ RK vérifiant
β
α
∈ R(˜fp)K et β ∈ R
(
f˜L/K
f˜p
)
K .
L’existence d’un tel β est assurée par le théorème d’approximation. Nous dirons que β est
un p-associé logarithmique de α. Nous écrivons alors ψ(β) = paa avec a premier à p et
a ∈ D`f˜L/KK .
Nous définissons le symbole ( α˜,L/Kp ) de la façon suivante :
˜
(
α,L/K
p
) = (
L˜/K
a
).
Ce symbole est appelé le symbole de Hasse logarithmique pour p dans L/K et il est défini
sur RK . Dans le cas particulier où f˜p = 1, nous remplaçons la condition βα ∈ R
(1)
K par
β
α
est premier à p.
Remarque :
Vérifions que le résultat ne dépend pas du choix du p-associé de α. Si β′ est un autre
p-associé de α, alors nous avons βα ∈ R
(f˜p)
K et β ∈ R
(
f˜L/K
f˜p
)
K et
β
′
α ∈ R
(f˜p)
K et β
′ ∈ R
(
f˜L/K
f˜p
)
K ,
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à savoir β
′
β ∈ R
(f˜p)
K et
β
′
β ∈ R
(
f˜L/K
f˜p
)
K . Finalement, nous avons donc
β
′
β ∈ R
f˜L/K
K . Écrivons
ψ(β
′
) = pa
′
a′, nous en déduisons alors que a = a′. Finalement, ψ(a
′
a ) ∈ P`
(˜fL/K)
K . Il suit
que ( L˜/Ka ) = (
L˜/K
a′ ) car P`
(˜fL/K)
K ∈ A`L/K .
Proposition 4.4.1. Le symbole logarithmique de Hasse pour p a les propriétés suivantes :
i) c’est un homomorphisme de RK dans Gal(L/K)
ii) si p 6 |f˜L/K , alors ˜(α,L/Kp ) = ( L˜/Kp )−a où ψ(α) = paa avec a premier à p
iii) la restriction de ˜( .,L/Kp ) à M ⊂ L est
˜
( .,M/Kp ).
Démonstration. i) β et β′ étant des p-associés de α et α′ , alors ββ′ est un p-associé de αα′ .
De l’écriture ψ(β) = paa et ψ(β′) = pa′a′, nous en déduisons que ψ(ββ′) = papa′aa′. Il suit
alors que
˜
(αα
′ ,L/K
p ) = (
L˜/K
aa′ ) = (
L˜/K
a )(
L˜/K
a′ ) =
˜
(α,L/Kp )
˜
(α
′ ,L/K
p ) car l’application d’Artin
logarithmique est un homomorphisme.
ii) Comme par hypothèse p 6 |˜fL/K , nous avons que f˜p = 1. Par définition β un p-associé
de α vérifie : βα est premier à p et β ∈∈ R
f˜L/K
K . Ainsi ψ(β) = p
aa ∈ P`f˜L/KK . Alors
˜
(α,L/Kp ) = (
L˜/K
a ) =
˜
( L/K
ψ(βp−a)) = (
L˜/K
ψ(β))(
L˜/K
p−a ) = (
L˜/K
p−a ) car l’autre terme est dans le noyau
du morphisme d’Artin logarithmique.
iii) Soit β un p-associé de α dans L/K, alors β est encore un p-associé de α dans M/K
pour M ⊂ L. En effet f˜M/K |˜fL/K , de même f˜p,M/K |˜fp,L/K , et f˜M/Kf˜p,M/K |
f˜L/K
f˜p,L/K
. Nous avons
alors, si ψ(β) = paa, ˜(α,M/Kp ) = (
M˜/K
a ). Or (
M˜/K
a ) est la restriction de (
L˜/K
a ) =
˜
(α,L/Kp ) à
M .
Théorème 4.4.1. L’image de RK par le symbole de Hasse logarithmique pour p dans L/K
est égale au sous-groupe de décomposition pour p dans L/K.
Démonstration. Nous rappelons ici que pour une place p de K, être complètement dé-
composée au sens classique ou au sens logarithmique c’est la même chose. Désignons alors
par M le corps de décomposition de p, alors p est logarithmiquement non ramifiée dans
M/K : par la proposition précédente ii) et iii), nous en déduisons ˜(α,L/Kp ) restreint à M
est ˜(α,M/Kp ) et
˜
(α,M/Kp ) = (
M˜/K
p−a ) = (
M˜/K
p )
−a. Or (M˜/Kp )
−a est le Frobenius logarithmique
enM : de part la définition deM , nous avons donc (M˜/Kp )
−a = 1 et ˜(α,L/Kp ) ∈ Gal(L/M) :
donc l’image du symbole de Hasse logarithmique est contenue dans le sous groupe de
décomposition.
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Réciproquement, il nous faut montrer que le symbole de Hasse logarithmique est surjectif
sur le sous-groupe de décomposition de p. Désignons alors par I le corps d’inertie loga-
rithmique de p, à savoir qui correspond à l’extension maximale logarithmiquement non
ramifiée :
L
e˜p
I
f˜p
M
K
Considérons σ ∈ Gal(L/M) ⊂ Gal(L/K), alors par la surjectivité de l’application d’Artin
logarithmique, nous pouvons trouver b ∈ D`f˜L/Kk tel que ( L˜/Kb ) = σ. Le but est alors
de montrer que ( L˜/Kb ) se met sous la forme
˜
(α,L/Kp ). Or σ restreint à M c’est l’identité,
donc (M˜/Kb ) = 1, et ainsi (
I˜/K
b ) ∈ Gal(I/M). Or nous savons que ( I˜/Kp ) est le Frobenius
logarithmique en p dans I/K, donc il est d’ordre f˜p et engendre le groupe de Galois
Gal(I/M). Par suite il existe donc une puissance pa de p telle que pab ∈ A`
I,(
f˜L/K
f˜p
)
.
L’égalité du lemme suivant A`KP`
(
f˜L/K
f˜p
)
K = A`
I,(
f˜L/K
f˜p
)
permet alors d’écrire : pab = ψ(α)c
avec α ∈ R
(
f˜L/K
f˜p
)
K et c ∈ A`K . Nous considérons alors (α,L/Kp ) : α est un p-associé de lui
même, et nous avons ψ(α) = pa = bc−1. Ainsi ˜(α,L/Kp ) = (
L˜/K
bc−1 ) = (
L˜/K
b ).
Lemme 4.4.1. Si I est le corps d’inertie logarithmique dans L/K, pour la place p de K,
alors nous avons l’égalité suivante :
A`L/KP`
(
f˜L/K
f˜p
)
K = A`
I/K,(
f˜L/K
f˜p
)
Démonstration. Nous avons d’abord l’inclusion A`KP`
(
f˜L/K
f˜p
)
K ⊂ A`
I,(
f˜L/K
f˜p
)
: en effet, I ⊂
L donc f˜I/K |˜fL/K et f˜p,I/K |˜fp,L/K . Or p est une place logarithmiquement non ramifiée
dans I, donc f˜p,I/K = 1. Il suit que f˜I/K | f˜L/Kf˜p , nous en déduisons donc que P`
(
f˜L/K
f˜p
)
K ⊂
P`
(˜fI/K)
K ⊂ A`I/K de part l’égalité des groupes d’Artin et de Takagi. D’autre part
f˜L/K
f˜p
|˜fL/K ,
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nous avons donc D`
f˜L/K
K ⊂ D`
f˜L/K
f˜p
K et par définition du noyau d’Artin, nous obtenons
A`L/K ⊂ D`f˜L/KK ⊂ D`
f˜L/K
f˜p
K . Et comme I ⊂ L, nous avons A`L/K ⊂ A`I/K , d’où la
première inclusion.
Considérons alors les sous-modules de congruences ( f˜L/K
f˜p
, A`KP`
(
f˜L/K
f˜p
)
K ) et (
f˜L/K
f˜p
, A`
I,(
f˜L/K
f˜p
)
).
Ainsi nous déduisons de l’inclusion A`KP`
(
f˜L/K
f˜p
)
K ⊂ A`
I,(
f˜L/K
f˜p
)
, et de la correspondance du
corps des classes que : A`
I,(
f˜L/K
f˜p
)
est associé à I, et A`KP`
(
f˜L/K
f˜p
)
K est associé à la sous-
extension I ′ intermédiaire entre I et K. Or p ne divise pas ( f˜L/K
f˜p
), et le conducteur de
la classe de congruences a les mêmes diviseurs premiers que le conducteur logarithmique
global : par suite nous en déduisons que p est une place logarithmiquement non ramifiée
dans I ′. Et de ce fait I ′ = I, nous obtenons alors l’équivalence des deux sous-modules de
congruences ci dessus, et finalement l’égalité.
Proposition 4.4.2. Caractérisation du noyau du symbole de Hasse logarithmique
Une condition nécessaire et suffisante pour que ˜(α,L/Kp ) = 1, où α ∈ RK est que α soit
norme locale en p.
Démonstration. Supposons que α soit norme locale en p alors αp ∈ NLP/KpRLP . Il existe
donc zP ∈ RLP tel que αp = NLP/Kp(zP). Écrivons alors α = NL/K(x)u avec x ∈ RL
dont toutes les coordonnées valent 1, sauf xP pour P|p que nous prenons égal à zP ; et
u ∈ R(˜fp)K (en fait u = α en dehors de la p-ième composante que l’on prend égale à 1).
Alors grâce au théorème d’approximation `-adique, nous pouvons trouver y ∈ RL tel que
y
x ∈ R
(˜fp)
L et y ∈ R
(
f˜L/K
f˜p
)
L , les modules étant les étendus à L. Ainsi NL/K(
y
x) ∈ R
(˜fp)
K et
NL/K(y) ∈ R
(
f˜L/K
f˜p
)
K . Par suite, NL/K(y) est un p-associé de α. Écrivons ψ(y) = OU avec O
qui contient les idéaux premiers au dessus de p et U étant premier à p i.e U ∈ P`(˜fL/K)L . Ainsi
ψ(NL/K(y)) = NL/K(ψ(y)) = NL/K(O)NL/K(U). Il suit alors ˜(α,L/Kp ) = ( L˜/KNL/K(U)) = 1
puisque NL/KP`
(˜fL/K)
L ⊂ A`K .
Réciproquement supposons ˜(α,L/Kp ) = 1, et désignons par Xp l’ensemble des éléments
α ∈ RK tels que ˜(α,L/Kp ) = 1. Alors nous avons la suite exacte suivante :
1 −→ Xp −→ RK −→ Dp −→ 1
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où Dp désigne le sous-groupe de décomposition de p. D’après la partie directe, nous savons
que RK ∩NLP/KpRLP ⊆ Xp. Or
RKp
NLP/KpRLP
est isomorphe au groupe de Galois local, et
est d’indice epfp = e˜pf˜p. Or
RKp
NLP/KpRLP
' RKRK∩NLP/KpRLP , par suite nous en déduisons
l’égalité Xp = RK ∩NLP/KpRLP .
Théorème 4.4.2. Théorème des conducteurs
Soit L une `-extension abélienne finie de K corps de classes pour la classe de congruences
C, alors le conducteur de la classe de congruences f˜C est égal au conducteur logarithmique
de l’extension f˜L/K .
Démonstration. Nous savons déjà que f˜C et f˜L/K ont les mêmes diviseurs premiers. Sup-
posons qu’ils ne soient pas égaux : alors il existerait p|˜fL/K tel que f˜Cp diviserait encore
f˜L/K à savoir n =
f˜L/K
p serait un multiple de f˜C . De ce fait (n,C) ∈ C pour un certain
sous-module de congruences C. Par suite, nous avons (n,C) ∼ (˜fL/K , A`L/K) et comme n
et f˜L/K sont divisibles par les mêmes places, il vient : A`L/K = C et P`
(n)
K ⊂ A`L/K . Consi-
dérons alors un élément α quelconque de R(n)K , alors α est un p-associé de lui-même : en
effet par construction f˜L/K
f˜p
|n. Par suite, ˜(α,L/Kp ) = ( L˜/Kψ(α)) = 1 puisque ψ(α) ∈ A`L/K . Cela
implique donc d’après la proposition précédente que α serait norme locale en p, on aurait
alors : U˜
vp(
f˜L/K
f˜p
)
Kp
⊆ NLP/Kp(RLP) contradiction par rapport à la définition du conducteur
local qui serait f˜pp et non f˜p .
Remarque : Le symbole de Hasse logarithmique permet également, comme dans le cas
classique, une description du sous-groupe d’inertie logarithmique associé à une place p et
une `-extension abélienne finie L/K, celui étant défini comme le sous-groupe du groupe de
Galois de l’extension, qui fixe l’extension maximale de K logarithmiquement non ramifiée.
Théorème 4.4.3. L/K étant une `-extension abélienne finie, la restriction du symbole
de Hasse logarithmique aux idèles principaux dont le diviseur logarithmique principal est
premier à p a pour image le sous-groupe d’inertie logarithmique pour p dans L/K.
Démonstration. Notons RK,p l’ensemble des idèles principaux dont le diviseur logarith-
mique principal est premier à p. Si α ∈ RK,p, un p-associé de α, β a pour image un
diviseur logarithmique principal ψ(β) premier à p puisque βα ∈ R
(˜fp)
K , et
˜
(α,L/Kp ) = (
L˜/K
ψ(β)).
Désignons parM le corps d’inertie logarithmique et par Ip le sous-groupe d’inertie logarith-
mique. Par définition du p-associé, nous savons que β ∈ R
(
f˜L/K
f˜p
)
K , Or f˜M/K |˜fL/K = f˜p
f˜L/K
f˜p
,
comme f˜M/K est premier avec f˜p, nous obtenons que
f˜L/K
f˜p
est un multiple de f˜M/K : ainsi
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( L˜/Kψ(β)) = 1. Réciproquement, supposons que σ ∈ Ip, par la surjectivité du symbole d’Ar-
tin logarithmique il existe b ∈ D`f˜L/KK tel que ( L˜/Kb ) = σ. Comme σ ∈ Ip, nous avons
(M˜/Kb ) = 1. Finalement, b ∈ A`L/K,˜fL/K ⊂ A`L/K, f˜L/K
f˜p
. Par le lemme précédent, nous
savons que A`L/KP`
(
f˜L/K
f˜p
)
K = A`
I/K,(
f˜L/K
f˜p
)
: il existe donc α ∈ R
(
f˜L/K
f˜p
)
K et c ∈ A`L/K tels
que b = cψ(α) et α est premier avec p car b et c le sont. Ainsi, comme α est son propre
p-associé, nous obtenons : ˜(α,L/Kp ) = (
L˜/K
ψ(α)) = (
L˜/K
bc−1 ) = (
L˜/K
b ) = σ.
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5 Glossaire des notations
Dans tout ce qui suit ` désigne un nombre premier fixé. Introduisons les notations suivantes
Pour un corps local Kp d’idéal maximal p et d’uniformisante pip, nous notons
RKp = lim←−kK
×
p upslopeK×`
k
p : le `-adifié du groupe multiplicatif du corps local
UKp = lim←−k UpupslopeU
`k
p : le `-adifié du groupe des unités Up de Kp
U1p : le groupe des unités principales de Kp
µ0p : le sous-groupe de Up, d’ordre fini et premier à p
µp : le `-sous-groupe de Sylow de µ0p
Pour un corps de nombre K, nous définissons
RK = Z` ⊗Z K× : le `-groupe des idèles principaux
JK =
∏res
p∈PlK RKp : le `-groupe des idèles
UK =
∏
p∈PlK UKp : le sous-groupe des unités
CK = JK/RK : le `-groupe des classes d’idèles
Dans le contexte logarithmique, nous posons
Qˆcp : la Ẑ-extension cyclotomique de Qp
Qcp : la Z`-extension cyclotomique de Qp
v˜p : la valuation logarithmique associée à p sur RKp
U˜Kp = Ker(v˜p) : le sous groupe des unités logarithmiques locales
U˜K =
∏
p∈PlK U˜Kp : le sous-groupe des unités logarithmiques
e˜p = [Kp : Qˆcp ∩Kp] : l’indice absolu de ramification logarithmique de p
f˜p = [Qˆcp ∩Kp : Qp] : le degré absolu d’inertie logarithmique de p
e˜LP/Kp = [LP : Kˆ
c
p ∩ LP] : l’indice relatif de ramification logarithmique de p
f˜LP/Kp = [K̂
c
p ∩ LP : Kp] : le degré relatif d’inertie logarithmique de p
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J (m)K =
∏
p6|mRKp
∏
p|m U˜vp(m)Kp
JmK =
∏
p6|mRKp
∏
p|m U˜Kp
U˜ (m)K =
∏
p6|m UKp
∏
p|m U˜vp(m)Kp
R(m)K = RK ∩ J (m)K
ψ : JmK −→ D`mK
α = (αp) 7−→ ψ(α) =
∑
v˜p(αp)p
D`mK = ψ(JmK ) : diviseurs logarithmiques premiers à m
P`
(m)
K = ψ(R(m)K ) : diviseurs logarithmiques principaux attachés à m
f˜L/K : le conducteur logarithmique global de L/K
f˜p : le conducteur logarithmique local en p
( L˜/Kp ) : le Frobenius logarithmique en p
A`L/K le groupe d’Artin logarithmique de L/K
T`K,m = P`
(m)
K ·NL/K(D`mL )) : le sous-module de Takagi logarithmique associé à m
˜
(α,L/Kp ) : le symbole de Hasse logarithmique
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