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Abstract
This paper establishes the asymptotic consistency of the loss-calibrated variational Bayes
(LCVB) method. LCVB was proposed in [12] as a method for approximately computing
Bayesian posteriors in a ‘loss aware’ manner. This methodology is also highly relevant in general
data-driven decision-making contexts. Here, we not only establish the asymptotic consistency of
the calibrated approximate posterior, but also the asymptotic consistency of decision rules. We
also establish the asymptotic consistency of decision rules obtained from a ‘naive’ variational
Bayesian procedure.
1 Introduction
In this paper we establish the asymptotic consistency of loss-calibrated variational Bayes (LCVB).
Consider a loss function G(a, θ) ∶ (a, θ)↦ G(a, θ) ∈ R, where a ∈ A ⊂ Rs is a decision/design variable
and θ ∈ Θ ⊂ Rd is a model parameter space. Given a set of observations X˜n = {ξ1, . . . , ξn} drawn
from a distribution with unknown parameter θ0, p(X˜n∣θ0), our goal is to compute the Bayes optimal
decision rule
a∗(X˜n) ∶= arg min
a∈A Epi[G(a, θ)] = ∫ΘG(a, θ)pi(θ∣X˜n)dθ, (1)
where pi(θ∣X˜n) is the posterior distribution. The latter results when a Bayesian decision-maker
places a prior distribution pi(θ) over the parameter space Θ, capturing a priori information about
θ such as location or spread. Given X˜n, the prior and likelihood p(X˜n∣θ) together define a pos-
terior distribution pi(θ∣X˜n) ∝ p(X˜n∣θ)pi(θ) =∶ p(θ, X˜n), the conditional distribution over θ given
observations. The posterior distribution represents uncertainty over the unknown parameter θ,
and contains all information required for further inferences or optimization.
In general, under most realistic modeling assumptions, closed-form analytic expressions are un-
available for pi(θ∣X˜n), making the subsequent integration and optimization problems intractable.
In practice, therefore, one uses an approximation to the posterior in the integration in (1). It is
easy to see that posterior computation can be expressed as a convex optimization problem:
min
q(⋅)∈M KL(q(θ)∥pi(θ∣X˜n)) = KL(q(θ)∥p(θ, X˜n)) + log p(X˜n) (2)= KL(q(θ)∥pi(θ)) − ∫
Θ
log p(X˜n∣θ) q(θ)dθ + log p(X˜n)
where KL is the Kullback-Leibler divergence and M is the space of all distributions that are
absolutely continuous with respect to the posterior (or, equivalently, the prior). This problem can
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be immediately recognized as minimizing the ‘variational free energy’ [14]. Variational Bayesian
(VB) procedures [3], in standard form, restrict the optimization in (2) to a fixed subset Q ⊂ M.
Here, we are interested in a generalized version of this procedure where the posterior computation
is calibrated by the loss function G(a, θ) for each a ∈ A:
min
q(⋅)∈Q KL(q(θ)∥G(a, θ)pi(θ∣X˜n)) (3)= KL(q(θ)∥p(θ, X˜n)) + log p(X˜n) − ∫
Θ
logG(a, θ) q(θ)dθ. (4)
Observe that the set Q need not be convex. Consequently, this optimization problem is non-convex,
in full generality, and practical algorithms for solving (3) can only guarantee convergence to local
minima. We leave the analysis of these optimization-related issues for future work, and focus instead
on the global solution and its associated asymptotics. As we show later in Section 2.2 that the
optimal value of this loss-calibrated VB objective turns out to be a lower bound to logEpi[G(a, θ)],
the logarithm of the loss in (1).
Loss-calibration was introduced in [12] as a method for approximately computing a generalized
Bayesian posterior, where the likelihood is re-weighted or calibrated by a loss function over the pa-
rameter space Θ. As with most VB methods, theoretical properties of the approximations present
largely unanswered questions. Recently, the theoretical properties of the variational Bayesian meth-
ods have been studied extensively in [1, 6, 9, 19, 20, 21]. [19] established the asymptotic consistency
of the VB approximate posterior and also proved a Bernstein-von Mises type result for the same.
Whereas, the authors in [21] studied the convergence rate of the VB approximate posterior. [9]
presented a general framework for computing a risk-sensitive VB approximation and also stud-
ies the statistical performance of the inferred decision rules using these methods. Furthermore
[4, 5, 8, 10] studied theoretical properties of variational Bayesian methods defined using Hellinger
distance, Wasserstein distance, and Re´nyi divergence respectively instead of Kullback-Liebler (KL)
divergence. In this paper, we study the asymptotic consistency of the loss-calibrated approximate
posterior and the optimal decisions computed using the this approximate posterior, as the number
of samples n→∞.
More precisely, in Proposition 3.1, we show (for fixed a ∈ A and an appropriate subset of distri-
butions Q) that as n → ∞ the optimizer of (3) weakly converges to a Dirac delta distribution
concentrated on the true parameter θ0 for almost every sequence generated from the true data
generating process. This result shows that the posterior concentrates for any a ∈ A. The reason
for this is manifest: observe that G(a, θ)pi(θ∣X˜n)∝ (G(a, θ)pi(θ))p(X˜n∣θ). Thus, the loss function
can be seen as only changing the prior distribution in the posterior computation. As the number
of samples increases, we should anticipate that any calibration effect is diminished. Extending this
result, in Proposition 4.3 we show that the optimizers of the approximate decision making problem,
computed using the loss calibrated VB posterior, are asymptotically consistent, in the sense that
this set of optimizers will necessarily be included in the optimizers of the ‘true’ objective G(a, θ0).
Finally, we illustrate our results on the so-called newsvendor problem, studied extensively in the op-
erations research literature as a prototypical decision-making problem. In this problem, a newsven-
dor must decide on the number of newspapers to stack up before selling any over a given day. We
operate under the assumption that the newsvendor can observe realizations of the demand, but
does not know the precise data generation process. The goal is to find the optimal number of
newspapers to stack that minimizes losses. We conduct numerical studies to show that both the
loss calibrated and naive VB methods on this problem are consistent.
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The remainder of the paper is organized as follows. In Section 2 we formally introduce decision-
theoretic variational Bayesian methods. In Section 3 we prove that the LCVB approximate posterior
is asymptotically consistent. We build on this result and prove the consistency of the optimal
decisions, using both the LCVB and NVB methods, in Section 4. Finally, we present our numerical
results in Section 5.
2 Decision-theoretic Variational Bayes
2.1 The Naive Variational Bayes (NVB) Algorithm
The idea behind standard VB is to approximate the intractable posterior pi(θ∣X˜n) with an element
q∗(θ) of a simpler class of distributions Q known as variational family. Popular examples of Q
include the family of Gaussian distributions, or the family of factorized ‘mean-field’ distributions
that discard correlations between components of θ. A natural caveat to the choice of Q is that
these distributions should be absolutely continuous with respect to the posterior (or equivalently,
the prior). The variational solution q∗ is the element of Q that is ‘closest’ to pi(θ∣X˜n) in the sense
of the Kullback-Leibler (KL) divergence:
min
q(θ)∈Q KL(q(θ)∥pi(θ∣X˜n)) = KL(q∥p(θ, X˜n)) + log p(X˜n) (5)= KL(q(θ)∥pi(θ)) − ∫
Θ
log p(X˜n∣θ) q(θ)dθ + log p(X˜n).
VB approaches allow practitioners to bring tools from optimization to the challenging problem of
Bayesian inference, with expectation-maximization [14] and gradient-based [11] methods being used
to minimize equation (5). Note that this optimization problem is non-convex, since the constraint
set Q is non-convex in general. Also, observe that the objective KL(q(θ∥pi(θ∣X˜n))) in (5) only
requires the knowledge of posterior distribution pi(θ∣X˜n) up to the proportionality constant, since
the normalizing term log p(X˜n) does not depend on q.
The natural variational approximation to the optimization in (1) is to calculate the variational
approximate expected posterior loss of taking an action a, and then perform the following opti-
mization
a∗NV(X˜n) ∶= argmin Eq∗(θ∣X˜n)[G(a, θ)]. (6)
We call this the naive variational Bayes (NVB) decision rule. This algorithm involves two opti-
mization steps in sequence, separating the approximation of the posterior in (5) from the decision
optimization (6). This sequential procedure, in general, involves a loss in performance compared
to (1). This creates the desideratum for a calibrated approach that takes the loss function into
consideration in computing an appropriate posterior.
2.2 Loss-Calibrated Variational Bayes (LCVB) Algorithm
A more sophisticated approach is to jointly optimize q and a; one would expect this to outperform
the naive two-stage NVB algorithm. Assuming that the objective infa,θG(a, θ) > 0, a loss-calibrated
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lower bound can be derived by applying Jensen’s inequality to the logarithm of the objective in (1),
obtaining
logEpi(θ∣X˜n)[G(a, θ)] = log∫Θ q(θ)q(θ)G(a, θ)pi(θ∣X˜n)dθ ≥ −∫Θ q(θ) log q(θ)G(a, θ)pi(θ∣X˜n)dθ ∀a ∈ A.
In particular, it can be seen that
min
a∈A logEpi(θ∣X˜n)[G(a, θ)] ≥ mina∈A maxq∈Q −KL(q(θ)∣∣pi(θ∣X˜n))+ ∫
Θ
logG(a, θ)q(θ)dθ =∶ F(a, q; X˜n). (7)
We call (7) the loss-calibrated (LC) variational objective. Since log(⋅) is a monotone transformation,
minimizing the logarithmic objective on the left hand side above is equivalent to (1). Now, for any
given a ∈ A we denote the (globally maximal) LCVB approximate posterior as
q∗a(θ∣X˜n) ∶= argmaxq∈QF(a, q; X˜n). (8)
If the risk function G(a, θ) is constant then q∗a(θ∣X˜n), for every a ∈ A, is the same as q∗(θ∣X˜n).
Akin to q∗(θ∣X˜n) in (5), computing q∗a(θ∣X˜n) only requires knowledge of the posterior distribution
pi(θ∣X˜n) up to a proportionality constant. The corresponding LCVB decision-rule is defined as
a∗LC(X˜n) ∶= arg min
a∈A maxq∈Q F(a, q; X˜n). (9)
Observe that the lower bound achieves the log posterior value precisely for q such that
q(θ)
G(a,θ) is
proportional to the posterior pi(θ∣X˜n). Furthermore, (7) shows that the maximization in the lower
bound computes a ‘regularized’ approximate posterior. Regularized Bayesian inference [22] views
posterior computation as a variational inference problem with constraints on the posterior space
represented as bounds on certain expectations with respect to the approximate posterior. The
loss-calibrated VB methodology can be viewed as a regularized Bayesian inference procedure where
the regularization constraints are imposed through the logarithmic risk term ∫Θ logG(a, θ)q(θ)dθ.
Observe, however, that our setting also involves a minimization over the decisions (which does not
exist in the regularized Bayesian inference procedure).
3 Consistency of the LCVB Approximate Posterior
Recall the definition of the LCVB approximate posterior q∗a(θ∣X˜n) in (8) for any a ∈ A. In this
section, we show regularity conditions on the prior distribution, the risk function, the likelihood
model, and the variational family, under which q∗a(θ∣X˜n), for any a ∈ A, converges weakly to a
Dirac-delta distribution at the true parameter θ0. We first assume that the prior distribution
satisfies
Assumption 3.1. The prior density function pi(θ) is continuous with non-zero measure in
the neighborhood of the true parameter θ0 and it is bounded by a positive constant M , that is
pi(θ) <M,∀θ ∈ Θ.
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The prior distribution with bounded density can be chosen from a large class of distribution, like
the exponential-family distributions. The first condition, that the prior has positive density at θ0 is
a common assumption in Bayesian consistency analysis, otherwise the posterior will not have any
measure in the ball around the true parameter θ0.
We also assume the expected loss, or risk function, G(a, θ) satisfies the following
Assumption 3.2. The risk function G(a, θ) is
1. continuous in decision variable a ∈ A and locally Lipschitz in the parameter θ ∈ Θ, that is∀a ∈ A and for every compact set C ⊂ Θ∣G(a, θ) −G(a, θ0)∣ ≤ LC(a)∥θ − θ0∥,
such that LC(a) <∞ is the Lipschitz constant for any θ ∈ C.
2. uniformly integrable in θ with respect to any q ∈ Q and for any a ∈ A.
In order to analyze the consistency of the decisions in this case, we make a further assumption on
the log-likelihood function (which follows [19]):
Assumption 3.3. The likelihood satisfies the local asymptotic normality (LAN) condition. In
particular, fix θ ∈ Θ. The sequence of log-likelihood functions {logPn(θ)} (where logPn(θ) =∑ni=1 log p(xi∣θ)) satisfies the LAN condition, if there exist matrices rn and I(θ), and random
vectors {∆n,θ} such that ∆n,θ ⇒ N (0, I(θ)−1) as n→∞, and for every compact set K ⊂ Rd
sup
h∈K ∣logPn(θ + r−1n h) − logPn(θ) − hT I(θ)∆n,θ + 12hT I(θ)h∣ P0Ð→ 0 as n→∞ .
This LAN condition is typical in asymptotic analyses, holding for a wide variety of models and
allowing the likelihood to be asymptotically approximated by a scaled Gaussian centered around
θ0 [18]. We use ∆n,θ = √n(θˆn−θ0) in the proofs of our results, where θˆn is the maximum likelihood
estimate of θ0.
Next, we define the rate of convergence of a sequence of distributions to a Dirac delta distribution.
Definition 3.1 (Rate of convergence). A sequence of distributions {qn(θ)} converges weakly to
δθ1 , ∀θ1 ∈ Θ at the rate of γn if
(1) the sequence of means {θˇn ∶= ∫ θqn(θ)dθ} converges to θ1 as n→∞, and
(2) the variance of {qn(θ)} satisfies
Eqn(θ)[∥θ − θˇn∥2] = O ( 1γ2n) .
We also define rescaled density functions as follows.
Definition 3.2 (Rescaled density). For a random variable ξ distributed as d(ξ) with expectation
ξ˜, for any sequence of matrices {tn}, the density of the rescaled random variable µ ∶= tn(ξ − ξ˜) is
dˇn(µ) = ∣det(t−1n )∣d(t−1n µ + ξ˜),
where det(⋅) represents the determinant of the matrix.
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Next, we place a restriction on the variational family Q:
Assumption 3.4.
1. The variational family Q must contain distributions that are absolutely continuous with
respect to the posterior distribution pi(θ∣X˜n).
2. There exists a sequence of distributions {qn(θ)} in the variational family Q that converges to
a Dirac delta distribution δθ0 at the rate of
√
n and with mean ∫ θqn(θ)dθ = θˆn, the maximum
likelihood estimate.
3. The differential entropy of the rescaled density of such sequence of distributions is positive
and finite.
The first condition is necessary, since the KL divergence in (5) and (7) is undefined for any dis-
tribution q ∈ Q, that is not absolutely continuous with respect to the posterior distribution. The
Bernstein von-Mises theorem shows that under mild regularity conditions, the posterior converges
to a Dirac delta distribution at the true parameter θ0 at the rate of
√
n, and the second condition
is just to ensure that the KL divergence is well defined for all large enough n. This condition does
not, by any means, imply that the LCVB and NVB approximate posterior converges to Dirac delta
distribution at the true parameter θ0 as n→∞.
The primary result in this section shows that the loss-calibrated approximate posterior q∗a(θ∣X˜n)
for any a ∈ A is consistent and converges to the Dirac-delta distribution at θ0. We establish
the frequentist consistency of LCVB approximate posterior, extending and building on the results
in [19].
Proposition 3.1. Fix a ∈ A. Then, under Assumptions 3.1, 3.2, 3.3, and 3.4
q∗a(θ∣X˜n) ∈ arg min
q∈Q KL(q(θ)∥ G(a, θ)pi(θ∣X˜n)∫ΘG(a, θ)pi(θ∣X˜n)dθ)⇒ δθ0 P0 − a.s. as n→∞. (10)
Some comments are in order for this result. Recall that loss-calibration of the posterior distribution
‘weights’ it by the risk of taking decision a, G(a, θ). The optimization then finds the closest density
functions in the family Q to this re-weighted posterior distribution. The posterior re-weighting
has the effect of ‘directing’ the VB optimization to the most informative regions of the parameter
sample space for the decision problem of interest. However, G(a, θ), which does not involve the
data X˜n, effectively serves to change the prior distribution, and in the limit, modulo our regularity
assumptions, the consistency of the approximate posterior is to be anticipated. The proof of the
proposition is presented in the appendix.
Since for a constant risk function G(a, θ), the LCVB approximate posterior q∗a(θ∣X˜n) is same as
NVB approximate posterior q∗(θ∣X˜n), we recover the result obtained in Theorem 5(1) of [19]. We
rewrite the result as a corollary for completeness.
Corollary 3.1. Under Assumptions 3.1, 3.3, and 3.4
q∗(θ∣X˜n) ∈ arg min
q∈Q KL (q(θ)∥pi(θ∣X˜n))⇒ δθ0 P0 − a.s. as n→∞. (11)
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4 Consistency of Decisions
In this section we prove that the optimal decision estimated by the LCVB and NVB algorithms
are consistent, in the sense that for almost every infinite sequence, the optimal decision rules a∗NV
and a∗LC concentrate on the set of ‘true’ optimizers
A∗ ∶= arg min
a∈A G(a, θ0) = ∫ `(y, a)p(y∣θ0)dy.
For brevity, we define Hq(a) ∶= Eq[G(a, θ)] for any distribution q(⋅) on θ and H0(a) ∶= G(a, θ0).
We place a typical, but relatively strong condition on the decision space that
Assumption 4.1. The decision space A is compact.
Coupled with Assumption 3.2, this implies that the risk function is uniformly bounded in the
decision space.
Now, suppose that the true posterior pi(θ∣X˜n)) is in the set Q. Then, the NVB approximate
posterior in (5) q∗(θ∣X˜n) equals pi(θ∣X˜n), so that the empirical decision-rule a∗NV(X˜n) coincides
exactly with the Bayes optimal decision rule a∗(X˜n). The consistency of the true posterior has
been well-studied, and under Assumption 3.1 it is well known [17, 7] that for any neighborhood U
of the true parameter θ0
pi(U ∣X˜n))→ 1 P0 − a.s. as n→∞, (12)
where P0 represents the true data-generation distribution. Then, it follows from Assumption 3.2
that
sup
a∈A ∣Hpi(θ∣X˜n)(a) −H0(a)∣→ 0 P0 − a.s. as n→∞. (13)
It is straightforward to see that the limit result follows pointwise, and the uniform convergence
result follows from the uniform boundedness of the loss functions. In the following section, we
consider the typical case when the posterior pi(θ∣X˜n)) /∈ Q.
4.1 Analysis of the NVB Decision Rule
The first result of this section proves that the Bayes predictive loss, Hq∗(a) is (uniformly) asymp-
totically consistent as the sample size grows. We relegate the proof to the appendix.
Proposition 4.1. Under the assumptions stated above, we have
sup
a∈A ∣Hq∗(a) −H0(a)∣→ 0 P0 − a.s. as n→∞. (14)
This proposition builds on [19, Theorem 5], which shows that modulo Assumptions 3.1, 3.3, and 3.4,
the NVB approximate posterior distribution is asymptotically consistent(see Corollary 3.1). Using
the consistency of q∗(θ∣X˜n) and Assumption 3.2(1), we first establish the pointwise convergence
of Hq∗(a) to H0(a). Then we argue, using continuity of the risk function G(a, θ) in a and the
compactness of set A, that uniform convergence follows.
A straightforward corollary of Proposition 4.1 implies that the optimal value Vq∗ ∶= mina∈AHq∗(a)
is asymptotically consistent as well; the proof is in the appendix.
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Corollary 4.1. Under Assumptions 3.1, 3.2, 3.3, 3.4, and 4.1, with V0 ∶= mina∈AH0(a),∣Vq∗ − V0∣→ 0 P0 − a.s. as n→∞.
The primary question of interest is the asymptotic consistency of the optimal decision-rule a∗NV.
Our main result proves that in the large sample limit a∗NV is a subset of the true optimal decisions
A∗ for almost all samples X˜n.
Proposition 4.2. We have
{a∗NV(X˜n) ⊆ A∗} P0 − a.s. as n→∞. (15)
We use the uniform convergence of Hq∗(a) to H0(a) and argue that any decision which is not in
the true optimal decision set A∗, must not exist in NVB approximate optimal decision set a∗NV(X˜n)
for large enough n. Once again, we relegate the proof to the appendix. Consequently, it follows
that NVB optimal actions are asymptotically oracle regret minimizing:
Corollary 4.2. For any a ∈ A∗ and a∗ ∈ a∗NV(X˜n)), H0(a∗)→H0(a) P0 − a.s. as n→∞.
The result above is a straightforward implication of the continuity of G(a, θ0) in a and Proposi-
tion 4.2 and therefore the proof is omitted.
4.2 Analysis of the LC decision rule
Now, recall from (7) that the LC decision-rule is
a∗LC(X˜n) = arg min
a∈A maxq∈Q −KL (q(θ)∥pi(θ∣X˜n)) + ∫Θ q(θ) logG(a, θ)dθ.
The next proposition shows that a∗LC(X˜n) is a subset of the true optimal decision set A∗ in the
large sample limit for almost all sample sequences. We use similar ideas as used in Section 4.1.
Proposition 4.3. We have
{a∗LC(X˜n) ⊆ A∗} P0 − a.s. as n→∞. (16)
The proof is in the appendix. This result naturally implies that the loss-calibrated VB optimal
decisions are also oracle regret minimizing
Corollary 4.3. For any a ∈ A∗ and a∗∗ ∈ a∗LC(X˜n), H0(a∗∗)→H0(a) as n→∞.
5 Numerical Example
In this section we present a simulation study of a canonical optimal decision making problem called
the newsvendor problem. This problem has been extensively studied in the inventory management
literature [2, 13, 16]. Recall that the newsvendor loss function is defined as
`(a, ξ) ∶= h(a − ξ)+ + b(ξ − a)+
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Figure 1: Optimality gap in decisions (the 50th quantile over 1000 sample paths) against the number
of samples (n) for a∗NV (left) and a∗LC (right).
where ξ ∈ [0,∞) is the random demand, a is the inventory or decision variable, and h and b are
given positive constants. We assume that the decision variable a take values in a compact decision
space A. We also assume that the the random demand ξ is exponentially distributed with unknown
rate parameter θ0 ∈ (0,∞). The model risk can easily be derived as
G(a, θ) = EPθ[`(a, ξ)] = ha − hθ + (b + h)e−aθθ , (17)
which is convex in a. Let X˜n ∶= {ξ1, ξ2 . . . ξn} be n observations of the random demand, assumed to
be independent and identically distributed. Next, we posit a non-conjugate inverse-gamma prior
distribution over the rate parameter θ with shape and rate parameter α and β respectively. Finally,
we run a simulation experiment using the newsvendor model described above for a fix θ0 = 0.68,
b = 0.1, α = 1, and β = 4.1. We use naive VB and LCVB algorithms to obtain the respective optimal
decision a∗NV and a∗LC for 9 different values of h ∈ {0.001,0.002, . . .0.009} and repeat the experiment
over 1000 sample paths. In Figure 1, we plot the 50th quantile of the ∣a∗ −a∗0 ∣, where a∗ ∈ {a∗NV,a∗LC}
for this model. Observe that the optimality gap decreases quite rapidly for both the naive VB (left)
and the loss-calibrated VB (right) methods.
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A Proof of Proposition 3.1
Lemma A.1. For any risk function G(a, θ) that satisfies Assumption 3.2 and a given sequence
of distributions {qn(θ)} that converges weakly to any distribution q(θ) other than the Dirac-delta
distribution at θ0, the KL(qn(θ)∥ G(a,θ)pi(θ)p(X˜n∣θ)∫ΘG(a,θ)pi(θ)p(X˜n∣θ)dθ) is undefined in the limit as n→∞ P0 −a.s.
Proof. Using the definition of the posterior distribution pi(θ∣X˜n) = pi(θ)p(X˜n∣θ)∫Θ pi(θ)p(X˜n∣θ)dθ , first observe that
KL(qn(θ)∥ G(a, θ)pi(θ)p(X˜n∣θ)∫ΘG(a, θ)pi(θ)p(X˜n∣θ)dθ)=KL (qn(θ)∥pi(θ∣X˜n)) − ∫
Θ
log(G(a, θ))qn(θ)dθ − log∫
Θ
G(a, θ)pi(θ∣X˜n)dθ.
≥KL (qn(θ)∥pi(θ∣X˜n)) − ∫
Θ
G(a, θ)qn(θ)dθ − ∫
Θ
G(a, θ)pi(θ∣X˜n)dθ, (18)
where the last inequality uses the fact that logx < x. Now taking the lim inf on either side, we have
lim inf
n→∞ KL(qn(θ)∥ G(a, θ)pi(θ)p(X˜n∣θ)∫ΘG(a, θ)pi(θ)p(X˜n∣θ)dθ)≥ lim inf
n→∞ KL (qn(θ)∥pi(θ∣X˜n)) − lim supn→∞ ∫ΘG(a, θ)qn(θ)dθ − lim supn→∞ ∫ΘG(a, θ)pi(θ∣X˜n)dθ. (19)
Recall that the posterior distribution pi(θ∣X˜n) converges weakly to δθ0 P0−a.s. Due to [15, Theorem
16] we know that KL(q(θ)∥p(θ)) is a lower semi-continuous function of the pair (q(θ), p(θ)) in the
weak topology on the space of probability measures. Using lower semi-continuity, it follows that
the first term in (19) satisfies
lim inf
n→∞ KL (qn(θ)∥pi(θ∣X˜n)) >KL(q(θ)∥δθ0) =∞, (20)
where the last equality is by definition of the KL divergence, since q(θ) ≠ δθ0 (as qn(θ) does not
weakly converge to δθ0) and therefore it is not absolutely continuous with respect to δθ0 . Since the
last two terms are finite due to Assumption 3.2, we have shown that for any sequence of distribution{qn(θ)} that converges weakly to any distribution q(θ) ≠ δθ0 , the KL(qn(θ)∥ G(a,θ)pi(θ)p(X˜n∣θ)∫ΘG(a,θ)pi(θ)p(X˜n∣θ)dθ)
diverges in the limit as n→∞ P0 − a.s.
Lemma A.2. Let {Kn} ⊆ Θ be a sequence of compact balls such that for all n ≥ 1, θ0 ∈ Kn
and Kn → Θ as n → ∞. Then, under Assumption 4.1 and for any δ > 0, the sequence of random
variables {∫Θ/Kn pi(θ)G(a, θ) ( p(X˜n∣θ)p(X˜n∣θ0))dθ} is of order oPn0 (1); that is
lim
n→∞Pn0 (∫Θ/Kn pi(θ)G(a, θ)( p(X˜n∣θ)p(X˜n∣θ0))dθ > δ) = 0.
Proof. Using Markov’s inequality, it follows that,
Pn0 (∫
Θ/Kn pi(θ)G(a, θ)( p(X˜n∣θ)p(X˜n∣θ0))dθ > δ) ≤ 1δEPn0 [∫Θ/Kn pi(θ)G(a, θ)( p(X˜n∣θ)p(X˜n∣θ0))dθ] . (21)
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Next, using Fubini’s Theorem in the RHS above and then the fact that EPn0 [( p(X˜n∣θ)p(X˜n∣θ0))] ≤ 1, observe
that
Pn0 (∫
Θ/Kn pi(θ)G(a, θ)( p(X˜n∣θ)p(X˜n∣θ0))dθ > δ) ≤ 1δ ∫Θ/Kn pi(θ)G(a, θ)dθ. (22)
Since θ0 ∉ Θ/Kn for all n ≥ 1 and Θ/Kn → ∅ as n →∞, 1Θ/KnG(a, θ) is monotonic, and therefore
using the monotone convergence theorem, ∫Θ/Kn G(a, θ)pi(θ)dθ → 0 as n→∞. Hence, taking limits
on either side of (22) the result follows.
Next, we show that for fixed a ∈ A, the KL divergence between the LC approximate posterior
q∗a(θ∣X˜n) and the rescaled posterior G(a,θ)pi(θ)p(X˜n∣θ)∫ΘG(a,θ)pi(θ)p(X˜n∣θ)dθ is finite in the limit. Also, the following
lemma uses similar proof techniques as used in [19].
Lemma A.3. Fix a ∈ A. Then, under Assumptions 3.1, 3.2, 3.3, and 3.4,
lim sup
n→∞ minq∈Q KL(q(θ)∥ G(a, θ)pi(θ)p(X˜n∣θ)∫ΘG(a, θ)pi(θ)p(X˜n∣θ)dθ) <∞.
Furthermore, the LC variational posterior q∗a(θ∣X˜n) can converge only at the rate of √n.
Proof. Following Assumption 3.4 there exists a sequence of distributions {qn(θ)} ∈ Q that converges
to δθ0 at the rate of γn = √n. Specifically, we consider the sequence where qn(θ) has mean θˆn, the
maximum likelihood estimate. It suffices to show that for such sequence {qn(θ)} ⊂ Q,
lim sup
n→∞ KL(qn(θ)∥ G(a, θ)pi(θ)p(X˜n∣θ)∫ΘG(a, θ)pi(θ)p(X˜n∣θ)dθ) =KL
⎛⎜⎜⎜⎝qn(θ)∥
G(a, θ)pi(θ) ( p(X˜n∣θ)
p(X˜n∣θ0))
∫ΘG(a, θ)pi(θ) ( p(X˜n∣θ)p(X˜n∣θ0))dθ
⎞⎟⎟⎟⎠ <∞.
For brevity let us denote KL(qn(θ)∥ G(a,θ)pi(θ)( p(X˜n ∣θ)p(X˜n ∣θ0))∫ΘG(a,θ)pi(θ)( p(X˜n ∣θ)p(X˜n ∣θ0))dθ) as KL. First, observe that for a
compact set K ⊂ Θ containing the true parameter θ0, we have
KL = ∫
Θ
qn(θ) log(qn(θ))dθ − ∫
Θ
qn(θ) log(G(a, θ)pi(θ))dθ − ∫
K
qn(θ) log( p(X˜n∣θ)
p(X˜n∣θ0))dθ
− ∫
Θ/K qn(θ) log( p(X˜n∣θ)p(X˜n∣θ0))dθ + log(∫ΘG(a, θ)pi(θ)( p(X˜n∣θ)p(X˜n∣θ0))dθ) . (23)
Now we approximate ∫K qn(θ) log ( p(X˜n∣θ)p(X˜n∣θ0))dθ using the LAN condition in Assumption 3.3. Let
∆n,θ0 ∶= √n(θˆn − θ0), and reparameterizing the expression with θ = θ0 + n−1/2h and denoting K ′ as
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the reparameterized set K we have
∫
K
qn(θ) log( p(X˜n∣θ)
p(X˜n∣θ0))dθ
= n−1/2∫
K′ qn(θ0 + n−1/2h) log(p(X˜n∣θ0 + n−1/2h)p(X˜n∣θ0) )dh (24)= n−1/2∫
K′ qn(θ0 + n−1/2h)(hI(θ0)∆n,θ0 − 12h2I(θ0) + oPn0 (1))dh
= (oPn0 (1))∫K qn(θ)dθ + ∫K qn(θ)(√n(θ − θ0)I(θ0)∆n,θ0 − 12n(θ − θ0)2I(θ0))dθ= (1
2
nI(θ0)(θˆn − θ0)2 + oPn0 (1))∫K qn(θ)dθ − ∫K 12nI(θ0)qn(θ)(θ − θˆn)2dθ. (25)
Now consider the last term in (23). Let {Kn} ⊆ Θ be a compact sequence of balls such that for all
n ≥ 1, θ0 ∈Kn and Kn → Θ as n→∞. Next, using the same re-parametrization we obtain,
∫
Kn
G(a, θ)pi(θ)( p(X˜n∣θ)
p(X˜n∣θ0))dθ = eoPn0 (1)enI(θ0)2 (θˆn−θ0)2 ∫Kn G(a, θ)pi(θ)e−nI(θ0)2 (θ−θˆn)2dθ. (26)
Now, Lemma A.2 implies that
∫
Θ/Kn G(a, θ)pi(θ)( p(X˜n∣θ)p(X˜n∣θ0))dθ = oPn0 (1). (27)
Hence, by the results in (26) and (27), the last term in (23) satisfies
log(∫
Θ
G(a, θ)pi(θ)( p(X˜n∣θ)
p(X˜n∣θ0))dθ)
= log(∫
Kn
G(a, θ)pi(θ)( p(X˜n∣θ)
p(X˜n∣θ0))dθ + ∫Θ/Kn G(a, θ)pi(θ)( p(X˜n∣θ)p(X˜n∣θ0))dθ)∼nI(θ0)
2
(θˆn − θ0) + log∫
Kn
G(a, θ)pi(θ)e−nI(θ0)2 (θ−θˆn)2dθ + oPn0 (1), (28)
where an ∼ bn implies that limn→∞ anbn = 1. Now, by substituting (25) and (28) into (23) we obtain,
KL ∼ ∫
Θ
qn(θ) log qn(θ)dθ − ∫
Θ
qn(θ) log(G(a, θ)pi(θ))dθ + (1
2
nI(θ0)(θˆn − θ0)2 + oPn0 (1)) [1 − ∫K qn(θ)dθ]+ log∫
Kn
G(a, θ)pi(θ)e−nI(θ0)2 (θ−θˆn)2dθ + 1
2
nI(θ0)∫
K
(θ − θˆn)2qn(θ)dθ + oPn0 (1).
Since, the qn(θ)⇒ δθ0 as n→∞ and θ0 ∈K,
(1
2
nI(θ0)(θˆn − θ0)2 + oPn0 (1)) [1 − ∫K qn(θ)dθ] ∼ oPn0 (1),
implying that,
KL ∼ ∫
Θ
qn(θ) log qn(θ)dθ − ∫
Θ
log(G(a, θ)pi(θ))qn(θ)dθ − 1
2
logn + 1
2
log( 2pi
I(θ0))+ log∫
Kn
(G(a, θ)pi(θ))N (θ; θˆn, (nI(θ0))−1)dθ + 1
2
nI(θ0)∫
K
(θ − θˆn)2qn(θ)dθ + oPn0 (1), (29)
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where N (θ; θˆn, (nI(θ0))−1) represents the Gaussian density function. Since qn(θ) has mean θˆn and
rate of convergence
√
n, then by a change of variable to µ = √n(θ − θˆn)
∫
Θ
qn(θ) log qn(θ)dθ = 1√
n
∫ qn ( µ√
n
+ θˆn) log qn ( µ√
n
+ θˆn)dµ = 1
2
logn + ∫ qˇn(µ) log qˇn(µ)dµ,
(30)
where qˇn(µ) is the rescaled density as defined in Definition 3. Substituting (30) into (29), we obtain
KL ∼ ∫ qˇn(µ) log qˇn(µ)dµ − ∫
Θ
log(G(a, θ)pi(θ))qn(θ)dθ + 1
2
log( 2pi
I(θ0))+ log∫
Kn
(G(a, θ)pi(θ))N (θ; θˆn, (nI(θ0))−1)dθ + 1
2
nI(θ0)∫
K
(θ − θˆn)2qn(θ)dθ + oPn0 (1)
(31)
Since, 12nI(θ0) ∫K(θ− θˆn)2qn(θ)dθ ≤ 12nI(θ0) ∫Θ(θ− θˆn)2qn(θ)dθ ≤ 12I(θ0), due to the specific choice
of qn(θ) with variance O(n−1)(see Definition 3.1), it follows from (31) that for large n,
KL ≲ ∫ qˇn(µ) log qˇn(µ)dµ − ∫
Θ
log(pi(θ))qn(θ)dθ − ∫
Θ
log(G(a, θ))qn(θ)dθ + 1
2
log( 2pi
I(θ0))+ log∫
Kn
(G(a, θ)pi(θ))N (θ; θˆn, (nI(θ0))−1)dθ + 1
2
I(θ0) + oPn0 (1) (32)
Now take limsup on either side of the above equation. Observe that the first term is finite by
Assumption 3.4. The second term is finite since the prior distribution is bounded due to Assump-
tion 3.1. For the third term, since logx ≤ x,
∫
Θ
log(G(a, θ))qn(θ)dθ ≤ ∫
Θ
(G(a, θ))qn(θ)dθ,
and the RHS above is bounded by Assumption 3.2. Since, θ0 ∈Kn∀n ≥ 1, the fifth term is bounded
by Laplace’s approximation,
∫
Kn
(G(a, θ)pi(θ))N (θ; θˆn, (nI(θ0))−1)dθ ∼ G(a, θ0)pi(θ0).
Since the remaining terms are finite it follows that,
lim sup
n→∞ minq∈Q KL(q(θ)∥ G(a, θ)pi(θ)p(X˜n∣θ)∫ΘG(a, θ)pi(θ)p(X˜n∣θ)dθ) <∞.
Proof of Proposition 3.1. Recall from the Lemma A.1 that for any risk function G(a, θ) that sat-
isfies Assumption 3.2 and for a given sequence of distributions {qn(θ)} that converges weakly to
any distribution q(θ) other than δθ0 , KL(qn(θ)∥ G(a,θ)pi(θ)p(X˜n∣θ)∫ΘG(a,θ)pi(θ)p(X˜n∣θ)dθ) diverges as n →∞ P0 − a.s.
On the other hand, Lemma A.3 shows that for any a ∈ A,
lim sup
n→∞ minq∈Q KL(q(θ)∥ G(a, θ)pi(θ)p(X˜n∣θ)∫ΘG(a, θ)pi(θ)p(X˜n∣θ)dθ)= lim sup
n→∞ KL(q∗a(θ∣X˜n)∥ G(a, θ)pi(θ)p(X˜n∣θ)∫ΘG(a, θ)pi(θ)p(X˜n∣θ)dθ) <∞. (33)
Therefore, Lemma A.1 and A.3 combined together imply that for any a ∈ A, and for any risk function
G(a, θ) that satisfies Assumption 3.2, the LC approximate posterior must converge weakly to δθ0
as n→∞ P0 − a.s; that is q∗a(θ∣X˜n)⇒ δθ0 P0 − a.s. as n→∞.
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B Proof of Proposition 4.1
Proof. Fix a ∈ A. Observe that for any η > 0.
∣∫
Θ
G(a, θ)q∗(θ∣X˜n)dθ −G(a, θ0)∣
≤ ∫
Θ
∣G(a, θ) −G(a, θ0)∣q∗(θ∣X˜n)dθ.
= ∫∥θ−θ0∥>η ∣G(a, θ) −G(a, θ0)∣q∗(θ∣X˜n)dθ + ∫∥θ−θ0∥≤η ∣G(a, θ) −G(a, θ0)∣q∗(θ∣X˜n)dθ. (34)
Next, recall the fact that NV approximate posterior is consistent from [19], that is for every η > 0
lim
n→∞∫∥θ−θ0∥>η q∗(θ∣X˜n)dθ = 0 P0 − a.s. (35)
Using the above result and the monotone convergence theorem, the first term in (34) converges to
zero.
By Assumption 3.2 G(a, θ) is locally Lipschitz continuous in θ. where Lη(a) is the Lipschitz
constant for the compact set {θ ∈ Θ ∶ ∥θ − θ0∥ ≤ η}. Using this fact in the second term of (34), we
obtain
∫∥θ−θ0∥≤η ∣G(a, θ) −G(a, θ0)∣q∗(θ∣X˜n)dθ ≤ Lη(a)∫∥θ−θ0∥≤η ∥θ − θ0∥q∗(θ∣X˜n)dθ≤ Lη(a)η∫∥θ−θ0∥≤η q∗(θ∣X˜n)dθ. (36)
Now taking limit on either side of (36), and Using (35) again, the second term in (36) tends to
Lη(a)η, but since η can be arbitrarily small (and Lη(a)→ 0 as η → 0 ), we obtain
lim
n→∞ ∣∫ΘG(a, θ)q∗(θ∣X˜n)dθ −G(a, θ0)∣ = 0 P0 − a.s ∀a ∈ A.
It follows straightforwardly that Hq∗(a) ∶= Eq∗(θ∣X˜n)[G(a, θ)] converges to H0(a) P0-a.s. for any
a ∈ A. That is,
∀ a ∈ A, P0 ({ω ∈ Ω ∶ lim
n→∞ ∣Hq∗(θ∣X˜n(ω))(a) −H0(a)∣ = 0}) = 1, and∀ a ∈ A, P0 ({ω ∈ Ω ∶ ∀ > 0 ∃n ≥ n(ω, a, ) ∶ ∣Hq∗(θ∣X˜n(ω))(a) −H0(a)∣ < }) = 1. (37)
Next, define E ∶= {a ∶ a ∈ Q ∩ A}, where Q is set of rationals on R. Thus E is a countable
set containing the rational numbers (say {ai}) in A. Define a set Ai = {ω ∈ Ω ∶ ∀ > 0 ∃n ≥
n(ω, ai, ) ∶ ∣Hq∗(θ∣X˜n(ω))(ai) −H0(ai)∣ > }. From (37) we know that P0(Ai) = 0. We also know
that countable unions of sets of probability measure 0 are also of probability measure 0; that is,
P0 (⋃i≥1Ai) ≤ ∑i≥1 P0 (Ai) = 0. By definition of Ai, it follows that
⋂
i≥1ACi = { ω ∈ Ω ∶ ∀ > 0 ∃n ≥ n(ω, ) ≥ maxi≥1{n(ω, ai, )},s.t. ∣Hq∗(θ∣X˜n(ω))(ai) −H0(ai)∣ < , ∀ {ai}i≥1 } .
This establishes the uniform convergence supai∈E ∣Hq∗(θ∣X˜n(ω))(ai) −H0(ai)∣→ 0 P0−a.s.
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By the continuity of G(a, θ) in Assumption 3.2, Hq∗(a) and H0(a) are continuous over the compact
set A, and by the Heine-Cantor theorem, Hq∗(a) and H0(a) are uniformly continuous on the setA. Since the set E is dense in the compact set A, we can find a sequence {an} ∈ E that converges
to a point a ∈ A. Then, it follows that
∣Hq∗(a) −H0(a)∣ ≤ ∣Hq∗(a) −Hq∗(an)∣ + ∣Hq∗(an) −H0(an)∣ + ∣H0(an) −H0(a)∣.
From the above inequality, we can conclude that supa∈A ∣Hq∗(a)−H0(a)∣→ 0 P0−a.s., by using the
uniform continuity ofHq∗(a) andH0(a) on setA and the uniform convergence of supan∈E ∣Hq(an,X)−
H0(an)∣ to 0 P0−a.s, thus completing the proof.
C Proof of Corollary 4.1
Proof. Let aq ∈ a∗NV(X˜n) and a0 ∈ A∗ then, by definition, Vq∗ =Hq∗(aq) and V0 =H0(a0). Then,
Vq∗ − V0 = [Hq∗(aq) −H0(a0)] ≤ [Hq∗(a0) −H0(a0)] ≤ sup
a∈A ∣Hq∗(a) −H0(a)∣. (38)
On the other hand, observe that
Vq∗ − V0 ≥ [Hq∗(aq) −H0(aq)] ≥ −∣Hq∗(aq) −H0(aq)∣ ≥ −sup
a∈A ∣Hq∗(a) −H0(a)∣. (39)
Therefore from (38), (39), and Proposition 4.1, it follows that
lim
n→∞ ∣Vq∗ − V0∣ ≤ limn→∞ supa∈A ∣Hq(a,X) −H0(a)∣ = 0 P0 − a.s,
and the result follows.
D Proof of Proposition 4.2
Proof. Equivalently, we can show that a ∈ A ∖A∗ implies that a /∈ a∗NV(X˜n) P0−a.s. as n →∞. Fix
a ∈ A ∖ A∗, then we have H0(a) > V0. Next define  ∶= inf
a∈A∖A∗H0(a) − V0. Using Proposition 4.1,
there exists an n0 ≥ 1 such that ∀n ≥ n0, ∣Vq∗ −V0∣ ≤ sup
a∈A ∣Hq∗(a)−H0(a)∣ < 2 P0 − a.s. Therefore we
have, Vq∗ < V0 + 2 for all n ≥ n0. We also know that for any a ∈ A ∖A∗ and n ≥ n0
 + V0 = inf
a∈A∖A∗H0(a) ≤H0(a) <Hq∗(a) + 2 ,
which implies that Hq∗(a) > 2 + V0. Therefore for any a ∈ A ∖ A∗ , Hq∗(a) > V0 + 2 > Vq∗ for all
n ≥ n0. This implies that a /∈ a∗NV(X˜n) for all n ≥ n0 P0−a.s. and hence the proposition follows.
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E Proof of Proposition 4.3
Proof. Fix a¯ ∈ A and recall from (7) that
F(a, q; X˜n) = −KL(q(θ)∥pi(θ∣X˜n)) + ∫
Θ
logG(a, θ)q(θ)dθ.
Also recall that the LC approximate posterior q∗¯a(θ∣X˜n) converges weakly to a Dirac delta distri-
bution at θ0 due to Propostion 3.1. It now follows that, due to Assumption 3.2 (2) on G(a, θ) and
application of dominated convergence theorem
lim
n→∞∫Θ logG(a, θ)q∗¯a(θ∣X˜n)dθ = logG(a, θ0) ∀a ∈ A P0 − a.s. (40)
Now since the set A is compact, logarithm function is continuous, and G(a, θ) is continuous in∀a ∈ A, it follows using similar arguments as used in Proposition 4.1 that for any a¯ ∈ A,
sup
a∈A ∣∫Θ logG(a, θ)q∗¯a(θ∣X˜n)dθ − logG(a, θ0)∣→ 0 P0 − a.s. (41)
Now again using similar arguments as in Proposition 4.2 and monotonicity of logarithm function,
we can show that the LC approximate decision rule for any a¯ ∈ A, that is
a∗LC(X˜n, a¯) ∶= argmina∈A∫
Θ
logG(a, θ)q∗¯a(θ∣X˜n)dθ
is subset of the true decision set A∗ P0 − a.s. as n→∞. Since the result is true for any a¯ ∈ A, it is
true for any a that lies in LC approximate decision set a∗LC and therefore the proposition follows.
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