Document retrieval is the process of matching of some sated user query against a set of free-text records (documents), its one major technique for organizing and managing information. This project was concerned with studying which of the different statistical measures in IR have the most effectiveness on document retrieval using a unified set of documents. The results show that the Cosine Similarity Measure is the best of other seven measures (Inner Product, Dice Coefficient, Jaccard Coefficient, Inclusion Similarity Coefficient, Overlap Coefficient Measure, Euclidean distance Measure and Manhattan Distance Measure (City Block Distance) for both languages, with precision on Arabic collection 38% and recall 53.2%. On English collection, the precision is 25% and recall 65%.
INTRODUCTION
For thousands of years people have realized the importance of archiving and finding information. With advent of computers, it become possible to store large amounts of information, and finding useful information from such collections became a necessity. The field of Information Retrieval (IR) was born in the 1950s out of this necessity [1] .
Information Retrieval (IR) is a field devoted primarily to efficient, automated indexing and retrieval of documents. There are a variety of sophisticated techniques for quickly searching documents with little or no human intervention. [2] Traditional information retrieval systems usually adopt index terms to index and retrieve documents. An index term is a keyword (or group of related words) which has some meaning of its own (i.e. which usually has the semantics of the noun). [3] That's mean in a simple way an words which appears in the text of a document in a collection and its fundamental for information retrieval task to help the users to find the information which they need in an easy way.
So the information retrieval systems issue is predicting which documents are relevant and which are not. Such a decision is usually dependent on a ranking algorithm which attempts to establish a simple order of the document retrieved. Documents appearing at the top of this ordering are considered to be more likely to be relevant.
A ranking algorithm operates according to basic premises (evidences, principle, ideas, foundations, grounds) regarding the nation of document relevance. Distinct sets of premises yield distinct information retrieval models. One of the IR models is vector space model. The Vector Space Model (VSM) is a popular to Information retrieval system implementation which it based on the idea of represented both the query and each document as vectors in the term space. A measure of the similarity between the two vectors is computed [4] . Similarity measures take advantage of richer representation (e.g. term weights based on occurrence frequency). Most similarity measures can be classified into one of four types: (1) Angular measures (e.g. the cosine measure), (2) Distance measures (e.g. Euclidean distance), (3) Association coefficients (e.g. Jaccard coefficient), (4) Probabilistic measures.
Most studies found in the text mining literature use different document sets, which make it difficult to determine the best text classification method [5] . This study was concerned with studying the efficiency of the first three similarity types by using several methods belong to each type using a unified set of text documents.
RESEARCH BACKGROUND
Vester et al. said in [6] , Information retrieval dates more than 4000 years back to the beginning of written language, as information retrieval is related to knowledge stored in textual form. Today text has grown to become: "… The primary way that human knowledge is stored, and after speech, the primary way it is transmitted." Traditionally, information retrieval was a manual process, mostly happening in the form of book lists in libraries, and in the books themselves, as tables of contents, other indices …etc. these lists/tables usually contained a small number of index terms (e.g. title, author and perhaps a few subject headings) due to the tedious work of manually building and maintaining these indices.
The above was true through most of history up until the middle of the 20 th century, where the digital computer fundamentally changed the way that person was able to store, search and retrieve textual information as noted in [6] . As a result, IR has grown well beyond its previous limited form, mostly concerned with indexing and searching books and other kinds of textual information.
Today, information retrieval plays a much larger part of our lives-especially with the advent of Internet, and the World Wide Web (the Web) in particular. In [6] , during the last ten years, the amount of information available in electronic form whether on documents in computers or on the Web has grown exponentially. Almost any kind of desired information is available, including: news and message files, software libraries, multimedia repositories, commercial information, Bibliographic collections, encyclopedias …etc.
Furthermore, the amount of documents managed in organizational intranets that represent the accumulated knowledge of the organizations is also quickly growing, and efficient access to these documents has become vital to the success of modern organizations.
In [6] , the writer said, Information retrieval is at the center stage of this "revolution" and is necessary condition for its continuing expansion into even more areas of our lives. However, technologies enter many areas of our life, people still find it difficult (if not impossible) to consistently locate and retrieve information relevant to their needs. As Roussinov and Chen pessimistically put it:
"Our productivity in generating information has exceeded our ability to process it, and the dream of creating an information-rich society has become a nightmare of information overload."
In modern information retrieval systems, several models exist to represent the information contained in a large collection of textual documents. Vector Space Model is one of these models, the first proposed it by Salton at el. In the paper "A vector Space Model for Automatic Indexing" [7] [11]. In the vector space model, a document and a query are represented as two term vectors in a high-dimensional term space. Each term is assigned a weight that reflects its "importance" to the document or the query. Given a query, the relevance status value of a document is given by the similarity between the query vector and document vector as measured by some vector similarity measure, such as the cosine of the angle formed by the two vectors, Euclidean distance which is study the relationships between angels as reported in [8] . Around 300 BC, the Greek mathematician Euclid laid down the rules of what has now come to be called "Euclidean geometry", which is the study of the relationships between angles and distances in space according to [9] . One key question in document retrieval is how to rank documents based on their degrees of relevance to a query. Much effort has been placed on the development of ranking functions; some of them based idea on different similarity measures, but the comparison of their effectiveness on the unified set of data is still in studying especially for Arabic documents.
Note: Early work in the field of Vector Space Model (VSM) used manually assigned weights. Similarity coefficients that employed automatically assigned weights were compared to manually assigned weights. Repeatedly, it was shown that automatically assigned weights would perform at least as well as manually assigned weights as stated in [10] [11] but it's faster, easier and more precise.
EVALUATION
In order to evaluate the classification system, a collection of English documents collected from NPL (national physics Laboratory in the United Kingdom (UK). The collection is available on the net. This collection contains 800 documents with different size, and tested the system with 20 queries as a sample, the queries represented in Appendix A and a sample of documents from the collection in Appendix B. the system uses English stop word list contains 319 words.
Another collection is used, a collection of 240 Arabic abstracts from the proceeding of the Saudi Arabian National Computer Conferences. The system tested with 20 queries as a sample. The queries represented in Appendix A and a sample of documents from the collection in Appendix B. the system uses Arabic stop word list contains 1459 words.
On English collection (NPL dataset), Table 1 represent the result accuracy of the system. The results indicate that the Cosine similarity measure is the most statistical measure as compared to the other seven measures, with 25% precision and 65% recall, then the Inner Product become next with 23.6% precision and 64.3% recall. The third measure is Inclusion Similarity Coefficient with 21.2% precision and 63.5% recall. The fourth one is Overlap Coefficient Measure with 20.7% precision and 62.7% recall. The fifth one is Jaccard Coefficient with 20.4% precision and 61.8% recall. The sixth is Euclidean distance with 20% precision and 60% recall. The seventh one is Dice Coefficient with 18% precision and 57.1% recall. The last one is Manhattan Distance Measure (City Block Distance) with 50% recall and 13.6% precision. On Arabic collection, The final result shows from this research that Cosine Similarity Measure is the most effectiveness measure for both Arabic and English languages. This result learnt from the comparison of it with the other seven measures used by the system, so we encourage other IR researchers, if they want to select one of the above measures, they can select the cosine measure to make their search system more efficient 
CONCLUSION
In this research, Several Statistical Measures is employed to construct a retrieval model for English and Arabic documents. This research address two issues; Studying the effectiveness of each different statistical measure on a unified set of documents, and Comparing the effectiveness of different statistical measures in order to find the most effective one to classify documents.
The results show that the Cosine Similarity Measure is the best of other seven measures (Inner Product, Dice Coefficient, Jaccard Coefficient, Inclusion Similarity Coefficient, Overlap Coefficient Measure, Euclidean distance Measure and Manhattan Distance Measure (City Block Distance) for both languages, with precision on Arabic collection 38% and 53.2% recall. On English collection, the precision is 25% and 65% recall. So according to this research until the moment of writing is the Cosine Similarity Measure is the best to use in ranked retrieval system for a given queries.
According to these experimental results the Cosine Similarity measure is the best for Document retrieval technique.
FUTURE WORK
In future work, the plan is to extend this project to test other measures, such as Lucene's Similarity measure, Chebyshev distance, Sokal and Sneath similarity measure, Bray Curit (Sorensen) distance, spearman distance and power distance. Moreover add a stemmer to the system to compare results of it with and without stemmer.
We plan to study the semantic of both documents and user query via combine these statistical measures to Conceptual Graph (CG) in another version of this system called AutoClassify2. Conceptual Graph (CG) is one of many natural language processing (NLP) techniques, which concern in the semantics of documents and query proposed. We think this will improve the quality of retrieved documents and take more acceptance and trusty of users who looking to find the best answer for their query in short time.
Comparing the effectiveness of statistical measures used by the system on another languages collection, like Turkish, Spanish, Italian …etc. Surely after learning their nouns and stop words.
[10] Chowdhury A. 
Appendix A Tested Queries
The following are the queries used to test the system: 
Sample of Documents
The following are a sample of documents used in this research:

For English:
