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Abstract
A Novel Approach to a Wearable Eye Tracker using Region-Based
Gaze Estimation
Aun Kei Ariana Hong
Supervising Professor: Dr. Juan Cockburn
Eye tracking studies are useful to understand human behavior and reactions to visual stimuli. To conduct experiments in natural environments it is
common to use mobile or wearable eye trackers. To ensure these systems
do not interfere with the natural behavior of the subject during the experiment, they should be comfortable and be able to collect information about
the subject’s point of gaze for long periods of time.
Most existing mobile eye trackers are costly and complex. Furthermore
they partially obstruct the visual field of the subject by placing the eye camera directly in front of the eye. These systems are not suitable for natural
outdoor environments due to external ambient light interfering with the infrared illumination used to facilitate gaze estimation. To address these limitations a new eye tracking system was developed and analyzed. The new
system was designed to be light and unobtrusive. It has two high definition
cameras mounted onto headgear worn by the subject and two mirrors placed
outside the visual field of the subject to capture eye images.
Based on the angular perspective of the eye, a novel gaze estimation algorithm was designed and optimized to estimate the gaze of the subject in
one of nine possible directions. Several methods were developed to compromise between shape-based models and appearance-based models. The
eye model and features were chosen based on the correlation with the different gaze directions. The performance of this eye tracking system was
then experimentally evaluated based on the accuracy of gaze estimation and
the weight of the system.

v

Contents
Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ii

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . .

iii

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iv

1

2

Background . . . . . . . . . . . . . . . . .
1.1 Optics of Eye . . . . . . . . . . . . . .
1.2 Eye Movement . . . . . . . . . . . . .
1.3 Gaze Estimation . . . . . . . . . . . . .

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
. .
. .
. .

1
1
4
5

1.4

History of Eye Tracking Systems . . . . . . . . .
1.4.1 Non-image Based Eye Tracking Systems
1.4.2 Image Based Eye Tracking Systems . . .
1.4.3 Video Based Eye Tracking Systems . . .

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

6
6
7
8

1.5

Mobile Eye Tracking Hardware
1.5.1 Video Cameras . . . . .
1.5.2 Infrared Light Source . .
1.5.3 Additional Gear . . . . .

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

. 9
. 9
. 10
. 11

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

Related Work . . . . . . . . . . . . . . . . . . . . . . . . . .
13
2.1 Eye Detection and Gaze Estimation . . . . . . . . . . . . . 13
2.1.1 Shape-based Models . . . . . . . . . . . . . . . . . 13
2.2

2.1.2 Appearance-based Models . . . . . . . . . . . . . . 15
Other Supporting Works . . . . . . . . . . . . . . . . . . . 16

vi

3

2.2.1
2.2.2

Median Filter . . . . . . . . . . . . . . . . . . . . . 16
Histogram Equalization . . . . . . . . . . . . . . . 17

2.2.3
2.2.4
2.2.5

Random Sample Consensus (RANSAC) . . . . . . . 19
Edge Detection . . . . . . . . . . . . . . . . . . . . 21
Object Detection . . . . . . . . . . . . . . . . . . . 22

Objectives . . . . . . . . . . . . . . . . . .
3.1 Initial Prototype . . . . . . . . . . . . .
3.1.1 Existing Algorithms . . . . . .
3.1.2 Feature-Based Approach . . . .
3.1.3
3.1.4

4

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
24
. . 26
. . 28
. . 29

Appearance-Based Approach . . . . . . . . . . . . . 30
Overall Results . . . . . . . . . . . . . . . . . . . . 31

Hardware Prototype . . . . . . . . . . . . . . . . . . . . . .
4.1
4.2

5

.
.
.
.

32

Video Capture . . . . . . . . . . . . . . . . . . . . . . . . . 32
Mirror Attachment . . . . . . . . . . . . . . . . . . . . . . 35

Algorithm Implementations . . . . . . . . . . . . . . . . . .
5.1
5.2

Locate the Mirror and Extract Eye Image
Eye Detection and Gaze Estimation . . .
5.2.1 Image Template Method . . . . .
5.2.2 Iris Detection Method . . . . . .
5.2.3
5.2.4

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

39
.
.
.
.

39
44
44
46

Eyelid Model . . . . . . . . . . . . . . . . . . . . . 49
Sclera Model . . . . . . . . . . . . . . . . . . . . . 51

6

User Interface . . . . . . . . . . . . . . . . . . . . . . . . . .

7

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
64
7.1 Natural Environment . . . . . . . . . . . . . . . . . . . . . 65
7.2 Specifications . . . . . . . . . . . . . . . . . . . . . . . . . 66

59

vii

7.3

System Accuracy . . . . . . . . . . . . . . . . . . . . . . . 66
7.3.1 Vertical Gaze . . . . . . . . . . . . . . . . . . . . . 66
7.3.2
7.3.3

8

Horizontal Gaze . . . . . . . . . . . . . . . . . . . 69
Overall . . . . . . . . . . . . . . . . . . . . . . . . 75

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . .
8.1

Future Work . . . . . .
8.1.1 Image Quality .
8.1.2 Field of View .
8.1.3 Blink Detection
8.1.4

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

77
.
.
.
.

78
78
78
79

Gaze direction resolution . . . . . . . . . . . . . . . 79

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . .

80

viii

List of Tables
1.1

Types of Eye Movements . . . . . . . . . . . . . . . . . . .

5

4.1
4.2

Comparison of Camera Specifications . . . . . . . . . . . . 33
ContourPlus Video Settings . . . . . . . . . . . . . . . . . . 34

6.1

Results Table Format . . . . . . . . . . . . . . . . . . . . . 63

7.1
7.2

Lighting Conditions and Luminance . . . . . . . . . . . . . 65
Comparison of Mobile Eye Tracker Weights . . . . . . . . . 66

7.3

Top Performing Feature Settings . . . . . . . . . . . . . . . 76

ix

List of Figures
1.1
1.2

Cross Section of Eye (Side View) Showing Major Parts [17]
Purkinje Reflections [15] . . . . . . . . . . . . . . . . . . .

1.3
1.4
1.5
1.6

Eye Gaze Pitch and Yaw . . . . . . . . . . . .
Positive Science Mobile Eye Tracking Cameras
Gaze Estimation Using Corneal Reflection . . .
Positive Science Mobile Eye Tracking Gear . .

2.1

Pseudocode for RANSAC Algorithm . . . . . . . . . . . . . 20

2.2
2.3

Sobel Convolution Kernels . . . . . . . . . . . . . . . . . . 21
Haar-like Features [28] . . . . . . . . . . . . . . . . . . . . 23

3.1
3.2
3.3
3.4

Nine Gaze Directions Mapped onto a Scene . . . . . . . . . 25
Initial Prototype Using Looxcie Camera . . . . . . . . . . . 27
Image Sample Using Looxcie Camera . . . . . . . . . . . . 27
OpenCV Viola-Jones Eye Detection on Looxcie Image Sam-

3.5
3.6

ple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Locating the Eye Region Using Strong Edges . . . . . . . . 29
Template Images for Nine Calibration Points . . . . . . . . 30

4.1
4.2

Final Prototype Using ContourPlus . . . . . . . . . . . . . . 34
Image Sample Using ContourPlus Prototype . . . . . . . . . 36

4.3

Mirror Attachment on ContourPlus Camera . . . . . . . . . 38

5.1

Pseudocode for Locating Mirror . . . . . . . . . . . . . . . 41

5.2

Persistent Edges of an Image Sequence . . . . . . . . . . . . 42

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

1
3

. 6
. 9
. 10
. 11

x

5.3
5.4

Ellipse Fitted to Persistent Edges . . . . . . . . . . . . . . . 42
Mirror Mask Based on Fitted Ellipse . . . . . . . . . . . . . 43

5.5
5.6
5.7
5.8

Iris Detection Algorithm Sequence .
Eyelid Model Fitted onto Eye Image
Subjects with Double Eyelid Crease
Pseudocode for Preparing the Frame

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

48
50
51
52

5.9
5.10
5.11
5.12

Model of Left Eye for each Gaze Direction . .
Model of Right Eye for each Gaze Direction . .
Features with and without Bottom Eyelid Slope
Eye Model with Overlaying Features . . . . . .

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

53
53
54
55

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

5.13 Features with Differing Orientation . . . . . . . . . . . . . . 56
5.14 Features with Differing Positions . . . . . . . . . . . . . . . 56
5.15 Features with Differing Number of Cells . . . . . . . . . . . 57
6.1
6.2

Graphical User Interface State Machine . . . . . . . . . . . 60
Graphical User Interface Framework . . . . . . . . . . . . . 61

6.3
6.4
6.5

Selecting the Regions of Interest Around the Eye . . . . . . 62
Selecting the Calibration Points on the Scene . . . . . . . . 62
Processed Frame Showing Both Left and Right Frames and
Gaze Directions . . . . . . . . . . . . . . . . . . . . . . . . 63

7.1
7.2

Top vs Bottom Eyelid Slope . . . . . . . . . . . . . . . . . 67
Success Rate With and Without Bottom Eyelid Slope . . . . 68

7.3
7.4
7.5
7.6

Success Rate With and Without Bottom Eyelid Slope (Zoom)
Success Rate With Different Grid Orientations . . . . . . . .
Success Rate With Different Grid Orientations (Zoom) . . .
Success Rate With Different Intensity Feature Positions . . .

7.7
7.8

Success Rate With Different Intensity Feature Positions (Zoom) 72
Success Rate With Different Colors pace Dimensions . . . . 73

68
70
70
71

xi

7.9 Success Rate With Different Colors pace Dimensions (Zoom) 73
7.10 Success Rate With Different Number of Grid Cells . . . . . 74
7.11 Success Rate With Different Number of Grid Cells (Zoom) . 75

1

Chapter 1
Background
1.1

Optics of Eye

Understanding the anatomy of the eye is essential to effectively detect the
eye and its members. Three primary components of the eye relevant to
tracking gaze include the cornea, pupil, and lens, as shown in figure 1.1.
The image enters the eye as light rays through the cornea and pupil. The
inverted light image is projected onto the back of the eyeball, or retina,
which contains two types of light-sensitive cells, or photoreceptors, rods
and cones. Photoreceptors convert the light rays into neural signals that are
transferred to the visual cortex of the brain via the optic nerve [13]. Light
rays are interpreted by the visual cortex of the brain, providing the sense of
sight.
Depending on the environment, the amount of light necessary for a clear
image varies. Eye color is determined by the color of the iris, commonly

Figure 1.1: Cross Section of Eye (Side View) Showing Major Parts [17]
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brown, blue, or green [8]. However, the iris color has no effect on visual
capabilities. The iris is the muscle surrounding the pupil, which is the black
area of the eye where light enters. As the iris muscle expands and contracts,
pupil size and the amount of light entering the eye increases and decreases,
respectively. If too much light enters the eye, the pupil constricts to reduce
amount of light entering the eye, and vice versa. Generally, the eye requires
a larger pupil size in indoor environments than outdoor environments. When
relocating between indoor and outdoor settings, the pupil and iris requires a
few seconds to adjust the amount of light entering the eye.
Parallel fibers in the lens shift back and forth to constrict or relax the
lens, which adjusts the focal length. The changing shape of the lens is described as accommodation, which is a natural reflex, but can be consciously
controlled. As the muscles tighten the curvature of the lens increases, the
focal length decreases and nearby objects become in focus, and vice versa.
The lens hardens over time, making it difficult to focus on nearby objects.
In the retina, the light-sensitive cells, or photoreceptors, transduce the
light rays into electrical signals. Rods are sensitive to the brightness of
light, which allows the eye to interpret light even in dim lighting. Cones
are sensitive to specific frequencies, or colors, which vary among short (S),
medium (M), and long (L) wavelength cells. While different wavelengths
commonly correspond to blue, red, and green cells respectively, the range
of cone wavelengths overlap with one another. More than half of the cones
respond to long wavelength light, more than a quarter of cones respond to
medium wavelength light, and the remaining cones respond to short wavelength light.
Cones are concentrated in the fovea, which is located in the center of the
retina. The fovea is the segment of the retina responsible for sharp central
vision, however, it only represents less than 2◦ of the visual field. Because
of the concentration of cones in the fovea, the eye has full acuity only in the
fovea allowing the eye to view objects at the highest quality. In order to see
sharp edges of objects, the eye moves over the object such that the light of
the object is projected onto the fovea. The subject focuses on an object or
text when the eye foveates over the object.

3

Figure 1.2: Purkinje Reflections [15]

Light rays travel through several optical media to reach the fovea, including cornea and lens. Each medium has a different index of refraction,
meaning the light bends at different angles when entering different media.
Snell’s Law states the angle that light bends between mediums depends on
the index of refraction of the mediums, the radius of curvature of the surface, and the wavelength of the light. Different colored lights will bend at
different angles and will not converge. The short wavelength light reaches a
focus in front of the retina, the medium wavelength light reaches a focus at
the retina, and the long wavelength light reaches a focus behind the retina.
Since the medium wavelength light focuses closest to the retina, the fovea
interprets it with the most valuable information.
Covering the outside of the iris, pupil and anterior chamber is a transparent membrane, called the cornea, which reflects some of the light off the
eye. Lights of all wavelengths are reflected off of the cornea, including nonvisible lights. Imperfections in the cornea cause different reflectiveness on
different segments of the eye.
External light sources produce light reflections off the eye, as illustrated
in figure 1.2. Some light reflects off the cornea, which is referred to as the
corneal reflection, or the 1st Purkinje reflection. It is normally the brightest
reflection observed. The 2nd Purkinje reflection is produced by light reflecting off the back surface of the cornea. Because of the thinness of the cornea,
these two reflections are generally indistinguishable. The reflection off the
outer surface of the lens is known as the 3rd Purkinje reflection. Due to the
angle of reflection, the 3rd Purkinje reflection is often hidden in the wide
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area of the iris. Reflected off the inner surface of the lens is the 4th Purkinje
reflection, which is much dimmer than the previous mentioned reflections,
but offset and easily differentiated from the 1st and 2nd Purkinje reflections.

1.2

Eye Movement

Understanding eye movements will improve the ability to track the eye and
predict the gaze direction. The eye can move along three axes of rotation,
since it is controlled by three pairs of muscles. Each set of muscles control
one axis of rotation. One set controls the vertical up-down (pitch) movements, one set controls the horizontal right-left (yaw) movements, and one
set controls the torsional rotating (roll) movement.
These muscles expand and contract to control eye movements. A wellknown eye movement is a blink, during which there is no gaze direction.
Besides blink movements, there are two basic eye movements, fixations and
saccades.
Fixations occur when the eye remains stationary over a period of time
[13]. Generally the subject’s gaze is focused on an object or target. Fixations last from tens of milliseconds up to several seconds. The gaze direction
is most important during a fixation, because the subject is actively gathering
information from the environment.
Saccades are the fastest movement the body can make [13]. It is the
movement between fixations as the eye moves from one position to another,
which can occur within 30 and 80 ms. The subject is unaware that no information is gathered during a saccade, because information is retroactively
provided during fixations.
A smooth pursuit is another common movement in which the eye is fixated on a moving target. Without a moving target, this movement is nearly
impossible. All types of eye movements are listed in table 1.1. Although
there are more types of eye movements, the remaining movements are generally disregarded during eye tracking. Some movements, such as microsaccades, tremors, and drifts, are frequently too small to capture.
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Types
Fixation
Saccade
Glissade
Smooth Pursuit
Microsaccade
Tremor
Drift

Duration (ms)
200 - 300
30 - 80
10 - 40
10 - 30
200 - 1000

Table 1.1: Types of Eye Movements

1.3

Gaze Estimation

Detecting and tracking the eye rely on biological features, but calculating
the gaze direction can be explained using basic geometry and optics. The
pitch and yaw of the eye can be estimated and tracked by finding the vectors
between significant biological features, such as the iris and pupil.
The pitch and yaw angles are sufficient to characterize the gaze direction
of a subject, as illustrated in figure 1.3. Pitch is the angle relative to the
horizon: it is 0◦ when the user looks straight ahead; greater than 0◦ , upwards; and less than 0◦ , towards the downwards. Yaw is the angle relative
to the vertical axis: it is 0◦ when the user looks straight ahead; greater than
0◦ , toward the right; less than 0◦ , toward the left. With these two angles
and distance between the user and the scene, the point on the scene can be
calculated using trigonometry.
For example, if the subject is 6 ft away from an scene and looking 1 ft
above the center point, the gaze vector will create a right angle with the
scene plane. The pitch angle can then be calculated using the arctan of
the vertical displacement over the distance away from the plane, as seen in
equation 1.1.

yvertical = 1 ft
hdistance = 6 ft
θpitch = tan−1 (

yvertical
)
hdistance

(1.1)
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Figure 1.3: Eye Gaze Pitch and Yaw

These measurements are also useful for calculating the accuracy of the
system. Current systems typically have between 0.5◦ and 1.0◦ of accuracy
in ideal conditions. Based on the distance hdistance between the subject and
the scene, one degree corresponds to a certain radius r around the point of
gaze. Basic trigonometry suggests a system with a ±1◦ accuracy has an
accuracy radius r equal to hdistance tan(1◦ ). For example, if a user gaze is
directed at a monitor that is 27 inches away from the user, the actual point
of gaze is within a 0.5-inch radius of the calculated point of gaze. As the
user moves further from the object, the accuracy radius increases, but the
accuracy measurement in degrees remains constant.

1.4
1.4.1

History of Eye Tracking Systems
Non-image Based Eye Tracking Systems

The earliest eye tracking studies began in the late 1800s. Researchers built
their own eye tracking systems to fit their research needs until the systems
were commercialized in the 1980s [13]. Eye trackers evolved with the available technology. Before cameras were easily accessible, mechanical- and
electrical-based eye tracking systems were built.
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Early eye tracking systems tracked the eye using non-image based eye
tracker systems, such as Delabarre (1898) eye tracking system [13]. He created plaster molds that fit tight over the top of the eye with the center carved
out, so that the subject could see. A string connected the mold to a needle,
which moved corresponding to the eye movements. Unfortunately, this was
exceedingly uncomfortable and painful to the subject, so the eyeball was
anesthetized using cocaine, which later on was found to drastically affect
eye movements.
Yarbus (1950s) built a contact lens system with mirrors, producing high
precision results [13]. He attached a mirror to the contact lens. Lights on
the head mount directed towards the eye reflected off the mirror. The gaze
was accurately calculated by measuring the reflection angle of the reflected
light. The contact lens design required the subject’s eyes to remain open
during the entire experiment. Yarbus kept the eyes constantly moisturized
throughout the experiment by spraying water into the eyes.
Collewijn (1998) also developed a contact lens system using electromagnetic coils [13] [6]. The subject wears contact lens embedded with metal
coils. A magnetic field was generated by surrounding the subject with magnetized coils. As the eyes move, the large magnetic field around the subject
induces a current in the contact lens. Eye movements can be determined by
measuring this current.
The results for these two mechanical systems were significantly affected
by the direct contact to the eyeball, which caused unnatural eye movements.
Electrooculography (EOG) Systems, measured the electromagnetic variation when the dipole of the eyeball muscular movement. The system did
not physically alter eye movements. However, the system could only measure the horizontal movement and the results were significantly affected by
surrounding muscle movements.
1.4.2

Image Based Eye Tracking Systems

Eye tracking systems became less intrusive with the introduction of the
Dual-Purkinje system developed by Stanford Research Institute [15]. The
Dual-Purkinje system utilized a completely optical system to locate the 1st
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and 4th Purkinje reflections produced by an infrared light with a wavelength
of approximately 930 nm. The 1st Purkinje reflection is used as a reference
point for the 4th Purkinje reflection. The vector between these reflections
is used to calculate the gaze direction. This system is capable of estimat1◦
ing gaze within ±10 , or ± 60
accuracy. No other eye tracking systems can
compare with the accuracy of the Dual-Purkinje system. Unfortunately, this
expensive system has a small visual field and requires the subject to maintain perfectly steady head movement using a headrest or bite bar.
1.4.3

Video Based Eye Tracking Systems

With further advances in computing technology, eye tracking has become far
less intrusive with video-based eye tracking systems. Earlier video-based
eye trackers required manual detection of the pupil in each frame, which
took hours of analysis for even short video clips. Computer vision and image processing techniques allows this process to be automated. However,
depending on algorithm performance, some precise systems would also take
hours to process video clips.
There are two types of video-based eye trackers including remote and
mobile systems. Remote eye tracking systems provide exceptional results,
but remain stationary in a laboratory setting. The subject is positioned in
front of a computer monitor and camera. Only the subject eye movements
are captured on video. Scene information is provided by the research and
displayed on the computer monitor. Because the stationary setup of the
remote systems, hardware could be as complex as necessary to achieve requirements for the system. For example, the hardware required for real-time
operation requires a significant amount of processing power that can be easily provided in a laboratory setting.
Mobile eye tracking systems were developed to broaden the scope of eye
tracking studies. Two cameras are required to capture the scene information
and eye movements, so that the subject can be tracked in any environment.
Unfortunately, in order to support eye tracking in a variety of environments
and conditions, these systems tend to be highly complex, rigid, and therefore
costly. In addition, the hardware must be light and portable for the subject
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Figure 1.4: Positive Science Mobile Eye Tracking Cameras

to carry. Generally, the video clips are post-processed to conserve energy
during the experiment.

1.5

Mobile Eye Tracking Hardware

Several hardware features are necessary to support the additional movements introduced by mobile eye tracking. Mobile eye trackers are mounted
onto the subject’s head, so that research experiments can be conducted in
any environment. Research can be done in a natural setting, as opposed to
the synthesized settings of a laboratory.
1.5.1

Video Cameras

There are two cameras in a typical mobile eye tracking system; one camera
directed at the scene and one camera directed at the eye. An example mobile
eye tracking headset is shown in figure 1.4, which features the Positive Science eye tracker developed by [2]. The eye camera is carefully positioned
in front of the eye to optimize the usable data in eye images. Because of the
variation of head shapes and sizes, the eye camera is mounted onto a wire
extension that can be easily adjusted for each subject.
Attached to the cameras is a real-time streaming display. In the most recent generation of the Positive Science eye tracker, the video is streamed to
a MacBook Air. Other mobile eye trackers utilize camcorders, which have
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Figure 1.5: Gaze Estimation Using Corneal Reflection

built-in displays to view the video stream. Camera positioning is adjusted to
meet the requirements by viewing the video stream during setup. The visual
field of the user must appear in the scene camera, so that gaze estimation
will track the entire scene. The pupil in all extreme positions should be visible in the eye video, and the infrared light should be positioned such that
the corneal reflection is clear.
1.5.2

Infrared Light Source

The majority of eye trackers require a stabilized external light source to
illuminate the eye and serve as a reference point. An infrared (IR) light
meets these restraints and does not interfere with the subject’s gaze, since
infrared light is in the non-visible spectrum. It is positioned slightly off axis
from the camera, directed towards the eye. This produces a dark pupil and
glint, or corneal reflection, on the eye [34]. A dark circle often surrounds
the glint on the eye image, as seen in figure 1.5.
The IR illumination is generated by light sources with a wavelength between 780 nm and 880 nm [12]. This light source is invisible to the human
eye, but is detected by any camera without an IR-blocking filter. At low
powers, the IR light poses no safety risks to the subject.
The general area of the eye can be determined for the current and consecutive frames by the glint [3]. Camera and head movements are corrected by
processing the image with respect to the corneal reflection reference point.
The vector between the pupil center and the corneal reflection, as seen in
figure 1.5, will change as the eye moves. Since the IR light rests on the
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Figure 1.6: Positive Science Mobile Eye Tracking Gear

head mount, the corneal reflection will move simultaneously with the headmount. When the headmount shifts position as the eye remains stationary,
the corneal reflection will move from frame to frame but the vector to the
pupil remains the same.
1.5.3

Additional Gear

Since the subject must carry the entire mobile eye tracking system, additional video recording hardware is necessary to capture and store the data.
Some systems utilize camcorders to collect the video, and some more complex systems include a small laptop, such as a netbook or ultrabook. For
portability, all the equipment is organized in a backpack to be carried by the
subject, such as in the example system in figure 1.6.
Depending on the complexity of the system, other hardware may include
spare batteries, a video display, and a video synchronizer. If necessary
for the research, additional batteries can prolong the experiment duration.
Video displays are necessary to preview the video stream and set up the system. The headset and camera positions will need to be adjusted for each
subject, and it would be difficult to calibrate these without observing the
video stream. It is also important to review recorded data throughout the
experiment to ensure the headset remained relatively stable and the video
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capture hardware hasn’t failed.
While the video cameras are all nominally 29.97 Hz, slight differences
in frame rates between cameras can cause synchronization errors between
eye and scene cameras. Although there are standards for video frame rates,
it is near impossible to manually begin recording the two cameras simultaneously. A video synchronizer aligns video clips at the hardware level to
automatically synchronize the videos. The videos could also be synchronized manually by using a visual reference point, such as a camera flash,
that will appear in both videos. Clapping in front of the cameras would
provide both a visual and an auditory reference.
The physical hardware does not perform real-time eye tracking. It simply collects video to be processed later. The weight of the hardware is an
important consideration for the experiment. The subject can manage the
weight of systems, such as the Positive Science eye tracker, for only a few
hours.
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Chapter 2
Related Work
2.1

Eye Detection and Gaze Estimation

Eye Detection and gaze estimation are processed on a separate computer
with high processing power. Adding this to the mobile eye tracking hardware would increase complexity and add weight to the gear.
There are two common methods for eye detection and gaze estimation
based on either shape-based models or appearance-based models. Shapebased models are accurate, but more complex. Appearance-based models
are simpler to implement, but less accurate. A compromise between accuracy and complexity can be achieved using hybrid models. Choosing the eye
detection method depends on a number of factors, including the processing
power of the system and the type of research being conducted.
2.1.1

Shape-based Models

Shape-based models generally utilize a geometric model of the eye to more
accurately determine the gaze direction. Normally, these algorithms require
high contrast, high resolution images of the eye. In addition, a reference
point on the eye is acquired using an IR light directed towards the eye of the
subject.
Features, such as contours or eye corners, are extracted and associated to
the geometric model to determine significant parameters. Parameters typically include the pupil and iris size, orientation, ratio between the pupil
ellipse axes, and other factors [12]. These features are mapped onto the geometric model, such that the geometric model is positioned to match the eye
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image. The gaze direction can then be calculated from the geometric model.
Based on the corneal reflection reference point, the parameters can be
used to exactly determine the gaze direction. These methods are highly
sensitive to head movements, and must be calibrated each time the distance
between the camera and the subject changes. Once calibrated, the gaze
estimation is very accurate sometimes within ±1◦ pitch angle and ±1◦ yaw
angle. However, accuracy quickly decreases as the subject moves away
from the calibrated distance. For example, if the calibration is performed
with the subject 12 feet away from objects in the scene, the system works
well as long as the subject maintains that distance. At different distances
parallax errors are caused by the horizontal and/or vertical offset between
the scene camera and the line-of-sight of the observer’s eye.
From the features, the center of the pupil and the glint are located. Because the glint is produced by a stationary light source with respect to the
subject, it appears in the same location for each frame. By this logic, the
vector from the glint to the pupil varies based on the gaze direction [34].
After calibration, this vector is mapped using a gaze mapping function to
determine the point-of-gaze.
Several different shape-based approaches have been developed. The
Pupil Center Corneal Reflection (PCCR) technique used in [34] must be recalibrated for every subject. [27] proposed a system using multiple IR lights
to optimize calibration points. In addition, [31] proposed a gaze estimation
system using manual eye position estimates that the subject is instructed to
look towards in order to calibrate the system.
There are many different variations of this technique, but common limitations appear across the systems that use this model. Typically, shape-based
models are sensitive to head movements, occlusions, and lighting conditions. This may produce inaccurate results in outdoor areas, due to the
reference point generated by the IR light conflicting with the strong ambient light. Furthermore, a frontal view of the eye is required to extract the
necessary features from the image.
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2.1.2

Appearance-based Models

Appearance-based models do not necessarily require the calibration of the
hardware system and explicit feature extraction. These models are independent of the object of interest. In other words, algorithms can be directed
towards a number of different objects, which in this case are the features
of an eye. Therefore, they do not incur the additional cost of specialized
hardware to produce a reference point on the eye images.
These models are built based solely on the appearance of the eye region.
Relevant features are inferred from the images from a number of calibrated
images [12]. For example, a region with a significant amount of white colored pixels probably corresponds to the sclera of the eye. This processing
also considers spatial information, such as the pupil is always located within
the iris.
Template matching techniques require a large set of training data, or
data dictionary, which results in a computationally intensive process for
higher resolutions images. A template is generated from the set of training data. Template matching algorithms found in [24] discuss techniques to
match a test vector with a trained vector. [32] proposes a system utilizing
appearance-based algorithm to classify eye images into different gaze directions. Typically, this model is used to first locate the eye, so the test image
is compared with the template to determine the location of the eye in the
scene based on the similarity measure of the region to the templates stored
in the data dictionary.
Object detection algorithms similarly search the frame for regions that
compute a high similarity measure with the template. However, these algorithms search for specific features and store the templates in a feature
vector. The algorithm processes the test frame searching for areas that have
a matching feature vector. A method found in [28] [29] explains the process
of rapid object detection using a cascade of simple features. A series of features are calculated for a template image in a decision tree format. Features
are calculated efficiently using the integral of the image. Features for the
test images are calculated one at the time and tested against the template
threshold. Similar to a decision tree, the first features is tested on a region
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of the image. If considered a possible match to the template object, the next
feature is tested. Otherwise, the test region is discarded. This continues
until all features are tested leaving only matches to the template object.
An example of this model found in [3] utilizes neural networks to perform the gaze estimation and calibrated by running several hundred iterations through the process. There are also models that perform a Gaussian
regression method to map the input gaze coordinates. Because the algorithms are based on extracting information from raw data, there are several
cases in which calibration is unnecessary. However, this model is incapable
of handling scale and rotational changes like the shape-based methods.

2.2

Other Supporting Works

Eye tracking algorithms, like other computer vision tasks, uses image processing techniques to analyze and understand images. Image processing
techniques enhance images and extract useable data for the computer vision
algorithms.
2.2.1

Median Filter

Median filtering is an image processing technique used to remove noise
from an image, specifically salt and pepper noise. An image filled with salt
and pepper noise contains random pixels with minimum and maximum values, which appear as white and black spots scattered throughout the image.
This technique is commonly used for its ability to remove noise without affecting edges, using a relatively small filter size. Generally, the box filters
are square shaped with odd numbers of pixels on each side. This ensures
an odd number of pixels are in the filter, which guarantees a median value
is present and reduces the number of calculations. With even number of
values, the median value must be calculated by averaging the two center
values.
The box filter is iterated through the entire image, creating a window
around each pixel that incorporates neighboring pixels [4]. All pixels within
the window are sorted from lowest to highest to locate the median, or center
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pixel value. Each pixel is replaced with the median value of its neighboring
entries, removing all outliers.
Larger filter sizes become more computationally intensive due to the
number of pixels per computation. These larger filter sizes remove more
noise, but cause the image to become blurred and eventually unrecognizable. Selecting a moderate size filter generally allows a compromise between noise reduction and edge information.
2.2.2

Histogram Equalization

Histogram equalization is a commonly using digital signal processing technique to enhance an image by increasing the contrast of an image. In low
contrast images, pixels values are limited to a certain range of values. To the
human eye, it is difficult to differentiate between adjacent pixels that have
similar pixel values [1]. By separating pixel values of high frequency values,
the contrast between originally similar pixel values is increased, making it
easier to differentiate these pixels.
As its name suggests, the algorithm computes the histogram statistics of
the image. A look-up table of input pixel values to output pixel values is
generated by manipulating the histogram. The table is used to transform the
image by mapping the original pixel values to the adjusted pixel values from
the look-up table.
Generally, histogram equalization is performed on gray-scale image or a
single channel (red, green, and blue) of a color image individually. Generating a histogram depends on the maximum gray level value of the image. In
a typical 8-bit image, the pixel values range from 0 to 255. The maximum
value k is used as the total number of bins of the histogram. Pixel intensity
values of an image are grouped into the bins. The range of pixel values for
each bin depends on the total number of bins. For example, if there are 256
bins and the pixel values range from 0 to a maximum k value of 255, each
bin will hold one pixel value from 0 to 255. The first bin will hold the total
number of pixels with a value of 0, the second bin will hold the total number
of pixels with a value of 1, and so on.
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The probability for every pixel value is calculated from 0 to the maximum pixel value k by dividing each bin value ni by the total number of
pixels n, as seen in equation 2.1. Adding all the probabilities together will
equal 1, since there is a one hundred percent probability of choosing a pixel
in the image with a value between 0 and k.
px (i) = p(x == i) =

cdfx (i) =

i
X

ni
,0 ≤ i < k
n

(2.1)

px (j)

(2.2)

j=0

y = cdfx (x)

(2.3)

The cumulative histogram is calculated from the histogram to generate a
mapping table. Each bin of the histogram will instead hold the cumulative
sum of all preceding buckets. For example, the second bucket will hold the
sum of the first and second bins. Computing this for all bins generates the
cumulative histogram, as depicted in equation 2.2. As mentioned earlier,
the probability of all pixel values will add up to 1, so the last bin in the
cumulative histogram will always have a value of 1, since it is the sum of all
bins.
The mapping table is the input and output values of the cumulative histogram. Mapped pixel values are the computed bucket values of the cumulative histogram at the index of the original pixel value. This computation
can be seen in equation 2.3, where y is the output pixel value and x is the
input pixel value. The entire input image can be converted by mapping each
pixel to the new value based on the cumulative histogram to generate the
output image.
The algorithm assumes that frequently occurring pixel values have large
bin sizes in the original histogram. By that logic, generating the cumulative
histogram will show a large difference between bins with larger sizes, resulting in larger difference in output pixel values. This will more evenly space
out pixel values creating closer to ideal histogram and cumulative histogram
for the output image.
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2.2.3

Random Sample Consensus (RANSAC)

Unlike the previous algorithms to enhance the image, the Random Sample
Consensus (RANSAC) algorithm is used to extract data from an image. The
algorithm finds the best fit of a model to experimental data [9]. Designed to
manage outliers in the input data, the algorithm generates several solutions
using minimum number of data points to fit the model, as opposed to other
model fitting techniques in which the maximum possible data points are
used to obtain an initial solution. In four simple operations, the RANSAC
algorithm is capable of calculating a good fit model to represent the collected data points while simultaneously disregarding data outliers.
As discussed, the algorithm randomly selects a minimum number of input data points to fit to the model, and then determines model parameters
from these data points [33]. Depending on the model, which is generally a
simple geometric figure, such as a line, a rectangle, or an ellipse, the minimum number of data points necessary to calculate model parameters may
vary. For example, a line has two unknown parameters, the slope and the
y-intercept, so the algorithm requires a minimum number of two data points
necessary to calculate a line model. A system of equations is generated
using the randomly selected data points (x1 , y1 ), (x2 , y2 ), (xn , yn ). Model
parameters are solved by algebraically calculating the system of equations.
As described in the pseudocode of figure 2.1, the algorithm will iterate
through a series of operations up to a set maximum iteration value. Random data points from the set of input data points is selected and fitted to
the model. Fitting the model is done by solving for the system equations
produced by inserting the data points into the model and solving for the parameters. A common method for this is the Least Squares Fitting technique
[25] [10].
Distances from each input data point to the fitted model is found. If the
distance is less than a selected tolerance value, the data point is considered
an inlier to the model. If the model has more inliers than a selected threshold
value, the model is considered suitable for the input data points. If a suitable
model is not found, the process repeats by selecting another set of random
points. A final step of fitting all inliers to a final model is performed to
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input data = [(x1 , y1 ); (x2 , y2 ); ...; (xn , yn )]
while iterations < M AXIM U M IT ERAT ION S do
inlier points = []
num inliers = 0

. reset inlier points
. reset number of inliers

test points = GetRandomP oints(input data, min points)
test model = F itM odelT oP oints(test points)
for i = 1 → length(input data) do
temp distance = Distance(input data(i), test model)
if temp distance < T OLERAN CE then
inlier points = [inlier points; input data(i)]
num inliers + +
end if
end for
if num inliers > T HRESHOLD then
GoT o : F inal
end if
end while
Final:
if iterations == M AXIM U M IT ERAT ION S then
Error : suitablemodelnotf ound
else
f inal model = F itM odelT oP oints(inlier points)
end if
Figure 2.1: Pseudocode for RANSAC Algorithm
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Figure 2.2: Sobel Convolution Kernels

discard any outliers.
2.2.4

Edge Detection

Another image processing technique to extract data is edge detection. An
edge commonly used feature that describes the contents of an image. In this
case, the feature depicts the boundary between objects and the background
of the image.
Sobel Edge Detection

Among the many different methods of edge detection are the frequently
utilized Sobel and Canny edge detectors [22]. Sobel edge detection is a
template-based edge detector, which uses small discrete templates of an
edge. Two templates are 3 pixel x 3 pixel convolution kernels seen in figure
2.2, which are 90◦ rotated versions of one another.
Each template is specialized for locating horizontal and vertical edges,
respectively, emphasizing perfectly horizontal and vertical edges. Convolving the kernels with the image produces two separate images with gradient
values for the horizontal Sx and vertical Sy directions. The magnitude of
these combined gradient images result in the overall edge function of the
original image. Because only strong edges are desired, only edges above
an arbitrary threshold value are preserved from the magnitude image, thus
resulting in the final Sobel edge image.

22

Canny Edge Detection

Another more complicated technique used is the Canny edge detector, which
was designed to locate strong edges and ignore noise [5]. The edges should
be very close to the actual edges and should not identify more than one edge
pixel where only one exists.
The original image is smoothed using a Gaussian filter to remove noise.
The Sobel magnitude and gradient values are calculated on the smoothed
image. Using a technique called non-maximum suppression, weak edges
are discarded by comparing edge values along the same gradient direction.
Two arbitrary threshold values are chosen, tlow and thigh . Any pixels values
below tlow are immediately discarded. Remaining edges are preserved only
if any pixels within a 3 pixel x 3 pixel neighboring window have a value
above thigh .
Depending on the image, different edge detectors will work better or
worse. Generally the aforementioned edge detectors provide consistent results, but it is important to choose the optimal detector and threshold values
through testing.
2.2.5

Object Detection

Algorithms, such as object detection, use the extract data to shape an understanding of the image. Fitting a group of features for an object together
forms the model of the object. Features are extracted from the image and fitted to the model to detect the object. Viola-Jones object detection, a popular
object detection method, describes the model of the object using Haar-like
features. Haar-like features were adapted from Haar wavelets by [28] [29]
to create a real-time face detector. However, the robustness of this algorithm
allows it to be trained for a variety of objects.
A Haar-like feature consists of a rectangle of specific pixel size with 2 to
4 rectangular regions, as seen in figure 2.3. These features are placed over
the objects to be calculated. The pixels values are added in the light region
and subtracted in the dark region to calculate a feature value. The features
for the object will vary in size and position resulting in a large quantity of
features available to choose.
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Figure 2.3: Haar-like Features [28]

Because of the number of features and orientations, choosing features is
generally automated using a machine learning algorithm, such as AdaBoost
[11] or AsymBoost [30] [28] [29]. This algorithm tests features on both
positive and negative images to achieve a pre-defined success rate. Even
when automated, choosing features may take up to several days based on the
complexity of the object. However, once features of an object are defined,
detecting the object in the image can be performed in real-time videos. This
efficiency is due to the method of calculating features using integral images.
Extensions upon this method of object detection have been explored by
[20]. Although the set of rectangular features produces a large number of
possibilities, another set of features was adapted by simply rotating the current features by 45◦ angle. This along with other methods of object detection
[21] were developed using similar approaches.
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Chapter 3
Objectives
Originally, the work began as a feasibility study to determine the potential
for a low-cost eye tracking system using side-view eye images. The biggest
challenge of the system was to develop a fully functioning gaze estimation
algorithm using the limited information provided by the side-view eye images.
Current systems are expensive and intrusive. The cameras are obstructs
the subject’s field of view and the weight of the supporting hardware limits
the duration of experiments. In addition, these systems do not function well
in natural environments due to the dependency on the IR illumination. The
ambient light from the sun interferes with the eye tracking algorithms.
The proposed work aims to improve upon the portability of mobile eye
tracking systems by reducing the complexity of current systems. Mobile eye
tracking created many research opportunities. Observing subjects in a natural environment will produce validated results, as opposed to completely
controlled laboratory experiments. It gives researchers a chance to study
human behavior more in depth.
Many eye tracking algorithms have issues operating in a variety of settings. Those dependent on the IR LED as a light source respond poorly
when other external light sources interfere. These algorithms require high
resolution, high contrast front-view images of the eye. As a result, the
hardware support necessary to process the algorithm at a reasonable pace
is highly complex. Eye tracking gear tends to weigh a significant amount
that is manageable yet inconvenient. In addition, these systems require an
elaborate setup to capture the front view of the eye.
Below is a list of user requirements for the system. By lowering the
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Figure 3.1: Nine Gaze Directions Mapped onto a Scene

frame rate and accuracy goals of the system, several other improvements
could be made to current systems, including the cost and weight. Previewing the video stream remains a necessity to prepare each subject for the
experiment. The device must also be able to record video over the course of
several hours, depending on the length of the experiment.
User Requirements:
• Frame rate 2 - 5 fps
• Preview video stream to a display
• Record for several hours
• Lightweight, lighter than current systems
• Low-cost, cheaper than current systems
• Estimate gaze into one of nine directions, figure 3.1
Given the constraints for the system, there are limited number of commercial video cameras that meet the requirements, including the Looxcie
[16] and the Contour [7]. Both of these cameras can record hours of video,
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save the videos directly to the device, and allow users to preview the video
by streaming to a smart device. Wireless capability to transfer videos to a
tablet or smartphone replaces the video display that allows the research set
up the system for each subject. These built-in functions remove the need for
the additional hardware support found in current systems.

3.1

Initial Prototype

An initial prototype was designed to determine the feasibility and major
issues for this new type of system. Looxcie cameras meet the hardware requirements, specifically attending to the main objective of being lightweight.
Weighing only 28g, the system could easily be worn for several hours without interfering with the daily routine of the subject. It also provides built-in
headset that allows the subject to mount the system over the ear with no
additional support. To capture both the scene and eye onto the same video,
only a portion of the pixels will record the eye and the remaining pixels will
record the scene.
Specifications for Looxcie:
• Weight - 28g (1.0 oz.)
• Length - 165mm x 48mm x 173mm
• 320p or 480p
• 15fps or 30fps
• 2GB built-in memory, 2 to 10 hours storage capacity
• Field of view - 62:1
• Battery Life - 2 to 4 hours
• Micro-USB connector
Separating the video feed into the scene view and the eye view is a question on what ratio of scene to eye to assign pixels. Since it is assumed there
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Figure 3.2: Initial Prototype Using Looxcie Camera

Figure 3.3: Image Sample Using Looxcie Camera

will be two cameras, each half of the scene image will be captured by a camera. To achieve the best results, the video will be split equally resulting in
320 pixels x 240 pixels for each eye image, and 320 pixels x 240 pixels for
each half of the scene image. The result is a 640 pixels x 480 pixels resolution for the scene image, but unless the cameras are mounted perfectly, there
may be overlapping pixels for the scene image causing a lower resolution.
An mirror attachment was attached to the Looxcie camera using 22-gauge wires. Once formed into the desired position, the wire provided a
sturdy base for the mirror. A flat second-surface mirror was attached to the
wire in front of the lens to separate the video into scene and eye pixels,
as seen in figure 3.2. The mirror was positioned at an angle to reflect the
eye onto the camera, but the thin 22-gauge wire allowed for the angle to be
easily adjusted.
Several image sequences were collected using the Looxcie prototype
from two subjects. The image in figure 3.3 shows a sample video capture,
in which the left side displays the eye image and the right side displays the
scene image. Measuring the difference between consecutive images proved
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Figure 3.4: OpenCV Viola-Jones Eye Detection on Looxcie Image Sample

the optical attachment maintained stability through minor movements. The
algorithmic challenge would not be to separate the video into the scene and
eye images, but to determine the gaze.
A few methods were attempted to determine the gaze. Assuming the
boundary would be easily located to separate the scene and the eye images,
the eye image was manually cropped from the video to continue development of the gaze estimation algorithm.
3.1.1

Existing Algorithms

Existing algorithms were tested first, since they were readily available. Builtin Haar cascade for eyes allowed the first attempt to utilize the OpenCV
library to access the Viola-Jones object detection method, as seen in figure
3.4. Unfortunately, the classifier was designed for frontal-view eye images
and resulted in unstable results for side-view eye images. In addition, this
method is designed to locate an object, in this case the iris and pupil. Generating a new classifier to locate the iris and pupil would be difficult due to
the variation in eye colors and the lack of distinguishable Haar-like features
of these two objects.
In a further attempt to utilize the existing feature extraction algorithm,
nine separate classifiers were generated, one for each gaze direction. The algorithm would theoretically detect one or two classes from these classifiers
in the image, and then choose one or interpolate between the two classes to
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Figure 3.5: Locating the Eye Region Using Strong Edges

determine the gaze direction. For example, if both up and up-left classes
were detected, the final gaze direction may be a region between these two
directions.
Although initial testing returned positive feedback, a set of classifiers
would be required for each subject. Once generated, classifiers are capable
of running in real-time, but they require several days or weeks to generate
on an average lab machine. This direction of feature extraction was quickly
abandoned.
3.1.2

Feature-Based Approach

A feature-based method was explored by locating parts of the eye, including
the sclera, iris, pupil, and eye lashes. First, the eye region containing these
features needed to be extracted. After smoothing the image, strong edges
were detected using Canny edge detection. The eye region was detected by
locating the darkest region in the center most region of the eye image. This
assumes the setup of the eye tracker was done properly, such that the eye
is vertically centered in the mirror reflection. This method had consistent
success with locating the eye region for the subject with dark eyelashes and
dark irises, as seen in figure 3.5. The located top region in the example
would be discarded for being too close to the top of the image and being too
small in size.
Calibrations for each gaze direction were determined manually. The eye
region area for each direction was extracted to generate a template for each
of the calibration points, as seen in figure 3.6. Relationships between the eye
parts were predetermined in the template images. Feature extracted from
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Figure 3.6: Template Images for Nine Calibration Points

test images were compared to the templates to locate the iris and pupil.
As predicted, eye information is lost as the iris and pupil are looking
away from the camera. Lack of information could potentially be used to
identify the gazes. This feature-based method successfully identified gaze
directions at an acceptable success rate for the subject with dark eye lashes
and brown irises. However, it failed to locate the eye region for the subject
with light eye lashes and blue irises.
3.1.3

Appearance-Based Approach

The most successful method was a template-based method, in which entire eye images were compared with pre-classified images to determine the
gaze. Calibrations for each gaze direction were determined manually. Each
image in the image sequence was compared to each of the calibrations using a similarity measure. The image was classified based on the highest
rated similarity measure. Calibrations needed to be chosen for each image
sequence, since the camera positions and eye features will vary between
trials. A single image sequence on a brown-eyed subject was tested using
this method to determine the feasibility, which resulted in a 90.28% percent
success when compared to manual classification.
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3.1.4

Overall Results

Overall, the initial prototype was unsuccessful for several reasons. The image quality suffered mainly from the second surface mirror. It created a
blurry boundary of more than 10% of pixels in the image between the scene
and eye. The limited resolution of the camera already restricts the quality
of the image, so losing a 10% of the image to the boundary is a significant
portion.
Placement of the mirror severely affects the quality of the eye image,
since the mirror and the scene are on different visual planes. Although the
camera has a built-in autofocus, focuses on objects on two different planes
is impossible without a supporting lens. The result is a blurry eye image
as the camera attempts to focus on the background, leaving even less eye
information to determine gaze direction.
The shape of the mirror does not allow all the pixels to be utilized to the
optimal potential. To capture the eye image, the large rectangle shape of
the mirror takes up the entire height of the video. Of the eye image, the
eye utilizes less than 50% of the pixels. The remaining pixels are wasted
on segments of the face and background, depending on the profile outline
of the subject. The approximate resolution of useable eye pixels is only 160
pixels x 90 pixels, which is significantly lower than the desired 320 pixels x
240 pixels of current systems.
This initial prototype failed in too many aspects to continue pursuing
algorithm implementations for gaze estimation. All these issues were addressed in the subsequent prototype. The initial prototype allowed us to
uncover the main issues that arise in gaze estimation on side-view eye images. Results showed the potential success for a system of this nature and
strongly supported the feasibility of the system. The final prototype was
designed with these concerns in mind to ensure the success of the system.
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Chapter 4
Hardware Prototype
After testing the initial prototype, the design was focused on generating
an image that optimized the usage of each pixel. The goal remained to
incorporate both the scene and the eye into one image, so the matter of
focusing the camera on two different visual planes required a form of optical
manipulation. To create a truly useable eye image, the actual eye pixels must
be clear at a higher resolution on the same scale as current systems.

4.1

Video Capture

Another line of wireless enabled cameras with onboard memory storage was
the Contour cameras. Accommodating all the requirements, several models
of Contour cameras were tested to determine the best solution, including a
ContourGPS, a ContourRoam, and a ContourPlus. A comparison of each
system can be seen in table 4.1. Each of these cameras was designed as a
hands-free adventure storytelling tool with the capability of clearly recording significant movement [7]. Due to the lack of wireless capability, the
ContourRoam was quickly eliminated as a possible solution.
The ContourPlus was found to be the most reasonable camera due to its
built-in Bluetooth capability, high 1080p resolution, 170◦ angle lens, and a
270◦ rotating lens. The Bluetooth capability allows the camera to be connected to a smartphone or tablet to preview the video clip. This allows the
setup of the system to ensure an optimal eye view is being captured before recording video. Because of the high resolution video and 170◦ field of
view, splitting the video into two views without losing significant data about
the eye or scene is feasible.
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Weight (oz)
Dimension (m3 )
Resolution
Frame Rate (fps)
Storage Capacity
Field of View
Battery Life

Looxcie
ContourRoam
1.0
5.1
165 x 48 x 173 100 x 55 x 34
320, 480p
720p, 1080p
15, 30
25, 30
2GB built-in
up to 32GB
62.1◦
170◦
2 - 4 hrs
3 hrs

ContourGPS
5.2
95 x 58 x 34
720p, 1080p
25, 30, 50, 60
up to 32GB
135◦
2.5 hrs

ContourPlus
5.3
98 x 58 x 34
720p, 1080p
25, 30, 50, 60
up to 32 GB
170◦
2.5 hrs

Table 4.1: Comparison of Camera Specifications

For the prototype, the camera was mounted onto a headset on the right
side of the head using provided mounts that have a strong adhesive. This
allows the camera to be mounted in any desired position. In this case, the
camera was places such that the lens was eye level and pointed towards the
field of view of the user. Due to the camera shape, the camera was mounted
upside-down. With the 270◦ rotating lens, the video can be corrected physically. Otherwise, the video must be rotated programmatically. Although
not computationally intensive on a short video clip, a few hours of video
may result in a slight reduction of performance with an additional step of
processing. A prototype system can be seen in figure 4.1. As depicted, the
camera is mounted onto the side of a headset.
For lower costs, the ContourGPS offers the same video capture specifications with the ability to add Bluetooth capability. A separate Bluetooth card
can be inserted into the device to obtain the wireless connection. Without
a connection to stream the video, setting up the system would be unreasonably difficult. It would be impossible to ensure the eye image is capturing
significant portions of the eye without previewing the video. Although all
cameras transmit to any computer via microUSB, the connection does not
provide real-time streaming as does the Bluetooth connection. Additional
processing would be necessary for the ContourGPS to flip the video images
in software. It does not provide a fully rotating lens, and due to the shape of
the headset and the placement of the cameras, the image would need to be
rotated by approximately 180◦ .
After several testing efforts, the final settings for the ContourPlus were
set at the Tall HD, as seen in table 4.2. This provided the highest resolution
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Figure 4.1: Final Prototype Using ContourPlus
Settings
Full HD
Tall HD
Original HD

Resolution
1080p (1920 x 1080)
960p (1280 x 960)
720p (1280 x 720)

Field of View
125◦
170◦
170◦

Table 4.2: ContourPlus Video Settings

possible without losing the wide field of view. It was crucial to capture the
optimal number of pixels for the eye images to ensure useable data could
be extracted from the image. Although this was the setting chosen for the
prototype, other options could be used later on that better fit the algorithm
implementation. Testing simply showed the optimal number of eye pixels
was captured using the Tall HD setting. Other options, such as the photo
option, could later be explored. The photo option can be reduced to only 1
fps with a 5 MP resolution. The minimum frame rate for the prototype was
designed at 5 fps, but the video frame rate of 25 fps was used to synchronize
the videos more easily.
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4.2

Mirror Attachment

A mirror attachment only captures a side-view image of the eye, causing
only half of the eye information to be captured and interpreted. It is assumed
that eyes move together when focusing on objects in the distance. As some
eye information furthest from the camera may be lost with this new camera
position, the system includes a camera for each eye. This not only completes
the eye information using images from both eyes, but also extends the scene
view from the second camera.
Because information is essentially lost with the side-view image of the
eye, alternative optical options were considered to potentially recover some
of the lost data. Several considerations include the size of the mirror, the
distance between the mirror and the camera lens, the angle of the mirror,
and the curvature of the mirror. Optimizing each of these parameters to
capture only useable eye pixels in the mirror will leave all the remaining
pixels for the scene. This is to ensure that each pixel is used.
Considering the angle of the mirror depends on the distance from the
camera lens and the eye. An angle of 90◦ places the mirror exactly parallel
with the camera lens. It occupies a maximum amount of the frame; whereas,
and angle of 0◦ does not display the eye at all. Placing the mirror further
away requires a larger angle to obtain a decent image of the eye, and vice
versa. It is understood this varies between subjects due to different head
shapes, eye sizes and orientations.
Although flat first-surfaced mirrors are highly reflective and convey every pixel of the eye image to the camera, the other two options of curved
mirrors were considered to obtain more data of the eye. Capturing the eye
image with a mirror causes the camera to capture objects in two different
visual planes. Changing the curvature of the mirror will focus the eye image to make it appear to be on the same plane as the scene. Convex mirrors
reflect light outwards, and therefore, are generally not used to focus light.
Instead, these mirrors provide a wider field of view of a scene than a flat
mirror. On the other hand, concave mirrors reflect light towards a single focal point. The surrounding area closer to the focal point is enhanced, while
areas further from the focal point are neglected. A concave mirror focused
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Figure 4.2: Image Sample Using ContourPlus Prototype

on the eye would enhance the image as needed and assist in filtering out
unnecessary data.
To produce a perfectly focused image, the focal lengths of the mirror
should be equivalent to the distance between the mirror and the eye. If the
mirror distance is placed approximately 2” from the camera lens, the mirror
diameter should be less than an inch. Unfortunately, the design is limited to
commercially available mirrors.
Two 1” diameter mirrors of focal lengths 1” and 2” were tested on the
hardware prototype to determine the optimal solution. After building the
prototype system, it was found that a concave mirror with a 2” focal point
was found to produce the optimal eye image, as seen in figure 4.2. Very
fine adjustments were made by adjusting the distance and angle of the lens,
which was optimized at approximately 2” away from the camera lens. Because concave mirrors cause objects at the focal point to appear at infinity,
the mirror allows the eye to be in focus without disrupting the scene view.
When the scene region is extracted, many of the scene pixels are lost
due to the shared video clip with the eye image. It would be beneficial to
consider reducing the size of the mirror to gain back more scene information. The size of the mirror should be minimized to still capture enough
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eye data to successfully perform classification, but maximize the amount of
scene data. The size can be adjusted by using a physically smaller mirror,
which is difficult to find commercially, or moving the mirror away from the
camera, which risks the focus of the eye and may introduce occlusions in
the field of view.
It was determined the mirror must be positioned in the same general
location relative to the camera due to the focal length of the mirror. If it is
placed too close or too far from the camera lens, the eye image is out of focus
and appears blurry. The degraded image cannot be used to calculate the gaze
direction. In addition, the size of the mirror cannot be reduced due to the
limited technology to cut glass into small pieces. Glass becomes brittle in
smaller sizes. Attempting to cut glass into smaller pieces commonly shatters
the glass, so it is unrealistic to reduce the size of the mirror.
Originally the mirror was attached using a flat sheet of aluminum. It was
notably rigid and sturdy, allowing the mirror to maintain its position nearly
perfectly throughout the entire image sequence. The only issue with this
mount was the difficulty to adjust the mirror angle. As every subject has
slightly different features, it was important to be able to adjust the mirror
angle and even distance more effectively.
The final optical mechanism was mounted onto a ContourPlus using a
customized contraption attached to a 10-gauge wire. The thick 10-gauge
wire is flexible, yet rigid once twisted into place, allowing the mirror to
be adjusted into the correct position in the field of view of the video clip.
Attached to the wire is a steel plate, of which half is shaped around the
wire for support. Unless molded to perfection, steel cannot have the exact
shape of the wire leaving a somewhat loose fitting, giving the advantage of
effortless adjustment of the mirror distance from the camera lens.
A small rod with an incline plane wrapped around the axis is secured
to the other half of the steel plate, such that the rod appears vertically to
the lens and perpendicular to the wire support. Another steel plate is firmly
fixed to a spacer that is tightened into place using a screw end piece. When
loosened, the screw allows free movement of the spacer and steel plate.
The concave mirror is securely attached to the steel plate, which now has
the flexibility of angle and distance from the camera lens. The completely
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Figure 4.3: Mirror Attachment on ContourPlus Camera

customized mechanism can be seen in figure 4.3.
The mirror position must be adjusted for each subject, due to different
size and shapes of individual facial features. To calibrate the system to each
individual, the Bluetooth feature of the camera is connected to a smart device, which streams the video clip. Once recording, the camera is automatically disconnected from the smart device. The high definition camera that
is capable of capturing several hours of video onto a microSD card, which
were later imported onto a computer to process.
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Chapter 5
Algorithm Implementations
Because of the unique nature of the target hardware system, no existing eye
detection and tracking or gaze estimation algorithm can be used. For this
reason, a new algorithm must be developed to complement the hardware
configurations to complete the eye tracking system. Overall the algorithm
must determine the gaze area on the scene image based on the eye image.
Separating the frame between scene and eye images causes the eye image
to have a low resolution on the scale of 300 pixels x 400 pixels. The quality
of the eye images produced by the hardware hinders the potential for data
extraction, so reasonable goals are set for the accuracy of the gaze estimation
algorithms. Instead, the scene image is partitioned into nine generalized
gaze directions. The gaze direction of the user is classified into one of these
nine divisions. This is a significant reduction in accuracy from the ±1◦
accuracy of current eye tracking system. The projected research studies do
not require exact fixation points.
There are a few algorithms needed to complete the eye tracking system,
including a new technique to locate the mirror, eye detection, gaze estimation. Several existing and novel methods are explored to determine the most
successful and accurate techniques for the eye tracking system.

5.1

Locate the Mirror and Extract Eye Image

Depending on the technique, eye detection and gaze estimation could be
computationally intensive. Because the scene and eye information are merged
into the same image, the eye detection requires even more computing power
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to scan over scene pixels. The eye is always bounded by the mirror, so scanning the entire image including the scene would waste time and processing
power. Locating and extracting only pixels within the boundaries of the
mirror will significantly reduce the number of pixels to process in the eye
detection algorithm, and therefore increase the performance.
Similar to current systems, the camera and mirror need to be adjusted for
each subject due to different head shapes and sizes. For each experiment,
the exact mirror location and size differs between video clips. The mirror is
perfectly circular, but appears as an ellipse in the image due to the angled
position. The mirror is best represented by an ellipse model. When searching for the mirror in the image, extracted features should fit the constraints
of the ellipse model.
After preliminary testing, it was found that the stability of the hardware
maintains the mirror position throughout the video clip within a pixel. This
is under the condition that the hardware is not subjected to rigorous movements, such as walking up and down stairs or bumping the camera. Because
of the mirror stability, the mirror location could be manually extracted in
the first frame, and then used in the remaining video analysis. However, it
would be unrealistic and time consuming to manually determine the mirror
location for each video clip.
Because the mirror shows little to no movement in the video, edges detected consistently throughout the image sequence are most likely that of
the mirror. Unless the subject remains perfectly stationary, edges of objects in the scene will not appear in the same location of every frame. The
pseudocode for locating the mirror is depicted in figure 5.1.
Mirror edges were calculated in each frame using canny edge detection
with the low and high threshold values of 0.1088 and 0.1669, respectively,
for indoor experiments. Each frame of edges was accumulated to locate mirror edges, which would have the highest accumulation values. Depending
on the experiment duration, it would not be ideal to scan the entire image
sequence, so only 500 frames were used to locate persistent edges.
If the mirror edges are successfully located in every frame, the accumulation values should match that of the total number of frames. Unfortunately,
inadequate lighting or shaky camera movement may prevent mirror edges
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imageSequence = [img1 , img2 , img3 , ..., imgmaxF rames ]
for f rameIdx = 1 → maxF rames do
. Find persistant edges
currentF rame = imageSequence(f rameIdx)
currentEdges = CannyEdgeDetection(currentF rame, [0.10880.1669])
cumulativeEdges = cumulativeEdges + currentEdges
end for
persistantEdges = cumulativeEdges > persistantT hreshold
for i = 1 → maxRAN SACIterations do
. Search for mirror ellipse
mirrorEllipse = F itRAN SACEllipse(persistantEdges)
if mirrorEllipse! = N U LL then
break
end if
end for
mirrorM ask = CreateM irrorM ask(mirrorEllipse)
Figure 5.1: Pseudocode for Locating Mirror

from being detected. Only the top 99.9% of detected edges were considered
persistent edges to overlook any edge detection errors. Extracted persistent
edges contain a small set of noise, as shown in figure 5.2. A series of morphological functions were performed on the persistent edges to reduce this
noise.
The persistent edges were fitted to an ellipse model using the RANSAC
technique. Five random edge points were selected to fit to an ellipse. The
distance between each of the edge points and the fitted ellipse was calculated to locate inliers. If the distance between the edge point and the ellipse
was within an arbitrary tolerance value of 7, it was considered an inlier to
the ellipse. Otherwise, it was considered an outlier. If at least 55% of edges
points were inliers, the ellipse model was considered a strong representation
of the mirror. All inliers were fitted to the final ellipse model, while outliers
are discarded. If there were not enough inliers, an additional five random
edge points were selected to repeat the process. This continues until a suitable ellipse is determined or the maximum number of iterations is reached,
as shown in figure 5.3.
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Figure 5.2: Persistent Edges of an Image Sequence

Figure 5.3: Ellipse Fitted to Persistent Edges
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Figure 5.4: Mirror Mask Based on Fitted Ellipse

In faulty cases, in which the persistent edges do not clearly represent the
mirror, an ellipse model cannot be found for the video clip. To prevent the
algorithm from continuing indefinitely, a maximum value of 1000 was chosen to limit the number of iterations. If the algorithm reaches the maximum
number of iterations, no ellipse model is returned and the video clip is considered defective. This can be explained by unrealistic experiment settings,
such as poorly lit environments or movements that cause the mirror to shift
positions throughout the video clip.
Finally, to generate the mirror mask, the ellipse was filled in based on
the ellipse model. Pixels inside the ellipse would be given a value of 1, and
pixels outside the ellipse remained 0. Although this generally requires an algorithm to determine whether pixels lie inside or outside the ellipse, current
image processing tools provide functions to complete this task internally.
The final image with the mirror mask filled in, as shown in figure 5.4.
Boundaries for mirror mask were calculated, including the minimum
row, the maximum row, the minimum column, and the maximum column.
The eye image is the rectangular region encapsulating the mirror mask is
cropped from each video frame. During specific processing for each eye
image, the remaining scene pixels are filtered out using the mirror mask.
Pixels in the eye image corresponding to the value of 1 in the mirror mask
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were preserved, while all other pixels in the eye image were discarded. This
speeds up processing by reducing the number of pixels to process. Inversely,
the scene pixels may be extracted by filtering out eye view pixels by using
the inverse of the mirror mask on the entire frame.

5.2

Eye Detection and Gaze Estimation

There are many eye detection techniques that provide high performance and
accurate results. However, these techniques are not ideal for the unique
hardware setup of this eye tracking system. Most heavily rely on high contrast and high resolution frontal views of the eye. The proposed eye tracking
system utilizes low resolution side-view eye images on the scale of 300 pixels x 400 pixels. The iris and pupil will be undetectable when the eye is
looking away from the camera, so eye images will be provided for both the
left and the right eye. If the pupil and iris are not detected in one eye image,
the algorithm will be able to compensate using the other eye image.
5.2.1

Image Template Method

The main goal with this method was to determine the feasibility of the system. Only one camera was used to collect image sequences as a monocular
system. Separating the scene and eye was done manually to put the focus of
the study on the gaze estimation algorithm.
It seemed most promising to begin with an appearance based approach,
since locating specific features is difficult with low resolution images. Appearance based approaches require no previous knowledge regarding the
object in question. The eye detection and gaze estimation algorithms were
combined into a single algorithm that determined the gaze direction of an
eye image based upon a training set. Nine different gaze directions were
predefined to include top-left, top-center, top-right, level-left, level-center,
level-right, bottom-left, bottom-center, and bottom-right. Classes were expressed in terms of the nine gaze directions. An additional class was identified to cover blinks, creating an overall of ten classes.
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An image sequence of 2068 frames was manually extracted and labeled
into each of the ten classes. Of these images, ten were extracted as templates, one for each class, for the training set. The grayscale eye images
were normalized to account for different lighting conditions. For each class,
the entire image was set as the template for the corresponding class. This
creates a feature vector the size of the image using each pixel as a feature
value. Normalizing the images allowed for frames captured in different
lighting to be compared more evenly.
The remaining 2058 eye images from image sequence, not including the
extracted image used for the training set, were used in the test set. Each
eye image was processed using the same filtering technique for the training
set to normalize the image. Features for the test image were compared to
features for each class of the training set to determine the proper class of the
test image. A similarity measure compared features from the test image to
features for each class by grouping the features into a vector and calculating
the distance between the vectors.
The scene image was manually divided into nine equal segments that
represent the nine different gaze directions. Based on the classification of
the test image, the corresponding segment on the scene image was selected
at the gaze of the user. If the classification was a blink, no segment was
selected. Using this technique required the camera to be lined up perfectly
with the scene, such that everything the subject could see was in the visual
field of the image.
Each frame was manually classified into a class as ground truth for the
test set. Overall, the prototype had a 90.2% accuracy rate. Because only
nine classes were used for this algorithm, many transitioning frames between classes may be classified in either class. For example, the frames in
which the user is redirecting their gaze from left to right may be classified
in either level left or level straight. So the manual classification may have
been for level left, but the algorithm determined the class as level straight.
This holds true for two large groups of misclassified images, where level-left
gazes were misclassified as upper-left and level-right gazes were misclassified as upper-right. The largest group of misclassified frames were classified
as down-right, but were in fact down-left gaze direction. It shows that as the
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eyes look down, less information can be extracted from the images.
Blinks also showed a large portion of the misclassified frames. Ignoring
blinks entirely increases the success percentage by more than 2.0% to 92.6%
success. Because blinks are in fact a movement and cannot occur in a single
frame, it is evident the classification algorithm will not work properly for
blinks.
Post-processing analysis shows that second best matches account for an
additional 7.0% of the images. In other words, frames that were unsuccessfully classified using the highest similarity measure were manually classified in the second highest similarity measure. So the actual success rate may
be greater than 90.2%, but less than 97.2%. The high success rate of the preliminary results strongly supports the feasibility of the proposed system.
Although the feasibility of the system was promising, this particular
method did not provide a solid foundation to expand. Testing the data on
another subject showed the algorithm parameters would need to be adjusted
drastically. In addition, the computations are complex to support using each
pixel intensity as a feature. Other accurate methods were explored to overcome the limitations of this appearance-based method.
5.2.2

Iris Detection Method

The iris detection algorithm used a feature-based method to locate the iris
and pupil. The gaze estimation could then be performed by predicting the
gaze based on the location of the iris and pupil in the eye image. Iris detection can be broken up into four steps including 1) pre-processing 2) locate
center of mass 3) iris edge detection and 4) fitting an ellipse to the iris. The
pupil always appears in the center of the iris, so once the iris was detected,
the pupil was estimated to be located in the center. Relaxed requirements on
the accuracy of the system allowed for the iris to be used as the main source
of gaze estimation.
Before extracting features, the eye image was pre-processed to ensure
relevant eye pixels are enhanced. To smooth the image and reduce the noise
in the image, the eye image was filtered using a median filter with a 7 pixel
x 7 pixel kernel. The contrast in the image was increased using a modified
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histogram equalization technique. Instead of calculating a histogram for all
pixels, only pixels within the mirror mask are used in the algorithm. This
increases the contrast for only relevant eye pixels and ignores all other scene
pixels.
To find the center of mass of the histogram image, the image is inverted
and the darkest region is located. Under the correct conditions, the center
of mass is the pupil and iris of the eye. Due to imperfections in the image
caused by obstructions such as eye lashes, dark regions may be identified
that are not the pupil and iris. To ensure only the pupil and iris region is
selected, several geometric constraints are introduced based on the typical
size of the iris and pupil. This may vary with different video clips and should
be adjusted accordingly. The constraints include the size and shape of the
region. Because the iris and the pupil are typically a circular region, it is
assumed the region must have similar height and width. On the other hand,
dark regions such as eye lashes and eye lids will generally have elongated
shapes. If no region meets the constraints, the user is likely blinking or
looking away from the camera, in which case no pupil and iris should be
detected.
Edge detection is performed on the histogram image using Canny edge
detection with low and high threshold values of 0.0 and 0.03, respectively.
Unfortunately, this again introduces noise into the image. Not all detected
edges are edges between the iris and sclera. Irrelevant edges need to be
discarded to find the exact location of the iris and pupil. To do this, only
edges surrounding the center of mass are kept by searching for the nearest
edges in every angular direction.
The remaining edges are considered the major edges of the iris. The
iris circle is estimated from the remaining edges using a variation of the
RANSAC algorithm, due to its ability to disregard a large number of outliers. Even though the processing selects the most probable edges of the iris,
there are still many outliers present in the final set of data points.
A sample for the algorithm sequence can be seen in figure 5.5, showing
the progression of processing. As depicted, the eye frame is filtered using a
median filter and histogram equalization to extract useable information from
the image. Edge detection and searching for a dark region can be processed
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Figure 5.5: Iris Detection Algorithm Sequence

simultaneously, so the ordering of these two operations is inconsequential.
Relevant edges are located using both the dark region and the edges, so both
are necessary for the final few steps. The important feature to later calculate
the gaze direction is the center point of the iris. By fitting a circle to the
relevant edges, the general iris location can be determined and the center
point of the circle.
From the center point of the circle, the gaze direction could be calculated. Testing showed the iris detector could successfully detect a brown
iris at a 98.24% success rate on an image sequence with 690 frames. This
was performed on a monocular system to determine the feasibility of a
feature-based method, which is generally more accurate and consistent than
an appearance-based method. Unfortunately, issues are quickly apparent
with lighter colored irises. It becomes increasingly difficult to differentiate
between the sclera and lighter color irises.
Although the algorithm showed significant success for brown colored
irises, the goal for the overall system is to operate on any subject with any
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eye color. This method relies heavily on the difference between the iris and
the sclera, which decreases drastically with lighter eyes. It was determined
the eye image resolution was too low to support this particular feature-based
method.
5.2.3

Eyelid Model

Searching for the limbus in such a blurry image was clearly unreliable due
to the subtle variation between the sclera and the lighter irises. However,
the boundary between the skin and the sclera is more distinct and consistent
among different subjects. This led to the feature-based method to model the
eyelids. Once the eyelids are found, the area between the top and bottom
eyelids are searched for the darkest area to locate the iris and pupil. Essentially the iris detection method will be limited to the area between the
eyelids. This prevents the iris detector from accidentally classifying noise
as lighter colored irises.
Similar to the iris detection method, the image was preprocessed using
filtering techniques, such as the median filter and the histogram equalization. The combination of these filters emphasizes the important features of
the image. In this case, the edges around the eye are enhanced to locate and
model the eyelids. Both eyelids were modeled separately using a quadratic
line for each. The parameters of quadratic lines were limited to predetermined ranges to ensure the correct edges were selected.
Edges of the eyelids are fitted to quadratic lines using a variation of the
RANSAC algorithm. Quadratic line have only three parameters, so for each
iteration of the RANSAC algorithm, only three edge points are needed to fit
to the model. To increase the probability of locating the correct edge points,
the lower third of the image was ignored when searching for the top eyelid
and the upper third of the image was ignored when searching for the bottom
eyelid. This is based on the anatomy of the eye, in which the top eyelid is
located above the bottom eyelid.
As seen in figure 5.6, the eyelids fit the quadratic line model very closely.
Masking out only the pixels between the top and bottom eyelids leaves only
significant pixels of the eye, which includes the sclera, iris, and pupil. Only
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Figure 5.6: Eyelid Model Fitted onto Eye Image

pixels that are below the top eyelid and above the bottom eyelid are captured
as the mask to ensure only eye pixels are maintained.
It was discovered that the eyelid movements correspond to the subject
looking along the vertical axis. Using the eyelid positions as features, the
pitch of the eye can be estimated based on the parameters of the quadratic
line. More specifically, the top eyelid movements correspond to the pitch.
Accuracy of the quadratic line parameters is relatively low due to the image
quality, but the three vertical directions could easily be extracted from the
features.
Bottom eyelids make little change during eye movements, and therefore
was not be used as a feature for gaze direction. Instead, the bottom eyelid
would simple serve as a boundary between the eye and the skin to limit the
search region for the iris. Already from previous algorithm implementation,
it was found the iris is difficult to detect for lighter colored irises. The
yaw could theoretically be determined using the center of mass of the pixel
intensities. The exact location of the limbus would be a challenge, but given
the eyelid boundaries, the center of mass would be more likely extracted
from the correct general area.
Although successful for some image sequence, this algorithm fails on
subjects with a double crease in their eyelids, as seen in the examples of figure 5.7. The algorithm locates the upper eyelid crease instead of the eyelid
outline of the sclera and iris. Generally, this crease makes subtle movements
as the eye moves. Due to the inaccuracy of the computation, no significant
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Figure 5.7: Subjects with Double Eyelid Crease

correlation can be detected between this crease and the pitch of the eye.
Unfortunately, due to the inability to handle the variation between subjects,
this algorithm was not pursued any further as it had failed the requirement
to operate on all subjects.
5.2.4

Sclera Model

Each of the previous algorithms failed for issues caused by the variation of
facial features and the low image quality. A more robust approach was taken
to account for these issues, so that the algorithm would not be limited to a
few subjects based on their facial structure. A user assisted hybrid between
a feature-based method and appearance-based method was explored, since
neither method works consistently on its own.
This algorithm allows the user to select a region of interest around the eye
to focus the feature search. In addition, the user will also record calibration
points for each of the gaze directions as ground truth data for the remaining
images in the sequence. This additional user input will allow the remaining
image sequence to be automatically classified.
The frame is prepared to extract features using simple filtering techniques, as seen in the pseudocode of figure 5.8. Noise is removed from
the frame by using a median filter on each of color space channels. Each
pixel is classified into either skin or non-skin pixels based on the red color
channel. Skin pixels tend to have much higher red pixel intensities than
other pixels, which in the eye image, consists of the eye.
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processedF rame = F ilterF rame(f rame)
skinP ixels = Classif yP ixels(processedF rame)

. filter out noise
. classify skin pixels

for row = 1 → maxRow − 1 do
eyeEdges = skinP ixels(row) − skinP ixels(row + 1)
end for

. Find eyelid edges

topEyelidEdges = EdgeT oP oint(eyeEdges > 0)
bottomEyelidEdges = EdgeT oP oint(eyeEdges < 0)

. find eyelid edges
. as (x,y) points

Figure 5.8: Pseudocode for Preparing the Frame

This was done using a modified version of the method in [23], in which
individual pixels were identified as part of different parts of the face. Four
major classes represented all pixels on the face including the {skin}, {sclera},
{noise}, and all {other} features. The {noise} class captures glares due to
the lighting of the image. The {other} class contains the eyelid boundaries,
eyelashes, iris, and pupil. Among these classes, the most important two
classes are the {skin} and the {other} classes. The boundaries between
these two classes are the eyelid boundary, from which the slope of the top
and bottom eyelid can be estimated.
This sclera recognition algorithm operates in the RGB color space. Noise
is simply the light glares generated by the camera, which can be easily
extracted by searching for pixels with high values of red, green, and blue
pixels. An arbitrary threshold value is chosen to classify unusable pixels
into the {noise} class. As mentioned in [23], the skin and sclera pixels
have much higher red pixel values than any other pixels. Another arbitrary
threshold value is chosen to separate the higher red pixel values. Any pixels
falling below this threshold is classified into the {other} class. The original
algorithm continues to separate the skin from the sclera. Fortunately, this
final classification step is unnecessary to determine the eyelid edges.
Sclera pixels are surrounded by pixels in the {other} class. They can
simply be ignored, since the eyelid slopes will only depend on the boundary
between the skin and the eye. Pixels on the edge between the skin and the
eye are selected and separated into pixels on the top eyelid and the bottom
eyelid. Top eyelid edges are pixels that are below the {skin} class and above
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Figure 5.9: Model of Left Eye for each Gaze Direction

Figure 5.10: Model of Right Eye for each Gaze Direction

the {other} class, and vice versa for the bottom eyelid edges.
Choosing the optimal features is important to ensure the success of the
algorithm. Observing the image sequences, the eye was modeled for each
gaze direction to determine features to extract from the eye images. Models
for the left and right eyes for each gaze direction can be seen in figure 5.9
and figure 5.10, respectively. The models are arranged to correspond to the
gaze direction. For example, the upper left eye models appear in the upper
left grid of the model templates. Brown areas of the models represent the iris
and pupil areas between dark black lines, which represent the eyelids. In this
model, only simple features are necessary to determine the gaze direction,
so extraneous features, such as the eyelid crease or eyelashes, are ignored.
They should not affect the model and will be disregarded as noise.
Chosen features should have similar behaviors across image sequences
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Figure 5.11: Features with and without Bottom Eyelid Slope

and subjects. Several different features were tested to determine the best
features to extract that will produce the highest success rate. Features were
selected based on the success of previous algorithm implementations and
testing different variation of features.
Vertical Gaze

While testing the eyelid model method, the position of the eyelid generally
corresponded to the vertical gaze of the subject. Issues surfaced with subjects that had an eyelid crease, because the algorithm mistook the crease as
the upper eyelid. With the addition of the region of interest input from the
user, the crease could be ignored completely by limiting the region of interest to exclude that facial feature. Very little movement was recorded from
the eyelid crease, so the user could easily select a region that did not include
the feature.
Instead of modeling the eyelid as a quadratic line, the eyelid was simplified to a linear equation to use the slope as a feature. The slope of a
line is equivalent to the tangent of the angle of the line. The angle better
corresponds to the pitch angle of the gaze direction. At a 6 ft range from
the scene, the gaze direction of the subject will have a unit step of approximately 15” based on the nine possible gaze directions. Approximating the
eyelid model as a line would not affect the accuracy of the gaze estimation,
since the unit step is relatively large compared to other systems.
Top eyelid edges were fitted to a line using the RANSAC algorithm. A
line has only two parameters including the y-intercept and the slope. The
yintercept will vary based on the position of the eye in the eye image, which
varies during setup of the device. This parameter has no effect on the gaze
direction and is therefore ignored. Slope for the top eyelid and bottom eyelid
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Figure 5.12: Eye Model with Overlaying Features

are tested as features.
Although no apparent correlation was found between the bottom slope
and the gaze direction, the bottom slope was tested as a feature to ensure
that excluding this feature would not negatively affect the outcome. The
combined features, as seen in figure 5.11, shows the two feature models that
will be compared to determine the effect of the bottom eyelid slope.
Horizontal Gaze

To detect the horizontal direction, the position of the iris and pupil need
to be located. This was done using an appearance-based approach, since
locating the radius of the iris was hindered by the low image quality. The
slope of the top eyelid served as a reference to locate features for horizontal
gaze direction. A grid below the eyelid is selected, and the average intensity
of each cell of the grid is captured as a feature.
The grid will find the general location of the iris and pupil by comparing
the average intensities in each cell. However, characteristics of the grid,
such as the position, orientation and number of cells, could be varied to
extract the optimal features. Figure 5.12 illustrates example grids overlaid
onto the model of the eye. In this model, the subject is looking straight
ahead. The average intensity of the left grid cell will reflect the iris and
pupil; whereas, the right and middle grid cells will reflect the sclera.
Several different variations of the grid were tested to determine the optimal setting and features to extract. As seen in figure 5.13, the grid orientation is varied to find the best areas to collect average intensity. On the left,
the grid is oriented along the slope of the eyelid. Three cells were used as
a basis for comparison. On the right, the grid is perfectly horizontal positioned from the lowest corner of the eye. From just observing the model, it
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Figure 5.13: Features with Differing Orientation

Figure 5.14: Features with Differing Positions

is difficult to predict the better setting.
The grid was also modified by adjusting the distance with the top eyelid, as seen in figure 5.14. With a limited resolution for the eye image, the
distance could not be too great, but needed to be large enough to overcome
noise generated by eyelashes. In the collected image sequences, it was discovered all tested subjects had eyelashes that obstruct the top of the eye.
Moving the grid below the eyelashes will prevent the eyelashes from affecting the features. The length of the eyelashes varied, but could not be
detected explicitly, again due to the low image quality. Instead, a specific
distance for the grid position was selected based on samples from the image sequences. The eyelashes tend to obstruct between 5 pixels to 10 pixels
below the eyelid, so these two distances are tested to determine the optimal
setting.
Finally, the number of cells was varied to ensure the arbitrarily chosen
cells collect enough information. Two, three and five cells were tested to
determine a trend between the number of cells and the accuracy of the gaze
estimation, as seen in figure 5.15. Since only three horizontal gaze directions will be classified, theoretically only two cells are needed. When the
subject looks away from the camera, the average intensities of all the grid
cells reflect the sclera. When the subject looks towards the camera, the average intensities of all the grid cells reflect the iris and pupil. As the subject

57

Figure 5.15: Features with Differing Number of Cells

is looking straight ahead, one cell would capture the iris and pupil and the
other cell would capture the sclera. This is assuming the grid is perfectly
lined up with the eye. Given the noise and variation between subjects, more
cells could potentially capture finer details of the eye.
Inside each cell of the grid, the average intensity is calculated. The intensity could be calculated from a variety of color spaces, such as RGB,
HSV, NTSC, and YCbCr, all available in MATLAB. Another color space
thought to have strong correlations with perceived intensity values of the
eye is LAB, which is not built into MATLAB, but could be easily calculated from the RGB color space. Each of these colorspaces were tested to
determine the best setting.
Up to six features were extracted from each eye image. In a binocular
system, the number of features doubles, one set of features for each eye
image. The same features are extracted from all images. Image features are
compared to the features from the ground truth frames selected by the user
to determine the gaze direction.
Classification

Calibrations for the each of the gaze directions are selected by the user by
choosing a frame that corresponds to each gaze direction. Features extracted
from these frames are set as the ground truth data. Each gaze direction is
a designated class. By comparing test frames to the ground truth data, the
best match is calculated to determine the gaze direction.
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ftest = x1 x2 ... xn


fcalibration = y1 y2 ... yn
d = kftest − fcalibration k2
p
=
(x1 − y1 )2 + (x2 − y2 )2 + ...(xn − yn )2

(5.1)
(5.2)
(5.3)

Comparing feature vectors can be done in a few different manners. The
most straight forward approach is to extract all features into a vector and Euclidean measure the distance between the test feature vector and the ground
truth vectors. Equation 5.1 and equation 5.2 represent the features expressed
as vectors. Each element in the vector represents a feature value. There are
nine calibration feature vectors for each gaze direction. The distance between the test vector ftest and the nine calibration vectors fcalibration is calculated using equation 5.3, which is the Euclidean distance. Calculating the
distance between the test vector and each of the calibration vectors returns
nine distance values. The frame is classified into the gaze direction that
corresponds to the minimum distance value.
Features were chosen based on whether the vertical or horizontal gaze
was being determined. Vertical features may not affect the horizontal gaze
and vice versa. Another classification approach separated the features into
two different vectors, one containing the eyelid slopes and one containing
the grid cell intensities. Each feature vector is classified into one of three directions. The slope feature vector will determine the vertical gaze direction,
which can be up, level or down. The intensity feature vector will determine
the horizontal gaze direction, which can be left, center, or right. Both gaze
direction classifications are combined together to form the final gaze direction. For example, if the vertical gaze direction is up and the horizontal
gaze direction is center, the final gaze direction is up center. This requires a
minimum of five calibration points, as opposed to one for each direction.
Using one feature vector assumes that all features are somehow affected
by both vertical and horizontal gaze. Separating the two features assumes
that the vertical and horizontal features are completely independent of each
other.
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Chapter 6
User Interface
A simple graphical user interface (GUI) was developed to complete the eye
tracker system. The algorithm requires initial user input before processing
an entire image sequence, so including a GUI provides a medium for users
to enter data. Overall, the GUI must allow the user to choose image sequences, select region-of-interests around the eye, select calibration points
on the scene, save the results and preview the image sequence. The interface must also control the algorithm operations on the image sequence.
These operations must be completed in a certain order, which can be observed in the state machine of figure 6.1. Operations that require user input
to continue are marked with an asterisk (*).
A GUI was designed based on the state machine. Limited controls are
provided for the user to perform each of the states in the machine, including
reset, choose files, select region-of-interests, calibration points, extract features, classify frames, and save results. The controls are only made available
when the prerequisites are completed. For example, the user will be able to
select region-of-interests or calibration points after the mirror is located in
the images. The user must also be able to preview the image sequence. All
these important features were carefully coordinated into the design, as seen
in figure 6.2. This was assuming a binocular system would be used.
In the initial state of the program, the user must begin by selecting directories for the left and right image sequences. These image sequences must
already be synchronized with the same number of frames in each directory.
Once two compatible directories are selected, the program automatically
begins locating the mirror and extracting the eye image by calling on that

60

Figure 6.1: Graphical User Interface State Machine
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Figure 6.2: Graphical User Interface Framework

operation. If the image sequences were already pre-processed, this operation would only take a few seconds. Otherwise, the operation for each image
sequence takes approximately 12 minutes.
A preview of the image sequence is immediately presented in the GUI.
Controls become available, which will allow the user to select the region-of
interests and calibration points, required for the gaze estimation algorithm.
Both operations allow the user to select regions directly on the image, as
seen in figure 6.3 and figure 6.4. The region of interests are four-sided
polygons that should be placed around the eye with a little extra room on
each side to ensure the eye fits within the region for any gaze. The user
can preview a different frame using the video controls to correct the regionof-interests, so that the eye fits in the region for any position. The correct
frame must be selected for the calibration points. When gathering data, it
is recommended the subject is given specific instructions to begin with each
calibration point. This way, the user will know exactly where the subject is
gazing in the beginning of the image sequence to select proper calibration
points. A circle is used to represent the gaze direction on the scene. As the
subject gazes at different objects, the gaze could fall at any point within the
radius of the circle.
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Figure 6.3: Selecting the Regions of Interest Around the Eye

Figure 6.4: Selecting the Calibration Points on the Scene

The gaze estimation algorithm has two distinct operations, extracting features and classifying frames. The region-of-interests selection allows the
user to begin the extraction process. Classifying frames requires both the
extracted features and selected calibration points. The user initializes both
of these operations through the GUI, but once started, these operations are
completely automatic. Status reports back to the GUI to keep the user updated on the current frame being processed.
Although the state machine clearly shows playback occurring once all
frames have been completely processed, the video controls were made available throughout the program. This is to allow the user to preview the image
sequence and any data already collected from the operations. If the image
sequence is previewed after extracting features, the video will show each
frame with the corresponding status report displaying the feature values for
that particular frame. If the image sequence is previewed after classification,
the frame will also show the gaze estimation as a red circle.
Saving the results is an important feature to complete the eye tracking
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Figure 6.5: Processed Frame Showing Both Left and Right Frames and Gaze Directions
Frame Gaze Direction
1
5
2
6
..
..
.
.

Feature 1
0.356
0.542
..
.

Feature 2
5.124
7.546
..
.

...
...
...
..
.

Table 6.1: Results Table Format

system. Otherwise, the user will always have to process entire image sequences and only preview them using the GUI. Each processed frame is
saved separately as images into a directory specified by the user. A processed frame contains both the left and right frames into one image, showing a red circle in the direction of the gaze on each side, as seen in figure 6.5.
In addition, the feature values and gaze estimation for each frame is saved
as pure data into a comma-separated text file using the format in table 6.1.
Each cell of the table is separated by a comma. A comma-separated values
(csv) file could not be created with the headers and an Excel file could not
be created using the Mac OS X environment. The compromise was to save
the comma-separated values to a simple text file that can be easily imported
into a program, such as Excel.

64

Chapter 7
Results
To test the performance of the system, image sequences were collected from
seven subjects. The sample contained males and females with eye colors
varying from brown to blue. All subjects were tested using the binocular
system, two Contour Plus cameras with mirror attachments. The frame rate
and resolution was set at 25Hz and 960p, respectively, producing a field of
view of 120◦ for each camera. Lower resolution and field of view angle was
used to generate the highest quality eye images possible.
In order to manually synchronize the two videos, a single clap was placed
at the beginning and end of the recording. This provided both visual and
audio reference points in both videos to line up. Contour Plus cameras have
highly accurate frame rates and only a short sequence was collected for each
subject, so lining up the reference points ensured the exact number of frames
for each video. The frame rate was set much higher than the desired frame
rate of 2 - 5Hz due to this relatively slow method of synchronization. Slower
frame rates would not guarantee the reference points would appear in both
videos. Videos were converted into a sequence of .png formatted images,
which are imported into MATLAB for further processing.
Each subject was given specific instructions to look at the targets from
figure 3.1 in order from left to right and top to bottom, starting with the
upper left calibration point. After this sequence, each subject was given
different objects and points to focus on. Only the video clips containing
the calibration points were used for testing, since the gaze directions were
known and consistent between each subject. Each frame in these video clips
was manually classified using the audio as a reference, but transition frames
between calibration points and blinks were excluded. An image sequence
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Setting Lux
Dark
49
Indoor
816
Shade 1100
Sunlight 2000

CD/m2
6
245
397
1020

Table 7.1: Lighting Conditions and Luminance

was taken for each of 7 subjects with a total of 4339 frames that were manually classified and tested. Calibration points were marked in each image
sequence for each of the nine gaze directions. These frames were used as
the training set and remaining frames in the image sequences were used as
the testing set.

7.1

Natural Environment

Only one lighting condition was tested using the binocular system. A few
test videos were taken using the monocular system, but calibration points
were only set up in one location, so these videos could not be tested with
the entire algorithm. Instead only the feature extract process was done on
these videos to see if it was possible to collect the same features in different
environments. Lighting conditions and their measured luminance can be
found in table 7.1.
No conclusive results could be determined from the monocular video
sequences without calibration points. All tested data was taken in the indoor
setting under typical office lighting, but after testing it was shown feature
extraction could not be done in any of the other lighting conditions with the
same algorithm settings. This shows that any single image sequence must
be recorded in a single environment for the algorithm to function properly.
Settings for the algorithm could be adjusted to successfully extract features from videos taken in the shaded outdoors and the direct sunlight. However, the videos taken in the dimly lit indoors did not have any success. It is
unlikely the gaze will have any meaning in dimly lit areas, in which the subject cannot focus on any objects. A moderate amount of light is necessary
to provide a quality image to process gaze estimation.
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System
Proposed System
Tobii [26]
ASL [19]
SMI [18]

Weight
0.7 lbs
10 lbs
2 lbs
1 lb

Table 7.2: Comparison of Mobile Eye Tracker Weights

7.2

Specifications

Goals for this system were to be lightweight and low cost compared to current systems. Exact costs of current systems could not be obtained for comparison, but are estimated in the tens of thousands of dollars. The cost for
this system relies on the cameras, which range from $90 to $500 each [7],
and the mirrors, which are approximately $30 each [14]. This system could
be built for less than $300.
A comparison of mobile eye tracker device weights can be seen in table
7.2. These weights are the weight the subject carries during the experiment. For most of these systems, this includes the headset or glasses and
a recording device. As shown, the proposed system has a relatively lighter
weight than current systems. Subjects will be able to wear lighter systems
for longer experiments.

7.3
7.3.1

System Accuracy
Vertical Gaze

Features tested to determine vertical gaze were the top eyelid slope and the
bottom eyelid slope. Observations showed the bottom slope had little correlation with the gaze as it remained relatively stationary through each image
sequence. Collecting slope values throughout each sequence also produced
similar findings. An example calibration sequence measuring the slope at
each frame can be seen in figure 7.1. The vertical gaze was superimposed
onto the graph, such that a value of 0.2 represents up, 0 represents level and
-0.2 represent down, to show the feature values for each gaze direction.
As expected, the top eyelid slope showed significant transition in value
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Figure 7.1: Top vs Bottom Eyelid Slope

between gaze directions. Within a vertical gaze direction, the top eyelid
slope value remained relatively stable. The bottom eyelid slope was completely unstable compared to the top eyelid slope. No correlation between
gaze directions or within a gaze direction was apparent for the bottom eyelid
slope. This could mean the bottom eyelid slope was more difficult to detect,
or it simply did not correlate to vertical gaze.
To further prove the bottom eyelid slope has no effect on the gaze direction, the gaze estimation algorithm was tested using it as a feature. The
resulting success rate for the algorithm in each color space with and without the bottom eyelid slope can be seen in figure 7.2. A zoomed in version
of the chart can be seen in figure 7.3, in which there is a significant difference between the HSV color space success and all other color spaces. The
bars on the left represent the success rate of the algorithm not using the bottom eyelid slope and the bars on the right represent the algorithm with the
bottom eyelid slope.
In two color spaces HSV and NTSC, the bottom eyelid slope appears to

68

Success Rate With and Without Bottom Eyelid Slope
100%

90%

80%

70%

Success Rate

60%

50%

With bottom
Without bottom

40%

30%

20%

10%

0%
hsv

lab

ntsc

rgb

ycbcr

Colorspace

Figure 7.2: Success Rate With and Without Bottom Eyelid Slope
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Figure 7.3: Success Rate With and Without Bottom Eyelid Slope (Zoom)

69

have made a different with successfully classifying the gaze direction. However, in the remaining color spaces, the bottom eyelid slope has a negative
impact on the success rate. Taking into account standard error, the bottom
eyelid slope did not make any overall difference to the success rate of the
algorithm.
7.3.2

Horizontal Gaze

Grid Orientation

Different combinations of the intensity grid were tested to determine the
most successful setting for collecting features. To begin, the orientation of
the grid was tested to compare the grid on the same slope as the top eyelid slope or completely flat beneath the eyelid. Average intensity values
measured for each cell was a separate feature. The intensities were measured in the first dimension of the color space. For the LAB, NTSC, and
YCbCr color spaces, the luminance channel was observed. For the RGB
color space, the red channel was observed, and for the HSV color space, the
hue channel.
Overall, the most successful setting between these two grid settings was
the sloped grid in the LAB color space with a success rate of 95.58%. The
comparisons can be seen in figure 7.4 and figure 7.5, which shows a close
view of the comparisons. All except the NTSC color space were more successful using a slope grid. Taking into account standard error, the only
significant difference between the grid orientations was in the HSV color
space, in which the sloped grid had a better performance. However slight,
the sloped grid had an overall better performance over the flat grid, so it was
considered the better setting for future testing.
Grid Position

The next setting of the grid tested was the exact position of the grid beneath
the top eyelid. Placing the grid below the top eyelid prevents the eyelashes
from interfering with the intensity calculations. Two positions were tested
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Figure 7.4: Success Rate With Different Grid Orientations
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Figure 7.5: Success Rate With Different Grid Orientations (Zoom)
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Success Rate With Different Intensity Feature Positions
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Figure 7.6: Success Rate With Different Intensity Feature Positions

at the minimum and maximum eyelash lengths found in the test image sequences, at 5 pixels and 10 pixels, respectively.
The most successful setting was the grid positioned 5 pixels below the
top eyelid, again in the LAB color space. Standard error calculations suggests there is no significant different between the two positions of the grid
for any color space. The comparisons can be seen in figure 7.6 and figure
7.7, which shows a close view of the comparison. In the majority of the
color spaces, the grid positioned 5 pixels below the top eyelid performed
slightly better.
Colorspace Dimension

Measuring the intensity of pixels could stem from one of three dimensions
of the color space or a combination of the three. Generally the first channel
contains information about luminance, which is the amount of light passing
through the area on the image. In other words, the luminance of an object
is brightness of its surface. Sclera is thought to have greater luminance than
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Figure 7.7: Success Rate With Different Intensity Feature Positions (Zoom)

iris and pupil, so measuring the luminance of the grid would theoretically
determine which grid cells contain the sclera. In other color spaces, the first
channel is simply an interpretation of the actual color of the object. The
sclera and pupil are completely different colors, so this should also be an
effective method of determining which grid cells contain the sclera.
The second and third channels generally contain color information. Although brightness is thought to provide to most useful intensity information
for the grid, the other dimensions of each color space were explored to ensure the optimal channel is selected. The success rate of each color space
dimension can be seen in figure 7.8 and figure 7.9.
Overall, the most successful setting was the first channel in the LAB
color space. For each color space, a different dimension proved to be the
most successful. The best dimension in the HSV color space was the saturation channel, the luminance channel for LAB, the cyan-orange channel
of NTSC, the green channel of RGB, and the luminance channel of YCbCr.
Taking into account standard error, the overall best dimension for each is
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Figure 7.8: Success Rate With Different Colors pace Dimensions
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Figure 7.9: Success Rate With Different Colors pace Dimensions (Zoom)
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Success Rate With Different Number of Grid Cells
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Figure 7.10: Success Rate With Different Number of Grid Cells

unidentifiable except for the saturation channel of HSV and luminance channel of LAB. Otherwise, the standard error predicts no difference between
dimensions for the remaining color spaces if more image sequences are collected.
Areas-of-Interest

The grid is split up into a few cells to more accurately determine the iris and
pupil location. It is unclear how many cells would be optimal for the desired
accuracy. Too many cells would require more floating point operations to
divide the grid and calculate the average intensity of each cell. Too few cells
may not provide enough information about the eye to conclude the iris and
pupil location.
Three different settings were tested for the grid, including 2, 3, and 5
cells. Only 1 cell could only determine whether the iris and pupil are present
in the eye image. Because of the low eye image resolution, more than 5 cells
would cause the cell sizes to become too small. Results from these tests can
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Figure 7.11: Success Rate With Different Number of Grid Cells (Zoom)

be seen in figure 7.10 and figure 7.11.
Each color space produced different results for the different number of
grid cells. The NTSC, RGB, and YCbCr color spaces appeared to have
significantly decreased in success with too many grid cells, but showed no
difference between 2 or 3 grid cells with standard error. This may be explained by the low image quality causing not enough information for each
cell to be processed, because more cells causes smaller cell area. However,
the HSV and LAB colorspaces appeared to have no difference between the
number of grid cells. Although there is a slight increase in success with
more grid cells, but the standard error suggests there would be little to no
difference if more tests were performed. Among all the tests, the optimal
settings were using the LAB color space with 3 and 5 number of grid cells.
7.3.3

Overall

It was found that the luminance channel of the LAB color space tended to
outperform other dimensions and color spaces. Testing all the variations of
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Modified Setting
5 Grid Cells (LAB)
3 Grid Cells (LAB)
10 px below (LAB)
Saturation (HSV)
Green (RGB)
Bottom Slope (LAB)

Successful
Frames
4153
4147
4141
4132
4131
4127

Total
Frames
4339
4339
4339
4339
4339
4339

Percent
Success
95.71%
95.58%
95.44%
95.23%
95.21%
95.11%

Standard
Error
1.96%
1.95%
2.09%
1.34%
1.96%
1.97%

Table 7.3: Top Performing Feature Settings

feature settings proved the optimal setting was a slope 5 cell grid positioned
5 pixels below the top eyelid using the luminance channel in the LAB color
space with a success rate of 95.71%. Standard error calculations suggest
several other settings could potentially have the same or better performance.
The control setting for each test used the following settings: sloped grid,
5 pixels below top eyelid, first channel, 3 grid cells. In table 7.3, the most
successful feature settings are listed. Changes in the feature settings from
the control setting and the color space are specified as the modified setting.
Standard error suggests each of these settings could possible perform
equally with more image sequence tests. The maximum success rate of
the top setting could reach as high as 97.67% success, while the minimum
success rate of these top settings could fall as low as 93.14% success.

77

Chapter 8
Conclusion
A novel eye tracking system was designed, built and tested with the objective of reducing the cost and intrusiveness of current mobile eye tracking
systems, ability to operate for long periods of time outdoors in almost any
lighting environment and on any subject. Some of the trade-off necessary to
make the new eye tracker feasible included a lower frame rate and a reduced
set of nine generalized gaze directions.
The new side-mounted binocular eye tracking system was designed and
built using mirror attachments to capture eye images, as opposed to separate cameras. The entire device was mounted on a headset wearable by the
user without any additional gear attachments. Lightweight, high definition
cameras with Bluetooth streaming capability were chosen to meet the operational requirements with 1” diameter concave mirrors to acquire images
of the eyes. The low cost and light hardware provided low resolution, low
quality side-view eye images of the eyes, as opposed to the typical high resolution, high contrast front-view eye images in current mobile eye trackers.
A hybrid algorithm using both shape-based and appearance-based methods was developed to estimate the gaze direction. The eyelids were modeled using straight lines, which appeared to have a direct correlation to the
vertical gaze. Pixel intensities were extracted from between the eyelids to
determine the iris and pupil location. Feature vectors containing the line
parameters and pixel intensities were compared to calibration points and
classified into a gaze direction. Experimental evaluation proved that it was
possible to detect the gaze using this system but within a coarser scale, e.g.,
in nine regions of the field of view of the user.
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8.1

Future Work

After extensive experimentation with the new eye tracking system we identified some immediate improvements that can increase the accuracy and overall usability of the system.
8.1.1

Image Quality

The eye image quality could be improved by modifying the mirror attachment. Only commercially available concave mirrors were tested with this
system, because of their availability and simple setup. Sizes of available
lenses proved to great to design and test a complete optics system. Unfortunately, the available mirrors did not meet the design constraints of the
system, so the image quality was compromised. An example to improve the
eye image quality, the focal length of the mirror should be equal to the distance between the eye and the mirror. The goal is to bend the light in such
a way they appear at infinity with respect to the camera. This will focus the
eye image by reducing the blurriness.
8.1.2

Field of View

A small field of view for the cameras was used initially to focus more on
the eye image. After enhancing the eye image, it would be ideal to have a
wider field of view for the camera that would better match the field of view
of the subject. The cameras used have the capacity of increasing the field of
view. With the position of the mirror attachment, scene information could
still be lost. The binocular system captures the scene from two different
cameras, which could be stitched together to create a giant panoramic scene
image consisting of the entire field of view. Scene information lost from
one camera could be restored using information from the other camera, and
vice versa.
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8.1.3

Blink Detection

With lower frame rates, blink detection is negligible, since blinks occur
within less than half a second. At higher frame rates, blinks occur over several frames. The algorithm could be modified to detect blinks using spatial
or temporal information, as it does not run in real-time. Algorithm results
show blinks produce a spike in feature values, which could be detected by
analyzing the feature data. As the frame rate requirements increase on the
system, blink detection could become more important to increase the accuracy, as gaze estimation on frames containing blinks will fail.
8.1.4

Gaze direction resolution

The nine gaze directions limit eye tracking to an accuracy of approximately
15, which varies based on the distance between the subject and the scene.
Enhancing eye image quality could lead to improved gaze estimation algorithms. More than nine gaze directions could be detected using interpolation, better eye models in the algorithm, or more calibration points.
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