High resolution optical remote sensing images allow to produce accurate land-cover maps. This is usually achieved using an ad-hoc mixture of image segmentation and supervised classification. The main drawback of this approach is that it does not scale for real world complete scenes. In this paper we present a framework which allows to implement this kind of image analysis without scale issues.
INTRODUCTION
The task of automatically or semi-automatically deriving land-cover and land-use maps is difficult to achieve in the context of high spatial resolution images. The level of details that can be observed as well as the diversity of objects in the images imply to define many classes. Moreover, the pixel or neighborhood based approaches are not able to capture the richness of the information, since objects are composed of one or several groups of radiometrically coherent pixels whose shape and extent can not be known before hand. To overcome these drawbacks, a new set of techniques, called object-based image analysis (OBIA for short), has come to light. OBIA often implies a preliminary segmentation step in which image pixels are clustered into these radiometrically coherent groups of pixels. These so-called segments can then be classified in a supervised or unsupervised way using a variety of attributes describing them. This approach better suits high resolution imagery, but some issues are still not yet properly addressed. This paper aims at trying to overcome some of them by proposing a new scheme based on state-of-the-art tools from the literature and open source software.
DRAWBACKS OF CLASSICAL OBJECT-BASED IMAGE ANALYSIS APPROACHES
This section presents the main issues encountered when trying to produce land-cover and land-use maps with classical object-based image analysis.
Importance of preliminary segmentation
The first major drawback of OBIA is that one has to rely on a preliminary segmentation. If algorithms like the Mean-Shift [1, 2] , graphcuts [3] or some optimized version of the watershed transform are very efficient to segment some predefined structures after parameter tuning, a good global segmentation able to delineate each object * This work has been done under CNES contract RS08/OT4-031 of the image at its right scale (and thus avoiding over-and undersegmentation) seems not achievable at all. Moreover, thin and long objects are often penalized by these methods designed for compact and homogeneous objects.
Limited set of features
The second drawback of these approaches is that they integrate only a limited set of features [4] . Geometry and radiometry are almost the only attributes that are available in market tools. If they allow to distinguish classes up to a certain point, they do not account for neighboring regions or textures, which are valuable information when dealing with high-resolution images. Moreover, geometry attributes such as Flusser moments [5] for instance are highly sensitive to segmentation errors, and therefore can not always be trusted.
Intensive implication of the human operator
In [6] , the authors point out that the use of existing OBIA approaches remains highly tedious in operational contexts : "Desired classifications are often reached only after extensive trial and error, which can be time consuming. Furthermore, object-oriented classification may require the interpret to be familiar with the geographic area or object of interest prior to completing a classification". The human operator is responsible for almost everything :
• Decide the number and nomenclature of the classes, without sometimes knowing which classes the image(s) actually contain;
• Select training samples without actually knowing which samples are really pertinent for the system to learn properly;
• Select meaningful features, and sometimes even their relative weights and decision thresholds, without knowing which ones do actually improve the system accuracy.
THE PROPOSED APPROACH
To overcome the limitations listed in section 2, we propose a new framework to produce land-use and land-cover maps, in which the set of features can be easily and unlimitedly extended, and the tedious part of selecting meaningful features and samples is automated as much as possible. The main steps of this framework are presented figure 1. Here is how it works. After the image has been segmented (see section 3.1), each segment is given a set of user-defined attributes (see sections 3.2 and 3.3). To initialize the process, the user manually selects training samples corresponding to her classes of interest among the segments. She may also select the features she wants to focus on, even if it is not necessary that she perform the feature selection (see section 3.4). It then starts training an SVM classifier with these samples and these features. After the training process, which is believed to be rather short due to the small number of training samples (for a start, 10 samples per class might be sufficient), the framework proposes to the user a set of samples for which it is the less confident (see sections 3.5 and 3.6). This process is also known as active learning [7] . The operator then chooses to label some of the proposed samples, or eventually labels other samples that were not proposed, and iterates through this process until a satisfactory level of classification is reached. The classifier parameters (i.e. support vectors) can then be exported and applied to other images as well. As a matter of fact, it would be possible to apply this framework to the joint production of several land-cover or land-use maps from several input images (see section 4). In previous works [8] , we have used morphological approaches for image segmentation [9] . Although the obtained results are satisfactory, it is not straightforward to integrate the full spectral content of remote sensing images in this framework. Therefore, we decided to use the Mean-Shift algorithm [1] , which is able to integrate multi-spectral data without further modification or pre-processing and whose parameters are simple to set. However, with this choice we loose the multi-scale capabilities of the morphological profiles.
Generic features
Our framework allows the use of any kind of feature which can be computed for a region of an image from a previous segmentation. In terms of geometry, we currently use the following attributes:
• Elongation,
• Surface.
We also use the following statistical attributes:
• Mean,
• Variance, These statistics are computed for each of the following radiometric features: original image bands (blue, green, red and near infrared), NDVI [10] , GEMI [11] , NDWI2 [12] , Brightness, Redness.
The combination of statistics for each radiometric features along with the geometric attributes yields a total of 53 attributes for classification, although this set could be easily extended, with Haralick texture indices based on GLCM for instance.
Neighborhood modeling
The set of features presented in section 3.2 allows to describe a single region from the segmentation results. In order to improve classification results, the contextual information brought by the attributes associated with neighboring regions might also be taken into account.
In order to account for context, we choose to use a bag of words approach [13] . First, an unsupervised clustering is done with the whole set of regions from the segmentation using the selected features. In our case we used the K-Means algorithms, but other algorithm like the Mean-Shift would also fit. Then, given a region from the segmentation, an additional feature vector containing the density of neighboring regions associated with each cluster is derived. For instance, if the first cluster was attracted to water bodies, then the density of neighboring regions associated with this cluster will denote how much the current region is surrounded by water.
This additional context feature vector is concatenated with the other selected features and fed to the classification algorithm. Figure 3 shows results with or without using the context information. We can see that the context information helps to classify docks and boats, although some misclassification remains. 
Classification
The classification step is performed by the well known Support Vector Machines algorithm. After a preliminary step of feature scaling, margin and kernel parameters are optimized according to the accuracy obtained by N-folder cross-validation.
Since the number of features used by the system may be quite large, the issue of feature selection has to be addressed. SVM is rather robust to the dimensionality of the feature space. Nevertheless, the user has the possibility of removing features.
No automatic feature selection scheme is implemented in the system, since the obtained results have been satisfactory so far, but techniques as those assessed in [14] can be easily included in the system.
Automatic sampling
The key point for a lazy yet efficient supervised machine learning framework is the selection of the most pertinent samples so that their amount can be reduced, thus allowing for a faster learning phase. SVM, by construction, select the most significant samples: these are the support vectors. This step is performed during learning, which means that the support vectors will be a subset of the samples selected by the operator. Still, the algorithm has to walk through the full samples set to select support vectors. It is therefore important to provide the most compact and complete set of samples to speedup the training step. On way to do this is to use the active learning paradigm.
Active learning approaches use the classifier itself in order to select the most meaningful samples for the learning. We have implemented a simple approach suited for SVM classifiers: the margin sampling selection [7] . It uses the fact that samples which are close to class boundaries are the most useful for an SVM classifier. Therefore, the classifier selects non-labeled regions which lay inside the margin areas of the feature space and presents them to the user for decision. User oriented active learning suits particularly well object based classification because unlike pixel-wise approaches, samples are spatial regions meaningful to the user.
Iterative learning and class discovery
After an initial manual sampling and labeling our approach is based on iterative automatic sampling via active learning and labeling steps. The reduced number of samples provided by OBIA (with respect to pixel-wise approaches) allows this iterative process to be real time: one iteration, involving a learning and classification step, usually lasts only a few seconds.
One interesting characteristic of active learning approaches is that often, the classifier will select for the user to decide on nonlabeled objects which do not belong to any of the classes of the current nomenclature.
The user has at least 3 options:
1. she decides that the object is not interesting and therefore it belongs to the "reject" class;
2. she decides that it is interesting and creates the appropriate class;
3. she decides that the object may be interesting, but she is unable to assign it to a class and she can put it in the "don't know class".
Another interesting phenomenon occurs if we allow the sample margin algorithm to select already labeled samples. This allows the classifier to identify objects difficult to classify and therefore gives the opportunity to the user to relabel the object by assigning it to an existing or to a newly created class.
MASSIVE OBJECT-BASED MAP GENERATION
The approach described in section 3 integrates state-of-the-art tools to perform efficient supervised learning for object based classifica-tion. In order to apply this method to one or several full scenes, we propose the following steps: Figure 4 shows the GIS tables obtained after applying this process to a full pan-sharpened Quickbird scene of 35 675 by 36 101 pixels. The tables contain thousands of polygons, for which class and attributes are available. The GIS database allows convenient storage and manipulation of the result and provides tools to perform geospatial analysis in order to further extract information. Moreover, GIS databases are often used as a data source by mapping tools and web services. 
CONCLUSION AND PERSPECTIVES
Although successful in terms of results, our system still needs improvements. We have identified a set of items on which we are right now working or plan to work in the near future: need for an existing segmentation; scale aspect of segmentation; automatic feature selection scheme; way contextual information is accounted for; regularization of polygons across tiles.
We also plan to include spatial reasoning relationships as we did in [8] .
Still, it is important to note that this paper proposes an efficient way to perform object based classification in the prospect of map generation, and that once the approach described section 3 has been performed on a representative set, the full scene map generation chain presented section 4 is fully automatic and could be plugged to the output of a ground segment for instance. This framework was implemented in a proof-of-concept application based on the Orfeo ToolBox (http://www.orfeo-toolbox.org).
