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CHAPTER 1. INTRODUCTION 
Since the discovery of high Tc superconductivity in the copper oxides materi­
als, theoretical study of strongly correlated electron systems has been once again a 
focal point in condensed matter physics. The first breakthrough in high Tc super­
conductivity was made by Bednorz and Mtiller[l], who won the Nobel prize because 
of their discovery in the La2^y,BaxCuO/^ system with Tc between 30 and 40 K in 
1986. In 1987 the Tc was driven to nearly 50 K in the La2—x3TxCuO^_y sys­
tem by Tarascon et al, [2], and later 90 K in the YBa2CuO'j_y system by Wu 
et al. [3]. In the early 1988, soon after Maeda et al. [4] and Chu et al. [5] discov­
ered the Bi2Sr2CaCu20^__g system with Tc — 110 K, Sheng et al. [6] found the 
Tl2Ba2CaCu20^_y system with Tc =115 K. Then a series of structures of the 
form Bi2Sr2Caji_iCun0^^2n l^"™^4-|-2n were found, with 
Tc increasing with the index n. In the limit of n —> oo, we obtain their parent struc­
ture, CaCu02' A C'aQ 8gCtiQj[402 single crystal was grown, and reported to be 
an antiferromagnetic insulator with = 5iOK [7]. There are certain features in 
common for these high Tc materials, particularly the existence of the square Cu02 
layers, which contribute to most of the unusual features of the normal, the magnetic, 
and the superconducting state. The crystal structures of La2CuO^ and YBagCugOy 
2 
are shown in Figure 1.1, and the phase diagrams which describe the transition be­
tween normal-superconducting and paramagnetic-antiferromagnetic of the La2CuO^ 
and YBa2Cu^0j are shown in Figure 1.2. We see that La2CuO^ and YBa2Cu^0Q 
are antiferromagnetic insulators, hence all the parent structures of high Tc materials 
found are antiferromagnetic insulators. 
Many calculations in the past decade have demonstrated that the local spin 
density functional approximation (LSDA) gives a good description of ground state 
properties of many moderately correlated systems [8]. LSDA has become the de 
facto tool of first-principles calculations in solid state physics, and has contributed 
significantly to the understanding of material properties at the microscopic level. For 
strongly correlated systems, the LSDA often fails. The failure of the LSDA is caused 
mainly by strong correlation effects. The valence electrons in the solid have a strong 
tendency to hop from atom to atom because this process will lower the kinetic energy 
due to the decreased spatial localization of the wave function. These kind of itner-
ant states are well described by the band picture. However, the Coulomb repulsion 
between electrons will oppose the hopping of the electrons between atoms. When 
the cost in potential energy arising from hopping outweighs the saving in kinetic en­
ergy, the electron becomes localized. Once the states are localized by strong intrasite 
Coulomb correlations, the magnetic interactions and tendency to integral occupation 
of such states strongly favors the antiferromagnetic ground state. Therefore anti­
ferromagnetic materials are frequently strongly correlated systems. P. W. Anderson 
introduced a model [9] in order to understand why the majority of insulating mag­
netic materials were antiferromagnetic. Independently, John Hubbard studied the 
3 
magnetism and metal-insulator transitions by introducing a separate model [10], a 
generalized version of the Anderson model, which gives the approximate solutions to 
the many-body problem of a metal with strong intrasite Coulomb interactions. 
Since the parent structures of high Tc materials are antiferromagnetic insula­
tors, the wavefunctions responsible for the magnetism are very likely to be localized. 
We believe that a detailed knowledge of the normal state electronic structure and 
excitations will give important insight into the understanding of the nature of the 
superconductivity in these materials. Therefore in this thesis we will first use the 
LSD A to evaluate the electronic and magnetic properties of La2CuO^ and the re­
lated materials, and see what can be learned about high Tc materials from the LSDA? 
Then we will consider correlation effects. Since the treatment of strong intra-atomic 
correlations in solids is difficult, it is appropriate at this stage to study model systems 
which hopefully reveal the correct qualitative physics. Quantum Monte Carlo meth­
ods have recently been used to study finite two dimensional Hubbard models, and 
have been extended to three band models to better study the Cu02 interactions [11]. 
The quantum Monte Carlo methods are presently restricted to finite lattices, finite 
temperatures, and very large computers. We have developed a mean field calculation 
of the multi-band Hubbard model based on a projection operator scheme [12, 13, 14] 
which is able to treat the correlations for such models in a much faster but approx­
imate fashion. The method also has the desirable feature that it can be generalized 
all the way to many atoms per unit cell with s, p, d orbitals included. We will apply 
the method to study the ground state in the one and three band Hubbard models, 
and compare the results to those of the Hartree-Fock approximation, the Hubbard I 
4 
approximation, and the Monte Carlo method. Also, we wiU use parameters deter­
mined from LSDA, and from interpreting experimental data for the CuO^ plane, and 
compare the results to experimental measurement. Finally, we will study Cu02 with 
various sets of parameters to examine the effect on the solution of each parameter. 
5 
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CHAPTER 2. LOCAL SPIN-DENSITY FUNCTIONAL 
APPROXIMATION 
SC2CUO4. 
Introduction 
The discovery of antiferromagnetism in slightly oxygen-deficient La2CuO^_y 
[15, 16, 17, 18] has added to the developing school of thought which is considering 
antiferromagnetic spin interactions rather than phonons as a possible mechanism for 
superconductivity in the new copper-oxide based high-Tc materials [19]. In most of 
these theories the starting point is a Hubbard-like Hamiltonian, with on-site Coulomb 
repulsion playing the key role. The difficulty in performing accurate analytical or nu­
merical calculations for general versions of these model Hamiltonians has hindered 
a quantitative comparison with the growing amount of experimental information. 
Band-theoretical calculations have been criticized for such systems because of their 
inaccurate treatment of on-site Coulomb correlation. On the other hand, band-
theoretical methods allow precise numerical calculations and have been very success­
ful in the last ten years in the evaluation of the parameters governing conventional 
superconducting properties. Indeed, band-theoretical methods have recently been 
applied to the system to evaluate the electron-phonon coupling 
8 
and the transition temperature, with results in reasonable agreement with experi­
ment [20]. It is therefore of interest to further test the band theoretical approach 
by evaluating the magnetic properties. To this end we have used a first-principles 
linear combination of atomic orbitals (LCAO) method to study both the ferromag­
netic and antiferromagnetic response of Sc2CuO^. The Sc compound was chosen 
for the majority of the calculations in this calculation because of the fewer number 
of core electron (compared to La) which greatly facilitated calculations using the 
LCAO codes. As discussed below, the Sc and La potentials have a similar effect on 
the occupied band structure of these compounds, so that the conclusions we obtain 
with regard to the Cu — O interactions should be common to both materials. 
The self-consistent calculations were performed with an accurate first principles 
linear combination of atomic orbitals (LCAO) method [21]. In the LCAO method the 
trial wavefunctions are written in the linear combination of Bloch sums of localized 
orbitals centered at the atomic sites, 
Method 
(2.1) 
vnlm 
-"•) = E - R - r,,) (2.2) 
where the R sums run over the sites in the Bravais lattice, and the v sums run over the 
basis of atoms in the unit cell. The — R — ri/) is the atomic orbital located 
at R 4- Ty. Each radial function is written as a linear combination of Gaussians 
9 
^max . , 2 
"»((>•)= E Cfr'e-V (2.3) 
1=1 
The coefficients C"' are obtained from a converged self-consistent atomic calcu­
lation. In order to avoid the overcompleteness problem in the solid, we re-solve 
the Schrodinger equation of an isolated atom non-self-consistently using the self-
consistent potential obtained before, but eliminating the longest-range Gaussian in 
the basis for the radial function. The expansion coefficients in (2.1) are 
determined by minimizing the energy with respect to each coefficient with the con­
straint that the norm of the wavefunction is conserved. 
^ >= 0 (2.4) 
Substituting (2.1) and (2.2) into (2.4), we obtain the secular equation 
^ u ' n ' V m ' \ v n l r r S ^ ^  ^ ^ v ' n H ' m ' v n l m k ^ )  
vnlm 
where 
10 
The eigenvalues and the expansion coefficients of the wavefunctions can be calculated 
from equation (2.5) by using the subroutines in the EISPACK package of computer 
subroutines. 
The charge (spin) density is written as a linear combination of Gaussian func­
tions, the expansion coefficients are determined by a least squares fit to the exact 
charge (spin) density obtained from the occupied wave functions. In order to avoid 
overcompleteness of the charge density Gaussian basis functions, we have to monitor 
the eigenvalues of the basis overlap matrix carefully. When the smallest eigenvalue 
is very close to zero, we should reduce the number of Gaussian functions. 
The potential is also expanded in a Gaussian basis, for convenience we use the 
same basis as we use in the charge density expansion. In order to make allowance for 
the singular nature of the screened nuclear potential at r —> 0, we add one additional 
term at each atomic site v of the form {Zt/fr)exp{—/3Qr'^), where /3q is one of the 
Gaussians in the potential basis with value of ~ 100 a.u.. The exchange-correlation 
potential Vxc is also expanded in the same Gaussian basis, and the expansion coeffi­
cients are determined by a least squares fit to the VxciTi) evaluated on a real space 
mesh. Since the radial part of the atomic basis functions, potentials, charge densities, 
and spin densities are expanded about atomic sites in a series of Gaussian functions, 
most integrations are handled analytically. 
The frozen-core approximation was used in the calculation. In order to get a 
better result, we use a new set of basis functions obtained by orthogonalizing the 
noncore Bloch sums to all the core-state Bloch sums 
- T^,k) 
11 
E < K'n'l'm'^^ - > K'n'l'm'^'^ '  V'^) (^.S) 
u^n'VwJ 
where the summation over i/', n', and m' covers all the core states and all the 
atoms in the unit cell. Replacing the indices {u ,n, I, m} by i, the secular equation 
now can be written as 
(H«// - = 0 (2.9) 
where 
H-J^ =< > (2.10) 
' ^ c c c/ 
(2.11) 
< >= _ 2 ^  + X! 3 (2.12) 
cc 
We have used this method recently to successfully calculate the electronic struc­
ture and total energies of Si [22], Nb and Mo [23], and AIN [24]. In addition, we 
have tested the spin polarized version of the codes and obtained results in excellent 
agreement with calculations on Ni [25] and Cr [26]. For the spin-dependent local-
density approximation to the exchange correlation potential we have used the von 
12 
Barth- Hedin form [27] as modified by Moruzzi et al. [28]. Besides the core states, 
the atomic basis consisted of 4a, 4p, and 3d functions on 5c; 2a and 2p functions 
on 0\ and 4s, 4p, and 3d functions on Cu. The lattice constants as measured by 
neutron scattering for La2CuO^ were taken from Jorgenson et al. [29]. With these 
lattice constants it was found that the lowest Sc 3d band remained unoccupied but 
dropped below the highest Cu — O antibonding band (at the X point in the tetrag­
onal structure). This was the only significant difference with the band structure of 
La2CuO^. The lower ScZd band is related to the smaller ionic radius of the Sc atom 
compared to La. By decreasing the Sc — 0 distance along the axis perpendicular to 
the plane (this changed the lattice constant for the long axis from 25.045 to 24.00a.ti.) 
we found that the Sc — O interaction mimicked the La — O interaction. That is, the 
bottom Sc 3d band was raised so that the modified Sc2CuO^ bands closely resemble 
the La2CuO^ bands. The rest of the calculations on Sc2CuO^ were made with this 
modification of the lattice constants. The Cu — O in-plane separations were kept the 
same for both compounds. 
Results 
The band structure for in the tetragonal phase (one formula unit 
per cell) is shown in Figure 2.1. The bands are very similar to those reported for 
La2CuO/\, [30, 31]. The Fermi energy cuts a single band at the top of the CuZd 
and 02p complex of 17 bands having a total width of about 10 eV. The Cu 3d-like 
character is spread throughout the bands in this energy range with the lowest band 
at the X-point consisting of bonding states between the Cu Zdx2^y2 orbital and the 
nearest neighbor, in plane, O 2px and 2py orbitals. The corresponding antibonding 
13 
band is at the top of the complex and is half occupied. The calculated Fermi surface 
is in good agreement with that reported by Xu [32] which differs only sightly from 
that of Mattheis [31]. An important quantity in the discussion of the magnetic prop­
erties is the generalized susceptibility 
which is shown in Figure 2.2 for q along the [110] direction. The wave vector cor­
responding to the observed antiferromagnetic ordering occurs in this direction at 
the zone boundary X point [16]. The calculated X®(g) for the partially occupied 
band is very similar to that reported for La2CuO^ by Xu et al. [32]. The magni­
tude of = 0) = ^N{Ep) = b.GstatesI{RyCell) is somewhat smaller than the 
7 . E s t a t e s / { R y C e l l )  o f  X u  e t  a l .  f o r  L a 2 C u O ^  a n d  o u r  o w n  v a l u e  o f  E s t a t e s  f [ R y C e l l )  
for La2CuO/^. The value of x^(9 = is 11.7 states I {RyC ell) which is more than 
double the x^(9 = 0) value. 
We first consider the ferromagnetic response corresponding to g = 0. The un-
enhanced Pauli susceptibility is fi^N{Ep) = 2.6 x 10~^cm^Imol. To calculate the 
enhancement we performed self-consistent spin-polarized calculations with an applied 
field created by shifting the spin-up (down) bands by —2{+2)mRy. These calculations 
were made for Sc2CuO/^ in the tetragonal structure with 20fc points sampled in the 
i r r e d u c i b l e  1 / 1 6  t h  o f  t h e  B r i l l o u i n  z o n e  [ 3 3 ] .  T h e  b a n d  s p l i t t i n g ,  A E { k )  =  I ( k ) m ,  
was found to be nearly uniform near the Fermi level and gave an average for I of 
about 0.030/2y cell. Thus the Stoner enhancement 5 = [1 — IN{Ep)l2]~^ = 1.2 is 
not very large, and indicates the ferromagnetic ground state is not stable. Indeed, 
14 
whenever we released the applied field during our calculations the moment quickly 
decayed to zero in a few iterations. It is difficult to extract an experimental value for 
the Pauli susceptibility of La2CuO/^ since many samples have some oxygen vacancies 
and order antiferromagneticaUy with as high as 290K [15]. Since the measured 
susceptibility above is not Curie-Weiss-like and seems to be similar for samples 
with various values of Tj\f, there may be some justification in making a comparison 
between our calculated value and the high temperature susceptibility. The measured 
X at 500K is about 5 x 10~^cm^/mol and rises gradually to about 7 x lQ~^cm^/mol 
and is a factor of 2 larger than our calculated Xp — 3.0 x cm^/mol. The theo­
retical temperature dependence is small and amounts to less than 10% at 600jiT. 
A potentially more informative measure of the ferromagnetic response would be 
the induced magnetic form factor as measured by neutron scattering. This is not 
the same as the form factor measured for the antiferromagnetic ordered state, but 
rather is a measure of the induced ferromagnetic spin density arising in response 
to an applied field. The applied field shifts the spin-up and spin-down bands only 
slightly, and the repopulation of states near the Fermi energy results in an induced 
spin density corresponding to the charge density for states on the Fermi surface: 
As discussed above, the states a.t Ejr are predominantly an antibonding combination 
antiferromagnetic case described below, each in plane oxygen site has a fairly large 
moment (55% that of the Cu moment) and the contributes substantially to the form 
(2.14) 
of ^^2_y2 orbitals on Cu with p® an py orbitals on O. This means that unlike the 
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factor. If band theory were incorrect and the moments were isolated on the Cu sites, 
the measured form factor would resemble an ionic Cu form factor. The calculated 
form factor is shown in Figure 2.3 and it differs from the Cu ionic form factor for 
reflections which involve destructive interference from the oxygen moment. Since the 
Fermi energy lies well above the center of the Cu d and 0 p bands and below the 
Sc or La d bands, we do not expect a significant van Vleck orbital contribution to 
the form factor. Likewise the spin-orbit coupling for Cu is not strong enough to add 
more than a few percent of orbital contributions. Thus, the calculated form factor in 
Figure 2.3 provides a clear theoretical prediction based on the itinerant model and it 
will be interesting to compare with forthcoming experiments [34]. 
We now consider the antiferromagnetic ordering. One might expect pure La2CuO^ 
to be very near an instability since less than 1% oxygen vacancies are required to 
stabilize the antiferromagnetic ground state. Within the itinerant model this state 
would be predicted to be stable if I{q)x^{ç) > 10- Assuming for the moment that 
I{q = %) = I{q = 0) = / we find = X) = 0.3, which is far from a magnetic in­
stability. Before accepting this conclusion there are several factors to consider such as 
the magnitudes of I{q = X) and x^(9 = -^) well as the effect of the orthorhombic 
distortion. 
It is possible to make an estimate of I(q = X ) .  First we consider the bands 
for the observed orthorhombic structure so that there are now two formula units per 
primitive unit cell. As pointed out by Kasowski et al. [35], this distortion leaves the 
two Cu atoms in the cell equivalent and results in a set of degenerate bands on the 
surface of the new Brillouin zone. This would indicate that La2CuO^ must remain 
metallic, contrary to experiments [15, 36]. Antiferromagnetic ordering does spit these 
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degenerate bands (see Figure 2.4) and, by applying a staggered field at the Cu sites 
and calculating the splitting and moment per Cu, we obtain an estimate for I{q = A') 
of 0.022ily cell. This gives Ix^ = 0.2 at g = X which is smaller than the previous 
estimate using the value of / at qr = 0. The main reason I is smaller at g = A' is that 
there is now no moment allowed (by symmetry) on the in-plane oxygen, so that states 
at Ejp which have substantial in-plane oxygen character in their wave functions are 
missing this contribution (from an oxygen moment) to the splitting. 
The magnitude of %^(g) is dominated by the states near the Fermi level separated 
by wave vector q. If there is a nesting feature in the Fermi surface so that two 
planar sections are exactly separated by wave vector Q, a logarithmic singularity 
occurs in X^(9) Q and the system is unstable. We do not find exact nesting; 
however it is fair to ask what would happen (i.e., what ground state properties would 
result) if x^(î = A) were much larger. We have been able to answer this question 
semiquantitatively by performing self-consistent, spin-polarized calculations for the 
room-temperature orthorhombic structure (this structure results from a distortion of 
the tetragonal phase corresponding to the same wave vector, q = X, that describes the 
magnetic ordering). We effectively raise — A) by including in our sampling mesh 
k points along the zone boundary where ,in the absence of a moment bands 33 and 
34, which cut the Fermi level, are degenerate. For the k points on the zone boundary 
we occupy the 33rd band but not the 34th band which is a way placing the Fermi 
level in the middle of the antiferromagnetically split bands. This is of course a device 
to maximize the tendency for the antiferromagnetic state. If the dispersion of these 
bands were smaller than the splitting, the Fermi level would fall in the gap naturally; 
however, the dispersion along the zone boundary shown in Figure 2.4 for bands 33 and 
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34 is 0.7ey while the splitting for any reasonable moment (without an applied field) 
is less than O.leV. The dispersion is smaller for La2CuO^ (0.43ey) and is reduced 
10% further by including the full low temperature orthorhombic distortion, but is still 
too large relative to the splitting to give a semiconducting gap. Nevertheless, with a 
fictitious gap forced by constraining the occupation for the zone boundary states, the 
calculations did proceed to a self-consistent antiferromagnetic ground state which is 
quite informative. 
The calculated moment on the Cu sites was 0.136/i^ with each out-of-plane 
oxygen site above and below the Cu site having a moment of about 10% of that of 
Cu and aligned in the direction opposite the copper moment. The average splitting 
of bands 33 and 34 along MNSL on the Brillouin zone surface was 0.04eV. We also 
added staggered fields (corresponding to a moment per Cu of up to 0.8/ig) to see if 
the system might sustain a larger self-consistent moment, but found the moment per 
Cu to level off at about 0.16/i^ as long as only physically reasonable fields were used 
so that bands 33 and 34 were the only ones involved. In a simple system one might 
expect a saturation of Ifiglatom, but here the bands at Ep consist of states with a 
large amount of wave function character on the in-plane oxygen sites which have an 
equal amount of spin-up and spin-down density. We calculated the magnetic form 
factor for the self-consistent ground state and find that the small out-of-plane oxygen 
contribution interferes with the Cu contribution so that the calculated form factor 
(shown in Figure 2.5) differs noticeably from a Cu ionic form factor. The form factor 
has been measured experimentally for only four reflections with fairly large error bars 
(also shown in Figure 2.5) and has a shape similar to the theory which suggests a 
moment on the out-of-plane oxygen may be present [16]. The most important aspect 
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of the experimental measurement is the magnitude which would indicate a moment 
per Cu of about 0.6/f^. This is well out of range that can be reached by an itinerant 
model, and is also far from the 1^Q one might expect for a localized model. 
Calculations similar to those described above were made for the antiferromag-
netic state with an 8% larger and an 8% smaller planar lattice area (we assume the 
effect of pressure on the states near Ep will be dominated by the change of the 
in-plane lattice constant). Surprisingly the increase in I with pressure was enough 
to overcome the decrease in % and a small (~ 5%) increase in the antiferromagnetic 
response in predicted with pressure. 
We have subsequently calculated both the Van Vleck and diamagnetic sus­
ceptibility and find Xyy ~ 4X10~^emu/mol, ^VV ~ 1-SX emu/mol, and 
Xj) = emu/mol] so that the total susceptibility within a standard band-
theoretical treatment is negative. 
Discussion 
Although our calculations were made for Sc2CuO^, the copper-oxygen geometry 
was the same as for La2CuO^ and the occupied band structure of the two compounds 
are nearly identical. We therefore expect the calculated physical properties of the 
two materials to be similar. The spin-polarized calculations indicated little tendency 
toward ferromagnetic or antiferromagnetic ordering. This is somewhat surprising 
since less than 1% oxygen vacancies are needed to stabilize the antiferromagnetic 
state in La2CuO^. More significant is the observed semiconducting behavior of pure 
La2CuOj^ at low temperature [15], while band theory has no energy gap at the Fermi 
level. A somewhat similar situation occurs in other transition metal oxides such as 
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NiO, FeO,and CoO which are frequently described as Mott insulators. These com­
pounds, however, have the center of the oxygen bands well below the transition metal 
d bands and it is the d bands which occur at the Fermi level. The antiferromagnetic 
ground states of these compounds are obtained by band theory, but for FeO and CoO 
the observed semiconducting state is not obtained [37]. The bands for La2CuO^ are 
quite different in the sense that the center of the oxygen 2p and copper 3d bands is 
the same so the width of the band complex (~ 9ey) is determined essentially by the 
bonding and antibonding states from the Cu — Opdcr interaction. This band width 
means the usual criterion for Mott insulators W/U «C 1 is not well satisfied or is in 
need of modification for this type of bonding. We suspect the LSDA is not adequate 
here and some on-site or intersite {Cu — O) correlation beyond that of the LSDA is 
required for further progress. 
If some symmetry breaking in the charge distribution arises so that local mo­
ments (ordered or not) can appear on the copper site then the induced magnetic form 
factor should look quite different than what we have predicted. On the other hand 
if localized states are present, one might have expected the measured moment in the 
antiferromagnetic state to be closer to Ifig/Cu rather than the 0.6/i^ estimated 
from experiment [16]. 
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Figure 2.1: The self consistent baud structure of Sc2Cu^ in the tetragonal phase. 
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Figure 2.2: The generalized susceptibility for Sc2CuO^ along the (110) direction. 
Contributions only from band 17, which cut the Fermi level, are included 
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Figure 2.3: The induced magnetic form factor normalized to the total moment. The 
reflections are labeled with respect to the orthorhombic structure and 
sin 0 / A values are for the La2CuO^ lattice constants ( see Ref. 16 ) 
The ionic form factor is shown for comparison 
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Figure 2.4: The bands near the Fermi level for 5c2CiiC?4 in the orthorhombic struc­
ture with an applied staggered field corresponding to 0.5 /xg per Cu site. 
The splitting along MNSL on the zone boundary is entirely due to the 
antifetromagnetic field 
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Figure 2.5: The magnetic form factor for the antiferromagnetic state as described in 
the text. The values have been normalized to 1 /tjg on the Cu site. The 
values of sinOfX correspond to the lattice constants of La2CuO^ in the 
orthorhombic structure (see Ref. 16 and Ref. 29). The experimental 
data is from Ref. 16 and has been normalized to 1.0 for the second 
reflection, with error bars from Ref. 34. The line is the Cu^'^ ionic 
form factor 
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La2CuO^ with constrained configuration 
Introduction 
The difficulties encountered in calculating the ground state electronic structure 
of La2CuO/^ are well-known [20, 38, 39]. The strong on-site Coulomb energy, 
for Cu is believed responsible for the breakdown of the usually successful local spin 
density functional approximation ( LSD A ) which predicts incorrectly that La2CuO^ 
should be a metal. Also, spin-polarized LSDA calculations fail to obtain the observed 
antiferromagnetic ground state [38]. This failure of the LSDA has helped focus at­
tention on Hubbard-type models which can explicitly treat the correlations arising 
from the large Uj^. In the extreme limit of large there would be no fluc­
tuations allowed and La2CuO^ could perhaps be described as closer to the ionic 
picture consisting of and ions. Here we consider this limit by 
constraining the Cu Zd orbitals in a first principles tight binding method to have a 
c/® occupation, with the hole in the highest d state (the d^2 y2 orbital). While the 
actual physical situation must include oxygen-Cu covalency effects [40], this simple 
procedure allows us to evaluate the average position in energy of the 3d-states with 
9 electrons. To better understand the motivation for such a calculation, it is worth 
recalling the situation of the very strong correlation of the 4/ levels in rare earth 
metals. Consider, for example. Erbium which has ~ 11 4/ electrons per atom in the 
solid. In an LSDA calculation for the metal one would start by overlapping atomic 
charge densities having exactly 11 4/ electrons per site. On the first iteration the 
4/ "bands" would be extremely narrow (ignoring L — S coupling and spin orbit ef­
fects) and lie about 7eV below Ep. Since the 4/ bands can hold 14 electrons and 
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are well below Ep the newly calculated charge density for the solid will have 14 
4/ electrons. In the usual procedure for iterating toward self consistency, a small 
percentage of this new density is mixed with the old and a new potential formed. 
The bands calculated for the next iteration using this new potential will have the 4/ 
bands considerably raised because the additional occupancy of the 4/ level means 
a larger Coulomb repulsion (essentially a larger < nyr > ) has been included in 
the potential. As the iterations proceed, the 4/ occupancy will continue to increase 
until the 4/ bands rise in energy to the Fermi level where partial occupancy of the 
4/ levels occurs and a self-consistent value of < ny > will result (perhaps < ny: > ~ 
11.2). This is known to be a false picture and much better agreement with a variety 
of experiments is obtained by treating the 4f orbitals as core states and forcing an 
integral (partially filled) occupation. XPS spectra, for example, place the 4/ levels in 
the rare earths well below Ejp (4 to 9 eV in going cross the series) [41]. We suspect 
the strong correlation in the Cu — O superconductors may cause similar but less 
extreme effects. 
Method 
The self-consistent calculations were performed with an accurate first principles 
LCAO method [21]. The basis states are atomic orbitals whose radial functions are 
expanded in Gaussian functions so that most integrations are handled analytically. 
The standard spin polarized LSDA band structure calculations do not yield an an-
tiferromagnetic ground state [38]. The energy bands for the paramagnetic state are 
shown in Figure 2.6 and agree with numerous others reported [42]. We have plot­
ted the bands in the Brillouin zone which correspond to the unit cell with the two 
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copper atoms in order to make comparison with the antiferromagnetic ground state 
results discussed below. The calculations were performed with the atomic core states 
frozen and the valence basis states orthogonalized to the core states. The valence 
states used were La-Qs, 6p, 5d; Cu-Aa, 4p, 3(f; 0-23, 2p. It is relatively easy when 
using a LCAO code to treat the Cu — 3d states as core rather than valence states, 
and the resulting highest occupied energy bands will then have eigenfunctions con­
sisting predominantly of O — 2p states orthogonalized to the neighboring Cu — 3d 
states. When performing these calculations we added Cu — Ad atomic functions to 
the valence basis, but they were high in energy and had little influence. Just recently 
Mattheiss and Hamann performed similar calculations (but nonself-consistent and 
non-spin-polarized) for CaCu02 using the LAPW method [43]. Their motivation 
was to study the symmetry of the highest states (those that become empty with 
doping) in the resulting oxygen bands. 
Results 
Our results for La2CuO^ are shown in Figure 2.7. There is a gap of ~ 1.85 eV, 
and the highest occupied states have the same O (r{x,y) symmetry as the highest 
levels in the Cu — 0 set of bands in Figure 2.6. This is consistent with the results of 
reference 43. The oxygen bandwidth is ~ 7 eV. In addition to the valence bands of 
Figure 2.7 we evaluated the energy of the Cu Zd states. There is some distribution 
of energies (~ 2.0 eV) for these states because of crystal field and spin polarization 
effects. In Figure 2.8, we show the calculated density of Cu—Zd states convoluted with 
an 1.0 eV resolution function for both the itinerant and localized models. Also shown 
is the experimental XPS data (with a quoted resolution of ~ 1 eV) [44]. Because of 
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cross section dependence at the energies used, the XPS spectra are mainly due to Cu 
Zd states. Both the localized calculation and experiment place the 3d peak at about 
3.5 eV below the top of the occupied states, while the standard LSDA Cu-DOS is 
shifted to higher energies and has a different shape. Recent x-ray emission spectra 
also place the Cu — 3d levels at ~ 3.5 eV binding energy with a much narrower width 
than expected from band theory [45]. 
Discussion 
The position of the calculated 3d levels is in good agreement with experiment 
which suggests the actual 3d occupancy may be less than that obtained by band 
theory (in analogy with the 4/ situation described above); although one should not 
assume < > = 9 [46]. Also, quite noticeable from Figure 2.8 is that the width of 
the calculated 3d "core" levels is too narrow compared with experiment. In fact, the 
calculated width needs to be broadened by a Gaussian of FWHM of 3 eV to obtain 
agreement, and this can be taken as a measure of the Cu id — O p hybridization. 
It is smaller than calculated from band theory (as is expected for highly correlated 
systems); however, a quantitative analysis is not warranted for such an approximate 
model. 
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Figure 2.6: The self-consistent, paramagnetic electronic band structure for 
La2Cu04. for the Brillouin zone with two formula units per cell 
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Figure 2.7: The self-consistent spin polarized band structure of La2CuO^. The Cu 
3d states have been treated as core orbitals with a d® configuration, and 
the bands below Ep are nearly pure oxygen 2p states 
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Figure 2.8: The solid curve is the experimental XPS energy distribution curve from 
Ref. 44 with the low energy tail subtracted. The dotted curve is 
the Cu projected density of states from band theory. The short-long 
dashed curve is the resolution broadened Cu density of states from the 
self-consistent d® core calculation, and when broadened by 3 eV the 
dashed curve is obtained 
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La2NiO/^ 
Introduction 
After the discovery of the high temperature superconductors, the electronic 
structure of transition metal monoxides, like CuO and NiO, has become once again 
a focal point in condensed matter physics. It is well known that LSDA does not give 
a correct ground state for these materials [37, 47, 48]. For NiO, the band gap and 
the magnetic moment are found to be 4.0 eV and 1.90 in experiment, and the 
corresponding results in LSDA are 0.2 eV and 1.04 HQ. The LSDA underestimates 
the band gap and the magnetic moment of NiO, For the case of CuO, the situation 
is even worse. Experimentally it is found to be an antiferromagnetic insulator with 
a band gap of 1.43 eV and a magnetic moment of 0.65 ng, while the LSDA predicts 
that it is a paramagnetic metal [49]. 
The d electrons of the transition metal monoxides and La2CuO^ are believed to 
be quite localized, so that correlation is strong in these materials. That is why the 
LSDA does not give the correct ground state. La2NiO/^ has very similar properties 
compared with La2CuO^. They are both antiferromagnetic insulators, they have 
the same crystal structure (orthorhomic for low temperature and tetragonal for high 
temperature), their transition metal is surrounded by six oxygen atoms forming an 
octahedron. We believe that an understanding of the physical properties of La2NiO^ 
will give some insight the understanding of La2CuO^. There are two advantages 
to study the La2NiO^ system. Firstly, La2NiO^ is more stable than La2CuO^, 
thus it is easier to grow a large single crystal of La2NiO^ but not of La2CuO^. 
Then we can have more complete information from experiment. For example, all the 
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phonon branches were determined along the symmetry directions [100], [110], and 
[001] for La2NiO^ [50] while there are only a few branches measured for La2CuO/^ 
[51]. The form factor for La2NiO/^ has been measured for 15 different Q vectors 
while there are only 7 Q vectors available for La2CuO^ [52, 16]. Secondly, the 
La2NiO^ system is characterized approximatively by the 3<i® configuration of Ni, 
while the Cu in the La2CuO^ system is characterized by 3d^. By analogy to the 
transition metal monoxides, where the transition metal is also surrounded by 6 oxygen 
atoms forming an octahedron, we may expect the magnetic moment of Ni in the 
La2NiO^ system will be larger than that of Cu in the La2CuO^ system. Then it 
is very likely that we can find a antiferromagnetic ground state for the La2NiO^ 
system by using LSDA, and maybe even obtain a gap at the Fermi level. Guo 
and Temmerman [53] have used the LMTO method to perform spin-polarized local-
density band structure calculations on the La2NiO^ system, and find the ground 
state to be an antiferromagnetic metal. We have used the KKR method study the 
same system, which basically confirms their results. 
Comparison of the calculated magnetic form factor with the experimental mea­
surement will give information about the correctness of spin densities given by LSDA. 
Since it is not convenient to calculate the wavefunction outside the MT spheres for 
the KKR method, we use the LAPW method to calculate the spin density after we 
have obtained the KKR self-consistent potential. Then we use the spin densities to 
calculate the magnetic form factor and compare it to the experimental measurement. 
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Method 
The calculations were performed using the scalar relativistic approximation which 
includes all the relativistic effects except spin-orbit coupling. This allows spin to be 
kept as a good quantum number and permits the straight forward application of 
spin-polarized techniques. We use the KKR method and the exchange - correlation 
local density functional of von Barth and Hedin as modified by Moruzzi et al. [27, 28] 
to perform a self-consistent calculation and then use the LAPW method to calculate 
the spin densities. The basis functions are expanded inside the spheres in lattice 
harmonics with I up to 4, and the number of plane waves used in the calculation is 
more than 950 for each k point. Here a brief description will be given of the LAPW 
method and the KKR method used in the calculations. 
(a) LAPW method 
The Linearized Augmented Plane Wave (LAPW) method [54, 55, 56, 57] is 
based on the Muffin-Tin (MT) approximation, in which the potential is assumed to 
be spherically symmetric inside the MT spheres around each atomic site, and is taken 
to be a constant outside these spheres. Then the Schrodinger equation is solved by 
use of the variational principle. The trial wavefunction is expanded as 
Ny 
«(r) = E CiT<(r), (2.15) 
1=1 
where the Tj(r) are the LAPW basis functions. We use a dual representation for our 
variational function. Outside the MT spheres the potential is constant, which can be 
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set equal to zero by shifting the energy, the basis functions are chosen to be of the form 
Ti(t) = ie'i". (2.16) 
Inside the i/th MT sphere, the potential is spherically symmetric, and the solution of 
the Schrodinger equation is of the form 
where the Yij^{p) are the spherical harmonics, and the vector p has its origin at the 
center of the sphere. The radial function uj^p) satisfies 
h^ui — Eui = 0, 
1 
(2.18) 
(2.19) 
Since each of the functions (^^^(/s) is a solution of the Schrodinger equation inside 
the MT sphere, it is a good candidate for the basis function used to expand the trial 
wavefunction. Then the basis function inside the MT sphere is chosen as follows 
tiW = Z -E). (2-20) 
Im 
where the 's are determined by the continuity of the ith basis function at the 
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MT sphere boundary. There are two major computational difficulties : one is the 
energy dependence of the basis function and the second is the derivatives of the trial 
wavefunction allowed to be discontinuous at the MT sphere boundary which may 
cause singular behaviour of the secular equation. These problems can be removed 
by including not only the radial solution but also its energy derivative in the basis 
functions inside the MT sphere. Then the basis functions inside the MT sphere are 
of the form 
Ti(rt = (2-21) 
Im 
where 
(2-22) 
The and are determined by the continuity of both the functions and 
their derivatives at the MT sphere boundary. Furthermore, if the energy parameter 
are chosen at the center of the band for that I character these basis functions 
work pretty well within a fairly wide energy range about . 
For convenience, we require the radial function to be normalized inside the MT 
sphere 
pKf{p)dr = 1. (2.23) 
By differentiating (2.18) with respect to E, we obtain the differential equation for 
hip)^iip) - = MP ) - (2.24) 
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When we differentiate (2.23) with respect to E, we find uji^p) and v.i{p) are orthogo­
nal. By requiring «/(/») to have the correct expansion 
uj^E + 5) = uj^E) + Sùi{E) + ••••, (2.25) 
we find that the normalization constant of «^(/j) is given by the relation 
~ 1» (2.26) 
where 
(2.27) 
Using the Rayleigh expansion of the plane wave, we can write the basis function 
outside the MT sphere as 
Ti(r) = E i'n(l<iP)Y,l,{k,)Yi^{p). (2.28) 
Im 
With the use of the continuity conditions at the MT sphere boundary, we obtain 
^Im ~ (2.29) 
(2.30) 
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4m = (2-31) 
kih) = - jliK'^mÙHi'^mt) 32) 
We can now apply a standard variational procedure, like the one we used in LCAO 
method, to yield the secular equation: 
HC = ESC (2.33) 
where S^j =< T^|Tj > and H^j =< T^|k|T^ > . By using (2.18), (2.21), (2.24), 
(2.26)-(2.33) together with the addition theorem 
Z kj) (2-34) 
m=—l 
we find that the Sj^j is given by the following expression 
Sij- = P(k.- - kj) + Ç(2/ + l)P,(ki. kj)4j (2.35) 
where 
f(k) = h- (2.36) 
4j = (2.37) 
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Ni = p^ùi{p)ûi{p)dr, (2.38) 
and the H^j have the following expression 
Hij = Y, Pll%''ij + (2-39) 
The ffjj can be written in an explicitly Hermitian form as 
Hij =ki-k^U + Ç(2J + + ?')' (2-«) 
where 
-['àiirmt)^l{rmt)jl{h^mt)jlif'jrmt)+H^mt)M^mt)3îi'«i^mt)jl{>«jrTnt)] (242) 
To include relativity, we could solve the Dirac equation. However, there are two 
reasons for not using this full formalism. First, in order to handle the exchange in­
teraction more easily, we want to keep the spin as a good quantum number. It is a 
reasonable approximation, because the valence electron exchange interaction usually 
dominates over its spin-orbit interaction. Secondly, the spin-orbit interaction breaks 
the symmetry of the system, then we have to consider both spins at once thereby 
doubling the size of the secular equations involved. D. D. Koelling and B.N. Harmon 
[56] developed a technique, in which the spin-orbit interaction is initially omitted, but 
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still retains all other relativistic kinematic effects. Then the spin-orbit interaction can 
be included as a perturbation after we obtain the "scalar-relativistic" spin-polarised 
bands and wavefunctions. For convenience, we wiU restrict our discussion to the MT 
approximation. Now let M = m + + F), where the energies are measured 
relative to the rest mass. Then the Dirac equation can be written as a set of coupled 
linear differential equations of the form 
= \(V - E)gn + (2.43) 
9 K = + 2MC/K (2.44) 
where k is the relativistic quantum number, which is equal to I {—I — 1) when j is 
equal to Z — g (Z 4- g). The solution inside the MT sphere is of the form 
= 
/ \ 
gnXKfi 
\ -ifnO'TXnfi j 
where 
XK/i= G(Zp; - a, a)l')^(^_a)(/))xa (2.45) 
Here C{l^j]fi — a,a) are the Clebsh-Gordan coefficients, Xa is a two-component 
spinor, and ar is defined by tr • f where a is the Pauli matrix. Combining (2-43) and 
(2-44), we obtain 
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The last term on the left hand side, which is the spin-orbit interaction, is the only 
term depending on k. Therefore, by dropping the last term, we may obtain an equa­
tion for gn which does not depend on spin, thus allowing spin to be maintained as 
a good quantum number. For reasons of mathematical simplicity, we define a new 
function (f>K of the form 
Using (2-46) without the spin-orbit term, we obtain 
+ \{V - E)]gK (2.48) 
Since there is no longer any « dependence in the new coupled linear equations, (2.47) 
and (2.48), we can now replace all the K index in g and by Z, and rewrite the 
solution inside MT sphere as 
^Kfl -
( \  
91XK/1 
+ ^^^9lWrXK^L 
With the use of (2-47), the solution inside MT sphere can be written as 
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^Ims 
+ \9lO^ • ^)yirriX.a 
The first energy derivative of ^ij^g is given by 
$ Ims 
For reasons of convenience in numerical calculation, we introduce two new functions 
defined by 
Pi = rgi 
Ql = 
(2.49) 
(2.50) 
It can be shown that Pi and Qi satisfy the radial equations 
— ~ 2McQi (2.51) dr r 
with the normalisation condition 
T"*' <ir(p2 + q2) = 1 (2.53) 
43 
and Pi and Qi are given by 
^ - Û  =  2 M O < ? , +  ^  
dr r ' c 
(2.54) 
iQl I Oi _,'(' + !) 1^-
dr r 2Mcr^ c 
E ]Pl (2.55) 
with the requirement that 
J^'"'iv(P,Pi + QiQi)=0 (2.56) 
Then we can choose our basis function of the form 
i^^ide MT sphere 
1 Jki- Xs 
Wj+mc 
outside MT sphere 
where 
ki = k + Gi (2.57) 
Wf = + fc?c2 = (2.58) 
By requiring the large component and its spatial derivative be continuous across the 
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MT sphere boundary, we obtain the and as follow 
4m = ;^47rr^ftV^:;;^(ki)a^(fcj) 
— [i/(^z^Traf)S'/(^Tnf) ~ jli^i' ' 'mt)9l{'' 'mt)]/^l 
bL = 
~ [jd^i^mt)9l{'' 'mt) ~ 3li^i^mt)9l{^Tnt)\l^l 
(2.59) 
(2.60) 
(2.61) 
(2.62) 
where Z/ = r^t(ki^mt)9i{rmt) - 9l{rmt)9i{r-mt)- With the use of the properties of 
a matrix and k , it is easily verify that the spin-orbit term can be written as 
= 
1 v 
r 
91(T-L (2.63) 
By omitting terms of order (l/Mc)^, the MT Dirac Hamiltonian gives 
^MT^lms ^^Ima ^0 ^Ims 
^MT^lms ^^Ims ^Ims ^Ims 
(2.64) 
(2.65) 
where 
1 1 dVj^'p[r) 
(2Mc)2 7*2 dr 
Pi'' • 
0 
\ 
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Since the basis functions are continuous in the large component and very nearly so 
in the small component, we can assume the basis functions are continuous, and use 
a standard variational procedure to yield the secular equation: 
The general procedure from this point is to temporarily ignore the matrix elements 
of and then H^j and S^j can be calculated from (2.35) and (2.40) except 
that the radial solutions have been obtained from the "semi-relativistic" radial equa­
tions. Since the charge density is often affected little by the spin-orbit coupling, it 
is not necessary to include the spin-orbit term in each iteration. Therefore, at first 
we calculate the self-consistent eigenvalues and eigenfunctions in this spin-orbit-less 
problem, then include the spin-orbit effect in the final iteration. Including the spin-
orbit effect, the matrix elements are given by 
HC = ESC. (2.66) 
(2.67) 
(2.68) 
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where 
Imm! 
The method outlined above is called the LAPW method, sometime we call it the 
SOLAPW method. 
(b) KKR method 
The Korringa-Kohn Rostocker (KKR) method of band structure calculation was 
developed by Korringa from the point of view of multiple scattering of waves [58], 
and independently by Kohn and Rostoker [59], using Green's function formulation, 
and generalized to the complex crystal ,the system with more than one atom per 
unit cell, by Segall [60, 61]. In this section we shall follow the Kohn and Rostoker 
approach. For convenience, we will only consider the system with one atom per unit 
cell now. 
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We are seeking propagating solutions of the Schrodinger's equation 
[-V2 + y(r) - E]$(r) = 0, (2.70) 
with the periodic potential 
F(r + rN) = F(r). (2.71) 
The solution to (2.70) satisfies the Bloch condition, that is 
$(r + fn) = exp(ik • rN)$(r), (2.72) 
where k is the crystal momentum vector, and t n  is any translation vector of the 
lattice. If we introduce the Green function G(r,r') which is defined by 
-  E ) G { T , T ' )  = - S {r-r'), (2.73) 
and satisfies the same boundary condition as the wavefunction $(r) does. By expand­
ing the Green function in terms of the eigenfunctions of the homogeneous boundary 
value problem, one can easily verify that G satisfies 
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where fi is the volume of the unit cell, Kn is the reciprocal lattice vectors. Then the 
boundary value problem (2.70) and (2.71) can be replaced by an integral equation of 
the form 
$(r) = G { T ,  r')F(r')^(r')d^r'. (2.75) 
It is easily verified that (2.75) is equivalent to the variational principle: 
SA = 0, (2.76) 
where 
A = j <i*(T)V(r)<t(r)d\ 
- /jj /jj, $''(r)y(r)G(r,r')y(r')$(r'),(3^j3r' (2,77) 
Using a trial wavefunction 
= (2.78) 
i 
Cz = S + 
where aj, and are real numbers, and substituting (2.77) into (2.76), we obtain 
A = (2.79) 
hj 
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where Aj^.j is defined by 
= /jj 4|(r)y(r)$j(r)<i3 
- /fj /jj, 4|(r)l'(r)G(r,rOF(r')«^(r')/r<i3/. (2.80) 
The conditions 
dA dA 
"l 
which follow from (2.76), give the linear equations 
n 
E AiyCj- = 0 (2.82) 
i=i 
A necessary condition for a nontrivial solution of (2.81) is 
detA^ . j  = 0, (2.83) 
which contains the required connection between E and k. 
In order to simplify the expression of Aj.j, we use the MT approximation. Thus, 
it is natural to choose the trial wavefunction as a finite series of the form 
m=l 
* W = E  E  0 , „ « , „ ( r ) ,  
Z=0 m——l 
(2.84) 
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W, (2-85) 
within the MT sphere. Here u^(r) satisfies the radial differential equation 
+ V{r) - E]u,(,r) = 0, (2.86) 
with a normalization «/(''jjf y) = 1 • Since the potential outside the MT sphere is 
constant, which is set equal to zero now by shifting the energy, we can rewrite (2.78) 
as the following 
hm-M' = 3r 
/o /o' (2.87) 
•'"mt •'"Mr 
To evaluate we transform the expression for from volume to sur­
face integrals with the use of Green's Theorem 
j UV^V - VV^U)d^r = j{UVV - V'VU) • dS. (2.88) 
Substituting U = G(r, r') and V = #^/^/(r) into (2.87), we obtain 
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- «,,„,(r')V'G(r,r')| •«'. (2.89) 
By utilizing the fact that is a solution to (2.70) and G(r, r') is a solution 
to (2.73), we can rewrite (2.89) as the following 
• <15'. (2.90) 
With the use of Green's Theorem and (2.73), the expression 
L *lmMVMO{T,T')dK = f (V2 + B)t|'^(r)G(r,r')A, (2.91) 
can be rewritten as 
L ^Ur)V{r)a{r,r')^r = 
J U M T  
fr-v - *?m(')^G(r, r')] -JS. (2.92) 
Combining (2.90) and (2.92), we obtain the final expression for 
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- *i'™'('-')£7G(r.r')l. (2.93) 
where ^ represents the derivative normal to the surface of the MT sphere and where 
e are used to avoid the singularity in the Green's function. 
The Green's function can be expanded in spherical harmonics for r < r' < as 
Im l>mf 
(2.94) 
where 
K = < 
y/Ë \{E>o 
i y / ^  H E  < 0  
Here j^(®) and n^(x) are the spherical Bessel and Neumann functions, which are re­
lated to the standard Bessel function Ja(®) by 
1 
23 
(2.95) 
(2.96) 
For a detailed expression of see Ref. 60. Substituting (2.85) and (2.94) 
into (2.93), we find the expression for the matrix element as the following 
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(2.97) 
where 
r  1 I 
^ uiir) dr 
, _ dJiiKr) 
- ~^l^=''m«-
(2.98) 
(2.99) 
Dividing each row of A by {Lpi — j^/) and each column of A by — jy) before we 
equate the determinant to zero, we can simplify the secular equation to the following 
form 
det - H h  
i'l -
= 0, (2.100) 
which gives the energy eigenvalues as a function of k. Together with (2.84) one can 
obtain the wavefunctions from the following relations 
I'm' ' ' ' 
(2.101) 
(2.102) 
The method outlined above is called the KKR method. 
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Results 
La2NiO^ in the tetragonal structure has the space group {M/mmm), with 
atom positions (cf. Figure 1.1) for a unit cell given by Ni, (0,0,0); La, (0,0, 
0(1), (0,2,0), (2,0,0); 0(2), {0,0, ±ZQ). The lattice constants, a = 7.2872a.u. and 
c = 23.9164o.«. and position values ^2^^=0.36 and ZQ=0.17, used in the present 
calculation are taken from Von A. Rabenau and P. Eckerlin [62]. In order to bet­
ter approximate the potential between the atomic spheres, we added two auxiliary 
spheres at the position (2,0, 2) and (0, 2> s)- The KKR basis functions are expanded 
inside the spheres in lattice harmonics with Imax given by La, (3); Ni, (2); 0, (1); 
and Aux, (1). The MT radii chosen as La, (2.806 a.u.); Ni, (1.9287 a.u.); 0, (1.7021 
a.u.); and Aux, (1.6497 a.u.). The self-consistent charge densities were evaluated on 
a uniform sampling of 30 k points inside the ^ irreducible BriUouin zone (IBZ). 
For K-space summations we used a Fermi surface broadening of 2 mRy to improve 
fc-point convergence. 
Then we consider the antiferromagnetic ordering. Since the orthorhombic lattice 
distortion hardly affects the electronic band structure and antiferromagnetism [63], 
we neglect the distortion in our calculation. There are now two formula units, 14 
atoms and 4 auxiliary spheres, per primitive unit ceU in a base-centered tetragonal 
structure. The self-consistent charge densities were evaluated on a uniform sampling 
of 16 k points inside the g IBZ with a Fermi surface broadening of 2 mRy. 
The band structure for La2NiO/^ in the tetragonal phase is shown in Figure 2.9 
We find the band structure is, in general, similar to that of La2CuO^ . Since each 
La2NiO/^ unit has one valence electron less than each La2CuO^ unit, the Fermi 
energy of La2NiO^ shifts downward and cuts 2 bands instead of one. The total 
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band width is 10 eV. Thus, there is a strong Ni — O hybridization. The bands that 
cross the Fermi level along [Oil] are the anti-bonding bands of NiZd^2 " 0{2)2'pz 
and Ni3d^2 y2 ' the band that crosses the Fermi level along [100] is 
formed by the hybridization among Ni3d 2, NiZd 2_ 2' and 0{2)2pz-
z X y 
The total charge inside each MT sphere is found to be La, (54.349e); Ni, (26.217e); 
0(1), (7.530e); 0(2), (7.323e); and Aux, (0.082e). 
We performed spin-polarized calculations for the orthorhombic La2NiO^ with­
out including the low temperature orthorhombic distortion. The self-consistent spin-
polarized band structure of La2NiO/^ is shown in Figure 2.10. We find an an-
tiferromagnetic solution with magnetic moment inside the MT spheres given by 
Ni,{+0A3n]g)] 0(2), (-F0.05/i^); and La, (+0.005^^). About 60% of the magnetic 
moment inside Ni sphere is contributed by d^2 while 40% of that is contributed by 
d^2 y2' The total charge inside each MT sphere is given by La, (54.351e); Ni, 
(26.222e); 0(1), (7.535e); 0(2), (7.327e); and Aux, (0.082e). They are almost not 
changed as we expected. 
Although the magnetic moments we obtained are smaller than those reported by 
experiment, one might expect the basic shape of the spin densities to be calculated 
reasonably. The best way to test it is to calculate the magnetic form factor and 
compare the result to the experimental measurement. Therefore, after we obtained 
the self-consistent potential, we calculated the wavefunction inside and outside the 
MT spheres using the LAPW method. The magnetic moment calculated using the 
LAPW method inside each MT sphere is given by La, (0.006/tg); Ni, (0.45/ig); 0(2), 
(0.046/ig). They are very close to the results calculated from the KKR method, we 
therefore expect the spin densities calculated with the use of the LAPW method are 
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reasonable. 
The calculated magnetic form factor with the spin density scaled by a factor 2.9 
together with the experimental measurement are shown in Figure 2.11. Most of the 
features agree fairly well, except for a few low Q reflections. There is a noticeable 
plateau in the measured form factor at low Q values while the calculated form factor 
shows a strong interference which is mostly due to the small out-of-plane oxygen 
contribution. The deviation of the total moment by roughly the 2.9 factor indicates 
the LSDA underestimates the on-site correlation in Ni and the shape difference in 
the form factors suggests the hybridization between Ni d^2 0(2) 2pz is too large, 
for the same reason. 
Discussion 
We have performed spin-polarized self-consistent calculations within the local 
density functional approximation. We find an antiferromagnetic solution with a 
magnetic moment of 0.49/i^ /formula unit, more than 10% of which comes from 
the 0(2) spheres. Comparison of the calculated form factor with the experimental 
measurement shows that the LSDA underestimates the total magnetic moment and 
overestimates the magnetic moment contributed by the out-of-plane oxygen. It is 
well known that LSDA usually underestimates the magnetic moment of a strongly 
correlated system such as transition metal monoxides, because it underestimates the 
effects of the intra-atomic Coulomb repulsion energy U of the local state. Therefore, 
we suspect the LSDA does not give an adequate description of La2NiO^ and some 
approximation beyond the local approximation is needed to describe the observed 
antiferromagnetism. This is the topic of the next chapter. 
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Figure 2.9: The self-consistent paramagnetic electronic band structure for La2NiO^ 
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Figure 2.10: The self-consistent spin polarized band structure of La2NiO^ 
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Figure 2.11: The magnetic form factor for the antiferromagnetic state of La2NiO^. 
The black circles with error bars are the experimental values from Ref. 
52, while the squares are from the LSDA calculations described in the 
text (and scaled by a factor of 2.9) 
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CHAPTER 3. BEYOND THE LOCAL SPIN DENSITY 
FUNCTIONAL APPROXIMATION 
Introduction 
Neutron scattering experiments have shown that the 3 dimensional long range 
antiferromagnetic order in La2CuO/^ and YBa2Cu^0Q is quickly suppressed by dop­
ing [16, 64, 65]. The antiferromagnetic correlations within the 2 dimensional Cu02 
planes persist over a large doping range, but the interactions among the local mo­
ments become weaker [65, 67, 68]. The degree to which these AF correlations extend 
into the same doping region of the crystal where superconductivity develops is still 
unclear. Since such correlations may enhance or suppress superconductivity (depend­
ing on the mechanism), they are of interest. NMR experiments on Cu and 0 sites 
indicate the pairing of spins occurs on both sites below Tc [69], so the electrons on 
Cu do participate in the superconducting ground state and should not be considered 
as occupying an independent localized orbital with spin=g. 
Analysis of magnetic neutron scattering data suggest that the net ordered mo­
ment in the undoped materials is on the order of 0.6 [16, 64, 65]. It is believed 
that the 2 dimensional quantum fluctuations are partially responsible for reducing 
this from the 1.0 value. The quantum fluctuations reduce the magnetic moment by 
39.3% and 15.6% in the 2D and 3D Heisenberg models in the spin wave theory, re­
61 
spectively [66]. In fact, the spin wave spectrum for YBa2Cu'^0^ has been analyzed 
remarkably well by Rossat-Mignod et al, by using a 2 dimensional Heisenberg model 
with small XY-anisotropy [65]. These authors conclude that covalency effects of the 
Cu orbitals with the neighboring oxygen orbitals could help reduce the ordered mo­
ment by 20 % at the most. The rather small amount of oxygen 2p admixture into the 
Cu 3d conduction bands is also found with electron energy-loss studies reported by 
Romberg et al. [70]. The same conclusion was reached based on the measurements 
of La2CuO^ by Stassis et al. [71]. All of these measurements are consistent with an 
oxygen admixture on the order of 15% ± 10%; a value in stark contrast to the one 
obtained by band structure calculations. 
In chapter one, we have performed the spin polarized band structure calculations 
for the SC2CUO4, system, and expected to find an antiferromagnetic insulator similar 
to the case of NiO. However the results revealed a rather small magnetic suscepti­
bility which was far from an AF ground state [38]. A result which has since been 
confirmed by many other groups [72]. Furthermore, by applying a reasonably large 
staggered magnetic field to the Cu sites in the band theory Hamilton]an, the induced 
magnetic moment on the Cu sites saturated at about 0.3 fi£. The reason this is 
considerably less than the value of 1.0 one might expect, is because of the strong 
admixture of oxygen character into the conduction band. Near the Fermi level the 
conduction band is composed of antibonding Cu — O orbitals with about 60 % from 
the in-plane oxygen and only 40 % from the Cu. The magnetic contribution from 
the oxygen (between two oppositely polarized Cu sites) is zero by symmetry. The 
failure of the band theory approach to find a magnetic ground state and its prediction 
of too much oxygen admixture is believed to arise from an inadequate treatment of 
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the on-site Coulomb correlations among the tightly bound Cu 3</-state electrons. In 
the calculation of La2CuO/^ with constrained configuration, we treated the 3d 
states as core-like and constrained their occupation to 9.0 electrons. This gave a Cu 
density of states in better agreement with XPS data than band theory where the d 
occupation is found to be closer to 9.5 [73]. In fact the calculated XPS peak was at 
a slightly larger binding energy than the experimental one, and a calculation with a 
constrained d^'^ configuration would probably have yielded better agreement. When 
one then dopes these materials with holes, one certainly expects the 3d electron oc­
cupation to either remain the same or to slightly decrease [74]. On the other hand, 
standard band theory for the doped metallic phase seems to yield Fermi surface [75] 
and other properties (e.g. phonon frequencies [76]) in reasonably good agreement 
with experiment in spite of having a 3d^'^ configuration on Cu. We believe an ex­
planation of these apparently contradictory viewpoints will require understanding of 
the strong correlations, and we have therefore retreated temporarily from the stan­
dard band structure approach and have been investigating models that allow a more 
precise treatment of correlations. 
Model and Method 
In this section we shall follow the Hubbard approach [10, 12]. For reasons of 
mathematical simplicity, we consider a partly-filled narrow s-band with n electrons 
per atom. The Bloch wave functions, and the corresponding energies, are 
assumed to have been calculated via the Hartree-Fock approximation. The Hamilto-
nian for such a system may be written as 
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a = f'hOL'^k^ + 3 Z 
>" kik2k[h'/^ ^ 1 
- EE(2 < kk'\-\kk' >-< kk'\-\k'k >)y, cfc, (3.1) 
I " r r k (T k (T 
kk 
where cr = ±1 is the spin label, the k sum runs over the first Brillouin zone, the 
are the occupation numbers of the state, Cj^^. and are respectively the destruc­
tion and creation operators for electrons in the Bloch state {k,<r), and 
< kik2\-\kik2 >= e^y f^. (3.2) 
Here the first term represents the Hartree-Fock energies, the second the electronic 
interaction, and the third subtracts off the average part of the interactions which has 
been already put into the Hartree-Fock term. Note that only electrons of identical 
spin contribute to the exchange energy. We can transform the previous expression to 
the Wannier representation by introducing the Fourier transforms: 
'^k<ri^) = Ç e®p(zk • Ri)<^o-(r - R;) (3.3) 
^k(T = Ç exp{ik • Ri)Cifj. (3.4) 
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% = (R, -Rj )l (3.5) 
k 
nj ^  ' (R-1 " R-j)]> (3 6) 
k 
where N is the total number of sites, i?£ is the translation vector of the lattice. The 
Hamiltonian can be rewritten as 
a = T.ij T.„ + \ Y,ijki < y l||w > V®*'" 
- E EI2 < y|-l« > - < ul;!": (3 7) 
ijkl ^ 
where 
< ijl^m >= «2 f 4f(r - Rl)^'(r' - - Rk)j3,j3/ (3 8) 
^ • '  | r - r  I 
If we define U =< > and neglect all of the Coulomb matrix elements between 
Wannier functions except U, we can rewrite (3.7) as follow, 
^ = E E + E - i nu'^U, (3.9) 
ij O" I 
where = C^Cj^g., and n is the number of electrons per atom in the band. If we 
drop the constant term, the previous expression can be written as 
ff-EEr.j^Cjv + Efmra-
ij <r i 
(3.10) 
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This Hamiltonian, which was first discussed by Hubbard, is called the Hubbard 
Hamiltonian. The Hamiltonian of the system with more than one orbital per unit 
cell, which is called the extended Hubbard Hamiltonian, can be expressed in the form 
iv+jv' " 
where is the atomic orbital energy for the uth orbital in the ith unit cell. 
If A{t) = (with units A = 1 ) and B{t ) are any two Fermion 
operators, then the Green function can be defined by [77] 
« A{t)] B{t') »= ie{t - t') < [A((), >, (3.12) 
where [A, 5]^ = AB + BA and 6{t) is the step function. These Green functions 
satisfy the equation of motion 
ij^« A{ty, B{t') »= S{t - t') < [A((), B{t)]+ > + « [A(0, H]', B{t') » . 
(3.13) 
Since << >!(<); B{t') >> is a function of < — <' only, we can define the Fourier trans­
forms 
« A ] B » w = f ° °  «  A {ty,B{0) » 
J—oo (3.14) 
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Using (3.13) and (3.14), we obtain the equation of motion 
« A] B »y}=< [A, > + « [A, H]] B»w • (3.15) w 
It can be shown [77] that 
< BA >= -i r (3.16) 
TT J-OO gPW + 1 
where /3 = I f k T .  Equations (3.15) and (3.16) together with methods of approxima­
tion, which will be described in the following sections, form the essential basis of our 
calculations. 
(a) Hartree-Fock Approximation 
Replacing the term by g(n^g. < JXjg. > < nig. >), we can obtain 
the effective Hartree-Fock Hamiltonian. Then (3.11) becomes 
» = E E El'f + + %< (3.17) 
i/u 
The Fourier transformations now are defined by 
(319) 
^lv(r ~ • (3.19) 
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Now let A = and B - , . From (3.15) we obtain the equation of motion 
kf <T 
of the form 
w « ! >>w — < I ]+ ^ "^ {^kva"!^^''^, I • 
ku <r kv <T kv or 
(3.20) 
Using the following relations 
!+ = « (3.21) 
kt/ <T w 
11 
t ^ f c i / o - ' ~  n i ^ v a  +  U j / <  U i , ^  ( 3 . 2 2 )  
n V  
we obtain 
kv <r 
11 
S  /  +  +5 / / ( c f /gr +  [ / ! / <  Tiyô" > ) )  < <  / /  > > w  •  (3.23) 
1/1/ ff I/!/ ku a 
V  
This equation can be rewritten in a matrix form as follow, 
(wl - E)G = I, (3.24) 
where I, E, and G are L x L matrices defined by 
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E / — + S /(efo* + UI/ < Tij/ô' >) (3.25) 
1/1/ 1/1/ 
G , =«Cj,„^;C+, »„ (3.26) 
uv kv or 
I  , = S  ,. (3.27) 
1/1/ 1/1/ 
It can be shown that G satisfies the equation 
G = A(wI-A)A+, (3.28) 
where A is a diagonal matrix formed by the eigenvalues of E, and A is an unitary 
matrix formed by the eigenvectors of E. This equation can be rewritten as 
f 
From (3.16), we find 
< f >= ^ A*! At/m, (3.30) 
where /i is Fermi energy determined by requiring ^ Y.kva ^kv<r ^ equal to the 
total number of electrons inside the unit cell. The total energy of the system can be 
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calculated by 
^tot - 1] Gf/o- < Z! Zi Zi ^ < ^kua^kuia > 
f<r •'* i/i/j tr 
+ Z ^1/ ^ "'i/| ^ • (3.31) 
We can find the solution of the system by use of a standard self-consistent method. 
With the use of a set of reasonable starting parameters {< nvc >}, we can calculate 
the matrix elements of E. After we find the eigenvalues and eigenvectors of E, we 
can calculate the values of {< nuc >}• By mixing the new parameters with the old 
parameters, we obtain the parameters for the next iteration. The self-consistency 
procedure is continued until the total change of the parameters converges to within 
10"'* in successive iterations. 
(b) Hubbard I Approximation 
Let A = Cii/o- and B = f . With the use of (3.15) and the relation jV (T 
n 
- Z (3.32) 
iJ 
U o" 
we find << ^ »w satisfies 
jV <T 
n 
^ , »w=SijS z + Z^S'' «C »w 
]V <T It lU (T jy (J-
lu 
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+£1/(7 << »iv+Ui/<< f >>w • (3.33) ji/ <T jv (y 
By setting A = n^^â-Cit/<r^ ^ / and using (3.15) together with the relation 
jV <r 
ii/<r 
+ E l'a" i^iuâCj n + + C+„ (3.34) 
// IV (T 11/ u lu (T 
lu 
we find << C"^ / »w satisfies 
jv <T 
w « Huà^iua'i I »w= SijS , < > +{£i/a + Uu) j v  < T  • ' V U  
n 
^iuô'^iutr'i^'^ ! "^il ^iuff^• " ! ^ JI/ 0- , // ,. lU <T ju <T 
lu ^iv 
+ «Ct„s-^,nCi^r-,C+, »„ + «C+„ Ci„^Ci„^;(7+, »„).(3.35) 
lu <T ]u or lu d" ]u <T 
In order to break off the sequence of Green function equations, we use the approxi­
mations which are given by 
// »w%< >« C ,/ »w (3.36) 
lu (T ji/ (X lu (T ji/ (J-
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<< // C ! ; /  >>w%< //_ X< ^ ii/<r>^^/ >>w 
11/ (T IV a 71/ <r ti/ (T ji/ <T 
(3.37) 
« C ^ f i  f  f  > > w ^ <  I f  > < <  f  » w  •  
Iv & IV a ji/ (T lu â jv <T 
(3.38) 
As a consequence of translational symmetry, the last two terms after the lattice sum 
will be canceled. Then (3.35) can be rewritten as 
[lo — (ci/cr + Uv)] « ^iuâ^lvar'^ I 
JV <T 
n 
— < Ti(/^ > n .. << C II I >>y}— I ^ "'fô' ^ (3.39) 
Iv ^iv lu a jv <T I/!/ 
Equation (3.33) and (3.39) are the coupled equations used to solve the Green func­
tion of the system, we wiU present the method to solve it at the end of the next section. 
(c) Projection Operator Mean Field (POMF) approximation [12, 13, 14] 
We decouple the destruction operator into two new operators and 
^Iva ^kich are defined by 
flva- = (1 (3.40) 
^lv(T ~ ^Ivâ^lvcr (3*41) 
The operator fi^^. is used to destroy an electron in { I v a )  when there is no electron in 
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(It/â), so it acts on the single occupied state. On the other hand the operator Fi^^. is 
used to destroy an electron in when {Ivd^) is occupied, so it acts on the double 
occupied state. Using the definition of and we find 
= » (3-«) 
Then we can express < > as the following 
~ fj^ahi/ar + (^•44) 
where the first term gives the occupation numbers for single occupation and the sec­
ond term gives the occupation numbers for double occupation. It can be shown that 
they satisfy the following commutation relations 
= 0 (3.45) 
= 6,ii8 fS 
VV <T(T (3.46) 
- ^I'l^ f^^lv VV era (3.47) 
= 0 (3.48) 
t /] 
I't/ <T 
= 6It,S ! 
VV ira 
(3.49) 
'1 I'v <T 
= 0 (3.50) 
1 '1 I'v <T 
= 0 (3.51) 
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where 
^lu = ^Iva^lvd 
qly ^ = -Jcf.c^ ,+8 , (3.54) 
aa (i/ô  ^ <T<T 
q'" , = »-»-'c,+jC ., (3.55) 
o-tr Ifo" 
With the use of the commutation relations, we obtain 
hnn hn 
hn 
In order to close our set of equations at the Mean field level, we use a projec­
tion operator p ( defined explicitly in equation 3.67 ) to project every operator into 
the subspace formed by {fh/ai see how this is accomplished, 
let us define a set of orthogonal anticommutator projection operators as the following 
= ^{< Q"' X t/w.^l+ > (3-58) 
4,-^ = ^{< Î- X > (3.59) 
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f+_ 
PLx = ^ {< Qr,T X l/fc^.X|+ > (3.60) 
pL^ = X >. (3-61) 
where 
< qi/ar > — < qIXO' > (3.62) 
< Qua >= 1— < 9i/<r >=< ni,0- > (3.63) 
< $1, >=< > (3.64) 
Mt/a =< ÎI/0" X QI/<7" > — < $1/ (3.65) 
It is easily verified that they satisfy the orthogonal condition 
/ 
We choose the projection operator p of the form 
P = E fw. (3.G7) 
slvcr 
then it satisfies the basic projection operator condition (p^ = p). It can be shown 
that 
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(3.69) 
Let A = fii,g. and B = Using (3.15), (3.56), (3.68), and (3.69) we obtain 
{w - eva) « »w-
+ -^(- < fiuâ^imâ > + < >) « »w 
^uvi 
+ E  ^ot^  
H N  ' ' I N  
^l^uiâ^lvâr > ~ < ^lud^l\vi^ >) ^Ivar'i ^^V2<T (3.70) 
or, transforming back to the k-representation 
^Suu^{w - Eva) - ot^J- \ « /fcj/jo-; ^ku2(r 
where 
+ Quatj^ ^ (3.72) 
(3.73) 
^ Z C« » (3 74) 
hn 
Note that the Wua given by (3.74) are real. Similarly, by setting {A, B) equal to 
(^/i/cr' ^hv(T^ «=* ^he other three equa­
tions of motion of the form r 
- Y,{^k ^ ~ ^ 'ka ) « hvia'^ ^ kvna- + Y^i^vuii^ - Sua - Uu<r) j/j J- Z i/j 
~h ^ ^kv2<T ^vv2Qva (3.75) 
^(^i/i/jw - [Svvieuff + «fco-^]) « fkvi<T'''fku2<T 
-^Ika « -^fci/io-i/jbl/go- »u'= ^ vv2^var, (3.76) 
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^ « fkui<T'^fku2(r + 
n 
+ ^ [Svi^l{'^ -  ^va - Uv) - tj^ ^ +lk(r'] « ^ki^i<r'^ fku20- ® 
If we define three 2L x 2L matrices E, G, and 0 of the form 
E(fccr) = 
G^ko") = 
®ij = 
E f f { k ( 7 )  E f ^ i k c r )  
E^f{k(r) E^^(fco-) 
^  G f f { k a )  G f ^ { k < r ) ^  
y  G ^ f { k ( r )  G ^ ^ i k a )  
hjqi if Î < i 
where ^^^{ka) ,Ef^{k(r), E^f{ka-), E-^-^(fc<r), G^f^ka), G-^^(fc<r), G^f{k<r), 
and G^^{ka-) are L x L matrices defined by 
Ei,i,.^{ka) — (êi/ 4- — )^vv^ + i/i/j 
j p f F  ( u  \  f :  I ly^l 
(3.78) 
(3.79) 
^;^(&(T) = -^Wi + (3.80) 
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E^,^{k(r) = (et/ + Ui/ + + Qva^fi ^ (3.81) 
= < < ( 3 . 8 2 )  
G^ri(M=«/wJ'il„»«' (3-83) 
Gf/l(*^<')=«Fw:/fcl,r»» (3M) 
G£((fc<r) =« ftr,; »«" (3 M) 
then equation (3.71), (3.75), (3.76),and (3.77) can be combined into a matrix form 
as the following 
(wl - E)G = © (3.86) 
_ 1  1  
We find that E is not Hermitian, but S ,which is defined by S = 0 2E02, is. It is 
easily verified that G satisfies 
G = (wI-E)-^0 
1  1 , 1  
= 02A(wI-A)~1A+02, (3.87) 
where A is an diagonal matrix formed by the eigenvalues of S, and A is an unitary 
matrix formed by the eigenvectors of S. This equation can be rewritten as follow 
%<••'=I, 
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Then we can calculate the expectation values of ^kucr^kva^ 
and the following relation 
Nij{k(T) = <0f{k<T)0^{k(T)> 
-
1 /•CO ImGji{k<T) 
dw-
oo g/)w4-l ^ I 
n{Ann^fJ-) 
(3.89) 
where fi is the Fermi energy, and 
Oiika) = f i { k a )  H i  <  L  
^ _ 2 ) ( M  i i i >  L  
The < Tii/a- > can be calculated by 
<nva>= ^k<r >' 
where 
(3.90) 
^ ^k<r ^ ^ ^ki/cr^kvcr > + < fkva^ki/a > + < ^kua^kua > + < ^kvor^kvcr > 
(3.91) 
The Fermi energy is determined by the follow relation 
"i/(r >, 
V(T (3.92) 
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where is the total number of electrons per unit cell. At this point, we can use the 
self-consistent method to find the solution of the system. The iterating parameters 
now are {< ni/o- >} and {Wj/a}- Because the dimension of S is 2L x 2L, we have 
2L bands instead of L bands for a system with L orbitals per unit cell. When the 
hopping terms vanish, these bands can be classified into two groups - single 
occupied (lower) bands and double occupied (upper) bands. They are mixed up when 
the hopping terms are large. The Wj/a- are the k and w independent self-energies. 
By setting W^er to be equal to zero, we can show that the coupled equations (3.71), 
(3.75), (3.76), and (3.77) are equivalent to the coupled equations (3.33) and (3.39) 
which were obtained using the Hubbard I approximation. So we can use the same 
method discussed in this section to study the solution of Hubbard Model within the 
Hubbard I Approximation. Now the iterating parameters are just {< ni/g- >}, since 
all {Wj/o'} are to be set equal to zero. We still have 2L bands for the system with 
L orbitals per unit cell. We will show the POMF Approximation gives better results 
than those calculated using Hubbard I Approximation. Unfortunately both approxi­
mations violate the basic on-site sum rule. To see this, we note that < ^ 
is, in general, different from zero for arbitrary k. However, if we sum this function 
over k, we generate the on-site expression < f^crFixj- > which should be equal to 
zero, and which is not satisfied in both approximations. By comparing our results 
with the Monte-Carlo results, we find that in order to get the most reasonable results 
we have to include the < /jjir-fi/o- > terms in our calculation. Therefore, in the 
calculation we use the following expressions 
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nua-nifâ- = < Cya^Fva > (3.93) 
QV<T = < > (3.94) 
SLV = <C^afu<T> - < G I ^ î v â >  (3.95) 
The total energy of the system can then be calculated by 
^tot = Zi ^i/o- < nua- > +]y D Z) D ^ < ^ku(T^u' > + Z > ' 
I/O" L I/I/I a KU <T y 
(3.96) 
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Results 
In order to demonstrate the capability of the POMF approximation, we present 
some test results before we study the Cu02 plane. Since Quantum Monte Carlo 
(QMC) simulations are able to give an accurate description of the Hubbard model, 
we will compare the results calculated by the POMF approximation, the HF approxi­
mation, and the Hubbard I approximation to those of the QMC simulation. Then we 
will use parameters determined from calculations using the constrained local density 
functional approximation for the Cu02 plane with the POMF approximation and 
compare the results to experimental measurements. Finally, we will study Cu02 
with various sets of parameters to examine the effect on the solution of each param­
eter. All the calculations were performed for finite temperature, therefore we can 
make a direct comparison with the QMC results. 
A. One-band Hubbard model 
We consider the one-band Hubbard model on a square lattice with 
E + + (3-97) 
<i,j> i 
In the following the hopping parameter will be fixed at ( = 1. The ground state of 
the half-filled two-dimensional Hubbard model is known to be an antiferromagnetic 
insulator for a wide range of the Coulomb repulsion U [79, 80]. The critical U is prob­
ably zero. When the system is doped away from half-filling, antiferromagnetism is 
depressed rapidly. We find the Hubbard I approximation does not give any magnetic 
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solution for any value of U and < n >. Using the HF approximation, the ground 
state of the system at half-filled is found to be an antiferromagnetic insulator for any 
value of U. When the system is doped away from half-filling, antiferromagnetism is 
depressed slowly. Using the POMF approximation we can get an antiferromagnetic 
ground state solution only when U is greater than 14 and n is close to half-filled, and 
no ferromagnetic solution for any U and < n >. We can extend the range of the 
antiferromagnetic solution by adding a small ad hoc self-energy correction into the 
W term, however since we do not know yet how to self-consistently evaluate this self-
energy correction, we will not include this correction in the rest of the calculations 
described. 
The average energy per site < E > and the squared magnetic moment < S g > 
as a function of band filling calculated by the HF approximation, the Hubbard I 
approximation, and the POMF approximation together with the QMC [80] results 
are shown in Figures 3.1a and 3.1b. These results are calculated at U=4 and /3 = 10, 
where j3 is the inverse temperature. The HF approximation gives the average energy 
too high and squared magnetic moment too small. In this case the system exhibits 
antiferromagnetism for 0.8 < n < 1.2, and paramagnetism for n < 0.8 and n > 1.2. 
The results given by Hubbard I generally agree pretty well with the QMC results, 
but they are bad when the system is close to half-filled. Since the magnetic energy 
(^PM ~ ^AF) small for the system we considered, the average energy calculated 
by POMF agrees very well with the QMC result. On the other hand, the squared 
magnetic moment is very strongly dependent on the magnetic ordering of the sys­
tem. Therefore the squared magnetic moment gets worse for < n > close to half-filled 
where the system is found to be antiferromagnetic by QMC. Here, the < 5f > in HF 
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is calculated by 
< 5| >=< 71 !> + < n |> —2 < n T>< n l> (3.98) 
The squared magnetic moment at half-filling given by HF agrees excellently with the 
QMC result. But it is just an accident. 
The average energy per site and the squared magnetic moment, respectively, 
for values of U = 1, 2, and 4 as a function of band filling calculated by the POMF 
approximation and the QMC simulation are shown in figures 3.2a and 3.2b. They 
generally agree very well except for n close to half-filling. Although the value of 
< 5| > at half-filling with (7 = 4, calculated with the HF approximation is given by 
0.74 fi^ which is in excellent agreement with QMC, the < > calculated with the 
HF approximation for f/ = 2 and U — 1 are given by 0.52/i^ and 0.5/ii^, respectively, 
which are quite different from the QMC results. 
We have also calculated the reduction in effective hopping which is defined by 
' <C,v'^jV+C/^C,v>t,=o 
The as a function of band filling for (7 = 4 and /3 = Q calculated by Hubbard 
I and POMF together with QMC are shown in Figure 3.3. The effective hopping is 
depressed by the Coulomb repulsion. We can see that the results given by the POMF 
approximation are quite reasonable except for < n > very close to 1. On the other 
hand, the HF approximation alway gives the value of equal to 1, no matter 
what values of U and < n > are used. 
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Figure 3.1: The comparison of (a) the average energy per site and (b) the squared 
magnetic moment obtained using the POMF approximation, HF aprox-
imation, Hubbard I approximation, and QMC simulation (Ref. 80) for 
U = 4, 4 = 1, and = 10 
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B. Three-band Hubbard model 
We now consider the three band Hubbard model, which consists of the hybridized 
binding band arising from the Cu d^2 y2 O Px{^y) orbitals in the Cu02 plane 
as shown in Figure 3.4. Thus, we study the following Hamiltonian: 
« = E + Z 'pppj,r +1E \ E 
ia jcr i(T jcr 
+ E Y.Vdr4T^UrV^^Pi„l+ E + 
' <ij> " 
+ E E'ij(p/<rPy  ^+ ^ -< -^) 
< j , j  >  
where the index i { j )  runs over the C u [ 0 )  sites. Here and denote the creation 
operators of a hole in a Cu d^2 y2 state at site i and a hole in an 0 Px(^y^ state at 
site j, respectively. <r is the spin index, f/j and Up are the on-site hole repulsion, and 
denotes the Coulomb repulsion between holes at neighboring Cu and O sites. 
The on-site energy is given by and Cp and the charge-transfer energy is given by 
A = ep — e^. The strong hybridization between the Cu d^2 y2 0 Px(^y) orbitals 
is governed by the hopping parameters 
Hi = (3.100) 
where a ^ j  =  2  \ {  j  =  i  +  x / 2  or z — y / 2 ,  and a ^ j  = 1 if j = t — x / 2  orz + y / 2 .  The 
0 — 0 hopping matrix element is defined in a similar way: 
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13. J 
i . j = t p { - l )  3 3  , (3.101) 
33 
where/3 / = lifj = j —i/2—y/2 or j + ®/2+y/2, and/3. 7 = 2 if j =j —®/2+y/2 
jj 33 
or j + œ/2 - y 12. 
We use the hole notation in our calculation, so that the vacuum is the state in 
which all orbitals are fully occupied. At first, we examine the POMF solution for the 
three-band Hubbard model by calculating some physical quantities that have been 
studied using QMC [81]. Figure 3.5 shows the POMF and QMC results for the hole 
occupation on the Cu site, < >, and the O site, < UQ >, for = 8, Up = 0.0, 
(jp = 1.0, tpp = 0.0, = 6, and A = 2. Both the AF solution and the PM solution 
calculated by POMF are included in Figure 3.5. We can see that the AF solution 
agrees better with the QMC results for n = 0.8, 0.9, 1.0, and 1.1, where the total 
energy calculated using POMF for the AF solution is lower than that of the PM 
solution. For n — 1.2, we find the total energy of the PM solution is lower than 
that of the AF solution and the PM solution agrees better with the QMC result. We 
can also see that when holes are added to the system away from half-filling, n = 1, 
they go mainly to the oxygen site. On the other hand, if the electrons are added to 
the system, decreasing n, holes are mainly removed from the Cu sites. That is in 
agreement with experimental observation [82]. 
The squared magnetic moment < 5| > and the hole occupation on Cu sites 
< >, respectively, as a function of charge transfer energy A for = 6, = 1, 
Up = Ufip = tpp = 0, and = 10 at half-filling calculated by POMF and QMC are 
shown in Figures 3.6a and 3.6b. Again they agree quite well with each other. When 
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the charge transfer energy A increases, more holes go to the Cu sites and < > 
increases as expected. 
We have presented serval test cases, and the agreement with the QMC results 
gives clear evidence for the utility of the present POMF method to study the three-
band Hubbard model. Now we go to the second part - study the solution of the 
three-band Hubbard model with parameters more suitable for the Cu02 plane using 
the POMF approximation. Recently, the parameters of the three-band Hubbard 
model were determined , both theoretically, from LSD A calculations [83, 84, 85], 
and experimentally, by analyzing the photoemission experiments [86, 87, 88]. The 
values of the parameters determined by different groups are quite similar. The ranges 
for the values of the parameters are given by A, (l.SeV ~ 4.0ey); U^, (8.8eF ~ 
lO.SeF); Up, (4.0eF ~ 6.0eF); (O.OeF ~ l.beV); {h07eV ~ 1.6eF) and 
tpp, (0.33eF ~ 0.65eV). McMahan, Annett, and Martin [85] included two more 
orbitais, Cu ^2 out of plane Opz in their calculation. In the calculations 
presented below, we will use the parameters determined by Hybertsen, Schliiter, 
and Christensen (HSC) [83] as shown in Table 3.1. HSC perform standard LMTO 
calculations with the use of the constrained local density functional approach to 
calculate the energy surface as a function of local orbital occupation in La2CuO^. 
Then they extract the parameters by matching the energy surface to the one obtained 
by a HF solution of the three-band Hubbard model. 
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Figure 3.4: A schematic representation of the orbitals. On the Cu sites we consider 
the y2 orbitals and on the oxygen sites the px and py orbitals 
92 
0.7 
§ ? 
& 
0 
0 
0 
4) 
H 
0 
s 0.3 
0.2 
0.6 
0.5 
0.4 
0.1 
0.7 0.8 0.9 
^ CUPMPOMF 
0 0 PMPOMF 
A CUAFPOMF 
• 0 AFPOMF 
—Cu QMC 
— 0 QMC 
1.1 1.2 1.3 
n 
Figure 3.5: The hole occupation numbers on the Cu site < > and the 0 site 
< riQ > versus band filling n for (7^ = 6, A = 2, = 1.0, tp = Up = 0, 
and (3 = S calculated using the POMF approximation and the QMC 
simulation (Réf. 81) 
93 
3 
CO 
V 
0.8 -
0.6 
0.4 
0.2 
*  Q M C  
-
A  P O M F  
à . ' ' ' 
k  *  
t 
à -
é 
» 
-
1  1  1  1  
(  a  )  
^ 0.8 
0.6 
0.4 
0.2 
3 
A 
*  Q M C  -
A P O M F  k A * 
: . . ' ' 
% 
# A 
1  1  
(  b  )  
3 
A 
Figure 3.6: (a) The squared magnetic moment < S^ > and (b) the hole occu­
pation on Cu site < > versus charge transfer energy A for 
Ud = = 1.0, ip = Up = U^p = 0, and /3 = 10 at half-filling 
calculated using the POMF approximation and the QMC simulation 
(Ref. 81) 
94 
Table 3.1: Parameter values for the Cu02 plane used in the present calculation. All 
values are in eV 
Ud Up Udp A ^dp tp 
10.5 4.0 1.2 3.6 1.3 0.65 
Note that all the parameters listed in Table 3.1 are evaluated in the hole pic­
ture. The corresponding parameters in the electron picture can be obtained by the 
following relations. 
II (3.102) 
II 
-
£?
•
 
(3.103) 
II (3.104) 
- % (3.105) 
II 1 (3.106) 
-[ep + Up + (3.107) 
-[^d + Ud + '^U^p] (3.108) 
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Since the intersite correlation is weak, we can include the terms in our cal­
culation by the HF approximation, which replaces by ^Udpi'^'dj^cr 
< n I > + < nj.„ > n /). Therefore the effect of the UJ„ is just a constant pjcr' OjO" ^ 
shift of the on-site energies given by 
< "O > (3.109) 
e p  e p  +  U f i p  <  T i Q y ^  >  . (3.110) 
In order to study the antiferromagnetic ordering, we consider two Cu02 formula 
units per unit cell. Thus we now have six orbitals per unit cell. The half-filled upper 
band case, one hole per Cu02 unit, corresponds to 10 electrons (or 2 holes) per unit 
cell. The ground state of the system at half-filling, n=l per Cu02, is found to be 
an antiferromagnetic insulator in our calculation. The band gap and the magnetic 
moment calculated by the POMF method is found to be 2.0eV and 0.65/fg assuming 
g = 2.0, and the corresponding results in experiment are given by l.5eV ~ 2.0eV 
[89, 90] and (0.55 ± 0.05)^jg [91, 92]. They agree quite well. The hole occupation 
on the Cu site and the root mean square magnetic moment \/< sf > are given by 
0.708e and 0.83/i^. Thus most of the hole is located on the Cu site, and the spin 
fluctuation, which is given hy \J< S'z > — < Sz > , is quite strong. 
When the system is doped away from half-filling, for example n=l.l, the system 
is found to be a paramagnetic metal by experiment. Therefore we present both the 
paramagnetic ( PM ) and antiferromagnetic ( AF ) solution for the case with doping, 
n=l.l. The hole occupation on the Cu site and \J< S'z > are found to be 0.698e and 
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OJSfig for the PM solution and 0.741e and 0.834/i^ for AF solution respectively. 
Thus, consistent with experiment when holes are doped to the system away from 
half-filling they go mainly to oxygen sites, 110% for the PM solution and 67% for the 
AF solution in our calculation [82]. Also when the antiferromagnetism is destroyed 
by hole doping the y < Sz > show little dependence on doping [91, 92]. Both these 
observations are consistent with our POMF results. 
The electronic energy band structure in the electron picture along the (11) di­
rection calculated using the POMF approximation for the AF solution at n=1.0, the 
AF solution at n=l.l, and the PM solution at n=l.l are shown in Figure 3.7, and 
the corresponding density of states are shown in Figure 3.8. One general feature of 
our results is that we obtain twelve bands instead of six bands for the system with 
six orbitals per unit cell. This is a consequence of the POMF method which keeps 
track of single and double occupancy. The number of electrons for the filled nth band 
with spin index <T is determined by 
^ E < >, (3."i) 
kv 
which is called the weight of that band. The weight for each band is usually less than 
one; however, the sum rule 
E = « (3-112) 
71=1 
is satisfied. For the AF solution at half-filling , 10 electrons filled per unit cell, there 
is a gap opened by antiferromagnetic splitting between bands 11 and 12. If the weight 
of the 12th band, is equal to one, then the gap is at the Fermi level, and forms 
an insulator. However, the weight of the 12th band calculated for this case is equal 
to 0.9817 instead of 1.0. Therefore the 11th band cuts the Fermi level and leaves a 
small part of the 11th band unoccupied. We believe that this is mainly caused by 
the inconsistency mentioned previously in our method, and the ground state for the 
half-filling should in fact be an antiferromagnetic insulator. 
There are many features of the density of states in Figure 3.8 which agree with 
experimental measurement. There is a gap opening for the half-filled case. The 
structures around 5 eV below Fermi level with mainly O p character and around 13 
eV with mainly Cu d character below Fermi level which are in reasonable agreement 
with experiment [93]. The structure around 13 eV below Fermi level, the satellite, is 
caused by the Coulomb repulsion U between two holes on the same Cu site, which 
has drawn much attention during the past decade. 
We also calculated the magnetic moment as a function of doping. Antiferro­
magnetic, ferromagnetic ( FM ), and paramagnetic solutions were investigated. The 
magnetic moment on the Cu site for AF solution and the magnetic moment on the 
Cu site and the oxygen site for FM solution calculated using POMF approximation 
are shown in Figure 3.9a. Here the magnetic moment on the Cu site for the AF 
solution calculated using the HF approximation is also included in Figure 3.9a for 
comparison. Figure 3.9b shows the energy difference between the AF solution and 
the PM solution, E(AF)-E(PM), and the energy difference between the FM solution 
and the PM solution, E(FM)-E(PM), calculated using the POMF approximation. 
We can see that there is a small region around n=l.l where the FM solution is the 
ground state. However, this does not agree with experiment. The term strongly 
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favors the FM solution. No FM ground state was found if we reduced the value of 
down to O.SeV". The magnetic moment and the energy differences as a function 
of hole concentration for = O.SeV are shown in Figures 3.10a and 3.10b. There­
fore the value of U^p determined by Hybertsen's group , = 1.2eV , may be too 
large. By replacing the value of by O.SeF, we found the AF magnetic moment 
and band gap are given by l.SeT^ and 0.635/Xjg for half-filling. The squared magnetic 
moment is given by 0.823^^ which indicates that the spin fluctuation is quite strong. 
When the system is doped away from half-filling, we found that the holes introduced 
by doping go mainly to oxygen sites, 66% for AF solution and 106% for PM solution ; 
and the squared magnetic moment are almost not changed, Q.82Qfig for AF solution 
and 0.77Sfig for PM solution. All these results are also in reasonable agreement with 
experiment. 
The magnetic moment calculated using the POMF approximation is depressed 
by doping and disappears for doping of about 0.25 holes or 0.4 electron per Cu02 
unit. The disappearance of long range ordering is faster for hole doping than that 
for electron doping. The HF approximation gives a larger moment at half-flUing, and 
the long range ordering is less rapidly destroyed than that in the POMF approxi­
mation. Experimentally, the magnetic order of ia2_j.(5r/5a)®CuC>4 disappears at 
the concentration of a; % 0.03 [64, 94, 95], which is about a factor of 10 faster than 
what we have in the POMF approximation. Although we obtain an AF ground state 
at n=l.l, we believe the PM solution will give a better description of the real system 
for that hole concentration. Thus, we will focus on the AF solution for n = 1 and 
the PM solution for n = 1.1 in the rest of this chapter. 
Before we study the ferromagnetic response with an applied field, let us examine 
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the PM solution for the half-filled case. We find there is a single band crossing 
the Fermi level, which is the anti-bonding band of Cu ^^2_y2 ' ^  the 
amount of oxygen Px,y admixed into the Cu d^2 ^2 conduction bands near the 
Fermi level is less than 25%. This is considerably less than the 60% obtained in the 
LSDA calculations for La2CuO^. Since the contribution of the 0 p states is small, 
the induced moment on the oxygen site by an applied magnetic field will be small, 
which is contrary to what we obtained from LSDA but consistent with experimental 
observation. To calculate the moment on each site induced by the applied field, 
we need to reduce the charge transfer energy A from Z.GeV to 2.0eV in order to 
prevent a spontaneous ferromagnetic solution. For A = 2.0eV, the induced moment 
on the Cu site and the oxygen site are given by 0.0167^jg and 0.0037/i^ when we 
shift the spin up (down) bands by -0.005 (4-0.005) eV corresponding to a magnetic 
field of 8.64 x 10^(7. If we reduce the value of A further, A = l.SeV, we find the 
induced moment on the Cu site and the oxygen site are now given by 0.0069/i^ and 
0.00212/iwhen the same amount of energy shift is applied. The contribution of the 
total induced moment per unit cell by the oxygen sites is given by 38% for A = l.heV 
and 30% for A = 2.0eF. Therefore, we conclude that there is only small amount of 
oxygen 2p admixture into the Cu Zd conduction bands and the contribution of the 
oxygen sites to the induced ferromagnetic form factor is small, all these are consistent 
with the experimental observation [70, 71]. 
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Figure 3.7: The electronic structure along the (11) direction calculated using the 
POMF approximation for (a) antiferromagnetic solutioin at n=1.0, (b) 
antiferromagnetic solution at n=l.l, and (c) paramagnetic solution at 
n=l.l. Parameters are the same as in Table 3.1 
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Figure 3.8: The density of states calculated using the POMF approximation for (a) 
antiferromagnetic solutioin at n=LO, (b) antiferromagnetic solution at 
n=l.l, and (c)paramagnetic solution at n=l.l. Parameters are the same 
as in Table 3.1 
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Figure 3.9: (a) The magnetic moment on the Cu site for AF solution and the mag­
netic moment on the Cu site and the oxgyen site for FM solution as a 
function of hole concentration calculated using the POMF approxima­
tion. The magnetic moment on the Cu site for AF solution calculated 
using the HF approximation is also included for comparison, (b) The 
magnetic energy, E(AF)-E(PM) and E(FM)-E(PM), as a function of 
hole concentration calculated using the POMF approximation, Param­
eters are the same as in Table 3.1 
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Figure 3.10: (a) The magnetic moment on the Cu site for AF solution and the 
magnetic moment on the Cu site and the oxgyen site for FM solu­
tion as a function of hole concentration calculated using the POMF 
approximation for Uj^p = O.SeV". The magnetic moment on the Cu 
site for AF solution calculated using the HF approximation is also in­
cluded for comparison, (b) The magnetic energy, E(AF)-E(PM) and 
E(FM)-E(PM), as a function of hole concentration calculated using the 
POMF approximation for = O.SeV. The other parameters are as 
given in Table 3.1 
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We have shown that the POMF approximation does give reasonable results for 
the three-band Hubbard model by comparing our results to those of the QMC. We also 
have shown that the POMF approximation of the three-band Hubbard model with 
the parameters determined by constrained local density functional gives a reasonable 
description of the Cu02 plane of some High Tc superconductors. It is also of interest 
to study the effect on the solution of each parameter. In the following, we will use 
the parameters obtained from the constrained local density functional approximation 
as the basis, and change the value of one parameter at a time to see its effect on the 
solution. 
The first parameter we present here is which describes the Coulomb inter­
action of two holes on the same site. Figure 3.11 shows the density of states for the 
AF solution at n = 1.0 and the PM solution at n = 1.1 with given by lO.SeF, 
8.5eF, and G.5eV. Table 3.2 shows the corresponding hole occupation on the Cu site 
< fiQy^ >, the magnetic moment < Sz >, \/< >, and the band gap Eg for AF 
solution at n=1.0. Also given is the < >, and \f< > for the PM solution 
at 71 = 1.1. We can see that the value of < >, < >, < 5"! >, Eg, and 
from Figure 3.11 the binding energy of the satellite Eg are increased by increasing 
the value of f/j. It should be noted that the increase of the value of Eg is about 
the same as that of (7^, and that the value of < > is almost not affected by 
increasing the value of f/j. 
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3.11: The comparison of the total density of states for f/j = lO.ôeF, 8.5eV, 
and 6.5eV (a) antiferromagnetic solution at n = 1.0, (b) paramag­
netic solution at n = 1.1. The other parameters are as given in Table 
3.1 
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Table 3.2: Comparison of the POMF results for different values of Ug. The other 
parameters are the same as in Table 3.1 
AF solution (n=1.0) PM solution (n=l.l) 
Ud 
A V < Sz> 
W) 
\/< si  >  
W) 
Eg <^Cu >  
(e)  i /J 'S)  
10,5 0.708 0.654 0.832 1.97 0.700 0.784 
8.5 0.704 0.633 0.826 1.72 0.704 0.781 
6.5 0.700 0.598 0.817 1.41 0.712 0.775 
Since most of the holes are on the Cu site, there is very little chance to have two 
holes on the same oxygen site. Therefore, Up should not affect the solution much. 
Figure 3.12 and Table 3.3 show the results for Up = G.OeV, 4.0ey, and 2.0ey, We 
can see that the solutions are almost not affected by increasing the value of Up as 
expected. Nevertheless, the Up can enhance the tendency for antiferromagnetism. 
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Figure 3.12: The comparison of the total density of states for Up = 6i0eF, A.OeV, 
and 2.0eV (a) antiferromagnetic solution at n = 1.0, (b) paramag­
netic solution at n = 1.1. The other parameters are as given in Table 
3.1 
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Table 3.3: Comparison of the POMF results for different values of Up. The other 
parameters are the same as in Table 3.1 
AF solution (n=1.0) PM solution (n: =1.1) 
Up < ^ Cu > < S z >  > Eg < ^Cu > V 
{eV) (e) (MB) (/^g) (ey) («) 
6.0 0.716 0.661 0.836 2.02 0.708 0.790 
4.0 0.708 0.654 0.832 1.97 0.700 0.784 
2.0 0.700 0.644 0.827 1.90 0.684 0.777 
The value of the nearest neighbor repulsion is small, and we have considered 
values from O.OeV to 1.2eV. Since the hole occupation on oxygen is small, we would 
expect like Up, does not affect the solution much. Figure 3.13 and Table 3.4 
demonstrate the effect of U^^ on the solution. We can see that increasing Uj^p en­
hances the tendency toward antiferromagnetism. By increasing the value of from 
O.OeV^ to 1.2eV the magnetic moment increases from 0.602/ig to 0.654/ig and the 
band gap increases from l.GeV to 1.97eV, that is about the same effect as increasing 
the value of from ô.SeF to lO.SeF, except that the binding energy of the satellite 
is almost unaffected by increasing the value of U^^. 
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Figure 3.13: The comparison of the total density of states for = 1.2eF, 0.6eF, 
and O.OeF (a) antiferromagnetic solution at n = 1.0, (b) paramag­
netic solution at n = 1.1. The other parameters are as given in Table 
3.1 
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Table 3.4: Comparison of the POMF results for different values of U^p. The other 
parameters are the same as in Table 3.1 
AF solution (n=1.0) PM solution (n: =1.1) 
^dp < "Cu > <  S z >  \/< > Eg < ^Cu > V 
A
 
|v 
{ e V )  (e) { ( ^ B )  (ey) (e) i f ^ B )  
1.2 0.708 0.654 0.832 1.97 0.700 0.784 
0.6 0.688 0.626 0.819 1.76 0.680 0.775 
0.0 0.668 0.602 0.807 1.60 0.668 0.769 
We now study the effect of the hopping terms. Figure 3.14 and Table 3.5 show 
the results for = 0.8eF, 1.3eV, and l.SeV. The value of < >, < Sz >, 
y < Sz >, Eg are depressed and the value of is enhanced significantly by in­
creasing the value of t^p. It should be noted that the binding energy of the satellite 
is very strongly dependent on In order to understand why t^p can enhance the 
binding energy of the satellite, let us study the E-matrix, equations (3-78) to (3-80), 
in detail. We can see that the k-independent self-energy for the single occupied state 
and the double occupied state are different. They are given by WQy^^l{l — 
for the single occupied state and ^Cua/'"'Cud- the double occupied state, where 
Ill 
^Cua = ir^kOi ^^!uâ^kOid- > " < ^-kOiâ^~kCud- >)• Here we 
have used the relations Qc^g- =< mCwë >' = ^-Qcuo" ^Cua 
may be interpreted as the expectation value of the energy to create the electron-hole 
pairs following the quasiparticle we are studying. When the quasiparticle is hopping 
around, it is dressed by the many body system. The difference 
^dressed—particle ~ ^ bare—particle ~ ^ self 
is called the self-energy. Due to the interaction between the bare particle and the 
many body system, the bare particle creates a cloud of polarized neighbors, and the 
cloud reacts back on the particle, disturbing its motion, and changing its own energy. 
The bare on-site energy is equal to for the single occupied state on the Cu site, 
and equal to for the double occupied state on the Cu site. When we turn 
off the Cu — O hopping, the quasiparticle on the Cu site does not interact with the 
many body system, and we find the splitting between the single occupied band and 
the double occupied band are exactly equal to the value of as expected. When we 
turn on the Cu — O hopping, the self energy comes into play. Due to the difference 
between the self energy of the single occupied state and that of the double occupied 
state, the splitting between the single occupied band and double occupied band in­
creases as the value of is increased. The first term in is the kinetic energy 
contributed by Cu — O hopping when the hole on the Cu site is in double occupied 
state, while the second term is the corresponding kinetic energy when the hole on the 
Cu site is single occupied. The hopping of the electrons will lower the kinetic energy 
of the system, hence both terms in Wi/a- are negative. When the hole concentration 
are not too far from half-filled, that is the case we want to study, the holes on the 
Cu sites are mainly single occupied. Then the second term is more negative than the 
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first term and gives a positive value of Wi/o". Therefore the self energy for both the 
single occupied states and the double occupied states on the Cu sites are positive, 
and they are given by >) for the single occupied state and 
^Cual ^ ^Cuâ ^ the double occupied state. For simplicity, we only consider 
the paramagnetic case. When the system is not too far from half-filling, < > 
is always smaller than 0.5 . Note that < > is equal to g < > for the 
paramagnetic case. Thus the self energy for the double occupied state is stronger 
than that of the single occupied state. That is why the value of Eq is larger than 
that of when we turn on the Cu — 0 hopping. Note that either an increase in the 
value of WQy^fj. or a decrease in the value of < > will gives a higher binding 
energy for the satellite. On the other hand, decreasing the hole occupation on Cu 
sites gives less chance of the excited hole to be double occupied, and decreases the 
intensity of the satellite. 
We now examine the effect on the Eq oi the Cu — O hopping f Increasing 
(jp gives stronger Cu — O hopping with lower hole density at Cu sites, and leads 
to a larger value of The values of and < > for = 1.8eV , 
1.3eV, and O.SeV are given by (0.795eF, 0.32e), (0.583ey, 0.35e), and (0.319et;,0.43e) 
respectively. These give the corresponding self energies for the single and double 
occupied states equal to (l.lTeF,2.48eV), (O.SQeF, 1.65eV), and (0.56eF,0.74ey). 
Since the satellite arises from doubly occupied states, the biggest splitting will occur 
for the biggest self-energy differences. We conclude that by increasing the value of 
( jp the binding energy of the satellite is enhanced due to the self energy contributions 
and the intensity of the satellite depressed due to the decrease of the hole density on 
the Cu sites. 
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Figure 3.14: The comparison of the total density of states for = l.SeV", 1.3eF, 
and O.SeF (a) antiferromagnetic solution at n = 1.0, (b) paramag­
netic solution at n = 1.1. The other parameters are as given in Table 
3.1 
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Table 3.5: Comparison of the POMF results for different values of The other 
parameters are the same as in Table 3.1 
AF solution (n=1.0) PM solution (n =1.1) 
^ d p  < ^ C u >  < S z >  ^<6"^ > Eg < ^Cu > V 
( e V )  (e) i f ^ B )  W) { e V )  i e )  ( I ^ B )  
1.8 0.632 0.529 0.778 1.57 0.636 0.740 
1.3 0.708 0.654 0.832 1.97 0.700 0.784 
0.8 0.828 0.818 0.909 2.50 0.856 0.888 
Figure 3.15 and Table 3.6 show the results for tp = l.OeF, 0.65ey, and O.OeF. 
We can see that the values of < Sz >, \/< Sz >^, the band gap, and are de­
pressed and the values of < > and the intensity of the satellite increase as 
the value of tp increases. Note that tp significantly destabilizes the antiferromag-
netism and depresses the band gap. For the paramagnetic case the values of 
and < > for tp = l.OeF, 0.65eF, and O.OeV are given by (O.GOGeF, 0.309e) 
, (0.583eV, 0.35e), and (0.523eV, 0.409e). These give the self energy for single occu­
pied and double occupied states equal to (0.876eF, l.QeeF), (O.SQeV, 1.66eV), and 
(0.88eF, 1.27eF). The number of holes on the Cu site decreases by increasing the 
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value and that will depress the values of < ^ < ^O-â'^Cuâ ^ 
Nevertheless, the depression for < ^ stronger than that of < ^Q.^fCud^ 
and it will give a larger value of WQy^g. when the value of tp is increased. This clarifies 
why tp enhances the binding energy of the satellite and depresses its intensity. 
The results for A = 4.6eV, 3.6eV, and 2SeV are shown in Figure 3.16, and Table 
3.7. The holes wiU be more localized on the Cu sites as the value of A increases. 
This will depress the hopping and narrow the band width as shown in Figure 3.16. 
The values of < Sz >, \/< Sz >^, the band gap, and Eq are enhanced and the 
value of < > and the intensity of the satellite decrease as the value of A 
increases. The values of and < > for A = A.GeV, 3.6eF, and 2.6eF are 
given by (0.535eF, 0.395e), (0.583eF, 0.35e), and (0.619ey, 0.298e) respectively. The 
corresponding self energies for the single and double occupied states are given by 
(0.884ey, 1.35ey), (0.8956^,1.66561^), and (0.881eF, 2.083eV). The hole occupation 
on Cu sites increases with increasing values of A, and this leads to a larger value of 
< ^ depresses the value of WQy^^. Therefore, the binding energy 
of the satellite is depressed and its intensity is enhanced by increased values of A. 
116 
10.0 
8.0 
6.0 
4.0 
2.0 
0.0 
tp=l,0 
tp=0.65 
tp=0.0 
AF ( n=1.0 ) 
(a) 
11111 
10.0 
Q.o 
6 .0  
4.0 
2.0 
0.0 
-1 5 • 1  0  
10.0 
5; 8.0 
6.0 
4.0 
2.0 
0.0 
-1 5 
1  
PM (11=1.1) 
-
tp—O.G5 
tp=0.0 
( b )  
w j 1 ; 
- 1 0  -  5  
Energy ( oV ) 
10.0 
8 . 0  
6 .0  
4.0 
2.0 
0.0 
Figure 3.15: The comparison of the total density of states for tp = l.OeF, 0.65eF, 
and O.OeV (a) antiferiomagnetic solution at n = 1.0, (b) paramag­
netic solution at n = 1.1. The other parameters are as given in Table 
3.1 
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Table 3.6: Comparison of the PO MF results for different values of (p. The other 
parameters are the same as in Table 3.1 
AF solution (n=1.0) PM solution (n=l.l) 
tp < ^ C u >  <  S z >  \l<sl> Eg < > ^^<S^ 
( e )  W) { e V )  (e) [P-B) 
1.00 0.616 0.518 0.770 1.04 0.616 0.740 
0.65 0.708 0.654 0.832 1.97 0.700 0.784 
0.00 0.812 0.794 0.899 3.47 0.820 0.849 
At last, we examine the effect on the satellite by the hole concentration n which 
is shown in Figure 3.17, and Table 3.8. Only paramagnetic solutions are considered. 
By increasing the value of re, the value of < > increases and the value of 
decreases, and leads to a lower binding energy and higher intensity of the satellite as 
shown in Figure 3.17. This agrees with experimental observation. Figure 3.18 shows 
the extended valence band spectra for YBa2Cu^0Q g and YBa2Cu^0Q 25 Crystal 
measured by Arko et  al .  [93] .  The binding energy of  the  satel l i te  of  YBa2Cu^0^ 9,  
which has more holes in the Cu02 plane, is lower than that of FBo2Cu3C>g 25- We 
note that much of the experimental spectra which is evident between 6eV and Ep 
comes from the Cu and oxygen bands which were not considered in our model. 
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Figure 3.16: The comparison of the total density of states for A = 4.6eF, 3.6eF, and 
2.6ey (a) antiferromagnetic solution at n = 1.0, (b) paramagnetic 
solution at n = 1.1. The other parameters are as given in Table 3.1 
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Table 3.7: Comparison of the POMF results for different values of A. The other 
parameters are the same as in Table 3.1 
AF solution (n=1.0) PM solution (n=l.l) 
A < "Cu > <  S z >  \/< > Eg <^Cu > \/<S| 
(eF) (e) W) (e) 
4.6 0.784 0.749 0.879 2.86 0.788 0.834 
3.6 0.708 0.654 0.832 1.97 0.700 0.784 
2.6 0.604 0.509 0.763 1.07 0.596 0.727 
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Figure 3.17: The comparison of the total density of states of paramagnetic solution 
for n = 0.8,0.9,1.0,1.1, and 1.2. Parameters are the same as in Table 
3.1 
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Figure 3.18: The extended valence band spectra for YBa2Cu^0Q^g and 
YBa2Cu20Q^25 Crystal measured by Arko et al. (Réf. 93) 
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Table 3.8: The >, self-energy for a single occupied state on the Cu 
site, and the self energy for a double occupied state on the Cu site for 
the paramagnetic solution calculated using the POMF approximation for 
different hole concentrations. The parameters are the same as in Table 
3.1 
n 0.8 0.9 1.0 1.1 1.2 
< ^ C u â >  0.245 0.280 0.314 0.350 0.385 
^Cucr 0.500 0.533 0.560 0.583 0.599 
0.662 0.740 0.816 0.897 0.974 
2.041 1.904 1.783 1.666 1.556 
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Discussion 
We have used a projection operator method to study the one-band Hubbard 
model and the three-band Hubbard model, and compared the results to those cal­
culated using the HF approximation, the Hubbard I approximation, and Quantum 
Monte Carlo similation. We find our method gives better results than those of the 
HF approximation and the Hubbard I approximation. The excellent agreement with 
QMC results encouraged us to further examine the parameters for the Cu02 plane. 
Therefore, we used the parameters determined by the constrained local density func­
tional method [83] to study the Cu02 plane with the POMF method. We obtained an 
antiferromagnetic insulator ground state with magnetic moment and band gap given 
by 0.65/ig and 2.0eF which is in good agreement with experiment [89, 90, 91, 92]. 
The value of \f< > is given by 0.83/i^. Thus spin fluctuations are quite strong. 
magnetism by hole doping is faster than that by electron doping. The long range 
magnetic ordering disappears at 8 equal to 0.3 for hole doping and 0.4 for electron 
doping. This is too large compared with experimental measurements, which suggest 
By study of the paramagnetic solution of the Cu02 plane at n = 1.1, we obtain a 
reasonable description of the normal state properties of the High Tc superconducting 
materials.  There are two key features in the total  density of states,  around 5eV 
and 13eF below the Fermi level, which correspond with experiment [93]. The 13eF 
feature is the satellite of the Cu band, which is a consequence of strong electron 
correlations. The y < S| > with small doping, ti = 1.1, in the paramagnetic solution 
is given by 0.78/ig, which indicates that the local moments are preserved when the 
showed the suppression of the antiferro-
S = 0.03 for Xa2_j;5aiBC«C>4_j^ [64, 94, 95]. 
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long range magnetic ordering is destroyed by a small amount of doping. This is 
again in agreement with experimental observation [92]. When holes are doped to 
the system away from half-filling they go mainly to oxygen sites, 110% for the PM 
solution and 67% for the AF solution in our calculation [82]. This also agrees with 
experimental observation [91]. We also show that the {7^^ strongly favors the FM 
solution, and the value of should be small in order to prevent the FM ground 
state. The amount of oxgyen 2p admixture into the Cu 3d conduction bands is 
reduced by strong correlation effect as caused by larger U. The contribution of the 
oxgyen sites to the induced ferromagnetic form factor is smaller than 30% which is 
consistent with experiment [70, 71]. 
Finally, we studied the effect on the solution of each parameter. Our results 
show that increasing (7^, Up, (7^^, and A enhances the antiferromagnetism, and in­
creasing (jp and tp depresses the antiferromagneism. Nevertheness, due to the small 
hole occupation of oxygen orbitals, the effect on the solution of Up is very small. We 
show that the binding energy of the satellite is enhanced by increasing the values of 
t^p and tp, and depressed by increasing the value of A. We also studied the effect on 
the satellite of hole concentration. We found the binding energy of the satellite de­
creases and its intensity increases as the hole concentration increases, which is again 
in agreement with experimental observation [93]. 
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CHAPTER 4. CONCLUDING REMARKS 
We have used the LSDA to study the electronic and magnetic properties of 
La2CuO^ and the related materials. The results of our studies demonstrated that 
the LSDA does not give a satisfactory solution for these systems. The failure is 
mainly caused by strong correlation effects. The LSDA can not handle the correlation 
accurately. 
The extended Hubbard model plays a central role in the theoretical study of 
strongly correlated systems. Although the model is simple, its exact solutions are 
available only for very low [96] (d = 1) or very high [97] {d = oo) dimensions. 
Quantum Monte Carlo (QMC) simulations are believed to be the most powerful and 
accurate method to study the extended Hubbard model. However, it is presently 
restricted to finite lattices, finite temperatures, and very large computers. On the 
other hand, the POMF method, presented in Chapter 3, has the desirable features 
that it can be generalized all the way to many atoms per unit cell with a, p, and 
d orbitals included, and requires very small computer effort. We have shown that 
the POMF results are in excellent agreement with recent QMC results. Therfore, we 
conclude that the POMF method can give a resonable solution for extended Hubbard 
models. 
Although the LSDA fails to give a correct ground state for strongly correlated 
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systems, it is believed that LSDA can provide realistic values for the parameters of 
the extended Hubbard Hamiltonians [98, 99, 100). A. K. McMahan el at [85] have 
developed a constrained local density functional technique to calculate individual 
parameters for states of arbitrary localization. Their results for La2CuO^ are con­
sistent with those obtained from Mark S. Hybertsen el at. [83] except they included 
more orbitals in their Hubbard Hamiltonian. The results of our studis show that 
these parameters give a reasonable description for La2CuO^. Although the three-
band Hubbard model is a very rough approximation for La2CuO/^, it does gives some 
important features which are in agreement with experiment and can not be obtained 
by LSDA. With the use of the POMF approximation, we obtained an antiferromag-
netic insulating ground state with reasonable band gap and magnetic moment, the 
satellite peak around 13 eV below Fermi level, holes introduced by the doping go 
mainly to oxygen sites, and the local moments, \J< S'z >, are preserved when the 
long range magnetic ordering is destroyed by a small amount of doping. All these 
results are in agreement with the experiment and are not adequately described by 
the LSDA. Therefore, the POMF approximation together with the constrained local 
density functional technique may provide a reasonable first principle self-consistent 
method to study strongly correlated systems. 
There are, however, several negative aspects in our method. Firstly, Luttinger's 
theorem [101] is not fulfilled in our method. Secondly, there is an inconsisency in our 
solution, i.e. the calculated value of < > is nozero, but it should be equal to 
zero exactly. Since these expectation values are not explicitly used in the calculation, 
maybe we need not worry about them too much. From the good agreement between 
our results and QMC results, we are encouraged to believe our results are reasonable. 
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Finally, the lifetime effects are not taken into account in our method, and inclusion 
of the dynamic properties in the calculation may be required for further progress. 
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