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Abstract 
We present local representations of quartic and biquartic splines which use the function (or mean) values and the 
values (mean values) of the first derivatives. Continuity conditions are expressed as recurrence relations for these 
parameters. We complete such systems of equations with proper boundary conditions inan adequate r formulation. We 
then repeatedly use the one-dimensional algorithm obtained in an algorithm for the two-dimensional problem. 
Keywords: Quartic and biquartic interpolatory splines; Function values and mean values spline interpolation on 
a rectangular mesh 
1. Statement of the problem 
Let us have a knot  set (Ax) = {Xo < xl < ... 
denote by .~4(Ax) the linear space of all 
d im~4(Ax)  = n + 5. Given the values {gi, 
problems for quartic splines: 
F ind s(x) ~ ~e4(Ax), which 
< xn < xn ÷ 1 } with hi = xi + 1 - xl on the x-axis and 
quartic polynomial  splines s(x) on (Ax) with 
i=  0(1)n}, we can formulate the following two 
(FVI) either interpolates the function values gl = s(ti) at the points ti, x~ < tl < x~+ 1, 
(MVI) or attains (interpolates) the mean values gi = (1/hl)Sx~ ' s(x)dx on the intervals 
(xi ,  xi+ x), i = 0(1)n. 
Similar problems can be stated in two variables, where we further introduce the knot  set 
(Ay)= {Yo <Y l  < "'" <Ym <Ym÷~} in the y-variable with points of interpolation vj, 
y j<v~<yj÷l ,  j=0(1)m,  k j=y j+ l -y j .  Let us set (A ) = (A x) x (A y), D=(xo ,  x ,+ l>X(yo ,  
Ym + ~ ), Dii = ( xl, xi + 1 ) x (y  j, yi + ~ ). Denoting by La44 (A) the linear space of all biquartic splines 
on (A), we have dim -~44 (A) = (n + 5)(m + 5). Given the values {go, i = 0(1)n,j  = 0(1)m}, we state 
two problems of construction of the spline s(x, y) ~ -~44(A) which 
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(FVI) interpolates the function values 9u = s( t~,  vj) at the points of interpolation 
i = 0(1)n, j  = 0(1)m; 
(MVI) attains the mean values glj = (1/hikj) So,j s(x, y)dx dy over every Dij. 
(tl, vj), 
Remark 1.1. The location of the points of interpolation inside the intervals (Xi, Xi+ 1) (rectangles 
Du) brings some symmetry and stability into the problem in a similar way as with quadratic splines 
E2, 5]. 
The form of the solution of the problems mentioned epends on the choice of local parameters of 
the spline under investigation. The B-spline global representation can be used to solve these 
problems. We use an appropriate local representation of the spline in the following. 
2. Local representations of quartic splines 
2.1. One-dimensional quartic splines 
The Taylor polynomial (TP) representation with five local parameters i  often used for a quartic 
spline over the interval (x~, xi + 1 ) (e.g. in [5]). We use the Hermite polynomial (HP) representation 
for (FVI) 
s(x) = O(u)gl + ¢po(U)Si + q91 (u)si+ l + hi[cp~ (u)ml + ¢pl(u)mi+ 1] (1) 
with si = s(xi), 91 = s(ti), mi = s' (xl), u = (x - xl)/hi, ~, ¢Po, ¢Pl, ¢P~, ¢Pl - basis functions for the 
Hermite interpolation. In the often used semiequidistant case ( t~-  x~ = hd2) we obtain the 
representation 
s(x) = 16u2(1 - u)29i + (1 - u) 2 (1 + 4u)(1 - 2u)si + u 2 (1 - 2u) (4u-  5)si+1 
+ hiu(u - 1)(2u -1 ) [ (1  - u)mi + umi+l] .  (2) 
In the problem of (MVI) we can use a similar representation (MP) 
s(x) = 30u2(1 - u)29i + (1 - u)2(5u + 1)(1 - 3u)sl + u2(6 - 5u)(3u - 2)si+l 
+ ½hlu(u - 1)[(u - 1)(2 - 5u)mi -F U(5U -- 3)mi+1]; (3) 
shortly, with the mentioned basis functions t~, ~Jo, ~O~, ~O~, ~0~ of this problem, 
s(x) = ~(u)gi + ~Jo(U)Si + ~l(u)si+x + hi[qJ~(u)mi + t/J~ (u)mi+x]. (4) 
2.2. Biquartic splines 
In the (TP) form, 25 local parameters of a biquartic spline on a subrectangle D u are concentrated 
at one point of every D u. The local parametrizations (HP), (MP) allow us to use more symmetric 
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local parametrizations on D~j (with some parameters common to the neighbouring rectangles). In 
the (FVI) problem we use the following local parameters: 
(FVP) 
values s, s 10, s O1, s 11 
si,j+ = s(xi, v~), 
Si+,j+ 1 = s(t i ,  Yj+ 1 ), 
01 = sO1 (ti, yj) ,  Si+,j 
at the four corners of  Dij ,  
Si+ l , j+ = S(Xi+ I, Vj), 
10 = s IO(x i ,  Vj), Si,j+ 
01 -- sOl(t i ,  1), Si+,j+ 1 -- Yj+ 
(s u = Os k + t/Oxk~3yl) (see Fig. l(a)). 
si+ j = s ( t .  yj),  
lO Si+ l . j+ = s IO(x i+ I ,  1)j), 
g~j = s ( t .  vj). 
With these parameters we can write the local representation over D~j in the matrix form 
s (x, y) = u' (v) T tT~j q, (u) 
with u = (x - x i ) /hi ,  v = (y  - y j ) /k j ,  
-¢ (v )  - 
~Oo (Vl 
~O(V) = ~01 (V 1 
1 q~o (v~ 
~o ~ (vl 
Gij = 
D 
10 10 
~ij Sij+ Si+ l , j+ Si, j+ Si+ l , j+ 
10 10 
Si +, j Sij Si + 1, j Sij Si + 1, j 
10 lO 
Si+,j+ l Si,j+ l Si+ l , j+ l Si, j+ l Si+ l , j+ l 
O1 O1 Ol 11 11 
Si+,j  Sij Si+ l , j  Sij Si+ l , j  
O1 01 01 11 11 
Si+, j+l  Si, j+ l  S i+ l , j+ l  Si, j+ l  S i+ l , j+ l  
(5) 
(6) 
which reflects the repeated use of the one-dimensional algorithms in computing the value s(x,  y). 
In the case of the mean value interpolation we denote by 
xsi(y) = xs(xi ,  y) = hii s(x, y)dx,  ysj(x) = ys(x, yj) = s(x, y )dy  
i ' j 
(7) 
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the one-dimensional mean values of s, which are quartic splines with the mean values gq and 
derivatives xs °1 (xi, y), ysl°(x,  y j). The following local parameters ( ee Fig. l(b)), (MVP): 
- -values of s, s 1°, s °1, s 11 at the four corners of D~j, 
- -values of xs, xs °1, ys, ys 1° on horizontal and vertical parts of the boundary of D~, 
- - the  mean value gij, 
are then used in the matrix notation for the local representation 
s(x, y) = ~(v) T C, Od/(u) 
with 
(8) 
~(u) 
Oo(U) 
(u) = ~1 (u) 
¢,o~(u) 
~d(u) 
m 
~ij ysij ysi + 1, j ys~ ° 1 o ysi+ 1,j 
lO XSij Sij Si + 1, j Si 10 Si + 1, j 
10 10 
XSi, j+l Si,j+l Si+l, j+l  Si, j+l  Si+l , j+l  
01 11 11 xsO) Si 01 St+ 1,j Sij Si+ 1,j 
01 01 01 11 11 
XSi, j+I Si, j+l Si+l , j+l  Si, j+l Si+l, j+l 
B 
(9) 
where ysi+ 1.j = ys(xi+ 1, yj), xs °1 = xs°l (x i ,  yg) and similarly. 
3. Continuity conditions 
3.1. Continuity conditions for  quartic splines 
The explicit form of continuity conditions (CC in the following) for the quartic spline 
(CC) s~J)(xi - O) = s~J)(xl + 0), j = 0(1)3, i = l(1)n, 
depends on the local representation chosen. Using symbolic omputing facilities we can express CC 
as linear recurrence relations for various local parameters of the spline (see e.g. [4]). The general 
type of recurrences will be used in the following: 
al-2s,-2 + al-1 s,_ l  + a~s, + a~+l s, +1 + ai+ 2s, +2 
=bl -2g , -2  + b[ - lg i -1  -F b~g, + b[+lg i+l ,  (s, g) 
a~- 2mi-  2 + a~- l mi -1  + a~mi d- a~+ l mi+ l + a~+ 2mi+ 2 
= bl_2gi_2 + b[_ lg i_ l  + blgi + blo+lgi+l, (m, g) 
i = 2(1)n - 1, 
where 
si = s(xi), mi = s'(x~), gi = s(ti) in the case of (FVI), 
1 I f  '÷1 Oi = ~ , s (x)dx in the case of(MVI), 
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and with the coefficients aj, bj depending on the geometry of the mesh and type of the problem only. 
(Let us mention that such recurrences for the fourth derivatives of a spline were used e.g. in I'1, 2].) 
In the case of an equidistant mesh (hl = h, tl = xl + hi2) we obtain 
384(si-2 + 76si-1 + 230si + 76si+1 + si+2) = (gi-2 + l lgi-1 + llgl + gi+l), (10) 
1 1 
38---4 (mi-2 + 76mi_ 1 + 230mi + 76mi+ 1+ mi÷ 2) = -~ ( --gi-a - 3gi_ 1 + 3gi + gi÷l), (11) 
in the case of (FVI) and similarly for (MVI) the recurrence 
120 (Sl-2 + 26si-1 + 66si + 26si+1 + si+2) = (gi-2 + l lgi-1 + llgi + gi+l), (12) 
120(m~_2 + 26m~_1 + 66mi + 26mi+~ + mi+2) = (--gi-2 - 3gi-~ + 3gi + g~+l)- (13) 
(let us mention equal coefficients in that case). 
3.2. Continuity conditions for biquartic splines 
In the problem of (FVI) by a biquartic spline s (x, y) the functions 
- - s (x ,  Yi), s(x, vj), s°l(x, yj), s °1 (x, v~) are quartic splines on (Ax), 
- -s(x i ,  y), s(ti, y), sl°(xi, y), sl°(ti, y) are quartic splines on (Ay). 
Similarly in the problem of (MVI) the functions 
- -s (x ,  yj), ys(x, y~) are quartic splines on (Ax), 
- -s(x i ,  y), xs(xi, y) are quartic splines on (Ay). 
The system of continuity conditions for these one-dimensional splines on vertical and horizontal 
lines of (A) yield the CC for the biquartic spline s(x, y) we search. 
4. Boundary conditions and computational algorithms 
4.1. Quartic splines 
Given gi, i = 0(1)n, we have four free parameters at our disposal - some boundary conditions 
(BC) are mostly used. Let us consider BC with So, sn ÷ 1, mo, mn÷ 1 given. The (s, g)-recurrence from 
Section 3.1 forms a system of n -  2 equations with n unknown parameters st, i=  l(1)n. We 
complete this system expressing the BC s'(xo) = mo as the first equation 
1 1 
1728 (1000sl + 305S2 + 4S3) = ~ ( -419So - 90hmo + 944go + 720gl + 6492) (14) 
in the equidistant case of (FVI) and similarly for the case of (MVI) as 
1 1 
4}0 (227sl + 79s2 + 3s3)=4-~ (235go + 170gl - l l l so -  16hmo). (15) 
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Similarly we obtain the last equation from the BC s'(x,+ 1) = m,+ 1. In this way, we have 
to solve the five-diagonal system of linear equations of the (s, 9) type for parameters si - we 
call it the (s, 9)-algorithm. The parameters mi can be computed from substitutions, or by 
solving another five-diagonal system of equations which we can obtain by completing the CC 
of the type (m, 9) (we call it the (m, 9)-algorithm). It is possible to treat other types of BC in a 
similar way. 
4.2. B iquar t i c  sp l ines  
4.2.1. In terpo la t ion  o f  funct ion  va lues  
We demonstrate he algorithm in case when 4(n + 1) + 4(m +1)  + 16 free parameters ofs(x, y) 
are prescribed as the following BC (see (FVP) for the notation): 
10 10  4(m + 1) values So, j+,  Sn+l , j+ ,  So, j+,  Sn+l,j+,j = O(1)m, 
(BCFV) 01 O1 4(n + 1) values si+,o,  s i+ ,m+l ,  Si+,o, S i+,m+l ,  i = O(1)n, 
16 va lues  sij, si~ °,  si ° ' ,  s,~ a, i=0 ,  n+ 1 , j=0,  m+ 1. 
We describe the computation of all local parameters (FVP) of s (x ,  y) in the steps of Algorithm 
FVI2D, given in Table 1. 
Table 1 
Algorithm FVI2D 
Step Compute On lines Use 1D-alg. Applied to 
1 Sio, si. m + 1 Y = Yo, Ym + 1 (BCFV) (s, g) s 
SOj ~ Sn+ l .  j X ~ XO~ Xn+ 1 
2 s XO, lo si. m + 1 Y = Yo, Ym + 1 (BCFV) (m, g) s 
10 10 
SOj ~ Sn+l .  j X ~ XO~ Xn+ 1 
3 sl.j+ + si+.j y = Vj, X = t i gi, Steps 1-2 (s, 9) s 
4 sij y = yj (x = xi) Steps 1-3 .(s, 9) s 
10 10 5 si~ , si.j+ y = yy, y = vj Steps 2-3 (m, 9) s 
01 Ol  
Sij , S i+ . j  X -~- X i ,  X ~ t l  
6 si~ 1 x = xi, i = 0, n + 1 (BCFV) (m, 9) st° 
i = l(1)n Step 2 
y=yj ,  j=O,m+l  Step5 s °1 
j = l(l)m 
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Table 2 
Algorithm MVI2D 
235 
Step Compute On lines Use 1D-alg. Applied to 
1 Sio, si. m + l Y = Yo, Ym + 1 (BCMV)  (s, g) s 
Soy, sn+ l.j x = Xo, x.+ 1 (BCMV) 
O1 sO1 
2 SiO01,Si,m+l Y = YO, Y.+I (BCMV) (s,g) 
lo lO (BCMV) s 1° SOj ~ Sn+ l, j X ~ XO~ Xn+ 1 
3 ysij Y = Yj gi, (BCMV) (s, #) ys 
XSi j  X = X i XS 
4 ys~ ° Y = Yj gi, (BCMV) (m, y) ys 
xsg.  lJl X ~ X i XS 
5 s,-~ y = yj Steps 1, 3 (s, g) s(x, yj) 
(x = xi) (s(xi, y) ) 
6 si~ ° x = xi Steps 2, 4 (s, 9) sX° 
Ol sOl 
Sij Y = y j  
7 si~ 1 i = 0, n + 1 Step 4 (BCMV) (m, #) s °l, s 1° 
j=0 ,  m+l  
8 si~ 1 x = xi (y = y~) Steps 4, 7 (m, g) s 1° (s °1) 
4.2.2. Mean value interpolat ion 
Let us describe the algorithm for computat ion of all parameters (MVP) in the case of (MVI) from 
the following boundary  conditions: 
4(n + 1) 1D mean values XSio, xSi, m+ 1, XS°o 1, Ol XSi, m+l,  i = O(1)n, 
10 10 (BCMV) 4(m + 1) 1D mean values ysor, ys .+ l , j ,  ysor ,  ys .+ l , j , j  = 0(1)m, 
16 values sir, s~ °, sir°l, s/~l, i = 0, n + 1,j  = 0, m + 1. 
Using repeatedly the one-dimensional gorithms (s, g), (m, g) from Section 4.1, we realize the 
steps of Algorithm MVI2D,  given in Table 2. 
Remark 4.1. We can use some variants from the algorithm FVI2D in steps 7 and 8. 
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