The invariance principle, introduced by LaSalle [40] and subsequentlygeneralized by Hale [34] , gives information on the structure of w-limit sets in dynamical systems possessing a Liapunov function, and the principle and related methods have been used to determine the asymptotic behavior of solutions to a wide variety of evolution equations (see Kefs. [4, 10, 17-19, 23-29, 34, 48, 51, 55, 561) . The principle has been extended by Dafermos [24] to compact processes, a special class of nonautonomous systems, including, in particular, dynamical and asymptotically dynamical systems, periodic, almost periodic, asymptotically periodic, and asymptotically almost periodic processes. In this paper we describe and apply some modified versions of the invariance principle for a class of nonautonomous systems which we call generulized processes. A generalized process is a natural extension of the concept of a process to evolutionary systems whose solutions for given initial data are not, or are not known to be, unique. ilside from treating nonuniqueness, this paper significantly weakens two hypotheses which are customarily made in connection with the invariance principle, namely, that the Liapunov function I' be (i) continuous with respect to convergence in the phase space, and (ii) nonincreasing along solution paths.
The need for weakening (i) ma! be seen from the problem of proving that all weak solutions zc (.v It is not obvious that the positive orbitCl((gl) 1 (JtE,& i l'(t)+ is precompact in X for each + E S. Since precompactness of If ! (4) . is essential for the existence of a nonempty w-limit set it is tempting to give S the weak topology, since then it follows from (1.2) that // T(t)+ (lx is bounded for t E .%'k, so that 8+(+) is sequentially weakly precompact. Unfortunately, however, 1~. is not sequentially weakly continuous, and hence the standard invariance principle arguments break down. This difficulty was overcome in a similar problem in [4] , but in the present paper a different remedy is adopted which is more amenable to abstract generalization;
in place of continuity conditions on C7 itself we substitute lower semicontinuity or related conditions on the change in 1~-in fixed time along solution paths. For example, it is easily seen from (1.2) that the function + -P I'(+) ~ V( T(t)+) is sequentially weakly lower semicontinuous on X for each t E d-. -4 less obvious property of 1; is that if $,7 5 4, and if C-(4,,) -
V(T(t)&,) ---f 0 for some t > 0, then I'(+,,) -V(i(4)
. These two properties are special cases of the general conditions discussed in this paper. In the case of (1.1) our results imply that T(t)+ tends to zero (strongly) in S as t -a3 for any 4 E A*.
In other examples we obtain convergence to some one of a number of steadystate solutions. It should be noted that Dafermos [25] has proved an interesting invariance principle for uniform compact processes on a metric space under the assumption that I' itself be lower semicontinuous; simple examples for ordinary differential equations in 9'" show, however, that this result does not extend to compact processes in general. The need for weakening hypothesis (ii), that I-be nonincreasing along solution paths, is illustrated by the problem of determining the asymptotic behavior of solutions of nonautonomous equations that in some sense become autonomous as t + co. Under appropriate conditions such equations generate an asymptotically generalized flow (cf. Section 3) on a suitable function space. It may then happen that the autonomous equation possesses a Liapunov function, I', which is nonincreasing along solution paths of the autonomous equation, but which may increase along solution paths of the nonautonomous equation. In such cases the rate of increase of V(t) for large t is not arbitrary, but is restricted by the requirement that the nonautonomous equation is asymptotically autonomous Typically the following condition holds, that for any s F .JAl
Under conditions of this type, and under hypotheses such as those discussed in the previous paragraph, our results have the following flavor: For the given solution there exists an interval 1 of real numbers such that for each 7 .: I there is an orbit in the w-limit set on which I' takes the constant value y. In general, as is shown in Section 4 hv examples of ordinary differential equations in .A'", cmc cannot conclude that I. is constant on everv orbit in the w-limit set. If, howe\ cl-, it is known that there arc only finitely many orbits on which V is constant, or if' certain other conditions hold, then stronger results may be obtained. ('ondition (1.3) was motivated by work of JIall and Peletier [J I], who considered the asymptotic behavior of solutions of the one-dimensional heat equation with asymptotically autonomous nonlinear boundary conditions. In [I J] an invariance principle was established for asvmptoticallv dynamical systems d&cd on a metric space, possessing a continuous Liapuno\-function I ', and with onl! a finite number of rest points. The main idea of the proof is used in this paper. Even for continuous I -, however. the results presented here impto\-e those in [ 1 I] by weakening other continuity requirements, by allowing for nonuniqueness of solutions, and b\, giving information when there arc infinitely manv rest points.
'J-he plan of the paper is as follows. In Section 2 we prove the abstract results for nonlinear semigroups defined on a limit space. In Section 3 vvc combine dev-ices of Dafermos [27] and Sell [50] to deduce corresponding results for generalized processes possessing an asymptotic hull. In Section 4 the results for asymptotically generalized flows are applied to ordinarl-differential equations in /P. Using work of Artstein [I] we give conditions under which cl-cry bounded solution tends to a rest point as t ---+ a. In Section 5 w-e Jnove analogous results for weak solutions of operator equations of the form where A is the generator of a strongly continuous semigroup T(t) of bounded linear operators on a Banach space X, and where f: S \,' 9 --f S is a nonlinear function which stabilizes as f -CC to an autonomous functionj A---+ .V in the sense that .I I
for every bounded subset G of S. IJse is made of a result (cf. Balakrishnan [57] , Ball [S] ) which establishes the equivalence between weak solutions of (1.4) and solutions of the integral equation
The discussion is divided into two cases.
In Subsection (a) we consider the case when T(t) is compact for f 'Y 0 and ,f is continuous in u. Under further natural hypotheses, and for the case when the autonomous equation zi --= Al +f (u) (1.7)
possesses a continuous Liapunov function I _ : S + .ti, we determine the asymptotic behavior of weak solutions of (1.4). Th e necessary existence theor\ for (1.4) and (1.7) is due to Pazy [43] , and some improvements of his results are described. The theory is applied to parabolic initial boundary value problems of the form Uf = Au +<y(u, t), srn, t s, u j&l -I 0, u jlsu prescribed, (1.8)
where Q c .Y" is a bounded open set, and where g(u, t) stabilizes as t -0; to an autonomous functiong(u).
In Subsection (b) we consider the case when S is reflexive andfis sequentially weakly continuous with respect to u. In this case it is necessary for applications to consider Liapunov functions which are not sequentially weakly continuous, so that the full strength of the abstract theory is required. Under further hypotheses an existence and continuation theorem is proved for (1.4) using the SchauderTychonov fixed point theorem; the theorem extends similar results for the case of an ordinary differential equation in a Banach space (=1 == 0) due to Chow and Schuur [21] , Fitzgibbon [33] , and Knight [36] . S imilar results to those in subsection (a) are proved concerning the asymptotic behavior of solutions of (1.4) when (1.7) possesses a Liapunov function. The theory is specialized further to an abstract damped nonlinear wave equation 6 -;-. But f F(w, zi,, t) =-0, (1 9) where B is a densely defined positive self-adjoint operator on a real Hilbert space H with B-l compact, and where F: D(B'/") x H x %' + H. Fairly strong conditions are imposed on the asymptotic form of F as t + CD. Two special cases of (I .9) are discussed in detail. The first is the nonlinear hyperbolic initial boundary value problem zctt + a(w, t) wt -Aus +-+(zc, t) ::-0, x E !2, f :r s, 20 /?I? .= 0, zc /I.Y-E and zct I,-,< prescribed.
(1.10)
The second is an initial boundary value problem for a nonautonomous version of a rod equation discussed by Ball [3-51, namely, 'l-he existence and continuation theorems for (1.4) h ave applications to pro\-ing rigorous blow-up theorems for certain nonlinear partial differential equations: these results will appear in [9] .
INVARIANCE PRmcwLEs FOR NONLINEAR SEMIGROXJPS
In this section we shall be concerned with nonlinear semigroups defined on a set .'T. \l'e shall suppose that 3' forms a limit space (see below); this turns out to be more convenient, as well as more general, than assuming .!T to be a topological space. A similar point of view in a dynamical systems context has been adopted by I,aSalle [40] . hkanzple. If I' is a topological space then X forms a limit space in which convergence is the usual convergence of sequences in the topology of .1'.
We now make a number of definitions. Each has a natural topological counterpart, but the reader is warned that if .?" is a topological space, then in general none of the terms defined below have their usual topological meanings.
DEFINITIONS.
A limit space Y is Hausdorff if each convergent sequence has precisely one limit.
If .'x' is a limit space and =I c :f then d is precompact if any sequence in &-I has a subsequence con\-crying to a point of 3; if B C !K then the closure of R is defined by 'ZfB -~ [,Y t 3': there exists (s,,] r B with x,, 5 x].
A map f :
If('y). 4 real-valued functionCy defined on a limit space 3 is lower semicontinuous if s,; 5 s implies g(r) .< h,,..., ~y(.vn).
Let 3" be a limit space. Let T(.) be a semigroup on .CE', that is a family of continuous maps T(t): 3" --f X, t E .Y?+, satisfying (i) T(0) == identity, (ii) T(s -f-t) =-T(s) T(t) for all s, t E d! . Let V: 3-t Y?.
For (I, E X define the positive orbit through # by (9 +($J) zf (Jtt,# i-T(t)$, the w-limit set of Q!I by ~(4) =m: (C/J E 3': there exists a sequence t, ---f 03 such that T(t,)ql' -%+}, and the 1' w-limit set of z,A by my($) x= (4 E b: there exists a sequence t,, ---f co such that T(t,<)$ 5 4 and I'( T(t,,)$) --f t'(+)j.
Clearly ~"(4) C w($) for any # t Z", with equality if 17 is continuous.
A subset A of 9" is said to be positively invariant if T(t)a c A for all t E 9 1, and inerariunt if T(t)A = A for all t E 9?+. An invariant set consisting of a single point is called a rest point.
Various forms of the following basic lemma are given in [13, 27, 34, 4 .01. The proof, though well known, is included for the convenience of the reader.
LEMMA 2.1. w(G) is positively invariant for each 4 E .p'. If G*(#) is precompact then w($) is nonempty, and if in addition ?!" is Hausdorff, then w(#) is invariant.
Proof.
Let $ E w(#J), t E 9'. Th ere exists t,, + cc such that T(t,,)t,b 5 $. It follows from the continuity of T(t) that T(t f t,,)+ -2 T(t) T(t,,)$ 5 T(t)+, so that T(t)+ E w(4). Hence w(#) is positively invariant. Let d i (4) be precompact and let X be Hausdorff. Clearly ~(4) is nonempty. Let (b E w(Q!J), t,, 3 co, T(tn)# 14, t E S?-. By the precompactness of Cc-(#) there exist a subsequence t, of t, and an element x E w(I,!J) such that T(t, -t)t,,b 5 x. Hence T(t,,)J, Z'(t) T(t, -t)# 4 T(t),y. Thus T(t)x = 4, so that w($) is invariant. Proof. Let t, -+ 03, T(tn)# 5 (6, t E W+. Then T(t,, + t)# -% T(t)+, so that by (A,) we obtain
The result follows since ~(4) is positively invariant. 1s 1 ower semicontinuous on Y. Under this assumption, however, it is not so easy to deduce Theorem 3.5 from Theorem 2.2.
For y E g let l&, = (4 E .Y: V(T(t)4) = y for all t E W-r-}. subset of & , so that by condition (U,) we haw I-(T(t,, T)$) -C-(T(T)+) y, 'I'hus wV($) n AZ.,, is nonempty. Suppose ,E =~ ma, (CY -c('). Let ;t., / be the sequence in the lemma corresponding to y cc (y cn). 'I'hc same argument as above shows that there is an elementrX F ~(4) with I(T(t,,)$) -* I ~(a), which is a contradiction. Then -under the hypotheses of 'I'heorem 23(i) we deduce that 'I 6, so that by Theorem 2.3(ii), o($) or, C-JI, If, further, it is known that ,l,I, consists only of a finite number of points, and if the map t ---+ T(t){ I J is continuous on 9 (so that ~ (4) 
is connecyd), then it follows that ~(4) consists of a single rest point d,, and that T(t)+ --t $, V( T(r)/,) 4 r .($I) as t ---F x.
Let S be a limit space. For simplicity we suppose that S is Hausdorlf. Lye denote bv S"* the set of all maps 4: .X-+.;I: and give Sye' the limit space structure of pointwise convergence, i.e., +,, -< + if and only if Q,,(f) L:",(t) for all t E .X If 4 E S" and T E ./A the r-franslate +T of 4 is defined by (oT(t)
cenote the set of all subsets of S," 13wmmoN. Al map G: .B + .-l(AT) is a ~~ene~olizetl pm-ess on .\ if the following properties arc satisfied:
(ii) If .r' t .'A and (6,, c G(s) with 4,,(O) con\-crgent then thcrc exist 4, cm C(z) and a subsequence Q,, of (hli such that 4,' c% d.
A function d, i; G(s) with a(O)
.Y is called a path originating at (s. .x). A generalizctl process G which is a constant (ix., G(s) G(t) for all S, t. r:-Y) is called a generalized flow. I,et 2," denote the set of all subsets of .V. If C; is a generalized process on .\-1%~ ma!-define a corresponding family of operators Xote that equality need not hold in (3.3) since if s E .9, T E .X., 4 E G(s), Q!J E G(s -i T), and $(T) == C/J(O), th en the function 4 defined by d(t) = a(t) for 0 < t < 7,$(t) = #(t -T) for t > T need not belong to G(s). Thus the definition of a generalized process allows for a type of history dependence. Sate also that it follows from the definition that if E is precompact then 1 .(,(t, s)Z: is precompact for each t E .%'I, s E .%, .Y E S.
If G is a generalized process such that for each s E .#, s E S there is precisely one path originating at (s, X) then G is called a process. If G is a process then for each s E .%', .v E -\-, and t E .& the set Lj-,(t, s)s consists of a single point, so that Lr,;(t, s) induces a map from *IV into S. Furthermore equalit!-holds in (3.2) and (3.3).
Our definition of a generalized process is but one of a number of wa!-s to give an abstract framework for nonautonomous systems with possibly nonunique solutions. For a survey of other methods see Bushaw [ 161. Of particular interest is the work of Barbashin [ 12] on autonomous systems, extended and cicv eloped by Bronstein [14] , Budak [15] 
S(t)G ~= (;, (
It follows from the definitions that S(.) d fi e nes a semigroup, the semi@oup of translates, on 2, and that T(.) d fi e nes a semigroup, the semigroup associated with G and X, on F[.F].
Note that the sequential continuity of S(.) and T(.) for 1 E .JA is immediate.
Since ;iy is a hull of G, the positive orbit through G of S(,) is precompact in .X. The w-limit set is denoted Y',. and is called the asymptotic hull of G in sy'. Xote that, by Lemma 2.1, *V: is positively invariant under S'(.), and that if iy' is HausdorR (with respect to convergence in 9) then Y, is invariant under S(.). The rest of the theorem foIlows similarly, using Lemmas 2.1, 3.2, and 3.3. 1 Let I,': 9 x S---f 9. M'e suppose that for each G E Z there exists a function VG: .% x X --, 9 such that for any sequence s, in d that is bounded below and is such that G,v,, s G, and for any t E 99, x E S, Note that VG,(t, X) = V(t + (r, X) for all 0, t E 9, II E X. DEFINITION. We say that condition (C) is satisfied if and only if whenever tn--ta, G, " 4 (7 E yi", , s E 9, c$,, E G,,C(s), and c$,, z$ C$ E C?(S) then for each t E &'* 'I'IIEOKERI 3.6. Let condition (D) be satisfied, let s E .X, 4 E G(s), let $(W ) be precompact in .I-, and suppose that the rnap t -l I,-(t ~; s, 4(t)) is continuous on (0, 73). Let n l&l, ., C(r ; 5,4(t)), /; lj,,-., V(t -~ s, #J(t)).
(i) Suppose that for each T t: .#- 6) and let /3 -cd.'Thenm -/3' 0) -m and for each y E [a, p] there exists (3 t XL with Q2,.,C(+) n -11.,[G] nonempty.
(ii) Suppose that for each 'r E .P?' In several important cases certain hypotheses of Theorems 3.5, 3.6 may be replaced by simpler ones. We collect these cases together in the next theorem. (ii) Zf condition (C) is satisfied and if Cl&t ~ s, 4(t)) is nonincreasing in t E d i for any s E W, C#I E e(s), then (3.6) f II o OZLS 1 f rom the general hypotheses of Theorem 3.6. In particular (3.7) may be replaced by (3.5).
(iii)
Suppose that each G E Zz is a process. Suppose also that Remark.
The advantage of conditions (C') and (D') is that they arc expressed solely in terms of the limiting processes G, and thus can be easier to verify.
Finally in this section we mention the special case of asymptotically generalized flows.
DEFINITION.
A pair (G, G], where G is a generalized process on X and G is a generalized flow on X, is an asymptoticallygeneralixedJlow if S = (G} v uoc,x G,, is a hull of G and Zm = (G).
If (G, G} is an asymptotically generalized flow then G,q,, z G for any sequence s,, ---+ co. Clearly rc is independent oft, so that J/,: X---f 9.
APPLICATIONS TO ORDINARY DIFFERENTIAL EQUATIONS IN 2'"
Consider the ordinary differential equation in @ s -= f(X, t), (4.1) where f: 9' x 9 + .W' satisfies the Caratheodory conditions, i.e., f is continuous in x for each fixed t, measurable in t for each fixed X, and for each compact K C 92'" there exists a locally integrable function mK such that i.f(.x, t); < m,(t) Proof. We first show that G is a generalized process. Property (i) of the definition is clearly satisfied. To prove (ii) let s E W and let 3c,,: [s, CD) ---f X be solutions of (4.1) satisfying / x=(u)1 < R for all u E [s, co). Let [a, b] C [s, m). By (4.3), assumption (l), and the Arzela-Ascoli theorem the functions x, are precompact in C([a, 61). It follows by a diagonal argument, and by using (4.2) and the dominated convergence theorem, that there exists a subsequence x, of x',, x : [s, co) + X of (4.1), such that x, < x. This proves (ii).
, and a solution A similar proof shows that G is a generalizzd flow. If D',-c in 9? then another equicontinuity argument shows that GO, 2 G, , while if CT, -ok then we deduce using (2) that GU, 5 G. This completes the proof. B THEOREM 4.2. Let v-W ---f & be continuously dzjfeeventiable and satisfy VT(x) .f(x) < Of or a 12 .
x E @. Let s E 9%' and let x: [s, co) --f W" be a bounded solution of (4.1). Let 01 = b,,, v(x(t)), /3 = Et,, r(x(t)). For y E W let .lI, -~--(y E .W: There exists a solution X: A+ -.P of(4.4) such that x(0) J rrnd V(x(t)) =z yfor all t t 2-j. Then Q(x) n iIf.,, is nonempty for each y i-[A, 131.
Proof.
Choose I? _ > 0 large enough so that s t G(s). 11-e apply 'I'heorenr 3.6(i) with TV T C = I,' and + s. By Theorem 3.7(i) conditions C and D are satisfied, and hence by 'I'heorern ?.7(ii) so is (3.6). The result follows. 1 The preceding results should be compared with those of Strauss and Yorke [52, 531 for the case when there is a single rest point.
Finally we give two illustrative examples.
&AiMPLES.
(1) The number of rest points of (4.3) can be finite with every solution of (4.4) converging to some rest point, but a bounded solution of (4.1) may have nontrivial orbits in its Q-limit set.
Consider the system is shown in Fig. 1 . Every solution of (4.7) converges to one of the three rest points (s, , q) = (0, 0), (0, I), (0, -1). H owever, it follows from (4.6) that so that, for example, any solution with initial data on the unit circle has limit set the whole of the unit circle. In this example the autonomous system has no Liapunov function v for which the corresponding sets ;IfY contain only rest points, so that Corollary 4.3 does not apply. Similar examples may be constructed using homoclinic orbits.
(2) Every solution of (4.4) can converge to some rest point, there can exist a Liapunov function lF satisfying the hypotheses of Theorem 4.1, but a bounded solution of (4.1) map-ha\-c nontriv~ial orbits in its limit set. 1 Icrc the trouble arises brcausc the rest points ma\' not be isolated. Consider the s\ stem where f is as in the precedin g e\amplc. In this cnsc the limiting autonomous system has for rest points the origin and the right half of the unit circle, and CVJ-I solution converges to one of these. It is easy to check that I ' is continuously differentiable and is nonincreasing along solutions of the autonomous svstcm, decreasing strictly unless the solution is a rest point. But, as in the preceding csample, any solution of (4.8) with initial data on the unit circle has limit set the whole of the unit circle. Notice that (tl/dt)(u(t), VI> _--(u(t), A*e') -t-C,f(u(t), t), 0) ( \Vc consider the asymptotic behavior of weak solutions of (5.1) when, in a sense to be specified precisely, f(., t) tends to a function f: S --+ S as t --• X. The associated autonomous equation is 12 ilu -f(u).
(5.4)
In Subsections (a) and (b) below we consider two different sets of hypotheses on -J-, il,f, and j The discussion in Subsection (a) applies mainly to "parabolic" problems; that of Subsection (b) is particularly suited to hyperbolic problems, but may be relevant in other situations also.
TVe make the following hypotheses:
(uJ T(t) is a compact operator for each f > 0.
(~2~) .f(u, .) is strongly measurable for each u E X, f(., t) is continuous for almost all t E W, and for each bounded subset G of X there exists a locally integrable function nz,; on .g such that ~~.f(u, t)fl < m,;(t) for all u E G and almost all t E: M. (1) It follows from (uX) and (aA) that f maps bounded sets to bounded sets.
(2) It would be possible to develop the material in this situation under weaker assumptions generalizing (I) and (2) in Section 4, but for simplicit! we have not taken this course. I;sing just hypotheses (nr) and (LZJ we obtain the following local existence and continuation theorem; an analogous result obviousI\, holds for weak solutions of (5.4). ' 
u(t) --u(s) ~ [T(t f,,) -~ T(s ~~ t,,) u,,]
It follows from the dominated convergence theorem that u(t,,) is a ~'auch!-sequence for any sequence t,, tending to t,,,, from below. Thus lim,_,,,,,,s,,,,m;i~~~(t) exists, so that u may be continued into some interval [t ,r , tz) with ' t, . tni:i\ * which is a contradiction. i
It follows from (lz2) and (5.5) that if fnla, c z. then lim : u(t) % . ' ',,I:,, which is the result of Pazv [43, Theorem 3.11. Actually one mav replaceltm 1~1 lim (cf. [9] ).
The following result improves Paz? [43, Theorem 4.11. Observe that h! pothesis (u4) is not used in the proof.
Proof. Let iI u(t)l~ < R for all t E [t, , co) and let B =r (s E X: 11 x 11 < R). If {t,!} is a bounded sequence in [t, , a) then clearly I
has a convergent subsequence. Let f,, --) a3. Then u(t7,) =: T(1) u(t,, --1) + 1: I'(1 --.s)f(u(t?< ~-s -1), t, $m s -1) ds.
Since the sequence ~(t, ~ 1) is bounded, the sequence T(1) u(t, ~ 1) is precompact. It therefore suffices to show that the sequence is precompact. Let 0 < S < 1. Then where Clearly .
1--8 J, 11 = J T(1 -S -S)f(U(f,, 1m s -. I), t, :-s -1) &, 0 *l ri, -! T(I -S).f(U(f,, L s -I), t, + s -1) ns. I-6
Given E :> 0, by (a,) there exists S > 0 such that ~ r,, ii < t/2. Since the set T(S)?,, is precompact and thus totally bounded, so that T(S)?,, is covered by a finite number of open balls of radius c/2 and centers x1 ,..., s,,, . Given IZ there exists i, 1 < i < ~1, such that 1' T(S)!f,, --si j' < ~12. Hence /I zn -x, 1 < :; I',, ~ + T(S)y,, -s, < E. M'e make the following assumptions on g and 2.
(1) g(u, .I and R&G .) are measurable for each u F M, and for almost all t E 2, g(., t) is continuously differentiable.
(2) g(O, t) = 0 f or almost all t E 9, andg(0) == 0. It is well known that A is the generator of a semigroup T(.) on X such that T(t) is compact for t > 0. Define the functionsf andJ byf(u, t)(x) : g(u(x), t) and ~(U)(X) = g(u(x)), respectively. It follows from (l)-(3) that, after possible modification on a set of t measure zero,J: X x 9--f S andf: S--z A-. (If n -. : 1 one uses the fact that W':"(Q) is continuously imbedded in C(D).) We claim that hypotheses (~-(a~) are satisfied. First note that by Ekcland and T&man [32, Chap. 8, Proposition I.11 the functions (t, X) c-+g(u(x), t) and (t, X) H gU(u(x), t)uz (x) are measurable on l< x 52 for any compact subset K of 9 and any fixed u t AT Let 0, , 6, ELM.
By ( and define
Since by (5.10), (5.11), (5.13), where C is a constant, it follows that 1;: A' + 9 and is continuously differentiable. Nest we show that if y E 9 then n/l, is either empty or consists only of rest points of (5.4). Let u be a weak solution of (5.4) satisfying V(U(~)) = y for all t E 8+. Suppose for a moment that u(t) E D(A) for all t E 9?+. Then for t E 97, If the rest points of (5.8) me isolated in lithe' then u(t j converges to a unique rest point as t -+ m.
Results similar to the above may be proved for weak solutions of (5.7) with less smooth initial data by exploiting the fact that A generates a holomorphic semigroup on IJz(Q), but the hypotheses on g and '4' required differ somewhat from (l)- (4); for an exposition of some of the techniques that would be required the reader is referred to Henry [35] and Pazy [42, 431. 'I'here is also no difficult)-in applying our method to the case when d is replaced in (5.7) by a strongl! elliptic operator of order 2m, VI 1, and R by the gradient of a function of the derivatives of u of order less than NI.
\Vc remark that sometimes it is possible to prove boundedness of a weak solution of (5.7) bv use of maximum principle arguments.
Subsection (b)
'l'l'e make the following hypotheses:
(b,J .f(u, -) is strongl\-measurable for each u E S, f (., t) is sequential11 weakly continuous for almost all t E 9, and for each bounded subset G of S there exists a locally integrable function m, on 3' such that '.f(u, t)i < q;(t) for all u E G and almost all t t .X. Using just hypotheses (b,) and (ba) we can state the following local existence and continuation theorem (an analogous result holds for weak solutions of (5.4)). THEOREM 5.9. Let uO E S, t, E 9. There exists a weak solution u(t) of (5. I) satisfying u(t,) =: uO and defined on a maximal interaal of existence [t,, , tmas), where tmas > t, . For an?? such solution with tmal < co there holds In order to prove Theorem 5.9 we require two lemmas. (ii) for each x* c S* the maps ((u(.), x*\; u E S) are equicontinuous in cuf, j hii Then S is sequential& precompacf .
Proof. Let U, be a sequence in S. Since X is reflexive it follows from (i) that for each f E [t, , tJ the set {u,,(t)] is weakly sequentially precompact. A diagonal argument shows that there exists a subsequence II, of u,, such that for every rational r E [f,, , tJ the sequence u"(r) is weakly convergent in S to a limit u(r). In order to apply Theorem 3.6 \vc need to make further hypotheses; those made in the following theorem, while the\-should not be thought of as in an\-w-a\-. . fundamental, will prove useful in the example considered later. Since T-and u are continuous, so is the map f k-t C-(u(t)). The set u([t, , oo)) is clearly sequentially weakly precompact. .Uso, 1,~ 'I'heorcm 3.7(ii) and the proof of Theorem 5.14, (3.6) holds. By (b,ii) and the representation Iv maps bounded sets in S to bounded sets. Therefore /j > --a.
Thus by \\;e make the following hypotheses on F, E, and D.
(ei) F: HB x H x 9 --) E-I; for each {w, C} E X the map F(za, v, .) from &' into H is strongly measurable, and for almost all t E .9 the map F(., ., t) from S into H is sequentially weakly continuous; Remarks.
(1) If in special case 1 the function a(w, t) depends also explicitly on x E .Q, and vanishes for x outside some compact subset of Q, then (ev) does not hold. This is an example of "weak damping." For results in the linear case the reader is referred to Dafermos [22, 24, 28] .
For decay estimates in the linear case see Rauch [44] for the case of strong damping and Russell [49] for weak damping.
(2) In special case 2 there are only finitely many equilibrium positions for the rod (cf. [4] ), so that the last statement of Theorem 5.16 holds. An existence and uniqueness theory for (5.22) could be given using the fact that the corresponding f(u, t) in (5.1) satisfies a Lipschitz condition with respect to u (cf. Ball [S] , Reed [45]); in this case, however, a separate argument is required to prove the necessary weak continuous dependence results.
Finally we discuss an example which does not fit directly into the theory developed in this paper, but can be handled by similar methods. Let Q, $ be as in special case 1, let H = L"(Q), S = W:'"(Q) x L2(Q), and consider the autonomous problem zutt + (1 + 11 VW 11") wt -Aw + d(w) = 0, w Ian = 0, {w, wt}(0) E x. f is not sequentially weakly continuous, so that the preceding theory does not apply. Nevertheless any weak solution {w, w&t) of (5.25) converges strongly in A7 as t j CO to {y, O> for some solution y E WiY2(.Q) of (5.26). To prove this let *I' have the limit space structure of weak convergence, and let X :~= (21 f-A-$ : II [xl, wt} is a weak solution of (5.25)). F or 7 E .9+, u E Z%, define R(T)u to be the T-translate u, of u. We claim that K satisfies the relaxed continuity property:
(*) if f,, -w x and R(t,,)u y$ w', then z' = [w, 0} and R(t) R(t,)u -y"el R(t)v for anv t E9?'-. _ To prove (*) note that the energy equation holds for weak solutions of (5.25), so that /, V'ZL! :1"(t) is bounded for ail t E 9 * and J'r 1; wt /I2 A < a. Property (*) follows by using these facts, the variation of constants formula, and our previous techniques. We now observe that (*) is sufficient for the arguments of Section 2 to go through. Strong convergence of (w, w&t) to {y, 0: as t --z 03 can then be proved as for special case 1. Certain other damping terms depending on VW may be treated similarly.
,Vote added in proof.
The methods of Section 5 are applied in Ball and Slemrod [SS] to some semilinear control problems in Hilbert space. In a recent paper \?'ebb [59] has shown that one may prove strong precompactness of bounded orbits for autonomous equations of the form (5.4) when3 x ---t x is compact and j/ T(t)11 < Mewt for all t E iw', with w I 0. Some results for equations (5.18) 
