









（Convolutional Neural Network；CNN）が用いられることが多い［ 4 ］。CNN とは、位置など局在的な
変化に堅牢な局在不変性を仮定可能なニューラル・ネットワークのモデルで、最近の機械学習分野におい
て中心的なニューラル・ネットワーク構造の 1 つである［ 5 ］。
最近では、日本語や英語、中国語といった自然言語や音声など系列を有するデータへの GAN の応用が
提案されている。これら系列を取り扱う GAN 群と画像など系列を有さないデータを取り扱う GAN 群と









Automatic text generation using generative adversarial networks（GANs）such as SeqGAN, 
TextGAN, and LeakGAN has attracted substantial attention. There are numerous studies regarding the 
automatic generation of English and Chinese texts using GANs or related algorithms. Moreover, methods 
to generate sentences automatically based on the speeches delivered by the former US president Barack 
Obama, captions of images, or Chinese poems have been realized. However, there are only a few reports 
regarding the generation of text from Japanese sentences.
In this study, to investigate the differences in generating text in different languages, we generate 
sentences from the Japanese novel “Botchan,” which was written by Soseki Natsume, using maximum 
likelihood estimation, SeqGAN, TextGAN, and LeakGAN. Furthermore, we evaluate the generated text 
using the metrics of negative log-likelihood loss, 2-gram BLEU, and embedding similarity. Consequently, 
it is concluded that LeakGAN can generate the most natural texts and that, for unknown reasons, 
TextGAN does not perform well with regard to automatic text generation.




Neural Network；RNN）を用いる点がある［ 6 ］。
RNN は 0  → 1  → 2  … → t の順番を有する系列ベクトル X=（x→0  , x→1  , x→2  … x→t ）の入力データを、下
式で与えられる出力として取り扱う。
ht=Ax→t +Wht-1+b.
ここで、A はニューラル・ネットワーク、b はバイアス、H=（h 0  , h 1  , h 2  …ht）は入力 x→i （ 0 ≤ i ≤ t ）
に対する出力値（hi）、W は系列間の重みであり、ht に ht-1の情報をどの程度反映されるかの項である。
そして、t 番目の出力 ht を、t 番目の入力である x→t による出力、t-1 番目の出力に由来する ht-1、および b 
の和として与える。したがって、実際の計算では、t = 0  において、Ax 0 +b によって h 0 を取得し、
Ax→1  +Wh 0  +b によって h 1 を取得することを逐次的に t まで算出して、系列情報を反映した出力を得る。
そして、学習には、最終的な出力に対する教師の値を用意するなどし、出力値と教師値の 2 つから得ら
れる損失値を用いて、後方誤差伝搬法で行う。その際の留意点として、A, W, b はそれぞれ同じものを用
いる点で、各入力時間に対して A, W, b があるのではなく、全ての時刻で共通の A, W, b を用いる。
ただし、このモデルには W の積とみなされる項があるため、W が 1 付近でない場合、系列情報が消失
してしまったり（W ≪ 1 ）、逆に、発散してしまったり（W ≫ 1 ）する問題がある。この問題を「忘却ゲー
ト」「入力ゲート」「更新ゲート」「出力ゲート」と呼ばれるゲートを導入して改善したモデルが Long 
Short-Term Memory （LSTM）と呼ばれるものである［6, 7 ］。この LSTM は音声認識や機械翻訳 など
様々な分野で利用されている。
敵対性を使用した文生成の GAN としては、SeqGAN や TextGAN、LeakGAN などが提案されている









・Maximum Likelihood Estimation［6, 12］
Maximum Likelihood Estimation（MLE）は、文における、文字または単語の生成確率分布をπθによっ
て近似し（θ : パラメータ）、それからのサンプリングが学習データと一致するようにパラメータを更新
するものである。すなわち、学習データが st=[x 0  , x 1  ,…, xt-1, xt ] である際に、πθ （xt | s 1 : t-1）または、
log πθ （xt | s 1 : t-1） が最大となるようにパラメータを決定することに相当する。実際の学習では、これを全
ての学習データ、つまり、全ての文と文字または単語の系列に対して行い、
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となるようにθ を定め、その上で、系列に対して逐次的にπθ （∙ |Y 1 : t-1）が最大となる・を連ねて文を生





SeqGAN とは、生成器と識別器を用いて生成器を学習させていく GAN の一種である。ただし、系列を
有さないデータを対象とした GAN と異なり、系列モデル、すなわち、Y 1 : t-1から yt を予測するに際して、
図 1 の概念図にあるように yt+ 1 以降をモンテカルロ法により生成し、その結果も含めて真偽を識別器に判
定させ、それらを元に、Y 1 : t-1から yt を生成した結果の評価値を決定する。その際、生成器の誤差関数
（ Jθ ）は下式によって与えられる。
ここで、Gθ  （Gβ）はθ（β）をパラメータとする LSTM を用いた生成器、Dϕ は ϕ をパラメータとす
る CNN を用いた識別器、Q は報酬関数である。この誤差関数は、Y 1 : t-1から yt を生成する尤度を報酬関
数で表し、それを生成器によって Y 1 :t-1から yt を生成される確率で期待値をとることに相当する。また、




一方、識別器は一般の GAN と同様に［ 1 ］、
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TextGAN も SeqGAN と同様に生成器として LSTM、識別器として CNN を用いた GAN モデルである
が、その特徴は Feature Matching と再構成を導入した点にある。







ことを意味する。したがって、識別器は上述のように MMD を最大化すると同時に、‖z-ẑ‖2 は最小化す
るようにパラメータを更新する。





LeakGAN は SeqGAN と似たアルゴリズムで、SeqGAN と同様に生成器として LSTM、識別器として
CNN を用い、モンテカルロ法と報酬関数を用いる強化学習をベースとした GAN モデルである。しかし、
SeqGAN との違いに、生成器は Worker と Manager の 2 種類の LSTM からできている点と、識別器か





















・Negative Log-Likelihood loss［ 8 ］
Negative Log-Likelihood loss （NLL） とは、尤度ベースの評価指標の一つである。GAN による文書生
成において、理想的な学習結果は、学習データ（人の書いた文）の単語生成分布と生成データ（機械が生
成した文）の単語生成分布との間の交差エントロピー誤差が 0 になっている状態である。したがって、生









 は 1 単語目から T 単語目までの平均、Greal は学習データの生成分布、Gθは生成器の生成分
布であり、ϑ は分布関数のパラメータを示す（本稿では Gθを LSTM で近似しているので、LSTM のパラ




BLEU は文書間の単語の類似性の指標として広く用いられているもので、下式で与えられ、 1 に近いほ
ど性能が良いと考えられている。
ここで、r は参照文の長さ、c は生成文の長さ、N は生成文内の n-gram 数、Pn は、






似度を行列として、Wi, j =cos（ei , ej ）と表現する。また、生成器から生成された文についても同様なこ
とを行い、W'i, j =cos（ei', ej' ）と表現し、下式によって評価する。
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GAN の生成器と同じ構造の LSTM を用いた。学習回数は、MLE については100 epochs、敵対生成アル
ゴリズム群については、生成器のプレトレーニングを80 epochs、次いで識別器のプレトレーニングを80 
epochs、そして、敵対トレーニングを100 epochs を行った。ただし、LeaKGAN については、敵対トレー
ニングを 5 回の生成器のトレーニングと 5 回の識別器のトレーニングを 1 セットとして、それを10セット
行うことで他の敵対生成アルゴリズムと学習回数を合わせた。
3 ．結果
『坊ちゃん』を学習データとした際の学習曲線を図 4 ~ 5 に示す。図は横軸が学習回数（epochs）、縦軸
が、それぞれ、NILL（図 4 ）、BLEU（図 5 ）、EmbSim（図 6 ）の値である。また、縦に引いた直線はプ
レトレーニングから敵対トレーニングへと切り替わる80 epochs を示している。なお、各図において、右
図は左図を拡大したものである。
NLL についての学習曲線では（図 4 ）、まず、TextGAN の成績が振るわないのが見て取れる。また、
敵対生成アルゴリズム 3 種類において、SeqGAN と TextGAN が敵対生成トレーニング開始時（80 
epochs）から指標の値が悪くなっているのに対し、LeakGAN のみ、指標の値が改善していることがわか
る。このことからは、LeakGAN の学習が安定して進んでいることが予想される。なお、プレトレーニン
グにおいて、MLE と SeqGAN の学習曲線が良く似ているのは、本研究での MLE のネットワーク構造と
SeqGAN の生成器に用いている MLE のネットワーク構造が同じであるからと推察される。
図 5 は BLEU についての学習曲線である。ここでもやはり、TextGAN が振るわないのが見て取れる。
一方、SeqGAN と LeakGAN を比較すると、プレトレーニング時、および、敵対生成トレーニングが開
始されてからすぐは LeakGAN の方が BLEU の値が高いが、敵対生成トレーニングが進むと、LeakGAN
の値がほぼ変わらない、または、わずかに下降するのに対して、SeqGAN の値が上昇することによって、
その値が逆転している。また、SeqGAN と MLE とを比較すると、敵対トレーニングが開始されてから後
に値に明確な違いが生じることから、SeqGAN における BLEU の上昇は敵対トレーニングの結果だと考
えられる。
EmbSim の結果（図 6 ）についても、上述の 2 つの指標と同様に TextGAN の値が最も悪い。また、
SeqGAN と LeakGAN に比較においては、BLEU と同様の傾向が見て取れ、LeakGAN が学習開始当初か
ら学習データとの高い類似性を示し、敵対トレーニング後もほぼ同じ値で安定しているのに対して、
SeqGAN は、敵対トレーニング開始後に高い類似性を示すようになる。
本研究で得られたこれら 3 つの指標の振る舞いは、TextGAN を除いて、英語の学習データとして得ら
れている結果と類似している［12］。このことから、TextGAN を除いて、日本語データにおいても先行
研究と同程度の生成が可能であることを示唆していると考えられる。










SeqGAN の生成器が MLE と同じであること、プレトレーニング時においてこの 2 つに大きな差が見受
けられないことから、この差異は敵対トレーニングの結果であると考えられ、そして、この基本量の変化




W'i, j =cos（ei', ej' ）の計算時に、発現していない単語のコサイン類似度の影響が効いていると考えられる。
この様に生成される文が短文化される傾向は、マルコフ連鎖を用いることで短い系列の方が高く評価され
やすいことに起因していると考えられ、既存の研究結果と整合している［ 8 ］。










1 ～ 4 からは、MLE、GAN 問わず、学習データとはあまり似ていない。この点について、MLE は学習
不足であると推察可能であり、GAN については、そのアルゴリズム上、妥当な結果といえる。
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1 温泉 の 月給 が 祝詞 を 相手 に 十 五 灯 ほど 、 って 出来 た 。
2 その 外 に よっぽど 地 に 理窟 が 一本 を 据え た 。
3 十 の 事 じゃ あり ませ ん と 済む な もし 。
4 妙 な 事 が ある 。
5 天麩羅 を 捲い て いる 。
6 この 否や 突い て 飛ん だっ た 。
7 浮 が なくっ ちゃ 人間 の 癖 に 出来る 。





1 じゃ 、 驚い た の は よく 知っ た かみさん が 、 気をつけ てひどい 目 に 遭わ ない よう な 天気 だ
2 害 に なら 雇う ぞ な の です 。
3 いよいよ うらなり 面倒 だろ う 。
4 これ じゃ おれ や 方 を 親不孝 だ か 知ら ない 。
5 会津っぽ なんて 生意気 な 者 を し て 、 述べる の か 、 釣れ た の は 起き抜け に なっ て 罰 を やる 。
6 足 を 覗き 込ん だ 。
7 しかし 一番 寝 て は 驚い た 。
8 と 勧め て も 無理 は ない
表 3　TextGANによって生成された文（『坊ちゃん』）
1 敷きつめ 散歩 茶碗 われわれ 鯛 こないだ いっ 並べ かしこまり みろ 処決 二月 ぞ くぐり 行こ 敷きつめ 丸め 異
状 行く先 け 売りゃ 取り鎮める 朝顔 ぼし 野 やおや 西洋 覚え 西洋 って 紫 艀 寄せ 氷水 奇麗 表せ まだしも 売
りゃ みんな 紅梅 鉄面皮 井戸端 売る 括っ 熱心 笑われる 何だか 恥ずかしい
2 あ だら 可哀想 目くばせ 大概 奥さん 大概 敷きつめ 大学 召 まだしも 反動 敷きつめ 落し しまっ 並べ 奇麗 飯 
保っ 血気 たとい 敵味方 島 逢っ づれ 死ぬ 遠足 求めて 引っ立てる お前 どう 鯛 離れ 肥料 やおや 自 す 逢っ 
いっ 車夫 過ごせ 取り 汗 けれど 心当り 異状 何だか 引き取っ
3 東西 捜し当て 並び 半日 しまっ ぐるり 美しい 乱暴 しまっ 横風 名折れ ずたずた 蚊帳 あんた 車夫 尖 一室 別室 
蚊帳 鼓吹 おき 一概に 尺 靡い 二つ 時 おや 奥さん 言語 薬味 売買 頬 約束 箒 浜 過 耽る 笑い草 よ 茶碗 よ われ
われ 敷きつめ 散歩 処決 策 離れ がっ
4 言語 売る 門 ごとく 遠足 みろ やっぱり 一室 みろ 覗い やおや 笑う 敷きつめ 風儀 茶 心当り 黒焦 売買 やおや 
逢っ 二月 大学 たまらなかっ 潮水 さよう 閑静 似合い たくっ って 敷きつめ 寝巻 略 熱心 陣羽織 氷水 住み 逢っ 
ぼし みろ 並べ 返 蒟蒻版 差し上げ 批評 ひらつか あ 敷きつめ 出入
5 ぬかし 下宿 茶碗 われわれ 蚊帳 やおや やおや 語 ひと通り 失言 廻す みろ ぐるり 美しい 呂律 二つ 光 沢庵 茶碗 
兼 尺 はいろう 売りゃ やおや 抱い 若い衆 そら 取り 顔 云い 不順 井戸端 蝦蟇口 召 がいや 瀬戸物 中学生 瀬戸物 
さよう 落ちつか 意気地 張り飛ばし はた 提げ 切っ だら 学資 あくる
6 漕ぎ 所為 印材 六日目 中 逢っ 紫色 見物 ゃしまいし 薬味 教育者 苦しむ 内所 さ 責任者 廊下 新来 一つも だら 腹
案 だら だら 廊下 どんと 辞 田舎言葉 下し そのうち 乗ろ 辞 暮方 召 売買 練兵 重み 敷きつめ 留める 蝦蟇口 親類 
印材 漕ぎ 着け 探偵 第 意 く 四つ 一つも
7 色 しまっ ぐるり け ぼし 茶碗 われわれ 鯛 ハハハハ 笑い草 まほう 揉み 並び 顔 顔 下宿人 がいや 着く 新来 威張
れ 烟草 面白い がいや 茶碗 茶碗 われわれ 鯛 大き 黒々 寝巻 私語 恐る 遠足 求めて 野 方角 処決 金鎖 れれ 直す 
耽る 浜 提げ 思っ 至っ 所為 立た 過
8 次第に 肥料 腹案 みろ 車夫 非 乗ぜ ひらつか 大学 奥さん 消え 売る 贅沢 坐っ 大学 大学 神経衰弱 約束 若い衆 三
割 乗せ こんなに 割っ 断わっ 早速 大概 ヶ条 みろ 事実 う 某 うて なじみ 擦り 黒焦 あ 抛り出し やおや やおや 
やおや 逢っ ふかし 稽古 しまっ 茶 燈 周囲 みろ
表 4　LeakGANによって生成された文（『坊ちゃん』）
1 おれ が 蜜柑 の 事 を 考え て いる 。
2 赤シャツ は おれ に 一銭五厘 奮発 さ せる 気 だ から 黙っ て い た 。
3 おれ が 蜜柑 の 事 を 考え て いる ところ へ 、 偶然 山嵐 が 話し に やって来 た 。
4 活気 に みち て 困る なら 運動場 へ 出て 相撲 で も 取る が いい 。
5 おれ は 様子 が 分ら ない 。
6 何だか 憐れ ぽくっ て たまらない 。
7 おれ は 肴 を 食っ たら 、 こう 答え た 。
8 おれ は 一貫 張 の 机 の 上 に あっ た 置き 洋 燈 を ふっと 吹き けし た 。
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表 5　自動生成された文の基本量
アルゴリズム 使用単語数 1 文中の単語数の平均 1 文中の単語数の標準偏差
学習データ 5,380 19.0 10.3
MLE 4,705 18.0 9.7
SeqGAN 2,723 14.0 6.7
TextGAN 3,365 48.6 3.2
LeakGAN 4,189 19.5 9.9
4 ．まとめ
本研究では、MLE および 3 種類の GAN を用いて、日本語のデータセットを学習データとして自動文
章生成を行い、以下の知見を得た
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