The investigation of 3D space, frequency, and rate contributions to solve the cocktail-party problem using signal detection theory by Afghah, Tahereh
UC San Diego
UC San Diego Electronic Theses and Dissertations
Title
The investigation of 3D space, frequency, and rate contributions to solve the cocktail-party 
problem using signal detection theory
Permalink
https://escholarship.org/uc/item/5p04s5h9
Author
Afghah, Tahereh
Publication Date
2020
 
Peer reviewed|Thesis/dissertation
eScholarship.org Powered by the California Digital Library
University of California
UNIVERSITY OF CALIFORNIA SAN DIEGO
The investigation of 3D space, frequency, and rate contributions to solve the
cocktail-party problem using signal detection theory
A dissertation submitted in partial satisfaction of the requirements for the degree
Doctor of Philosophy
in
Music
by
Tahereh Afghah
Committee in charge:
Professor Miller Puckette, Chair
Professor Sarah Creel
Professor Sarah Hankins
Professor Molly Henry
Professor Tamara Smyth
Professor Shahrokh Yadegari
2020
Copyright
Tahereh Afghah, 2020
All rights reserved.
The Dissertation of Tahereh Afghah is approved, and it is acceptable in quality and
form for publication on microfilm and electronically:
Chair
University of California San Diego
2020
iii
TABLE OF CONTENTS
Signature Page . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi
Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .xvii
Abstract of the Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Stimulus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1.1 Prosodic rate . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1.2 Linguistic background and familiarity effect . . . . . . . . 3
1.1.1.3 Temporal continuity . . . . . . . . . . . . . . . . . . . . . 4
1.1.1.4 Two regular sounds . . . . . . . . . . . . . . . . . . . . . . 4
1.1.2 Physical layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.3 Task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Research questions and hypothesis . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Application areas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Outline of the dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
iv
2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1 Terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.1 Feature, Event, Object, Stream . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Temporal grouping vs. Spectral grouping . . . . . . . . . . . . . . . 12
2.1.3 Bottom-up processing vs. Top-down processing . . . . . . . . . . . 12
2.2 Effective parameters that contributes to the cocktail party effect . . . . . . 12
2.2.1 Frequency domain cues . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1.1 Fundamental frequency and harmonicity . . . . . . . . . . 13
2.2.1.2 Spectrum separation and spectrum continuity . . . . . . . 13
2.2.1.3 Spectrum onset and offset synchrony . . . . . . . . . . . . 13
2.2.1.4 Timbre . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1.5 Frequency masking . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Time domain cues . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2.1 Temporal continuity . . . . . . . . . . . . . . . . . . . . . 14
2.2.2.2 Forward masking vs. Backward masking . . . . . . . . . . 15
2.2.3 Binaural masking level difference . . . . . . . . . . . . . . . . . . . 15
2.2.4 Spatial cues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.5 Intensity profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.6 Amplitude modulation . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.7 Visual cues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.8 Familiarity and predictability of sound . . . . . . . . . . . . . . . . 17
2.2.9 Speech recognition exclusive cues . . . . . . . . . . . . . . . . . . . 17
2.2.10 Regularity and rhythm . . . . . . . . . . . . . . . . . . . . . . . . . 17
3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Stimulus generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.1 Narrowband noise generation . . . . . . . . . . . . . . . . . . . . . 18
v
3.2.2 Gap generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2.3 Gap location . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 Experiment design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.1 Physical layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.2 Equipment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.3 Playback environment . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.4 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4 Experimental procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4.1 Subject’s positioning . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4.3 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4.4 Custom adaptive tracking procedure . . . . . . . . . . . . . . . . . 37
3.4.5 Stimulus generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.6 Main test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Analysis of the number of reported gaps . . . . . . . . . . . . . . . . . . . 42
4.3 Analysis of the segregation task performance as a function of speaker sep-
aration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.1 Signal detection theory . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.2 Analysis of hits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.3 Analysis of false alarms . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.4 Analysis of sensitivity index . . . . . . . . . . . . . . . . . . . . . . 52
4.4 Analysis of the segregation task performance as a function of the difference
in frequency content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4.1 Analysis of quadratic coefficients . . . . . . . . . . . . . . . . . . . 62
vi
4.5 Analysis of the segregation task performance as a function of the modulation-
rate difference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.5.1 Analysis of quadratic coefficients . . . . . . . . . . . . . . . . . . . 67
4.6 Analysis of reaction time . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5 Follow-up Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.1 Experiment Nr. 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.1.1 Experimental design . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.1.2 Analysis of the segregation task performance as a function of speaker
separation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.1.3 Analysis of the segregation task performance as a function of the
difference in frequency content and the modulation-rate . . . . . . . 83
5.2 Experiment Nr. 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2.1 Experimental design . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2.2 Analysis of the segregation task performance as a function of speaker
separation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2.3 Analysis of the segregation task performance as a function of the
difference in frequency content and the modulation-rate . . . . . . . 88
5.3 Summary of three experiments . . . . . . . . . . . . . . . . . . . . . . . . . 89
6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.1.1 Stimulus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.1.2 Physical layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.1.3 Task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.1 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
vii
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
viii
LIST OF ABBREVIATIONS
3D Three-Dimensional
CD Coefficient of Determination
FAR False Alarms Rate
FCD Difference between the average Carrier Frequencies of target and masker
FCM average Carrier Frequencies of Masker
FCT average Carrier Frequencies of Target
FMODD Difference between the Modulating Frequency of target and masker
FMODM Modulating Frequency of Masker
FMODT Modulating Frequency of Target
HR Hit Rate
HRTF Head Related Transfer Function
ILD Interaural Level Differences
ITD Interaural Time Difference
QC Quadratic Coefficient
RT Reaction Time
SDT Signal Detection Theory
ix
LIST OF TABLES
Table 1 The frequency content of target and masker of 5 trials. . . . . . . . . . 19
Table 2 The possible number of gaps in two channels of one stimulus. . . . . . . 21
Table 3 The four possible responses to a stimulus categorized according to Signal
Detection Theory, adapted from [1]. . . . . . . . . . . . . . . . . . . . . . . 45
Table 4 The initial analysis of hits over all the subjects. . . . . . . . . . . . . . . 45
Table 5 The results of the statistical data analysis applied to the hits distribu-
tions at different angles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Table 6 The initial false alarm analysis over all the subjects. . . . . . . . . . . . 50
Table 7 The sensitivity index statistics over all the subjects. . . . . . . . . . . . 52
Table 8 The results of the statistical data analysis applied to the sensitivity index. 54
Table 9 The results of the Quadratic Coefficients analysis. . . . . . . . . . . . . 63
Table 10 The average HR over all the subjects in each group. . . . . . . . . . . . 74
Table 11 Data analysis summary: X: statistically significant, ×: not statistically
significant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
x
LIST OF FIGURES
Figure 1 A sample window that applies a 45 ms gap to the stimulus. . . . . . . . 20
Figure 2 The change in the amplitude of a white noise after the gap was applied. 20
Figure 3 The distribution of all 270 gaps of target and 270 gaps of masker of 180
stimuli generated for a single subject over 10 seconds time period. . . . . . 23
Figure 4 The distribution of all 270 gaps of target and 270 gaps of masker of 180
stimuli for a single subject over the instantaneous phases where the gaps
were generated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Figure 5 Six hypothetical sound sources in a party! . . . . . . . . . . . . . . . . . 25
Figure 6 The implementation of the scenario in the lab. . . . . . . . . . . . . . . 25
Figure 7 The visual cue illustrating the physical layout of the experiment. . . . . 25
Figure 8 “Hasomed” Medical Chin Rest, adapted from [2]. . . . . . . . . . . . . . 26
Figure 9 A demonstration of the chin rest device usage. . . . . . . . . . . . . . . . 26
Figure 10 Genelec 8040 Studio Monitor with the reference point marked in Red
according to [3], adapted from [4], SPL Meter NTi Audio, Model:XL2 and
M4261 microphone [5], Fluke 424D Laser Distance Meter [6]. . . . . . . . . . 27
Figure 11 The speaker loudness calibration setup. . . . . . . . . . . . . . . . . . . 27
Figure 12 The relative position of the subject, camera and the Talkback system. . 28
Figure 13 The scheme was used to clarify the relative position of the speakers and
the subject. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
xi
Figure 14 The examples of the figures shown on the screen while the sound was
being played from one speaker, left:+90◦, right:-45◦. . . . . . . . . . . . . . 31
Figure 15 The icons designed for the speaker which played the masker sound (left)
and the target sound (right). . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Figure 16 The examples of the figures shown on the screen while the sound was
being played from two speakers, left:±45◦ (target: -45◦), right:±7.5◦ (target:
+7.5◦). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Figure 17 The response device used in the experiment, Cedrus RB-740. . . . . . . 36
Figure 18 The percentage of the number of wrong answers (0,1,2) out of 12 trials
over all the subjects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Figure 19 The change in gap duration values trial by trial for two subjects, Blue:
ascending sequence, Red: descending sequence. . . . . . . . . . . . . . . . . 40
Figure 20 The number of gaps reported by each subject which were neither in
target nor in masker over the entire experiment. The results of the subjects
a,b,c, and d were removed from the experimenter’s dataset. . . . . . . . . . 43
Figure 21 The comparison of number of reported gaps in the target, masker, neither
in the target nor in the masker by subject b. . . . . . . . . . . . . . . . . . . 44
Figure 22 The comparison of the number of hits per angle for the subject who in
total had the highest number of hits (left) and the subject who in total had
the lowest number of hits (right). . . . . . . . . . . . . . . . . . . . . . . . 46
Figure 23 The distribution of the number of hits over all the subjects at each angle. 47
xii
Figure 24 The false alarm comparison between the subjects who had the highest
overall false alarms (left) and the subjects who had the lowest overall false
alarms (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Figure 25 Distribution of false alarms over all the subjects at each angle. . . . . . . 51
Figure 26 The sensitivity index estimated for the subject who had the highest
overall sensitivity index (left) and the subject who had the lowest overall
sensitivity index (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Figure 27 Distribution of the sensitivity index evaluated for all the subjects at each
angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Figure 28 A hypothetical scenario showing the relation between HR and FCD over
10 bins. The black curve shows the fit polynomial. . . . . . . . . . . . . . . 57
Figure 29 The QC of the polynomial of degree two fit to the distribution of HR
over FCD for individual subjects. . . . . . . . . . . . . . . . . . . . . . . . . 57
Figure 30 The distribution of HR over the FCD range for two subject. . . . . . . . 59
Figure 31 The average HR (top), the average FAR (middle), and the average sen-
sitivity index (bottom) relative to FCD over all the subjects at each angle.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Figure 32 The distribution of quadratic coefficients over all the subjects at each
angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Figure 33 The distribution of HR over the FMODD range for three subjects. . . . . 66
Figure 34 The average HR (top), FAR (bottom) relative to FMODD over all the
subjects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
xiii
Figure 35 The logic flow of data analysis approaches applied to define the effect of
rate on segregation task. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Figure 36 The distribution of quadratic coefficient over all the subjects. . . . . . . 69
Figure 37 The summary of the procedure of applying the permutation test on QC. 71
Figure 38 The results of applying the permutation test for two subjects. The
distribution of the QC is shown here. The black circle and the corresponding
black line show the position of the originally calculated QC of the observed
data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Figure 39 The distribution of p-value of the permutation test results over all the
subjects. The Green horizontal line shows the p=0.05 for an easier comparison. 72
Figure 40 The distribution of HR in different groups over all the subjects. For
all the groups |FCD| ≤ 175Hz. Group 1 (magenta): 0 ≤ |FMODD| < 0.6
Hz. Group 2 (cyan): 0.6 ≤ |FMODD| < 1.2 Hz. Group 3 (yellow): 1.2 ≤
|FMODD| ≤ 1.8 Hz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Figure 41 The distribution of RT of HR for three subjects. . . . . . . . . . . . . . 76
Figure 42 The distribution of median of RT of HR over all the subjects. . . . . . . 77
Figure 43 The distribution of median of RT of FAR over all the subjects. . . . . . 77
Figure 44 The speaker layout of the experiment Nr.2. . . . . . . . . . . . . . . . . 79
Figure 45 Audio Information Processing department lab, Technical University of
Munich, adapted from [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
Figure 46 The relative position of the subject’s location and the selected speakers. 80
xiv
Figure 47 The visual cue of the experiment Nr. 2, right: ±45◦ (target:+45◦), left:
±15◦ (target:-15◦). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Figure 48 The average hit rate over all the subjects in experiment Nr.2. . . . . . . 82
Figure 49 The average sensitivity index over all the subjects in experiment Nr.2. . 83
Figure 50 The distribution of HR over FCD, experiment Nr.2. . . . . . . . . . . . 84
Figure 51 The distribution of HR over FMODD, experiment Nr.2. . . . . . . . . . 84
Figure 52 The physical layout of experiment Nr.3. . . . . . . . . . . . . . . . . . . 85
Figure 53 The visual cue of the experiment Nr. 3, Right: ±3.75◦ (target:-3.75◦),
Left: ±11.25◦ (target:-11.25◦). . . . . . . . . . . . . . . . . . . . . . . . . . . 86
Figure 54 The average hit rate of segregation task in experiment Nr.3. . . . . . . . 87
Figure 55 Sensitivity Index showing the average performance of the subjects in
experiment Nr.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Figure 56 The distribution of HR over FCD, experiment Nr.3. . . . . . . . . . . . . 88
Figure 57 The distribution of HR over FMODD, experiment Nr.3. . . . . . . . . . 89
Figure 58 The average of the percentage of the detected gaps over all the 9 angles
that were tested in three experiments. . . . . . . . . . . . . . . . . . . . . . 90
xv
ACKNOWLEDGEMENTS
Prof. Miller Puckette, I would like to thank you first and foremost for everything
that you have done for me. You were always benevolent, compassionate, and above all
inspiring. Your ever so cheerful tone never failed to motivate me throughout my Ph.D.
Prof. Molly Henry, words do little justice in acknowledging your role in bringing
this thesis to fruition. Thanks for being so kind and thanks for all your help and support.
Your guidance and supervision in the short time frame was of immense help.
Prof. Tamara Smyth, thanks for your support and giving me the opportunity to
be your assistant. I have learned a lot from you.
Prof. Shahrokh Yadegari, thanks for your support and very helpful advice
throughout my study. Your invaluable input always stood me in good stead.
Prof. Sarah Hankins, thanks ever so for showing me commercial applications
and opening fresh prospects for my study.
Prof. Sarah Creel, thanks for your very helpful comments and profound insight
which served well in my analyses.
Prof. Peter Otto, simply thanks for changing my life. Thanks for trusting in me
and giving me the opportunity to grow as a researcher.
Elliot Patros, thanks for four years of productive collaboration. I enjoyed every
second of that and learned a lot from you.
And I would like to thank my parents and siblings for being there for me through-
out.
xvi
VITA
2007-2012 Bachelor of Engineering, Electrical Engineering, Dr.Shariaty Technical College
2013-2015 Master of Science, Media Technology-Audio Engineering, Technical
University of Ilmenau,Germany
2019-2020 Visiting Scholar, Max Planck Institute for Empirical Aesthetics, Frankfurt,
Germany
2016-2020 Doctor of Philosophy, Music, University of California San Diego
PUBLICATIONS
Miller Puckette, Elliot Patros, Tahereh Afghah.”Acoustic beamform-ing technique for
the Pressure-Matching Beamforming Method.”,Publication Date:20.06.2019, Pub. No.:
WO/2019/118521 International Application No.:PCT/US2018/065047
Elliot Patros, Tahereh Afghah, and Peter Otto.“Reproduction and analysis of near and
far stereophonic sound fields with compact uniform linear arrays”, The Journal of the
Acoustical Society of America146(4):3058-3058, October 2019
Afghah, Tahereh, Elliot Patros, and Miller Puckette. “The physical evaluation of the
efficiency of an enhanced pressure-matching beamforming method using eigen
decomposition pseudoinverse mathematical approach.”, The 2019 Audio Engineering
Society International Conference On Immersive And Interactive Audio, York, UK,
March 2019
Afghah, Tahereh, Elliot Patros, and Miller Puckette. “A Pseudoinverse Technique for
the Pressure-Matching Beamforming Method.” Audio Engineering Society Convention
145. Audio Engineering Society, 2018.
xvii
Afghah, Tahereh, Andrew Allen, Peter Otto, and Aravindan Joseph Benjamin. “The
Evaluation of the Effect of Sound Directionality in Horizontal Plane on the Human
Auditory Distance Perception in a Large Reverberant Room.” In Audio Engineering
Society Convention 142. Audio Engineering Society, 2017.
“The evaluation of auditory distance perception after the continuous change of
distance”, Master’s thesis, University of Ilmenau, Germany, 2015
xviii
ABSTRACT OF THE DISSERTATION
The investigation of 3D space, frequency, and rate contributions to solve the
cocktail-party problem using signal detection theory
by
Tahereh Afghah
Doctor of Philosophy in Music
University of California San Diego, 2020
Professor Miller Puckette, Chair
The cocktail party effect describes the human ability to detect a specific sound of
interest in a noisy environment. Scientists have evaluated different influential parameters
affecting auditory stream segregation. Previous studies have focused on individual cues
while the interaction between them appears to be poorly studied. This thesis investigates
the interactions between the temporal and spatial cues, and the spectral and spatial cues
in a cocktail party scenario. Two streams were presented at the same time from ±7.5◦ or
±45◦ or ±90◦. One stream (the target) was to be attended, and the other stream (the
xix
masker) was to be ignored. The stimuli were frequency-modulated narrowband noise.
The modulation-rates were randomly chosen between 0.7 and 3.3 Hz (prosodic fluctua-
tions in natural speech) so that the interaction of modulation-rate difference and stream
segregation could be examined. Transient gaps were embedded in both streams and the
task was to report only the gaps in the target. If the subject could detect gaps in the
target (not masker), the stream segregation was accurate. Performance was evaluated as
a function of source separation using signal detection theory. The overall performance
was significantly poorer at ±7.5◦ than at ±45◦ and ±90◦. The task was evaluated as a
function of the difference between the carrier frequency of target and masker that was
chosen randomly. The results showed that the effect of the frequency difference on per-
formance was significant at all the angles and it was significantly stronger at ±7.5◦ than
at ±45◦. The task was analyzed as a function of the modulation-rate difference between
the streams and showed it did not play the role of a segregation cue at any angle. The
reaction time at ±7.5◦ was significantly slower than that at ±45◦ and ±90◦. In summary,
consistent with previous work on stream segregation, spatial cues influenced performance.
When they were not strong enough cues, making a decision took a longer time. Frequency
was a stronger cue for stream segregation when spatial cues were less clear. Regardless of
the location in space, no interaction between the rate and space was found.
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1 Introduction
1.1 Overview
Humans have the ability to focus on a desired, specific sound amid a noisy
environment. The sound field in such an environment could constitute a mixture of
speech and music sources. The “Cocktail Party Effect” refers to the ability to recognize
a stimulus, especially a specific speech stimulus originating from a crowd. Determining
how influential a given parameter is in solving the cocktail party problem or, in auditory
scene analysis in general, is the initial step in clarifying how the human auditory system
evaluates the surrounding acoustic environment [8–13].
Preliminary research on the cocktail party problem and auditory scene analysis
was conducted by Colin E, Cherry [14] and later by Albert S. Bregman [15]. Their
experiments to define the parameters and variables that contribute to human auditory
scene analysis and to solving the cocktail party problem laid the foundation for similar
studies that would follow.
These parameters include but are not limited to frequency-domain cues, time-
domain cues, spatial cues, speech perception (exclusive) cues, intensity profile, visual cues,
and rhythm (reviewed in chapter 2). Among all of these parameters, the focus of this
research is on identifying the interaction between the sound source position in space (in
the respective horizontal plane in this study), rate, and frequency content in a real-world
(still simulated) cocktail party scenario.
The initial motivation for conducting this research was to create a novel and
generic experimental design that would allow future researchers to quantify speech percep-
tion in a cocktail party scenario while overcoming the potential limitations and challenges
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faced in similar studies conducted to date that are explained in this chapter.
The experiment was designed taking to the account the combination of the fol-
lowing bases; the choice of stimulus simulating the speech, the physical layout of the
experiment emulating the real cocktail party scenario, and the assigned engagement or
experimental task. These three bases together, allowed to use the Signal Detection The-
ory (SDT) [16–18] to evaluate the performance of the subjects in segregating two auditory
streams.
1.1.1 Stimulus
In this study, the stimulus was a stereo sound made of narrowband (bandwidth
of 200 Hz) frequency-modulated noise. One channel contained the desired sound (target)
and another channel contained the undesired sound (masker). The stimulus was designed
to satisfy the following criteria:
1.1.1.1 Prosodic rate
The prosody of speech reflects the emotion of the speaker and hence has a signif-
icant impact on how one relates to what was spoken. Several parameters together create
the speech prosody including the fluctuation in the modulation-rate and rhythm of speech,
the changes in the pitch and frequency content of speech, the variation of the loudness of
the voice, and alternation of the duration of pronouncing a segment of a sentence [19–24].
The rates of the prosodic variations of speech in time, approximately correspond
to a range of 1 - 4 Hz [21, 25–28]. Therefore, in this study, in order to simulate different
rates of the prosodic fluctuation, modulating frequencies were set at random and ranged
between 0.7 to 3.3 Hz. The modulating frequency range of the target and the masker
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was in the range of 1.5 - 2.5 Hz (centered around 2 Hz; the center of prosodic rate) and
0.7 - 3.3 Hz, respectively. A larger frequency range of the masker allows for having the
possibility of comparing the effect of the modulating frequency difference between the
target and masker in different trials. This includes the cases where the target and masker
modulating frequencies overlap or are very different.
1.1.1.2 Linguistic background and familiarity effect
In most speech perception studies, the stimulus presented was a phrase in a
specific language, mostly the subjects’ native language and accent. This implies that the
results of the experiments could only be expanded to the possible behavior of a larger
sample of subjects speaking the same language [29–31]. One motivation to conduct this
study was to reproduce human speech rhythm independent of the specific feature of an
individual language. This allowed the researcher to evaluate the same concept as that
with spoken language on people of different linguistic backgrounds. This can potentially
be used to expand the claim to a larger group of people of different nationalities.
In some of the pitch or speech rhythm perception studies, the perception was
evaluated using a familiar voice or a popular melody. This means that the results pos-
sibly did not reflect the absolute influence of rhythm or pitch, but the rhythm or pitch
perception of a familiar sound that could involve long-term memory as an additional cue
[32–34].
This is not always the case in a real crowded place like a party scene with a
lot of superimposed sounds that could be unfamiliar and heard for the very first time.
Therefore, the task in these studies was simplified for the subjects. Furthermore, the
results of these investigations could be possibly different if another familiar/unfamiliar
sound was played. In this research, the stimulus did not have any familiar content and it
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was never heard before. Therefore, it did not involve long-term memory in the perception
task.
If the target sound is played initially and the subject is asked to remember that
sound and continuously track that overtime after the masker sound is added with some
delay, the short-term memory could potentially play the role of a cue which could affect
the segregation ability [35]. In this test, the target and masker sounds were presented at
the exact same time with no relative delay to avoid this effect.
1.1.1.3 Temporal continuity
In the case of using a phrase or a sentence of a language as a long stimulus, there
will be several temporal onsets and offsets in time in the stimulus. These onsets and offsets
are also used in the studies where the general concept of regularity with a sequences of
Sine tones or musical rhythm perception with musical notes were evaluated [25, 36–40].
The onsets and offsets provide additional scene analysis cues (section 2.2.6). In this study,
the stimulus was temporally continuous and did not have intermediate amplitude onset
or offset to exclude their extra impact on the auditory perception, making the rhythm
perception evaluation, a more exclusive analysis.
1.1.1.4 Two regular sounds
If in a multiple sound source scenario of a rhythm perception study, a rhythmic
stimulus is compared to a non-rhythmic or an irregular stimulus, the subject attempted to
differentiate regularity versus irregularity of the sounds, accordingly [33, 40]. These results
do not necessarily justify real-world complex scenarios where there could be more than
one rhythmic sound in the scene. Case in point, if two conversations (speech stimulus)
in a party are heard at once and one has to be ignored, two rhythmic sounds are being
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compared. Separating two or more regular and rhythmic sounds could prove to be a more
complicated task.
1.1.2 Physical layout
In a handful of studies where rhythm and regularity perception, selective atten-
tion, or pitch perception in a cocktail party scenario were studied, the interaction of these
concepts with the physical location of the sound sources relative to the listeners was not
taken to account. In these studies, the stimulus presentation method was mostly limited
to using headphones [19, 29, 33, 35, 37, 38, 40–44].
Consequently, the experiments excluded the effect of sound origin position.
Therefore, their results could not possibly offer a generic explanation for the real ef-
fect in a Three-Dimensional (3D) space. Unlike this simulated scenario, in a real cocktail
party scenario, multiple sounds are presented, simultaneously, from different directions.
Therefore, in this case, the stream segregation task demands more attention and involve-
ment. To increase the reality of the situation to an actual cocktail party scenario, at
least two sound sources (the desired and competing one) that are separated in space are
needed.
1.1.3 Task
In some cocktail party experiments, the traditional method of directly asking
the subject to report whether one or two auditory streams were perceived or to report
if one stream sounds different from another, was applied. However, an indirect test
design can be used to assign subject to a more engaging and challenging task. If the
task is completed successfully, the researcher can conclude that the participant was able
to segregate the two streams. Directly asking the subjects as explained earlier, appears
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effortless to them as they are not performing a task but are reporting the number of
streams they perceive. Furthermore, observing a difference in the reaction time of the
subjects in stream segregation is only possible when they are assigned to an indirect and
challenging task [36, 38, 45–48].
In this research, to render audible differences perceivable between the two streams
played through distinct speakers, transient gaps were included in both streams. If a sub-
ject correctly reported the gap of the target sound, he/she segregated the two simultaneous
auditory streams. If a subject mistakenly reported the gap of the masker sound, he/she
integrated the two simultaneous auditory streams.
This task is similar to the real cocktail party scenario task which requires selective
attention to extract one sound at the presence of the noise. In this experiment, the task
had to be done at the appropriate time to be accepted which was within a 1.5 second
from the time the gap was presented.
6
1.2 Research questions and hypothesis
The following three research questions were asked; 1. Does the physical location
of the desired and competing sound sources play the role of a cue for gap-detection and
stream segregation? 2. Does the frequency content difference of the desired and competing
sound sources play the role of a cue for gap-detection and stream segregation? 3. Does
the modulation-rate difference of the desired and competing sound sources play the role
of a cue for gap-detection and stream segregation?
To answer all the questions, SDT was applied to the subject-based performance
of this study. The comparisons of the performances were made with respect to the hit
rates, false alarms, and sensitivity index. These parameters were derived by applying the
SDT model. This was to define the degree to which the participants were successful at
segregating the auditory streams in different directions.
To answer the first question, the results of the model were calculated as a function
of the physical location of the sound sources. To answer the second question, the results
of the model were calculated as a function of the difference between the frequency content
of the target and masker sounds. To answer the third question, the results of the model
were calculated as a function of the difference between the modulation-rate of the target
and masker sounds.
The null hypothesis of this research was that the physical location of the desired
and competing sound sources, their frequency content difference and their modulation-
rate difference do not influence the gap-detection and auditory stream segregation ability.
The alternative hypothesis is that the physical location of the two sound sources, their
frequency content difference and their modulation-rate difference significantly influence
the gap-detection and auditory stream segregation ability.
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This research was an initial step to prove a general effect of interactions of
these variables in the full 3D space. Therefore, only a limited number of sound source
locations on the horizontal plane were initially selected. As humans are more precise in
the localization of sound in the frontal plane, the two by two comparison of the following
angles were assumed to be initially enough to reflect the existence of an effect (if any);
speakers located at ±7.5◦ vs. ±45◦, ±7.5◦ vs. ±90◦, and ±45◦ vs. ±90◦ (where 0◦ is
considered to be in front of the subject in the direction of the Sagittal plane).
Lastly, the subjects’ reaction time of making a decision to report the gaps in
the target (hits) and the gaps in the masker (false alarms) was evaluated as a function of
speaker locations.
1.3 Application areas
To design an artificial intelligence system that analyses the auditory scene, at
first, the acoustical cues applied by the human auditory system to analyze a scene must
be defined. This would enable the system to automatically analyze an auditory scene
similarly as the human auditory system. To be specific, the ultimate goal of designing
a hearing aid device is to create a real-time computational system that performs the
sound analysis as the human auditory system in a similar manner in terms of detecting a
sound and keeping track of the stimulus over time. To do so, it is essential to reduce the
overall noise which in this case would be any content that is not desired and enhance the
perceived quality of the sound of interest to make it more distinguishable [9, 34, 49, 50].
One of the key points in creating such an algorithm is to improve the accuracy
of estimating the sound direction of arrival in the horizontal plane. Two sounds with
the same temporal and spectral content arising from two different directions relative to
the head carry distinctive information about the surrounding environment. The effect of
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this separation in space must be always considered in recreating the performance of the
human auditory system [51–53].
Another advantage of determining the effects of the cues that are needed to be
synthesized by a computational system to solve the cocktail party problem for speech
is to improve the effectiveness of the automatic speech recognition algorithms. This is
to be able to precisely distract the speech content from the environmental noise. It has
several uses including the applications in security systems, voice-user interface to control
interactive systems and speech to text assistance technology for disabled people [54–57].
3D audio applications including spatial sound design for 3D video games and
movies, artistic spatial sound installations, and spatial music composition demand full
awareness of space. It is vital to ensure that the sound synthesized is heard in terms of
pitch and rhythm as it was intended to be perceived in the sweet spot of the speaker’s
setup. Therefore, if the spatial location of a sound source affects the perception of these
two fundamental parameters, the perception difference that is caused by sound source
position has to be taken into account and compensated to create a similar sound at
different locations of the space.
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1.4 Outline of the dissertation
Chapter 2, Literature Review: This chapter is started by defining the com-
mon terms in this research area, followed by reviewing effective parameters that contribute
to the cocktail party effect and auditory scene analysis.
Chapter 3, Methodology: This chapter describes the experimental design of
the psychoacoustic listening test. This includes the process of stimulus generation, test
participants, the different phases of the training procedure and pre-test evaluations. This
chapter concludes with an explanation of the structure of the main listening test.
Chapter 4, Results: This chapter, at first, overviews the overall outcome of
the segregation task analysis as a function of speaker location by applying a SDT model.
This is followed by analyzing the effects of frequency content difference between the target
and masker sound on the stream segregation task. Next, the effects of the modulation-rate
difference between the target and masker sound on gap-detection are provided. Finally,
the results of the reaction time analysis as a function of speaker separation are discussed.
Chapter 5, Follow-up Experiments: Two follow-up experiments that were
designed to compare and discuss their outcome with that of the first experiment are
explained in this chapter.
Chapter 6, Discussion: A discussion of the results acquired from this study
is provided in this chapter. The results are compared with the previous works in this
field. Nextly, the experimental design limitations are explained.
Chapter 7, Conclusion: The outcome of the study is summarised in this
chapter. Some recommendations for future research ideas are provided here.
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2 Literature Review
2.1 Terminology
2.1.1 Feature, Event, Object, Stream
When sound reaches the ears, different components of it are extracted by the
auditory system. This process gives us the ability to distinguish distinct sound features,
sound events, auditory objects, and auditory streams [58, 59]. In the following, the
definition of these fundamental terms is reviewed.
A “feature” of a sound is referred to as the characteristics of a specific frequency
component at a certain time. A “sound event” relates to a set of frequencies generated
over a while. Sound feature and sound event are physical parameters of a stimulus which
can be defined regardless of how they might be perceived by the auditory system. A
sound event formation occurs based on the formation of a collection of sound features at
both low-level and high-level analysis [58, 60, 61].
The human auditory system can form a set of sound events and create an audi-
tory “object”. The perception of an auditory scene starts with auditory object selection
which is choosing the sound source of interest among many. When a sound source is
chosen, the temporal and spectral components of it are analyzed by the auditory system
which provides the definition of the perceived boundaries of a single object [58, 61–63].
However, the perceived temporal and spectral sensory information might have
been originally generated by different objects but perceived as one single “stream” of
sound. The auditory system continuously segregates or integrates these components to
detect different sound streams [64].
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2.1.2 Temporal grouping vs. Spectral grouping
Temporal grouping or “Sequential Integration” refers to the ability to detect the
temporal content of a composite sound stream over time. This includes integrating the
temporal components of a single sound stream and separating temporal components of
this stream from other existing streams on the scene [9, 49, 61].
Spectral grouping or “Simultaneous Integration” refers to the capability of ana-
lyzing the frequency components of the auditory scene, combining the frequency compo-
nents of a single target source, and differentiating that from the spectral components of
other present sources [9, 49].
2.1.3 Bottom-up processing vs. Top-down processing
Bottom-up Processing or Data-driven processing applies to the initial and mostly
subconscious analysis of a sound event which is usually performed with the help of the
basic auditory cues. Top-down Processing or Schema-driven processing starts after the
basic analysis was applied to the incoming streams. This higher level of analysis demands
more attention and concentration on the sounds reaching the ears. For instance, the
familiarity of the sound source, prior training and memory become effective auditory cues
during the Top-down processing stage [8, 49, 64–67].
2.2 Effective parameters that contributes to the cocktail party
effect
For decades, many studies discovered the parameters which were found to be
influential on human scene analysis and the ability to solve the cocktail party problem.
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In the following section, these factors are briefly reviewed.
2.2.1 Frequency domain cues
2.2.1.1 Fundamental frequency and harmonicity
The fundamental frequency and its harmonics are among the strongest cues
which give the auditory system the ability to segregate or integrate auditory streams.
If the harmonics of a fundamental frequency are correctly detected, this fundamental
frequency and its harmonics are grouped together and separated from other sets of fre-
quencies and corresponding harmonics which results in successfully solving the cocktail
party problem [8, 9, 49, 58, 62, 68–70].
2.2.1.2 Spectrum separation and spectrum continuity
If there is no overlap between the frequency range of the detected object and the
spectrum of other produced sounds, the auditory object recognition would be an easier
task in comparison with the case that multiple sound origins share frequency components.
After the frequency profile of a part of a stream is detected, it is more likely that the
upcoming similar frequency components would be categorized as they have been generated
by the same already detected sound source [8, 13, 68].
2.2.1.3 Spectrum onset and offset synchrony
If the start and end moment of the presence of frequency components of a desired
and a distractor sound are different, they would be more likely to be determined as
separate streams by the auditory system. Furthermore, the overtones which have the
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same attack time are more likely to be integrated into one stream [49, 58, 69].
2.2.1.4 Timbre
When it comes to differentiating the sounds of different musical instruments,
timbre perception turns to be among the fundamental cues to separate the sources. Once
the timbre of an instrument is detected, over time, the sound with the same timbre is
more likely to be assumed to come from the same instrument on stage or in a recorded
piece of music [58, 68].
2.2.1.5 Frequency masking
If the frequency of the distractor and the desired sound fall into the same critical
band, the amplitude of the desired sound must be higher than the unwanted one to be
audible to reach the threshold of hearing at that particular frequency, otherwise, it could
be masked by the competing sound [11, 71].
2.2.2 Time domain cues
2.2.2.1 Temporal continuity
If a sound is temporally continuous (without interruption), it is more likely
to be perceived as a single stream after the sound source is detected for the first time.
However, if an auditory scene is made of the several distinct streams from different sources,
segregating the short events arriving from a single source from another short-time events
is a more challenging task [8, 72].
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2.2.2.2 Forward masking vs. Backward masking
The audibility of a target sound is totally affected by the features of other sounds
coming from other sources, simultaneously. The masking effect does not only apply when
the masker and the target sound are existent at the same time but also before and after
the time that the masker is presented. Forward masking is a rarely detectable auditory
phenomenon that indicates how the target sound is masked by the masker even before
the masker is presented in a period of a maximum of 50 ms. Backward masking is a
more common and distinguishable effect that shows how the masker could still affect the
perception of the target sound after it is stopped. In this case, in the first 15-20 ms after
masker removal, the making effect is noticeable and after that, it gets less significant
[67, 73].
2.2.3 Binaural masking level difference
A signal that is masked at the presence of noise can become audible if the phase
of one of them is inverted in one ear while the masker and the target are both projected
to both ears. In this case, after the phase inversion, the inaudible signal (maskee) reaches
the perception threshold of hearing. The amount of change in the intensity level of the
audible maskee and inaudible maskee is referred to as binaural masking level difference
[66, 73–75].
2.2.4 Spatial cues
The monaural and binaural sound localization cues including Head-Related Trans-
fer Function (HRTF), Interaural Level Difference (ILD), Interaural Time Difference (ITD),
reverberation, Pinna factor, etc together enable the auditory system to detect the position
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of a sound source in an environment. Once the auditory system localizes the positions of
the sound sources on a scene, the streams coming from different sound source locations
are more likely to be segregated. Hence, over time, the target sound is released from being
masked again by other sound sources in space. This is referred to as spatial release from
masking. The spatial location maintenance (continuity) can be an effective perceptual
cue to remember the extracted auditory content emanating from a specific source and
differentiate that from the other sources on the scene [8, 49, 62, 76–83].
2.2.5 Intensity profile
Human uses the intensity of masker and maskee as a cue for segregating them.
The sound events with lower intensity are more likely to be grouped and differentiated
from the sound events in the scene that have a higher intensity level [8, 58, 68].
2.2.6 Amplitude modulation
Continuous synchronized changes in the amplitude of sound events suggest that
these events with the similar amplitude fluctuation pattern are made by the same sound
source. [49, 58, 62, 77].
2.2.7 Visual cues
The correlation between the perceived streams and the visual cues could be a
strong cue to integrate or differentiate the sound sources. This could be more effective
when it comes to speech perception. The body gestures, lip-syncing, body movements,
etc could have a profound impact on solving the cocktail party problem for speech [8, 84].
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2.2.8 Familiarity and predictability of sound
Sound source separation would be an easier task with the help of memory if
the sound of interest is familiar to the listener and the sound source characteristics have
remained the same over time [33, 63].
2.2.9 Speech recognition exclusive cues
In case the target source is speech, more cues are available to the listener includ-
ing the speaker’s accent, lip movements, the familiarity with the native language, sentences
stress, speaker’s gender, familiarity with the voice of known people, etc [48, 62, 72].
2.2.10 Regularity and rhythm
The human auditory system is able to detect repetition in some of the sound
features. This includes fluctuation in sound intensity, temporal pattern, frequency com-
ponent, and so on [59, 62, 85, 86]. Some studies showed that the temporal regularity can
act as a secondary cue after the auditory object is formed by applying the bottom-up cues
to keep track of the already recognized source over time [38, 64].
17
3 Methodology
3.1 Overview
The first part of this chapter focuses on the preparation of the listening exper-
iment. This includes the stimulus generation procedure and the method of generating
and applying the gaps. Next, the experimental design is explained. This part covers the
description of the equipment used in the test, the test environment, and the information
regarding the subjects that participated in the test. The last part illustrates each phase
of the procedure of the listening experiment which contained the subject’s preparation,
training procedure, gap length threshold measurement, and finally the main listening test
operation.
3.2 Stimulus generation
3.2.1 Narrowband noise generation
The stimulus was a two channels sound, one channel contained the target sound
and the other channel contained the masker sound. Both target and masker sounds were
frequency-modulated narrowband noise with the modulation depth of 25%. The target
and masker differed in terms of frequency content, modulation-rate and the location which
they were played from.
For a single stimulus, the modulation frequency of the target was a random value
in a range of 1.5 - 2.5 Hz. The target noise frequency components fall into the 9th critical
band and were in a range of 900 - 1100 Hz (i.e. a narrowband noise with a bandwidth
of 200 Hz). This range was chosen as the equal-loudness contour centered around 1 kHz
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is almost flat. Owing to this, no loudness adjustments were necessary when comparing
the frequency range of target and masker if range mentioned was used. The narrowband
noise was generated by adding thirty pure sinusoids of random frequencies (30 carrier
frequencies) in the aforementioned range. The cumulative amplitude resulting from such
a summation was divided by the number of sinusoids to prevent amplitude distortions
and clipping.
For a single stimulus, the modulation frequency of masker was a random value
in a range of 0.7 - 3.3 Hz. The masker was also a narrowband frequency-modulated noise
with a bandwidth of 200 Hz, but the noise frequency components (30 carrier frequencies)
varied from trial to trial in range of 550 - 1450 Hz. The target and masker could randomly
fall into the same or different critical bands. Table 1 illustrates the target and masker
frequency content of 5 trials.
Table 1: The frequency content of target and masker of 5 trials.
Target
frequency
range (Hz)
Target
bandwidth
(Hz)
Target
critical
band
Masker
frequency
range (Hz)
Masker
bandwidth
(Hz)
Masker
critical
band
900 - 1100 200 9 550 - 750 200 6 & 7
900 - 1100 200 9 650 - 850 200 7 & 8
900 - 1100 200 9 700 - 900 200 7 & 8
900 - 1100 200 9 1000 - 1200 200 9 & 10
900 - 1100 200 9 1250 - 1450 200 9 & 10
The starting phase of each stimulus was randomly chosen of the following values:
0, pi/4, pi/2, 3pi/4, pi, 5pi/4, 3pi/2, or 7pi/4. This was to avoid any undesired effect of the
initial phase on the stimulus perception (in case the initial phase plays the role of a cue).
If the target sound had always the same initial phase, the subject could possibly recognize
that and rely on it as a cue for detecting the target sound.
At the beginning and end of each signal, a 10 ms cosine window was applied to
avoid acoustic artifacts from the instantaneous onset or offset of the stimulus.
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3.2.2 Gap generation
The gap was applied as an amplitude window to a stimulus. It was made of two
10 ms sine ramps with a zero amplitude sustain part in the middle. Figure 1 shows the
full window that makes a 45 ms gap (the average gap measured in this experiment) and
figure 2 shows the result of applying this window to the amplitude of a white noise.
Figure 1: A sample window that applies a 45 ms gap to the stimulus.
Figure 2: The change in the amplitude of a white noise after the gap was applied.
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3.2.3 Gap location
To ensure that the number of gaps within a trial is unpredictable, different
coupling patterns of gap numbers in target and masker in a single trial were chosen as
shown in table 2. The total number of gaps in a 10 sec stimulus could be 2,3, or 4. The
total number of gaps remained the same for all the subjects.
Table 2: The possible number of gaps in two channels of one stimulus.
Occurrence percent-
age in 180 trials
Nr. of gaps in target
per trial
Nr. of gaps in masker
per trial
30 % 1 1
20% 2 1
20% 1 2
10% 2 2
10% 3 1
10% 1 3
The time duration of a single trial was 10 seconds. A minimum of 1.5 seconds
time difference was considered between all the existing gaps of a two-channel sound to
give the subject at least 1.5 seconds to react to the previously presented gap. No gap was
located at the start of the stimulus (within the first 1.5 seconds) to provide the subject
sufficient time to become oriented to the task at hand. The last 1.5 seconds of the stimulus
was gap-free owing to the subject not having enough time to report it before the stimulus
terminates.
In the total of 180 stimuli of the main test, 540 gaps were located; 270 gaps in
the target sounds and 270 gaps in the masker sounds. In total, 90 gaps were embedded
in the trials of each speaker pair (±7.5◦, ±45◦, ±90◦).
The gaps locations were defined in such a way that for an individual subject,
the generated gaps were uniformly spread out over all the trials in terms of time and
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the instantaneous phase where the gap was applied. This is to ensure that the subject’s
performance was evaluated over all the possible gap locations (in time) and the instanta-
neous phase. Figure 3 shows the distribution of all 270 gaps of target sounds and 270 gaps
of masker sounds of 180 stimuli over the 10 seconds time period generated for a single
subject. The gaps were scattered uniformly at the entire time period of 1.5 - 8.5 seconds.
Figure 4 shows the distribution of the instantaneous phases of the signal where the gaps
were generated for a given subject. Similar to the distribution in time, the gaps balanced
over the full possible phase range (−pi : pi).
In summary, the following parameters changed within trials made for a subject:
the assignment of the target and masker to the left and right channel that was equally
often, the noise frequency content and modulating frequency of target and masker, gaps
location in time and phase, the trial initial phase, and number of gaps per trial. The
following parameters remained constant between the subjects: the total number of trials
(180), the total number of trials per speaker pair (60), the total number of gaps per
speaker pair (90), the total number of gaps in target (270) and in masker (270).
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Figure 3: The distribution of all 270 gaps of target and 270 gaps of masker of 180 stimuli
generated for a single subject over 10 seconds time period.
Figure 4: The distribution of all 270 gaps of target and 270 gaps of masker of 180 stimuli
for a single subject over the instantaneous phases where the gaps were generated.
23
3.3 Experiment design
3.3.1 Physical layout
Figure 5 shows six hypothetical sound sources in a cocktail party scenario and
figure 6 shows the corresponding setup implemented to simulate such a scene. A speaker
array made of six loudspeakers was designed. All the speakers had the same distance
from the subject (0.9 m).
Figure 7 demonstrates a scheme of the physical layout of the experimental design
as the visual cue of the test. The subject was trained to map the visual cue with the
implemented setup during the training procedure.
As the visual cue given to the subjects contained the information about the loca-
tion of the loudspeaker which played the sound in each trial, the sound source localization
task was not demanded and as such, was excluded from the subject’s task. This could
potentially make a fair situation in which people with a higher and lower localization
ability would still have the same preconditions for doing this test.
At different trials, the target and masker were played through the following
speaker pairs. Each case was used for 30 out of 180 trials of the experiment.
Target: +7.5◦, Masker:-7.5◦
Target: -7.5◦, Masker: +7.5◦
Target: +45◦, Masker: -45◦
Target: -45◦, Masker: +45◦
Target: +90◦, Masker: -90◦
Target: -90◦, Masker: +90◦
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Figure 5: Six hypothetical sound sources in a party!
Figure 6: The implementation of the scenario in the lab.
Figure 7: The visual cue illustrating the physical layout of the experiment.
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3.3.2 Equipment
To keep the participant’s head fixed and avoid any head movement during the
study, a medical chin rest device was used (figure 8). The height of the device was
adjustable from 29.5 cm to a height of 54 cm and was set to the right height from the
table based on the height of the subject.
Figure 8: “Hasomed” Medical Chin Rest, adapted from [2].
Figure 9: A demonstration of the chin rest device usage.
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The reference point of the speaker (according to [3]) was positioned at a height
of 160 cm from the floor, measured by a laser distance meter. To calibrate the loudness
of the speakers, a microphone was located at the hypothetical midpoint of the subject’s
head attached to a sound pressure level meter to measure the loudness of the incident
signal. The used equipment is shown in figure 10 and the calibration setup is shown in
figure 11.
Figure 10: Genelec 8040 Studio Monitor with the reference point marked in Red according
to [3], adapted from [4], SPL Meter NTi Audio, Model:XL2 and M4261 microphone [5],
Fluke 424D Laser Distance Meter [6].
Figure 11: The speaker loudness calibration setup.
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3.3.3 Playback environment
The experiment was conducted in the acoustic lab at the Max Planck Institute
for Empirical Aesthetics, Frankfurt. The reverberation time (RT60) of the room is 0.16
s at 1000 Hz. Two sound-absorbing panels were located behind the subject to avoid
any reflections from the back of the room. Between the panels, a camera was located to
monitor the subject from the control room where the researcher ran the test. The video
was only streamed and no data was recorded. A Talkback system was located below the
camera and the subject was allowed to communicate with the researcher when needed.
Figure 12: The relative position of the subject, camera and the Talkback system.
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3.3.4 Participants
In total, 33 participants were subjected to the listening test. The results of the
first 7 tests were considered the pilot outcome. Out of the 26 main subjects, the results
of four of the subjects were removed from the final dataset as their answers were found
to be unreliable (detailed reasoning explained in Chapter 4). The outcome of this study
is reported based on the data gathered from 22 subjects with an equal number of males
and females. Their ages were in the range of : 19 - 34 (µ =26, σ =3.89).
The minimum required sample size to have a test power of 0.8 with a medium
to large effect size was calculated according to the ANOVA power analysis as there were
three groups (angles) to compare. The results showed that to have an effect size of 0.75,
a minimum of 21 subjects is needed. Therefore, evaluating the data from 22 subjects was
still sufficient to have 80% test power with a large effect size.
The recruitment of research participants was done through subjects database
who previously signed up to participate in the studies of their own volition. 18 out of 22
final subjects were registered through this system. They have been reimbursed 28 EUR
for the two hours tests. The other four subjects were the institute staff. The participants
were asked to sign the consent form in the language of their choice; English or German.
The general information sheet was also provided in both languages.
3.4 Experimental procedure
3.4.1 Subject’s positioning
At first, the subject was asked to remain seated on the chair and the researcher
adjusted the height of the chair and the chin rest. The height of the ears from the floor
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was adjusted in such a way that they were at the same height as the speaker’s reference
point (160 cm from the floor) to be able to waive any spatial effect in the vertical plane
as much as possible.
3.4.2 Introduction
The subject was asked to watch a 7 minutes introductory video. The goal here
was to familiarize the subject in steps with the surrounding space, six different directions
of arrival, stimulus type, and the concept of a “silence” moment. The content of the
introduction is explained below:
Phase 1: To instruct the subject on how the relative position of him/her and the
speakers are demonstrated on the scheme, the following sentences and picture displayed
on the screen.
Text on screen: “As you see, there are 6 loudspeakers around you. This is how
we show them on screen.”
Figure 13: The scheme was used to clarify the relative position of the speakers and the
subject.
Phase 2: Four seconds of white noise was played through the speakers in the
following order: +90◦, +45◦, +7.5◦, -7.5◦, -45◦, -90◦. This was to familiarize the subjects
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with different sound source locations with a known sound. While the sound was played,
the speaker corresponding was highlighted in Green. Figure 14 shows two samples of
these images at +90◦ and -45◦.
Text on screen: “Now, we play some noise from each loudspeaker. The speaker
marked in Green is playing the sound.”
Figure 14: The examples of the figures shown on the screen while the sound was being
played from one speaker, left:+90◦, right:-45◦.
Phase 3: Four seconds of white noise was played through the speakers in the
following order: -90◦, -45◦, -7.5◦, +7.5◦, +45◦, +90◦
Text on screen: “Second round! This time in the opposite direction!”
Phase 4: A four seconds long stimulus without any gap was played through the
speakers in the following order: +90◦, +45◦, +7.5◦, -7.5◦, -45◦, -90◦. This was the first
time that the subject heard the stimulus of this experiment.
Text on screen: “Now listen to a different type of sound!”
Phase 5: Four seconds long stimulus without any gap were played through the
speakers in the following random order: +45◦, -45◦, -7.5◦, -90◦, +90◦, +7.5◦
Text on screen: “Now, from here and there!”
Phase 6: After familiarization with space and stimulus type, from now on, the
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sound was being played with a speaker pair. The icons designed for the pair (taregt and
masker) were shown on the screen as figure 15. The speaker marked in Green showed the
source of the target sound and the subject was asked to only pay attention to that and
ignore the one without the Green circle which contained the masker sound.
Text on screen: “Now, we play sound from two speakers, simultaneously, shown
as below. From now on, only focus on the sound coming from the speaker marked in
Green.”
Figure 15: The icons designed for the speaker which played the masker sound (left) and
the target sound (right).
Phase 7: Four seconds long stereo stimuli (target and masker) with no gap were
generated. The playback order was as the following: ±45◦ (target: +45◦), ±90◦ (target:
-90◦), ±7.5◦ (target: +7.5◦), ±45◦ (target: -45◦), ±90◦ (target: +90◦), ±7.5◦ (target:
-7.5◦). Figure 16 previews two examples of these combinations.
Figure 16: The examples of the figures shown on the screen while the sound was being
played from two speakers, left:±45◦ (target: -45◦), right:±7.5◦ (target: +7.5◦).
Phase 8: In this step, the concept of a gap or silence was explained:
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Text on screen: “The “Silence” is the short moment in time that the sound is
interrupted and you notice a discontinuity in the sound. It sounds like a short tiny pause
or a distinct break or a gap in time. Your task is to detect that gap or “Silence” moment.
In the following part, you will hear some examples.”
Phase 9: In this phase, in 11 short examples, gaps with different lengths were
presented from different directions.
Example 1: No gap, at -7.5◦.
Text on screen: “Here is a sound with no gap in it similar to what you heard so
far!”
Example 2: 900 ms gap at -7.5◦.
Text on screen: “Here is the same sound with a large gap in it!”
Example 3: 500 ms gap at -7.5◦.
Text on screen: “Here is the same sound with a shorter gap in it!”
Example 4: 250 ms gap at -7.5◦.
Text on screen: “Here is the same sound with an even shorter gap in it!”
Example 5: 250 ms gap at +90◦.
Text on screen: “Now, listen to the same sound coming from another direction!”
Example 6: 120 ms gap at -45◦.
Text on screen: “Yet, a shorter gap and from a different direction!”
From now on, two channels sounds (having both the target and masker sounds)
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generated and there was only one gap in the target sound. To further emphasize on the
idea of playing two sounds, simultaneously, two icons were presented again.
Text on screen: “Now, we play sound from two speakers simultaneously, shown
as below. From now on, only focus on “silence” moment in the sound of Green speaker.”
Example 7: 500 ms gap at ±7.5◦ (target: +7.5◦).
Example 8: 300 ms gap at ±90◦ (target: -90◦).
Text on screen: “A shorter gap from a different direction!”
Example 9: 250 ms gap at ±7.5◦ (target: -7.5◦).
Text on screen: “Yet, a shorter gap from a different direction”
Example 10: 120 ms gap at ±45◦ (target: +45◦).
Text on screen: “Yet, a shorter gap from a different direction”
Example 11: 90 ms gap at ±90◦ (target: +90◦).
Text on screen: “Yet, a shorter gap from a different direction”
At this moment, the introduction phase ended.
Therefore, the shortest gap length presented in the introduction step was 90 ms.
This value was larger than any measured minimum gap length threshold for the seven
pilot subjects. The following gaps length thresholds were measured for the pilot subjects;
45, 52, 30, 65, 28, 85, 51 ms. In the end, considering the final 22 main subjects, as the
largest measured gap for a subject was 82 ms, stopping the training at 90 ms found to be
the right choice.
Finally, the subject was asked to define the gap in their own words to ensure
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that he/she understood the concept. Moreover, the subject was inquired as to his/her
ability to hear the gaps when it was presented. According to what they reported, all the
subjects clearly understood the topic after the introductory session was presented.
3.4.3 Training
To evaluate the capability of the subject in performing the task, an initial test
with 12 trials with large gaps in them was conducted during the training phase. To collect
the data a response device shown in figure 17 was used. The device was connected to the
main computer with a USB-3 cable (3ms latency) and the data was collected with the
MATLAB Psychophysics Toolbox extensions functions [87].
The subject was required to push the Green “Silence” button as quickly as
possible when he/she heard the gap or push the Red “Nope” button when the sound
stopped with no gap detected. The Yellow “I’m back” button, was pushed by the subject
when he/she got back to the room from a short break during the main test. By pushing
this button, the audio was continued. The rest of the buttons were deactivated and not
used at any point.
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Figure 17: The response device used in the experiment, Cedrus RB-740.
Text on screen: “Now, we play a couple of sounds for you. If you hear the
silence, right away push the “Silence” button! If you didn’t hear it, after the sound stops,
push the “Nope” button”
The sounds were four seconds long and there was only one gap in the target sound
and no gap in the masker. Participants passed the test when they correctly responded to
9 out of 12 trials. The gap length was similar for all the subjects. The gap duration was
large in all the stimuli to simplify the task. The gap duration of the 12 trials was as the
following; 400 ms, 600 ms, 300 ms, 350 ms, 130 ms, 200 ms, 150 ms, 300 ms, 560 ms, 225
ms, 445 ms, 190 ms. Each speaker was used twice in a random order. This process took
approximately 4 minutes.
All of the subjects passed this test successfully showing that the step by step
instructions was clear and sufficient for them. Figure 18 demonstrates the distribution of
the number of times the subjects did not detect the gap at this step.
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Figure 18: The percentage of the number of wrong answers (0,1,2) out of 12 trials over
all the subjects.
3.4.4 Custom adaptive tracking procedure
This step aimed to measure the minimum required gap length for each subject to
be able to do the stream segregation task. The participant was assigned to a similar task
as the training test, but here, the length of the gaps varied from trial to trial based on
the subject’s performance in the previous trial. The trials were randomly played through
different speakers.
Text on screen: “Now, you know what we mean by a gap! In the following
examples, if you hear the silence, push the “Silence” button as soon as possible. If you
didn’t hear it, push the “Nope” button after the sound stops. The silence can happen at
any time while the sound is being played.”
Two sequences of trials were considered here based on the gap length values and
the trials of these two sets were randomly played. The descending sequence started with
a stimulus with a 150 ms gap in it and followed the logic stated: If the subject was able to
detect the gap correctly (pushed the “Silence” button at the right time), the gap length
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was reduced in the next trial to 100 ms. By any chance, if the subject did not push the
“Silence” button, the next trial also was made with a 150 ms gap.
If the gap length reached a value smaller than 100 ms and larger than 20 ms,
the duration adjustment was done by adding or subtracting either 4, 5 or 6 ms (randomly
chosen). This is because according to the pilot study results, the gap duration of 7 subjects
was in a range of 28 to 85. Therefore, small changes in gap duration in the range of 20 -
100 ms were needed to be able to estimate the gap duration with the highest resolution
possible. If it reached the range of 20 - 10 ms, the changes were done by either 8, 9 or 10
ms (randomly chosen). If it reached 10 ms, the next trial was repeated with a 10 ms gap.
The second sequence was initiated with a 5 ms gap and the length was increased
trial by trial if the subject answered the questions correctly. The amount of increment to
the gap length followed the same logic as that of the descending sequence. The logic for
the opposite direction was as follows: The gap duration change was either 4, 5 or 6 ms
if the gap was in the range: 20 - 100 ms and was either 8, 9 or 10 ms changes after the
trials with less than a 20 ms gap.
The subject was not aware of the logic behind the test and as the trials were
being played randomly and with a random amount of change, it was not possible for them
to predict the change in the next trial.
After each trial, the status of each sequence was checked. If the status changed
from increasing the duration in one trial of the sequence to decreasing the duration in
the next trial or vice versa, a status changed occurred. After the status of a sequence
changed 12 times (12 reversals), the process of making new trials for this sequence was
stopped. When both sequences met this requirement, the test stopped altogether. If the
latter requirement was not met, the test was stopped by default after 34 trials for each
sequence. This process took a maximum of 10 minutes. Figure 19 shows the results of
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this test for two subjects.
The median of the measured gap duration in the last four trials of both sequences
was calculated. This value was considered as the minimum individual required gap dura-
tion to be able to the segregation task when there is only one gap in a short trial. The
range of calculated gap duration for the 22 subjects was: 20-82 ms (µ = 45.36 ms σ =
17.76).
Considering the results of the pilot subjects and the fact that in the actual test
the existence of multiple gaps in a 10 seconds long target and masker sounds made the
task more difficult than the task of this section, the gap duration had to be increased
with the same ratio for all the subject to the level that the task would be doable for them
(according to the individually calculated sensitivity index, explained in chapter 4). After
repeating the test with different levels of increment, the value of 2.5 found to be suitable
to multiply with the original gap duration calculated for all the subjects.
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Figure 19: The change in gap duration values trial by trial for two subjects, Blue: as-
cending sequence, Red: descending sequence.
3.4.5 Stimulus generation
At this stage, for an individual subject, all the stimuli were made based on the
calculated gap length for him/her and the stimulus generation procedure explained earlier.
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3.4.6 Main test
The instruction of the main task was given verbally and written on the screen
as well. The visual cue showed up 1 second before the audio signal started to provide the
subject enough time to prepare to react to each stimulus.
Text on screen: “Let’s start the main task! From now on, you don’t need to use
the “Nope” button. We play sound from two speakers as before, but there are gaps in the
sounds coming from both speakers and the sounds are longer in time. Only focus on the
gaps coming from the speaker marked in Green. At any time you hear a gap coming from
the Green speaker, push the “Silence” button as soon as possible.”
The stimuli generated for each speaker set were randomly played and the random
order differed for subjects. After each sound, there was a 3 seconds pause. After a set of
10 trials, a pause of 10 seconds was provided. The subject was advised to move his/her
head to avoid any discomfort caused by keeping the head fixed on the chin rest device
for the time needed. After every 45 trials (total of 3 times in the whole experiment), a 5
minutes optional break was given. Playing the trials took 30 minutes and considering all
the pauses and breaks, this process lasted up to 1 hour depending on the subject’s choice
to take the optional breaks or not.
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4 Results
4.1 Overview
The results of this experiment are represented in four steps;
1. The results of the gap-detection and segregation task performance as a function of
speaker separation.
2. The results of the gap-detection and segregation task performance as a function of the
difference between the frequency content (carrier frequency) of the target and masker.
3. The results of the gap-detection and segregation task performance as a function of the
difference between the modulation-rate (modulating frequency) of the target and masker.
4. The results of the reaction time to detect a gap in the stimulus as a function of speaker
separation.
4.2 Analysis of the number of reported gaps
As the first step of the data analysis procedure, an overall assessment of the
gap-detection performance of the subjects was made. To do so, the number of times a
subject pushed the “Silence” button meaning he/she reported that I detected a gap was
counted. The reported gaps could fall into three categories; 1) the gaps that were reported
within 1.5 seconds of the gaps embedded in target, 2) the gaps that were reported within
1.5 seconds of the gaps embedded in masker 3) the gaps that were reported anytime other
than the acceptable time window of the gaps embedded in the target or masker. In other
words, in this case, the button was pushed while there was no gap either in the target or
masker.
Next, the number of times that a gap fell in to the third category over all the
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180 trials was counted for each subject. The average of this overall value was 8.72 with a
standard deviation of 8.34. Figure 20 demonstrates the distribution of this value over all
the subjects. As a result of this analysis, the data collected from four subjects (Red bars
in figure 20) were removed from the final dataset of this experiment. This was because,
in comparison with other subjects, this variable was unusually high for them; 72, 170,
40, and 67 times during the experiment. The explanation of the potential causes of this
behavior is beyond the scope of this study.
Figure 20: The number of gaps reported by each subject which were neither in target
nor in masker over the entire experiment. The results of the subjects a,b,c, and d were
removed from the experimenter’s dataset.
Figure 21 shows the number of gaps in each category reported by subject b. A
similar rate of the reported gaps in the first and third categories can be seen in this figure.
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Figure 21: The comparison of number of reported gaps in the target, masker, neither in
the target nor in the masker by subject b.
4.3 Analysis of the segregation task performance as a function
of speaker separation
4.3.1 Signal detection theory
To evaluate the human perception of a stimulus at the presence of noise, Signal
Detection Theory (SDT) was applied. According to this theory, four potential responses
can be reported by a human observer. By evaluating these responses, the examiner can
asses the participant’s personal strategy in the decision-making [1] [17] [18]. Table 3
demonstrates these responses at the presence or absence of a stimulus.
44
Table 3: The four possible responses to a stimulus categorized according to Signal Detec-
tion Theory, adapted from [1].
Decision: Participant’s response
Reality Yes No
Signal Present Hit Miss
Signal Absent False Alarm Correct Rejection
4.3.2 Analysis of hits
In this study, a hit is defined as the embedded gap in the target sound that is
reported in a time window of 1.5 seconds by a subject. For each subject, the number of
hits per angle (±7.5◦, ±45◦, ±90◦) was calculated. Table 4 summarizes the initial analysis
of hits over all the subjects.
Note that, at each angle, the results of both speakers at the right and left of the
head are combined. For instance, the results of +7.5◦ and -7.5◦ are merged and presented
as the results of ±7.5◦.
Table 4: The initial analysis of hits over all the subjects.
Speaker pair µ (%) σ (%) Min (%) Max (%)
±7.5◦ 42 11 23 70
±45◦ 62 13 34 84
±90◦ 63 12 42 79
To represent the maximum difference between the individual performances, the
distribution of hits over each angle for two subjects is compared in figure 22. The bar
plot on the left illustrates the results of the subject who had the highest overall hits and
the right plot shows the results of the subject who had the poorest performance in terms
of overall hits.
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Figure 22: The comparison of the number of hits per angle for the subject who in total
had the highest number of hits (left) and the subject who in total had the lowest number
of hits (right).
Figure 23 illustrates the distribution of hits as a percentage evaluated for all of
the subjects at the respective angles. The median number of hits over all the subjects
at a given angle was: 39 % at ±7.5◦, 65 % at ±45◦, and 63 % at ±90◦. The maximum
percentage of the gaps detected at ±7.5◦ was 69%. This maximum value was close to
the median observed for the other two angles. The interquartile range observed at ±7.5◦
falls outside (no overlap) that at ±45◦ and ±90◦. The similarity of the median and
the interquartile range of the hits distribution at ±45◦ and ±90◦ is also apparent. All
the observations made here intimate that the performance of the subjects in the stream
segregation task at ±45◦ and ±90◦ was comparable. Among the angles discussed, the
gap-detection task at ±7.5◦ was relatively poor.
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Figure 23: The distribution of the number of hits over all the subjects at each angle.
To define the type of the required statistical data analysis approach, the nor-
mality of the above distributions was evaluated by applying the Kolmogorov-Smirnov
test to the data from each angle. The results proved that none of the distributions were
normal. Therefore, the Kruskal-Wallis test that is a non-parametric statistical analysis
method was applied. If the p-value of this test is lower than the significance level, it
shows that there was a significant difference between the medians of the hits distributions
of the given angles, but it does not specify that the data from which of the pairs was
significantly different. The H statistics of the test is calculated as the following;
H =
12
N(N + 1)
k∑
i=1
R2i
ni
− 3(N + 1) (1)
Where k is the number of the groups, ni is the sample size of the group i, Ri
is the sum of the calculated ranks of the group i and N is the total sample size which
includes the values of all the groups. To evaluate the significance of the results, H is
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compared with the chi-squared critical value with the degree of freedom of k − 1. If H
is larger than χ2k−1, it is concluded that there is a significant difference in this dataset
[88–90].
Throughout the data analysis of this study with three groups (data collected
at ±7.5◦, ±45◦, and ±90◦) the above variables have the following constant values; k =
3, n1 = n2 = n3 = 22 (the number of subjects), N = 66, degree of freedom=2. According
to [91], in this case, χ22 = 5.991.
The statistics of the Kruskal-Wallis analysis that was applied to the hits distribu-
tion of the three angles was H = 25.24 with a p-value< 0.00001 which is highly significant.
However, as it was mentioned before, this test does not reflect a pairwise p-value. There-
fore, as the second step, the Wilcoxon signed-rank test that is a non-parametric test was
applied to the pairs to identify the hits distribution of which of the pairs was significantly
different. The z-score of the test can be calculated using the test statistics value (W ) for
the sample size of n as shown in equation 2. The corresponding p-value is accordingly
calculated based on the z-score [88, 90, 92–94].
Z =
W − n(n+1)
4√
n(n+1)(2n+1)
24
(2)
Table 5 summarises the p-values resulted from applying Kruskal-Wallis and
Wilcoxon signed-rank tests on the hits distribution of the speaker pairs.
Table 5: The results of the statistical data analysis applied to the hits distributions at
different angles.
Directions Statistical Test P-Value
(±7.5◦ & ±45◦ & ±90◦) Kruskal-Wallis <0.00001
±7.5◦ vs. ±45◦ Wilcoxon signed-rank 0.00003
±7.5◦ vs. ±90◦ Wilcoxon signed-rank 0.00003
±45◦ vs. ±90◦ Wilcoxon signed-rank 0.7142
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The results showed that the overall number of hits at ±7.5◦ was significantly
lower than the number of hits at ±45◦ and ±90◦. This means that the gap-detection and
the segregation task were significantly less accurate at this angle in compression with the
other two. It was concluded that in terms of the number of hits, the stream segregation
ability was significantly affected by speaker separation at ±7.5◦ vs. ±45◦ and ±7.5◦ vs.
±90◦. There was no significant difference between the hit distribution at ±45◦ and ±90◦.
It means there was no significant difference between the difficulty of performing the task
at these two angles.
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4.3.3 Analysis of false alarms
False Alarm in this study is defined as the embedded gap in the masker sound
that is reported in a time window of 1.5 seconds after the gap was presented. Table 6
illustrates the initial analysis of false alarms over all the subjects.
Table 6: The initial false alarm analysis over all the subjects.
Speaker pair µ (%) σ (%) Min (%) Max (%)
±7.5◦ 11 11 0 30
±45◦ 9 7 0 22
±90◦ 8 6 0 25
Figure 24 illustrates the difference between the performance of the subject who
had the highest overall false alarms (left) and the subject who had the lowest overall false
alarms (right).
Figure 24: The false alarm comparison between the subjects who had the highest overall
false alarms (left) and the subjects who had the lowest overall false alarms (right).
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Figure 25 illustrates the distribution of false alarms over all the subjects at each
angle. For the three angles shown in the figure, at least one participant was responding
with no false alarm. The medians observed here were as follows : 11 % at ±7.5◦, 10 % at
±45◦, and 8 % at ±90◦.
Figure 25: Distribution of false alarms over all the subjects at each angle.
The results of the Kolmogorov-Smirnov normality test demonstrates that none
of these datasets were from a normal distribution. Similar to the hits analysis, as false
alarms distribution was not normal and there were three angles to compare, the Kruskal-
Wallis test was applied. The resulting p-value was 0.5259 with H = 1.29 which showed
there was no significant difference between the distribution of false alarms of these three
angles. This means that in terms of false alarms, speaker separation did not affect the
segregation task performance.
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4.3.4 Analysis of sensitivity index
The sensitivity index of SDT is calculated as
d´ = Z(HitRates)− Z(FalseAlarmRates) (3)
Where Z is the Inverse Cumulative Distribution Function of normal distribution [16–18].
According to this equation, the sensitivity index is advantageous as it takes into account
both parameters that reflect a successful task performance; a high number of hits and a
low number of false alarms.
Here, the sensitivity index is used as a single value that can reflect the overall
performance of the subjects in segregating the target and masker sounds in such a way
that a higher sensitivity index represents a relatively more success in performing the sound
source separation task. This parameter was calculated for the individual subjects. The
overall evaluation of the sensitivity index is given in table 7.
Table 7: The sensitivity index statistics over all the subjects.
Speaker pair µ σ Min Max
±7.5◦ 1.09 0.55 0.48 2.25
±45◦ 1.77 0.69 0.79 3.19
±90◦ 1.84 0.71 0.86 3.30
The difference between the performance of the subject who had the highest
overall sensitivity index and the subject who had the lowest sensitivity index is shown in
figure 26.
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Figure 26: The sensitivity index estimated for the subject who had the highest overall
sensitivity index (left) and the subject who had the lowest overall sensitivity index (right).
Figure 27 demonstrates the distribution of the sensitivity index value at each
angle. The interquartile range of the distribution at ±90◦ was 0.71. The third quartile
was 2.07. Therefore, the upper fence of the boxplot was 3.13 ((0.71 × 1.5) + 2.07). As
the highest sensitivity indices at this angle were above 3.13 (3.16, 3.23, 3.30), they were
shown as outliers.
To select the appropriate statistical data analysis approach, the Kolmogorov-
Smirnov test was applied. It demonstrated that these distributions were not normal at
any angle, therefore, the Kruskal-Wallis test was applied to the sensitivity index values of
all the subjects. The resulting p-value was 0.00029 with H = 16.24 which showed there
was a significant difference. Similar to the approach used to analyze the hits, here, in
order to compare the results in pairs, the Wilcoxon signed-rank test was applied. Table
8 summarises the results of the statistical data analysis applied to the sensitivity index.
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Figure 27: Distribution of the sensitivity index evaluated for all the subjects at each angle.
Table 8: The results of the statistical data analysis applied to the sensitivity index.
Direction(s) Statistical Test P-Value
(±7.5◦ & ±45◦ & ±90◦) Kruskal-Wallis 0.00029
±7.5◦ vs. ±45◦ Wilcoxon signed-rank 0.00004
±7.5◦ vs. ±90◦ Wilcoxon signed-rank 0.00004
±45◦ vs. ±90◦ Wilcoxon signed-rank 0.3896
The results of ±7.5◦ vs. ±45◦ and ±7.5◦ vs. ±90◦ were significant, meaning the
overall performance of the subjects which here is measured with the sensitivity index was
significantly poorer at ±7.5◦ in comparison with ±45◦ and ±90◦. This shows that the
segregation task at ±7.5◦ is the most difficult among the three angles.
The results of ±45◦ vs. ±90◦ show that there was no significant difference
between the performance of the subjects at these two angles and their different amount
of angular distance in space did not cause a statistically significant difference on the
gap-detection ability.
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4.4 Analysis of the segregation task performance as a function
of the difference in frequency content
In the following, the gap-detection and segregation task performance as a func-
tion of the difference between the frequency content of the target and masker is analyzed.
The carrier frequencies of the sinusoids which were summed to create the target sound
(narrowband noise) were averaged and represented as FCT . The carrier frequencies of
the sinusoids which were summed to create the masker sound (narrowband noise) were
averaged and represented as FCM . To calculate the difference between the frequency con-
tent of the target and masker, the difference between their average carrier frequencies was
considered. This difference is represented as FCD (as shown in equation 4). This was to
evaluate how FCD influenced the auditory segregation task at each angle and to compare
this effect at different angles.
FCD = FCT − FCM (4)
As it was previously mentioned, the target frequency range was 900-1100 Hz.
The highest possible masker frequency range was 1250-1450 Hz. The lowest possible
masker frequency range was 550-750 Hz. Hence, considering the means of the above
ranges, FCD was in the range of -350 (650 - 1000) Hz to +350 (1350 - 1000) Hz. The FCD
range (700 Hz) was divided into 10 bins, each with the frequency range of 70 Hz. The
mid-frequency of the bins were as follows; -315, -245, -175, -105, -35, 35, 105, 175, 245,
315 Hz.
The number of hits per bin was divided by the number of the generated gaps per
that bin and represented as Hit Rate (HR). The distribution of HR over FCD suggested
a non-linear relationship between the two. Therefore, a quadratic polynomial regression
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was used to model the distributions of all the angles. Equation 5 shows the relationship
between the observed data that was modeled (Y) and the quadratic polynomial fit (X).
Y = β0 + β1X + β2X
2 +  (5)
Where  represents a random error and β0, β1, β2 are the regression coefficients. The
coefficients are calculated based on the number of data-points (i) that are used to create
the model as the following [95–97];
Y =

y1
y2
...
yi

,X =

1 x1 x
2
1
1 x2 x
2
1
...
...
...
1 xi x
2
i

, β =

β1
β2
...
βi

,  =

1
2
...
i

(6)
In this study, for each distribution, 10 data points (10 bins) were used to find
the coefficients (i = 10). After estimating the coefficients, further data analysis was done
based on the comparison of β2; Quadratic Coefficient (QC) of different distributions at
each angle.
Figure 28 shows a hypothetical HR over FCD distribution over the 10 bins. The
fit polynomial is shown as a black curve. In this example, as FCD increases, the HR
increases. This means, at large FCD, it was more likely that the subject successfully
segregates the two auditory streams. On the other hand, when FCD was low (middle of
the range), HR decreases. This implies that the segregation task was poorly performed
when FCT and FCM were more similar.
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Figure 28: A hypothetical scenario showing the relation between HR and FCD over 10
bins. The black curve shows the fit polynomial.
Figure 29 illustrates the QC of the polynomial fit calculated for each subject at
each angle.
Figure 29: The QC of the polynomial of degree two fit to the distribution of HR over
FCD for individual subjects.
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To evaluate the validity of fitting a quadratic polynomial to data to model it,
the Coefficient of Determination (CD) was calculated as a goodness of fit evaluation
approach. CD (represented as R2) is a measure that reflects the degree to which the
applied statistical model fits the actual collected data as shown in equation 7.
R2 = 1−
∑i
n=1(yn − xn)2∑i
n=1(yn − y¯)2
(7)
Where i is the number of data points, y is the observed data, y¯ is the mean of
the obsereved data, and x represents the corresponding estimated model [98–101].
CD calculated over the average performance of the subjects was as the followings;
R2 = 0.83 at ±7.5◦, R2 = 0.67 at ±45◦, R2 = 0.77 at ±90◦. According to this assessment,
it was concluded that this method would be a suitable data modeling approach. The
hypothetical data shown in figure 28 had a CD of 0.94.
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In the following, the results of this analysis on the data from two subjects are
described in more detail. Figure 30, top: The results of this subject represents a very
similar HR distribution to the hypothetical data at ±7.5◦ with R2 = 0.88 and at ±90◦
with R2 = 0.70. Figure 30, bottom: The analysis of the results of this subject showed the
highest positive QC at ±7.5◦ (this can also be seen in figure 29). This means that the
difference between the performance of this subject where FCD was small (bin 5 and bin
6) and where FCD was large (bin 1 and bin 10) was the largest among the subjects.
Figure 30: The distribution of HR over the FCD range for two subject.
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Figure 31-top demonstrates the average of the HR of all the subjects and the
corresponding errorbar of each bin. A quadratic polynomial is fit to this mean distribution
as well. The similarity of the distribution at ±45◦ and ±90◦ over all the subjects and
high curvature of the polynomial at ±7.5◦ can be seen.
Among all the trials, where FCD was a small value (in the range of -70 to 70 Hz)
at ±7.5◦, on average, the subjects had the poorest performance of stream segregation as
they were able to detect 26% of the gaps, correctly. This value increased to 55% at ±45◦
and to 50% at ±90◦.
The number of false alarms per bin was divided by the number of the generated
gaps per that bin and represented as False Alarm Rate (FAR). Figure 31-middle shows
the mean FAR over all the subjects at 10 bins.
Figure 31-bottom shows the mean sensitivity index over all the subjects. Similar
to HR, the sensitivity index had a larger value where the frequency difference between
the target and masker was higher. The highest difference between the sensitivity index
at different bins can be seen at ±7.5◦.
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Figure 31: The average HR (top), the average FAR (middle), and the average sensitivity
index (bottom) relative to FCD over all the subjects at each angle.
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4.4.1 Analysis of quadratic coefficients
To compare the effect of FCD over all the subjects at different angles, statistical
data analysis was applied to QC of all the distributions. Figure 32 shows the distribution
of QC over all the subjects. The Kolmogorov-Smirnov test showed that none of the
following distributions were normal.
Figure 32: The distribution of quadratic coefficients over all the subjects at each angle.
Step 1: To determine whether, regardless of the sound direction of arrival, FCD
is a stream segregation cue or not, at first, a dataset was made of all the QC calculated
for the three angles. The Wilcoxon signed-rank test was applied to this overall dataset.
The result was highly significant, p <0.00001 which showed FCD generally played the role
of a segregation cue.
Step 2: To determine the effect of FCD on stream segregation cue at a single
angle (whether HR has changed over FCD range or not), the Wilcoxon signed-rank test
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was applied to QC corresponding to that particular angle. All the p-values of this analysis
showed a significant difference; p < 0.0001 at ±7.5◦, p = 0.0027 at ±45◦, p = 0.0007 at
±90◦. This showed that at each angle, FCD played the role of a segregation cue and the
segregation ability was significantly affected by FCD changes.
Step 3: To determine if this effect was significantly different among the angles,
the Kruskal-Wallis test was applied to the overall dataset of QC. The results of this
analysis was p = 0.0221 with H = 7.63. It showed that there was a significant difference
where comparing QC at different angles.
Step 4: To clarify which speakers have a significant difference, the Wilcoxon
signed-rank test was applied on the distribution of QC of the three pairs. The following
p-values were calculated as the result of this analysis; p = 0.0027 at ±7.5◦ vs. ±45◦,
p = 0.0619 at ±7.5◦ vs. ±90◦, and p = 0.3896 at ±45◦ vs. ±90◦. Table 9 summarises the
results of quadratic coefficients statistical data analysis.
Table 9: The results of the Quadratic Coefficients analysis.
Direction(s) Statistical Test P-Value
(±7.5◦ & ±45◦ & ±90◦) One-sample Wilcoxon signed-rank <0.0001
±7.5◦ One-sample Wilcoxon signed-rank <0.0001
±45◦ One-sample Wilcoxon signed-rank 0.0027
±90◦ One-sample Wilcoxon signed-rank 0.0007
(±7.5◦ & ±45◦ & ±90◦) Kruskal-Wallis 0.0221
±7.5◦ vs. ±45◦ Two-samples Wilcoxon signed-rank 0.0027
±7.5◦ vs. ±90◦ Two-samples Wilcoxon signed-rank 0.0619
±45◦ vs. ±90◦ Two-samples Wilcoxon signed-rank 0.3896
This outcome showed that FCD significantly affected the segregation ability of
the subjects at ±7.5◦ in comparison with ±45◦. The fact that the effect of FCD at
±45◦ and ±90◦ was not significantly different suggested that the effect of the difference
in frequency content is very similar at these two angles and speaker separation did not
make a significant change in the gap-detection task. The very low p-value at ±7.5◦ vs.
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±90◦ showed that the frequency content difference highly affected the stream segregation
performance when comparing these two angles.
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4.5 Analysis of the segregation task performance as a function
of the modulation-rate difference
In the following, the gap-detection and segregation task performance as a func-
tion of the difference between the modulation-rate (modulating frequency) of the target
and masker is analyzed. The modulation-rate of the target is represented as FMODT .
The modulation-rate of the masker is represented as FMODM . The difference between
the modulation-rate of the target and masker is represented as FMODD (as shown in
equation 8). This was to evaluate how FMODD influenced the auditory segregation task
at each angle and to compare this effect at different angles.
FMODD = FMODT − FMODM (8)
As it was previously mentioned, the target modulating frequency range was 1.5 -
2.5 Hz. The masker modulating frequency range was 0.7 - 3.3 Hz. Hence, FMODD was in
the range of -1.8 (3.3 - 2.5) to 1.8 (2.5 - 0.7) Hz. This range was divided into 10 bins with
the bin-frequency range of 0.36 Hz and bins mid-frequency of -1.62, -1.26, -0.90, -0.54,
-0.18, 0.18, 0.54, 0.90, 1.26, 1.62 Hz.
The results of the modulation-rate analysis of three subjects are shown in figure
33. The results illustrate an approximately random distribution.
The average performance of all the subjects over the 10 bins in terms of HR (top)
and FAR (bottom) over the FMODD range is shown in figure 34. The HR distributions
were approximately uniform. This illustrates that, on average, the HR was not affected
by the FMODD at any angle.
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Figure 33: The distribution of HR over the FMODD range for three subjects.
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Figure 34: The average HR (top), FAR (bottom) relative to FMODD over all the subjects.
4.5.1 Analysis of quadratic coefficients
As it was previously mentioned, by fitting a quadratic polynomial to the HR dis-
tribution, the difference between HR over different FMODD from the edges to the vertex
of the curve can be evaluated. If QC of a polynomial is low and close to zero, the curve
shape would be instead close to a straight line, meaning the data is approximately uni-
formly distributed and HR at the edges and vertex are similar. In other words, FMODD
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did not change the HR. This means that the rate difference (modulating frequency differ-
ence) between the target and masker did not affect the stream segregation performance.
Figure 35 summarizes this logic flow.
Figure 35: The logic flow of data analysis approaches applied to define the effect of rate
on segregation task.
This process was done for all the 66 distributions (22 subjects and 3 angles per
subject). The results are shown in figure 36. The Kolmogorov-Smirnov test was applied to
these distributions and the results showed that none of them were normality distributed.
Therefore, to further analyze this data, a non-parametric test was applied.
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Figure 36: The distribution of quadratic coefficient over all the subjects.
To evaluate the strength of the relationship between FMODD and HR, the per-
mutation test which is a non-parametric test was applied on QC of all the 66 distribu-
tions. The permutation test takes into account both the condition information and the
performance information. Here, FMODD is the condition information and HR is the
performance information. It illustrates how likely is to achieve the same performance
information if the condition information changes.
To apply the test, the performance information is shuﬄed many times in such a
way that each time, a new performance information distribution is assigned to the same
condition information.
The null hypothesis of the permutation test is all of these permutations which are
the results of rearranging the distribution of the collected data have the same probability
to happen. In other words, if the calculated p-value of this test does not show a significant
change (p > 0.05), it can be concluded that the test value is randomly likely to happen
and the observed data does not show a significant impact of the condition information on
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the performance information.
For a sample size made of n values, n! permutations can be defined. For a large
sample size, implementing n! permutations might be computationally costly. Therefore,
it is suggested that permuting the results 1000 times should be sufficient. More repetition
would be needed in case the resulting p-value would be smaller than 0.001 [102]. The
p-value of the test is calculated as the following
p = P (|T | > tobs|H0) (9)
Where tobs is the statistics of the observed data, H0 is the null hypothesis and
T is the collection of the test statistics calculated in each permutation [90, 97, 103–106].
Here, the test statistic is the quadratic coefficient at each permutation.
To apply the test, for each subject at each angle, two datasets of size 90 were
defined; 1. The FMODD of each of 90 embedded gaps in that direction, 2. The corre-
sponding status of the generated gaps; Hit: 1, Miss: 0 (at a speaker pair with the HR of
n, 90-n gaps are not detected and missed).
Next, the second dataset was shuﬄed 1000 times and each time a new HR
distribution over the 10 bins was achieved. This means that at each repetition, the
distribution of hits and misses were changed over the same FMODD vector. The QC
corresponding to each of the distributions was calculated, accordingly.
Using the achieved permutation distribution, the ratio of the number of the
newly calculated QC that were larger than the original QC (which was calculated from the
distribution of the observed data) and the total number of the calculated QC (here 1000)
was calculated as a one-tail p-value of the permutation test. This process is illustrated in
figure 37.
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Figure 37: The summary of the procedure of applying the permutation test on QC.
Figure 38 shows the distribution of the 1000 quadratic coefficients calculated for
2 subjects. The black circle and the corresponding black line show the position of the QC
of the observed data relative to the 1000 quadratic coefficients which were calculated in
the test.
Figure 39 shows the wide range of p-values calculated over all the subjects at
each angle. It was concluded that at all three angles, performance information (HR) did
not have a strong correlation with the condition information (FMODD) as 64 out of 66
p-values were not significant.
In other words, the difference between the modulating frequency of the target
and masker did not improve or impair the subject’s segregation ability. Therefore, the
rate difference between the target and masker did not play the role of a cue for auditory
stream segregation task at any angle.
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Figure 38: The results of applying the permutation test for two subjects. The distribution
of the QC is shown here. The black circle and the corresponding black line show the
position of the originally calculated QC of the observed data.
Figure 39: The distribution of p-value of the permutation test results over all the subjects.
The Green horizontal line shows the p=0.05 for an easier comparison.
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So far, the result of FCD and FMODD analysis proved that rate was not a seg-
regation task cue, but frequency content was a strong cue for segregating the channels.
Consequently, a more detailed question raised. “Would FMODD play the role of a segre-
gation cue in case FCD is small?” In other words, “Do subjects rely on the change in rate
to perform the task when the difference in the frequency content is not so informative
and does not provide a cue?”
To answer this question, the trials of the test in which the |FCD| was a small
value were needed to be analyzed. As it was mentioned, the frequency content of the
target falls into critical band Nr. 9. Therefore, the trials in which their masker frequency
content falls into the same critical band as target (band Nr.9) and the two neighbor critical
bands (i.e. band Nr. 8 with the center frequency of 840 Hz and band Nr. 10 with the
center frequency of 1175 Hz) were chosen. In these trials, |FCD| was less than 175 Hz.
For each speaker pair, these trials which all had |FCD| < 175 were divided into
three groups based on their FMODD value;
Group 1: The trials with 0 ≤ |FMODD| < 0.6 Hz
Group 2: The trials with 0.6 ≤ |FMODD| < 1.2 Hz
Group 3: The trials with 1.2 ≤ |FMODD| ≤ 1.8 Hz
Next, the distribution of HR over each group was determined (figure 40-top).
The results of applying the Kolmogorov-Smirnov illustrate that none of the 9 estimated
HR distributions were normal. Therefore a non-parametric test was used to analyze the
data. The Kruskal Wallis test was applied to the HR of the three groups of each speaker
pair.
The corresponding p-values (p = 0.8635 at±7.5◦, p = 0.9027 at±45◦, p = 0.3006
at±90◦) showed that there was no significant difference between the HR of different groups
for any speaker pair, therefore a two by two comparison was not needed. These results
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showed that in case the |FCD| was a small value (here less than 175 Hz), HR was not
significantly different at different groups. This means that the segregation ability was
not affected by FMODD and the rate did not provide a segregation cue even when the
difference between the frequency content of the two streams was small and did not provide
a strong segregation cue. In other words, the subjects could not rely on the modulation-
rate difference to perform the task regardless of the strength of the spatial and spectral
cues.
Figure 40: The distribution of HR in different groups over all the subjects. For all the
groups |FCD| ≤ 175Hz. Group 1 (magenta): 0 ≤ |FMODD| < 0.6 Hz. Group 2 (cyan):
0.6 ≤ |FMODD| < 1.2 Hz. Group 3 (yellow): 1.2 ≤ |FMODD| ≤ 1.8 Hz.
Table 10 illustrates the average normalized number of hits over all the subjects.
The small difference between the mean HR of each group can be observed.
Table 10: The average HR over all the subjects in each group.
Speaker pair Group 1 (µ) Group 2 (µ) Group 3 (µ)
±7.5◦ 0.3203 0.3136 0.3266
±45◦ 0.5566 0.5462 0.5243
±90◦ 0.5883 0.5887 0.4863
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4.6 Analysis of reaction time
The Reaction Time (RT) is defined as the time difference between the moment
that the generated gap was presented to the subject and the time that the subject pushed
the silence button to report the detected gap. To evaluate the difference between the
RT of the reported gaps at different angles, for each subject, this time difference was
calculated for hits and false alarms. Figure 41 shows the distribution of RT of hits for
three subjects.
To make an overall assessment on RT of all the subjects, the following approach
was applied. A dataset was made of the median value of RT of all the detected gaps for
each subject (separately for HR and FAR). Then the distribution of these median values
was evaluated over all the subjects (HR: figure 42, FAR: figure 43). The Kolmogorov-
Smirnov test showed none of the distributions were normally distributed.
The Kruskal-Wallis test was applied to the median RT distribution of the hits.
The result was p < 0001 which showed a highly significant effect. The Wilcoxon signed-
rank test was applied to compare the reaction times of different angles two by two. The
following p-values were calculated; p < 0001 at ±7.5◦ vs. ±45◦, p < 0001 at ±7.5◦ vs.
±90◦, and p = 0.4262 at ±45◦ vs. ±90◦.
This analysis showed that there was no significant difference in RT at ±45◦ vs.
±90◦. While the subjects were significantly slower in responding to gaps at ±7.5◦ in
comparison with the other two angles meaning when spatial cues were not strong (the
speakers were close to each other), it took a longer time for subjects to segregate the
streams and make a decision to report gaps in the target stream. The Kruskal-Wallis test
p-value of FAR was p = 0.3643 which showed in terms of FAR, there was no significant
difference between the responses at any angle.
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Figure 41: The distribution of RT of HR for three subjects.
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Figure 42: The distribution of median of RT of HR over all the subjects.
Figure 43: The distribution of median of RT of FAR over all the subjects.
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5 Follow-up Experiments
The outcome of the first experiment suggested a similar pattern at ±45◦ and
±90◦ in terms of accuracy and reaction times on the stream-segregation task and the
degree to which frequency acted as a cue for stream segregation. All these variables were
significantly different at ±7.5◦ in comparison with the other two angles. To have an overall
pattern of how the segregation task might be performed at other angles, a larger number
of speakers were needed to be placed in the horizontal plane.
As the results of segregation task at ±45◦ and ±90◦ were similar and the results
at ±45◦ and ±7.5◦ were significantly different, the new speakers had to be positioned
between ±7.5◦ and ±45◦ to determine the changes in the above parameters between
these two angles. To do so, a speaker setup with a greater spatial resolution (reduced
angle difference between the speakers) was needed. With the new experimental setup,
two follow-up experiments were designed and conducted to evaluate the changes between
±7.5◦ and ±45◦.
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5.1 Experiment Nr. 2
The first follow-up experiment was designed by adding four speakers between
+7.5◦ and +45◦ and four speakers between -7.5◦ and -45◦ as shown in figure 44. The
following 12 directions were considered within the range of -45◦ to +45◦ as illustrated in
Figure 44: ±7.5◦, ±15◦, ±22.5◦, ±30◦, ±37.5◦, and ±45◦.
Figure 44: The speaker layout of the experiment Nr.2.
5.1.1 Experimental design
The test design was implemented in the Audio Information Processing depart-
ment lab at the Technical University of Munich. The lab is equipped with a circular
speaker array of 96 speakers, ±3.75◦ apart as shown in figure 45.
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Figure 45: Audio Information Processing department lab, Technical University of Munich,
adapted from [7].
Figure 46: The relative position of the subject’s location and the selected speakers.
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The experimental design was similar to the first experiment except for the fol-
lowing parameters.
1. The subject was located in the center of the circular speaker array, 1.2 m away from
the speakers.
2. A neck rest was used to keep the head of the subject fixed during the experiment.
3. Four subjects were selected for this experiment, all of them were students of the elec-
trical and computer engineering department at the university. There were reimbursed
24 Euro for participating. The subjects were between the ages of 23 - 26 years with an
average age of 24.75.
4. The gap length measured for the subjects were as the following: 45, 51, 58, 60 ms.
5. 360 trials were generated for each subject, 60 trials were played from each speaker pair.
6. In the total of 360 trials, there were 540 gaps in the target and 540 gaps in the masker.
The trials of each speaker pair included a total of 90 gaps in the target and 90 gaps in
the masker.
Figure 47 shows two examples of the visual cues shown on screen when the sound
was played from two given speakers, simultaneously.
Figure 47: The visual cue of the experiment Nr. 2, right: ±45◦ (target:+45◦), left: ±15◦
(target:-15◦).
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5.1.2 Analysis of the segregation task performance as a function of speaker
separation
Figure 48 illustrates the average HR over all the subjects. It can be observed that
HR increases gradually from ±7.5◦ to ±45◦. The largest change was observed between
±7.5◦ and ±15◦. The changes in HR were less noticeable from ±22.5◦ to ±45◦ as the
subjects were able to detect 52% of the gaps at ±22.5◦, 54% of the gaps at ±30◦, 55%
of the gaps at ±37.5◦, and 59% of the gaps at ±45◦. Similar to the results of the first
experiment, there is a large difference between the percentage of detected gaps at ±7.5◦
(32%) and at ±45◦ (58%).
Figure 48: The average hit rate over all the subjects in experiment Nr.2.
Figure 49 shows the average sensitivity index calculated at each angle. Similar
to HR, a large change in the sensitivity index was observed from ±7.5◦ to ±15◦. The
sensitivity index was 0.86 at ±7.5◦ and 1.43 at ±45◦.
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Figure 49: The average sensitivity index over all the subjects in experiment Nr.2.
5.1.3 Analysis of the segregation task performance as a function of the dif-
ference in frequency content and the modulation-rate
Figure 50 illustrates the average of the HR distributions over FCD evaluated for
all the subjects. Similar to the first experiment, a quadratic polynomial was fit to all
the distributions. The overall pattern of HR distribution over FCD is similar to the first
experiment; The HR increases as FCD becomes larger. This effect is stronger at ±7.5◦ in
comparison to that at other angles.
Figure 51 shows the average of the HR distributions over FMODD over all the
subjects. These results also supported the conclusion of the first experiment. At all
angles, the changes in the modulation-rate of the target and masker did not improve
the accuracy of the segregation task. Therefore, similar to the first experiment, the rate
difference did not play the role of a segregation cue.
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Figure 50: The distribution of HR over FCD, experiment Nr.2.
Figure 51: The distribution of HR over FMODD, experiment Nr.2.
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5.2 Experiment Nr. 3
The results of the experiment Nr.2 suggested that the largest change in the
HR occurred between ±7.5◦ and ±15◦. Therefore, it was concluded that an even higher
angular resolution should be considered between these two angles to be able to specifically
illustrate the changes in HR below ±15◦. Hence, a new experiment was designed with
the highest possible resolution feasible with the setup available in the aforementioned
laboratory. The new setup included the following angles: ±3.75◦, ±7.5◦, ±11.25◦, ±15◦,
±30◦, and ±45◦ as shown in figure 52.
Figure 52: The physical layout of experiment Nr.3.
Figure 53 shows two examples of the visual cue shown on the screen.
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Figure 53: The visual cue of the experiment Nr. 3, Right: ±3.75◦ (target:-3.75◦), Left:
±11.25◦ (target:-11.25◦).
5.2.1 Experimental design
The experimental design of the third experiment, in general, was similar to the
second experiment. Nevertheless, in this experiment, five new subjects were chosen to
participate in the test. The subjects were in the range of 20-29 years old with an average
age of 23.80. The gap length measured for the subjects were as follows: 35, 45, 53, 63, 67
ms.
5.2.2 Analysis of the segregation task performance as a function of speaker
separation
Figure 54 illustrates the average HR over all the subjects. Similar to the previous
experiment, HR was increased gradually. The similar HR at ±30◦ and ±45◦ was also
observed in this experiment. The HR at ±11.25◦ and ±15◦ was observably very close. On
average, the subjects were able to detect 31 % of the gaps at ±3.75◦ while they detected
60 % of the gaps at ±45◦.
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Figure 54: The average hit rate of segregation task in experiment Nr.3.
Figure 55 demonstrates the average sensitivity index over all the subjects. Sim-
ilar to HR, this index was increased from ±3.75◦ to ±45◦. The large difference in the
sensitivity index can be seen between ±3.75◦ and ±7.5◦. This is because the highest
number of gaps in the masker was reported at ±3.75◦. Therefore, the sensitivity index
which counts for the high false alarm, decreases at this angle.
Figure 55: Sensitivity Index showing the average performance of the subjects in experi-
ment Nr.3.
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5.2.3 Analysis of the segregation task performance as a function of the dif-
ference in frequency content and the modulation-rate
Figure 56 demonstrates the average distribution of HR over FCD over all the
subjects in this experiment. Similar to the first and second experiments, a quadratic
polynomial was fit to these distributions. At ±3.75◦, where FCD was the smallest (bin 5
and bin 6), on average, the subjects were able to detect 13 % of the gaps. While at ±15◦,
they were able to detect 27 % of the gaps and at ±45◦ they detected 55 % of the gaps in
bin 5 and bin 6.
Figure 57 illustrates the average distribution of HR over FMODD in experiment
Nr.3 over all the subjects. Similar to the previous experiments, the HR had a random
distribution over the different modulation-rates of the target and masker. Therefore, the
rate also failed to play the role of a cue in stream segregation in this experiment .
Figure 56: The distribution of HR over FCD, experiment Nr.3.
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Figure 57: The distribution of HR over FMODD, experiment Nr.3.
5.3 Summary of three experiments
The outcome of the second and third experiments justified that which was spec-
ulated from the first experiment. As with all the experiments conducted, a positive cor-
relation between the number of hits and angular distance between the target and masker
speaker was observed. Figure 58 illustrates the average of the detected gaps in percentage
over all the 9 angles that were tested in the three experiments. The sample size that the
hits are averaged over is not the same as the number of subjects in different experiments
was dissimilar. It can be observed that the number of hits increases from ±3.75◦ to ±90◦.
As the spatial cues became more informative in light of the speakers being further away
from each other, the stream segregation task was performed with higher accuracy.
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Figure 58: The average of the percentage of the detected gaps over all the 9 angles that
were tested in three experiments.
The frequency difference between the target and masker at all the angles had an
influence on the HR, thus played the role of a segregation cue. In general, the subjects
detected more number of gaps where the difference between the frequency of the streams
was larger.
Unlike the frequency content difference, there was no positive interaction between
the changes in the HR and the changes in the modulation-rate difference between the two
streams. This was evident at all angles. It was considered that irrespetive of the amount
of angular separation of the two sound sources and the strength of spatial cues, the
modulation-rate difference did not play the role of a stream segregation cue.
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6 Discussion
The first research question was the following: “Does the physical location of
the desired and competing sound sources play the role of a cue for gap-detection and
stream segregation ?”. To answer this question, the outcome of applying the SDT model
was analyzed in three steps; analysis of hits, analysis of false alarms, and analysis of the
sensitivity index.
The results showed that when the speakers were close to each other and in front
of the subject (±7.5◦), the spatial cues were not so informative, owing to which the
stream segregation task was poorly performed. However, in the cases where the speakers
were further from each other (±45◦ and ±90◦) resulting in the spatial cues being more
informative, the task was performed significantly more accurately.
Therefore, the answer to the first research question is that the physical location
of the desired and competing sound sources, play the role of a cue in gap-detection and
auditory stream segregation. Given that the results of this study were achieved based
on examining 18 directions of arrival in the horizontal plane (the results of all the three
experiments combined), expanding the results to all the angles in the horizontal plane
must be interpreted with care.
In the follow-up experiments, the speaker placement at the angles between ±45◦
and ±90◦ was excluded. This choice was made as the results of SDT at these angles in the
first experiment were not significantly different. Therefore, it was concluded that there
is no need for examining the results between ±45◦ and ±90◦. The analysis of the results
of the second experiment showed a very similar number of hits and the sensitivity index
at ±30◦, ±37.5◦, and ±45◦. These results also suggested that the changes in the SDT
results are not noticeable above ±30◦ which supported the choice that was initially made.
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However, based on the observed pattern, it is likely that no significant difference in the
hits and sensitivity index between ±45◦ and ±90◦ will be apparent.
Furthermore, another reason that the outcome of the experiments fails to explain
the changes in SDT results in the entire horizontal plane can be attributed to no investi-
gation performed on the relationship between stream segregation and speaker separation,
behind the head.
In all of the trials of this study, the angular distance between the target speaker
and the localization reference point (0◦ in front of the subject) was equal to the angular
distance between the masker speaker and 0◦. Considering the results at ±45◦, the target
and masker speakers were 90◦ apart from each other.
However, the results of this case do not necessarily reflect the general effect of 90◦
separation in space on the gap-detection performance. For instance, if the target sound
was generated from 0◦ and the masker sound from −90◦, although the speakers are 90◦
apart from each other in this case as well, the results of the segregation task performance
cannot be predicted according to the results of this study at ±45◦.
This outcome substantiates previous findings in the literature that in general,
the spatial separation of two sound sources can potentially improve the segregation task
performance [48, 49, 62, 72, 77, 80, 84].
In different studies, different combinations of stimulus type, directions of arrival
for the target and masker, and the assigned task were considered. These different grouping
methods could potentially affect the strength of the spatial separation cue on the stream
segregation. Broadbent [107] suggested that the effect of the spatial separation on the
stream segregation is stronger when the subject is asked to listen to one sound and ignore
the other as opposed to the case where the subject is asked to pay attention to both the
streams.
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The experimental design of this study allows re-evaluating this statement in the
future. The current task is designed according to the selective attention logic. It means
the subject must select a stream and only pay attention to that. The task in the new
design would be to react to the gaps in both target and masker sounds. Two separate
buttons on the response device can be considered, one to be pushed when the gap in the
target stream is detected and another to report the detected gaps in the masker. The
strength of the spatial separation of this new experiment can then be compared with that
of the current study.
The second research question was “Does the frequency content difference of the
desired and competing sound sources play the role of a cue for gap-detection and stream
segregation?” To answer the question, the hits distribution over the difference between
the mean carrier frequency of the target and masker were evaluated. The results showed
that the frequency difference between the streams significantly affected the distribution
of hits at all the three angles.
This means that the performance of the subject was significantly affected by
the changes in the frequency content difference. When the difference between the target
and masker frequency was larger, subjects performed the gap-detection task with higher
accuracy. When the frequency of target and masker were similar, segregating the streams
was perceptually more challenging at all the angles.
Nextly, the strength of this spectral cue on stream segregation was compared at
different angles. The results showed that when the speakers were closer and the spatial
cue was less informative (at ±7.5◦) in comparison to the case where the speakers have a
larger angular distance (at ±45◦ and ±90◦), the frequency difference was a significantly
stronger cue.
The results of this analysis was in line with previous studies where the influence
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of the frequency separation on the stream segregation ability was analysed [8, 9, 49, 58,
62, 68, 108].
Divenyi & Brandmeyer [33] evaluated the effect of prosodic fluctuation and the
fundamental frequency of speech on stream segregation in a cocktail party scenario. They
claimed that the fundamental frequency difference played the role of a cue, but their results
showed that when the target frequency is higher than the masker frequency, the stream
segregation task was performed significantly more accurately than when the masker had
a higher frequency. In this study, such an effect was not observed at any angle. This is
presented in figure 31-top where the average hit rate of the subjects are illustrated.
The third research question was “Does the modulation-rate of the desired and
competing sound sources play the role of a cue for gap-detection and stream segregation?”
The distribution of hits over the difference between the modulation-rate of the target and
masker was analyzed. The single-subject based results showed a random distribution of
the hit rate over the modulation-rate difference.
The average performance over all the subjects showed an almost uniform distri-
bution of hits over the modulation-rate difference. The statistical analysis of the results
showed that the interaction of the modulation-rate difference between the target and
masker and the hit rate was not significant at any angle. Therefore, the answer to the
third question was that the modulation-rate did not play the role of a cue for streams
segregation at any angle.
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In this study, the influence of the modulation-rate was also evaluated when the
frequency difference of the streams was not a strong cue, meaning the target and masker
had similar average carrier frequencies. Even in this case, the rate difference did not
significantly affect the stream segregation task.
Devergie et.al [33] designed an auditory stream segregation experiment in which
the frequency and timbral cues were not provided to the subject. The study presented
in [33] was only aimed at investigating the interaction between rhythm and performing
the segregation task. Here, two cases where the masker was either a familiar rhythmic or
unfamiliar rhythmic stimulus were considered. Their results showed that the segregation
task was performed more accurately when the masker was a familiar rhythmic stimulus.
It was assumed that the rhythm was recalled by long term memory. It was concluded
that when other cues are not provided, the rhythm played the role of a segregation cue
when it was the rhythm of a familiar sound.
However, in this study, where the frequency difference was less than 175 Hz and
therefore it was not a strong cue, it was observed that the rate of the stimulus did not
play the role of a segregation cue. The different outcomes of these two studies can be
explained based on the effect of familiarity and long term memory involved. Here, the
stimulus was not a familiar sound to the subjects. Therefore, it was not possible for the
subject to recall the rate/rhythm of the stimulus from long term memory, which in turn
failed to serve as a segregation cue.
Finally, the reaction time of the subjects to make a decision and report a gap
was evaluated as a function of spatial separation between the target and masker sounds.
The results showed that the subjects were significantly slower in reporting a gap at ±7.5◦
in comparison to that observed at ±45◦ and ±90◦. There was no significant difference
between the reaction time at ±45◦ and ±90◦.
95
This means that where the sound sources are close to each other owing to which
the spatial cues are not as informative as in the case where the speakers are further away
from each other, segregating the streams appears to be a more difficult task. Therefore,
in this case, decision making was a relatively longer process.
As it was mentioned before, if the segregation task was a direct one, meaning the
subject was only asked to report whether 1 or 2 streams are detected, the reaction time
analysis would not be possible. The outcome of this study revealed a significant difference
between the reaction time at ±7.5◦ in comparison to that at ±45◦ and ±90◦. This
significant outcome was not possible to be observed if the task was a direct one. Therefore,
this was another reason why the choice of the experimental task was appropriate.
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6.1 Limitations
This study was designed based on three critical choices; The choice of stimulus,
the physical layout of the test implementation, and the experimental task. This section
explains possible limitations of the experimental design implemented in this thesis.
6.1.1 Stimulus
The stimulus of this study was designed in such a way that it had the frequency
modulation-rate similar to that of the prosodic rate of speech. The stimulus was not
directly related to a specific language. It was temporally continuous with no onset and
offset in time to avoid any extra cues that these may provide. Finally, both the sound
of interest and the competing sound were temporally regular. This was to simulate the
speech conversation that includes two rhythmic sounds.
As it was mentioned before, for each trial, a set of carrier frequencies (30 si-
nusoids) were added to make a noisy stimulus. This means that in each trial, a set of
neighboring frequencies stimulate a larger area of the auditory cortex as per its tonotopic
organization. Therefore, this stimulus would be a suitable trigger for a follow-up Elec-
troencephalogram study as it allows for the recording of a larger area of the auditory
cortex [109–112].
In addition, embedding a temporal gap in a noise creates less auditory artifacts as
compared to the case where a transient gap is embedded in a pure sine wave. Calculating
the gap length threshold with a noisy sound allows for a higher measurement resolution
as the gap thresholds are more variable across participants in noise.
In this study, there was only one distractor sound which was of the same type
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as the sound of interest (both frequency-modulated noise with a bandwidth of 200 Hz).
In a real-life scenario, multiple sound sources might exist with different frequency ranges
including a broadband noise which is capable of masking a wider range of frequencies.
Therefore, the outcome of this experiment potentially could be limited to the results of
competing two narrow-band noise in an auditory scene.
6.1.2 Physical layout
As the goal was to recreate a real life scenario in the lab, the physical layout of
the experiment had to be designed in such a way that it reflects the existence of multiple
sound sources. Separate sources in space were considered to create different directions of
arrival relative to the subject.
Implementing a cocktail party scenario in an acoustically well-treated lab elimi-
nates the effect of the reverberation from the surfaces and obstacles that exist in a real-life
scenario on the auditory perception. The reflections and echos can affect the perception
of speech in a noisy environment [8, 113–115]. It is not feasible to recreate all the possi-
ble environments with different reverberation profiles in the lab to evaluate the effect of
reverberation on speech perception in different scenarios. However, this limitation can be
compensated in two ways.
If the cocktail party study is conducted with a headphone, the characteristics of
the desired environments can be simulated with room simulation softwares. The calculated
impulse responses of the virtually designed room, can be used to filter the target and
masker(s) sounds and the result can be presented binaurally. In this case, the resulting
sound carries the information regarding the room acoustical profile.
If the experiment is implemented with an array of loudspeakers in a lab, the sub-
ject can be surrounded by different acoustic panels with different absorption coefficients
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[116] to be able to emulate different desired amounts of reverberation from the walls.
In this experiment, the sound source location was pre-defined for the subject
with the target source was marked in Green on the visual cue shown on the screen. This
means that in this design, the subject was aware of the direction of arrival and was not
asked to localize the sound source.
In a real-life scenario in some cases, similar to this study, a visual cue is provided
to the listener. For example, if two people are having a conversation and one is listening to
another in full view of each other, a visual cue exists. Therefore, the listener can localize
the speaker with the auditory localization cues along with the extra information which
is provided by the visual cue. However, in some cases, no visual cue is provided. For
instance, if there is an obstacle between the listener and the speaker, the listener has to
localize the position of the speaker and only with the help of auditory localization cues
should he or she estimate the direction of arrival. This could present itself to be a more
challenging a task than that presented in this thesis.
In a real-life scenario, the sound sources and the listener might be in motion. In
this study however, the loudspeakers and the subject were static throughout the experi-
ment. Therefore, the possible effects of the acoustical cues that affect the perception of a
sound coming from moving sound sources or received by a moving listener were excluded.
These cues include but are not limited to motion parallax and acoustic tau [117–120].
6.1.3 Task
An engaging task was designed to indirectly evaluate their auditory stream seg-
regation ability according to their gap-detection performance. This allowed for the inves-
tigation to employ the signal detection theory to evaluate the performance of the subjects
and answer the research questions using the respective model.
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In this study, the gap-detection ability was only evaluated at the presence of a
distractor sound to simulate a cocktail party scenario. It could be beneficial if the gap-
detection task at each angle, at first, was evaluated in a controlled manner. This means
that, only the sound of interest is played and there is no simultaneous distractor in which
case, the gap-detection could be evaluated as a function of source location in space. This
way, an evaluation could be done on the differences between the number of detected gaps
with and without a distractor. This would be beneficial as it could clarify the effect of
including a masker in the scene on the gap-detection ability, at each angle.
The reaction time could be used as a measure to increase the reliability of ana-
lyzing the number of hits reported by each subject. The hits which were reported in less
than 200 ms after the gap was presented could have been removed from the hits dataset.
This is because, based on the calculated reaction time of all the subjects, very few gaps
were reported in such a short time span.
This can potentially mean that if a subject pushed the bottom within such a
short time, he/she did so before even a gap was detected. Since the acceptable time
window was 1.5 seconds from the instant the gap was presented, the gaps reported very
early were also considered as a hit. As it is unlikely that a gap was detected in such a
short time, a more accurate time window for registering the hits could have been between
200 and 1500 ms.
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7 Conclusion
The goal of this study was to evaluate the auditory stream segregation ability
in a cocktail party scenario where two sounds were presented simultaneously through a
gap-detection task and by applying signal detection theory. The gaps were embedded in
both streams and the subjects were asked to only report the gaps in the target sound. If
the subjects could detect the gaps in target and not the masker, it was considered that
they were able to successfully segregate the streams. Three angles on the horizontal plane
were selected to evaluate these effects; ±7.5◦, ±45◦, and ±90◦.
At first, the performance of the subjects in terms of the auditory stream segre-
gation was evaluated as a function of speaker separation. The signal detection model was
used to describe the performance of the subjects in terms of the hit rates, false alarms,
and the sensitivity index. The results showed that the hit rates and sensitivity index at
±7.5◦ were significantly lower than ±45◦ and ±90◦. However, the hit rates and sensitivity
index at ±45◦ and ±90◦ were not significantly different. The false alarm rate at all angles
was not significantly different.
It was concluded that according to this analysis, in general, the task was signif-
icantly more difficult at ±7.5◦ than at the other two angles. It means that where spatial
cues are less informative, segregating two auditory streams is a more difficult task and is
performed with less accuracy.
Next, the results of the stream segregation performance as a function of the
frequency difference between the target and masker sound were analyzed. The results
showed that the influence of frequency difference on performing the task was significant
at all the angles. This effect at ±7.5◦ was significantly stronger than at ±45◦. The results
of comparing the effect at ±7.5◦ and ±90◦ showed that the effect was noticeably stronger
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at ±7.5◦. The outcome showed the usefulness of frequency content separation as a cue in
stream segregation. However, the effect at ±45◦ and ±90◦ was not significantly different.
This means when the target and masker were more different from each other in
frequency, participants performed the gap-detection task better, indicating that it was
easier to separate the target and masker into two streams. When the target and masker
were close to each other in frequency, performance was worse, suggesting that listeners
had a harder time segregating the two streams.
Then, the results of the stream segregation performance as a function of the
difference between the modulation-rate of the target and masker sound were analyzed.
The outcome showed that at irrespective of the angle the interaction of modulation-rates
difference and the stream segregation performance was not significant. Therefore, it was
concluded that the subjects did not rely on the rate difference as a cue for detecting the
gaps. Hence, no interaction between the rate difference of the streams and 3D space was
found in this cocktail party scenario.
The results of reaction time analysis illustrated the same pattern as the hits
and sensitivity index meaning the reaction time was significantly lower at ±7.5◦ than
that observed at ±45◦ and ±90◦. However, the reaction time at ±45◦ and ±90◦ was not
significantly different. This means where stream segregation task was more difficult, the
subjects needed more time to decide about reporting a gap.
Table 11 summarized the effects that were seen in the experiment at different
angles.
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Table 11: Data analysis summary: X: statistically significant, ×: not statistically signif-
icant.
Combination Hit
Rate
False
Alarm
dprime FCD FMODD Reaction
Time
±7.5◦ & ±45◦ X × X X × X
±7.5◦ & ±90◦ X × X X* × X
±45◦ & ±90◦ × × × × × ×
As the changes in the above parameters were observed between the speakers
located at ±7.5◦ and ±45◦, to further investigate these parameters in the horizontal plane,
two follow-up experiments were implemented to closely observe the changes between these
two angles.
In the second experiment, 12 speakers were located at the following angles; ±7.5◦,
±15◦, ±22.5◦ ±30◦, ±37.5◦, and ±45◦. The results showed that the hit rate and sensi-
tivity index gradually increased from ±7.5◦ to ±45◦. The largest difference was observed
between ±7.5◦ to ±15◦ for all the subjects. Therefore, to investigate the performance dif-
ference below ±15◦, the third experiment was designed. In this experiment, 12 speakers
were located at ±3.75◦, ±7.5◦, ±11.25◦, ±15◦, ±30◦, and ±45◦. The largest change in
the sensitivity index was observed from ±3.75◦ to ±7.5◦.
The results of the frequency content analysis of the second and third experiments
showed that as with the first experiment, there was a positive correlation between the
gap-detection performance and the frequency difference of the streams. Therefore, the
frequency content difference played the role of a cue for segregation.
The results of rate analysis of the second and third experiments showed that for
all the angles below ±45◦ which were tested, the changes of hit rate over rate difference
was random and the latter did not play the role of a segregation cue at any angle.
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7.1 Future work
The simulation of a real cocktail party scene demands using several speakers to
simulate different directions of arrival as done in this study. Ideally, a single device that is
compatible with generating 3D audio and projecting a sound to different required locations
in space can be used. Such a scenario is implementable by applying the enhanced pressure
matching method using a compact linear speaker array [121–124]. This experiment can
be followed up by using such a device to overcome the hardware limitations of the current
test design to evaluate the scene at a wider range of angles.
Speech stimulus in different languages could be evaluated at the prosodic rate
similar to the stimulus of this study. The effect of different prosodic rates can be compared
with the effect of modulation-rate difference that was applied here. To evaluate the
potential effect of familiarity and linguistic background, two stimuli with the same rate,
one in the subject’s native language and one language unknown to the participant be used
to compare the results.
In this study, the gaps were uniformly scattered over the entire possible instan-
taneous phases. To compare the gap-detection performance of the subjects at different
phases, a larger number of trials per phase is needed. In this case, the number of hits and
false alarms can be estimated as a function of the gap’s instantaneous phase to observe
the phase at which the subjects are more successful in performing the segregation task.
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