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Abstrakt
Tato diplomova´ pra´ce je motivova´na problematikou zpracova´n´ı sn´ımk˚u pacient˚u onkolo-
gicke´ kliniky Fakultn´ı nemocnice v Ostraveˇ-Porubeˇ (FNO). Za´kladem pra´ce je prˇehled
metod registrace obrazu vyuzˇ´ıvany´ch v le´karˇstv´ı, zahrnuj´ıc´ı parametricke´ metody - regis-
trace pomoc´ı vy´znacˇny´ch bod˚u, registrace pomoc´ı hlavn´ıch os a optima´ln´ı linea´rn´ı regis-
trace, a neparametrickou metodu elasticke´ registrace. V tomto prˇ´ıpadeˇ prˇedpokla´da´me, zˇe
transformace budou male´. Hlavn´ım prˇ´ınosem pra´ce je porovna´n´ı uvazˇovany´ch technik na
za´kladeˇ vlastn´ı implementace a na zkusˇebn´ıch obrazech, ale i na sn´ımc´ıch poskytnuty´ch
FNO.
Kl´ıcˇova´ slova: Registrace obrazu, vy´znacˇne´ body, hlavn´ı osy, optima´ln´ı linea´rn´ı regis-
trace, elasticka´ registrace.
Abstract
This thesis is motivated by issues of image processing of patients from oncology of Fakultn´ı
nemocnice v Ostraveˇ-Porubeˇ (FNO). The work is based on survey of techniques of image
registration used in medicine, including parametric techniques - landmark-based registra-
tion, principal axes-based registration and optimal linear registration, and nonparametric
method of elastic registration. In this case it is assumed that the transformation will be
small. The main contribution of this work is comparison of mentioned techniques based
on own implementation and test images, but also on the images provided by FNO.
Keywords: Image registration, landmarks, principal axes, optimal linear registration,
elastic registration.
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1 U´vod
Registrace obrazu je proces nalezen´ı vhodne´ transformace jednoho obrazu, tak aby se
v urcˇite´m smyslu podobal jine´mu obrazu. Tyto obrazy veˇtsˇinou zobrazuj´ı stejnou sce´nu,
ale jsou porˇ´ızeny z r˚uzny´ch pohled˚u, v r˚uzne´m cˇase nebo r˚uzny´mi senzory. Je za´sadn´ım
krokem prˇi zpracova´va´n´ı obraz˚u, pokud je trˇeba porovnat nebo integrovat informace z v´ıce
obraz˚u, naprˇ´ıklad prˇi fu´zi nebo detekci zmeˇn. Registrace obrazu se vyuzˇ´ıva´ v nejr˚uzneˇjˇs´ıch
oblastech, jmenujme naprˇ´ıklad prˇedpoveˇd’ pocˇas´ı, geograficke´ informacˇn´ı syste´my, le´karˇ-
stv´ı, kartografie a pocˇ´ıtacˇove´ videˇn´ı.
Zde se zameˇrˇ´ıme na le´karˇske´ aplikace. V le´karˇstv´ı slouzˇ´ı registrace obrazu k z´ıska´n´ı
u´plneˇjˇs´ı informace o pacientovi, naprˇ´ıklad umozˇnˇuje sledovat r˚ust na´doru, oveˇrˇit u´speˇsˇnost
le´cˇby nebo srovnat u´daje pacienta s anatomicky´mi atlasy.
Vzhledem k r˚uznorodosti registrovany´ch obraz˚u a vzhledem k r˚uzny´m typ˚um deformac´ı
nen´ı mozˇne´ navrhnout univerza´ln´ı metodu pro vsˇechny u´koly registrace. Kazˇda´ metoda
by meˇla bra´t v u´vahu prˇedpokla´dany´ typ deformace mezi obrazy a prˇ´ıpadne´ zasˇumeˇn´ı.
Naprˇ´ıklad pro sn´ımky kost´ı ocˇeka´va´me pouze tuhe´ deformace, kdezˇto pro meˇkkou tka´nˇ lze
ocˇeka´vat pruzˇnou deformaci. Dalˇs´ı proble´movou oblast´ı je mı´ra odborny´ch znalost´ı, ktera´
mu˚zˇe zlepsˇit vy´beˇr konkre´tn´ı metody.
Registrace obrazu mu˚zˇe by´t rozdeˇlena na ty, ktere´ jsou zalozˇeny na intenziteˇ, a ty,
ktere´ jsou zalozˇeny na vy´znacˇny´ch rysech. Metody zalozˇene´ na intenziteˇ srovna´vaj´ı in-
tenzitu v obrazech pomoc´ı srovna´vac´ı metriky a zahrnuj´ı tak informace z cele´ho obrazu.
Pro obrazy porˇ´ızene´ r˚uzny´mi technikami (CT, MR, PET atd.), kde si intenzity vza´jemneˇ
neodpov´ıdaj´ı, je trˇeba pouzˇ´ıt k tomu urcˇene´ metody, velmi cˇasto vyuzˇ´ıvana´ je naprˇ´ıklad
metoda tzv. vza´jemne´ informace. Metody zalozˇene´ na vy´znacˇny´ch rysech hledaj´ı korespon-
dence mezi dany´mi rysy obrazu, jako jsou body, cˇa´ry nebo kontury, cozˇ sice zjednodusˇuje
u´lohu, ale za´rovenˇ mu˚zˇe prˇine´st nechteˇne´ vy´sledky pro zby´vaj´ıc´ı cˇa´sti. Nav´ıc ani defino-
va´n´ı vy´znacˇny´ch rys˚u ani urcˇen´ı odpov´ıdaj´ıc´ıch rys˚u v druhe´m obraze nen´ı snadny´ u´kol
a syste´m pro plneˇ automatickou detekci vy´znacˇny´ch rys˚u v le´karˇsky´ch sn´ımc´ıch sta´le chyb´ı.
Metody registrace obrazu mohou by´t take´ klasifikova´ny podle model˚u transformace.
Prvn´ı obsa´hlou kategori´ı jsou linea´rn´ı transformace, mezi ktere´ patrˇ´ı translace, rotace,
zmeˇna meˇrˇ´ıtka a dalˇs´ı affin´ı transformace. Tyto tuhe´ transformace jsou vsˇak velmi omezu-
j´ıc´ı a tak cˇasto nedostacˇuj´ı. Druha´ kategorie transformac´ı umozˇnˇuje pruzˇnou (poddajnou)
transformaci. Tyto transformace jsou schopny loka´ln´ı deformace obrazu. Patrˇ´ı mezi neˇ na-
prˇ´ıklad transformace pomoc´ı radia´ln´ıch ba´zovy´ch funkc´ı (tzv. thin-plane spline metoda)
nebo fyzika´ln´ı modely kontinua (elasticka´ registrace). Dalˇs´ı zp˚usoby kategorizace metod
registrace obrazu lze nale´zt v [1].
Tato pra´ce cˇerpa´ hlavneˇ z [2], kde jsou metody registrace obrazu rozdeˇleny na pa-
rametricke´ a neparametricke´. Parametricke´ metody vyjadrˇuj´ı pozˇadovanou transformaci
pomoc´ı kombinace konecˇne´ho pocˇtu zvoleny´ch ba´zovy´ch funkc´ı. Registrace tedy za´vis´ı
na vy´pocˇtu optima´ln´ıch parametr˚u - koeficient˚u ba´zovy´ch funkc´ı. Neparametricka´ regis-
trace hleda´ transformaci na za´kladeˇ zvolene´ regularizace a mı´ry vzda´lenosti. Parametry
pouzˇite´ prˇi te´to registraci nejsou koeficienty ba´zovy´ch funkc´ı, ale vycha´zej´ı z fyzika´ln´ıho
modelu. Nen´ı-li uvedeno jinak jsou d˚ukazy uvedeny´ch veˇt v [2].
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V prvn´ı kapitole uvedeme neˇktere´ za´kladn´ı pojmy, na ktere´ se budeme da´le odkazovat.
Da´le se sezna´mı´me s parametricky´mi metodami, konkre´tneˇ s metodou vy´znacˇny´ch bod˚u,
s hladkou metodou vy´znacˇny´ch bod˚u, s metodou hlavn´ıch os a metodami optima´ln´ı linea´rn´ı
registrace. Na´sleduje kapitola o elasticke´ registraci, jakozˇto za´stupci neparametricky´ch
metod. Zmı´n´ıme se take´ o implementaci zmı´neˇny´ch metod a uka´zˇeme si vy´sledky jejich
experimenta´ln´ıho vyuzˇit´ı.
Dalˇs´ı prˇehled a popis r˚uzny´ch metod registrace lze nale´zt v [3], v [4] lze nale´zt strucˇny´
prˇehled metod pouzˇ´ıvany´ch prˇ´ımo v oblasti le´karˇstv´ı a [5] se zameˇrˇuje prˇ´ımo na nepara-
metricke´ metody.
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2 Matematicky´ za´klad
2.1 Definice obrazu
Pouzˇijeme model dvourozmeˇrne´ho obrazu, ktery´ prˇiˇrazuje kazˇde´mu bodu x z urcˇite´ mnozˇi-
ny Ω ∈ R2 intenzitu sˇedi b(x). Abychom se vyhli neu´cˇelne´ obecnosti, budeme prˇedpokla´dat
dalˇs´ı vlastnosti b.
Definice 2.1 Funkci b : R2 → R nazveme dvourozmeˇrny´m obrazem, jestliˇze
1. b ma´ kompaktn´ı support,
2. 0 ≤ b(x) <∞ pro vsˇechna x ∈ R2,
3.
∫
R2
b(x)kdx je konecˇny´ pro k > 0.
Mnozˇinu vsˇech obraz˚u oznacˇ´ıme
Img(2) :=
{
b : R2 → R | b je dvourozmeˇrny´ obraz} .
Obraz je tedy dvourozmeˇrna´ funkce intenzity sveˇtla a hodnota b(x) uda´va´ intenzitu obrazu
v sourˇadnic´ıch x ∈ R2 . Prˇestozˇe definice 2.1 1) je na prvn´ı pohled omezuj´ıc´ı, pro u´cˇely
registrace obraz˚u lidske´ho teˇla se zda´ by´t prˇirozena´, protozˇe lidske´ teˇlo nebo jeho cˇa´sti
jsou ohranicˇene´. Definice 2.1 3) odpov´ıda´ prˇirozeneˇ omezenosti sveˇtelne´ energie.
Obrazy s ktery´mi budeme pracovat jsou vyja´drˇeny diskre´tn´ımi daty, ale volbou vhod-
ne´ho zp˚usoby interpolace mu˚zˇeme dokonce prˇedpokla´dat, zˇe jsou obrazy libovolneˇ hladke´,
viz podkapitola 2.3.
2.2 Diskretizace spojite´ho obrazu
Pro obraz b ∈ Img(2) prˇedpokla´da´me, zˇe support obrazu b je obsazˇen v oblasti Ω, kde
pro snadnost prezentace prˇedpokla´da´me
Ω := (0, 1)2 ⊂ R2,
a hranici Ω oznacˇ´ıme ∂Ω. Diskre´tn´ı obraz B pak definujeme
Definice 2.2 Necht’ b ∈ Img(2) a Ω2 je n1 × n2 grid. Pak matici
B := (b(xj,k)) j=1,...,n1
k=1,...,n2
∈ Rn1×n2 ,
nazveme dvourozmeˇrny´m diskre´tn´ım obrazem.
Kde grid je definova´n na´sledneˇ
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Definice 2.3 Necht’ Ω = (0, 1)2 a n1, n2 ∈ N jsou dana´ cˇ´ısla. Body
xj,k = (xj , xk)
⊤ ∈ Ω ∪ ∂Ω,
kde 1 ≤ j ≤ n1 a 1 ≤ k ≤ n2, nazveme body gridu. Pole
X := (xj,k) 1≤j≤n1
1≤k≤n2
∈ Rn1×n2
je matice gridu.
Necht’ N := n1n2 a necht’ kazˇde´mu cˇ´ıslu l ∈ N, 1 ≤ l ≤ N je prˇirˇazena usporˇa´dana´
dvojice (j, k) ∈ N2 pomoc´ı lexikograficke´ho usporˇa´da´n´ı l = (k − 1)n1 + j. Vektor ~X :=
(xl)l=1,...,N ∈ RN , kde xl = xj,k nazveme vektorem gridu. Mnozˇinu Ω2 := {xl, l = 1, . . . , N}
nazveme n1 × n2 gridem.
V souvislosti s diskretizac´ı parcia´ln´ıch diferencia´ln´ıch rovnic v cˇa´sti 4 nyn´ı uvedeme peri-
odicky´ grid.
Definice 2.4 Necht’ Ω = (0, 1)2 a n1, n2 ∈ N jsou dana´ cˇ´ısla. Pro 1 ≤ j ≤ n1, 1 ≤ k ≤ n2,,
necht’
xl :=
(
j − 1
n1
,
k − 1
n2
)⊤
,
jsou body gridu.
Pro u´plnost zmı´n´ıme, zˇe pro obrazy, s ktery´mi budeme pracovat, plat´ı
b(xj,k) ∈ {0, . . . , 255} pro ∀xj,k ∈ Ω ∪ ∂Ω.
2.3 Interpolace diskre´tn´ıho obrazu
V neˇktery´ch situac´ıch mu˚zˇeme take´ cht´ıt hodnotu obrazu v jine´m bodeˇ nezˇ v gridu. Bu-
deme tedy potrˇebovat interpolacˇn´ı sche´ma I,
I : Rn1×n2 × R2 → R.
Pro obraz B je prˇiˇrazena hodnota intenzity I(B, x) v jake´mkoli bodeˇ x ∈ R2. Pro x /∈ Ω
definujeme I(B, x) := 0. Pro nasˇe u´cˇely budeme pouzˇ´ıvat bilinea´rn´ı interpolaci. Vy´hodou
bilinea´rn´ı interpolace je spojita´ reprezentace a nena´rocˇnost na vy´pocˇetn´ı cˇas. Nevy´hodou
je vyply´vaj´ıc´ı nediferencovatelnost globa´ln´ı funkce.
I(B, x) :=
∑
k∈{0,1}2
B(⌊x1⌋+k1, ⌊x2⌋+k2)(−1)k1(⌊x1⌋+1−k1−x1)(−1)k2(⌊x2⌋+1−k2−x2)
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(a) Obraz T. (b) Obraz R. (c) Obraz T s sˇu-
mem.
(d) Obraz R s sˇu-
mem.
Obra´zek 2.1: Nejednoznacˇnost vy´sledk˚u.
2.4 Proble´m registrace
Jak jizˇ bylo rˇecˇeno, registrace obrazu je zalozˇena na hleda´n´ı vhodne´ transformace jednoho
obrazu, tak aby se v urcˇite´m smyslu podobal jine´mu obrazu. Jeden z obraz˚u nazveme c´ılovy´
R a druhy´ jako deformovany´ T . Hleda´me transformaci ϕ : R2 → R2 tak, aby referencˇn´ı
obraz R a deformovany´ obraz Tϕ byly podobne´, kde
Tϕ(x) := T ◦ ϕ(x) = T (ϕ(x)).
V mnoha prakticky´ch aplikac´ıch je tento proble´m jesˇteˇ teˇzˇsˇ´ı. Du˚vodem je, zˇe obrazy T
a R ukazuj´ı podobne´ objekty, ktere´ se neˇcˇ´ım odliˇsuj´ı. Typicke´ prˇ´ıklady zahrnuj´ı registraci
sn´ımk˚u porˇ´ızeny´ch prˇed a po operaci pacienta nebo registraci po sobeˇ jdouc´ıch tka´nˇovy´ch
rˇez˚u. C´ılem registrace je odstranit umeˇle´ rozd´ıly zp˚usobene´ naprˇ´ıklad pohybem, ale prˇitom
zachovat skutecˇne´ rozd´ıly v d˚usledku zmeˇn objekt˚u.
Pro matematicke´ zpracova´n´ı tohoto proble´mu potrˇebujeme vhodny´m zp˚usobem meˇrˇit
podobnost obraz˚u. Pokud jsou obrazy porˇ´ızeny r˚uzny´m zarˇ´ızen´ım, nemus´ı intenzita R(x)
a Tϕ(x) pro optima´ln´ı ϕ odpov´ıdat. V tomto prˇ´ıpadeˇ je pak zapotrˇeb´ı pouzˇ´ıt dalˇs´ı funkci
g : R→ R a porovna´vat R(x) s g ◦ Tϕ(x) = g(T (ϕ(x))). Nebo lze pouzˇ´ıt mı´ru vzda´lenosti,
ktera´ neza´vis´ı na intenziteˇ. V nadcha´zej´ıc´ıch sekc´ıch uvedeme r˚uzne´ mı´ry vzda´lenosti D.
Obecny´ za´pis proble´mu registrace zn´ı takto.
Proble´m 2.1 Budiˇz da´na mı´ra vzda´lenosti D : Img(2)2 → R a dva obrazy R, T ∈ Img(2),
hleda´me transformaci ϕ : R2 → R2 a funkci g : R→ R tak, aby
D(R, g ◦ T ◦ ϕ) = min.
Proble´m 2.1 je sˇpatneˇ podmı´neˇny´, takzˇe prˇ´ımy´ prˇ´ıstup je nemozˇny´ a je trˇeba pouzˇ´ıt
regularizace. Na obra´zku 1(a) a 1(b) lze videˇt dalˇs´ı u´skal´ı registrace. Mozˇnou transformac´ı
je posun, ale i rotace obrazu o 180 stupnˇ˚u kolem strˇedu, take´ smysluplne´, ale zcela jine´
rˇesˇen´ı. V prˇ´ıpadeˇ slozˇiteˇjˇs´ı transformace je mozˇna´ jaka´koli permutace bod˚u stejne´ barvy.
Proble´m se sta´va´ jesˇteˇ citliveˇjˇs´ım v prˇ´ıtomnosti sˇumu. Prˇida´n´ı jedne´ cˇerne´ tecˇky v roz´ıch
obou sn´ımk˚u by vedlo k jedinecˇne´ transformaci urcˇene´ t´ımto sˇumem, viz. obra´zky 1(c)
a 1(d). K tomuto extre´mu veˇtsˇinou vsˇak prˇi pra´ci s obrazy s v´ıce promeˇnlivou intenzitou
nedocha´z´ı. Tento prˇ´ıklad byl prˇevzat z [4] a obrazy byli vytvorˇeny v programu MATLAB.
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(a) Pu˚vodn´ı obraz. (b) Lagrangeovy sou-
rˇadnice.
(c) Eulerovy sourˇad-
nice.
Obra´zek 2.2: Rozd´ıl Lagrangeovy´ch a Eulerovy´ch sourˇadnic. Pu˚vodn´ı obraz byl rotovany´
o π/9.
2.5 Lagrangeovy a Eulerovy sourˇadnice
Pro interpolaci obrazu existuj´ı dveˇ vztazˇne´ soustavy, ktere´ vycha´z´ı z r˚uzny´ch pohled˚u
na pohyb v teorii proudeˇn´ı a pruzˇnosti. Prˇ´ıstup Eulerovy´ch nebo take´ prostorovy´ch sourˇad-
nic mu˚zˇe by´t zna´zorneˇn pozorovatelem, ktery´ sleduje urcˇity´ u´sek sve´ho okol´ı. Tyto sourˇad-
nice by se daly povazˇovat za
”
klasicke´“ nebo take´ sourˇadnice prˇed deformac´ı. Lagrangeovy
nebo take´ materia´love´ sourˇadnice vycha´zej´ı z opacˇne´ho pohledu, kde se naopak pozorovatel
pohybuje za´rovenˇ se sledovany´m objektem. Jsou to tedy sourˇadnice po deformaci.
Budeme-li prˇedpokla´dat, zˇe je transformace ϕ invertibiln´ı, mu˚zˇeme psa´t x˜ := ϕ(x)
nebo ekvivalentneˇ x = ϕ˜(x˜) := ϕ−1(x˜), kde x jsou Eulerovi a x˜ jsou Lagrangeovy sourˇad-
nice. Z vy´pocˇetn´ıho hlediska dostaneme
TLagrangeϕ (ϕ(i, j)) := T (i, j) a T
Euler
ϕ (i, j) := T (ϕ
−1(i, j))
Obra´zek 2.2 ilustruje prakticky´ rozd´ıl mezi teˇmito dveˇma soustavami. Prˇi uzˇit´ı Lagran-
geovy´ch sourˇadnic nez´ıska´me hodnotu ve vsˇech bodech transformovane´ho obrazu a Eule-
rovy sourˇadnice jsou tedy vhodneˇjˇs´ı. Prˇ´ıklad je prˇevzat z [2], rotace obrazu byly provedeny
pomoc´ı programu MATLAB.
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3 Parametricke´ metody
V te´to kapitole se budeme strucˇneˇ veˇnovat r˚uzny´m technika´m registrace obrazu, ktere´
jsou zalozˇeny na minimalizaci urcˇite´ mı´ry vzda´lenosti, ktera´ se odv´ıj´ı od dany´ch vlastnost´ı
obrazu. Vlastnosti obrazu mohou by´t da´ny uzˇivatelem (naprˇ. tzv. vy´znacˇne´ body) nebo
mohou by´t automaticky z´ıska´ny z intenzity obrazu (naprˇ. tzv. hlavn´ı osy).
U vsˇech navrhovany´ch technik je transformace parametricka´, tj. mu˚zˇe by´t vyja´drˇena
pomoc´ı parametr˚u αj a ba´zovy´ch funkc´ı ψj . Pozˇadovana´ transformace pak minimalizuje
mı´ru vzda´lenosti v prostoru dany´ch ba´zovy´ch funkc´ı a lze ji z´ıskat z algebraicky´ch rovnic
nebo pouzˇit´ım vhodne´ho optimalizacˇn´ıho na´stroje.
3.1 Metoda vy´znacˇny´ch bod˚u
Tato metoda vyuzˇ´ıva´ vy´znacˇne´ body obrazu dane´ uzˇivatelem (urcˇene´ na za´kladeˇ znalost´ı
uzˇivatele nebo pomoc´ı analy´zy obrazu). Oznacˇme F(R, j), resp. F(T, j) j-ty´ vy´znacˇny´ bod
v c´ılove´m obraze R, resp. transformovane´m obraze T, j = 1, ...,m, kde m ∈ N je pocˇet
dany´ch bod˚u. Registracˇn´ı proble´m pak zn´ı takto
Proble´m 3.1 Necht’ m ∈ N a vy´znacˇne´ body F(R, j) a F(T, j), j = 1, ...,m jsou da´ny.
Hleda´me transformaci ϕ : R2 → R2 takovou, zˇe
F(R, j) = ϕ(F(T, j)), j = 1, ...,m.
Tento proble´m mu˚zˇe by´t take´ formulova´n pomoc´ı mı´ry vzda´lenosti
DLM [ϕ] :=
m∑
j=1
‖F(R, j)− ϕ(F(T, j))‖2 , (3.1)
kde pouzˇ´ıva´me normu prostoru vy´znacˇny´ch bod˚u ( v prˇ´ıpadeˇ pouzˇit´ı bod˚u obrazu je to
norma ‖·‖
R2
), jako proble´m aproximace.
Proble´m 3.2 Necht’ DLM je da´n rovnic´ı (3.1). Hleda´me transformaci ϕ : R2 → R2
takovou, zˇe DLM [ϕ] = min.
Vy´znacˇne´ body obrazu jsou da´ny svy´mi sourˇadnicemi F(R, j) = xR,j , F(T, j) = xT,j , j =
1, ...,m, m ∈ N.
Nyn´ı vyja´drˇ´ıme transformaci ϕ = (ϕ1, ϕ2) pomoc´ı ba´zovy´ch funkc´ı ψk a koeficient˚u
αl,k
ϕl =
n∑
k=1
αl,kψk, αl,k ∈ R, ψk : R2 → R, n ∈ N, l = 1, 2. (3.2)
Pro jednoduchost prˇedpokla´da´me, zˇe ba´ze ψk i jejich pocˇet n jsou pro kazˇde´ l stejna´.
A proble´m 3.2 mu˚zˇeme prˇepsat na
Proble´m 3.3 Hleda´me parametry αl,k ∈ R, k = 1, ..., n, l = 1, 2, tak, zˇe DLM [ϕ] = min,
kde ϕ = (ϕ1, ϕ2) je da´na rovnic´ı (3.2).
9
Tedy
DLM [ϕ] =
m∑
j=1
2∑
l=1
(
xR,jl −
n∑
k=1
αl,kψk
(
xT,j
))2
=
2∑
l=1
‖yl − ψαl‖2R2 ,
kde pro l=1, 2,
yl =
(
xR,1l , ..., x
R,m
l
)
∈ Rm,
ψ =
(
ψk
(
xT,j
))
j=1,...,m
k=1,...,n
R
m×n,
αl = (αl,1, ..., αl,n) ∈ Rn.
Optima´ln´ı parametry lze z´ıskat metodou nejmensˇ´ıch cˇtverc˚u za vy´sˇe uvedene´ho prˇedpo-
kladu neza´vislosti ψk na l. Za prˇedpokladu, zˇe hodnost matice ψ je rovna n, je rˇesˇen´ı
jednoznacˇne´.
3.2 Hladka´ metoda vy´znacˇny´ch bod˚u
Tento prˇ´ıstup je rozsˇ´ıˇren´ım prˇedchoz´ıho o dalˇs´ı omezen´ı na hladkost pomoc´ı funkciona´lu
S, kde je hladkost meˇrˇena z hlediska zakrˇiven´ı. Uvazˇujme funkciona´l STPS (TPS - thin
plate spline) dany´ prˇedpisem
STPS [ϕ] := 1
2
2∑
l=1
〈ϕl, ϕl〉q ,
kde ϕ = (ϕ1, ϕ2) a 〈f, g〉q =
∑
|κ|=q cκ
∫
R2
(Dκf)(x)(Dκg)(x)dx. Dany´ proble´m lze pak
formulovat
Proble´m 3.4 Necht’ je α > 0 da´no, hleda´me transformaci ϕ : R2 → R2 takovou, zˇe
αSTPS [ϕ] +DLM [ϕ] −→ min.
Lze uka´zat, zˇe minimum tohoto regularizovane´ho prˇ´ıstupu je opeˇt parametrizova´no:
je to linea´rn´ı kombinace posun˚u radia´ln´ı ba´zove´ funkce a polynomia´ln´ıch korekc´ı. Prˇesny´
postup odvozen´ı nalezen´ı tohoto minima lze nale´zt v [2]. My zmı´n´ıme pouze rˇesˇen´ı ve tvaru
ϕl =
m∑
j=1
θl,jρxj +
nq∑
j=1
βl,jpj , l = 1, 2,
kde nq = dim(
∏n
q−1) a p1, ..., pnq jsou ba´zove´ funkce
∏n
q−1 a kde ρxj = ρ(‖· − xj‖Rn)
pro radia´ln´ı ba´zove´ funkce
ρ(r) :=
(−1)q+2
22q−1π(q − 1)!(q − 1)!r
2q−2 log r.
Pro l = 1, 2 jsou koeficienty θl := (θl,1, ..., θl,m) ∈ Rm a βl := (βl,1, ..., βl, nq) ∈ Rnq urcˇeny(
K + αI B⊤
B 0
)(
θl
βl
)
=
(
yl
0
)
,
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kde yl := (x
R,j
l , ..., x
R,m
l ) ∈ Rm a matice K := (ρ(‖xj − xk‖Rn))j,k=1,...,m ∈ Rm×m a B :=
(pj(xk)) j=1,...,nq
k=1,...m
∈ Rnq×m neza´vis´ı na l.
3.3 Metoda hlavn´ıch os
V te´to metodeˇ povazˇujeme obraz za funkci hustoty nebo rozdeˇlen´ı hmoty. Dı´ky tomuto
prˇ´ıstupu z´ıska´me vlastnosti obrazu (tzv. hlavn´ı osy) automaticky, cozˇ je oproti prˇedchoz´ı
metodeˇ velkou vy´hodou.
Definice 3.1 Necht’ B : R2 → R je obraz. Definujme strˇedn´ı hodnotu funkce f vzhledem
k B
EB [f ] :=
∫
R2
f(x)B(x)dx∫
R2
B(x)dx
.
Pro u : R2 → Rm×n, polozˇme EB [u] := (EB [uj,k]) j=1,...,m
k=1,...,n
∈ Rm×n. Strˇed obrazu je defino-
va´n jako
cB := EB [x] ∈ R2
a kovariance
CovB := EB
[
(x− cB)(x− cB)⊤
]
∈ R2×2.
Jestlizˇe je kovariancˇn´ı matice rea´lna´, symetricka´ a pozitivneˇ semidefinitn´ı, umozˇnˇuje
spektra´ln´ı rozklad
CovB = UBD
2
BU
⊤
B ,
kde UB ∈ R2×2 je unita´rn´ı matice a matice DB = diag(σB,1, σB,2) ∈ R2×2 je diagona´ln´ı.
Pro dalˇs´ı uzˇit´ı serˇad´ıme sloupce UB tak, zˇe pro rozptyly plat´ı σB,1 ≥ σB,2. Jestlizˇe jsou
vlastn´ı cˇ´ısla matice CovB jednoducha´ (na´sobnosti jedna), pak je rozklad jedinecˇny´ azˇ
na oznacˇen´ı sloupc˚u DB.
Matici UB lze take´ zapsat
UB = U(ρB) =
(
cos ρB − sin ρB
sin ρB cos ρB
)
.
Smeˇr hlavn´ıch os je pak da´n vektorem (cos ρB, sin ρB)
⊤ a smeˇr vedlejˇs´ı osy je da´n vekto-
rem (− sin ρB, cos ρB)⊤. Tedy u´hel ρB mu˚zˇe by´t pouzˇit k popisu obou os. Rozptyly jsou
zna´zorneˇny de´lkou os a strˇed obrazu je pr˚usecˇ´ıkem os. Za vlastnosti obrazu mu˚zˇeme vz´ıt
tyto cˇ´ısla: ρB, σB,1, σB,2, cB,1, cB,2.
Veˇta 3.1 Necht’ B : R2 → R je obraz se strˇedem cB a kovariancˇn´ı matic´ı CovB . Nav´ıc
necht’ Bˆ := B(Ax+ b), kde A ∈ R2×2, det(A) > 0 a b ∈ R2 . Pak
cB = AcBˆ + b a CovB = ACovBˆA
⊤.
Veˇta 3.1 na´m uda´va´, jak se zmeˇn´ı strˇed a kovariance matice Bˆ := B ◦ ϕ, kde ϕ(x) =
Ax + b je afinn´ı linea´rn´ı zobrazen´ı, ϕ : R2 → R2, det(A) > 0. C´ılem te´to metody je tedy
vyuzˇ´ıt veˇty 3.1 a naj´ıt transformaci tak, aby se strˇed a kovariance c´ılove´ho obrazu rovnali
strˇedu a kovarianci transformovane´ho obrazu.
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Veˇta 3.2 Necht’ R a T jsou obrazy se strˇedy cR a cT a regula´rn´ımi kovariancˇn´ımi mati-
cemi CovR a CovT .Definujme zobrazen´ı Tˆ := T (Ax+ b), kde
A := UTDTMD
−1
R U
⊤
R ∈ R2×2, b := cT −AcR ∈ R2
M ∈ R2×2 je libovolna´ unita´rn´ı matice a CovR = URD2RU⊤R a CovT = UTD2TU⊤T jsou
spektra´ln´ı rozklady. Pak
cTˆ = cR a CovTˆ = CovR.
3.4 Optima´ln´ı linea´rn´ı registrace
Tato registrace je zalozˇena na hleda´n´ı vhodne´ mı´ry vzda´lenosti, jej´ızˇ volba nen´ı jedno-
ducha´. Zde si uka´zˇeme prˇ´ıklady zalozˇena´ na intenziteˇ a korelaci. Budeme prˇedpokla´dat,
zˇe pouzˇite´ transformace jsou z mnozˇiny afinn´ıch linea´rn´ıch zobrazen´ı, tedy ϕ ∈ ∏21(R2).
Hlavn´ı vy´hodou te´to mnozˇiny je, zˇe mu˚zˇeme jej´ı prvky vyja´drˇit pomoc´ı koeficient˚u. Prvek
ϕ ∈∏21(R2), pak znacˇ´ıme ϕa.
ϕa,l(x) = al,0 +
2∑
1
al,jxj , l = 1, 2
a = (a1,0, a1,1, a1,2, a2,0, a2,1, a2,2)
⊤ ∈ R6
Tedy polozˇme D(a) := D [ϕa] a Ta := T ◦ ϕa a formulujme proble´m
Proble´m 3.5 Hleda´me a ∈ R6, takove´ zˇe D(a) = min.
3.4.1 Registrace zalozˇena´ na intenziteˇ obrazu
Tento prˇ´ıstup je zalozˇen na minimalizaci tzv. soucˇtu cˇtverc˚u rozd´ıl˚u.
Definice 3.2 Necht’ R a T ∈ Img(2). Definujme mı´ru vzda´lenosti D : Img(2)2 → R ,
D := 1
2
‖T −R‖2L2 =
1
2
∫
R2
(T (x)−R(x))2dx
Pro transformaci ϕa definujme
D(R, T ; a) = D [R, T ◦ ϕa] .
K nalezen´ı minima pouzˇijeme Gauss-Newtonovu metodu. Z Taylorova polynomu dosta´-
va´me
D(R, T ; a+ b) =
1
2
‖Ta+b −R‖2L2
≈ 1
2
∥∥∥Ta −R+∇aT⊤a b∥∥∥2
L2
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Minimalizac´ı vzhledem k b dosta´va´me proble´m nejmensˇ´ıch cˇtverc˚u. Tedy pro pevne´ a
je rˇesˇen´ı charakterizova´no norma´ln´ımi rovnicemi
M(a)b = f(a),
kde M(a) := (mj,k(a)) ∈ R6×6, f(a) := (fj(a)) ∈ R6 a
mj,k(a) =
〈
∂ajTa, ∂akTa
〉
L2
,
fj(a) =
〈
Ta −R, ∂ajTa
〉
L2
.
V kazˇde´ iteraci tedy vypocˇteme b a dalˇs´ı krok pocˇ´ıta´me s a = a+ b.
3.4.2 Registrace zalozˇena´ na korelaci
Definice 3.3 Necht’ R a T ∈ Img(2). Korelace mezi R a T je da´na
Corr : Img(2)2 × Rn → R, CorrR,T (y) :=
∫
R2
R(x)T (x− y)dx.
Na korelaci mu˚zˇeme pohl´ızˇet jako na L2-skala´rn´ı soucˇin mezi R a T (· − y). Jestlizˇe jsou
obrazy normalizova´ny a maj´ı tedy jednotkovou velikost, je korelace cosinus u´hlu mezi teˇ-
mito dveˇmi obrazy. Maximalizac´ı korelace vzhledem k y dostaneme obraz T (· − y) bl´ızky´
k R (tedy oba obrazy jsou maxima´lneˇ linea´rneˇ za´visle´). Obvykle se k normalizaci pouzˇ´ıvaj´ı
statistiky - strˇedn´ı hodnota a smeˇrodatna´ odchylka. Z tohoto d˚uvodu budeme prˇedpokla´-
dat, zˇe support mnozˇiny uvazˇovany´ch obraz˚u je obsazˇen v oblasti Ω ⊂ R2. Pro jedno-
duchost (a bez ztra´ty na obecnosti) budeme take´ prˇedpokla´dat, zˇe Ω = (0, 1)2 a tedy
|Ω| := ∫Ω dx = 1.
Definice 3.4 Necht’ B ∈ Img(2) je obraz. Strˇedn´ı hodnota µ a smeˇrodatna´ odchylka σ
obrazu B je definova´na jako
µ(B) := |Ω|−1
∫
Ω
B(x)dx a σ(B) := µ
(
(B − µ(B))2) .
Definice 3.5 Korelacˇn´ı koeficient je definova´n jako γ := Img(2)2 × R2 → R,
γ(R, T ; y) :=
〈
R− µ(R)
σ(R)
,
Ty − µ(Ty)
σ(Ty)
〉
L2
,
kde Ty(x) = T (x− y).
Metriku pak definujme na za´kladeˇ korelacˇn´ıho keoficientu.
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Definice 3.6 Necht’ R a T ∈ Img(2). Definujme metriku D : Img(2)2 → R
D [R, T ] :=
〈
R− µ(R)
σ(R)
,
T − µ(T )
σ(T )
〉
L2
a pro transformaci ϕa polozˇme
D [R, T ; a] = D [R, T ◦ ϕa] .
Lze uka´zat, zˇe maximalizace v metrice zalozˇene´ na korelaci je u´zce spojena s minima-
lizac´ı v metrice zalozˇene´ na intenziteˇ obrazu.
3.5 Uka´zka parametricke´ registrace
Nyn´ı si na prˇ´ıkladech r˚uzny´ch deformac´ı uka´zˇeme vy´sledky pouzˇit´ı implementovany´ch
parametricky´ch metod. Vı´ce k samotne´ implementaci v kapitole 5. Obraz T je cˇerna´ sˇipka
na b´ıle´m pozad´ı a obrazy R vznikly pouzˇit´ım na´sleduj´ıc´ıch deformac´ı
• posun,
• rotace,
• deformace
”
ryb´ı oko“ (deformace napodobuj´ıc´ı typ objektivu),
• kombinace vsˇech.
Za vy´znacˇne´ body byly vybra´ny rohy obrazy, ktere´ by bylo mozˇno snadno vybrat
automaticky, ale ktere´ nereflektovaly pruzˇne´ zmeˇny. Pro metodu hlavn´ıch os bylo trˇeba
intenzitu sˇedi pozad´ı a objektu vymeˇnit z d˚uvodu reprezentace cˇerne´ barvy hodnotou 0
a b´ıle´ barvy hodnotou 255. Objekt pak ma´ mensˇ´ı vliv na z´ıskane´ vlastnosti obrazu (strˇed
a korelaci), cozˇ mu˚zˇe ve´st k sˇpatny´m vy´sledk˚um. Tento proble´m je ilustrova´n obra´zkem
3.13, kde prˇestozˇe jsou vlastnosti obrazu R i vy´sledne´ho Tϕ shodne´, je patrne´, zˇe vy´sledna´
transformace neodpov´ıda´ ocˇeka´va´n´ı. Jak uvid´ıme v kapitole 6, v le´karˇsky´ch sn´ımc´ıch nen´ı
nutne´ tento proble´m rˇesˇit, pozad´ı sn´ımku je totizˇ cˇerne´.
Vy´sledky jednotlivy´ch metod:
• Vy´znacˇne´ body - metoda si velice dobrˇe poradila s tuhou deformac´ı, ale s pruzˇnou
deformaci jizˇ ne. Z deformace
”
ryb´ı oko“ byla zaregistrova´na pouze tuha´ cˇa´st, tedy
zmeˇna meˇrˇ´ıtka. Mozˇny´m vylepsˇen´ım by bylo zveˇtsˇit pocˇet vy´znacˇny´ch bod˚u v oblasti
pruzˇne´ deformace.
• Hladke´ vy´znacˇne´ body - pro tuhe´ deformace jsou vy´sledky te´meˇrˇ shodne´ jako s ne-
hladkou metodou,ani vliv parametru α nen´ı prˇ´ıliˇs patrny´. Avsˇak pro α = 0 jizˇ metoda
dosahuje pro pruzˇnou deformaci lepsˇ´ıch vy´sledk˚u.
• Hlavn´ı osy - metoda dosa´hla obdobny´ch vy´sledk˚u jako metoda vy´znacˇny´ch bod˚u.
• Optima´ln´ı linea´rn´ı registrace - metoda dosa´hla obdobny´ch vy´sledk˚u jako metoda
vy´znacˇny´ch bod˚u, je vsˇak nepomeˇrneˇ na´rocˇneˇjˇs´ı (pocˇ´ıta´no s ukoncˇuj´ıc´ı podmı´nkou
na velikost zmeˇny b(10−5) nebo na maximum iterac´ı(200)).
14
(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.1: Vy´znacˇne´ body - posun.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.2: Vy´znacˇne´ body - rotace.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.3: Vy´znacˇne´ body -
”
ryb´ı oko“.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.4: Vy´znacˇne´ body - kombinace.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.5: Hladke´ vy´znacˇne´ body - posun, α = 0.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.6: Hladke´ vy´znacˇne´ body - posun, α = 104.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.7: Hladke´ vy´znacˇne´ body - rotace, α = 0.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.8: Hladke´ vy´znacˇne´ body - rotace, α = 104.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.9: Hladke´ vy´znacˇne´ body -
”
ryb´ı oko“, α = 0.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.10: Hladke´ vy´znacˇne´ body -
”
ryb´ı oko“, α = 104.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.11: Hladke´ vy´znacˇne´ body - kombinace, α = 0.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.12: Hladke´ vy´znacˇne´ body - kombinace, α = 104.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.13: Hlavn´ı osy - posun, p˚uvodn´ı intenzita sˇedi.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.14: Hlavn´ı osy - posun.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.15: Hlavn´ı osy - rotace.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.16: Hlavn´ı osy -
”
ryb´ı oko“.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.17: Hlavn´ı osy - kombinace.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.18: Optima´ln´ı linea´rn´ı registrace - posun.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.19: Optima´ln´ı linea´rn´ı registrace - rotace.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.20: Optima´ln´ı linea´rn´ı registrace -
”
ryb´ı oko“.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 3.21: Optima´ln´ı linea´rn´ı registrace - kombinace.
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4 Elasticka´ registrace
Elasticka´ registrace patrˇ´ı mezi tzv. neparametricke´ metody registrace. Ty oproti paramet-
ricke´mu prˇ´ıstupu nepotrˇebuj´ı volit neprˇirozene´ ba´zove´ funkce nebo hledat vy´znacˇne´ body,
cozˇ mu˚zˇe by´t obt´ızˇne´ a take´ vyzˇaduje dalˇs´ı znalosti. Za´kladn´ı mysˇlenkou neparametric-
ky´ch metod je prˇij´ıt s mı´rou vhodnou jak pro podobnost obraz˚u, tak i pro veˇrohodnost
neparametricke´ transformace.
Jak jizˇ bylo rˇecˇeno, hleda´me transformaci ϕ pro c´ılovy´ obraz R a transformovany´ obraz
T tak, aby obraz Tϕ = T (ϕ(x)) byl v jiste´m smyslu podobny´ obrazu R. Transformaci ϕ
rozdeˇl´ıme na trivia´ln´ı identickou cˇa´st a tzv. deformaci nebo posunut´ı u, u : R2 → R2, tzn.
ϕ(x) = x− u(x).
Nejintuitivneˇjˇs´ı zp˚usob prˇ´ıstupu k proble´mu registrace je navrhnout vhodnou mı´ru
vzda´lenosti D a minimalizovat vzda´lenost mezi R a Tu vzhledem k u,
D[R, T ;u] := D[R, Tu] u→ min,
kde s c´ılem zachovat jednoduchou notaci zava´d´ıme
Tu(x) := T (x− u(x)).
Za mı´ru vzda´lenosti zvol´ıme D jizˇ zavedenou v kapitole 3.4.1.
D[R, T ;u] := 1
2
‖Tu −R‖2L2(Ω)
Ale prˇ´ıma´ minimalizace mı´ry vzda´lenosti ma´ sve´ nevy´hody: proble´m je sˇpatneˇ podmı´-
neˇn, protozˇe male´ zmeˇny vstupn´ıch dat mohou ve´st k velky´m zmeˇna´m na vy´stupu, rˇesˇen´ı
nen´ı jedine´, protozˇe proble´m nen´ı konvexn´ı, a deformace ani nemus´ı by´t spojita´. Tedy nen´ı
mozˇne´ sestrojit vhodny´ postup pro numericke´ rˇesˇen´ı.
Nav´ıc v mnoha aplikac´ıch mohou vyplynout dalˇs´ı prˇedpoklady na transformaci. Naprˇ´ı-
klad jestlizˇe prˇi registraci nedocha´z´ı k zˇa´dny´m trhlina´m a sklad˚um tka´neˇ, je transformace
diffeomorfn´ı (vza´jemneˇ jednoznacˇna´, spolu se svou inverz´ı jsou spojite´ a maj´ı spojite´ i de-
rivace do k-te´ho rˇa´du, pro k ≥ 1).
Obeˇ situace lze vyrˇesˇit prˇida´n´ım regularizace nebo zhlazovacˇe (
”
smoother“) S. Proble´m
registrace pak formulujeme
Proble´m 4.1 Budiˇz da´ny dva obrazy R, T a pozitivn´ı regularizacˇn´ı parametr α ∈ R+,
hleda´me posunut´ı u tak, aby
J [u] = minv:R2→R2J [v], kde J [v] := D[R, T ; v] + αS[v].
Takto regularizovany´ proble´m je vy´choz´ım bodem pro stabiln´ı numericke´ rˇesˇen´ı. Vy´beˇr
zhlazovacˇe za´vis´ı na konkre´tn´ı aplikaci, v mnoha aplikac´ıch nejsou pozˇadovane´ vlastnosti
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transformace zna´my prˇedem a proto existuj´ı r˚uzne´ techniky zhlazen´ı. Zde vyuzˇijeme, na za´-
kladeˇ fyzika´ln´ı motivace, tzv. linearizovany´ elasticky´ potencia´l
S [u] := P [u] =
∫
Ω
µ
4
2∑
j,k=1
(∂xjuk + ∂xkuj)
2 +
λ
2
(div u)2dx,
kde λ a µ znacˇ´ı tzv. Lame´ho konstatny. Pro tento konkre´tn´ı vy´beˇr regulariza´toru, Euler-
Lagrangeho rovnice nejsou nic v´ıc nezˇ Navier-Lame´ho rovnice:
−f = µ∆u+ (λ+ µ)∇divu. (4.1)
Proble´m minimalizace 4.1 byl formulova´n bez okrajovy´ch podmı´nek na minimalizaci u.
Dle experiment˚u v [2] jsou-li obrazy na jednotne´m pozad´ı, nejsou okrajove´ podmı´nky prˇ´ıliˇs
d˚ulezˇite´. Tak mu˚zˇeme pouzˇ´ıt vhodne´ okrajove´ podmı´nky k z´ıska´n´ı efektivn´ıho numericke´ho
rˇesˇen´ı.
V na´sleduj´ıc´ı kapitole uva´d´ıme fyzickou motivaci, z ktere´ vyply´va´ uzˇit´ı konkre´tn´ıho
zhlazovacˇe. Obrazy jsou tak povazˇova´ny za dveˇ r˚uzna´ pozorova´n´ı pruzˇne´ho teˇlesa, jeden
prˇed a jeden po deformaci. Posunut´ı pruzˇne´ho teˇlesa je odvozeno pomoc´ı modelu linea´rn´ı
pruzˇnosti. Da´le jsou pro zaveden´ı okrajovy´ch podmı´nek vypocˇteny vlastn´ı funkce a vlastn´ı
cˇ´ısla Navier-Lame´ho opera´toru. Uka´zˇeme, jak lze Navier-Lame´ho rovnice odvodit z elas-
ticke´ho potencia´lu, cozˇ take´ poskytuje slabou formulaci Navier-Lame´ho rovnic.
Na za´kladeˇ diskretizace mu˚zˇeme odvodit aproximaci rovnice (4.1) pomoc´ı konecˇny´ch
diferenc´ı. Pote´ za pouzˇit´ı rychle´ Fourierovy transformace (FFT) diagonalizujeme danou
matici a provedeme pseudoinverzi.
4.1 Fyzika´ln´ı motivace
Tato kapitola poskytuje prˇehled fyzika´ln´ıch vlastnost´ı pruzˇne´ho teˇlesa. Podstatny´ rozd´ıl
mezi tuhy´m a elasticky´m teˇlesem je, zˇe spojen´ı cˇa´stic jizˇ nen´ı pevne´, ale mu˚zˇe se meˇnit
s ohledem na elasticke´ vlastnosti teˇlesa. Pu˚soben´ım vneˇjˇs´ıch sil tak docha´z´ı k deformaci
teˇlesa. Deformace je spojena s napeˇt´ım teˇlesa a tvar teˇlesa vycha´z´ı z rovnova´hy vneˇjˇs´ıch
sil a vnitrˇn´ıho napeˇt´ı. Nep˚usob´ı-li na elasticke´ teˇleso zˇa´dne´ vneˇjˇs´ı s´ıly, vra´t´ı se do p˚uvod-
n´ıho tvaru. Prˇedpokla´da´me, zˇe teˇleso je homogenn´ı, tj. ma´ stejne´ mechanicke´ vlastnosti
v kazˇde´m bodeˇ a izotropn´ı, tj. ma´ stejne´ mechanicke´ vlastnosti ve vsˇech smeˇrech. Vı´ce
o mechanice kontinua lze nale´zt v [6].
4.1.1 Tenzor deformac´ı
Deformace lze popsat srovna´n´ım deformovane´ho a nedeformovane´ho stavu teˇlesa. Prˇed de-
formac´ı, v cˇase t = 0, mu˚zˇeme popsat polohu cˇa´stic jako yj = yj(xi, 0) = xj . Po deformaci,
v cˇase tD, pak bude poloha odpov´ıdaj´ıc´ıch cˇa´stic urcˇena jako yj = yj(xi, tD). Definujeme
vektor posunut´ı ui jako
ui = yi − xi.
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Pomoc´ı vektoru posunut´ı je mozˇne´ deformaci popsat jako
yj = xj + uj(xi).
Tento vztah vsˇak v sobeˇ zahrnuje nejen deformaci, ale take´ posunut´ı a ota´cˇen´ı teˇlesa
jako celku. Abychom z rovnic izolovali deformacˇn´ı cˇa´st, je vhodne´ spocˇ´ıtat
dyjdyj = (dxj +
∂uj
∂xl
dxl)(dxj +
∂uj
∂xk
dxk) = (δjl +
∂uj
∂xl
)(δjk +
∂uj
∂xk
)dxldxk,
kde δ znacˇ´ı Kroneckerovo delta, neboli
dyjdyj − dxjdxj = 2ǫlkdxldxk,
kde
ǫlk =
1
2
(
∂uk
∂xl
+
∂ul
∂xk
+
∂uj
∂xl
∂uj
∂xk
)
je tenzor velky´ch deformac´ı.
Pokud jsou deformace male´, naby´vaj´ı maly´ch hodnot i parcia´ln´ı derivace a soucˇin
parcia´ln´ıch derivac´ı lze zanedbat. V takove´m prˇ´ıpadeˇ lze deformaci popsat tzv. tenzorem
maly´ch deformac´ı
εlk =
1
2
(
∂uk
∂xl
+
∂ul
∂xk
)
,
V (x, t) := (εl,k)l,k=1,2 ∈ R2×2.
Pro male´ deformace jsou velikosti posun˚u dxi v nedeformovane´m stavu a jim odpov´ı-
daj´ıc´ı dyj v deformovane´m stavu prˇiblizˇneˇ stejne´ a nen´ı tedy nutno rozliˇsovat mezi tenzory
maly´ch deformac´ı v nedeformovane´m a deformovane´m stavu.
Diagona´ln´ı slozˇky tenzoru maly´ch deformac´ı znacˇ´ı relativn´ı zmeˇnu de´lky elementu,
ktery´ byl p˚uvodneˇ rovnobeˇzˇny´ s danou osou
εjj =
lxj − l0xj
l0xj
pro j = 1, 2,
kde l0xj je de´lka prˇed deformac´ı a lxj je de´lka po deformaci. Smı´ˇsene´ slozˇky tenzoru maly´ch
deformac´ı
ε12 = ε21 =
α1 + α2
2
odpov´ıda´ polovineˇ u´hlu α1+α2, o ktery´ se prˇi deformaci zmeˇn´ı pravy´ u´hel mezi elementy
p˚uvodneˇ rovnobeˇzˇny´mi s karte´zsky´mi osami x1 a x2. U´hel α1 + α2 se nazy´va´ u´hel smyku.
4.1.2 Tenzor napeˇt´ı
Na teˇleso p˚usob´ı dva druhy sil, objemove´ s´ıly f , ktere´ p˚usob´ı na kazˇdy´ objemovy´ element,
a plosˇne´ s´ıly, ktere´ vznikaj´ı na povrchu a da´le se prˇena´sˇej´ı po nejblizˇsˇ´ıch cˇa´stic´ıch (mole-
kula´ch) teˇlesa. Vy´slednici objemovy´ch sil p˚usob´ıc´ıch na teˇleso mu˚zˇeme napsat ve tvaru
RV =
∫
V
f dV,
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kde f oznacˇuje objemovou s´ılu vztazˇenou na jednotku objemu, a vy´slednici plosˇny´ch sil
ve tvaru
RS =
∫
S
t dS,
kde t oznacˇuje plosˇnou s´ılu vztazˇenou na jednotku plochy.
Jestlizˇe na teˇleso zacˇnou p˚usobit vneˇjˇs´ı s´ıly, dojde k deformaci a vzniku napeˇt´ı. Nakonec
se vneˇjˇs´ı s´ıly a vnitrˇn´ı napeˇt´ı vyrovnaj´ı, teˇleso je pak v rovnova´zˇne´m stavu a pro libovolny´
element plat´ı rovnice rovnova´hy: ∫
V
f dV +
∫
S
t dS = 0,
∫
V
x × fdV +
∫
S
x× t dS = 0.
Prˇedpokla´da´me, zˇe pro uvazˇovane´ pruzˇne´ teˇleso existuj´ı funkce σj,k : R
2 × R →
R
2, j, k = 1, 2 tak, zˇe
∫
S
tj dS =
∫
S
2∑
k=1
σj,knk dS =:
∫
S
〈σj,:, ~n〉 dS,
kde ~n = (n1, n2) oznacˇuje vneˇjˇs´ı norma´lu na plochu S. Pomoc´ı Gaussovy veˇty prˇevedeme
plosˇny´ integra´l na objemovy´∫
S
tj dS =
∫
V
divσj,: dV, j = 1, 2.
Funkce σj,k tvorˇ´ı tzv. tenzor napeˇt´ı Σ
Σ(x, t) := (σj,k)j,k=1,2 ∈ R2×2.
Z fyzika´ln´ıch u´vah vyply´va´, zˇe tenzor napeˇt´ı je symetricky´, tj. Σ = Σ⊤. Pomoc´ı rovnice
rovnova´hy a variac´ı prˇes vsˇechny mozˇne´ cˇa´sti teˇlesa, dostaneme Newton˚uv prvn´ı za´kon,
Za´kon setrvacˇnosti,
f = −divΣ.
4.1.3 Hooke˚uv za´kon
V elasticiteˇ je napeˇt´ı propojeno s deformac´ı pomoc´ı Hookeova za´konu, ktery´ vyjadrˇuje
souvislost deformace a napeˇt´ı. Pouzˇijeme linea´rn´ı model a uvazˇujeme, zˇe bez pomeˇrne´ho
prodlouzˇen´ı teˇlesa nen´ı napeˇt´ı.
Znacˇne´ zjednodusˇen´ı nastane u izotropn´ıho pruzˇne´ho teˇlesa. Hlavn´ı osy (osy, vzhledem
ke ktery´m jsou slozˇky tenzoru se smı´ˇseny´mi indexy nulove´) se totizˇ v tomto prˇ´ıpadeˇ pro de-
formaci a napeˇt´ı shoduj´ı. Pak mu˚zˇeme tenzory deformace a napeˇt´ı soucˇasneˇ diagona´lneˇ
serˇadit. Pouzˇit´ım soustavy vlastn´ıch vektor˚u jako referencˇn´ıho sourˇadnicove´ho syste´mu
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a oznacˇen´ım vlastn´ıch hodnot V a Σ za εj a σj pro j = 1, 2, tenzory deformace a napeˇt´ı
jsou vzhledem k tomuto syste´mu sourˇadnic da´ny
Vˆ =
(
ε1 0
0 ε2
)
, Σˆ =
(
σ1 0
0 σ2
)
,
Z´ıska´me linea´rn´ı model (
ε1
ε2
)
=
(
b1,1 b1,2
b2,1 b2,2
)(
σ1
σ2
)
.
Nav´ıc, jelikozˇ reakce izotropn´ıho teˇlesa je neza´visla´ na smeˇru, plat´ı zˇe b1 := b1,1 = b2,2
a b2 := b1,2 = b2,1. K popisu vlastnost´ı elasticke´ho izotropn´ıho teˇlesa na´m tedy stacˇ´ı dva
parametry. Tyto dva parametry vyjadrˇuj´ı vlastnosti materia´lu a jsou to Young˚uv modul
pruzˇnosti E, ktery´ prˇedstavuje pod´ıl napeˇt´ı a relativn´ıho prodlouzˇen´ı, a Poissonovo cˇ´ıslo ν,
ktere´ prˇedstavuje pomeˇr relativn´ıho prˇ´ıcˇne´ho zu´zˇen´ı tycˇe k jej´ımu relativn´ımu prodlouzˇen´ı
prˇi nama´ha´n´ı tahem. Jejich zaveden´ım dostaneme b1 = E
−1 a b2 = −νE−1.
Nyn´ı prˇep´ıˇseme vztah mezi deformac´ı a napeˇt´ım pomoc´ı teˇchto materia´lovy´ch konstant,
Eεj = (1 + ν)σj − ν
2∑
l=1
σl, j = 1, 2,
a pro tenzory deformace a napeˇt´ı v hlavn´ıch osa´ch ma´me
EVˆ = (1 + ν)Σˆ− ν tr(Σˆ)I2.
Vra´t´ıme-li se k pocˇa´tecˇn´ım sourˇadnic´ım, z´ıska´me
EV = (1 + ν)Σ− ν tr(Σ)I2,
E tr(V ) = (1− ν) tr(Σ),
(1 + ν)Σ = EV +
Eν
1− ν tr(V )I2.
Dosazen´ım Lame´ho konstant
µ :=
1
2
E
1 + ν
, λ :=
Eν
(1 + ν)(1− ν)
mu˚zˇeme vyja´drˇit napeˇt´ı pomoc´ı deformace vzhledem k obecny´m sourˇadnic´ım,
σj,k = 2µεj,k + λ tr(V )δj,k
= µ(∂xjuk + ∂xkuj) + λ div u δj,k.
Jednoduchy´mi vy´pocˇty dostaneme
divσj,: =
2∑
k=j
∂xkσj,k = µ∆uj + (λ+ µ)∂xj div uj .
Shrneme-li tyto vy´pocˇty z´ıska´me zna´me´ Navier-Lame´ho rovnice
−f = µ∆u+ (λ+ µ)∇div u.
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4.2 Vlastn´ı funkce Navier-Lame´ho opera´toru
Pro konkre´tn´ı okrajove´ podmı´nky, jsou vlastn´ı funkce Navier-Lame´ho opera´toru zna´my
explicitneˇ. Tato znalost mu˚zˇe slouzˇit jako za´klad pro numericke´ rˇesˇen´ı syste´mu Navier-
Lame´ho rovnic. Rozvojem posunut´ı a s´ıly pomoc´ı normalizovany´ch vlastn´ıch funkc´ı vj ,
u =
M∑
j=1
αjvj a f =
M∑
j=1
βjvj ,
dostaneme
Au =
M∑
j=1
αjAvj =
M∑
j=1
αjλjvj =
M∑
j=1
βjvj = f.
Pro rˇesˇen´ı u plat´ı, zˇe αj = 0, pokud λj = 0, jinak αj = βj/λj . Prˇedpokla´da´me, zˇe syste´m
je konzistentn´ı, tedy zˇe ma´ alesponˇ jedno rˇesˇen´ı. Prˇesto ma´ tento prˇ´ıstup dveˇ nevy´hody.
Prˇi numericke´ implementaci mus´ı by´t de´lka rozvoje M konecˇna´ a je trˇeba numericky vy-
pocˇ´ıtat koeficienty βj = 〈f, vj〉.
Nyn´ı vyja´drˇ´ıme explicitn´ı rovnice pro vlastn´ı cˇ´ısla a vlastn´ı funkce Navier-Lame´ho
opera´toru A ,
A [u] := µ∆u+ (λ+ µ)∇div u,
tj. hleda´me funkci v : Ω ⊂ R2 → R2 a konstantu κ, splnˇuj´ıc´ı
A [v] = κv.
V dalˇs´ı cˇa´sti stanov´ıme explicitn´ı okrajove´ podmı´nky druhe´ho rˇa´du. Tyto okrajove´
podmı´nky maj´ı za na´sledek zmeˇnu parcia´ln´ıho diferencia´ln´ıho opera´toru. Pro dalˇs´ı uzˇit´ı
definujeme periodicke´ okrajove´ podmı´nky, pro ktere´ je oblast Ω mapova´na na torus
u1(0, x2) = u1(1, x2),
u2(x1, 0) = u2(x1, 1).
Veˇta 4.1 Necht’ i, j ∈ N0, i2 + j2 6= 0, a r, s = 0, 1. Potom
vr,s1;i,j :=
( −i sin(iπx1 + rπ/2) sin(jπx2 + sπ/2)
j cos(iπx1 + rπ/2) cos(jπx2 + sπ/2)
)
,
vr,s2;i,j :=
(
j sin(iπx1 + rπ/2) sin(jπx2 + sπ/2)
−i cos(iπx1 + rπ/2) cos(jπx2 + sπ/2)
)
,
jsou vlastn´ı funkce opera´toru A a
κ1;i,j = −π2(2µ+ λ)(i2 + j2), κ2;i,j = −π2µ(i2 + j2),
jsou odpov´ıdaj´ıc´ı vlastn´ı cˇ´ısla vzhledem k periodicky´m okrajovy´m podmı´nka´m.
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4.3 Variacˇn´ı formulace proble´mu pruzˇnosti
Nyn´ı odvod´ıme variacˇn´ı formulaci proble´mu pruzˇnosti. Pozˇadovane´ posunut´ı je charak-
terizova´no jako minimalizace energeticke´ho funkciona´lu J . Funkciona´l se skla´da´ ze dvou
cˇa´st´ı. Prvn´ı a[u, u] je bilinea´rn´ı forma a slouzˇ´ı jako regulariza´tor, modeluje materia´love´
vlastnosti a vnitrˇn´ı s´ıly, a druhy´ cˇlen b[u] odra´zˇ´ı vneˇjˇs´ı s´ıly.
Necht’ Ω = (0, 1)2 ⊂ R2 a V [u] = (εj,k[u])j,k ∈ R2×2 je tenzor deformac´ı s εj,k[u] =
1
2(∂xjuk + ∂xkuj). Vyuzˇijeme pozitivn´ı semidefinitivn´ı bilinea´rn´ı formy
a[u, v] : =
∫
Ω
2µ tr(V [u]⊤V [v]) + λ tr(V [u]) tr(V [v])dx
=
∫
Ω
2µ
2∑
j,k=1
εj,k[u]εj,k[v] + λ div u · div v dx
=
∫
Ω
µ
2
2∑
j,k=1
(∂xjuk + ∂xkuj)(∂xjvk + ∂xkvj) + λ div u · div v dx
=
∫
Ω
µ
2∑
k=1
〈∇uk + ∂xku,∇vk〉R2 + λ div u · div v dx
(4.2)
a linea´rn´ı formy
b[v] :=
∫
Ω
〈f, v〉
R2
dx. (4.3)
Minimum funkciona´lu J ,
J [u] := 1
2
a[u, u] + b[u], (4.4)
je s periodicky´mi okrajovy´mi podmı´nkami pro u charakterizova´no dJ [u; v] = 0 pro vsˇechna
vhodna´ v.
Na´sleduj´ıc´ı veˇta mu˚zˇe by´t formulova´na pro me´neˇ hladke´ funkce u a take´ v. Nicme´neˇ,
jelikozˇ chceme rˇesˇit vy´sledne´ parcia´ln´ı diferencia´ln´ı rovnice pomoc´ı konecˇny´ch diferenc´ı,
vyzˇadujeme dane´ podmı´nky na hladkost.
Veˇta 4.2 Necht’ je funkciona´l J definova´n rovnic´ı (4.4) , a je definova´no rovnic´ı (4.2) a
b je definova´no rovnic´ı (4.3). Nav´ıc necht’ u ∈ (C2(R2))2. Pro perturbace v ∈ (C2(R2))2
je da´na Gaˆteauxova derivace J
dJ [u; v] =
∫
Ω
〈f − µ∆u− (µ+ λ)∇ div u, v〉
R2
dx.
Veˇta 4.2 poskytuje slabou formulaci Navier-Lame´ho rovnice (4.1). Nicme´neˇ v registraci
obrazu, kde se veˇtsˇinou zaj´ıma´me o velmi hladke´ deformace, slaba´ formulace proble´mu
neposkytuje zˇa´dne´ zvla´sˇtn´ı vy´hody ve srovna´n´ı se silnou formulac´ı.
S touto konkre´tn´ı bilinea´rn´ı formou mu˚zˇeme vyja´drˇit potencia´l pruzˇnosti posunut´ı u.
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Definice 4.1 Necht’ u : R2 → R2, uj ∈ C2(R2), j= 1,2. Potencia´l pruzˇnosti P posunut´ı
u je definova´n jako
P[u] : = 1
2
a[u, u]
=
∫
Ω
µ tr(V [u]⊤V [v]) +
λ
2
tr(V [u])2dx
=
∫
Ω
µ
4
2∑
j,k=1
(∂xjuk + ∂xkuj)
2 +
λ
2
(div u)2dx.
=
∫
R2
λ
2
(∂x1u1 + ∂x2u2)
2 + µ
{
(∂x1u1)
2 + (∂x2u2)
2 +
1
2
(∂x1u2 + ∂x2u1)
2
}
dx
4.4 Postup rˇesˇen´ı
Hleda´me minimum funkciona´lu proble´mu 4.1, ktere´ splnˇuje Euler-Lagrangeho rovnici ve tva-
ru
A[u](x)− f(x, u(x)) = 0, pro kazˇde´ x ∈ Ω,
kde Ω = (0, 1)2 je uvazˇovana´ oblast. Parcia´ln´ı diferencia´ln´ı opera´tor A souvis´ı s zhlazova-
cˇem S a s´ıla f souvis´ı s mı´rou vzda´lenosti D.
Vhodny´m zp˚usobem rˇesˇen´ı te´to semilinea´rn´ı parcia´ln´ı diferencia´ln´ı rovnice a prˇeklenut´ı
nelinearity je vyuzˇit´ı prosty´ch iterac´ı. Zacˇneme s pocˇa´tecˇn´ım odhadem u(0) (naprˇ. u(0) ≡
0), implicitneˇ definujeme u(k+1)
A[u(k+1)](x) = f(x, u(k)(x)), x ∈ Ω, k ∈ N0. (4.5)
Pro numericke´ rˇesˇen´ı prosty´ch iterac´ı rovnice (4.5) je trˇeba rˇesˇit dva proble´my v sou-
vislosti s diskretizac´ı: vy´pocˇet s´ıly a numericke´ rˇesˇen´ı parcia´ln´ıch diferencia´ln´ıch rovnic.
4.5 Aproximace Navier–Lame´ho rovnic pomoc´ı konecˇny´ch diferenc´ı
Vzhledem k jednoduchosti za´kladn´ı oblasti Ω = (0, 1)2, pouzˇijeme pro numericke´ rˇesˇen´ı
parcia´ln´ıch diferencia´ln´ıch rovnic metodu konecˇny´ch diferenc´ı.
Pro funkci g : R2 → R pouzˇ´ıva´me za´pis ~g := g( ~X) := (g(xj))Nj=1 ∈ RN a pro vektorove´
pole v : R2 → R2, stanov´ıme ~v := (~v1⊤, ~v2⊤)⊤ ∈ R2N . Z Taylorova rozvoje funkce g : R2 →
R dostaneme standardn´ı aproximaci konecˇny´mi diferencemi pro druhe´ derivace,
∂x2j
g(x) =
g(x+ hej)− 2g(x) + g(x− hej)
h2
+O(h2), j = 1, 2, (4.6)
∂x1x2g(x) =
1
4h2
(g(x+ he1 + he2)− g(x− he1 + he2)−
− g(x+ he1 − he2) + g(x− he1 − he2)) +O(2h2),
(4.7)
kde prˇedpokla´da´me fixn´ı velikost diskretizacˇn´ıho kroku h pro obeˇ dimenze.
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Prˇedpokla´da´me, zˇe aproximaci A[u] pomoc´ı konecˇny´ch diferenc´ı lze z´ıskat v kazˇde´m
bodeˇ s´ıteˇ xj pomoc´ı konvolucˇn´ıho filtru S
A,
A[g](xj) ≈
∑
κ∈N (j)∪j
SAκ g(xκ) =: (S
A ∗ g)(xj)
kde N(j) oznacˇuje okol´ı bodu s´ıteˇ j a SA oznacˇuje filtr souvisej´ıc´ı s parcia´ln´ım dife-
rencia´ln´ım opera´torem A prostrˇednictv´ım svy´ch aproximac´ı pomoc´ı konecˇny´ch diferenc´ı.
Periodicke´ okrajove´ podmı´nky jsou zacˇleneˇny do diskre´tn´ı formulace odpov´ıdaj´ıc´ım kop´ı-
rova´n´ım.
Pomoc´ı lexikograficke´ho usporˇa´da´n´ı (viz. definice 2.3), mu˚zˇeme take´ odvodit matici
reprezentuj´ıc´ı konvoluci s SA,
A · ~g := (SA ∗ g)( ~X).
Pro Navier-Lame´ho rovnice ma´me
A[u] = µ∆u+ (λ+ µ)∇div u
=
(
(λ+ 2µ)∂x1x1u1 + µ∂x2x2u1 + (λ+ µ)∂x1x2u2
(λ+ µ)∂x1x2u1 + µ∂x1x1u2 + (λ+ 2µ)∂x2x2u2
)
.
Tedy s
A1,1[u1] := (λ+ 2µ)∂x1x1u1 + µ∂x2x2u1,
A1,2[u2] := (λ+ µ)∂x1x2u2,
A2,1[u1] := (λ+ µ)∂x1x2u1,
A2,2[u2] := µ∂x1x1u2 + (λ+ 2µ)∂x2x2u2,
a pouzˇit´ım rovnic (4.6) a (4.7)
S1,1 := (S2,2)⊤ :=

 0 (λ+ 2µ) 0µ −2(λ+ 3µ) µ
0 (λ+ 2µ) 0

 ,
S1,2 := (S2,1)⊤ := λ+µ4

 1 0 −10 0 0
−1 0 1

 ,


(4.8)
dostaneme
A[u](X) =
( A1,1[u1](X) +A1,2[u2](X)
A2,1[u1](X) +A2,2[u2](X)
)
≈
(
S1,1 ∗ u1(X) + S1,2 ∗ u2(X)
S2,1 ∗ u1(X) + S2,2 ∗ u2(X)
)
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nebo
A[u]( ~X) ≈
(
A1,1u1( ~X) +A
1,2u2( ~X)
A2,1u1( ~X) +A
2,2u2( ~X)
)
:= A~u.
Poznamenejme, zˇe jine´ okrajove´ podmı´nky vedou k jiny´m konvolucˇn´ım sche´mat˚um.
Po diskretizaci parcia´ln´ıho diferencia´ln´ıho opera´toru A dostaneme rozmeˇrnou soustavu
linea´rn´ıch rovnic, jej´ızˇ matice je vysoce strukturovana´. Tato struktura na´m umozˇnˇuje pou-
zˇit´ım techniky rychle´ Fourierovy transformace z´ıskat inverzi matice a vyrˇesˇit tuto soustavu
se slozˇitost´ı O(N logN), kde N je pocˇet pixel˚u obrazu.
4.6 Diagonalizace strukturovane´ matice
V te´to sekci si uka´zˇeme, jak mu˚zˇe by´t matice A rozdeˇlena na bloky a pak diagonalizova´na
rychlou Fourierovou transformac´ı (FFT).
Pro na´sleduj´ıc´ı rozklady budeme potrˇebovat za´kladn´ı cyklickou matici (C(n, 1) =
C(i, i+ 1) = 1, i = 1, ...n)
Cn :=


0 1 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0
. . .
. . .
. . . 1
1 0 · · · · · · 0


∈ Cn×n, (4.9)
(komplexn´ı) n-tou odmocninu jednicˇky
ωn := e
−2pii/n,
Fourierovu matici Fn ∈ Cn×n
Fn :=
1√
n
(ω(j−1)(k−1)n )j,k=1,...,n , (4.10)
matici
Ωn := diag(ω
0
n, . . . , ω
n−1
n ) , (4.11)
a lemma o diagonalizaci cyklicke´ matice pomoc´ı Fourierovy matice
Lemma 4.1 Necht’ n ∈ N a Ωn a Fn jsou definova´ny rovnic´ı (4.11), resp. (4.10).
• Fourierova matice je unita´rn´ı, F−1n = FHn .
• Cyklicka´ matice Cn (viz. rovnice (4.9)) je diagonalizova´na matic´ı Fn, FHn CnFn = Ωn.
• Libovolna´ cyklicka´ matice Zn =
∑n
j=−n αjC
j
n je diagonalizova´na matic´ı Fn,
FHn ZnFn =
n∑
j=−n
αj(Ωn)
j .
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Pro prˇipomenut´ı uvedeme i definici Kroneckerova soucˇinu dvou matic A a B
A⊗B =


a1,1B · · · a1,nB
...
. . .
...
am,1B · · · am,nB

 .
Necht’ matice A ∈ R(2n1n2)×(2n1n2) je dva kra´t dva blokova´ matice s blokovy´mi mati-
cemi Ap,q
A =
(
A1,1 A1,2
A2,1 A2,2
)
, (4.12)
kde jsou cyklicke´ bloky Ap,q ∈ R(n1n2)×(n1n2) pro p,q =1, 2 definova´ny jako
Ap,q = C−1n2 ⊗Ap,q3 + In2 ⊗Ap,q2 + Cn2 ⊗Ap,q1 (4.13)
=


Ap,q2 A
p,q
1 A
p,q
3
Ap,q3
. . .
. . .
. . . Ap,q2 A
p,q
1
Ap,q1 A
p,q
3 A
p,q
2

 ,
s cyklicky´mi bloky Ap,qs ∈ Rn1×n1 pro s= 1,2,3
Ap,qs = S
p,q
3,sC
−1
n1 + S
p,q
2,sIn1 + S
p,q
1,sCn1 (4.14)
=


Sp,q2,s S
p,q
1,s S
p,q
3,s
Sp,q3,s
. . .
. . .
. . . Sp,q2,s S
p,q
1,s
Sp,q1,s S
p,q
3,s S
p,q
2,s

 ,
kde Sp,q = (Sp,qt,s )t,s=1,2,3 (viz. (4.8)).
Lemma 4.2 Necht’ n1, n2 ∈ N, p, q= 1,2.
1. Matice Ap,qs (viz. rovnice (4.14) ) jsou diagonalizova´ny matic´ı Fn1
Dp,qs := F
H
n1A
p,q
s Fn1 ,
Dp,qs = diag(D
p,q
s;j , j = 1, . . . , n1),
kde Dp,qs;j = S
p,q
3,s ω¯
j−1
n1 + S
p,q
2,s + S
p,q
1,sω
j−1
n1 .
2. Matice Ap,q (viz. rovnice (4.13)) jsou diagonalizova´ny matic´ı Fn2 ⊗ Fn1
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Dp,q := (Fn2 ⊗ Fn1)HAp,q(Fn2 ⊗ Fn1),
Dp,q = diag
(
Dp,qk,j ,
j = 1, . . . , n1,
k = 1, . . . , n2,
)
,
kde Dp,qk,j = D
p,q
2;j + ω¯
k−1
n2 D
p,q
3;j + ω
k−1
n2 D
p,q
1;j .
3. Pro matici A (viz. rovnice (4.12)) dostaneme
FHAF =
(
D1,1 D1,2
D2,1 D2,2
)
kde F = I2 ⊗ Fn2 ⊗ Fn1.
4.6.1 Inverze strukturovane´ matice
Nyn´ı bude nasˇ´ım c´ılem invertovat FHAF . Pot´ızˇ je v tom, zˇe matice A mu˚zˇe by´t singula´rn´ı
(a pro danou volby matic Sp,q je), proto vypocˇteme tzv. pseudoinverzi. Zacˇneme s definic´ı
pseudoinverzn´ı matice B† dva kra´t dva matice B.
Lemma 4.3 Pro symetrickou matici B =
(
b1 b2
b2 b4
)
∈ R2×2 je da´na pseudoinverze B†
B† =


B−1, pro det(B) 6= 0,
1/(b1 + b4)2 ·B, pro det(B) = 0, b1 6= 0 ∨ b4 6= 0,
0, jinak.
A pokracˇujeme s inverz´ı matice FHAF .
Veˇta 4.3 Necht’ A je definova´na rovnic´ı (4.12) , kde Sp,q ∈ R3×3 jsou takove´, zˇe Dp,q
jsou rea´lne´ a D2,1 = D1,2. Potom A† = FD†FH , kde
D† :=
(
D1,1,† D1,2,†
D1,2,† D2,2,†
)
a diagona´ln´ı matice Dp,q,† := diag(Dp,q,†k,j ) jsou definova´ny jako(
D1,1,†k,j D
1,2,†
k,j
D1,2,†k,j D
2,2,†
k,j
)
:=
(
D1,1k,j D
1,2
k,j
D1,2k,j D
2,2
k,j
)†
,
j = 1, . . . , n1,
k = 1, . . . , n2.
Vsˇimneme si, zˇe pro konkre´tn´ı volby matice Sp,q se vy´pocˇet D† znacˇneˇ zjednodusˇuje.
Dostaneme
D1,1k,j = S
1,1
2,2 + 2 cos(2π(j − 1)/n1)S1,11,2 + 2 cos(2π(k − 1)/n2)S1,12,1 ,
D2,2k,j = S
1,1
2,2 + 2 cos(2π(k − 1)/n2)S1,11,2 + 2 cos(2π(j − 1)/n1)S1,12,1 ,
D1,2k,j = D
2,1
k,j = −4S1,21,1 sin(2π(j − 1)/n1) sin(2π(k − 1)/n2).
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Dle veˇty 4.3 mu˚zˇe by´t rˇesˇen´ı linea´rn´ıho syste´mu z´ıska´no vy´pocˇtem pseudoinverze blo-
koveˇ diagona´ln´ı matice D a pouzˇit´ım neˇkolika FFT.
4.7 Vy´pocˇet sil
S´ıly jsou odvozeny od Gaˆteauxovy derivace pouzˇite´ mı´ry vzda´lenosti.
Veˇta 4.4 Necht’ R a T ∈ Img(2), T ∈ C2(R2), u, v : R2 → R2, Ω := (0, 1)2. Pak
Gaˆteauova derivace D[R, T ;u]
D[R, T ;u] := 1
2
‖Tu −R‖2L2(Ω)
je da´na vzhledem k v jako
dD[R, T ;u; v] =
∫
R2
〈f(x, u(x)), v(x)〉
R2
dx,
kde f : R2 × R2 → R2
f(x, u(x)) := (R(x)− Tu(x))∇Tu(x).
Jelikozˇ jsou R a T digita´ln´ı obrazy, je trˇeba k vy´pocˇtu Tu(x) pro necelocˇ´ıselne´ hodnoty
u(x) pouzˇ´ıt interpolace (viz. odd´ıl 2.3).
4.8 Vy´sledny´ algoritmus
Pouzˇit´ı prosty´ch iterac´ı (4.5) a aproximace Navier-Lame´ho rovnic pomoc´ı konecˇny´ch dife-
renc´ı s periodicky´mi okrajovy´mi podmı´nkami vyu´stilo v algoritmus shrnuty´ v 4.1. V kazˇ-
de´m kroku tedy vypocˇteme s´ılu f (k) a jej´ı FFT, pak pomoc´ı blok˚u matice D† vyrˇesˇ´ıme
soustavu linea´rn´ıch rovnic a zpeˇtnou FFT z´ıska´me posunut´ı u(k+1). Cˇasoveˇ na´rocˇneˇjˇs´ı cˇa´st´ı
je rˇesˇen´ı linea´rn´ıho syste´mu prova´deˇne´ v kazˇde´ iteraci. Vyuzˇit´ı prˇ´ıme´ho rˇesˇicˇe prˇedstave-
ne´ho v te´to kapitole na´m da´va´ slozˇitost O(N logN) (viz. veˇta 4.5). Stoj´ı za to poznamenat,
zˇe iteracˇn´ı rˇesˇen´ı mohou poskytovat atraktivn´ı alternativu, nicme´neˇ pouzˇit´ım iteracˇn´ıho
rˇesˇicˇe se zava´d´ı dalˇs´ı vnitrˇn´ı iterace a pocˇ´ıta´ se pouze aproximace rˇesˇen´ı linea´rn´ıho sys-
te´mu.
Veˇta 4.5 Necht’ Fr ∈ Rn1×n2, pro r = 1, 2, je dana´ prava´ strana a N = n1n2. Numericka´
slozˇitost pro uvedene´ rˇesˇen´ı diskre´tn´ıch Navier-Lame´ho rovnic
A(U1, U2)
T = (F1, F2)
T
s periodicky´mi okrajovy´mi podmı´nkami je O(N logN).
Konecˇna´ deformace je da´na x+u(K)(x), kde K znacˇ´ı pocˇet provedeny´ch iterac´ı. I kdyzˇ
tento prˇ´ıstup prˇedstavuje fyzika´lneˇ vy´znamny´ model elasticke´ tka´neˇ, mu˚zˇe by´t omezuj´ıc´ı,
v prˇ´ıpadeˇ v´ıce odliˇsny´ch obraz˚u. Proto rozdeˇl´ıme transformaci do v´ıce krok˚u a pokazˇde´
budeme aktualizaci posunut´ı uk+1 pocˇ´ıtat z T ku , pomoc´ı te´to mysˇlenky rozlozˇ´ıme celkovou
pruzˇnou deformaci doK maly´ch krok˚u, ve ktery´ch je tvarova´ pameˇt’ teˇlesa z kroku na krok
vymaza´na.
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Algoritmus 4.1 Algoritmus rˇesˇen´ı.
k = 0, U
(k)
1 = 0, U
(k)
2 = 0;
for k = 1, 2, . . .K do
vy´pocˇet s´ıly F
(k)
1 , F
(k)
1 ;
F˜
(k)
1 := fft(F
(k)
1 );
F˜
(k)
2 := fft(F
(k)
2 );
for j = 1, . . . , n1 do
for l = 1, . . . , n2 do
U˜
(k)
1;l,j = D
1,1,†
l,j F˜
(k)
1;l,j +D
1,2,†
l,j F˜
(k)
2;l,j ;
U˜
(k)
2;l,j = D
2,1,†
l,j F˜
(k)
1;l,j +D
2,2,†
l,j F˜
(k)
2;l,j ;
end for
end for
U
(k+1)
1 := fft
−1(U˜1)
(k);
U
(k+1)
2 := fft
−1(U˜2)
(k);
end for
4.9 Uka´zka elasticke´ registrace
Nyn´ı si na prˇ´ıkladech r˚uzny´ch deformac´ı uka´zˇeme vy´sledky pouzˇit´ı implementovane´ elas-
ticke´ registrace. Vı´ce k samotne´ implementaci v kapitole 5. Opeˇt jsou pouzˇity stejne´ obrazy
T a R jako u parametricky´ch metod. Zopakujme pouzˇite´ deformace
• posun,
• rotace,
• deformace
”
ryb´ı oko“,
• kombinace vsˇech.
Parametry byly voleny λ = 500000 a µ = 0, pocˇet krok˚u byl stanoven na 50. Defor-
mace
”
ryb´ı oko“ je zde uvedena dvakra´t, ale s jinou intenzitou sˇedi objektu. Jak vid´ıme
na obra´zku 4.4 tato zmeˇna - zmensˇen´ı kontrastu objektu a pozad´ı - meˇla znacˇny´ vliv.
Z vy´sledk˚u vyply´va´, zˇe elasticka´ registrace zvla´dla na teˇchto prˇ´ıkladech jak tuhe´, tak
pruzˇne´ deformace velmi dobrˇe. Avsˇak oproti parametricky´m metoda´m je cˇasoveˇ na´rocˇneˇjˇs´ı.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 4.1: Elasticke´ registrace - posun.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 4.2: Elasticke´ registrace - rotace.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 4.3: Elasticke´ registrace -
”
ryb´ı oko“.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 4.4: Elasticke´ registrace -
”
ryb´ı oko“, odliˇsny´ kontrast.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 4.5: Elasticke´ registrace - kombinace.
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5 Implementace
Vybrane´ metody registrace obrazu probrane´ v prˇedchoz´ıch kapitola´ch byly implemento-
va´ny v MATLABu (verze R2009b). Toto programove´ prostrˇed´ı a skriptovac´ı programovac´ı
jazyk je urcˇen pro symbolicke´ a numericke´ vy´pocˇty, analy´zu a vizualizaci dat, modelova´n´ı
a simulaci deˇj˚u. Jelikozˇ na´pln´ı pra´ce nen´ı programova´n´ı v MATLABu, nebudeme se veˇ-
novat cele´ implementaci, zmı´n´ıme jen neˇkolik d˚ulezˇity´ch nebo zaj´ımavy´ch fakt˚u, vsˇechny
ko´dy je mozˇne´ nale´zt na prˇilozˇene´m CD. Strucˇny´ prˇehled obsahu m-fil˚u je na´sleduj´ıc´ı:
• axis - metoda hlavn´ıch os,
• bilinear - bilinea´rn´ı interpolace,
• centerCov - vy´pocˇet strˇedu a kovariance obrazu,
• derivate - derivace diskre´tn´ıho obrazu,
• elastic - elasticka´ registrace,
• landmark - metoda vy´znacˇny´ch bod˚u,
• loadCT - nacˇten´ı sn´ımk˚u CT a jejich prˇeveden´ı do forma´tu .bmp,
• matrixS - vy´pocˇet matice S,
• optiLinear - metoda optima´ln´ı linea´rn´ı registrace,
• product - vy´pocˇet 〈·, ·〉L2 ,
• smoothLandmark - hladka´ metoda vy´znacˇny´ch bod˚u.
Mezi vy´hody MATLABu patrˇ´ı bohata´ knihovna funkc´ı (resp. m-fil˚u) obsahuj´ıc´ı za´-
kladn´ı matematicke´ funkce jako norma vektoru, suma vektoru, sinus nebo cosinus, da´le
plnou podporu pro pra´ci s maticemi (od za´kladn´ıch operac´ı po spektra´ln´ı rozklad), kon-
voluci, i efektivn´ı implementaci FFT d˚ulezˇite´ prˇi elasticke´ registraci (nebylo tedy trˇeba
pouzˇ´ıt MatSol).
Take´ umozˇnˇuje jednoduchou pra´ci s obrazy - jejich nacˇten´ı do matice a po zpracova´n´ı
i zobrazen´ı a ulozˇen´ı do pozˇadovane´ho forma´tu. Umozˇnˇuje nacˇ´ıst i sn´ımky z FNO, ktere´
jsou ve forma´tu DICOM (zkratka Digital Imaging and Communications in Medicine) s prˇ´ı-
ponou .dcm. Tento forma´t je v le´karˇstv´ı standardem, neobsahuje pouze samotny´ obraz, ale
i mnoho dalˇs´ıch informac´ı, naprˇ´ıklad informace o pacientovi, typ sn´ımacˇe, oblast vysˇetrˇen´ı
atd. Vı´ce informac´ı o tomto forma´tu lze nale´zt v [7]. Uved’me neˇkolik funkc´ı pro pra´ci
s obrazy:
• dicominfo(filename) - nacˇte informace z DICOM souboru,
• imread(filename) - nacˇte obraz z graficke´ho souboru,
• dicomread(info) - nacˇte obraz z metadat z´ıskany´ch funkc´ı dicominfo(filename),
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• imshow(image) - zobraz´ı obraz,
• print(figure,format,filename) - ulozˇ´ı zobrazeny´ obraz do pozˇadovane´ho forma´tu.
• imcontrast - umozˇn´ı prˇ´ıpadnou u´pravu kontrastu zobrazene´ho obrazu.
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6 Experimenta´ln´ı zpracova´n´ı sn´ımku z FNO
Obsahem te´to kapitoly je registrace sn´ımk˚u z Fakultn´ı nemocnice Ostrava - Poruba.
Sn´ımky zobrazuj´ı rˇezy hrudn´ıku v na´dechu a vy´dechu z´ıskane´ metodou CT. Jako obrazy R
byly zvoleny sn´ımky v na´dechu a jako obrazy T sn´ımky ve vy´dechu. Vy´znacˇne´ body byly
vybra´ny rucˇneˇ a byly voleny tak, aby pokud mozˇno zachytily zmeˇny (i nulove´) celkove´ho
obrysu i zmeˇny objemu samotny´ch plic. Parametry elasticke´ registrace λ a µ byly voleny
stejneˇ jako v akademicky´ch prˇ´ıkladech.
Hodnocen´ı vy´sledk˚u jednotlivy´ch metod je v teˇchto prakticky´ch prˇ´ıkladech obt´ızˇneˇjˇs´ı,
protozˇe vyzˇaduje odborne´ znalosti. Na jejich za´kladeˇ lze posoudit, zda prˇi registraci byly
zachova´ny vlastnosti tka´n´ı (naprˇ´ıklad tuhost kost´ı), zda nedosˇlo k zmeˇna´m v mı´stech,
ve ktery´ch nemeˇlo, a podobneˇ.
Pokud posoud´ıme vy´sledky na za´kladeˇ celkove´ho rozd´ılu obraz˚u a bez jaky´chkoli dalˇs´ıch
na´rok˚u vyply´vaj´ıc´ıch z potrˇeb le´karˇstv´ı, pak metody dosa´hli na´sleduj´ıc´ıch vy´sledk˚u:
• Vy´znacˇne´ body - vy´sledny´ rozd´ıl Tϕ aR je sta´le vy´znamny´, dosˇlo i k veˇtsˇ´ımu posunut´ı
kost´ı.
• Hladke´ vy´znacˇne´ body - pro α = 104 jsou vy´sledky podobne´ s nehladkou metodou
(drobny´ rozd´ıl mezi obeˇmi transformacemi je videˇt u deformovane´ mrˇ´ızˇky), pro α = 0
nejsou vy´sledky take´ uspokojive´.
• Hlavn´ı osy - opeˇt vy´sledky jsou velice podobne´ metodeˇ vy´znacˇny´ch bod˚u.
• Optima´ln´ı linea´rn´ı registrace - i pro tuto metodu jsou vy´sledky velice podobne´ me-
todeˇ vy´znacˇny´ch bod˚u, ale metoda byla po 200 cyklech zastavena z d˚uvodu cˇasove´
na´rocˇnosti.
• Elasticka´ registrace - dosa´hla nejlepsˇ´ıch vy´sledk˚u.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.1: Vy´znacˇne´ body - prvn´ı rˇez hrudn´ıku.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.2: Vy´znacˇne´ body - druhy´ rˇez hrudn´ıku.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.3: Hladke´ vy´znacˇne´ body - prvn´ı rˇez hrudn´ıku, α = 0.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.4: Hladke´ vy´znacˇne´ body - prvn´ı rˇez hrudn´ıku, α = 104.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.5: Hladke´ vy´znacˇne´ body - druhy´ rˇez hrudn´ıku, α = 0.
62
(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.6: Hladke´ vy´znacˇne´ body - druhy´ rˇez hrudn´ıku, α = 104.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.7: Hlavn´ı osy - prvn´ı rˇez hrudn´ıku.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.8: Hlavn´ı osy - druhy´ rˇez hrudn´ıku.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.9: Optima´ln´ı linea´rn´ı registrace - prvn´ı rˇez hrudn´ıku.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.10: Optima´ln´ı linea´rn´ı registrace - druhy´ rˇez hrudn´ıku.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.11: Elasticka´ registrace - prvn´ı rˇez hrudn´ıku.
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(a) Obraz R. (b) Obraz T .
(c) Obraz Tϕ. (d) Transformovana´ mrˇ´ızˇka.
(e) Rozd´ıl obrazu T a R. (f) Rozd´ıl obrazu Tϕ a R.
Obra´zek 6.12: Elasticka´ registrace - druhy´ rˇez hrudn´ıku.
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7 Za´veˇr
C´ılem te´to pra´ce bylo uve´st prˇehled metod registrace obrazu pouzˇ´ıvany´ch v le´karˇstv´ı
a na tomto za´kladeˇ dane´ metody implementovat. Pomoc´ı implementace pak byly jednotlive´
metody porovna´ny na akademicky´ch prˇ´ıkladech (obrazy s sˇipkou) a take´ na prakticky´ch
prˇ´ıkladech sn´ımk˚u rˇezu hrudn´ıku poskytnuty´ch FNO.
Popsa´ny byly parametricke´ metody, zastoupene´ metodou vy´znacˇny´ch bod˚u, hladkou
metodou vy´znacˇny´ch bod˚u, metodou hlavn´ıch os a metodou optima´ln´ı linea´rn´ı registrace.
V dalˇs´ı kapitole byla podrobneˇ uvedena metoda elasticke´ registrace, ktera´ patrˇ´ı mezi re-
gistrace neparametricke´. Zbeˇzˇneˇ jsme se sezna´mili i s implementac´ı, hlavneˇ pak s prac´ı
s obrazy v MATLABu. Nakonec jsme si uka´zali i vy´sledky implementovany´ch metod
na sn´ımc´ıch rˇezu hrudn´ıku.
Metoda vy´znacˇny´ch bod˚u je jednoducha´ a rychla´, ale vyzˇaduje vy´znacˇne´ body, jejichzˇ
urcˇen´ı mu˚zˇe by´t obt´ızˇne´. Vhodna´ je hlavneˇ na tuhe´ deformace. Hladka´ metoda vy´znacˇny´ch
bod˚u meˇla pro parametr α = 104 obdobne´ vy´sledky jako jej´ı nehladka´ varianta, pro
parametr α = 0 vykazuje o neˇco lepsˇ´ı vy´sledky pro pruzˇnou deformaci.
Metoda hlavn´ıch os je take´ jednoducha´ a rychla´ a ani nevyzˇaduje vy´znacˇne´ body. Jej´ı
nevy´hodou je vsˇak za´vislost na intenziteˇ obrazu, viz. obra´zek 3.13, nav´ıc i r˚uzne´ obrazy
mohou mı´t stejne´ stochasticke´ vlastnosti v za´vislosti na vy´beˇru matice M , viz. prˇ´ıklad v
[2]. Vy´sledky take´ ukazuj´ı hlavneˇ vyuzˇit´ı prˇi tuhy´ch deformac´ıch.
Optima´ln´ı linea´rn´ı registrace si take´ le´pe poradila s tuhy´mi deformacemi, jej´ı znacˇnou
nevy´hodou je cˇasova´ na´rocˇnost. Metoda elasticke´ registrace meˇla nejlepsˇ´ı vy´sledky, avsˇak
je cˇasoveˇ na´rocˇneˇjˇs´ı a je za´visla´ na volbeˇ parametru λ a µ.
Rozhodnout, ktera´ metoda je obecneˇ lepsˇ´ı, nelze. V prakticky´ch prˇ´ıpadech je trˇeba
vyuzˇ´ıt dostupny´ch informac´ı o prˇedpokla´dany´ch deformac´ıch a zva´zˇit vy´hody a nevy´hody
konkre´tn´ı aplikace jednotlivy´ch metod. I kdyzˇ meˇla elasticka´ registrace v pouzˇity´ch prˇ´ı-
kladech nejlepsˇ´ı vy´sledky, nemus´ı by´t vzˇdy nejvhodneˇjˇs´ım rˇesˇen´ım. Naprˇ´ıklad u detekce
zmeˇn prˇedpokla´da´me pouze tuhe´ deformace (posunut´ı, rotace a zmeˇna meˇrˇ´ıtka) a loka´ln´ı
deformace povazˇujeme za hledane´ zmeˇny.
Hlavn´ım prˇ´ınosem pra´ce je porovna´n´ı uvazˇovany´ch technik na za´kladeˇ vlastn´ı imple-
mentace a na zkusˇebn´ıch obrazech, ale i na sn´ımc´ıch poskytnuty´ch FNO. Pokracˇova´n´ım
te´to pra´ce by meˇlo by´t nejen zlepsˇen´ı jizˇ implementovany´ch metod (naprˇ´ıklad paralizace,
implementace pro 3D) a implementace dalˇs´ıch, ale i uzˇsˇ´ı propojen´ı s prax´ı a spolupra´ce
se samotny´mi le´karˇi (naprˇ´ıklad spolupra´ce se zminˇovanou FNO). T´ım by dosˇlo k zapoje-
n´ım odborny´ch le´karˇsky´ch znalost´ı a registrace obrazu by mohla by´t optimalizova´na pro
konkre´tn´ı prakticke´ aplikace.
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