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ABSTRACT
Observational studies of star formation reveal spatial distributions of Young Stellar Objects
(YSOs) that are ‘snapshots’ of an ongoing star formation process. Using methods from spatial
statistics it is possible to test the likelihood that a given distribution process could produce the
observed patterns of YSOs. The aim of this paper is to determine the usefulness of the spatial
statistics tests Diggle’s G function (G), the ‘free-space’ function (F), Ripley’s K and O-ring
for application to astrophysical data. The spatial statistics tests were applied to simulated data
containing 2D Gaussian clusters projected on random distributions of stars. The number of
stars within the Gaussian cluster and number of background stars were varied to determine
the tests’ ability to reject complete spatial randomness (CSR) with changing signal-to-noise.
The best performing test was O-ring optimised with overlapping logarithmic bins, closely
followed by Ripley’s K. The O-ring test is equivalent to the 2-point correlation function. Both
F and G (and the minimum spanning tree, of which G is a subset) performed significantly
less well, requiring a cluster with a factor of two higher signal-to-noise in order to reject
CSR consistently. We demonstrate the tests on example astrophysical datasets drawn from the
Spitzer catalogue.
Key words: stars: formation – stars: pre-main-sequence – stars: protostars –stars: statistics –
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1 INTRODUCTION
Star formation occurs within molecular clouds, and using the es-
timated ages and locations of young stellar objects (YSOs) it is
possible to attempt a description of how the distribution of YSOs
within a cloud may have evolved. In general, earlier stage YSOs are
more densely clustered and situated closer to the densest regions of
a cloud, while the more evolved YSOs tend to be more dispersed
and further removed from dense gas (Polychroni et al. 2013). How-
ever, the process producing this difference is uncertain. Possible ex-
planations include migration of YSOs from their site of formation
(Mairs et al. 2016; Covey et al. 2006), with older YSOs having had
more time to move away, or star formation locations that change
with time as the molecular clouds reconfigure themselves (Ybarra
et al. 2013).
Studies of star formation frequently involve investigating clus-
ters. These clusters are often identified by eye with cluster members
then selected by an algorithm such as the minimum spanning tree
(MST) which is the unique set of edges connecting a collection of
points that minimises the total edge length with no cycles (Guter-
muth et al. 2009); or the "friends-of-friends" algorithm which de-
fines groups by collecting all members with separations no longer
than a pre-defined length (More et al. 2011; Huchra & Geller 1982).
Such methods will identify clusters without consideration as to
whether the points have been aggregated due to a physical process
or if the cluster is purely coincidental, an overdensity of randomly
distributed stars. Using spatial statistics it is possible to identify
clustering within a dataset as well as determine if the clustering is
statistically significant.
Spatial statistics provides methods for testing the suitability
of a model for distributing YSOs within a region. These mod-
els, known as spatial point processes within spatial statistics, are
stochastic mechanisms for positioning points within a study widow
informed by knowledge of the system in question. The first spatial
point process that data are typically checked against is that of com-
plete spatial randomness (CSR), where the location of any individ-
ual star1 is entirely random. This is because CSR represents a state
of complete non-interaction between stars, and between stars and
their environment and is a good baseline for proceeding to more
complex processes.
Within astrophysics, statistics such as the two point correla-
tion function (2PCF) and MST tend to be used to classify the degree
of clustering within a system rather than testing if the distribution
has been produced by random processes. This is not surprising, as
systems within astrophysics are not usually assumed to be entirely
1 Within spatial statistics the locations of objects such as stars, galaxies or
YSOs are referred to as events; for readability in this paper they will be
referred to as stars.
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random. On the other hand, methods from spatial statistics are ap-
plied frequently in ecology and epidemiology, to determine if lo-
cations of trees or disease occurrences could be correlated (Barot
et al. 1999; Wiegand et al. 2009; Velázquez et al. 2016).
This paper will focus on four of the most commonly applied
methods; Diggle’s G function (G), the ‘free-space function’ (F),
Ripley’s K function (K) and the O-ring statistic (O). The aim is to
investigate the ability of these statistical methods, discussed further
in Section 2, to reject CSR when the dataset contains both poten-
tial cluster members as well as randomly-distributed background
objects. The results of these trials as well as the application to as-
trophysical data are discussed in Section 5. The tests are then com-
pared to each other, the 2PCF and MST in Section 6.
2 THE STATISTICAL TESTS
When examining spatial point patterns, one method of analysis is to
calculate a summary statistic for the pattern and determine whether
the measured value is consistent with some null hypothesis. As dis-
cussed in Section 1, often the first null hypothesis is that of CSR, a
pattern which can be produced with a homogeneous Poisson point
process. For CSR the distribution of the number of stars in regions
s within the study space follows a Poisson distribution with mean
λ|s|, where λ is the first-order intensity of the process and |s| is the
area contained within s. The first-order intensity is a measure of the
number of stars per unit area, which for a stationary pattern such as
CSR is constant across the entire study space.
2.1 First-Order Statistics
First-order effects produce large-scale variation in the positioning
of stars, making the first-order intensity a function of position,
λ(x)|s|. These effects are typically environmental as the probabil-
ity of a star being in region s has no dependence on neighbouring
stars. For CSR the probability of a star having a nearest neighbour
distance less than or equal to w is 1−e−piλw2 , which can be tested by
looking at the nearest-neighbour distribution of the data estimated
using Diggle’s G function and the free-space function F.
The first test, Diggle’s G function, is an estimate of the cu-
mulative probability distribution of nearest neighbour distances be-
tween stars. For a given distance, w, the uncorrected G(w) is the
number of stars with a nearest neighbour closer than w divided
by the total number of stars (Diggle 2013); see Fig. 1. However,
an edge correction is needed to compensate for stars closer to the
boundaries of the test region having fewer neighbours. We have
chosen to use the border method of edge-correction due to its in-
tuitive nature and effectiveness. The border method functions by
using stars with a distance to the closest boundary, bi, greater than
w to estimate G(w) while allowing stars within the border to be
counted as a nearest neighbour (Dale & Fortin 2014). The re-
gion where bi ≤ w is shown in Fig. 1 by a green border. While
only rectangular-shaped windows are used in this paper the border-
correction method is valid for arbitrarily shaped borders and is one
of many edge-correction methods used for G and F, including the
Kaplan-Meier estimator (Baddeley & Gill 1997).
The free-space function (F) is similar to G except it is an esti-
mate of the cumulative probability distribution of nearest neighbour
distances between randomised positions in the study window and
their nearest star, which will be referred to as xi (see Fig. 1). This
makes F more sensitive to patterns with empty space and aggrega-
tion, hence the name ‘free-space’ function. F was also calculated
using the border edge-correction method. G and F can be estimated
with (Gignoux et al. 1999)
Gˆ(w) =
#{wi ≤ w, bi > w}
#{bi > w} (1)
Fˆ(x) =
#{xi ≤ x, bi > x}
#{bi > x} , (2)
respectively, where #{. . . } is shorthand for the number of positions
or events that satisfy the condition. For the case of CSR the ex-
pected value for G(w), E[G(w)], has the value, E[G(w)] = 1−e−piλw2
(Dale & Fortin 2014; Feigelson & Babu 2012). E[F(x)] is identi-
cal. For CSR G and F are equal, but departures from CSR cause
these values to differ due to their sensitivities to clustering and
empty space respectively. G and F may also be combined to form
other measures, such as the Lieshout-Baddeley J function, J(r) =
1 − G(w)/1 − F(x) (Feigelson & Babu 2012) though they are not
explored further here.
2.2 Second-Order Statistics
Second-order tests look at the distributions of pairs of points, ob-
serving the change in probability compared to a random distribu-
tion of a star being within, or at, a distance r from another star.
Ripley’s K is one of the most commonly used spatial statistics.
Multiplying K by the first-order intensity of the point pattern gives
the expected number of events within the distance r of an arbitrary
event excluding the central event (Wiegand & A. Moloney 2004),
λK(r) = E[#{points in area s}], where s is a circle of radius r cen-
tred on an arbitrary event. Numerically K can be estimated with
(Dale & Fortin 2014)
Kˆ(r) =
|A|
N2
n∑
i=1
i, j
n∑
j=1
j,1
hi(r)Ir(i, j), (3)
where N is the number of stars, |A| is the area of the test region
A, hi(r) is a weighting allocated to each event for edge-correction
purposes and Ir(i, j) is a selection function taking the value of 1 if
di j ≤ r and 0 otherwise. di j is the distance between points i and j.
In this case hi = |s|/|A ∩ si|, the inverse of the proportion of the
circle si around event i that intersects withA. This area can be cal-
culated algebraically for rectangular windows and computationally
for arbitrarily shaped regions. Fig. 1 presents (si ∩ A) as a high-
lighted area around point i, and points inside the highlighted area
satisfy Ir(i, j). Kˆ(r) is not visually intuitive, however the difference
between Kˆ(r) and the expected value if the pattern was CSR, pir2,
gives a statistic that, while it does not contain more information,
reduces the variance and is more visually intuitive (Dale & Fortin
2014),
Lˆ(r) =
√
Kˆ(r)/pi − r. (4)
For this convention, positive values of L(r) imply cluster-
ing/aggregation and negative values imply overdispersion of the
points. For the rest of the paper the L function will be used for plot-
ting results, however the results will be discussed under the name
Ripley’s K.
The O-ring statistic, sometimes referred to as the neighbour-
hood density function (Perry et al. 2006) or the mean surface den-
sity of companions (MSDC) (Larson 1995), is similar to K except
MNRAS 000, 1–11 (2019)
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it is calculated using annuli instead of circles. The statistic is a mea-
sure of the average density that would be observed at a distance r
from a star (Wiegand & A. Moloney 2004),
Oˆ(r) =
|A|
N2
n∑
i=1
i, j
n∑
j=1
j,1
hi(r)Ir(i, j) (5)
where Ir(i, j) is a selection function, taking the value of 1 if r − q ≤
di j ≤ r + q, with q being the half-width of the annulus (see Fig.
1), and hi is a weighting for edge correction. hi is the inverse of the
proportion of the area of the annulus that lies within the boundaries.
The use of annuli allows the values for Oˆ(r) to be uncorrelated as
long as the separation of values of r is greater than 2 × q, which in
turn allows for an analytical approach when creating confidence en-
velopes (see Section 3). For CSR E[Oˆ(r)] = λ, so values larger than
λ indicate a greater-than-average density at that distance and vice-
versa. The width of the O-ring annulus, 2q, introduces the problem
of binning. One rule of thumb is to begin with
q = ρ/
√
λ (6)
with ρ taking values between 0.1-0.2 (Law et al. 2009; Yongtao
2006) and change as appropriate to maximise smoothing of the data
while minimising loss of information.
3 SIGNIFICANCE TESTING
Confidence envelopes are used to test for the significance of an in-
dividual measurement of G, F, K or O-ring. If the observed mea-
surement exceeds the envelope the null hypothesis can be rejected
with a predetermined significance α. Each test in Section 2 returns
a value at each considered radial distance and the spatial scale(s)
on which the confidence envelope is exceeded are the scales on
which the pattern is inconsistent with CSR. In this way confidence
envelopes are able to test each spatial scale against the null hypoth-
esis while maintaining the spatial information that is present.
3.1 Confidence Envelopes
The expected distributions of these test statistics are typically not
known, and so to test the significance of an observed statistic, T1(r),
they are compared to a global confidence envelope. A pointwise en-
velope tests if T1(r) is among the kth most extreme values among
the set of Ti(r) values for i = 1,. . . , n+1, where n is the number of
simulated patterns for a null hypothesis H0. A pointwise envelope
can then reject a null hypothesis with probability 2k/(n+1) at a sin-
gle distance scale r if the envelope is exceeded. This probability is
valid when testing a single distance scale; if this is used for multiple
scales the probability of rejection is increased. Visually inspecting
where the observed statistic exceeds the pointwise envelopes is a
simultaneous test across all values of r and therefore does not have
the expected significance level.
A global confidence envelope is one which allows simultane-
ous testing of all probed radial distances at a predetermined sig-
nificance level, meaning that the graphical plot of T1(r) among the
envelopes is a valid statistical tool for testing hypotheses, as well
as looking for scales at which H0 is rejected. The global envelopes
utilised in this paper are directional quantile maximum absolute
difference (MAD) envelope tests, following the description from
Myllymäki et al. (2017), where the upper and lower bounds are of
the form
T ulow(r) = T0(r) − u|T (r) − T0(r)|, (7)
T uupp(r) = T0(r) − u|T (r) − T0(r)| (8)
where T0 is the expected value under the null hypothesis, T (r)
and T (r) are the 2.5 per cent upper and lower quantiles of the distri-
bution of T (r) under H0, and u is a parameter which determines the
confidence level of the envelopes. The u values are the maximum
deviation of each Ti(r) from T0(r) and scaled by |T (r) − T0(r)| and
|T (r) − T0(r)| for values above and below T0 respectively, and for a
significance level of α the α(n+ 1)th largest value among the set of
u values is used.
It is possible to produce global confidence envelopes analyti-
cally without requiring simulation when the distribution of a statis-
tic is known. From the analytical perspective the width of a con-
fidence envelope is a representation of the variance of the statistic
under a given null hypothesis. This variance is a function of fac-
tors including the number of stars and the area and geometry of
the study window (Wiegand et al. 2016). With increasing numbers
of stars the width of the envelopes is decreased and the statistics
gain an increase in power while low numbers can make rejection
of a null hypothesis unlikely (Gignoux et al. 1999). Analytical en-
velopes function best when the tests for each r are independent,
which for O-ring requires that each r position be offset from the
previous by at least q and is not possible for Ripley’s K due to the
nature of the test. While these analytical envelopes were not used,
they validate the empirical envelopes, as shown in Fig. 2.
3.2 Envelope examples
Figs. 3 and 4 show three examples of spatial point processes, along
with the results from the methods described above. The left-hand
panel of Fig. 3 shows a realisation of CSR with λ = 1 keeping
the number of points constant. In this example, all of the statistics
agree that CSR cannot be rejected as a null hypothesis for the spa-
tial point process as they remain within the confidence envelope.
The right-hand panel shows a single centralised cluster produced
from a uniform circular probability density function with radius
R = 3. All four statistics reject CSR for this pattern. Fig. 4 contains
a realisation of four clusters each produced with a circular proba-
bility density function of radius R = 1.5. For the four clusters every
statistic rejects CSR with O-ring and K demonstrating behaviours
due to the presence of multiple clusters.
K and O-ring are used to study the second-order effects of the
spatial point process; however, the cluster examples in Figs. 3 and
4 do not contain any second-order effects as the star positions are
drawn from a non-homogeneous uniform probability distribution.
The deviations are therefore due to large first-order effects which
give the impression of clustering due to second-order effects, a phe-
nomenon known as virtual aggregation (Wiegand & A. Moloney
2004). As such, when the rejection of CSR using O-ring and K are
discussed the nature of the effect (either first or second-order) will
not be commented on, only that the measured pattern is consistent
or inconsistent with CSR.
Excursions from the envelope represent spatial scales at which
the null hypothesis used to produce the envelope can be rejected. It
is important, however, to understand what the tests are measuring
to be able to interpret these regions. O-ring is a measure of the aver-
age density we would observe at a distance r from a star, therefore
an excursion at a given scale is indicating a significantly over- or
under-populated region. K (or L), being a cumulative statistic, is
MNRAS 000, 1–11 (2019)
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Figure 1. Visual schematic of summary statistics G, F, Ripley’s K and O-ring. The stars show locations of events for one realisation of CSR, the circular
markers are the arbitrary positions used by F. The highlighted border in G and F shows the regions where stars/positions will be excluded by the edge-correction
method. The shaded areas in Ripley’s K and O-ring show the regions where Ir( j) = 1.
measured up to a given radial distance and describes up to which
scales a pattern rejects the null hypothesis of the envelope. For this
reason O-ring is typically easier to interpret though both statistics
contain the same information, as O-ring is related to the differential
of K. The differences between O-ring and K can be clearly seen
in the right-hand panel of Fig. 3 at r = 4 where O-ring appears to
be consistent with CSR while K rejects the null hypothesis. There-
fore, any scales indicated by excursions are both a function of the
statistic and the null hypothesis represented by the envelope.
4 TRIALS
We tested the four statistics for their ability to reject CSR for a sin-
gle cluster in the presence of background noise. To set up this ex-
periment, a cluster with population Nc was projected on to a field of
background stars of number Nbg. The positions of the cluster pop-
ulation were generated by sampling a two-dimensional Gaussian
probability density function with Gaussian width σ = R/2 centred
on the midpoint of the study window, where R is a characteristic
MNRAS 000, 1–11 (2019)
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Figure 2. Comparison of analytical (red) vs empirical Monte Carlo (blue)
confidence envelopes for O-ring for CSR with λ = 0.133 in a 30x30 arb.
units area.
radius chosen for the cluster. The background population was Nbg
sets of (x,y) coordinates randomly distributed across the study win-
dow.
Multiple cluster pattern realisations of each combination of
Nc and Nbg were tested and their summary statistics compared to
95 per cent confidence envelopes for a null hypothesis of CSR. The
fraction of realisations that reject CSR are then a measure of the
likelihood that a given pattern with Nc cluster members and Nbg
background points will be correctly identified as non-random. The
envelopes were generated using the total number of points, Ntotal =
Nc + Nbg, randomly distributed across the study window for each
CSR realisation.
For an order of magnitude indication of whether the tests were
functioning correctly a signal-to-noise calculation was performed
for the study region as whole. By assuming the number of clustered
stars can be estimated by subtracting an estimation of the back-
ground population, a possible measure of the SNR for the study
window is
SNR =
Nc√
Nc + Nbg
. (9)
The expected behaviour for a given Nc should then be a decrease in
cluster realisations that reject CSR with decreasing SNR.
5 RESULTS
The following results show the effectiveness of these statistical tests
in rejecting CSR when the number of cluster points, Nc, and the to-
tal number of points in the window, Ntotal are controlled separately.
To produce the confidence envelopes 199 realisations of CSR were
generated for each value of Ntotal. To test the different numbers of
cluster points and background points 30 simulations of each (Nc,
Ntotal) combination were generated. The fraction of simulated ob-
servations which reject CSR, from here on referred to as the rejec-
tion fraction, is an estimate of the empirical probability that a given
cluster of Nc members projected in-situ with Nbg background mem-
bers would be identified as non-random. As a metric to compare the
different statistics, the total number of detections was divided by the
total number of trials run within a range of Nc and Ntotal values and
presented as the detectability score. The detectability score can take
values from 0 to 1, representing the extremes of no trials rejected
and all trials rejected respectively. For G, F and Ripley’s K, the de-
tectability scores were calculated from 10 unique computations of
the entire Nc and Ntotal parameter space; for each variation in the
annulus width for O-ring only one computation was produced and
so uncertainties are not available for those values.
5.1 Diggle’s G and the ‘empty space’ function
The results using E[G(w)]-G(w) and E[F(x)]-F(x) are shown in Fig-
ures 5 and 6 respectively. For G only the largest clusters with the
least contamination consistently rejected CSR, while the results for
F appear only weakly correlated with position in the parameter
space. This is reflected in their detectability scores of 0.174±0.004
and 0.089 ± 0.001 respectively.
5.2 Ripley’s K
Ripley’s K rejects far more clusters than F and G as shown in Fig.
7. The improved rejection fraction demonstrates a signal-to-noise
effect whereby a given cluster can be masked by an increase in
background population. The row with zero cluster members are
simply runs of CSR; with a confidence envelope of 95 per cent the
chance of at least one false positive is approximately 80 per cent
for each value of Ntotal. The detectability score for Ripley’s K was
0.550 ± 0.003.
5.3 O-ring
O-ring has an additional parameter compared to the other tests —
the width of the annuli. This width determines the amount of area
contained within each annulus and therefore the number of cluster
and non-cluster points contained within. The benefit of Equation
6 is that the bin widths are decided without prior knowledge of
the existence or scale(s) of the cluster(s) in the study window. The
results of using ρ = 0.1 and 0.2 in Equation 6 are shown in Fig. 8.
The change in detectability scores between the two values can be
seen in Table 1.
Having a different annulus width for each total number of
points obfuscates the direct effect of the width on the detectabil-
ity fraction and so Fig. 9 shows the same region of parameter space
except the annulus width has been kept constant across all positions
in the parameter space. Here the annulus width is some multiple of
the radius of the cluster. The radius of the cluster is not a value
often known a priori, however this demonstrates that an annulus
with a width larger than the radius of the cluster begins to degrade
the ability of the statistic to reject CSR. As is to be expected, the
rejection fraction is both a function of the degree of clustering and
the annulus width. Fig. 10 shows the effect of keeping the annulus
width constant and adjusting the characteristic radius of the cluster.
Overall the likelihood of rejection is decreased for a more dispersed
cluster, as shown in Table 1.
An alternative method for the annuli width is to use logarith-
mic widths, where the ratio of the outer to inner radius of each
annulus is kept constant, making the width a function of the radial
distance. Fig. 11 demonstrates four of these functions with half-
widths given by
q = ρr (10)
MNRAS 000, 1–11 (2019)
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Figure 3. Left: (above) Realisation of CSR with λ = 1.0, (below) results of G, F, K and O-ring in blue with 95 per cent global confidence envelopes for CSR
in red. Right: (above) Realisation of centralised cluster with λ = 1.0 and R = 3, (below) G, F, K and O-ring results in blue with 95 per cent global confidence
envelope for CSR in red.
for ρ = 0.1, 0.3, 0.5, and 0.9. While there is an effect on the rejec-
tion fraction due to the bin width, as seen in Fig. 11, the results are
consistent when ρ ≥ 0.3. This is a promising result as this method
requires no prior knowledge of the cluster width and no dependence
on the number of points in the study region.
5.4 Application to Astronomical Data
In addition to the simulated data tested above, three sets of astro-
physical data were tested. The first was the locations of Young Stel-
lar Objects around the Serpens South star forming region (Guter-
muth et al. 2008) from the Dunham et al. (2015) catalogue, using
the limits 277.2 ≤ RA ≤ 277.7 and −2.25 ≤ Dec ≤ −1.75. Fig.
12 shows the locations of the 246 YSOs and the results of apply-
ing G, F, K and O-ring. Each summary statistic exceeds the 95 per
cent confidence envelope, therefore rejecting CSR as an appropriate
model for the distribution of the YSOs with 95 per cent confidence.
The second test on real data was performed on 2601 randomly
chosen members of the Spitzer catalogue 2 from the same study
window. This was the number of Spitzer Sources identified with
the object type ‘star_F0I’ and, as Ripley’s K is invariant to random
thinning, allowed for a less computationally intensive method of
testing the region as a whole. Using a laptop with a 2.5 GHz Intel
Core i5 processor and 8 GB of 1600 MHz DDR3 memory the code,
written in Python, calculated G, F, Ripley’s K and O-ring statistics
for 2601 objects tested at 100 radial scales in approximately 209
seconds using a single core.
Fig. 13 (left) shows the positions of the randomly chosen
members as well as the results from G, F K and O-ring. K and
O-ring both reject CSR with 95 per cent confidence and display
clustering followed by inhibition. It is likely that this is due to the
2 The full Spitzer Gould Belt Survey catalogue of infrared sources pro-
duced using the Spitzer Cores to Disks (c2d) methodology: see Harvey et al.
2007; Evans et al. 2007 available from https://irsa.ipac.caltech.
edu/data/SPITZER/C2D/doc/c2d_del_document.ps
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Figure 4. (above) Realisation of 4 clusters with λ = 1.0 and R = 1.5,
(below) G, F, K and O-ring results in blue with 95 per cent global confidence
envelope for CSR in red.
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much reduced range.
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Figure 7. The rejection fraction with P(H0) < 5% for Ripley’s K. The
contours show the theoretical SNR (Eqn. 9)
extinction of the cloud, the outline of which can be faintly seen in
Fig. 13 (left) when compared to Fig. 12. The third test consisted of
2601 random members chosen from an off-cloud region translated
in declination by 0.5◦, shown in Fig. 13 (right). The results show
that CSR cannot be rejected as a null hypothesis for the distribution
of these randomly chosen members.
6 DISCUSSION
6.1 Comparison between methods
All four tests are capable of determining if an underlying process is
random through significance testing. While additional tests are re-
quired to determine what type of clustering is present, a rejection of
CSR due to a higher-than-expected average density is sufficient to
determine the presence of overdensities within the data set, as well
as an indication of the spatial scales. From the results in Section 5,
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Table 1. Detectability scores for all tests.
Cluster Radius Test Variation Score
3 G 0.174 ± 0.004
" F 0.089 ± 0.001
" K 0.550 ± 0.003
" O-ring variable, ρ = 0.1 0.53
" O-ring variable, ρ = 0.2 0.56
" O-ring fixed, ρ = 0.1 0.54
" O-ring fixed, ρ = 0.3 0.59
" O-ring fixed, ρ = 0.5 0.59
" O-ring fixed, ρ = 1.0 0.54
" O-ring logarithmic, ρ = 0.1 0.49
" O-ring logarithmic, ρ = 0.3 0.56
" O-ring logarithmic, ρ = 0.5 0.58
" O-ring logarithmic, ρ = 0.9 0.56
" MST P(H0) < 5% 0.239 ± 0.001
5 G 0.106 ± 0.006
" F 0.069 ± 0.003
" K 0.438 ± 0.003
" O-ring fixed, ρ = 0.3 0.48
" O-ring fixed, ρ = 0.5 0.50
" MST P(H0) < 5% 0.179 ± 0.001
the tests which reject randomness for this scenario the most sensi-
tively are the second-order tests Ripley’s K and O-ring, followed
by G and then F.
G is able to reliably reject CSR when the majority of the
points belong to the cluster, but the likelihood of rejection drops
off rapidly with increasing number of background stars. F, how-
ever, shows few detections overall and is therefore an inappropriate
test for CSR in this scenario. G and F test the distribution of ob-
served first nearest neighbour distances to distributions from reali-
sations of CSR and to reject randomness there must be a significant
shift in the distribution. Clustering produces a shift towards shorter
nearest neighbour lengths, therefore the less-clustered and smaller-
population clusters have a weaker effect on the distribution and are
therefore more difficult to detect. G has an advantage in this test as
the test positions are the stellar positions, while F utilises random
positions in the window which are not necessarily located close to,
or inside, the cluster.
The results of Ripley’s K and O-ring are comparable, with
the main difference being O-ring’s dependence on bin width. As
demonstrated by the detectability scores Ripley’s K is the most con-
sistent with an average score of 0.550 ± 0.003 while O-ring has a
greater potential of CSR rejection when the bin width is optimised.
With regards to choosing the bin width the results show that the
logarithmic bins outperform Ripley’s K and the variable bin widths
for values of ρ ≥ 0.3, and neither are as effective as a bin width
matched to the cluster radius. For situations where a characteristic
scale for the cluster is known a width approximately equal to this
scale is preferred.
From the four tests discussed, the best test for CSR rejection is
Ripley’s K due to its lack of dependence on any other parameters.
However, the results from Ripley’s K are less easy to interpret as
described in Section 3.2. Therefore, because O-ring is able to match
or exceed this performance with most logarithmic bin widths, and
because the results describe the density at and around a given ra-
dial distance, O-ring is recommended as the preferred test for this
situation.
Both of the second-order tests show a characteristic region of
consistent rejection of CSR followed by a gradient towards non-
rejection. The rejection fraction trends in a similar fashion to the
contours of constant signal-to-noise given by Equation 9 even when
the overall detectability decreases due to having a more dispersed
cluster, as seen in Fig. 10. This is indicative of the way the tests
function. By using all of the interpoint distances the effect on the
density up to or at a given distance due to a cluster will be lessened
by having a larger cluster which is more dispersed. Similarly, by
increasing the size of the study region to include more background
stars the effect of a cluster on the measurements of K and O-ring
will be reduced, and the statistics will be averaged closer to the
background value, making it more difficult to exceed the envelope.
6.2 Comparison to other tests
Two of the most commonly used methods to determine clustering
or randomness in astrophysics are the two-point correlation func-
tion (2PCF) and the minimum spanning tree (MST).
6.2.1 Two-Point Correlation Function
The O-ring test (also known as MSDC) is related to the 2PCF ξ(r)
by (Cressie 1993)
O(r) = (1 + ξ(r))λ. (11)
The tests are therefore equivalent and it is the usage of the test that
is the main difference. The results of the 2PCF are generally used
to ascertain a radial dependence on density, and by inspecting this
radial dependence describe the underlying mechanism that could
have produced the results. In contrast the methods used in this pa-
per simulate an underlying mechanism and determine how well the
results of the mechanism fit the data. For example, the MSDC for
the Taurus, Ophiucus and Orion Trapezium star forming regions
shows two distinct clustering regimes (Simon 1997), one for small-
scale clustering of binaries and another for larger scale clustering,
between which is a break point that varies for each star forming
region. This is consistent with an underlying fractal structure over
MNRAS 000, 1–11 (2019)
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Figure 8. Rejection fraction as a function of annulus width for the O-ring
statistic. Annulus widths decrease with the total number of points according
to Equation 6. The contours show the theoretical SNR (Eqn. 9).
a subset of stellar densities, however, as Bate et al. (1998) demon-
strates, different distributing processes can produce MSDC lines
that fit the data equally well.
6.2.2 Minimum Spanning Tree
One method of using the MST to test for mass segregation by Al-
lison et al. (2009) has been adapted to test if a distribution of stars
is random (Cantat-Gaudin et al. 2018). The Cantat-Gaudin et al.
(2018) method is a one-sided test with significance level α = 0.16
and so is not directly comparable with the other spatial statistics
tests that have been performed. However, it was adapted into the
following test such that the results may be compared with the other
tests in the paper.
The total branch length of n realisations of CSR was recorded
and ordered by size. Using the kth most extreme total branch
lengths, as described in Section 3, produces a two-sided test with
significance α = 2k/(n + 1). For n = 1999 and α = 0.05 the results
are shown in Fig. 14 and the detectability scores shown in Table 1.
The detectability score of the test is comparable to Diggle’s G
function. This is to be expected as the minimum spanning tree con-
tains all of the star-star nearest neighbour edges and G uses only
the star-star nearest neighbour distances. This is one potential rea-
son for it’s performance being weaker than the second-order tests
which utilise all n(n − 1) interpoint distances.
While it is less sensitive than the second-order tests, the MST
does have some advantages which make it worth investigating fur-
ther. As mentioned earlier there exist hierarchical clustering tech-
niques to generate clusters (Yu et al. 2015) which can identify clus-
ter members which is something G, F, K and O-ring cannot do in
the form described in this paper. Further, there are measures of the
MST that exist such as the graph distance matrix, a symmetric ma-
trix containing the number of edges on the path between any pair of
points in the tree, which to our knowledge have not yet been applied
to significance testing but could be useful in cluster identification
and significance testing.
6.3 Application to Astronomical Data
In Section 5.4 the distribution of YSOs within Serpens South and
the on-cloud random sample of Spitzer sources were shown to
be inconsistent with CSR, while the random sample of off-cloud
sources were shown to be unable to reject CSR as a null model
for their distribution. The rejection of CSR runs for the YSO dis-
tribution was to be expected and demonstrates that the tests are
able to reject genuine patterns that were not produced by randomly
distributing stars in a window. It is interesting to note that O-ring
shows the presence of two subsets of radial distances which exhibit
overdensities though the effect causing this, either first or second-
order, is not known as the distribution is not homogeneous and
isotropic, so the appearance of clustering could be due to effects
such as virtual aggregation as discussed in Section 2. The rejec-
tion of CSR for the random on-cloud members due to extinction
shows that these tests function not only for clustering processes
but for inhibiting processes, while the off-cloud random members
demonstrates that there are examples of astrophysical data which
are consistent with CSR.
7 CONCLUSIONS
We have adapted spatial statistics methods for testing distributions
of points from ecology and tested them for their ability to reject
randomness. Centralised clusters were generated and projected on
top of a population of randomly distributed background members
and, by varying the number of stars in the cluster and background, a
parameter space of the empirical probability of CSR rejection was
produced for each statistical test.
The best performing test was the O-ring test using logarithmi-
cally spaced overlapping bins. Ripley’s K and the O-ring test with a
constant bin width show a slightly reduced detectability compared
to O-ring with logarithmic bins, making them both good tests but
not optimal.
The O-ring test is equivalent to the two-point correlation func-
tion. Ripley’s K and O-ring are more sensitive tests for CSR than
the total branch length of the minimum spanning tree.
The rejection of randomness for a given cluster radius approx-
imately follows contours of signal-to-noise calculated over the pa-
rameter space of the number of stars in the cluster and background.
A larger cluster radius over the same region of parameter space
shows a decrease in the likelihood of rejection.
Three example star fields were tested against complete spa-
tial randomness. The null hypothesis of randomness was rejected
for the distribution of young stellar objects within Serpens South,
as well as randomly selected Spitzer sources from the same region.
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Figure 9. The rejection fraction with P(H0) < 5% for O-ring statistic with fixed annuli widths. The widths used in each parameter space were given by ρ × R
with ρ = 0.1, 0.3, 0.5 and 1.0 respectively and R is the radius of the cluster. The contours show the theoretical SNR (Eqn. 9).
The statistics from randomly selected Spitzer sources sampled from
an off-cloud region were consistent with complete spatial random-
ness.
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the theoretical SNR (Eqn. 9).
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Figure 11. The rejection fraction with P(H0) < 5% for O-ring statistic with logarithmic annuli widths. Within each panel, the annulus width is given by
Equation 10 and the contours show the theoretical SNR (Eqn. 9). Between panels, ρ increases from top left to bottom right with (a) ρ = 0.1; (b) ρ = 0.3, (c)
ρ = 0.5; and (d) ρ = 0.9.
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Figure 12. (above) Positions of YSOs within Serpens South, (below) results of G, F, K and O-ring with 95 per cent global confidence envelopes for CSR.
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Figure 13. Left: (above) Positions of 2601 Spitzer catalogue members within Serpens South; (below) results of G, F, K and O-ring with 95 per cent global
confidence envelopes for CSR. Right: (above) Positions of 2601 Spitzer catalogue members offset from Serpens South by 0.5◦ in Dec (277.2 ≤ RA ≤ 277.7
and −1.75 ≤ Dec ≤ −1.25); (below) G, F, K and O-ring results with 95 per cent global confidence envelope for CSR.
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Figure 14. The rejection fraction with P(H0) < 5% for MST total branch
length test. The contours show the theoretical SNR (Eqn. 9).
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