D are formally de…ned. Next, the relationship between R 2 P epe and V B is explored. Finally, the asymptotic formula for the variance of T G as developed by Bura and Gastwirth (2001) [1] is presented.
is based on quantifying the average prediction error (over patients) at each time point using a quadratic loss function. This error is known as a Brier score and weights are used to compensate for the loss of information due to censoring. The conditional prediction error at time T , P E Z (T ), is de…ned as
where I (T > T ) 2 f0; 1g is the individual survival status at time T and S(T jZ) is the predicted survival probabilities from the model with covariate vector Z. The marginal prediction errors at time T , BS (T ), is de…ned similarly, but S(T jZ) is replaced with S(T ), i.e. the predicted survival probability under the null model. Graf et al. [2] de…nes
This measure is based on the de…nition of R 2 for linear regression and seeks to quantify the proportion of variation in the outcome explained by the predictors in the model
where 1:645 is the variance of the error term in an equivalent Weibull model.
Royston and Sauerbrei R 2 D
This measure is similar to R 2 P M but is based on the authors'own D statistic, a measure of prognostic separation described in [3] . That is,
where k = p (8= ): The ratio D 2 =k 2 is an estimator of the variance of the PI, provided that the PI is Normally distributed.
Relationship between R 2 P epe and Schemper' s V B Using the notations of Section 2.3 in Bura and Gastwirth [1] ,
tion 4 (of the main manuscript) can be written as n
2 where i jZ is the model-based risk prediction for individual i and 0 is the average risk probability. For a binary outcome Y with mean 0 the variance is n
which is the denominator of Equation 4. Furthermore, the numerator in V B can be written as n
2 which is the numerator in Equation 4.
Asymptotic formula for the variance of T G
For a logistic regression model:
Bura and Gastwirth [1] developed the following asymptotic formula for the variance of T G:
where z = (log 
