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I. INTR~DL~CTION 
In this paper we give an analysis of a difference-differential equation 
arising in statistical physics. Conditions on the functions and parameters 
are assumed which are sufficiently broad for the physical application. 
Under these conditions a proof is given in Section II for the esistence 
and uniqueness of a solution of the equation. In Sections III and IT’ 
methods of solution suitable for numerical calculation are developed. The 
method described in Section IV provides upper and lower bounds for 
the solution; it can also be applied to the more general equation described 
in Section V. 
The energy distribution of electrons in a gas subject to an electric 
field has been treated by many authors. In particular Holstein [l] 
has dealt with the matter in considerable generality. In his treatment 
Holstein has taken the field to be uniform, or spatially uniform and of 
high frequency, and has taken into account elastic and inelastic collisions 
of electrons with molecules; inelastic collisions include ionizing collisions 
and those exciting the molecule to higher electronic, rotational, or 
vibrational energy levels. Furthermore he has assumed low density 
* The problem of obtaining numerical solutions of (1) was brought to me by 
Drs. L. S. Frost and A. V. Phelps of the Westinghouse Research Laboratories. 
I am indebted to them and to Dr. R. Boyer of the laboratories for many discussions. 
The numerical results have been reported at the 12th Annual Gaseous Electronics 
Conference, Washington, D.C., Oct. 14- 16, 1959 (abstract to appear in the Bulletin 
of the i\merican Physical Society). The programming was carried out by Miss 
Lois Morgan : we wish to thank her for her very considerable and meticulous efforts. 
t This research was supported in part by Contract NONR-2584(00), ARP.4 
5-58, Task 1, with the Office of Naval Research. 
1 Present address: Space Technology Laboratories, Los Angeles 45, California. 
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of electrons, ions, and excited molecules compared to normal molecules. 
large elastic collision cross-section as compared to inelastic collision 
cross-section for electron-molecule collisions, and small mean free path 
for elastic collision compared to the linear dimensions of the discharge 
region. Starting with the Boltzmann equation Holstein has cleric-ed, 
for the uniform weak field (for which ionizing collisions are nef=ligihlc 
compared to escitation collisions), the following difference-differential 
equation for the electron energy density function 1 ii/ :I, page 379 1: 
Here u is energy in electron volts, N is the number of molecules per cc., 
E is the field strength, QJu) is the cross-section for momentum transfer, 
Qk(Zt) is the cross-section for esciting the IP’ escitation level, and lli; 
is the excitation energy of the kfh excitation level. The other symbols 
have the following meaning: k is the Boltzmann cbnstant, T is the 
absolute temperature, m is the mass of the electron, and M is the mas\ 
of a molecule. Actually the term 
d 2mkT 
-- __- L’VTQ&)U~~‘( 14) 
dt6 Me 
is not included in the equation derived by Holstein since he assumes the 
molecular velocities are zero (i.e. have no distribution); however the 
term has been derived by several authors (in particular Allis p, page 4101). 
For the weak high frequency field E, cos ~1 the equation is almost the 
same, differing onlv in the first term which in this case is 
L\:e introduce now the change of independent \-ariable z = c,ulkY‘ 
and writing 
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W4 = j=jf$ (a + z@(z)), 
2 P(z) 
g(z) = ____- , 
a + 20”(z) 
we get from (1) the equation (here f(z) = f(u)) 
n 
& ‘lz) v’cz) + &)f(z)l + 2 [(z + Zk)qk(Z + Zk)f(Z + zk) - Zqk(Z)f(Z)] = 0. 
k=l 
(2) 
We wish to find solutions of (2) such that f(z) > 0 and ~~~zf(z) dz < do. 
The existence of such solutions depends on the behavior, as z 4 W, of 
e(z) and qk(z). These functions are continuous; e(z) > 0 and Ilk(z) > 0 
for z > z, and q,+(z) = 0 for z < zk. They tend to 0 as z -. w and by 
imposing conditions on the asymptotic behavior of, e(z) we will be able 
to get the properly behaved solutions of (2). More precisely we state 
the following theorem: suppose there is a number m, 0 < m < 1, such 
that 
lim inf zmO(z) > 0. (3) 3-z 
Then if m # 1 there exists a unique solution of (2) subject to the 
conditions 
m 
(a) f(z) b 0 (b) 1 v;f(z) dz = 1 (c) rzf(z) dz< w. (4) 
0 0 
If (3) is true for m = 1 but for no smaller m we distinguish two cases. 
If z&z) + 00 as z + 00 then there exists a unique solution of (2) subject 
to (4). If z@z) does not tend to co as z --f 00 then, writing 
f!? = lim inf zf9(z), 
r-em 
there will exist a unique solution of (2) subject to (4) if /12,/a > 2. 
The condition (4~) is imposed for mathematical convenience. It is 
not very stringent, requiring merely that’ the expectation of VZ exist 
with respect to the density V;/(z). If f(z) is bounded at z = 0 then 
Jczf(z) < bo implies JpV.F/(z) dz < 00 ; thus (4b) is merely a normalizing 
condition. With regard to the qk(z) we make use of the following properties, 
weaker than those stated above: qk(z) > 0, q!+(z) = 0 for z < zk, and 
qk(z) bounded. Thus the theorem is valid when qk(z) = 0; this can be 
easily checked by solving explicitly the resulting differential equation. 
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In fact the theorem may be regarded as an extension to (2) of what is 
true of this differential equation. 
Explicit expressions for )ik(z) for rotational escitation of some molecular 
gases have been derived by Gerjuov and Stein [3!. The form of f)(z) 
when z - co is discussed in hlott and Massey j4, chapter !)I. 
II. EXISTENCE ANI) UNIQUENESS PROOF 
Integration of (2) gives 
We will prove that c = 0. It is implied by (3) that, for some positive 
constant K,, 0(z) 2 kOz-” for sufficiently large z, and this implies that 
h(z) < k,z2 for sufficiently large z (k, a positive constant). If we divide 
(5) by /z(z) and integrate from 6 to z we get 
f(z) - f(d) + 
Now for sufficiently large 6 
Condition (4~) implies that f(z) ---f 0 as z - 00 at least through some 
properly chosen sequence of values. Thus 
If A4 is an upper bound for the rk(x) then we have for sufficiently large 
? and y < x 6 y + zk 
xv&) 
h(d 
~ e(Y)(Y f Zk)M 
y(a + ko2y1 - ‘y . 
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Since 6(r) 4 0 the right side is bounded for sufficiently large J’, sa!- 
by M,. Thus, since 0 < g(?J) < 1, we have for large 6 
Condition (4~) requires that 6/(b) - 0 as b -+ w through some properly 
chosen sequence of values. Also 
as 6 -+ bo by condition (4~). Thus c = 0. It follows that equation (2) 
and conditions (4) are equivalent to 
and conditions (4). \Ve will show that (7) has essentially one positive 
solution i.e. any two positive solutions are constant multiples of one 
another. 
If f(z) 2 0 is a solution of (7) then necessarily f(z) > 0. For if z,, is 
a zero of f(z) then f’(za) = 0 and (7) implies f(z) = 0 for z,, < z < za + z, 
(we are assuming 0 < zi < za < . . . < z,J. But this implies that f(z) = 0 
for all z (this follows from the prolongation discussion below). If f(z) 
is positive and satisfies (7) then it is a decreasing function. If we divide 
(7) by f(z) and integrate between 6 and z we get 
x%@) I@) dxdy’ _I__ . 
h(Y) f(Y) 
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I2~~~s if : .> (5 we have the inequality 
f(d) w ( - i g(f) dE)> i(z) 
If Z‘< h the inequalities in (8) are turned around, 
Since v~(x) = 0 for x < zk we have, for z < b ~1’ zk 
Since h(y)/y -+cc as y - 0 the expression on the right is bounded as 
z -+ 0. It follows from (9) that f(0) is finite. From (T) it is easily seen 
- that f’(0) = 0. Since 19(z) > kozPm for large z we haIre 
for large z, so that using (8) we get, for large b, 
f(z) <f(d) exp(- I($ cPrn-l i- l)i CL&). 
b 
(10) 
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It follows from (10) that for m < 1 
(11) 
and in particular that condition (4~) is satisfied. If m = 1 and .z@) + CO 
as z - 00 then we choose K,, so that k,z/a > 2 and e(z) > k,/z for suffi- 
ciently large z. From (10) it follows that 
f(z) < const. (az + ko2)- k~‘/a (12) 
and therefore condition (4~) is satisfied. Actually, since we may choose 
ko2/a arbitrarily large in this case, (11) remains true. Finally if m = 1, 
zl3(z) does not tend to M, and P2/u > 2 then we may choose B so that 
(/3 - .~)~/a > 2 and 0(z) > (/l - E)/Z for large z. Then (12) holds with 
k, = ,C3 - E so that condition (4~) is satisfied. 
Suppose p(z) is an arbitrary continuous function on x,, < z < x0 + z,,. 
Then prescribing f(x) = v( x on this interval and specifying f’(xo), not ) 
necessarily equal to Q~‘(x,,) even if the latter exists, there exists a solution 
of (2) on 0 < z < x0. For we can solve (2) on I: x0 - zi < z < x0. Then 
we take, as new initial piece, this solution over I and v(z) on 
x0 < z < z,, + z, - zi, and the solution yields the value /‘(x0 - zr). 
Then we solve (2) over x,, - 22, < z < x0 - zl. This process can be 
continued back to z = 0. The prolongation is evidently unique. The 
general existence theory of difference-differential equations with a given 
initial piece is discussed in [5] and [6]. 
If we integrate (2) between z and x0 we get 
n %f~k 
= h(xo)(f’(xo) + &ob?‘(xo)) + z 1 x%(x)dx) dx. 
k=l xg 
If we choose /‘(x0) so that the right side is 0 then the unique prolongation 
satisfies (7). L$‘e will use the term prolongation in this sense, i.e., we will 
suppose /‘(x0) has been chosen so that the right side of (13) is 0. If p(z) > 0 
then the prolongation f(z) is also positive, for otherwise (7) could not be 
satisfied at the first zero of f(z) to the left of x0. Since in this case inequality 
(9) holds, f(0) is finite. 
DIFFERENCE-DIFFERENTIAL EQU.tTION 349 
%‘e establish now the existence of a positive solution of (7). We write 
u(2) = f(z) exp 
is 1 
.a) dE 
0 
and derive from (7) the equation 
where 
The number (3 we will choose below, subject to certain restrictions, and 
we have chosen u(6) = 1. L6 operates on a function defined over 
b < z < CO and yields another such function; hence all the iterates 
Lh” have the same property. The formal solution of (14) is 
/6(Z) = 1 -~ L*(l) + L;(l) - L:(l) + , (1.5) 
and we need only to establish convergence to show that it is a solution. 
Let yk be the supremum of x~~(.~)/h(y) over y < fc < y + zk, J’ 3 n. 
For y < .Y < y + zk 
0 < XAk(x) < M(Y + Zk) W) 
h(y) y(a + YOYY)) 
and since the right side 4 0 as y --f CO it is clear that yk - 0 as b - CO. 
Thus we can choose 6 so large that 
i= 2: yk(ezk - 1) < 1. 
k=l 
\Ve make the inductive hypothesis 
0 < L?(l) < iFmez, 
which is true when m = 0. Then 
(W 
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and the induction is complete. Thus the terms of the series (15) are 
dominated by the terms of the series zpeZ so that (15) is uniforml! 
convergent on any finite interval in 6 < z < 00. If U,(Z) is the sum of 
the first m terms of (15) then 
u,(z) + L&Jz)) = 1 + (- 1)m - iLY( 1). (17) 
Since /z&,(x)] < e+/(l - [) in the domain 3’ < x < y + zk, 6 < )’ < z, 
L&,(z)) --f L&(z)) as m - co. Thus letting wz + 00 in (17) and using 
(16) we see that (15) is a solution of (14). We will prove that this solution 
is positive. For suppose there is some E > 6 such that U(E) = 0. Then 
for z > E we have G(Z) + &(u(z)) = 0 and therefore U(Z) = (- l)“L,“(z#). 
Since Iu(z)~ < Y/(1 - 5) it follows that 
and letting nz + 00 we have U(Z) = 0 for z > E. Hence U(Z) = 0 for 
I > 6, and this is a contradiction. It follows that f(z) is positive on 
z > 6. Thus the prolongation of this solution to z = 0 is positive and, 
appropriately normalized, satisfies conditions (4). 
The positive solution i(z) we have just derived is unique. To prove 
this we note first that (8) and (9) imply that zt(z) is bounded 
over 0 < z < co. Suppose /i(z) is positive, satisfies (7), and is such that 
6 . 
zt1(6) = f,(d) exp (.I 1 g(t) dE = 1. 
rhen ui(z) is bounded over 0 < z < 00. The function U(Z) = ,u(z) - zii(z) 
satisfies V(Z) + &(u(z)) = 0 and is bounded on 0 <z < UJ. Hence a 
Fortiori )zl(z)/ < const. e* on z > S and, following the argument above, 
:his implies V(Z) = 0 for all z. 
3e 
,f 
III. PRoLoNGA4Tro~ INDEPENDENT 0~ THE INITIAL PIECE 
For the calculation of f(z) the following theorem is useful. Let ~(z, x0) 
positive over x0 < z < x0 + z, and let f(z, x0) be the prolongation 
q~(z, x0) to z = 0. Let 
fb 4 F(z, x#)) = xg- . (18) 
I Qh x,,) az 
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Then as x0 -+ 00 and CJI(Z, x0) is rigidly translated to CO the function 
(18) tends to a limit f(z) satisfying (7) and (1). 
Let nz and M be the minimum and maximum of ~(2, x,,) over the 
interval x,) < z < x0 + 2,; they are independent of x,,. Let fl(z, x0) 
and f,(z, x,,) be the positive solutions of (7) passing through the points 
(x0, m) and (x0 + z,, M). Then 
Taking 6 = x0 and z = x0 + z,, in inequality (8) we get 
Thus there is a constant B such that fl(x,, xo)/fl(x, + zIlr x,,) < B. Now 
fI(z, x0) < pl(z, x0) < f&z, x0) over x0 < z < x0 + z, and this implies 
over 0 < z < x0 + z,. From (19) we get 
Let 
The function #(z) is evidently independent of x,,. From (20) it follows 
that 
gB #(Z) < F(Z, x0) < 4 $(z) 
il 
m~~fl(z, x0) dx ,/ j,,(z, x0) dz] . 
0 ’ 0 
(21) 
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We note that fi(.z, x,,)/fr(O, A+,) = f*(z) is the positive solution of (7) 
which is 1 at z = 0. Thus the quantity in brackets on the right of (21) 
is equal to J:Vzf*(z) 0!z/J9VZf*(z) d z and this expression tends to 1 as 
x0 + co. Accordingly for sufficiently large x0 
F&z, x,,) is defined only for z < x,, ; we extend the definition byF(z, x,,) = 0 
for z > xg. Then for fixed x0 F(z, x0) is a non-increasing function bounded 
below by (m/MB)#( ) h z w en z < x0 and 0 when z > x0 and bounded 
above by (2MB/nz)$(z). If F( z, x,,) does tend to a limit f(z) as x0 -, m 
then f(z) > 0 because of (22) and f(z) satisfies (4b) because ~~v&(a, ~a) dz 
= 1. To prove that F(z, x,,) -f f(z) we will show that any convergent 
sequence fm(x), extracted from the family F(z, x0) by letting x0 --t 00 
through discrete values, has the same limit f(a). That there exists one 
such sequence follows from the fact that a convergent sequence can 
always be extracted from a bounded family of non-increasing functions. 
The equation 
exp f&) dx dy = t(O) 
0 
holds for fixed z for m sufficiently large. Hence letting ~1 ---f 00 the 
equation holds for lim f,(z). But then lim f,(z) satisfies (7). It satisfies 
(4b) and, since it is positive, it satisfies (4~). Therefore it coincides with 
the unique function f(z) having these properties. 
IV. ANOTHER METHOD OF DETERMINING f(z) 
We introduce the operator 
and write (4) in the form 
I 
f(z) = exp - 1 s(E) d5‘ - K,, . 
0 
(23) 
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M’e will consider the iteration 
(24) 
with fo(z) = 1 for 0 < z < co, and prove that f,,(z) converges to the 
solution of (23), which is the positive solution of (‘7) normalized by f(0) = 1. 
To this end we introduce the sequence &,(z, JJ), for N >, ~1 3 0, 
with $,,(x, y) = 1. It is clear that &(z, z*) = &,(z, O)/&(Z*, 0) and a 
simple induction shows that $,,(z, 0) = f,,(z). \Ve have 
#o(% Y) = 1 3 ~n(~, Y) > 0. (26) 
Using (26) with n = 1 we get, applying (25), $~r < #a < &,. From I,!I~ < $. 
we get *a > *i. Also #i < #s implies t,La 3 $~a. Thus we have 
$1 d $3 d $2 d +o and we make the inductive hypothesis 
But h-1 d 4 2n + r < $I?, implies, using (25), I+L 3 gJ2,, +2 2 I+!+~ r and 
this in turn implies #2n + r < I&~ + a < $- 0n+2 so the induction is complete. 
Thus 4~ and & +1 converge to limits A and B satisfying 
and A > B > 0. If we write D = A - B then 1 > D > 0 and 
I 
[l - exp (- K,*(D)): 
< 1 - exp (- K,.(D)) < K,.(D), 
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and therefore D < K:*(D). We choose 6 as in section 2, i.e. so that 
c < 1. Then since D(z, z*) < e* we have, for z > z* > 6, D < K:.(D) < 
r . fleE Hence D(z, z*) = 0 and A(z, z*) = B(z, z*) for z > z* > 13. 
It follows then from (27) and from .4(z, z*) = A (z, O)/A(z*, 0) that for 
z > 6 A(z, 0) is the positive solution of (7) which is 1 at z = 0. The same 
is true of B(z, 0) for z 3 S. Hence A(z, 0) = B(z, 0) for z > 6. Since 
‘4(Z, O)/A(z*, 0) = A(z, z*) > B(z, z*) = B(z, o)/B(z*, 0) 
for any z and z*, we get, for z > S and z* < S, A(z*, 0) < B(z*, 0). 
This implies that ‘4 (z*, 0) = B(z*, 0) for z* < 6 and this proves that 
the iteration (24) converges to the solution of (7) normalized by f(0) = 1. 
As a method of calculation the iteration (24) has two advantages. 
It produces directly the evaluation of i(z) near z = 0 and secondly yields 
f(z) as the limit of a descending sequence f2,,(z) and an ascending se- 
quence fzn + I(4. 
V. COLLISIONS OF THE SECOND KIND 
It is possible for molecules to surrender internal energy to the colliding 
electron. The equation corresponding to (7) is in this case 
n 2 
X7]-&)f(X) ax = 0. 
The theory of this equation will be discussed in a subsequent paper. 
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