Abstract
Introduction
In the literature, direct adaptive fuzzy and neural network control schemes usually require more constraints on the control gain ) (x g (see section 2 for the definition of ) (x g ) than that in the indirect one. In addition to the well-known necessary condition
for a controllable plant, some extra constraints on ( ) x g are needed for stability and convergence analysis. Da and Song [1] require that the control gain ) (x g is known. In [2] , ( ) x g is assumed to be in the form ( ) ( )
is an unknown scalar constant and ( ) x g is known. The authors of [3] require that ( )
is an unknown
constant. In [4, 5] , the bounds of ( )
and its first derivative need to be known. In [6] , it is assumed that
e. the control gain does not depend on the state variable n x . In recent years, some researchers have proposed a number of different approaches to relax the extra constraints on ( ) x g . Wang, Liu, Lin, and Lee [7] propose a solution in which the control law does not require extra constraint on ( ) x g . However, ( ) x g still needs to be known to implement the adaptive law. Ge, Hang, Lee, and Zhang [6] propose an approach in which they relax extra constraints on ( )
by using a novel integral-type Lyapunov function. The authors later comment that due to the integral operation, this approach is complicated and difficult to use in practice [8] . Leu, Wang, and Lee [9] propose a solution in which no extra requirement on
However, the nonlinear of
is treated as a component of the overall uncertainty and is cancelled using a variable structure control term. Since the structure of the control system is unknown, the bounding constant of this overall uncertainty is difficult to be obtained in practice. The same authors also propose an online genetic-algorithm-based direct adaptive fuzzy-neural controller [10] . However, this controller has the same disadvantage as [9] mentioned above. Park JH et al [11] propose an approach in which implicit function theorem is used to solve the problem. A critical step in their design is to determine a constant c such that
, thus knowledge of the upper bound of ( ) x g is still necessary. In our opinion, of the existing approaches, Park's approach [18] is preferred since it is relatively simple and is also applicable to non-affine nonlinear systems.
In this paper, however we propose an alternative approach to relax the extra constraints on ( ) x g . Using a simple extension of the well-known universal approximation theorem of fuzzy logic systems, first we show that if the inherent approximation error is zero then our proposed direct adaptive fuzzy controller guarantees the stability of the closed-loop system in the sense that all variables are bounded. Moreover, the tracking error is shown to be uniformly asymptotically stable. After that, to remove the assumption that the inherent approximation error is zero, we propose adding an approximation error estimator term [12] to the control output. In this case, we show that the tracking error converges to a neighborhood of zero and this neighborhood can be made arbitrarily small by tuning the controller parameters. The only constraint required on the control gain ( )
Problem Statement
In this paper, we will consider a class of SISO n th -order affine non-linear systems, which can be represented in the the controllable canonical form. 
We assume that 
Description of Fuzzy Logic Controllers and their Approximation Properties

Description of Fuzzy Logic Controllers
Our interest lies in zero-order Takagi-Sugeno fuzzy systems with point fuzzification method, product-type inference, and center-average defuzzifier.
For each
, be a membership function such that
, . The chosen fuzzy system has the If-Then rule base of the following form: ,
where M is the number of rules, n j , , 1 K = . i is the system output due to rule R (i) .
Then, the output of a Takagi-Sugeno fuzzy system is a weighted average of i :
Extended Approximation Properties
and
be 2 continuous functions defined on 
The proof of theorem 1 is given in appendix A. In the next section, we will show how to use theorem 1 to prove the stability of direct adaptive fuzzy control systems. 
Direct Adaptive Fuzzy Control
Ideal control
We can easily choose k such that equation (4) 
Direct Adaptive Fuzzy Control with approximation error estimator
In this simplified controller, we use a fuzzy logic controller in the form (2) ( )
Note that 
From (6), (7), (8), we have: , . The time derivative of 1 V along the trajectory of (13) in which is a small constant specified by designers, ˆ is the variable used to estimate the approximation error defined in (10). ˆ is updated using the following adaptive law: 
Application
To demonstrate the proposed controller, its application to an inverted pendulum is presented. The controlled variable is the angular position of the pendulum. The control input is the force applied on the cart. The dynamics of the system is given by: . The initial state is
The control objective is to make the output , we
For comparison purposes, we simulate 3 different sets of adaptive parameters:
Application 1: without the estimator. 
0
The simulation results are shown in Figures 2-5 . It is observed that the inverted pendulum is successfully controlled in all three applications. This confirms that our proposed controller is able to control plants (defined in section 2) which have variable control gains, without the need to know any knowledge about the control gains except their signs. It can be seen that application 2 performs better than application 1. It should be noted that if the estimator is not used, the controller fails to control the pendulum for 5 < u / . This verifies that using estimators improves the performance of adaptive fuzzy controllers. Application 3 performs the best out of 3 applications. Thus, increasing u / also improves the performance. We conclude that using the estimator and appropriate parameters stabilizes and improves the performance of the closed-loop system. Figure 5 demonstrates the behaviour of the estimators. From the start of the simulations, the estimated bounds increase quickly to compensate for the large approximation errors. Later on, when the errors are smaller, the estimated bounds decrease so that no unnecessarily excessive control occurs.
APPENDIX A
Proof of theorem 1:
As U is compact, there exists a finite subfamily 
From (A.1) and (A.2), it is straight forward to show that theorem 1 holds. 
