In this work we explore the connection between Convolution Neural Networks, partial differential equations, multigrid/multiscale methods and and optimal control. We show that convolution neural networks can be represented as a discretization of nonlinear partial differential equations, and that the learning process can be interpreted as a control problem where we attempt to estimate the coefficients of the differential equations from data. This interpretation allows us to generate an efficient multilevel/multiscale process (sometimes referred to as image pyramid) and algorithms for the learning problem that can substantially reduce the cost of learning. Furthermore, this interpretation allows us to use the coefficients that are calculated on high resolution images for low resolution images directly.
Introduction
In this work we consider the problem of designing and optimizing convolutional neural networks (CNN). The topic has been a major field of research over the last years, after it has shown remarkable success in learning images of hand writing, natural images, videos and more (see for example [11, 10, 12] and references within). This success has generated thousands of research papers and a few celebrated software packages.
However, the success of CNN's is not fully understood and in fact, tuning network structure and parameters is very hard in practice. The process requires many trial and error experiments to determine these parameters which can result in long training times and a lack of robustness. In many cases, small changes to the network can yield large changes in the learning outcome. This results in some sophisticated ideas that use Bayesian optimization techniques to infer the best architecture [7] .
Current training methods depend on the architecture of the network, as well as the resolution of the image data. Changing resolution in either the training or prediction phase, is not easily accommodated with traditional CNN methods. In fact, the network is typically trained at some resolution, and the classification of new images requires the interpolation of the images to the resolution that the network was trained on. Such a process can be computationally expensive, particularly if the the object under classification is a video or a 3D image (for example as commonly used in medical imaging and geosciences (see for example [8, 9] )).
We focus our work on residual neural networks, where, a simple way to write the network is
Here, x are the data and y = [y 1 , . . . , y n ] are the hidden layers. θ k = {K k , b k } are parameters (convolution kernels and biases) to be determined by the "learning" process. For simplicity we assume that y j is in R m and the matrix L maps the data vector x ∈ R s into the feature space y. This matrix can be "learned" or fixed. A common choice in CNN is to have the function F as a convolution with parameter θ that represent the convolution weights and bias, leading to the explicit expression F (y, K, b) = σ α (K(s)y + b) .
(1.2)
Here K(s) is a convolution matrix, which is a circulant matrix that represents the convolution and depends on the stencil or convolution kernel, s, b is a bias vector and σ α is an activation function. Note that for simplicity we have ignored the pooling layer, although it can be added in general (The necessity of pooling has been debated in [15] ). A classifier is obtained by propagating forward and using the last layer in some classification algorithm such as softmax, least squares, logistic regression or support vector machines. The classifier can be written as
Here g is a classification function and W are classification weights. In supervised training, the predicted label z is compared to a known, or observed label z obs and the different parameters, s, b and W are tuned by an optimization algorithm such that z ≈ z obs for all known examples. In addition, some regularization may be added in order to avoid over fitting of the data. Typically, the problem is not solved to a high accuracy and low accuracy solutions are sufficient. A validation set is often used to determine the stopping criteria for the optimization algorithm.
In typical settings, the network is trained on image-data at some resolution, and therefore, the trained convolution stencil, s, the classifier, W and biasses b are optimal to that particular resolution. The formulation does not easily extend between different resolutions. In particular, when changing the resolution of the image, it is not clear how to adopt the convolution kernel. Therefore, it is hard to use the process of multilevel continuation or image pyramid, where the network is trained at different resolutions. Such a process is known to be very efficient in other fields, both from a computational point of view, and from skipping local minima [13, 5, 1] .
The goal of this paper is to enable multiscale computations in CNN's. At the heart of the process is the connection between the convolution, the discretization of differential operators and the prolongation and restriction of such operators on different meshes. Thus, in this paper we show that it is possible to interpret deep CNN's as a particular form of nonlinear time dependent partial differential equations. This understanding leads to a very common structure that is used in fields such as path planning, data assimilation and nonlinear Kalman filtering (see [2] and reference within). The embedding of CNN's in this framework allows for multiscale learning algorithms. In particular, it allows for the use of coarse scale training to initialize fine scale training. It also allows for the classification of low resolution images by networks that have been designed and trained on high resolution data without interpolation of the coarse scale image to finer scales.
The rest of this paper is structured as follows. In the next section, we show the connection between time dependent differential equations and CNN's. This connection allows us to introduce the optimization problem as a dynamic control problem. In Section 3 we briefly discuss the computation of derivatives and discuss our choice of optimization algorithm. In Section (4) we discuss the use of grid continuation for the efficient solution of the problem. Finally, in Section (6) we show a few examples and summarize the paper.
CNN's and partial differential equation
The deep convolution network has two components that we aim to give a different interpretation. The first is the spacial convolution and the second is the propagation from one layer to the next. In the next subsections we discuss the interpretation of convolution as differential operators and the depth of the layer as time propagation.
Convolution and differential operators
In this subsection we show that we can treat convolution as a discretization of a differential equation in space. This implicitly implies that the convolution kernel should be discretized differently, depending on the image resolution. Much of the discussion here can be found in classical partial differential equation and multigrid books such as [16] .
To simplify the explanation, we start with a simple 1D example. Let us assume that y is given on a mesh of size ∆ in some interval, and assume a simple single stencil or convolution kernel, s of size 3 × 1.
It is simple to verify that the convolution between the vector s and y can also be written as
Since the matrix is invertible there is a one-to-one mapping between the sum of three convolutions to the original convolution. All we did in the above is use different basis vectors to express the original convolution kernel. However, it is interesting to see that this basis can be interpreted in a different way. This is because, assuming that the vector y is a discretization of a function y(x), as the mesh size approaches 0 we have that
Therefore, a straight forward use of finite difference implies that for a piecewise smooth function y we have
where the vector y is interpreted as a discretization (a grid function) of the function y(x). Since images can be modeled as piecewise smooth functions (see for example [17, 4] and reference within) this representation of the kernel can be used across scales as typically done in multigrid and in image pyramid schemes. Another interesting observation is that convolution windows that are bigger than 3 pixels, can be modeled either as a discretization of higher order differential operators, or as a number of 3-pixel convolutions. For example, a 5 window convolution can be modeled as a convolution with a window of 3 twice, and a 7 window convolution can be modeled as three times the convolution with a 3 pixel convolution.
It is easy to extend this process to 2 and 3D images with larger convolution stencils by using derivatives to other directions and higher order. In 2D we use the stencils Id ≈ 1 16
as the basis for the convolution. It is straight forward to verify that these convolution kernels are linearly independent, and therefore represent a complete basis to span any 3 × 3 convolution kernel.
Assume now that we are given some image data, y h , on a mesh with pixel size h and a convolution stencil, s h that operates on this image. Assume also that we would like to express the convolution on an image, y H , of different resolution, given by a coarser mesh of size H.
Let s H be the convolution kernel on mesh size H. The goal is to transfer the fine scale convolution stencil into the coarse one. This problem is well studied in the multigrid literature, with two possible solutions.
The first solution uses rediscretization to achieve this goal. That is, given s h , one computes the coefficients α. Since α is mesh independent, one can use the partial differential equation representation on every possible mesh. This approach is often referred to as rediscretization, and it is especially useful if the images are sufficient smooth.
A complementary view can be derived from an algebraic point of view, similar to algebraic multigrid methods [16] . To this end, we assume that the following connection holds between the fine mesh image, y h , and the coarse mesh image y H .
Here, P is a prolongation matrix and R is a restriction matrix.ỹ h is an interpolated coarse scale image to the fine mesh and typically,
The above interpretation is that the coarse scale image is obtained using some linear transformation from the fine scale image (e.g. averaging). Conversely, an approximate fine scale image can be obtained from the coarse scale image by interpolation. This interpretation can easily be extended to 3D for example for videos.
It is common to have P as a linear interpolation, and R as a full weight restriction [16] . For uniform nodal meshes, it is typical to have P = γR , with γ = 2 d a constant that depends on the dimensionality of the problem, d. Let K h (s h ) be the matrix that represents the convolution on the fine scale. This matrix operates on a vectorized image and is equivalent to convolving the vector y h with the stencil, s h . The matrix is circulant and sparse with a few non-zero diagonals. Our goal is to build a coarse scale convolution, K H that operates on a vector y H and is consistent with the operation of K h on a fine scale vector y h . Using the prolongation and restriction we obtain that
That is, given y H we first prolong it to the mesh h, then operate on it with the matrix K h , which yields a vector on mesh h. Finally, we restrict the result to the mesh H. This implies that the coarse scale convolution matrix can be expressed as
This definition of the operator can be built directly using any interpolation/restriction operators. Furthermore, assuming that the convolution stencil, s H is constant on the coarse mesh (that is, it is not changing on the mesh as commonly assumed in CNN), it is straight forward to evaluate it without generating the matrix K H , as commonly done in algebraic multigrid.
To demonstrate the concept of how to the convolution changes with resolution, we use the following simple example demonstrated in Figure 1 . We select an image from the MNIST data set (bottom left) and convolve it with the weights Restricting the weights using the algebraic multigrid approach, we obtain that on a coarse mesh the weights are These weights are used on the coarse scale image (top left panel of Figure 1 ) to construct the filtered image on the top right panel of Figure 1 . Looking at the weights obtained on the coarse mesh, it is evident that they are significantly different from the fine scale weights. It is also evident from the fine and coarse images, that adjusting the weights on the coarse mesh is necessary if we are to keep a faithful transformation between the images.
The interpretation of convolutions as differential operators and its algebraic equivalent, allows us to work with different resolutions. This has two important consequences. First, assume that we have trained our network on some fine scale images and that we are given a coarse scale image. Rather than interpolating the image to a fine mesh (which can be memory intensive and computationally expensive), we transform the stencils to a coarse mesh and use the coarse mesh stencils to classify the coarse scale image. Such a process can be particularly efficient when considering the classification of videos on mobile devices where expanding the video to high resolution can be computationally prohibitive. A second consequence is that we are able to train the network on a coarse mesh and then interpolate the result to a fine mesh. As we see next, this allows us to use a process of image pyramid or multiresolution for the solution of the optimization problem that is at the heart of the training process. * * 
Propagation and time dependent differential equations
Interpreting the convolution as a differential operator is a first step in presenting CNN's as a continuous structure. Next, we interpret the depth of the network in a continuous framework. We start by rewriting the CNN model as a residual CNN as suggested in [6] .
The difference on the left hand side of the above equation, is nothing but an approximation to the derivative ∂ t y with step size 1. This approximation is valid if y changes sufficiently slowly. Nonetheless, if y changes quickly, then the discrete system may be chaotic. Having a chaotic system as a forward problem implies that one can expect difficulties when considering the inverse problem. Therefore, our first goal is to stabilize the forward propagation process. To this end, we propose a continuous time dependent processes that generalizes Equation (2.7).
General stability of ordinary differential equations (ODE's) apply for this process and in particular, it is easy to verify that the system of ODE's is stable as long as the real part of the eignevalues of K are not positive. A second well known problem is vanishing derivatives. This implies that the eigenvalues of K have a strong negative real part. Note that if the eigenvalues of K are imaginary, then no decay of the signal occurs, and no vanishing gradients are expected. This can aid in choosing and initializing the network parameters. Many discretization techniques can retain the network stability (assuming that the continuous network is well posed). Perhaps the simplest discretization of this ODE is the forward Euler method, leading to the discrete dynamical system
which is stable as long as δt is sufficiently small and K does not contain positive eigenvalues. This generalizes residual networks to a continuous process that is amendable to numerical modeling.
Space-time formulation
We now combine the space-time interpretation and the classification to give the deep CNN a continuous interpretation. We assume to have continuous (in space) data and a mapping from this data to the 0 th feature space y 0 . The feed forward problem can now be written as
Here, D j are differential operators that correspond to the order of the differential equation to be solved and the dimension of the problem. For problems in 2D with 3 × 3 convolution kernels D j are given operators up to second derivatives in each direction. The learning problem can new be formulated as a path control problem. Assuming we have different initial conditions {y (1) 0 , . . . , y (s) 0 }, our goal is to generate a dynamical system that separates these conditions into classes. Let g(W, y (1)) be a classifier. For example, a simple classifier can be represented by the integral
obs be the label of the data.
The simplest learning process using L 2 misfit function can now be formulated as a control problem of the form
It is easy to change the learning criteria from L 2 to others such as soft-max but for simplicity we discuss the L 2 criteria. Although we never work in the continuum, the continuous model can aid in a number of ways. First, it gives a framework to solve the problem that is shared with many other fields such as optimal control, data assimilation, weather forecasting and path planning. It allows us to borrow some of the algorithms used in these fields in order to have efficient computations. Most importantly, the continuous mathematical structure allows us to use a continuation model in time (which corresponds to adding hidden layers) and in space (multi-resolution). This can help to significantly reduce the computational cost as commonly done in other space-time control problems.
Calculation of sensitivities and optimization
Equation (2.9) can now be used to generate an efficient learning process. To do this, we briefly discuss the computation of the sensitivity matrix and our choice of optimization algorithm.
, that is, Y j is a matrix that contains the states at time step j for all training examples. Using the explicit formula (1.1), it is straight forward to verify that the derivatives of Y j+1 with respect to K and to Y j are
where the operation vec(Y) rearrange the matrix Y into a vector. As usual, derivatives can be obtained in a forward or a backward manor using the chain rule.
It is important that the matrices in Equation (3.13) need not be formed or stored. A matrix-vector product can be efficiently computed by noting that, for an arbitrary vector V, we have that
This implies that we can compute matrix vector products using dense-dense operations on many samples. Similar expressions can be obtained for the computation of matrix vector products of the transpose of the matrices with a vector.
Let us now consider the solution of the optimization problem of minimizing a loss function with respect to the classification weights W, the convolution stencils s, and the biases.
While it is possible (and common) to use stochastic first order methods, we use stochastic second order methods. Advantages of second order methods have been recently explored in [3] and in [14] . We use the Gauss-Newton-CG method on large batches of data.
At each iteration of the method we compute the gradient and approximately solve the Gauss-Newton system using conjugate gradient.
It is important to note that no Hessian or Jacobian is computed explicitly and only matrix-vector products are needed for the computation. Also, Newton-type methods do not require a "learning rate" or momentum and they naturally scale, which makes the optimization algorithm much more robust. We refer to [3] and in [14] for an elaborate discussion.
Multiscale optimization and mesh continuation
Understanding how to move between different scales allows us to construct efficient algorithms that use inexpensive coarse mesh representations of the problem in order to initialize the problem on finer scales. This is similar to the classical image pyramid process [5] and multilevel methods that are used in applications that range from full waveform inversion to shape from shading [18] . The idea is to solve the optimization problem on a coarse mesh first in order to initialize fine grid parameters. The algorithm is summarized in Algorithm 1.
Solving each optimization problem on coarser meshes is cheaper than solving the problem on finer meshes. In fact, when an image is coarsened by a factor of 2, each
Algorithm 1
1: Restrict the images n times 2: Initialize the convolution kernels and classifiers 3: for k = n : −1 : 1 do
4:
Solve the optimization problem (2.12) on mesh k from its initial point
5:
Prolong the convolution kernel to level k − 1
6:
Update the classifier weights 7: end for convolution step is 4 times cheaper in 2D and 8 times cheaper in 3D. In some cases, such a process leads to linear complexity of the problem [16] .
In order to apply such algorithms in our context, we need to address the transformation of the coarse scale operator to a fine scale one. This process is different than classical multigrid where the operator on a fine mesh is given, and a coarse scale representation is desired. As previously discussed, we use the classical multigrid result to transform a fine mesh operator to a coarse one
(4.14)
In the classical multigrid implementation, one has a hold on the fine scale operator K h , and the goal is to compute the coarse scale operator K H . In our application, throughout the mesh continuation method, we are given the coarse mesh operator and we are to compute the fine mesh operator. In principle, there is no unique fine scale operator given a coarse scale one; however, assuming that the fine scale operator is a convolution with fixed stencil (as in the case of CNN), there is a unique solution. This is a classical result in Fourier analysis on multigrid methods [16] . Since (4.14) represents a linear connection between K h and K H , we extract n 2 K equations (where n K is the size of each convolution kernel) that connect the fine scale convolutions to the coarse scale ones. For a convolution kernel of size 3 2 and linear prolongation/restriction, this is a simple 9 × 9 linear system that can be easily solved to obtain the fine scale convolution. A classical multigrid result is that this linear system is well-posed. Assuming that the coarse mesh is a n K × n K stencil and that the interpolation is linear, the fine mesh stencil is also a n K × n K stencil which is uniquely determined from the coarse mesh stencil.
Examples
In this section we demonstrate the potential of our method using the MNIST dataset that consists of 60,000 labeled images each with 28 × 28 pixels.
Since the images are rather coarse, we use only two levels. To obtain coarse scale images the fine scale images are convolved with a Gaussian, and restricted to a coarse mesh using the operator introduced above. This yields a coarse mesh data consisting of 14 × 14 images. We randomly divide the datasets into a training set consisting of 40, 000 images, and a validation set consisting of 20, 000 images. In all experiments, we choose a CNN with 2 layers and a least-squares classifier. We first choose random kernels, and then solve for the classifier weights. This is a simple convex problem that requires little computations and can be solved on the entire data set. We then compare the improvements in classification after the computation of the kernels.
For comparison of the different methods, we train the CNN on the fine level. The pure fine level training error reduces the objective function by about 62.4% from about 0.218 to 0.082. The classification accuracy on the testing set is increased from 82.9% to 96.7%.
Multilevel CNN Training
We demonstrate the computational benefit of coarse mesh training compared with only training the fine mesh CNN. The first step is coarse mesh training. To this end, we restrict the fine mesh feature maps to the coarse mesh using the operator R introduced above. We then we performed 10 iterations of a block coordinate descent methods that first approximately solves the convex problem for the classification weights, and secondly approximately solves the nonlinear optimization problem for the kernels using two-iterations of a randomized Gauss-Newton with a batch size of 10,000 images. Doing so reduces the coarse mesh objective function by approximately 62.8% from about 0.212 to 0.081. The classification accuracy measured on the validation set increases from 82% to 96.4%.
In a subsequent step, we use the coarse mesh result as a starting point for the fine mesh problem. To this end, we compute the equivalent fine mesh operator for the coarse mesh stencils using the algebraic techniques introduced above. We then solved for the classification weights and finally used the Gauss-Newton method.
Using the prolonged stencil gives an initial (essentially free) reduction of the objective function of 35.5% from around 0.218 to 0.147 (correspondingly, the classification accuracy on the validation set improves from 87% to 92% ). Due to the good starting guess, the fine mesh problem converges relatively quickly and yields 
Coarse Mesh Classification using Fine Mesh CNN
We demonstrate that using the continuous formulation we are able to classify coarse mesh images using a fine mesh CNN without using fine mesh convolution and any coarse level training. This is important for efficient classification on mobile devices etc.
First, we restrict the classification weights and kernels obtained on the fine mesh using the restriction operator explained above. Here, we use the results from the single-level fine mesh learning (thus, the coarse mesh data was not used). On the coarse mesh images, we apply the CNN for 20,000 randomly chosen images from the data set. This way we obtain a classification accuracy of 84.1% without training on the coarse data and without using any fine mesh convolutions. As to be expected due to the coarsening of the data the classification is less accurate than using a CNN trained on that resolution.
In our experience, the consistent prolongation of the kernel is of key importance. In the example at hand, using the restricted classification weights with the fine mesh kernels gives an accuracy of 81.8%, which is inferior. Note that prolongating the kernels does not involve any significant computation (runtime with our prototype implementation was 0.03 seconds).
Conclusions
In this work, we have explored a new formulation that allows learning across scales. The foundation of our approach is the embedding of deep CNN's in nonlinear partial differential equations. This mathematical structure allows the use of multilevel approaches that are commonly used for the numerical solution of partial differential equations. This approach enables us to define coarse and fine mesh convolutions that are consistent with coarse and fine scale images. We then use our approach in two ways. First, we demonstrate that it is possible to use coarse representation of the images to learn the convolution kernels and prolong them into the fine representation of the same images. The prolongation uses either the differential form of the convolution kernel, or the interpolation and restriction matrices that are used to interpolate the images. A second consequence of our work is the ability to learn the kernels on some fine resolution and then restrict them to any resolution, allowing the use of trained results on fine images to be used on coarse ones. This can have a significant advantages for problems where memory is an issue confusion matrix correctly classified as "83089517" incorrectly classified as "69599339" Figure 4 : Classifying coarse mesh images using fine mesh CNN. Top shows confusion matrix for restriction of fine mesh CNN. The restriction allows to classify coarse data with an accuracy of around 84.1% without coarse mesh training or fine mesh convolution. Clearly the restriction leads to a loss of information and problems in the classification of similar digits as can be seen in the bottom plot. and interpolation of images or videos is not practical. Casting CNN's as an optimization problem with differential equations can give a different representation of the kernels, and to explicitly regularize the problem and obtain further insight into the field.
