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Symmetry is an amazing property of our world. It appears prolificacy in 
man-made and natural objects. Hence, symmetry detection is an important work 
which can help to locate and recognize many kinds of objects, such as face and 
vehicle. 1 here are two types of symmetries: rotational symmetry and reflectional 
symmetry. In this thesis, we focus on the latter one. When the center of an object 
is set as the center of an image, such a global reflectional symmetry has been 
solved with sound theory. However, how to detect the symmetry objects in the 
local areas of images is still very challenge, because there are too many parame-
ters to be determined: the axis' location, length, rotation in image plane, and the 
sizes of the objects. In this thesis, we present a novel framework for multiple re-
flectional symmetric regions detection in real images. First, we design a fast op-
erator to measure the symmetry. Then based on the extracted edge image, the dila-
tion and erosion operations are applied to potential regions. Finally, the symmetry 
axes are derived based on the weighted Principle Component Analysis (PCA) al-
gorithm. The experiments based on the proposed algorithm show encouraging re-
sults on real images even in the cases with small size local symmetric regions and 
complex backgrounds. 
In many situations, symmetric objects might not appear absolutely symmetric in 
image plane, such as the face images with different pose. In general, an image is 
the result of the projection from 3D space to 2D image plane. Therefore, when 
objects rotate in deep direction, their symmetric properties w i l l be changed in the 
projected image. What is this changing? In this thesis, we study this problem. 
Through geometric analysis in general camera model, a projective symmetry in-
variant (PSI) is deduced, which is independent on the shape parameters of objects. 
Besides, the relation between the PSI and the rotation angle in depth is character-
ized by the cotangent function. We analyze this property in detail and apply it for 
face pose estimation, and then we try to implement an automatic system. First, we 
design an efficient and robust eye detection algorithm to correct the face rotation 
in image plane. Then, we adopt a powerful scale-invariant Hough transform to 
detect the face components. Finally, the eye-corners are determined precisely, with 
which we can calculate the PSI of the faces and estimate their poses. 
i 
The most significance of PSI is to analyze the symmetry in a single image. It can 
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1.1 Reflectional Symmetry Detection 
Symmetry [49] is a salient and prolific appearance feature in man made or nature 
objects. It has attracted much attention in computer vision and pattern recognition. | 
Symmetry detection has potential significance for general object detection, track- || 
ing, and recognition. In practice, it has been applied for face detection [55] and \ 
vehicle following [56]. Rotational symmetry [46][48][57] and reflectional sym- ( 
metry are the two commonly studied symmetry types. f 
• _ I 
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Figure 1.1 Left: rotational symmetry; Right: reflectional symmetry. 
Reflectional symmetry is defined as an invariance of reflection to one straight line, 
denoted as reflection-symmetric axis. Many researches were concerned with re-
lleclional symmetry detection. According to the features used for symmetry de-
scription, they can be classified into two main categories. One is based on edges 
and shapes of the objects [50][52][53][59][60]. The main advantage of this cate-
gory is that the edges and shapes are very efficient in computation; while the dis-
advantages of them include 1) the edges and shapes are not effective conditions 
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Ibr symmetry without successful segmentation; 2) when the background is com-
plex and the objects are small, the symmetry of edges and shapes wi l l be undis-
tinguishable; and 3) stable edge detection is still an unsolved problem. The other 
category mainly uses the region-based techniques, e.g. complex comments [47]， 
Fourier-Mellin representation [58], gradient orientation histogram [45], and global 
optimization with genetic algorithm [54]. The former two were used to detect 
global symmetries with rotations and they both have the assumption that the cen-
ter symmetries must be the center of images. To remove this constraint, Sun pro-
posed a fast symmetry detection method with gradient orientation histogram [45]. 
It has the property of object location invariants but can only work in the cases 
with simple backgrounds. By using the genetic algorithm, Kiryati and Gofman 
proposed a global optimization approach to detect only one dominant local sym-
metric region in gray level images [54]. Smoothness constraints of its objective 
function and the initialization for small symmetry areas are still the bottlenecks. 
By taking into account the position, symmetry scale, axis length, and orientation, 
reflectional symmetry detection problem faces the challenges in accuracy, robust-
ness, and efficiency. Moreover, in many cases, the size of the local symmetric re-
gion is very small and background is complex, which make the problem more dif-
ficult. To tackle these issues, in this thesis, we propose a general approach to de-
tect multiple local reflectional symmetric regions in a gray level image. First, a 
region-based operator is proposed for efficient symmetry measurement of the 
points; then a serial of morphologic operations are conducted to select the poten-
tial regions and group the symmetry centers; finally we apply weighted Principle 
Component Analysis (PCA) algorithm [51] to detect the local symmetry axes. 
1.2 Research Progress on Face Analysis 
Face is a kind of typical symmetry object. Also, face analysis is a traditional task 
in the fields of image processing and pattern recognition. In this thesis, we are 
going to apply symmetry technologies for face analysis. This session gives a brief 
introduction of this field. 
Mainly, there are three topics about the face analysis: face detection, face align-
ment. and face recognition. Recently, pose estimation is also paid attention to. To 
construct an automatic face recognition system, face pose estimation wi l l be very 
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necessary because 75% of faces in real images are not completely frontal. 
1.2.1 Face Detection 
Face detection is the first step of an automatic face system [15] [16]. Given a still 
or video image, detecting an unknown number of faces is a challenging task. It 
involves locating faces with no prior knowledge about their locations, scales, rota-
tions, pose, with or without occlusions. Facial expressions and lighting conditions 
also change the overall appearances of faces. Early efforts in face detection have 
dated back as early as the beginning o f the 1970s. In those early days, researchers 
focused on the knowledge-based analysis. Their technologies made explicit use o f 
face knowledge to extract low level features and fol low the classical detection J 
methodology. Following the advances of pattern recognition theory in the last \ 
decade, face detection is addressed as a general classification problem. Research- |； 
ers believe that face and non-face can be classified by some simply and implicit 
features with training and scan-testing strategy. There are some worthy work ^ 
about frontal face detections in recent years. 丨: 
> Rowley et. al presented a neural network-based upright frontal face detection 
system [20]. A retinally connected neural network is trained to examine small ；' 
windows of an image and decide whether each window contains a face. The ‘ 
feature is the intensity values in the window directly, after processing histo- ^ 
gram equalization. n 
> With similar feature, Sung and Poggio proposed an example-based learning 
approach [17]. They model the distribution of face patterns by means o f a few 
view-based face and non-face model clusters. An input-image is mapped into 
the model based on different feature vectors. A trained classifier determines 
whether or not a face exists at the location of the image. 
> Also with intensity values, Osuna et. al used the SVM (support vector ma-
chine) [23] and Roth used the SNoW (sparse network o f winnow) learning 
architecture to do the classification [22]. 
> L iu combined input-image, its I D Harr wavelet representation, and its ampli-
tude projection as feature vector, Modeling the face and non-face as multi-
variate normal distribution, a Bayes classifier applies the estimated condi-
tional PDFs to detect frontal faces in images [19]. 
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> Among kinds of algorithms, Adaboost with a cascade scheme is most famous. 
Viola et. al. proposed an integral image to extract Harr-like features very fast, 
and then select a small number of them with Adaboost algorithm to construct 
a strong classifier [21]. At last, they use a cascade scheme to accelerate the 
detection computation. Their system is very fast and robust, which has the 
best integral performance. 
_國 
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Figure 1.2 Examples of face detection. 
Summarizing the appearance-based algorithm, there are still two problems tradi-
tionally. One is feature selection, the other is model selection. Considering the 
heavy computation load, researches tend to use the intensity values directly or 
avoid complicated computation. However, more simple features are used, more 
sensitive model we obtain for all kinds of variances, such as expression, rotation 
in depth or plane, illumination condition, etc. The commonly-used models are all 
induce learning algorithms so that they have limited learning-capability. And with 
the simple features, the variances of face are difficult to be normalized. In the Vi-
ola's work, features are selected within thousands of dimensions by the Adaboost 
learning algorithm. However, it still needs to use multi-models to deal with 
multi-view faces [24]. So, how to extract more semantic features efficiently needs 
to be paid more attentions. 
1.2.2 Face Alignment 
Commonly, the results of face detection only provide raw marks in images. It is 
not enough for further face analysis. Accurate localization of representative points 
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of a face is important for extracting good features, which in turn is important for 
achieving successful applications, such as face recognition, synthesis, and meta-
morphosis. To address this topic, i.e. face alignment, there are two famous works. 
One is Elastic Bunch Graph as shown in the upper-middle of Figure 1.3. This ap-
proach searches for facial points on the whole image with Gabor features and uses 
the distortion of the graph to adjust the feature points, so that it can tolerate a cer-
tain degree of pose and expression changes. Unfortunately, this procedure is 
time-consuming and requires heavy computation. The other is Active Shape Mod-
els (ASM) and Active Appearance Models (AAM). The face is marked by a set of 
key feature points as shown in the upper-left of Figure 1.3. There are two kinds of 
statistical models in ASM: global shape model and many individual local feature 
points' models. After setting an initial shape for an input image, an iterative ap-
proach is used to improve the fit of the instance. 
1. Examine a region of the image around each feature point, with the local fea-
ture point's model, to find the best matched one. 
2. Estimate the transform parameters of global shape from the new shape to a 
reference shape, including scale, rotation, and translation. 
3. Inverse the new shape with the transform parameters. Compare this result 
with the reference shape to obtain a deformable parameter. 
4. With the training results of the global shape model, apply a constraint to the 
deformable parameter to guarantee a stable face shape. 
5. Set the constrained deformable parameter to the reference shape and carry out 
the above transform, consequently update the initial shape of the next itera-
tion. 
6. I f not converged, return to step 1. 
Considering more, A A M combines constraints on both shape and texture in its 
characterization of facial appearance. 
5 
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Figure 1.3 Examples of face Alignment. 
These algorithms have some essential problems. 
> The iteration needs a reasonable stop-criterion or explicit objective function 
in theory. 
, A b o u t the local feature point's model, it is an optimization of low dimension 
objects, so it is not easy to guarantee its accuracy. 
There is some extension work focus on these problems. Besides, the global model 
is trained with frontal faces database commonly. It has no enough robustness for 
the face rotated in depth because that kind of face shape exceeds the constraints of 
this model easily. For the pose problem, Fan and Sung adopted a feature points 
correspondence map (FPCM) to present the relation between two different pose 
face and proposed a pose-invariant alignment algorithm, and its accuracy, as show 
in the bottom row of Figure 1.3, is need to be improved. 
1.2.3 Face Recognition 
Face recognition is one of the typical pattern recognition problems. Given an un-
known face as input, the task of face recognition is to determine its identity 
through a one-to-many comparing with all the known individuals in the database. 
The recognition system usually returns the N most similar reference faces to the 
test face. The main challenges include not only those uncounted in face detection 
and alignment, but also the change as shown in following figure. 
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(d) Session changes (e) with/without decoration (f) With/without occlusion 
Figure 1.4 Examples of face appearance changes under different disturbing factors. 
There are a lot of algorithms addressing this topic. [36] [34] [35] [33] [32] gave sur-
veys in different periods. Here we just introduce some classical algorithms briefly. 
> Eigenfaces 
The Eigenface method (PCA) developed by Turk and Pentlend [38] [37] is a 
major breakthrough for the topic of face recognition. The method uses the 
Karhunen-Loeve Transform to produce a most expressive subspace for face 
representation and recognition. 
产 LDA or Fisherfaces 
Inspired by the Eigenface approach, linear discriminant analysis (LDA) is one 
of the most important classification algorithms, which is adopted for face 
recognition [40]. By defining between- and within-class variances for differ-
ent people, the goal is to find a subspace which maximizes their ratio. 
> Bayesian Face 
Different from PCA and LDA, the Bayesian algorithm casts the face recogni-
tion task into a binary pattern classification problem with the two classes, in-
trapersonal variation and extrapersonal variation, modeled by Gaussian dis-
tributions [39] respectively. 
As \、e know, i'ace is conceptually reflectionally symmetrical, which should be a 
useful clue for face analysis. In practice, this point has not been used effectively 
mostly because of the face rotation in depth. In the 3D space, a face is rotated in 
deep direction and mapped to an image plane in which the face is no longer 
absolutely symmetric. In this thesis, we also study the situation in the camera 
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model and deduce a useful invariant property which is independent of the depth 
distance from the focus to the middle point, the offset from the middle point to the 
reference axis, and the symmetry size of these two points. Besides, the invariant 
property and the rotation angle in depth have a simple relation with the cotangent 
function. At last, we apply this property to conquer the problem of face rotation in 
depth. 
1.3 Organization of this thesis 
The rest of this thesis is organized as follows. Chapter 2 presents the proposed lo- . 
cal reflectional symmetry detection method. Chapter 3 analyzess the rotation of !| 
symmetric point pair in camera model. In chapter 4 and 5，we apply the result of | 
chapter 3 for the face alignment algorithm. Chapter 4 contains the pre-processing | 
• ’ 
of face analysis, in which we propose an efficient and robust eye detection algo-
rithm and adopt a scale-invariant Hough transform to locate the face component. | 
In chapter 5, we align the key points with the symmetry property deduced in ；|；；' 
•i： 








Local Reflectional Symmetry 
Detection 
2-1 Proposed Method 
2.1.1 Symmetry measurement operator 
In real images, objects are not absolutely symmetric to their axes with pixel re-
Heclional computation due to the affections of illumination, object distortion and j 
images quality, in this section, the symmetry is measured as follows. For a center | 
p o i n t ( x , a circle with radius r is used to decide whether the region is sym- ！ 
I 
metric, as shown in the Figure 2.1(a). To reduce the computation, we use only the 丨 
points on the circle to measure the symmetry. It is obvious that the smaller is ther， 
the more reasonable is the approximation. For better accuracy, we add some con-
centric circles as shown in Figure 2.1(b). 
rf^、 ^ 
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Figure 2.1 Symmetry measurement, (a) one circle; and (b) multiple concentric circles. 
Assume a diameter with angle d separates the circle into two point arrays {p,} 
and {^ }， / = 1，2，"-,M，where and 仏 are gray level values at the geometry 
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symmetric point pair, and M is the number in each array. Then, the symmetry 
Sc{x, y, 6) is defined as: 
M 
1=1 
‘ 丨 " ' . 1 丨 丨 厂 「 《 ' . 丨 ( 2 - 1 ) 
minO,.，仏）min(/7,,^,) 
Spipn(i.) = ] „ ^ ， 
E p丨一q丨. 
where is a truncation threshold. 
2.1.2 Potential regions selection 
As described above, the symmetry measurement does not have scale and rotation 
invariant properties. To alleviate the brute-force computation in every angle and 
scale, we first search for some potential regions. 
Symmetry points are rich in images. Smooth areas satisfy the symmetry meas-
urement, but mostly they are background or only parts of them have symmetry 
axes. Here we conduct the morphologic operations on edge image to obtain the 
potential regions. We use Sobel operator and apply it in separated blocks by using 
adaptive local thresholds to obtain the edge images, which makes the result more 
robust. Denote the derived edge image as五，we perform the dilation and erosion 
operations as: 
d (2-2) 
where 0 and 〇 are dilation and erosion operation respectively, MS{*) is 
morphologic structure operator and its parameter is the operator size. Thus, r, 
and are the sizes of dilation and erosion operation respectively, and their range 
is set asr < r j < r ^ < 2 r in our experiments, r^ is less than . 
The goal of dilation is to combine the close edges to potential regions and that of 
erosion Is to remove the lonely edges and big scale shapes. Considering the com-
putation of dilation and erosion, we use a small fixed operator only. For different 
scales, we reduce the size of image by some proportion, such as 1.2’ and again 
perform the above morphologic operations with fixed r, and . As shown in 
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Figure 2.2, the left is edge images in each row. When the object is big, its edge or 
profile expands widely. After dilation, there are still leaks in its center as shown in 
the upper row of Figure 2.2. is greater than r^ so that we can remove all 
edges after the erosion. Thus, nothing is selected within the images of big resolu-
tion. In the downsampled images, there are no potential regions until the contour 
are suitable in the small size images. In Figure 2.2, the right one in the bottom row 
contains the detected potential region. 
j / 「 / 
I / 
1 Down sample / Dilation Erosion 
i I I ^ 
& O D 
Figure 2.2 Potential regions selection from multi-resolution morphologic operation. 
2.1.3 Detection of symmetry axes 
Denote the potential regions as PR，then 
PR = {{x,y)\E^ix,y) = \ ] . (2-3) 
We conduct the symmetry measurement operator in Eq. (2-1) within PR and on 
original image, where 6 is preset. 
1 lov. 10 dcieci local symmetry axis is the key problem for symmetry detection. Let 
ES,=[{x,y)\{x,y)^PR & Sc[x,y,0) , 
PRD=ES 丁® MS{r), (2-4) 
PR,=PR^QMSirJ. 
We set a symmetry threshold 7]Jo select the candidate symmetry centers ES^, 
and e in Eq. (2-4) means that a dilation operation with size r^ is performed on 
each ES丁 so that the close points are grouped into a new region PR^. By using 
the same method as in Section 2.1.1, we erode them to obtain shrunk potential re-
gions PR, , in which we detect a local symmetry axes. Figure 2.3 shows the de-
tails of the whole procedure. 
11 
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Figure 2.3 (a) A cropped image; (b) Potential region; (c) symmetry measurement; (d) 
Threshold truncation; (e) Shrunk local region. 
Denote the point array in the shrunk local region as 
‘where ( x , . P R j & Sc�x”y丨，0)< T^ (2-5) 
where N is the length of the array. In the following, we introduce how to ap-
ply Principle Component Analysis (PCA) to detect the axes. Considering s, as 
the weight for each point, we conduct weighted PCA as follows. 
Mean points: 
M = (2-6) 
5」ti^ b' JJ/ '•=• 
Covariance matrix: 
Eigenvalue decomposition: 
• r— — 
C 由'二又丨 7 / = 1,2, (2-8) 
_办」 L办」 
；I, is the eigenvalue and [由,，办,f is the corresponding eigenvector. The eigen-
value measures the information richness of orthogonal direction. Assume 
then is the principle direction. In this paper, the conditions for 
symmetry existence include: : , (2-9) 
\arctg(dyj dx^)-0\<T/ 
where T\ is the threshold characterizing the energy ratio between two orthogonal 
directions, and T, is the difference limit between the angle of principle direction 
12 
and the preset angle. When the conditions are satisfied, the symmetry axis is the 
line segment represented as 
L (2-10) 
min ix^dx, + y^dy^) < A < max [x^dx, + y^dy^). 
(太‘’乃） 
For more robustness with a high threshold, we use an iteration to test the above 
weighted PCA as following table. 
I ‘ ~ 
丨 Step 丨：In (2-5), i f N is too small, end the iteration; 
Step 2: Process (2-6), (2-7) and (2-8); , 
Step 3: I f (2-9) is satisfied, go to step 4; else，reduce T^ and go to Step 1; 
Step 4: Obtain a symmetry axis with (2-10). | 
^ ― — — — I 




2.2.1 Parameter setting and analysis i 
As described above, there are some parameters to be set for the whole algorithm. ^ 
First, in Section 2.1.1, we use two concentric circles and set their radiuses as 5 | 
and 3 respectively. And in F斗(2-1), the truncation threshold Sp- is used to al- j 
Icviaie ihe effect of few asymmetry point pairs in symmetry areas. Oppositely, it J 
also reduces the measurements of asymmetry areas. Figure 2.4 shows the effect of j 
v a r i a n t i n which the example is the same as in Figure 2.3. In the following 
experiments, we set Sp-二 0.6 experimentally for more distinguishing and con-
tinuous axes. 
^ w w w 
(a) (b) (c) ⑷ 
Figure 2.4 Effect of varying : (a) original image; (b) =0.3; (c) Sp—=0.6.’ 
and (d) Sp„ ,=\ .0 . 
In Section 2.1.2，the morphologic structure operator MS(r) is set as disk with 
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radius r . Asr < < r‘, < 2r, we set r^ = 7 and =9 to obtain less regions con-
taining axes. With Eq. (2-4), we shrink the potential regions. T⑵ is set as 0.15. 
The MS{r, ) can be set as line with angle 6 and r； = 2 . In the procedure of 
weighted PCA, T入=90% and Tg=5\ which seems strict but are appropriate 
for the detections of regular objects, such as circle, square, and triangle. As 
shown in Figure 2.5, green lines are symmetry axes of the objects. The reasons 
affecting their accuracies are: 1) image size reducing and recovering; 2) the size of 
symmetry measurement is small, so that the interval of angles is big; 3) inaccu-
racy caused by PCA. 
• B • 
⑷ (b) (c) 
Figure 2.5 Detection of regular objects,没=90°. 
2.2.2 Experimental Results 
We illustrate two experimental results as shown in Figure 2.6. In the experiments, 
0 is selected from 70' to 110' because mostly we care about vertical symmetry 
objects, such as faces. There is a salient face in Figure 2.6(a). The background is 
eumplex and also contains symmetries. In Figure 2.6(b), there are six small size 
laces with different rotation angles. We mark the symmetric regions with red rec-
tangles and their center axes. It is encouraging that all faces can be detected by 
several scale symmetry measurement operators and their axes are very close. Be-
sides, some symmetry regions are also detected in the following situations: 1) The 
regions contain symmetry objects; 2) The regions are parts of some objects and 
contain symmetry without close contour; 3) The regions are not symmetric due to 
failures o f local region selections in complex background. 
Searching in different scales and scales is robust but time-exhausting. Our ex-
periments were conducted on a PC with 1.50GHz Pentium(R) IV CPU and 256M 




Figure 2.6 Experimental results of local symmetry detection. 
Table 2.1 Efficiency of experiments 
Image Image Size Symmetry Number Time (Seconds) 
Figure 2.6(a) 320x240 12 4.062 
:n-TgL7ix"2~6(bT Y\ 4.235 
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Chapter 3 
Global Perspective Reflectional 
Symmetry Detection 
There is another situation about the symmetry appearing in images, skewed sym-
metry. Its two halves do not completely match to each other even though we know 
the object is symmetric with prior knowledge. Skewed symmetry is caused by 
some kind of distortion of the symmetry objects, for instance, the symmetry ob-
jects is rotated in deep direction in the 3D space and mapped to the image plane. 
In this chapter, we study the camera model, which give a way to analyze the vis-
ual mapping from 3D space to 2D image approximately. Here, we can find there is 
t i l l an invariant property in the mapped image when a symmetric object rotates in 
the 3D space. 
3.1 Introduction of camera models 
A camera is a mapping between the 3D world (object space) and a 2D image [44]. 
> The basic pinhole model 
>-4 >-" 
, , 1 z 、 “ ： ： ^ 
/ J ^ fY/Z 
X IT P Z 
Z v / “ / \ principal sxis ^ 
\ camera Z ’ / centftr / 
^ imaoe plana 
Figure 3.1 Pinhole camera geometry. C is the camera center and p the principle point. 
The camera centre is here placed at the coordinate origin. Note the image plane is 
placed in front of the camera centre. 
This model is the most specialized and simplest camera model. Let the centre of 
projection be the origin of a Euclidean coordinate system, and consider the plane 
Z = / ’ which is called the image plane. Seen the Figure 3.1, a point in 3D space, 
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( X , Y , z y， i s mapped to the point on the image plane, 
{ X J , Z ) - ^ { f X / Z , f Y / Z ) . (3-1) 
This linear mapping can be written in terms of matrix multiplication as 
/ f y\ 
PH ⑷「/ 4 v \ 
Y Y 
= — . / y = f 0 (3-2) 
〔 i j " L 」 ( i j 
> Principal point offset 
“ ycam 





Figure 3.2 Image (x, v) and camera (x訓’X训,）coordinate systems. 
The Eq. (3-2) assumed that the origin of coordinates in the image plane is at the 
principle point. In practice, they may have an offset, 
f x \ ⑴ 
( J X + Z p ^ | 7 Px 01 y (3-3) 
-> JY + Zp^, = f p, 0 ^ , 
t z J 1 0 
where { p ^ P y Y is the coordinate of the principal point in image plane. 
> CCD cameras 
The pinhole camera model just derived assumes that image coordinates have 
equal scales in both axial directions. In the case of CCD cameras there is the addi-
tional possibility o f having non-square pixels. When considering different scales, 
the general form of the calibration matrix of CCD camera is 




> Finite projective camera 
For added generality, we can consider a calibration matrix of form 
'a, s Xo 
K= >^0 • (3-5) 
1 
The added parameter s is referred to as the skew parameter. The skew parameter 
wi l l be zero for most normal cameras. 
3.2 Property of Symmetric Point-Pair. 
1 lerc, ue apply the camera model to analyze the symmetric object rotated in depth. 
The principle point is assumed to be the center of image plane. And then we con-
sider two symmetric points simply. The following figure is the top-view of the 
camera model, so the image plane is seen as the x-axis. C is the origin of the 
coordinate system. The two symmetric points have the same distance, r , to their 
middle point. These three points are mapped to the image plane as point L, O, R, 
respectively. For all in Figure 3.3, f is the focus distance and Z is the distance 
from the middle point to the focus point. When there is no rotation in depth as 
shown in Figure 3.3(a) and (b), it is obvious that \0L\ = \0R\ even there is an 
offset, Xo, from the middle point to the Z-axis. 
N a N, ‘ 




N a � 
(c) ⑷ 
Figure 3.3 Top-view of symmetric point pair in camera model. 
Considering a rotation in depth, <9, as shown in Figure 3.3(c) and (d)，we can ob-
tain 
\OL\ = \CL\-\CO\= 
Z-rsme Z (3.6) 
_ . r {Zcos没+ :CoSin6) 
Z ( Z - r s i n < 9 ) ” ’ 
and 
丨吟丨匸命丨吟 f . (rcosO-x,) + ^ x , 
_ cos^ + xpsin 0) 
~ Z ( Z + r s i n ( 9 ) . 
OL and \OR have the same numerator, so 
J 1 _ I Z s m O 
'0R\~\dL\~ f{Z cose+ x,s\ne)' (3-8) 
In the above equation, we can find that r disappear in the calculation. Z， /， 
(9, and are constants in an image. So, the above equation is constant. We call 
it as projective symmetry invariant (PSI) hereafter. In Figure 3.3(d)，if the mid-
dle point is on the right side of principle axis, we can deduce with the same 
method 
J 1 = IZsmO 
0R\ \0L\ 一 /{ZcosO-x^smO) 
Further, i f 
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1 — / ( Z c o s ^ + Xq sin 6) 
1 1 “ IZsine 
圳 . (3-9) 
OL OR f 1 f.x“ f 1 
0L\-\0R\ 2 2 Z 2 2 
Here, Z and x。also disappear, \C0\ is the distance from the mapped middle 
point to the origin or Y-axis in the image plane. There is only one undetermined 
parameter、/ , in the equation. The condition is that we need to know the middle 
of the symmetry pair points. More generally, i f the offset of principal point is con-
sidered, we need to add it to the right side as 
丄 = = Z 丄 
PSI 2 ^ 2 隱 
Further, ctg0 is a large value when 9 is small, so 
We can ignore the item of right side as 
p^r 1 1 ! 1 2 , , 
一 i " 7 = i t g e (3-11) 
OR OL Lctge f 
3.3 Analysis and Experiment 
3.3.1 Confirmative Experiments 
For testing the obtained results, we conduct a simple experiment. Eight frames 
with different poses are selected from a video as shown in Figure 3.4. We label the 
eye corners manually and estimate their angles in depth. Hence, we have two 
symmetric point-pairs for each image and we assume their middle points have a 
same horizontal value. 
• •國圓 
(a) 8。 (b) 16° (c) 24° (d) 32° 
2 0 
j j u i i u 
(e) 40。 (f) 48° (g) 56° (h) 64。 
Figure 3.4 Eight frames of different poses and their angles in depth. 
Denoting the four corner points asjc,, x ” x〗，and from left to right, we can 
obtain the fol lowing equation to calculate the middle o f eyes, m , according to the 
Eq. (3-2) to Eq. (3-8) for each image. 
— ! _ = — ! L _ . (3-12) 
m - X, Xj -m m-x、 x^-m 
And from (3-9), we can obtain 
(m-x,)(x,-m) I ( m - x , ) ( x , - m ) 1 1 ^ ^ (3-13) 
2\_(m-X2)-{Xj-m) -m) 2 
Plotting the y-angle figure, we can find that it is a cotangent-like curve. Here, 
(0,少/ = 1，2，...，8 are given, so that we can fit them as the following polynomial 
to estimate the parameters f and x ^ in a least-squares sense. 
y = ictg0 + x 咖丨. (3-14) 
The results are f = 150.8367 and x^^^ =120.0873. We also plot the figure of 
this cotangent function in the following figure. 
• MMUM^A^S • 
1000 """"•~. 1 1 r -III' r •  I • I —-[ A 
\ cotangent curve 
900 • 1 • 8 points ^ 
800 • 1 - ^ 
700 • I • ) 
， \ •， 
soo. \ _ 
400 • \ • 
餐 汽 
300 • X ^ ^ -
挪. •？ 
Figure 3.5 y-angle figure. 
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For each y of the eight points, we calculate the angles in the cotangent curve. 
Table 3.1 illustrates the results. 
Table 3.1 Error of estimation angles 
- —F igu re^ . 'S—" [ " (a ) (b) (c) (d) (e) (f) (g) ( h ) ~ 
Y 688.0 322.2 259.0 225.1 249.0 229.6 180.1 142.8 
Estimation A n g l e Z 6 2 0 5 3 5 J ^ 3 4 . 6 51.5 73.2 
Real Angle 8 16 ^ 32 40 48 ^ 64 
Absolute Error 0 4 ^ ^ ^ ^ 9 . 2 
Note: Absolute Error =丨 Real Angle - Estimation Angle | 
Mean and standard deviation of the absolute error is 6.2380 and 4.1721, respec-
tively. The error is mainly caused from the errors of the label points. When the 
face rotates in depth too much, some eye corners are occluded such that we might 
not label them correctly. And we can observe that the errors are sensitive to the 
results here. On the other hand, the real angles are also the estimations from hu-
man, so the results are still acceptable. 
3.3.2 Face shape generation with PSI 
With Eq. (3-11)，we can generate face shapes of different PSI from a frontal tem-
plate. Looking at Figure 3.6(a)，we have the left side of left eye and mouth at the 
beginning. The right side of the left eye is generated from its left side according to 
the above symmetry property, and the rest of the face can be generated with the 
same method. 
In this problem, the length of one side /, and the PSI are given. The length of the 
other side is to be calculated. According to Eq. (3-11) 
丄 - 丄 见 . (3-15) 
/丨 
Here, there is something to be noted. I f PSI >0, it means /？ > • However, one 
thing might happen. When /, is so large that j<PSI, wi l l be calculated as 
a negative value, which is unreasonable. So, we'd better make PSI a negative 
value and generate the shorter half from the longer half. Deducing Eq. (3-15) 
2 2 
1 - A 
to — • 
2 \-l,'PSI 
Obviously, / j < /,. It is easy to proof that is a monotonic increasing function 
o f /丨 when PSI < 0. And its limitation is 
lim /，= l im = — . 
/丨〜2 /丨一i — PSI 
These properties are all explainable. 
Hence, we need to consider the direction of rotation during the pose generation of 
face shape. As shown in Figure 3.6, the face shapes of different poses are gener-
ated from the red part to the rest. When the face looks at left ride, we generate it 
from left to right. Oppositely, form right to left. 
々 I <0> <0 O <c> O < 0 > 。 < 0 0 
<d:> <3 <0 <=> 
(a) PSI=-0.005 PSI=-0.010 PSI=-0.015 PSI=-0.020 
0 C> O O O < 0 O o i、4> 
c > c > c > c > ::|> 
PSl=-0.020 PSI 二-0.015 PSI=-0.010 PSI=-0.005 (b) 
Figure 3.6 Face pose generations with different values of PSI. 
For the faces in real images, we can generate a face shape according to its PSI to 
simulate it. Before it, the SPI needs to be adjusted i f the sizes of real faces are 
different from that o f the template because 
J L = (3-16) 
a/ j alj oc 
where a is the ratio between the sizes of real faces and the template. Figure 3.7 
illustrates the simulation results of the 8 frames. The shapes all look like the real 
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I PS 丨=-0.0045 T ^ W t t ' ^ m PSI-0.0052 
。o ^ ^ f f y 。 。 
画 P S I 2 O 0 8 3 履 PSI=-0.0154 
Figure 3.7 Face shape generation with PSI. 
3.3.3 Error Analysis 
The limitation o f geometry based approaches is that they are sensitive to the loca-
tion errors o f feature points. Here, we can estimate the tolerance ability with PSI. 
Firstly, we assume there are no affections of |C0| /2 + x訓 in Eq. (3-10) and Eq. 
(3-11). In other words, the middle point is on the principle axis. So 
PSI =2-tg9/f is a tangent function exactly. Because f is still an undeter-
mined parameter, we use PSI to grade the poses instead of 6. Set a constant 
to /,, / j can be calculated with (3-16). Here, we give a detailed case, /, =50 
pixels. The range of PSI is [-0.005’ -0.020] and there are two different normal 
steps respectively: -0.001 and -0.002. With (16)，we can obtain two sets of 
/ / = 1,2，.... Calculate their interval respectively as 
and plot the figure o f PSI 一 A/ j • 
2 4 
PSI step: -Q.OOI Z ” 
辛 PSI Step: -0.0D2 ^ 
2.5 - V 
2 - ^ ^ -
Figure 3.8 PSI-Al^ figure. 
In the Figure 3.8, we can estimate the tolerance ability of error location. Since the 
relation between PSI and 0 is characterized by a tangent function, we should 
see the upper curve when 9 is small. As shown in the Figure 3.8, the tolerance 
error is 2-3 pixels. However, when 6 is large, the value seems very sensitive to 
the pose variant. 
Further, when|C0| /2 + x,^^ is concerned, as mentioned in Eq. (3-11)，this affec-
tion can be ignored when 6 is small, and when 6 is large, it w i l l affect PSI 
much. So, even i f faces are in the same pose in 3D space, they wi l l have differ-
ent PSI when they are mapped to different position of the image. Oppositely, 
faces in an image have a same PSI and they look like similar, but they might not 
be a same pose in 3D space because of the adjusting between f-ctgOU and 
+ in Eq. (3-11), which also happens in the appearance based ap-
proaches. 
Thus, to design a complete face pose estimation system, what we need is not only 
a precise detection o f feature point, but also a good camera calibration. 
3.3.4 Experiments of Pose Estimation 
To test the performances o f face pose estimations, we apply the PSI to a 3D face 
database, in which includes 100 people. The 3D faces o f each people are rotated 
and projected to a plane by computer. The rotations cover degrees from -40 to 40 
2 5 
with interval o f 10 degree so that we can still see the eyes. Their eye-corners are 
labeled subjectively by human, and then we choose one of the people as refer-
ences as shown in Figure 3.9 
B S H H ^ l H P 9 
_ _ ^^m ^ ^m ^ ^m m^ 
^ ^ S ^ B 10 20 30 40 
-10 -20 -30 -40 
Figure 3.9 Reference of 3D face rotations 
The PSI and sizes of these reference images are stored. For any other face as input, 
we compare its PSI with those of reference images and choose the most similar to 
compute the rotation. The detail step includes: 
Input a face 
Step 1: Compute the PSI—t of the input with Eq. (3-8). 
Step 2: Loop the reference faces. 
Step 2.1: For any one of the reference, resize the input to make them have a 
same size according to the coordinates of the eye-corners. 
Step 2.2: Adjust the PSI input of input with Eq. (3-16) because of the size 
change. 
Step 2.3: According to Eq. (3-11)，we can estimate the rotation with, 
Step 2.4: 0一丨=argmi+一, 一〜,1 
^mput J 
The test result is illustrated in the Figure 3.10. The average error of the pose esti-
mation is about 8.63 degree. The errors on different angles are plotted in the figure 
below. The reasons caused to such errors consist of: 
> Labeling problem. It is impossible to label the eye-corners at the exact points 
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and PSI computation is also sensitive. 
> Projection problem. The face images are projected from the 3D objects in 
computer whose projection is an approximate perspective projection. 
, 1 1 . — — , — — , … — f 祭 等 渴 _ 
Figure 3.10 Pose estimation results of the 3D database. | 
p 
Furthermore, our method is tested in real images. We collect the face image in the 
UMIST face database [43]. This database consists of face images of 20 peoples. '([ 
Each of them covers a range of poses from profile to frontal views. We collect 297 ^ 
images, in which the eye-corners can be labeled, and set the following 7 images as | 
references. •‘ 
1•籠醒 i 
Figure 3.11 References for real image rotations ,3 
With the above method, we just use PSI to classify the rest of faces. The following 
figure illustrates the results. The first face in each cluster is the reference. We can 
see that the results are acceptable. 
隨 艘 麵 龜 
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Figure 3.12 Pose estimation results of the real images. 
3.4 Summary 
In this paper, we study the symmetric object rotated in depth under general camera 
2 8 
model and deduce a projective symmetry invariant (PSI), which only depends on 
the focus length and the horizontal offset of principle points for different rotation 
angle in depth. Based on this property, there are two contributions for face pose 
estimation in this chapter. Firstly, it provides a reliable function to describe the 
relation between SPI calculated in image and face rotation angles in depth, which 
is confirmed with extensive experiments. For the problem of pose clustering ac-
cording to the angle in depth, PSI is distinguishable when the rotation angle is 
small, while it is still sensitive to error locations of feature points and affected by 
the parameters of camera model when rotation angle is great. Even though, the 
second contribution is that PSI can be used to generate the pose-like shape of face, j 
which provides more heuristic for face alignment for non-frontal pose. In chapter ^ 
4 and 5, we design a new method for automatic face pose estimation. Chapter 4 J 
contains the pre-process of face analysis, in which we propose an efficient and 么 
robust eye detection algorithm and adopt a scale-invariant Hough transform to jj 
；丨 
locate the face component. In chapter 5, we locate the feature points and apply the ^ 








Pre-Processing of Face Analy-
sis 
4.1 Introduction of Hough Transform . 
I 
Hough transform [12][9] is a standard and powerful shape detection algorithm. | 
For an arbitrary shape, generalized Hough transform (GHT) [13] was proposed to | 
handle it. Traditionally, there are two main steps in the process of GHT: ^ 
> Construction o f reference table (R-table) jj 
. ；! 
R-table is used to describe generalized template shape. Firstly, the shape is 了 
analyzed to many pairs (invariant features, relative positions of points). The [ 
/ 
invariant features are extracted from their corresponding points and play im- \ 
portant roles o f entries o f R-table. A reference point is preset to the template, \ 
• I 
thus each point has its relative position to it. For any invariant features, a list 
；I 
is constructed to record the possible cases o f the relative positions. j：' 
> Detection wi th accumulator I 
After edge detection, possible edges points are scanned. With their invariant 
features, we can enter the R-table to obtain the list of relative positions. And 
then we calculate the real positions and vote in the parameter space. Besides 
the real positions, other information such as scaling, translation, rotation, etc, 
may be included in this parameter space, which depend on the design of in-
variant parameters. 
GHT faces two serious problems. One is the capacity of the parameter space. In 
the last decade, all kinds o f shape transforms have been considered in the GHT, 
The dimension o f parameters is increasing to describe those complex transform. 
Recently, researchers have challenged the affine-invariant GHT [6][14]. As we 
known, there are six parameters in the affine transform to describe the 
non-uniform scaling, rotation, shearing, and translation. Large dimension parame-
ter space needs to occupy huge memories during the detection procedure. Some 
3 0 
adaptive or hierarchical strategies were proposed to alleviate this problem [11][6]. 
The adaptive strategy is a coarse-to-fine idea. The hierarchical detect some pa-
rameters firstly for example translation, and then the others. 
V = 「 、 e 0 Y COS 〜她。” sin<9_"。”"|p] +「/x,— 
y _ 0 h^SCALE _ L—SIN《。她。” COS 0如a如„」L少」J 
_ _ y'f- '(x'.y') 
•、 ~： V 
ty " 
(a) translation (b) non-uniform scaling -
— q O ^ I ！ 
I n 
_ L U : 
(c) rotation (d) shearing J 
Figure 4.1 Geometery operation of affine transformation. 
> 
i 
The other problem is the computation complexity of edges points scanning. In or- ) 
der to extract some complex invariant features, it need more than one point, for \ 
example n ’ and i f there are m edges points, the scanning times is such a huge 
?J 
number of combination C : totally. For this problem, randomized GHT is a fa- '' 
3丨 
mous idea. It believes that the objects have more probabilities to get voting in the J 
random selection of the points' combinations. 
Face is a particular object. Empirically, we can give such an acceptable assump-
tion. Without rotation in plane, face maintains edge direction invariance in the 
transformation o f non-uniform scaling. In other words, any frontal face can be 
transformed form a template by non-uniform scaling. [8] proposed a 
scale-invariant GHT. In this thesis, we adopt their idea. Firstly, we propose an eye 
detection method to correct the rotation of face. The detected eye positions also 
provide some prior information to handle GHT's problems. 
4.2 Eye Detection 
In order to reduce the number of parameters in Hough transform, an eye detection 
procedure is conducted firstly, and then the rotation of face can be corrected by 
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the detected eye positions. Eye detection is a crucial step for face recognition. 
Many related methods have been developed in the last decade [2][4]. Commonly, 
detection o f eye consists of two steps. (1) Locating face and eye windows; (2) Eye 
detection from eye windows. And there are many factors affecting the detection 
performance, such as face rotation on the plane or in depth, face expressions, dif-
ferent hairstyles, wearing glasses, illumination condition, etc. In this thesis, we 
propose a robust method to detect eyes after face detection. 
4.2,1 Coarse Detection 
m 
Like locating eye windows in the former methods, we propose a coarse eye detec- | 
tion method based on edges. After the face detection, eyes are located in the upper j 
pan of the face rectangle empirically. As the coarse face module shown in Figure j 
4.2, the red marks are the results of face detections, and the green lines can locate J 
two eyes in the upper-left and upper-right rectangles roughly. ^ 
f 
十 +十 I圓M l W M 
I i M H 
Figure 4.2 Coarse face module. ：) 
r * 
Comparing with the former methods, we adopt horizontal edges to decide the eye 
positions further. So, we choose Sobel operator to take an edge detection proce-
dure. After til lering the faces images by the 3x3 modules in Figure 4.3, we obtain 
the horizontal and vertical gradients values at each pixel (x, y). Here they are 
denoted as G„ (x, y) and Gy (x, y)，respectively. 
"T] ~~m I 1121 1 
~ r -1 -2 ~T 
Figure 4.3 Sobel Operator. Left: Horizontal; Right: Vertical 
Simply, the absolute gradient and the angle and be defined as the following equa-
tions: 
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Gix,y) = ( G „ i x , y f + G , { x , y f ) , 
(4-1) 
(X, y) = tan-' (G, (x, y)/G, (x, y)). 
And then a threshold is needed to truncate the great G(x,y) to decide the edges. 
Commonly it is set as a low value or related to mean of all G{x,y) as following. 
threshold = k. ~~！~ V V G{x, y), 
rnxn^y 
where m and n are the size of the image, k is an adjustable parameter. How-
ever, eye detection challenges many problems as mentioned above. Edge detection 
is also affected much. In order to improve the robustness, we accept a percentage 
of pixels as edges. In other words, we try to find such a threshold to satisfy fol-
lowing conditions: 
set* = { ( X ， 力 力 > threshold] 
« set / . (4-2) 
鄉ylmxn、= percentage 
l-igure 4.4 illustrates some comparing results of edge detections. 
m m m m m 
j^^^SaCTji Mg^s^sro ^^SjS^^S 
國 • • 國 • 
_ _ _ _ _ 
Figure 4.4 Edge detection in face images. Upper row: original image; Middle row: with 
a low threshold; Bottom row: with a points percentage. 
Besides, we set a horizontal condition of the angles blew so that the edges can be 
that o f face components (eyes, eyebrows, etc) more possibly. 
《如(1，力<45° or 〈《如(^ ;，力<225° or评(x，力 <315。. (4-3) 
After that, we select the edges in the eyes rectangles. Here they are denoted as 
{x,,/，X,/}" = l，2’...，W/，and = where I and r mean 
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left eye and right eye respectively. Now, the coarse eyes positions, (x,’y,) and 
(X，yr) are decided by their mean values: 
1 ^ 1 ^ 
爪/ ;=i 讲 / /=1 
(4-4) 
1 "'r J 爪 r 
^r 7=1 讲r y=l 
And the variances are also useful for the following procedures. 
7 7 
、'出二 — ' � ) y ( W / -1)，var) , / = 炉 y " ， 
「 ； - (4-5) j 
v a r ^ 广 厲 - 〜 ， v a r " = yrf jirn.-X). ； 
U H H i H 丨 _ • •
Figure 4.5 Results of coarse detections. 丨 
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4.2.2 Refine the eyes positions 1 
Locating the precise eye positions is the further work. Traditionally, there are two 
kinds o f methods. One is based on eye templates to locate some corners or inter-
esting points [1], the other is detecting the intensity change in the projections 
functions [3]. Considering sizes and qualities of the images, the applications of the 
former is limited. Here we adopt the latter method. Something different is that we 
crop small patches, according to the coarse eye positions, to do the projection. 
WBBaB^m iPMUB^M m m m i u k ^ pmmmims^ 
_ _ _ _ 
L _ K"^ 丨 n m ^ i i m n i ^ m m 
3 4 
Figure 4.6 Crop the eye patch. 
As shown in the Figure 4.7, the sizes of the cropped patches are 
I k / a r ^ i ^ l k / a r y , and x I k / a r ^ ^ , where k^ and k^ are const pro-
portion parameters. To alleviate the horizontal affection such as hairstyle, cheek, 
we try to set the width small and just concern about the vertical affection, such as 
eyebrows, glasses. 
睡 謂 f T 1 
^mm^: ^ ^ T : I 
^^帽」…；”d—. Eye I 
I. . . •___ ！ 
Figure 4.7 Projection of eye patch. ^ 
Suppose /(x,y) is the intensity of a pixel at position (x,y), We implement the ‘ 
horizontal integral projection in interval [XpXj，which is defined as ‘ 
H(y) = 2(^55-I(x,y)). (4-6) 、 
In the Figure 4.7，we can see the figure of H(y). There are two peaks correspond ] 
to the eyebrow and eye. By a step-size A:咖/^广厂 we scan the H(y) and look for ； 
two maximal successive peak as the y-position of eyebrow and eye. There are 
some results in the following figure. 
睡 mm mm 
IB • • 
Figure 4.8 Results of eye detection. 
4.2.3 Experiments and Analysis 
To collect a set o f experiment data, we choose 2853 images from the FAFB sec-
tion in FERET face database [41][42] and let them go through a face detection 
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system. Selecting the successful cases，we obtain 2619 frontal faces, which in-
clude different conditions, such as races, illumination, wearing glasses, and a little 
rotation in plane. In the FAFB section of FERET database, the centers of face are 
marked manually, so we can compare the detected results with them. To normalize 
the errors, the differences between the detected and the marked are divided by the 
distances between two eyes. Figure 4.9 illustrates the statistical histogram of the 
normalized errors in vertical and horizontal directions. 
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Figure 4.9 Statistical histogram of eye detection. 
In the above figure, we can see the variance in horizontal direction is wider than 
that in vertical direction. It is because that we didn't adjust the horizontal posi-
tions in our methods. Our goal is to find a way to correct the rotations of faces. 
Locating the vertical positions o f eyes is enough to do it. The following table 
show s the average errors of the above figure. We can see that is just several pixels 
difference from the marked points, averagely. 
Table 4.1 Average normalized Error 
Left eye Right eye 
^ y ^ y 
E i r 0.0370 0.0557 0.0514 0.0580 
3 6 
Err‘‘Average (pixels) 2 . 4 0 8 4 3 . 6 7 0 8 3 . 3 8 7 4 3 . 8 2 2 3 ^ 
Remark: The distances of eyes have the following statistical data. 
Average = 65.9026pixels; Standard deviation = 10.4058 pixels 
And in the Figure 4.10, we can see that the proposed method has the robustness 
against different expressions and hairstyles. 
8_ 
n ^ n n m m ^ n n : 
圓 
Figure 4.10 Results of eye detection. 
4.3 Face Components Detection with 
GHT 
As mentioned above, the rotation of face is corrected with the detected eye posi-
tions. In this section, we implement GHT to detect the face components including 
eyebrows, eyes, nose, and mouth. Empirically, the relation between shapes of dif-
ferent faces is non-uniform scale transformation, mainly. Thus, there are four pa-
rameters need to be decided in the detection. They are the position of objects 
(O^.Oy) and the scale coefficient in two orthogonal directions . 
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4.3.1 Parameter Analyses 
(At,. A^ I )、、、卞,A ) . , ) OS, AY,�<S,A.v,]�����,Z>,AY2.<S',A>’2) 
Referent Point 
(a) Template (b) Detection 
Figure 4.11 Scale-invariant GHT. 
[81 proposed a strategy to handle this kind of necessary. As shown in the Figure 
4.11(a)，directions of edge pair,(没丨，<92), are used as the entry of R-table and their : 
related positions，(Ax„ A;;,, Ax^, Ay^) 'w i l l be recorded. In the procedure ofdetec- 、 
tion，（<9i，《）is extracted form the edge pairs of real image. With it, we can ob- : 
tain a set of (Ax„ Ay,, Axj, Aj^j) from the R-table. For any one of these related 
positions，we can calculate the corresponding parameters and . 
y^-') i 
民 a n d & 
AXI-AX2 ) AVI-A少2 
4.3.2 R-table Construction 
R-Table 
Parti Part 2 i f ^ W 1 I 
z 一 Z … … 
t 參 . — ... Z � � ” 
二 I … j … 
Part 3 W f i W | 
(a) Template (b) R-table construction 
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Figure 4.12 R-table construction. 
As shown in Figure 4.12(a), the template is extracted from a real image. The 
method of getting directions of each points is same as that in Section 4.2.1. Since 
we have a robust eye detection method before the Hough detection procedure, we 
can also add some useful prior information to construct the R-table. See the Figure 
4.12(b), the face shape is separated into three parts: 1) left eye and eyebrow; 2) 
right eye and eyebrow; 3) nose and mouth. Two points in different parts are com-
bined and recorded their related positions according to their directions. There are 
two advantages in this way. 
1. Reduce sizes of the lists in R-table, which can improve the efficiency in the 
following detection procedure. 
2. Avoiding computation errors caused by two close points. In Eq. (4-7), there are 
div isions to calculate the and S、,. Low value denominators, which mean 
iwo close points, wi l l cause computation errors. 
4.3.3 Detection Procedure and Voting Strategy 
Firstly, the edge detection method is same as that in Section 4.2.1. After the eye 
I 
detection, we can separate the face into above three parts based on a general pro-
portion of components of human face. Selecting two edges points in different , 
parts, we search the R-table according to their direction pair and find the list of ‘ 
I 
related positions. For each item in the list, the parameters are calculated with Eq. 
(4-7)，and then we wi l l vote such a result in the following strategy. 
To record the voting situation, we construct two 2-dimension weight spaces, 
and ) , and a voting space , are constructed 
whose size are all equal to that of the original image. When one 
is calculated, we vote: 
= + (4-8) 
It is reasonable that we add a small weight when a large size object is found and 
add a large weight when a small size object is found. Besides, we set a 
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range o f voting permission according to the size proportion between the real im-
age and the template, so that the variances of the scales are limited. After voting, 
we can scan one of the weight spaces for a peak, whose position is the 
reference point o f the object, and its two scales are 
(4-9) 
S、=V、P.”P、.、/J¥、XP”P>’、. 
I'igure 4.1.3 illustrates a result. Figure 4.13(c) and (d) are the histograms of the 
weighting spaces. We mark the face components in the template as Figure 4.14， 
and then in the detection result, we can adjust the rectangles' position and size 
with and 
IM i P ^ ^ ^ ^ l l : 
M l P 『 叫 " ‘!| ！^丨 
X 遍 
(a) Original Image (c) W 肌 0 》 
(b) Edge (d) 
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Figure 4.13 Voting results of HT. 
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Figure 4.14 A result of face component location from template. 
4.3.4 Experiments and Analysis 
In these experiments, we select a set of frontal faces from the FERET face data-
base. To test the performance of the HT alone，we mark the centre of eyes and 
mouth and correct the rotation of faces manually. And then, these faces go 
through a face detection system. Selecting the successful cases, we obtain 2241 
frontal faces from 2390 images, which include different conditions, such as races, 
illumination, wearing glasses, etc. After the HT, six face components rectangles 
are detected. We compare the centers o f eyes' and mouth's to the marked points 
with fol lowing equation. 
dx - (^d 一 •^m )/i^nghleve 一 ^lefleye )， 
(4-10) 
= (yj 一 少,” )/i^Hfilueye — ^hfleye ). 
where, {x^ ,y^) is coordinates of the detected rectangle and is the 
marked point, x 邮 吻 e and x,咖乂忍 are the x-coordinates o f the marked points of 
right eye and left eye, respectively. Their subtraction, the distance between two 
eyes, is a normalized item, so d^ and dy are normalized errs. Figure 4.15 illus-
trates their statistical histograms. 
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Figure 4.15 Normalized errs histograms. Upper row is for left eye; middle row is for 
right eye; and bottom row is for mouth. 
Table 4.2 shows the averages of their absolute values. 
Table 4.2 Average normalized Error 
Left eye Right eye Mouth 
J Y ^ y ^ Y 
E^r 0 . 0 4 4 6 0 . 0 8 0 4 0 . 0 5 2 9 0 . 0 7 5 2 0 . 0 3 6 1 0 . 1 0 5 5 
'~Err*Average (pixels)2.67744.82563.17574.51552.16716.3333 
Remark: The distances of eyes have the following statistical data. 
Average = 60,0317 pixels; Standard deviation = 0.4395 pixels 
To test the robustness o f HT, we select some particular examples. Looking at the 
Figure 4.16，upper row consists of different expressions, middle row shows some 
rotations in deep, and the bottom row is in rigorous illuminations. Even though, 
the results are also satisfied. 
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Figure 4.16 More results of face component location. i 
Using HT, there is some problems need to note. 
> In general, HT is used to detect rigid shapes. Face is a kind of nonrigid shape 
obviously, which affects the concentration of voting. So it is not a good idea 
to add dimensions of scales or rotations to construct more precise voting 
space. Thus, any randomized voting methods are not suitable for face. 
> HT is an edge-based algorithm. I f most of edges is detectable, the object can | 
still be located, which shows powerful robustness against different illumina-
tion conditions. Oppositely, i f some parts of edges are missed, the perform-
ance is also affected. For example, some people's eyebrows are not very clear 
sometimes. In this case, the edges of eyes wi l l be voted as that of eyebrows' 
because they have similar directions. See the following figure. 
•
K ^ ^^m 
n ^ ^ M j g E a O l B B H l • k ^ b qFigure 4.17 Imperfect results of face component location. In the Table 4.2, we can find the detected points are gre ter than the marked 
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points. That is one of the main reasons. 
> Face components are located according to their related positions in the tem-
plate. Scales just adjust their sizes in vertical and horizontal directions sepa-
rately. In other words, there still uses a global template to match faces. It is 
difficult to obtain more precise locations. To overcome this problem, we need 
to pay more attention to local parts' analysis. The inverse of HT provides 
many conveniences on it. However, it is not an easy work, yet. In the last 





Pose Estimation with Face 
Symmetry 
5.1 Key points selection 
As discussed in precious chapter, the global template cannot suit the variance of 
faces. To alleviate this problem, we need to focus on the local-analysis. Here, the ； 
face model is labeled with 60 key points. As shown the Figure 5.1, we set the | 
green rectangle around the key points in order to enlarge their areas and add them 1 
into the R-table. | 
Figure 5.1 Local area in face template. 
Recalling the previous chapter, we obtain the reference point of the de-
tected face after the invariant Hough transform. With Eq. (4-9)，the scales S; 
and 5； can be calculated. Add small variances to the reference point to limit the 
voting area and scales as 
尸厂A p，《尸 , + and尸厂A。叫〜， （；” 
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we repeat the voting procedure. Figure 5.2 illustrates some results. 
I p 、 明 ！ . 贫 ; ， 
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Figure 5.2 Results of re-voting procedure, (a) and (b): Results of re-voting procedure; 
(c) and (d): eye points' selection. 
During the re-voting procedure, we adopt a scheme to separate eyes because there 
are more significant edges in the eyes and they can be used to reduce the affec-
tions of noises. 
Step 1. For any supporting case of Eq. (5-1), set another condition to its two 
points, and . I f /^ 太,’少,）belongs to eyes and 
尸2 (>2’ 少2) mouth, vote the pint of 尸2(^2，少2) 
Step 2. In all possible points of mouth, select the top N according to their 
votes. With these N points, we can retrieve the eye points with the condi-
tion in step 1. 
Two results are i l l u s t r a t e d Comparing with Figure 5.2(a) 
and (b)，we can find that some noise points can be removed. 
5,2 Face Pose Estimation 
5.2.1 Locating eye corners 
As shown in Figure 5.1 we give numbers for the points around eyes, so that we 
can know the points with indices in the results of last section. Based on these, we 
wi l l crop the eyes with a rectangle more precisely. The (1^ 8^} are used to 
decide the right side, ( 2 - 4出} to the top, {4出，5出，6出} to the left, and 7 , 
8出} to the bottom. Each side is adjusted by the mean points and standard devia-
tions of its corresponding set. 
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For the eye corners, we refer to the edges again. In the cropped eye patches, the 
most left and the most right edges are treated as the eye corners. 
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Figure 5.3 Results of eye-corners' location 
5.2.2 Analysis and Summary 
Locating the eye-corners is a difficult work. Though the Hough transform can 
give candidates for each local point, they expand too widely to alignment and 
some local points might be lost sometimes. See the following figure. 
IJ "^m 
Figure 5.4 Candidates for each local point around eyes. 
One reason is that face shape is complex and non-rigid and different poses affect 
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the angles of edges too much. The other reason is in the construction of the tem-
plate. Described in last chapter, we use a real image to design the R-table. The 
advantage of it is that we can use same methods to handle the template and the 
other images. The drawback is that it introduces noise-items to the R-table. De-
signing a template manually is of course a considerable scheme, but it must give 
attention to the method of edge detection and angle calculation. Traditional meth-
ods of edge detection include some strategies to make the edges thin, with which 
at least half o f significant points are ignore. So, how to determine the edge points 
for Hough transform needs very careful work. And i f these strategies are given up, 
we wi l l pay much more computations for it. These are all our future work. 
Hence, we just apply a very simple method to locate the eye-corners in last sec-
tion. It works very well under normal illuminations. 
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Chapter 6 
Conclusions and Future Work 
In this thesis, we focus on the symmetry, a widely existing property in our world, 
and mainly complete three works. 
> Detecting symmetry is the first step. How to detect local symmetry in image 
is a very challenging tropic. Firstly, complete symmetry detection needs solve 
many freedom parameters: center location, reflectional shape, symmetry size, 
rotation in plane, etc. In this aspect, we concern more on the efficiencies of 
the detection algorithms and try not to using brutal scanning. On the other 
hand, il lumination condition and affection of background make the problem 
more diff icult. How to separate objects and backgrounds apart is not easy, 
even. These two aspects depend on each other. In this thesis, we apply the di-
lation and erosion operations to the edge map and extract the potential regions 
in which edges are concentrated. And then a weighted Principle Component 
Analysis (PCA) is adopted to determine the parameters of reflectional sym-
metry. Experiments show that the proposed method can extract the symmetric 
region from complex background. However it is still an unsolved problem. 
The two steps need to be combined more close to improve the robustness. 
> In the second work, we analyze another situation about symmetry. When the 
symmetric objects in 3D world are mapped to 2D image plane, they don't 
appear absolutely symmetric mostly because of rotation in depth. Even 
though, they are still symmetric object in human mind. What is the formation 
o f this kind o f symmetry? Analyzing it in general camera model, we deduce a 
projective symmetry invariant (PSI) for a given rotation angle in depth. The 
relation between the 1/PSl and the rotation angle in depth is a cotangent func-
tion, in which we need some parameters of camera model. This is a very sig-
nificant property. For face, a typical symmetry object, we present its applica-
tion in face pose estimation and give some useful conclusions. Firstly, PSI can 
be a very useful tool for face alignment. In chapter 3, we do some experi-
ments o f face shape generation and we believe that it can give more heuristic 
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for face al ignment of non-frontal faces. Secondly, PSI is still sensitive for face 
rotation of large angle in depth. In the future work, we wi l l add more infor-
mation to improve the performance, and more analysis in theory is necessary. 
> Since we have a useful property, SPI, we design an automatic system for face 
pose estimation in the third work. After face detection, we present an efficient 
and robust eye detection method, with which the face rotation in plane can be 
corrected. And then a scale-invariant Hough transform is adopted to locate the 
face component. In this algorithm, the scales of horizontal and vertical direc-
tion are free parameter so that it can tolerate the proportion changing caused 
by face rotation in depth. According the located local points, we crop the eyes 
more precisely and determine the eye-corners with edges. At last we can es-
timate the face shape with PSI. This method can work very well under normal 
illuminations. To improve the robustness, we need to design the template of 
Hough transform more carefully and propose more detailed alignment algo-
rithm for non-frontal face. These are our future work. 
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