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Abstract 
This thesis reports on the application of the Kelvin probe in materials science and in 
particular on the study of metal and semiconductor surfaces in both ambient and UHV 
environments. The concept of the work function φ and its importance as a parameter in 
materials science is discussed in the context of novel technological applications. The 
various methods to determine the work function are reviewed. The main measurement 
technique used here – the Kelvin probe - is described in detail.  
The Kelvin probe measures local work function differences between a conducting 
sample and a reference tip in a non-contact, truly non-invasive way over a wide 
temperature range. However, it is an inherently relative technique and does not provide 
an absolute work function if the work function of the tip (φtip) is not known. Therefore, 
a novel technique has been developed to measure φtip with the Kelvin probe via the 
photoelectric effect, thus combining the advantages of both methods to provide the 
absolute work function of the sample surface.  
High and low work function surfaces were generated as target materials for a novel ion 
source based on hyperthermal surface ionisation: oxidised rhenium exhibits the highest 
work function of 7.15eV at a temperature of ~900K whereas the lowest work function 
of ~2.54eV was measured on lanthanum hexaboride, LaB6. The process of thermal and 
hyperthermal surface ionisation (SI, HSI) as well as the generation of hyperthermal 
molecular beams is discussed and a model of the surface ionisation process is developed 
to estimate its efficiency. Experimental data of SI and HSI are presented. 
The application of the Kelvin probe for the detection of defects and impurities in 
semiconductors, namely iron contamination, is demonstrated via two methods based on 
the measurement of the surface photovoltage. We find that both methods yield a lower 
surface potential and surface charge for iron contaminated wafers compared to a clean 
sample and therefore can be used as an indicator for chemical contamination on 
semiconductor surfaces. 
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Chapter 1  
Introduction 
This thesis reports on applications of Contact Potential Difference (CPD) measurements 
via the Kelvin method [1] in materials science. It focuses on two important areas: 
(i) the production and characterisation of polycrystalline metal targets for advanced 
mass spectroscopy systems and, 
(ii) the detection of defects and impurities in semiconductor substrate wafers. 
For the characterisation of these materials a novel Scanning Kelvin Probe (SKP) was 
employed, compatible with both air and Ultra-High Vacuum (UHV) environments. The 
SKP directly measures surface parameters such as changes in work function φ and 
surface potential ψS that are directly related to the state of the specimen surface. Any 
change in the electrical character of the surface, e. g. due to the adsorption of atoms, 
molecules, ions or absorption of photons, will reflect in a change of these parameters. 
Major advantages of the Kelvin method include its wide temperature compatibility (2-
900) K, application in air, vacuum and liquid environments and its non-contact, non-
destructive nature. 
The first project was carried out in collaboration with the UK’s Defence Evaluation and 
Research Agency (DERA). The aim of this project was to produce and characterise 
surfaces optimised for Hyperthermal Surface Ionisation (HSI), an alternative to Electron 
Impact (EI) ionisation for a novel mass spectrometer system. Analytical merits of this 
technique include very high sensitivity and substantially reduced amount of cracking 
products. This considerably simplifies the identification of molecules with high 
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molecular weights. This novel analytical technique therefore has potential applications 
for the detection and identification of trace amounts of explosives, drugs and in 
environmental sensing. 
The second issue is of tremendous practical importance as defects and impurities in 
semiconductors, notably iron, are a major cause for concern in current wafer-scale 
semiconductor processing. Even minute amounts of impurities can alter the electrical 
characteristics of semiconductor devices considerably [2]. Because of its very high 
sensitivity to surface condition, the Kelvin probe, extended by Surface Photovoltage 
(SPV) measurement, is considered as an ideal tool for the detection of semiconductor 
defects and chemical contamination. 
In this chapter we give a brief introduction into the issues covered in this thesis. In 
chapter 2 we treat the concept of the work function φ and review the various techniques 
for its measurement. In chapter 3 we discuss a novel approach to measure the absolute 
work function of metals and semiconductors by combined Kelvin probe and 
photoelectric effect measurements, thereby combining the advantages of both methods. 
Chapter 4 comprises a work function study of polycrystalline metal surfaces in order to 
determine the optimum conditions necessary to generate high and low work function 
surfaces required for the production of positive and negative ions via HSI, respectively. 
In chapter 5 we discuss the principle of Surface Ionisation (SI) and HSI as well as the 
generation of hyperthermal molecular beams and demonstrate the generation of positive 
and negative ions via SI and HSI. Finally, in chapter 6, we outline the theory of the 
surface photovoltage for both dc and ac light injection and demonstrate the application 
of the Kelvin probe to detect defects and chemical contamination in semiconductors via 
SPV measurements. 
KELVIN PROBE MEASUREMENT MODES 
The Kelvin probe is usually described as a vibrating capacitor device [3] that is used to 
measure the work function difference between a reference electrode (the Kelvin probe 
tip) and the sample under investigation. However, its technical realisation [4, 5] allows 
a much more versatile use of the device which may therefore be described in more 
general terms as a current sensing device. We will briefly describe the different 
measurement modes the Kelvin probe can be operated in and which were used in the 
projects of this thesis. 
The basic electrical circuit of the Kelvin probe is a simple capacitor arrangement where 
the sample under investigation and the reference electrode of the Kelvin probe form the 
two plates (A and B) of this capacitor, see figure 1-1. 
d0 tip 
sample A
Figure 1-1. Schematic of the basic Kelvin probe showing the capacitor arrangement of 
the reference tip and the sample separated at a distance d0, the external 
electrical connection and the meter sensing the current in the circuit. 
This Kelvin capacitor can thus be described by the equation for an ideal parallel plate 
capacitor: 
0
0
d
AC r
εε= ,  1-1
where C is the capacity of the arrangement, ε0 is the permittivity, A is the area of the 
capacitor plates and d0 the distance between the plates. The dielectric constant εr is 
assumed to be equal to 1 for measurements in air or vacuum. 
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The capacity of the arrangement is related to the electrical charge at the plates Q and the 
voltage across the capacitor V by 
CVQ = .  1-2
The current I that is sensed by the Kelvin probe as shown in figure 1-1 is defined as  
dt
dQI = .  1-3
Therefore, a current can be induced in the circuit by either a varying capacity or voltage 
which can be described by combining equations  1-2 and 1-3 to the equation given 
below by 
.
dt
dVC
dt
dCVI ⋅+⋅=  1-4
The first part of the equation, 
dt
dCVI ⋅= , describes the conventional contact potential 
difference (CPD, VCPD) measurement mode where VCPD is constant and the reference tip 
is vibrated with respect to the sample plate thus producing a varying capacitor. This 
mode is explained in more detail in chapter 2. 
The second part of equation 1-4, 
dt
dVCI ⋅= , where the capacity is held constant, allows 
to measure externally induced changes in the work function or surface potential of the 
sample. This mode was used to measure changes in the surface potential in 
semiconductors via sine wave modulated light injection. This change in the surface 
potential of semiconductors with illumination is based on the phenomenon of surface 
photovoltage (SPV). Measurement of the SPV, as discussed in chapter 6, can give 
valuable information about potential contamination and defects in semiconductors. 
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Further, the Kelvin probe can be used to directly measure a flow of charge between the 
plates induced by electrons or ions. This third mode was utilised for photoelectric effect 
measurements, see chapter 3, and for the collection and measurement of ions created by 
SI and HSI, see chapter 5.  
HYPERTHERMAL SURFACE IONISATION 
Hyperthermal surface ionisation (HSI) is a novel ionisation technique that has been 
extensively investigated by Danon and Amirav [6]. The characteristics of this technique 
make it very attractive as an ionisation source for mass-spectrometric applications. By 
using suitable target materials HSI becomes extremely sensitive and the minimum 
detection levels are vastly improved. Further, HSI mass spectra exhibit a unique 
fragmentation pattern which consists of a much smaller amount of cracking products, in 
contrast to e.g. electron impact ionisation, and are therefore much more informative [7]. 
This opens up a vast variety of possible analytical and general applications for HSI, e.g. 
for the detection of drugs [8] and explosives [9], fast gas chromatography mass 
spectrometry (GC-MS) [7, 10] or as a novel ion source for ion guns and leak detection 
[7]. 
HSI is based on the well-known phenomenon of surface ionisation [11]. However, in 
this technique the ionisation process is realised under thermal non-equilibrium 
conditions where the species to be ionised is accelerated in a hyperthermal molecular 
beam to energies in the range (1-20)eV towards a target surface. If the molecule comes 
closer than a certain critical distance to the target surface, a spontaneous electron 
transfer can occur either to or from the molecule, depending on the energetic difference 
between the surface work function and the electron affinity of the molecule (for 
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negative ion hyperthermal surface ionisation - nHSI) or on the ionisation potential of the 
molecule minus the surface work function (for positive ion hyperthermal surface 
ionisation -pHSI), respectively. The kinetic energy of the molecule effectively assists 
this ionisation process by bridging the energy gap between the surface work function 
and either the molecular electron affinity or the ionisation potential of the molecule [6]. 
A key factor for the ionisation efficiency in HSI is therefore the work function of the 
target material. In a study commissioned by DERA searching for suitable target 
materials for a new mass spectrometer detection system the Kelvin probe has been 
efficiently utilised to characterise potential target surfaces with respect to their work 
function [12, 13].  
In conjunction with this study our research group was awarded an EPSRC-JREI grant 
which provided the possibility to purchase a customised UHV system comprising a 
SKP, a four pocket electron beam evaporator, a Balzers mass spectrometer with a mass 
range from 1-200 amu and a specially designed gas inlet system with a pulsed nozzle 
valve (PNV) for HSI studies. The enhanced possibility with this equipment allowed to 
produce customised high and low work function layers and evaluate these surfaces with 
respect to their suitability and efficiency for HSI. Τherefore the generation and 
characterisation of high and low work function surfaces and the implementation and 
testing of the HSI system are main objectives of this thesis. 
REQUIREMENTS FOR FUTURE SEMICONDUCTOR DEVICES 
Two of the major driving forces in modern technological applications are the 
semiconductor processing and computer manufacturing industries. They have 
experienced an unprecedented revenue growth from $126 billion in 1998 to $140 billion 
for 1999 [14]. Over 1 million people are employed world-wide in this sector which has 
shown an unrivalled growth rate of 11% over the last 12 months. Indeed, Moore's Law 
[15], graphically depicted in figure 1-2, has been a strong predictor of minimum feature 
size and thus miniaturisation of chip components and indicates that technological 
development must continue in order to sustain economic viability. 
Applications of semiconductors range from single wafer devices for high power, high-
speed (microwave) application to very high level integration (VLSI) devices, reaching a 
minimum size features of under 100 nm, corresponding to approximately 200 atomic 
layers, within the next 10 years. 
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Figure 1-2: Moore’s Law, predicting the minimum feature size with time [15]. 
This continuous downscaling of the devices requires extremely accurate manufacturing 
of very thin films. Several adverse phenomena, deemed negligible for thicker insulation 
films, become critical for thinner ones, such as dielectrical breakdown.  
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The increasing complexity and miniaturisation of modern semiconductor devices as 
well as economical considerations require higher yields and hence a decreasing density 
of defects and materials and processes of utmost purity. Impurities are introduced into 
the semiconductor mainly during device production [2]. It is important to detect 
contamination sources at an early stage and to prevent further processing of 
contaminated wafers since the production of modern semiconductor devices involve 
typically more than 300 process steps: one single material defect or surface 
contamination can result in a device failure. Therefore, reliable detection methods are 
required, not only for in-process monitoring of wafers but also to investigate the 
behaviour of impurities in semiconductors and their impact on device performance. 
Metal contamination is the most common impurity due to their good solubility in many 
chemical solutions used in semiconductor processing, iron is probably the most 
insidious one. It produces e.g. charge on silicon surfaces [16] and in gate oxides [17, 
18] and hence degrades oxide quality. Furthermore, diffusion of surface iron into the 
bulk during heat treatments greatly affects the minority carrier lifetime [19]. Therefore, 
many impurity characterisation methods are based on surface charge imaging. Recent 
techniques for surface charge imaging, all employing SPV, are e.g. the ac-SPV 
technique [20]; the Surface Charge Analyser (SCA), [21]; the Contaminant Monitoring 
System (CMS) [22] and surface barrier measurement using the saturation SPV [23]. 
Techniques probing bulk properties affected by defects include the SPV method for 
diffusion length measurement [24] and its recent refinement [22] or the photo-
conductivity decay by microwave reflection method (μPCD) for minority carrier 
lifetime measurement [25]. 
THE SURFACE PHOTOVOLTAGE EFFECT 
The detection system investigated in this thesis is based on Kelvin probe CPD 
measurement extended by steady state (dc) and ac-SPV measurement as well as SPV 
transient recording. 
A characteristic energy band diagram of a Si surface having a thermally grown oxide 
layer is shown in figure 1-3. The components typically contributing to the total surface 
charge QSS are (1) interface trapped charge, Qit, (2) oxide fixed charge, Qf, (3) oxide 
mobile charge, Qm, and (4) oxide trapped charge, Qot. 
qψS Surface Barrier
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Oxide Layer   Space Charge Layer        Bulk
+
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+
+
+
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Figure 1-3. Electronic energy level diagram of a semiconductor surface showing the 
work function φS, the electron affinity χS and the oxide barrier qVOx with q being the 
elementary charge. The surface space charge layer with surface potential qψS is 
induced by the total surface charge QSS = Qit + Qf + QOt + Qm. EF denotes the Fermi 
energy level, Ei the intrinsic Fermi level and EC and EV the energy at the bottom of the 
conduction band and the top of the valence band, respectively. 
This total surface charge is compensated by an equal but opposite in sign space charge 
in the semiconductor QSC = -QSS, which leads to the surface potential barrier qψS. The 
injection of light into this semiconductor creates electron hole pairs which are separated 
in the surface space charge layer. This induces the surface photovoltage (SPV) and 
tends to flatten the energy bands at the surface, resulting in a change of the contact 
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potential difference measured by the Kelvin probe. At high light intensities, where the 
energy bands at the surface become virtually flat, the SPV saturates and equals the 
surface barrier height, qψS [26]. This allows to calculate the total charge density at the 
surface [26]. 
An example of the SPV effect is shown in figure 1-4. A p-type Si(111) sample was 
partly coated with Ti (x > 7mm). The sample was scanned in darkness and under 
illumination of a 3mW laser diode (λ = 670nm). While the work function of the metal 
surface does not change with light injection, the work function of the semiconductor 
decreases by approximately 150mV due to the SPV effect. 
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Figure 1-4. Illustration of the Surface Photovoltage effect: This CPD topography shows 
a Ti/Si(111) interface in darkness (foreground scan) and under illumination 
(background scan). The metal surface experiences no change in work function however, 
the semiconductor displays a substantial shift in the Fermi level. 
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Chapter 2  
The Work Function: Fundamentals and Modes of Measurement 
2.1 CONCEPT OF THE WORK FUNCTION 
The concept of a work function evolved from early experiments of thermionic emission 
of electrons from hot metal surfaces in vacuum. The equation of the thermionic 
emission, as discussed in §2.4.2 was derived by Richardson assuming a potential 
difference of electrons inside and outside a metal surface, thus implicitly using the work 
function concept [1]. However, the term ‘work function’ was only introduced later by 
Lester who described it as ‘The work done by an escaping electron…’ [2]. This 
definition however only applies for the special case of metals and does not state the 
initial energy state of the electron in the solid nor its energy after escaping the material. 
Today, the work function φ is commonly defined as the minimum energy required to 
move an electron from a solid to just outside the material at the temperature T = 0K. 
This definition implies that the electron is removed from the highest potentially 
occupied electronic energy level in the solid, the Fermi level EF, to an arbitrarily fixed 
reference level, commonly taken as the vacuum level, EVac, see figure 2-1.  
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Figure 2-1. Electronic energy level diagram of a solid showing the various energies 
relevant to the definition of the work function φ as discussed in the text. 
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The Fermi energy level is equivalent to the electrochemical potential μ  which depends 
solely upon the material and its temperature and is therefore a bulk property of the solid 
[3]. However, measurements have shown that the work function depends strongly on 
the condition of the surface, e.g. on the orientation of single crystal surfaces and on 
surface adsorbates. This is due to the formation of a dipole layer at the surface, also 
termed the surface double layer, where the electrical potential across this layer is called 
the surface potential ψS. Thus the work function comprises two parts: the chemical 
potential μ, also referred to as the inner work function, which is purely a bulk property 
and the surface potential ψS which depends on surface condition [4]: 
( )Sqψμφ +−= . 2-1
From figure 2-2 we find also a correlation of the work function of the elements with its 
place in the periodic table. The work function typically increases within each period and 
decreases with the atomic number in a main group of the periodic table.  
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Figure 2-2. The work function of clean metal surfaces in vacuum versus the atomic 
number [5]. 
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2.2 THE SURFACE DOUBLE LAYER 
2.2.1 Dependence of the Work Function on the Crystallographic Orientation 
Although electrons in a solid are confined in a potential barrier, the electron 
wavefunction has a non-zero amplitude ‘just outside’ the surface, i.e. within approx. 
10Å from the surface, decaying exponentially with increasing distance. This probability 
of an electron to exist outside the surface, also called ‘electron overspill’, is balanced by 
the corresponding excess positive charge remaining in the solid thus giving rise to a 
dipole layer which is termed the surface double layer. The voltage across this layer is 
the surface potential ψS mentioned above. The extend of the electron overspill depends 
on the electron density at the surface and thus increases with an increasing density of 
surface atoms. Since this density is a function of the crystallographic plane in a solid, 
the work function also depends on the crystallographic orientation of the surface [6]. As 
an example, the surface atom densities and work functions of different tungsten crystal 
planes are listed in table 2-1. 
Table 2-1: Surface atom densities and the corresponding work function of different 
crystallographic planes of tungsten from [7]. 
surface index atomic density 
×1014 / cm-2
φ  / eV 
111 5.77 4.47 
100 10.0 4.63 
110 14.1 5.25 
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2.2.2 Work Function Changes Induced by Adsorbates 
If the adsorption of atoms or molecules at the surface results in a charge transfer 
between the adsorbate and the solid, the surface electric double layer will be modified 
resulting in a change of the surface potential, ΔψS, and hence in a change of the work 
function. In a first approximation the dipole layer can be modelled as a parallel plate 
capacitor and hence ΔψS can be expressed by [8] 
np •⋅=Δ
r
ad
S
n
εεψ 0 , 
 2-2
where nad is the density of molecules adsorbed at the surface, p is the dipole moment 
and n the unit normal vector perpendicular to the surface, ε0 the permittivity of free 
space and εr equals 1. The dipole moment is defined by 
rqp rr ⋅= δ ,  2-3
where δ q is the fractional charge exchanged between the adsorbate and the substrate 
and the vector rr  is determined by the orientation and length of the bond, see figure 2-3.  
δq− δq+ 
r
Figure 2-3. Definition of the dipole moment pr . 
From equation 2-1 we see that a change in ψS is directly related to a change in the work 
function: 
Sψφ Δ−=Δ .  2-4
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The magnitude and sign of Δφ depends on (i) the electronegativity of the molecules 
involved and (ii) the orientation of the surface dipoles. For the discussion of (i) we 
assume that the adsorbate is on top and the dipole orientation perpendicular to the 
surface as shown in figure 2-4. If the adsorbate has an electronegativity, χad, higher than 
that of the substrate, χsub, it attracts electrons, i.e. the surface potential decreases and the 
work function increases, i.e. Δφ > 0, see figure 2-4 (b). If, on the other hand, χad is 
lower than χsub the surface potential increases and the work function decreases: Δφ < 0, 
see figure 2-4 (a). The magnitude of Δφ then depends on the degree of charge transfer 
between the adsorbate and the surface, i.e. on δ q, see equation 2-3. 
Figure 2-4. Orientation of adsorbate-induced dipoles and the respective work function 
change: (a) the adsorbate is polarised with the positive pole towards the vacuum side 
causing a decrease in φ  and (b), with the negative pole pointing towards the vacuum 
side, φ increases. 
The effect of the orientation of the dipole with respect to the surface plane of the 
substrate is expressed by the scalar product np •  in equation 2-3. Therefore, only the 
fraction αcos⋅⋅=⊥ npp
(a) (b)
Δ
rr  contributes to Δφ as illustrated in figure 2-5 for the case of a 
2-atom bonding, assuming that χad < χsub. Then, for an angle of e.g. α = 45°, the 
contribution to the direction normal to the surface plane is 
2
1⋅=⊥ pp r .  
φ < 0 Δφ > 0
pr
-
pr_ adsorbate
substrate+
_
+
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If the adsorbed molecule is however embedded below the surface, the sign of the dipole 
moment p⊥ will be reversed. For instance, for a dipole with α = 225°, 
2
1−⋅=⊥ pp r . 
α 
δq+ 
nr
Figure 2-5. The fraction of the dipole moment perpendicular to the surface, denoted by 
p⊥,, as a function of the orientation of the dipole with respect to the substrate surface, 
represented by the unity normal vector nr .  
Similarly, if the adsorbed molecule is bonded to 2 substrate atoms, the magnitude of the 
dipole is doubled compared to the mono-atomic bond discussed above, as shown in 
figure 2-6 below. 
Figure 2-6. Dipole contribution to ΔψS for the case that the adsorbate is bonded to 2 
substrate atoms, effectively doubling ΔψS compared to the mono-atomic case. 
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2.3 TEMPERATURE DEPENDENCE OF THE WORK FUNCTION 
The temperature dependence of the Fermi level can be approximated by [9] 
( )
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −≈ 2
0
2
0 12
1
F
FF E
kTEE π ,  2-5
where EF0 is the Fermi energy at T = 0K. Practically, the change in EF with temperature 
is very small. For instance, for metallic sodium, having a Fermi energy of 3.1eV [9], the 
decrease in EF is less than 10meV at 2000K according to equation 2-5. However, the 
temperature dependence of φ is often obscured by changes in the surface condition as 
the specimen is heated, e.g. by changes in surface adsorbates or preferential growth of 
crystal faces at elevated temperatures. 
Further, as the temperature increases, the probability f(E) of an electron to occupy the 
energy state E in the solid higher than the Fermi level EF increases. f(E) is given by [9] 
1e
1)(
+
= −
kT
EE F
Ef ,  2-6
where k is Boltzmann’s constant and T the absolute temperature. This function is 
illustrated in figure 2-7. 
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Figure 2-7. The Fermi-Dirac probability function f(E) for electrons to occupy the 
energy state E. With increasing temperature T the ‘tail’ of the function spreads, i.e. 
more electrons occupy energy levels higher than the Fermi level EF. 
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Therefore, the energy spread of electrons emitted from a specimen at elevated 
temperatures increases, affecting the results of the ‘direct’ work function measurement 
methods that are based on electron emission. For example, the thermal energy spread 
at 2000K is ≈ 0.5eV, see kTE 32 =Δ figure 2-8. 
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Figure 2-8. Electrons thermal energy spread with increasing sample temperature. 
Experimentally the work function change Δφ for clean metals was found to be in the 
order of approximately 10-5 to 10-4 eV/K, see e.g. table 2-2.  
Table 2-2: Examples of the temperature coefficient of the work function of metals. 
Element dφ/dT / (eV/K) Reference 
Molybdenum 1.52 × 10-4 [10] 
Tantalum (110) 0.6 × 10-4
Nickel 1.5× 10-4
Copper (111) -0.1× 10-4
 
[20] 
 
In the temperature range we have investigated, from 300K to 1000K, this is less than 
0.1eV and hence small compared to Δφ caused by changes in the surface part of the 
work function ΔψS due to the adsorption of gases. For instance, Δφ during the oxidation 
of polycrystalline rhenium at elevated temperatures is up to 2.05eV. 
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2.4 REVIEW OF WORK FUNCTION MEASUREMENT METHODS 
2.4.1 Overview 
Experiments to measure the work function can in general be divided into two groups: 
direct and indirect methods. The first group is based upon 
(i) electron emission from the sample surface stimulated either by high temperature 
(thermionic emission), illumination with light in the visible, UV and X-ray 
spectrum (photo - emission) or by the application of high electric fields (field -
 emission) or, 
(ii) an electron transfer between the surface and a gas molecule if the molecule is 
either adsorbed on or in close vicinity of a solid surface. 
The second group is based upon the effect of the Contact Potential Difference (CPD) 
that occurs if two metals of different work functions are brought in electrical contact. 
Direct methods are used to determine the absolute work function of the sample whereas 
indirect methods typically produce work function data of a sample relative to that of a 
reference electrode. 
In spite of the fact that the work function plays a decisive role in all applications 
requiring electron emission or transfer, the values given for φ in a vast number of 
publications scatter widely, see e.g. table 2-3. This is mainly due to differences in the 
experimental conditions, e.g. the homogeneity of the sample surface or surface 
contamination, and the fact that the φ values measured depend strongly on the 
measurement method as will be pointed out in the review of these methods below. 
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Table 2-3: Compilation of photoelectric (P) and thermionic (T) work function data [11] 
of polycrystalline metals illustrating the wide spread values of φ depending on the 
measurement method and experimental conditions. 
Element φ / eV (P)  φ / eV (P) φ / eV (T) 
Titanium 4.33 ± 0.10 4.45 3.6-4.3 
Molybdenum 4.604.33 ± 0.15 4.3 4.33 
Palladium 5.55 ± 0.10 5.5 4.9 
Platinum 5.65± 0.10 5.2 5.80 
 
2.4.2 Direct Methods 
A. Thermionic Emission 
As pointed out in section 2.3, the amount of electrons having energies higher than the 
Fermi level EF increases as a metal is heated and some are thus able to escape the metal. 
A schematic of the diode configuration for measuring this emission current Itherm is 
shown in figure 2-9. 
heater 
V
Itherm
tip sample 
A 
Vacuum tube 
e-
Figure 2-9. Schematic of the circuit for work function measurement by thermal 
emission of electrons (e-) emitted from the heated sample and collected by the tip.  
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The electron current density J0 under saturation condition, i.e. all emitted electrons are 
collected, is given by the Richardson-Dushman equation [12, 13]: 
( ) kTTrAJ φ−⋅−= e1 20 , 2-7
where q is the elementary charge, φ and T are the work function and temperature of the 
sample, respectively, and r denotes the reflection coefficient for electrons upon hitting a 
metal surface. The constant A, termed the Richardson constant, is equal to 22Kcm
A120  
and is related to elemental physical constants by 
3
24
h
qkmA e ⋅= π . 2-8
If the saturation current is measured for a series of different temperatures, the slope of 
the plot of ln(J0/T2) versus 1/T, termed the Richardson plot, is equal to -qφ /k and leads 
to the so called ‘Richardson’ or ‘apparent’ work function φ* since the temperature 
dependence of φ can, in general, not be neglected. The intercept of the plot with the 1/T 
axis gives the ‘apparent’ emission constant A*. Thus the true work function φ is related 
to φ* by [13] 
.
d
d)( *
T
TT φφφ +=  2-9
Assuming that dφ /dT = a is constant with T, the Richardson plot yields the work 
function extrapolated to T = 0K. Thus this method relies on the knowledge of a for the 
specific sample material and the assumption of its independence of temperature which is 
however not generally true. A selection of experimentally obtained thermionic work 
function and emission constant data for metals is listed in table 2-4. 
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Table 2-4 : Selection of thermionic work function and emission constant data from [3]. 
Metal φ∗ / eV A* / 22Kcm
A  
Platinum 5.32 32 
Tungsten 4.52 72 
Molybdenum 4.37 115 
Tantalum 4.1 37 
 
Since the measurement of the saturation current involves the application of relative high 
accelerating fields between the emitter and the collector electrode, a correction must be 
introduced to account for the resulting lowering of the potential barrier at the surface 
which is also known as the SCHOTTKY effect. Further, when studying polycrystalline or 
inhomogeneous surfaces, patch field effects should be considered. Since the same 
consideration applies for the photoelectric measurement methods, both effects will be 
discussed separately in section D − ‘Field Emission’. 
To obtain measurable electron currents, i.e. typically Itherm > 1nA, the sample has to be 
heated to temperatures of typically >2000K. Therefore, the thermionic measurement 
method is restricted mainly to high melting point materials such as refractory metals, 
i.e. it is not generally applicable. Further, for semiconductors, φ* will not produce the 
sample work function φS but the energy difference between the vacuum level and the 
upper level of the valence band, i.e. φ* = Evac − (χS + Eg), see figure 2-10. 
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Figure 2-10. Simplified electronic energy level diagram of a semiconductor showing 
the difference between φS and φ∗, the energy obtained by direct electron emission. EC 
denotes the bottom of the conduction band, EV the top of the valence band, Egap the 
energy difference between EC and EV, Evac and EF denote the vacuum and the Fermi 
level, respectively, and χS is the electron affinity. 
B. Photoelectric Method 
If a metal surface with work function φS is illuminated by monochromatic light of 
energy hν with hν > φS (see figure 2-11), the maximum kinetic energy Emax of the 
electrons emitted is given by the Einstein equation [14] 
ShE φν −=max . 2-10
Therefore, at the threshold frequency ν0 below which no emission occurs, Emax equals 
zero, i.e.  
Sh φν =0 .  2-11
Figure 2-11. Schematic of the circuit for observing the photoelectric effect. When 
monochromatic light of energy hν > φS strikes the sample plate photoelectrons (e-) are 
ejected and collected by the tip.
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The work function of the emitter (sample) can thus be determined by a measurement of 
the photocurrent as a function of the photon energy. As pointed out by several authors 
[15, 16], the photocurrent emitted from a conductor near the threshold is a function of ν 
given by 
( )2Sph hI φν −∝ .  2-12
This suggests that φS can be determined by a linear extrapolation of Iph1/2 to zero current 
provided that the temperature is sufficiently small. For finite temperatures, emission 
occurring below φ will result in deviations from relation 2-12 near threshold and thus 
errors in the determination of φ are of the order of kT. These errors can be avoided by 
using the expression derived by Fowler [15]: 
( ) ⎟⎠⎞⎜⎝⎛ −⋅⋅= kThfkTBJ Sφν20 , 
 2-13
where B is a constant independent of T and ν and the function f(x) is given in [15]. To 
determine the work function of the sample φS, a so called Fowler plot is made by 
plotting log(J0/T2) versus hν/kT. The horizontal shift necessary to fit this curve to the 
curve log f(x) yields the work function φ while the vertical shift determines the constant 
B. A similar method to determine φS was introduced by DuBridge where J0 is measured 
as a function of the temperature T [17]. 
As pointed out in section A –‘Thermionic Emission’ – electrons in semiconductors are 
emitted from the top of the valence band and hence these methods do not yield the work 
function φ. 
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C. Effects of External Accelerating Fields on the Measured Work Function  
Since absolute work function methods are based on the physical emission of electrons 
from the surface, any electrical fields present in the vicinity of the surface will affect the 
emission properties.  
A lowering of the potential barrier and hence the effective work function φeff at the 
surface, the so called ‘Schottky’ effect, results from a superposition of the image 
potential energy (figure 2-12, a) with the potential energy curve when an external 
electrical field E is applied (figure 2-12, b). The total potential energy (PE ), see figure 
2-12 (c), is given by [18] 
qEx
x
qx +=
0
2
16
)PE( πε  
 2-14
The barrier lowering Δφ is obtained at the maximum of the PE curve, i.e. where 
d[PE(x)]/dx = 0, at the distance xm from the surface. Δφ is thus given by 
04πεφ
qE=Δ   2-15
and xm by 
E
qxm
016πε= . 
 2-16
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Figure 2-12. The potential energy curves at a metal surface with work function φS: (A) 
the image potential curve, (B) the potential curve due to the applied electrical field and 
(C) the total potential energy curve showing the effective work function φeff due to the 
combined effects of the field and image force. 
The effects of electron emission from patchy work function surfaces, i.e polycrystalline 
or otherwise inhomogeneous surfaces, has been discussed by Herring and Nichols for 
the case of thermionic emission for two limiting cases [3]: 
(i) In case of a strong external field (xm << patch dimensions) each patch emits 
according to its individual work function. Therefore the work function 
measured for the whole surface is governed mainly by low φ patches which 
have the most intensive emission. 
(ii) In case of a weak external field (xm >> patch dimensions), patches with φφ ≤i , 
where φ is the average work function of the surface, emit as a single patch of 
work function ∑=
i
iif φφ  where fi is the fractional area occupied by the ith 
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patch and φi its work function and electrons emitted from these patches must 
overcome the potential barrier of φ . Patches with φφ >i  emit according to 
their individual work function. Therefore, the measured work function will be 
≥φ . 
The effect of patches on the work function determined by the photoelectric effect is 
similar to that in the thermionic case [19]. 
D. Field Emission 
If strong accelerating fields are applied to a metal surface electron current densities are 
observed much larger than expected from a simple Schottky lowering of the surface 
barrier. This effect was explained by Fowler and Nordheim by a tunnelling of electrons 
through the barrier since the thickness of the potential barrier z can become very small, 
see figure 2-13. 
emitted 
electrons 
EVac 
EF 
φ 
z 
surface 
Figure 2-13. The potential energy for an electron at a metal surface where the electric 
field is sufficiently large to lower the thickness of the potential barrier z such as to 
allow electrons to tunnel through the barrier. 
Although a theoretical treatment relates the measured electron current density to the 
work function of the surface [19], the work function measured, also called the 
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‘effective’ work function, is heavily biased towards low φ patches and needs to be 
corrected for the field induced Schottky-type lowering of φ. Further, the method suffers 
from inherent inaccuracies in determining the exact electrical field and field distribution 
at the emitter tip which is necessary to determine φ [19]. 
E. Surface Ionisation 
If an elemental gas is in thermal equilibrium with a solid surface at temperature T, a 
certain portion α of the gas will be ionised, see figure 2-14, depending on the ionisation 
potential of the gas Ig and its electron affinity χg with respect to the work function of the 
sample surface φS. For a high φS electron transfer from the gas molecules to the surface 
will prevail, leading to positive surface ionisation (pSI) whereas for a low φS electron 
transfer to the gas molecules is the dominant process, leading to negative surface 
ionisation (nSI). For pSI, the ratio 0nn++ =α  of the density of positive ions n+ to the 
density of neutral atoms n0 can be expressed by the approximation given below as [13]: 
kT
I gS
C
−
++ ⋅=
φ
α e ,  2-17
where C+ is composed of several other physical quantities. Analogous, for nSI, the ratio 
0nn−− =α  of the density of negative ions n− to the density of neutral atoms n0 can be 
expressed by the approximation [13]: 
kT
Sg
C
φχ
α
−
−− ⋅= e . 
 2-18
To determine φS a plot of ln(α±) versus 1/T is made where a straight line would have a 
slope q(φS−Ig)/k and q(χS−φS)/k, respectively, and the intercept ln(C±) at 1/T = 0.  
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Figure 2-14. Schematic of the surface positive ionisation process. 
2.4.3 Indirect Methods 
A. The Contact Potential Difference 
As mentioned above, all relative methods are based on the effect of the Contact 
Potential Difference (CPD, VCPD). If an external electrical contact is made between the 
two electrodes their Fermi levels equalise and the resulting flow of electrons from the 
metal with the lower work function produces a contact potential difference, VCPD, 
between the plates, see figure 2-15 (b) 
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Figure 2-15. Electron energy level diagrams of two different metals (a) without contact, 
(b) with external electrical contact, where E indicates the electrical field between the 
plates, and (c) with inclusion of the backing potential Vb. εtip and εS refer to the Fermi 
levels of the tip and sample, respectively. 
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Therefore VCPD is given by:  
tipSCPDqV φφ −= , 2-19
where q is the electronic charge and φtip and φS are the work functions of the tip and 
sample, respectively. Work function data of a sample can therefore be obtained relative 
to that of the reference electrode. Measurements of the CPD can be made in either a 
diode or a capacitor configuration [20]. 
B. The Diode Method 
In the diode method the electron current density J is measured as a function of the 
applied bias voltage Vb between the anode and an electron emitting cathode, typically 
via thermionic emission. The total diode voltage is thus the sum of the applied bias 
voltage and the contact potential difference. A change in the anode work function, Δφ, 
changes the CPD and hence causes a parallel displacement ΔV of the characteristic 
curve of the diode as shown in figure 2-16.  
J 
Vb 
2 1 
ΔV 
Figure 2-16. Displacement of the J-Vb characteristic of the diode due to change in the 
anode work function Δφ = φ2 - φ1 where φ1 < φ2 and qΔV = Δφ. 
Since the cathode work function is not related to the height of the potential barrier, it 
has basically no effect on the anode current. The same considerations with respect to 
polycrystalline or otherwise patchy anode surfaces apply as discussed above. If the 
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electrons are emitted via field or photo emission, it is also possible to obtain the 
absolute work function of the anode [20]. This asset of this method was utilised to 
determine the work function of the reference electrode of the Kelvin probe tip via 
photoemission from a low work function surface as described in chapter 3. 
C. Condenser Methods 
This group of methods is based solely on the effect of the contact potential difference 
and has significant advantages over the direct measurement methods outlined above. 
For instance, since electrons are neither directly emitted nor collected, the condition of 
the specimen surface is not altered in any way. Further, the CPD determined with these 
methods is the average work function difference of the specimens and not biased 
towards low work function patches [19, 21]. Also, the CPD is truly related to the Fermi 
level of semiconductors as opposed to the direct methods where electrons are emitted 
either from the valence band or surface states and the theories of emission outlined in 
section 2.4.2 are either more complicated or not applicable at all [13, 19].  
Therefore the range of applications is far wider than for the other methods with respect 
to the materials to be examined, temperature range and the measurement environment. 
The most widely used method in this group is the Kelvin method utilising a vibrating 
capacitor arrangement. Since this is the main measurement method this thesis is based 
on, it will be discussed separately in section 2.5 − ‘The Kelvin Method’. 
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2.5 THE KELVIN METHOD 
The Scottish scientist Lord Kelvin first postulated the so called ‘Kelvin method’ just 
over a century ago [22]. Zisman further developed it in the 1930’s into the familiar ac-
method used nowadays [23]. Difficulties with UHV compatibility, stability and noise 
problems have caused its unpopularity in the mid 60’s. However, technological progress 
and innovative materials resulted in its recent comeback. 
The basic electrical circuit of the Kelvin probe is shown in figure 2-17. The probe 
consists of a flat circular electrode (reference electrode, tip) suspended above and 
parallel to a stationary electrode (the specimen, S) separated at a distance d0, thus 
creating a simple capacitor. 
S
tip
VCVCd0
 
Figure 2-17. Basic electrical circuit of the Kelvin probe. 
This Kelvin capacitor can thus be described by the equation for an ideal parallel plate 
capacitor: 
0
0
d
AC rK
εε=  2-20,
where CK is the capacity of the arrangement, ε0 is the permittivity and A is the area of 
the capacitor plates. The dielectric constant εr is assumed to be equal to 1 for 
measurements in air or vacuum. 
 34
The capacity of the arrangement is related to the electrical charge at the plates Q and the 
voltage across the capacitor VC by 
C
K V
QC = .  2-21
By vibrating the probe, a varying capacitance is produced: 
( ) ( )t
CtCK ωβ cos1
0
+=  
2-22
where β is the modulation index given by 
0
1
d
d=β , 2-23
with d0 being the mean spacing between the sample and the probe tip and d1 the 
amplitude of oscillation of the probe This periodic Kelvin capacity causes a flow of 
charge Q back and forth between the plates, which can be described as an alternating 
current I(t) with the following equation: 
( )
dt
dQtI =    2-24
and with equation 2-21 by 
( )
dt
dCVtI KC ⋅= . 2-25
Inclusion of a variable ‘backing potential’ Vb in the external circuit permits biasing of 
one electrode with respect to the other. Hence, the voltage across the Kelvin capacitor 
VC can be expressed by 
bCPDC VVV += . 2-26
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At a unique point, where CPDb VV −= , the voltage across the capacitor equals zero and 
the electrical field between the plate vanishes, see figure 2-15 (c). Under this condition, 
according to equation 2-25, the amplitude of the output signal is equal to zero. The work 
function difference between the electrodes is thus equal and opposite to the dc-potential 
necessary to produce a zero output signal.  
2.6 TECHNICAL REALISATION OF THE KELVIN PROBE 
2.6.1 Principle of the Measurement 
The method explained above suggests to determine the unique point, where Vb = −VCPD 
in order to measure VCPD. The contact potential difference in this null output condition 
has conventionally been determined by using a lock-in-amplifier (LIA) with 
proportional [24, 25] or integral [26, 27] feedback. However, this measurement method 
works in the disadvantageous region of the balance point where the signal-to-noise 
(S/N) ratio reaches a minimum and noise, especially overtalk from the driving coil 
creates an offset [28, 29]. Moreover, the proportional feedback comprises an error 
signal which is a function of both mean spacing d0 and amplitude d1 of the oscillation of 
the Kelvin probe [28, 30]. 
To avoid these sources of erroneous measurement results, the Kelvin probe that was 
used here incorporates advanced ‘off null’ detection, where the balance point is 
determined by linear extrapolation rather than nulling with a resolution of <1mV. This 
system also includes automatic control of the tip-to-sample spacing, which is an 
important requirement for accurate measurements [31]. In this mode, the probe tip is 
connected to a low noise operational amplifier (op-amp), acting as a current-to-voltage 
converter as shown in the schematic circuit diagram in figure 2-18. 
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Figure 2-18. Electronic circuit diagram of the Kelvin probe input stage. Rf is the I-V 
converter feedback resistance, d0 is the mean spacing between the sample and the probe 
tip and d1 is the amplitude of oscillation of the probe. 
For small β, i.e. β < 0.3, the output voltage V(t), see figure 2-19, can be given by [32]: 
)sin()()( 0 ϕωβω +−= tCRVVtV fbCPD , 2-27
where VCPD represents the voltage difference between probe tip and sample, Vb is the 
externally applied bias voltage used to balance (or null) the circuit, C0 is the mean 
Kelvin probe capacitance, ω the angular frequency of vibration and ϕ the phase angle. 
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Figure 2-19. Typical output signal of the Kelvin probe where Vptp denotes the peak-to 
peak voltage of the signal. 
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In order to determine the condition where CPDb VV −= , the backing potential Vb is set to 
a range of potentials and a plot of Vptp versus Vb is made as shown in figure 2-20. The 
output is linear of the form  
cmVV bptp += , 2-28
where m is the gradient and c the intersect of the curve with the y-axis. The intersection 
of the least square fit of the data with the x-axis, i.e. where Vptp = 0, thus equals the 
contact potential difference VCPD. For practical measurements, it is sufficient to set the 
backing potential to just 2 values, typically to +5V and –5V.  
Curves (b) and (c) in figure 2-20 were measured on aluminium and gold, respectively, 
resulting in a shift of the curve along the x-axis. This shift equals the difference in the 
work function of these surfaces, Δφ. 
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Figure 2-20. Schematic diagram showing (a) the variation of the peak-to-peak output 
signal Vptp with backing potential Vb. Curve (b) shows the effect of an increase in mean 
spacing d0 and (c) the change in the contact potential difference, VCPD. 
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Also shown in figure 2-20 is the effect of a change in the mean spacing d0 via curves (a) 
and (c), resulting in a change of the gradient of these curves, see equations 2-27 and 
2-28. Therefore, the gradient of the Vptp versus Vb data provides a direct indication of the 
sample to tip spacing d0, where the gradient is proportional to d0-2 [33]. This parameter 
can therefore be used to keep the mean spacing d0 of the capacitor constant during 
scanning operation via a feedback loop. 
2.6.2 Instrumentation 
A. Overview 
An overview of the ambient version of the scanning probe arrangement is shown in 
figure 2-21. The host PC controls 3 subsystems: the digital oscillator (DO) which sets 
the voice coil frequency, amplitude and signal trigger, the data acquisition system (PCI 
1200, National Instruments) which acquires the Kelvin probe signal and sets the 
backing potential Vb via a 12-bit digital-to-analogue converter (DAC) and the sample 
translation stage. 
Voice coil
I/V converter 
and tip
Sample
XY Stage
X
Y
Z
Host Computer
XY stage and
Z coarse
height driver 
Probe oscillator
and Z fine
height driver
Pre-amplifier
AD converter
DA converter
 
Figure 2-21. The scanning Kelvin probe system (ambient version). 
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For the ambient version of the probe the probe tip is directly mounted onto the I-V 
converter. The backing potential can be applied to either the sample or the tip. The 
trigger signal is used to synchronise the data acquisition so that signal averaging can be 
performed. This trigger is set by a variable delay from the digital oscillator in order to 
acquire the relevant part of the signal to obtain Vptp. Application of a dc-offset to the 
voice coil permits vertical probe positioning with high accuracy (40nm). In the 
following sections the 3 main components of the Kelvin probe, the voice coil driver, the 
digital oscillator and the amplifier will be discussed in more detail. 
B. Voice-Coil Head Unit 
The head stage, see figure 2-22, contains the voice coil driver element, SmCo 
permanent magnets (Dexter Magnetic Corp.) attached to a stainless steel tube which is 
suspended by two stainless steel diaphragm springs (∅ = 25.4mm). The springs have a 
laser cut “meander” pattern allowing a large amplitude of vibration and flexibility along 
the axis of vibration with a high rigidity to off-axis displacements [28, 32, 34].  
A 
B 
F F E 
E 
G G
H 
H 
D 
C 
Figure 2-22. Cross sectional view of the voice coil head unit: (A) the probe tip, (B) I-V 
converter (ambient version only), (C) shaft, (D) SmCo magnets, (E) coil, (F) diaphragm 
springs, (G) spring clamps, (H) housing. 
The configuration of the ambient probe differs somewhat from the UHV version due to 
the different requirements. For the ambient probe the tip is mounted directly onto the 
input of the low noise I-V converter (OPA 111, BURR BROWN) via a clamp for rapid 
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tip exchange. Depending on the requirements for the spatial resolution, tip diameters 
from 5mm down to 50μm were used. 
For the UHV compatible version, the suspension system is incorporated into a UHV 
bellow and manipulator arrangement, which allows a 50 mm travel for the mean spacing 
variation between tip and sample. A 3mm diameter stainless steel tip is mounted to the 
central shaft via an insulator as shown in figure 2-23. A spiral wire is attached to the tip 
forming the electrical contact to the external preamplifier via a UHV electrical 
feedtrough.  
 
Figure 2-23. Photograph of the Scanning Kelvin Probe mounted on the UHV system. 
The tip of the probe is shown in front of a Si sample. 
C. Digital Oscillator 
The oscillator allows digital control of the frequency and amplitude of the probe 
vibration, signal triggering and, in conjunction with the 12-bit DAC output of the 
PC1200 data acquisition board, the dc-offset level. The oscillation frequency is 
synthesised from a 4 MHz clock signal. This signal is divided by a programmable 
divider, the output of which is fed into a counter, producing the desired variable 
frequency clock. A comparator, armed with a user selectable integer value generates an 
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output pulse at the respective point in the wave form which is used as an external trigger 
output. This allows signal averaging via “boxcar” integration [35].  
An erasable programmable read-only memory (EPROM) storing 256 values of a 
digitised sine wave is read at the frequency of the counter and this output is converted to 
an analogue signal by the onboard DAC. A second DAC on the PC-1200 DAS is used 
to add a dc-offset to the ac waveform which allows to move the tip either toward or 
away from the sample. Last, a dc power amplifier outputs the signal to the voice coil. 
The oscillator is capable of setting the frequency of the vibration in a range from 10 Hz 
to 300 Hz within steps of 0.2 Hz and the amplitude of the oscillation within 0.5% of the 
maximum. 
D. Pre-Amplifier 
The pre-amplifier, see figure 2-24, being the input stage of the Kelvin probe circuit, is 
an important part of the probe instrumentation and has been thoroughly investigated 
[32]. Due to the low currents involved, typically <10nA, a low noise, low bias current 
op-amp type (OPA111, BURR BROWN) is used for the I-V converter having a gain of 
107VA-1. A further differential amplifier stage eliminates the voltage offset if the 
backing potential is applied to the input stage. 
I/V Converter Differential amplifier 
variable gain 
stage (1…1000) 
LPF 
Backing 
potential 
Probe current 
Signal 
processing 
pre-amplifier 
Figure 2-24. Schematic of the pre-amplifier with its external connections. 
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The variable gain stage allows further amplification of the signal up to 1000 times. The 
low pass filter (LPF), having a cutoff frequency of 800Hz, limits the high frequency 
noise and hence increases the signal-to-noise ratio. The output of the pre-amplifier is 
finally fed into the AD converter of the data acquisition card where the digitised signal 
is processed by the software program of the host computer. 
2.6.3 Software Development 
The software to operate the Kelvin probe was written for the 32-bit Microsoft® 
Windows™ operating system environment in the object orientated programming 
language Borland® Delphi™. A block diagram of the program is presented in figure 
2-25.  
Initially all the measurement parameters are input. Then the backing potential Vb is set 
via the DAC of the data acquisition card. The signal acquisition is initiated by the 
externally applied trigger. The data is then transferred and stored from the DAS to an 
internal array in the PC’s memory and the program proceeds with the next acquisition. 
The second array is added to the first for the required number of averaging loops ‘n’. 
This method (boxcar integration) effectively reduces noise. The program then calculates 
all the necessary parameters, such as Vptp, VCPD and the gradient m of the Vptp versus Vb 
plot which is used as a measure of the tip to sample spacing, see section 2.6.1.  
In the so called ‘tracking’ mode, the actual gradient is compared with the required 
gradient set by the user and, if necessary, the tip-to sample distance will be adjusted via 
a voice coil dc-offset or z-axis movement of the scanning stage to achieve the requested 
gradient within predefined margins. For this, a new dynamic tracking mode was 
implemented that reduces the time to reach the desired gradient [36].  
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Additionally, safety procedures were implemented to prevent damage of the probe and 
sample in cases of tip-sample contacts or faulty electrical connections. 
Set parameters 
Set DAC 
Acquire Signal 
Settling delay 
n loops 
No
Is 
m = mreq? 
Yes 
Output/storage 
Store/ Output Signal
Calculate Parameters
Calculate tracking 
steps 
Move tip/sample via 
DC offset or z-axis 
 
No
Yes 
Scan Mode: 
Move x / y-axis End of 
Measurement? 
Figure 2-25. Main Kelvin probe measurement loop. 
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The parameters of the current measurement point are displayed and stored as required. 
If the scanning option is activated, the sample is moved to the next position and the 
above measurement routine is repeated until the scan is finished or the user stops the 
measurement. 
(a) 
 
(b) 
Figure 2-26. Screenshots of the Kelvin probe measurement program showing (a) the 
measurement setup page with the Vptp vs. Vb plot using the currently set parameters 
and (b) the recording of the CPD change over time. 
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The final data set can be stored either as a text based file or, via the clipboard tool, 
directly inserted into other Microsoft® Windows™ based applications. Further, the data 
can be directly transferred and saved into the spreadsheet program Microsoft® Excel™ 
using Object Linking and Embedding (OLE) automation [37]. Post processing and data 
display can be performed via a customised Excel ‘Add-In’ program written in the macro 
language ‘Visual Basic for Applications’. This design thus provides a user-friendly 
application interface, see figure 26, and allows a high degree of flexibility using state of 
the art software programming technology. 
2.7 FINAL COMMENTS 
This chapter is intended to give a general view of existing methods for the work 
function determination. The main measurement method that was utilised for the 
research projects reported in this thesis is the Kelvin probe technique used to determine 
differences or changes in the work function of the specimens. Results of these 
measurements are given in chapters 4 and 6. 
A combination of the Kelvin probe and the photoelectric effect method has been 
developed to determine the absolute work function of the specimen and thereby 
utilising the advantages of both methods. This novel technique is discussed in detail in 
chapter 3. 
Further, the ion source for a novel mass spectrometer technique investigated in this 
thesis is based on the effect of Hyperthermal Surface Ionisation (HSI) that is closely 
related to the surface ionisation effect reviewed in this chapter. HSI is discussed in more 
detail in chapter 5. 
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Chapter 3  
Absolute Work Function Determination  
3.1 INTRODUCTION 
As discussed in the previous chapter, the Kelvin probe offers a number of advantages 
over other methods to measure changes in the sample work function. The Kelvin 
method is a non-contact, truly non-destructive technique. In contrast, e.g., the 
photoelectric effect method typically requires a high energy photon source which is 
likely to cause desorption of molecules from the sample surface and therefore changes 
its work function [1] which is also the case at the high temperatures required for the 
thermionic measurement method. Further, it is not possible to determine the work 
function of semiconductors with either the photoelectric, thermionic or field-effect 
method and, moreover, the work function of metal surfaces obtained with these methods 
is often biased towards low work function patches. 
The Kelvin probe measures changes in the work function with a very high accuracy, 
typically < 1meV [2], in a temperature range from 2K up to 1000K. The measurement 
is fully automated and controlled by a host computer and can be performed with a rate 
of up to 1 data points per second. Further, it is possible to obtain work function 
topographies of the sample with the Scanning Kelvin Probe (SKP) [2]. In contrast, both 
the photoelectric and thermionic method are rather time consuming and a work function 
topography of the sample is not easily accomplished. 
Despite its advantages, however, the Kelvin method is an inherently relative technique 
and does not provide the absolute work function of the sample if the work function of 
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the tip, φtip, is unknown. Yet, knowledge of the absolute work function value is of 
primary importance for a variety of applications, including e.g. the investigation of 
novel materials exhibiting a high or low work function such as metal oxides and 
lanthanum borides that can be applied for example to novel ion sources in mass 
spectrometer applications, see chapter 4. 
Among the various techniques that measure the absolute work function the photoelectric 
effect method appears most suited since it neither requires high sample temperatures nor 
a special sample geometry as it is the case for the thermionic or field effect methods, 
resepctively [3]. Therefore a relatively simple extension of the Kelvin probe technique 
was developed to obtain φtip. This is achieved via measurement of the current voltage  
(I-V) characteristic of the photoelectric emission from a low work function surface [4, 
5]. The work function of any conductor or semiconductor can then be obtained by 
subsequent Kelvin probe contact potential difference (CPD) measurements. 
3.2 PRINCIPLE OF THE MEASUREMENT 
As discussed in chapter 2, if a metal surface with work function φS is illuminated by 
monochromatic light of energy hν with hν > φS, see figure 3-1, the maximum kinetic 
energy Emax of the electrons emitted is given by the Einstein equation [6] 
ShE φν −=max . 3-1
Therefore, at the threshold frequency ν0 below which no emission occurs, Emax equals 
zero, i.e.  
Sh φν =0 .  3-2
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Figure 3-1. Schematic of the circuit for observing the photoelectric effect. When 
monochromatic light of energy hν > φS strikes the sample plate photoelectrons (e-) are 
ejected and collected by the tip. 
The work function of the emitter (sample) can thus be determined by a measurement of 
the photocurrent as a function of the photon energy where the photocurrent near 
threshold is a function of ν given by [7, 8] 
( )2Sph hI φν −∝   3-3
and hence φS can be determined by a linear extrapolation of Iph1/2 to zero current. 
On the other hand, the work function of the collector (tip) can be determined by 
illuminating the sample with monochromatic light of a fixed energy hν with 
φtip > hν > φS and varying the bias potential between collector and sample [9, 10]. This 
second method can be used to determine the work function of the Kelvin probe tip, φtip. 
This is visualised in figures 3-2 and 3-3 by means of the electron energy level diagrams 
and a schematic of the photocurrent characteristic depicted as a function of the bias 
potential applied between tip and sample. In figure 3-2 (a), upon electrical contact of the 
two metal surfaces, their Fermi levels equalise, resulting in a contact potential 
difference VCPD which equals the work function difference between tip and sample: 
tipSCPDqV φφ −= , 3-4
where φtip and φS are the work functions of the tip and sample, respectively. 
V 
Iph 
hν 
tip sample 
Vacuum tube 
e-
A 
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Figure 3-2. Energy level diagrams of the Kelvin probe in photocurrent measurement 
mode as a function of Vb with φtip > hν > φS: (a) no photoelectrons are collected at the 
tip, (b), the onset of the photocurrent is measured where φtip = hν + qVb(onset) and in 
(c) the saturation current where CPDb VV −= . εtip and εS  refer to the Fermi levels of the 
tip and sample, respectively. 
At zero bias potential, because of the retarding electrical field caused by VCPD, assuming 
that φtip > φS, none of the emitted electrons will reach the collector, i.e. Iph = 0, see figure 
3-3 (a). With increasing bias potential Vb the Fermi level of the sample εS is shifted 
upwards with respect to εtip. At the point where electrons emitted from εS can just 
overcome the potential barrier the onset of the photocurrent at the Kelvin probe tip is 
measured, see figure 3-2 (b). In this case, the work function of the tip equals the photon 
energy Eph plus the required bias potential at the onset supplied by Vb, i.e.: 
)(onsetqVh btip += νφ . 3-5
With further increasing bias potential, analogous to the first method, the photocurrent 
typically increases with Vb2, see figure 3-3 (b), [10]:  
2
bph VI ∝ .  3-6
When Vb equals -VCPD (figure 3-2 (c)), electrons emitted from energy states below εS 
with virtually zero velocity are only just able to reach the collector and the photocurrent 
saturates, see figure 3-3 (c). 
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Iph 
Vb 
(c) (b) (a) 
Figure 3-3. Schematic of the photocurrent versus bias voltage (I-V) characteristic 
showing the 3 regions of the curve, a, b and c, corresponding to the 3 cases depicted in 
figure 3-2. 
3.3 EXPERIMENT 
3.3.1 The Ultra-High-Vacuum System 
The photoelectric effect measurements were carried out in the custom designed UHV 
chamber as shown in figure 3-4. The system is pumped by a turbo molecular pump 
(EXT351 CF160, BOC EDWARDS), a titanium sublimation pump (AML) and a roots 
pump (RV8, BOC EDWARDS). This design together with the fast entry load lock 
allows quick sample exchange and fast pump down of the system. The system pressure 
is monitored by an Bayard-Alpert (BA) type ionisation gauge and a wide range gauge 
(BOC EDWARDS) both controlled by an active gauge controller (AGC, BOC 
EDWARDS) which can be interfaced with a computer via the RS232 serial port. 
Residual gas analysis was performed with a quadrupole mass spectrometer (PRISMA 
QMS 200, BALZERS) in a mass range from 1 to 200 amu. 
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Figure 3-4. Schematic of the UHV system including the Kelvin Probe and UV light 
source for absolute work function determination. 
Two samples can be mounted onto the sample holder where each sample has a separate 
external electrical connection. A manual (X-Y-Z-Θ) translator allows to change the 
position of the samples. Additionally, the chamber is equipped with a four pocket 
electron-beam evaporator (EGN4, Oxford Applied Research) for molecular beam 
evaporation, a Kelvin probe for contact potential measurements, a sapphire viewport 
which is transparent for wavelengths from 5μm down to 200nm to illuminate the sample 
via an external light source and a seperately pumped gas inlet system. The electron-
beam evaporator and the gas inlet system are described in more detail in chapter 4 and 
5, respectively. The Kelvin probe is discussed in chapter 2. 
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3.3.2 The Light Source 
For the photocurrent measurements a low work function sample surface, used as a 
photoelectron source, is illuminated by a 100W Hg-Cd-Zn spectral lamp (Philips, 
93146E) through the sapphire viewport. Figure 3-5 shows the relative intensities of the 
mercury (Hg) emission spectrum from 250nm to 550nm. Discrete emission lines of the 
spectral lamp can be selected by narrowband interference filters (FHMW = ± 20nm) for 
wavelengths of 253.7nm, 312.6nm and 365nm, which equal photon energies of 4.86 eV, 
3.95 eV and 3.38 eV, respectively.  
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Figure 3-5. Relative light intensities of selected mercury emission lines [11]. 
The light output signal of the spectral lamp is an ac-signal with a frequency of 100Hz as 
shown in figure 3-6. 
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Figure 3-6. Light output of the Hg-Zn-Gd spectral line lamp. 
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3.3.3 Photocurrent Measurement Instrumentation 
The input stage of the Kelvin probe that is used for CPD measurements can also be used 
for the measurement of the photocurrent as shown in the circuit diagram in figure 3-7. 
The photocurrent Iph emitted by the illumination sample plate (curved plate in the 
schematic) is collected by the stainless steel Kelvin probe tip (Ø2.5mm, flat plate in the 
schematic) that is connected to the inverting input (−) of the low noise operational 
amplifier (op-amp). The op-amp circuit converts this current into a voltage signal. The 
output voltage is determined by the feedback resistance Rf (=107 Ω) given by  
fphout RIV ⋅−=   3-7.
−
+
Vout
Iph
Vb
hν
Rf
 
Figure 3-7. Circuit diagram of the Kelvin probe input stage for photocurrent 
measurements. 
The emitter plate is held at ground potential and the voltage of the tip is set by the bias 
voltage Vb connected to the non-inverting input (+) of the operational amplifier. Since 
the voltage difference between the inputs of the amplifier is zero, the voltage of the 
inverting input and hence of the tip is determined by Vb [12]. This signal is then further 
amplified by a variable gain stage, filtered and digitised by the 12-bit AD-converter of 
the data acquisition card (PCI 1200, National Instruments) and processed by the host PC 
using the dedicated software program as shown in figure 3-8. The bias potential Vb is 
programmatically set by one of the 12-bit DAC’s on the data acquisition system (DAS). 
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3.3.4 Software Development 
The software program to automate the measurement of the photoemission I-V 
characteristic was written for the 32-bit Microsoft Windows™ operating system 
environment in the object orientated programming language Borland Delphi™. A block 
diagram of the program is presented in figure 3-9. Initially, all the experimental 
parameters are input, i.e. the start and final value and the step size of the bias potential, 
the number of averages as well as the parameters for the signal acquisition.  
(a) 
Figure 3-8. Screenshots of the photocurrent measurement program showing (a) the 
acquired ac-signal of the electron emission and (b) the corresponding I-V  
characteristic. 
(b) 
b
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The bias potential Vb is set using DAC1 and a short delay is built in to allow the output 
signal to settle. Then the DAS acquires the signal which is stored to an internal array 
and the program proceeds with the next measurement. The second array is added to the 
first for the required number of averaging loops ‘n’. This method (boxcar integration) 
effectively reduces noise. 
Vb:= Vb + Vb(step) 
Calculate Iph
Calculate ptp 
Store/ Output Signal
Set parameters 
Set DAC 
Acquire Signal 
Settling delay 
n loops 
No
Yes
Output/storage 
Vb:= Vb(start) 
 
Is 
Vb = Vb(end) 
?
Figure 3-9.  Block diagram of the photo-effect measurement program. 
 58
Upon completion of the measurement the data are divided by ‘n’, the peak-to-peak (ptp) 
voltage of the signal is determined and the voltage signal is converted back into the 
photocurrent. This value is then stored together with Vb in a second array and plotted 
against the applied bias potential and the above process repeated for the next value of 
Vb.  
3.4 RESULTS 
A polycrystalline gadolinium (Gd) foil (25×12×0.1mm3,ADVENT, 99.99%) was used 
as the photoelectron source. The sample was cleaned by repeated resistive heating up to 
1200K for several minutes. Gd has the advantage of having a relatively low work 
function of approximately 3.1eV [13] and is available in form of thin foils. Further, it 
was found that the work function of Gd remained very stable with exposure to residual 
gas over a prolonged period of time (see below). Subsequent CPD measurements were 
made on a polycrystalline rhenium foil (25×12×0.025mm3, ADVENT, purity 99.99%) 
that was evaluated as a target surface for HSI, see chapter 4. This foil was cleaned by 
repeated flash annealing to temperatures above 2000K. Experiments were carried out at 
base pressures of the UHV system of < 4×10-9 Torr. The system was darkened during 
the measurements and all filaments were extinguished.  
Figure 3-10 shows the I-V characteristics of the photoemission from the Gd surface for 
the 3 Hg emission lines. The photocurrent increases as expected with increasing photon 
energy. Due to the small difference between φ(Gd) and Eph at the 365nm line, the 
magnitude of the photocurrent is very small and hence the signal to noise ratio (S/N) is 
poor. On the other hand, although giving the highest signal magnitude, photons emitted 
at 253.7nm, having an energy of 4.86eV, may cause additional emission from the 
Kelvin probe tip or metal parts in the UHV chamber that might interfere with the 
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measurement. Thus, the 312.6nm line with Eph = 3.95 eV is best suited for this setup 
and was used for subsequent measurements. 
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Figure 3-10. The current-voltage (I-V) characteristic of the photoemission used to 
determine the work function of the Kelvin probe tip. 
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Figure 3-11.  The plot Iph1/2 of the data in figure 3-10 versus bias voltage. Note that only 
data from the linear portion of the curves are included in the linear fit. 
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In order to determine the onset of the photocurrent Iph, the square root of Iph is plotted 
versus the applied bias voltage Vb, see figure 3-11, and a least square fit of the linear 
part of the curve is extrapolated to zero current. φtip is then calculated via equation 3-5. 
The results of the measurements are summarised in table 3−1. It can be seen that the 
values for φtip measured by 3 different Hg emission lines agree within 30mV. The 
uncertainty of the extrapolation for the 312.6nm line is ±10mV. Taking the 
measurement error due to the thermal energy distribution into account, i.e. 26mV at 
300K, and small changes in tip work function during the measurement, typically 
<20meV, the overall error of the work function measurement is estimated to be 
±50meV.  
Table 3-1. Results of the measurements to determine the absolute work functions. 
Hg line / nm Eph / eV Vb(onset) / V φtip / eV 
253.7 4.86 -0.192 ± 0.007 4.672 
312.6 3.95 0.714 ± 0.010 4.662 
365 3.38 1.335 ± 0.067 4.716 
Average / / 4.683 ± 0.030 
The work function of the sample, φS, is then determined via a subsequent measurement 
of VCPD and using equation 3-4. An example of such measurements is shown in table 3-
2. The work function of the Kelvin probe tip was determined as described above. The 
contact potential difference was then measured for the Gd surface that was used as the 
photoelectron source and the rhenium foil after cleaning. The work function determined 
for Gd of (3.075 ± 0.050) eV is, within the measurement error, in agreement with that of 
(3.10 ± 0.15) eV given in [13]. The work function determined for the clean Re substrate, 
in this case of (5.171 ± 0.050) eV, was used as a calibration point for the absolute work 
function values of Re given in chapter 4. 
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Table 3-2. Results of the measurements to determine tip and sample work functions. 
Measurement Eph / eV Vb(onset) / V VCPD / V φ / eV 
Kelvin Probe tip 3.966 0.551± 0.016 / 4.518 
Gd / / -1.443 3.075 
Re / / 0.653 5.171 
The work function of low φ materials is known to increase with the adsorption of 
residual gas molecules. Therefore the stability of the work function of the gadolinium 
foil that is used as the photoelectron source was determined immediately after the 
cleaning process and after 16 hours of exposure to the residual gas envelope in the UHV 
chamber at a base pressure of 3.7×10-9 Torr, see figure 3-12. 
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Figure 3-12. Work function increase of Gd due to the adsorption of residual gas 
molecules at 300K and a base pressure of 3.7×10-9 Torr. 
We find that the work function increases by only 70meV after an exposure of 200L. 
This shows that the work function of Gd is relatively unaffected by the exposure to gas 
molecules, in contrast to other low work function materials as e.g. lanthanum 
hexaboride (LaB6) or calcium (Ca), see chapter 4.  
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 Chapter 4  
Evaluation of High and Low Work Function Surfaces  
4.1 INTRODUCTION 
The aim of this study was to produce and characterise surfaces optimised for 
Hyperthermal Surface Ionisation (HSI), an alternative to electron impact ionisation for a 
novel mass spectrometer system. HSI is based on the well-known phenomenon of 
surface ionisation [1] which is discussed in chapter 5. The species to be ionised is 
accelerated in a supersonic molecular beam towards a target surface. At a certain critical 
distance from the target surface, a spontaneous electron transfer can occur either to or 
from the molecule, thus creating a negative or positive ion, respectively. The first 
process is termed negative ion hyperthermal surface ionisation – n-HSI and the latter 
positive ion hyperthermal surface ionisation – p-HSI. A key factor for the ionisation 
efficiency in both HSI processes is the work function φ of the target material: mainly 
positive ions are created on high φ surfaces whereas for negative ion production low φ 
surfaces are required. 
Potentially suitable target surfaces were identified via a literature study. The 
polycrystalline metals tungsten (W), molybdenum (Mo), rhenium (Re), palladium (Pd) 
and platinum (Pt) were found particularly interesting as p-HSI target surfaces since 
oxidation substantially increases their work function. The following parameters were 
investigated: a) the magnitude and sign of Δφ with molecular oxygen exposure as a 
function of substrate temperature, b) the effect of molecular hydrogen pre-adsorption on 
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 the clean surface, and c) the effect of the surface cleaning procedure, i.e. Flash-Anneal 
(FA) and Sputter-Anneal (SA) cleaning, in terms of work function stability. 
The low work function materials lanthanum hexaboride (LaB6), calcium (Ca) and 
gadolinium (Gd) were investigated as potential target materials for n-HSI, i.e. the 
generation of these surfaces and the stability of their work function. 
4.2 HIGH WORK FUNCTION SURFACES 
4.2.1 Discussion 
Three aspects have to be considered for the choice of materials for high work function 
surfaces: (i) the work function of the clean surface, (ii) the work function change due to 
the adsorption of electronegative gases and (iii) their stability at the high temperatures 
(T > 1000K) that are necessary to keep the surfaces clean from contamination. 
Refractory metals, listed in table 4-1 are excellent candidates in this respect, since they 
typically have a high melting point and a relatively high work function, see e.g. figure 
2−2. 
Table 4-1. Work function and melting point of a selection of polycrystalline metals [2]. 
Element work function / eV melting point / °C 
Pt 5.65 1772 
Pd 5.12 1554 
Re 4.96 3180 
Mo 4.60 2617 
W 4.55 3410 
Ir 5.27 2410 
Ni 5.15 1453 
Rh 4.98 1966 
Ru 4.71 2310 
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 As discussed in chapter 2, the work function change Δφ is closely related to the dipole 
moment induced by the adsorbed molecule which depends on the degree of charge 
transfer in the bonds to the surface atoms. This charge transfer can be described by the 
concept of the electronegativity, χ, which is the magnitude of the energy change if an 
atom or molecule gains an electron. Most widely used is Paulings’s electronegativity 
scale [3] that will be utilised here to give a prediction of the degree of charge transfer to 
be expected between the adsorbate and the different metal surfaces.  
To achieve a work function increase, as pointed out in chapter 2, the adsorbate should 
exhibit a high − and the surface atoms a low electronegativity, respectively. Table 4-2 
gives an overview of electronegative gases for the choice of the adsorbate. Although 
fluorine is the most electronegative of all elements, its use is restricted because of its 
high toxicity. Therefore, oxygen is used as the preferred reactant. 
Table 4-2. Electronegativities of a selection of gases. 
Element χ(Pauling) / eV 
F 3.98 
O 3.44 
N 3.04 
H 2.20 
Table 4-3 compiles the atomic electronegativities of the metals given in table 4-1 and 
their difference in electronegativity compared to oxygen. Since the work function 
change depends on charge transfer as well as the direction and length of the dipole, table 
4-3 also contains experimentally obtained maximum work function data and their 
source in the literature. These data were used to select the most suitable candidates for 
this high work function surface study. 
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 Table 4-3. Electronegativities and work functions of the metals listed in table 4-1. The 
element in bold letters were chosen for the work function study. 
Element χ(Pauling) / eV Δχ / eV Δφ(peak) / eV φ(peak) / eV Reference 
Re 1.90 1.54 1.8  7.15 [4] 
Mo 2.16 1.28 1.35 6.3 [5] 
Pt 2.28 1.16 1 6.3 [6] 
Ir 2.20 1.24 1 6.3 [7] 
Rh 2.28 1.16 1 6.0 [8] 
Pd 2.20 1.24 0.7 5.8 [9] 
Ni 1.91 1.53 0.65 5.8 [10] 
Ru 2.20 1.24 0.85 5.55 [11] 
W 2.36 1.08 0.85 5.4 [12] 
Among these potential target materials several had to be ruled out for various reasons. 
The work function of the oxidised surface of iridium was found to decrease with 
increasing temperature and strongly affected by hydrogen adsorption [7], which is used 
as a carrier gas in HSI. Similarly, nickel exhibits an unstable and even decreasing work 
function with increasing oxygen exposure [10]. Ruthenium (Ru) is an extremely brittle 
material and hence difficult to handle whereas rhodium (Rh) is the rarest metal on earth 
and therefore exceptionally expensive. Of the remaining metals we find a good 
correlation between Δχ and the experimentally found work function change Δφ, with 
rhenium the most favourable candidate because of its high initial work function and Δχ 
or Δφ, respectively. 
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 4.2.2 Experiment  
A. The UHV-SKP System 
The UHV system used for this study is illustrated in figure 4-1. The chamber comprises 
a volume of ≈ 85l pumped by a 20.5m3 h-1 rotary pump (Edwards, RV18), a 250ls-1 
turbomolecular pump (TMP, Edwards EXT 200), an ion-getter unit (4 × 25 ls-1, AEI 
P1250) and a 3-rod Ti sublimator pump (TSP). Bayard-Alpert (BA) type ionisation 
gauges (VG, VIG17) on the main system and on top of the TMP provide the pressure 
reading of the system (psys) and at the TMP (ptmp), respectively. 
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Figure 4-1: Schematic of the main UHV system with its associated peripherals and 
facilities. 
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 The system further comprises a Scanning Kelvin Probe (SKP), Auger-Electron 
Spectroscopy (AES), a Low Energy Electron Diffraction (LEED) unit and an argon ion 
gun for sputter cleaning. Residual gas analysis (RGA) can be performed with a 
‘Vacscan’ quadrupole mass-spectrometer (QMS) with a detection range from 1 to 100 
a.m.u.. A typical mass spectrum of the system after bake-out is shown in figure 4-2 with 
H2, H2O, CO and CO2 being the main constituents. Additionally, the QMS was 
frequently used for checking the purity of the inlet gases and for leak detection. 
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Figure 4-2. Typical residual gas spectrum after bake-out, at a system base pressure of 
≤ 1×10-10 Torr. 
After the initial pump down the system was baked out at approximately 120°C for 48 
hours thus reducing the H20 peak to below 1% of its initial value. System pressures of 
typically ≤1×10-10 Torr were achieved by operating the ion getter pump and using the 
TSP to reduce the amount of H2 which is typically the main residual in the chamber. 
The monolayer formation time at this pressure is more than 20 minutes and hence long 
enough to ensure that the gases let in to the system are indeed adsorbed on a clean 
sample surface.  
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 B. Gas Inlet 
The gas inlet system, shown in figure 4-3, is separately pumped by a rotary pump and a 
65ls-1 TMP (EDWARDS, EXT70). The pressures at the different parts of the inlet 
system, prot, ptmp and pinlet, are indicated by the corresponding pressure gauges. The 
gases used for the experiments, O2 and H2 (MESSER GRIESSHEIM), are provided in 
1l metal cans with a purity of 99.998 and 99.999 Vol.%, respectively. 
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Figure 4-3. Schematic of the gas inlet system and its components: the rotary pump 
(ROT), TMP, Prot, Ptmp and Pinlet, - pressure gauges of rotary and turbomolecular pump 
and inlet system, Vleak, V1, V2, Vleak, Vn … Vn+k – UHV valves (see text), CVn … CVn+k – 
control valves of the gas cans, Gn … Gn+k – gas canisters for the various gases. 
For the admission of gas into the main system, e.g. for dynamic gas adsorption 
experiments or for argon ion sputtering, the valve V2 to the TMP is shut. Gas from the 
high pressure can is admitted first into the small volume of the coupling tube between 
control valve CVn and the UHV valve Vn by opening CVn. Subsequently, control valve 
CVn is shut and the UHV valve Vn opened. Finally, the gas is admitted into the main 
system via the leak valve Vleak that allows to adjust the gas pressure in the main system 
between 5×10-10 Torr and 1×10-3 Torr. 
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 During gas inlet the ion-getter unit and the system ionisation gauge are switched off to 
prevent damage of these components at higher gas inlet pressures. This also avoids 
potential side effects that might be caused by fragmentation of gas molecules on the hot 
filaments of the ionisation gauge [13, 14]. The pressure reading was therefore taken 
from the ionisation gauge mounted onto the TMP. To correlate the pressure at the TMP, 
ptmp, to the pressure in the main system, psys, the readings of both gauges were recorded 
simultaneously from the analogue outputs of the gauge controllers. Figure 4-4 shows for 
example the output voltages of both gauges as a function of the pressure of molecular 
oxygen in the main chamber. ⋅ 
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Figure 4-4. Relationship between the pressure in the main system and the analogue 
output of the ionisation gauges mounted onto the main system and the TMP, 
respectively. 
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 C. Sample Preparation, Heating and Temperature Measurement 
The polycrystalline metal foils (13mm × 25mm × 25μm) were mounted onto the UHV 
sample holder via tantalum pressure contacts. Clean sample surfaces were generated by 
either Flash-Anneal (FA) cycles to temperatures as listed in table 4-4 or via Sputter-
Annealing (SA). SA is performed by Ar Sputtering (45o, 2μAcm-2, 20 mins) and a 
subsequent annealing step (1200K, 60mins) followed by a FA. For FA cleaning the 
samples were resistively heated by an ac power supply unit (PSU) and by a dc PSU for 
Kelvin probe CPD measurements at elevated temperatures. The initial sample cleaning 
was performed by a series of FA cleans. The work function was monitored during the 
FA cleans and a stable φ value was obtained typically after 6 to 8 cycles.  
Table 4-4: Melting point Tm and flash anneal temperatures TFA of the polycrystalline 
metal samples used. 
Element Tm (°C) TFA (°C) 
Re 3180 ≈1800 
W 3410 ≈1800 
Mo 2617 ≈1800 
Pt 1772 ≈1100 
Pd 1554 ≈900 
 
Sample temperatures in the range from 600°C to 3000°C were measured with an optical 
pyrometer (MINOLTA, LAND Cyclops 152A). Optical pyrometry is a non-contact 
measurement technique where the amount of energy emitted from a hot surface is 
determined [15]. The power P radiated from an object is related to the temperature of its 
surface TS by the Stefan-Boltzmann law: 
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 4
SATP εσ= ,  4-1
where ε is the emissivity of the surface, A is the sample surface area and σ is the Stefan-
Boltzmann constant. Thus, in order to determine TS, it is necessary to know the 
emissivity of the sample surface. The values of ε used for the studied samples are listed 
below in table 4-5. 
Table 4-5: Emissivity values of the samples investigated [2]. 
Samples Emissivity 
Pt 0.30
Pd 0.33
Mo 0.37
Re 0.42
W 0.43
To determine the sample temperature below the measurable range of the pyrometer, i.e. 
<600°C, the input power Pin versus temperature data were fitted to equation 4-2 via a 
Levenberg-Marquardt iteration [16] and extrapolated to temperatures below 600°C as 
e.g. shown in figure 4-5. In a vacuum, bodies can exchange heat only via thermal 
radiation or thermal conduction through external contacts. Thus, the input power Pin, 
which is equal to the power loss in steady state, and the sample temperature can be 
correlated by:  
)()( 01
4
0
4
0 TTTTP SSin −+−= ββ ,  4-2
The first part in the above equation describes the heat loss via radiation where β0 is the 
thermal radiation factor and the second part the heat loss via thermal conduction where 
β1 is the thermal conductivity factor. T0 is the temperature of the surroundings, i.e. 
normally 300K. The thermal radiation factor is given in equation 4-1 by  
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 Aεσβ =0 .  4-3
An example of such a dataset is plotted in figure 4-5 together with the fit of the data and 
the two contributions to the heat loss of the sample according to equation 4-2. 
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Figure 4-5. Input power as a function of the Re sample temperature. 
We see that for temperatures up to 800K the heat is dissipated mainly by thermal 
conduction through the contacts of the sample holder which represents a significant 
thermal mass compared to the metal foil. At temperatures above 800K thermal radiation 
dominates the heat loss. 
By using equation 4-2 we assume the temperature measured to be a constant over the 
whole surface area, which is however not generally the case. With the value obtained 
for β0 for the example in Figure 4-5, according to equation 4-3, the effective area would 
be 1.98cm2 compared to the true sample area of 2.21cm2. This difference is probably 
due to the inhomogeneous temperature distribution across the sample surface, especially 
close to the sample contacts. The sample contacts are a crucial factor in how good the 
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 power is dissipated in the vicinity of the contacts. Therefore the fit parameters will vary 
from sample to sample and have to be determined for each sample individually. 
D. Thermal Cycling 
For rapid determination of the work function as a function of the substrate temperature 
during gas adsorption the substrate temperature was gradually increased until a 
saturation value of φ was achieved. The change in the potential of the sample, caused by 
passing a heating current through the sample, produces an apparent shift in φ. This shift 
was eliminated by post-processing of the data. All work function data were obtained by 
taking Δφ at the equilibrium oxygen pressure pox of ~1×10-5 Torr at the various 
temperatures. The measurements were started at room temperature until a stable work 
function was achieved followed by subsequent heating steps up to temperatures of 
1100K. 
E. Absolute Work Function Values 
In order to determine absolute φ values and to monitor for possible changes in the tip 
work function φtip during sample processing two tip calibration procedures have been 
implemented: (i) photoelectric emission, which is described in chapter 3, and (ii) in-situ 
reference electrodes. The photoelectric emission method relies upon the availability of a 
low work function (Gd) surface, however during oxidation the work function of this 
surface increases and thermal cycling is required to restore the original surface work 
function. Thus for a rapid but less rigorous check of φtip, Vcpd was also measured relative 
to two in-situ reference samples (gold and aluminium) located on a linear transfer arm. 
The use of various reference electrodes in the Kelvin method, including gold and 
aluminium, has been described in detail in [17]. 
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 4.2.3 Results 
A. Tungsten 
The polycrystalline tungsten sample was cleaned by several flash-anneal cycles at 
temperatures ≥ 2000K. The resulting work function of the clean surface was determined 
to be (4.65 ± 0.10)eV which agrees well with the literature data presented in table 
4-1.The dynamic work function change measured upon uptake of molecular oxygen for 
a selection of temperatures is plotted in Figure 4-6. We can see that, generally, the work 
function increases with the uptake of oxygen and tends to saturate at higher exposures 
and that the saturation value of φ increases with increasing temperature. The uptake 
curves at TS = 300K consist of 2 parts: a rapid initial increase in φ for exposures < 100L 
followed by a slowly increasing part at higher exposures. This second phase does not 
occur at TS ≥ 800K and saturation of φ is already achieved at exposures of ≈100L. 
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Figure 4-6. The work function increase during oxidation of W at a selection of different 
temperatures. 
The saturation work function obtained during oxidation for temperatures from 300K up 
to 1100K is plotted in Figure 4-7. The curve reveals an approximately linear increase in 
 76
 Δφ from 1.33eV at TS = 300K up to 1.67eV at TS = 1000K, followed by a decrease at 
higher temperatures where a maximum work function of 6.32eV is observed at 1000K. 
The work function increase of 1.33eV obtained at 300K is in good agreement with that 
of ~1.6 eV reported in [18, 19] for the O2/W(100) system using the retarding potential 
method. 
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Figure 4-7. Work function changes during oxidation of polycrystalline tungsten at 
different temperatures with φ = 4.65 eV of the clean surface. 
B. Molybdenum 
The polycrystalline molybdenum (Mo) sample produced a work function value of 
(4.50 ± 0.10) eV after several flash-anneal cleaning cycles. This value agrees, within the 
experimental error, with the literature value given in table 4-1. Figure 4-8 shows the 
saturation work function of the oxidised sample surface, i.e. at p(O2) = 5×10-5 Torr, for 
a series of sample temperatures. The data indicate that the magnitude of Δφ remains 
almost constant at ~1.7eV up to 900K. A work function peak of φ = 6.43eV, i.e. 
Δφ = 1.87eV, emerges at 1000K. This result is in excellent agreement with the oxidised 
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 Mo wire data published by Zandberg [20], reporting a peak Δφ of ~1.9eV at a 
temperature of TS ~ 980K. 
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Figure 4-8. Saturation values of the work function increase of the oxidised 
polycrystalline Mo surface at different temperatures where the clean surface exhibits a 
work function of 4.50eV. 
C. Rhenium 
As pointed out in section 4.2.1, rhenium is considered as one of the most favourable 
target materials for the p-HSI application. It was therefore the subject of a more detailed 
investigation [21]. 
Clean Surface Work Function 
The work function of the polycrystalline Re surface was monitored during a series of 
flash-anneal cleans. After 6-8 cycles a stable φ value of (5.10 ± 0.10) eV was obtained 
which was attributed to the clean surface. This value could be repeatedly achieved to 
within 30 meV. Figure 4-9 shows a work function topography performed on the clean 
surface, the standard deviation in φ is nearly 100 meV across the sample surface. The 
lowest work function area corresponds to that of the highest temperature during 
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 annealing so the φ variation observed may be due to differing surface structures or small 
amounts of contamination. 
 
Figure 4-9. Work function topography of the Re surface after FA cleaning. 
Work Function of the Oxidised Re Surface 
Spot profile φ and Δφ data during Re oxidation at selected sample temperatures from 
300K to 800K are presented in figure 4-10. The adsorption curve at 300K (a) clearly 
shows two adsorption stages, denoted by the arrows A, B and C, with a fairly abrupt 
transition at approx. 100L. Assuming that no depolarisation occurs we can interpret the 
initial rapid uptake AB as the formation of the first monolayer on identical highly 
reactive sites. This is followed by a slower reaction phase involving a group of less 
energetic sites once all the initial sites are filled. Saturation of all sites is achieved at 
approx. 2×104 L and the oxidised surface is stable to further oxygen exposure. At 
elevated temperatures, the gradient of the Δφ data with ln(O2 dose) is continuous around 
point B achieving a total change of 1950meV at 800K. The work function topography 
of the oxidised Re surface, see figure 4-11, shows a flat φ profile indicating a 
homogeneous oxide coverage. 
 79
 10-2 10-1 100 101 102 103 104 105 106
5.1
5.5
5.9
6.3
6.7
7.1
CB
A
300 K
500 K
700 K
800 K
φ /
 e
V
Oxygen Exposure / L
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
 ΔΦ
 / 
eV
 
Figure 4-10. Work function change during Re oxidation. Curves ‘a’ – ‘d’ correspond to 
substrate temperatures 300, 500, 700 and 800K. 
 
Figure 4-11. Work function topography of the oxidised Re surface at 300K. 
The maximum work functions obtained at the various temperatures are plotted in figure 
4-12. We find an almost linear relation between φ and TS up to approximately 900K 
which is given by: 
eVeVK 735.50016.0 1 += −φ  . 4−4
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Figure 4-12.The work function of the oxidised Re surface as a function of substrate 
temperature TS where the dotted line is a linear least square fit of the data 
in the range from 300K to 900K. 
A maximum work function change of 2.05eV can be observed at around 900K which 
corresponds to an absolute work function of 7.15eV. It is considered  that, as the 
oxidation temperature is raised, more oxygen promotes to on-top sites of the surface 
without being desorbed, leading to a higher overall net dipole moment and hence a 
higher work function [22]. At lower temperatures the oxygen penetrates to layers 
underneath the surface thus resulting in a lower work function. 
Effect of Hydrogen Pre-Adsorption at 300 K 
In the HSI application the sample gas is typically mixed with molecular hydrogen and 
then injected through a nozzle to create a supersonic molecular beam. As H2 forms the 
bulk of the inlet gas composition and thus will be the largest residual gas component, 
the interaction of the H2 on the clean Re surface was investigated. Figure 4-13, curve 
‘b’, shows Δφ data recorded during oxidation of a Re surface that has been pre-exposed 
to 630L of H2, which produced a small, i.e. 30meV decrease in φ and therefore has only 
a weak effect. The uptake curve is similar to that of the clean surface, but shifted 
downwards by some 250meV and the final surface is not stable, indicated by a 
decreasing φ with additional oxygen exposure. 
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Figure 4-13. Work function increase during oxidation of (a) the clean Re surface and 
(b) after pre-adsorption of 630L H2 at 300K.  
Comparison between Surface Cleaning Methods 
The oxygen uptake curves are very sensitive to the sample preparation and cleaning 
method applied. Figure 4-14 shows Δφ data for 300K and 700K oxidations using Flash-
Anneal (FA) and Sputter-Anneal (SA) cleans as described in section 4.2.2. We note that 
the SA procedure includes a terminating FA. The oxidation experiments were 
performed at both 300K and 700K to determine whether thermal processing would 
affect the outcome. The most noticeable aspect, with respect to the HSI application, is 
that the SA procedure does not produce a stable work function with increasing oxygen 
exposures, whereas FA does. This is almost certainly due to surface roughening by the 
ion beam which is not wholly annealed out during either the 1200K anneal or the short 
FA cycling. The temperature variation of the Δφpeak value is similar to the FA surfaces 
but the oxidation process is obviously more complicated due to the range of reaction 
sites induced by sputtering. Subsequent to SA cleaning up to 6-10 FA cycles were 
required to reproduce the clean Re work function value. 
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Figure 4-14. Effect of the cleaning procedure on the work function change during 
oxidation: ‘a’, ‘c’ after FA clean at 300K and 700K, respectively and ‘b’, ‘d’ after SA 
clean at 300K and 700K, respectively. 
D. Palladium 
The clean Pd surface, obtained after several flash-anneal cycles up to 1300K, produced 
a work function of (5.20 ± 0.10) eV. The saturation work function of the oxidised 
surface as a function of the sample temperature is illustrated in figure 4-15. The curve 
shows a fairly constant Δφ of ≈ 750meV in the temperature range up to 650K. However, 
at higher temperatures the Pd sample exhibits a rather irregular dependence of φ upon 
TS. At temperatures > 900K the work function decreases down to the value of φ of the 
clean Pd surface at 1000K. This indicates that the sample temperature is sufficiently hot 
for oxygen to desorb from the surface. The main features of this Δφ vs. TS plot are in 
excellent agreement with a work function study by He et al. [9], reporting on the 
interaction of oxygen with a single crystal Pd(110) surface. 
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Figure 4-15. Work function change Δφ as function of the Pd sample temperature with 
φ = 5.2 eV of the clean surface at 300K. 
The investigation also showed a strong dependence of φ on the equilibrium oxygen 
pressure: the formation of the oxide takes place only at the relatively high O2 pressure 
used here, i.e. at ~1×10-5 Torr, where a stable work function is observed in the range 
from 300K to 550K. However, with decreasing gas pressure down to ~1×10-7 Torr, the 
work function decreased by ≈200meV at 300K and by ≈450meV at 900K. Subsequent 
increase in O2 pressure to ~1×10-5 Torr causes a re-oxidation of the surface resulting in 
the re-establishment of the previous work function value. This effect has been linked to 
the reversible formation of a subsurface oxygen species [23]. 
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 E. Platinum 
Polycrystalline platinum (Pt) produced the highest work function value of the clean 
surface of all the investigated metals at (5.70 ± 0.10) eV. The sample was flashed to 
temperatures up to 1500K for surface cleaning. Figure 4-16 shows the saturation work 
function values versus sample temperature of the oxidised Pt surface: a decrease in 
work function is observed in the lower temperature region between 300K and 500K 
achieving a minimum Δφ of -900meV at 500K. This is followed by a rapid work 
function increase at temperatures ≥ 550K, peaking at a Δφ of 650meV at ≈750K. The 
work function decrease reported here, at (300 ≤ T ≤ 500)K, is in contrast to the 
behaviour of previous measurements performed on a single crystal surface Pt(111) 
using both Kelvin Probe [24] and photo-emission [6] techniques, however the peak φ 
values are similar. We conclude that a fairly complex initial oxidation behaviour exists 
during the lower temperature oxidation on the polycrystalline surface. 
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Figure 4-16. Work function change of oxidised polycrystalline platinum with 
temperature where the clean Pt surface exhibits a work function of 5.70 eV. 
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 4.2.4 Summary of Metal Oxide Work Function Data 
The maximum work function obtained for each of the investigated oxidised metal 
surfaces is listed in table 4-6. We find that polycrystalline Re produced upon oxidation 
the highest surface work function of the materials studied here of (7.15 ± 0.10) eV at a 
temperature of 800K. Further, Re is only weakly affected by hydrogen, which is used as 
a carrier gas in HSI and, moreover, the material has a relatively high melting point and 
is very resistant to thermal cycling. We can therefore conclude that Re is best suited as a 
target materials for pHSI. 
Table 4-6: Summary of experimental results of this study: Δφ(max) is the maximum 
work function increase and φ(max) the respective absolute value obtained at the 
substrate temperature TS and an oxygen pressure of ~1×10-5 Torr. 
Metal φ(clean) / eV Δφ(max) / eV φ(max) / eV TS(max) / K 
Re 5.10 ± 0.10 1.95 ± 0.05 7.05 ± 0.10 900 
W 4.65 ± 0.10 1.67 ± 0.05  6.32 ± 0.10 1000 
Mo 4.50 ± 0.10 1.87 ± 0.05 6.37 ± 0.10 1000 
Pt 5.70 ± 0.10 0.65 ± 0.05  6.35 ± 0.10 750 
Pd 5.20 ± 0.10 0.77 ± 0.05  5.97 ± 0.10 900 
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 4.3 LOW WORK FUNCTION SURFACES 
4.3.1 Discussion 
As can be seen from figure 2−2, elements exhibiting low work functions, as required for 
n-HSI targets, are found mainly in the 1st and 2nd main group of the periodic table which 
are the alkali and rare earth metals, such as potassium, caesium or calcium. For the 
choice of materials to be considered as potential n-HSI target materials, the following 
additional requirements have to be met: (i) melting point above 1000K and stability 
with thermal cycling, (ii) low vapour pressure and (iii) stability of the work function 
with contamination. Most of these requirements however are incompatible with the 
actual properties of the elements pointed out above. The majority of these elements have 
rather low melting points and are highly reactive, i.e. the work function will rapidly 
increase when exposed to trace amounts of gases such as oxygen. This therefore 
imprints severe restrictions on the choice of materials. These considerations led to the 
selection of the following materials for this study: lanthanum hexaboride, LaB6, calcium 
(Ca) and gadolinium (Gd) see table 4-7.  
Table 4-7. Work functions and melting points of the n-HSI test material. 
Material Melting Point / °C φ / eV Reference 
LaB6 2210 2.66 [27] 
Ca 839 2.87 [25] 
Gd 1314 3.1 [26] 
LaB6 is used as an electron emitting material and has therefore been studied intensively 
[27, 28, 29]. The compound is part of a more general concept investigated by Lafferty 
[27] where alkali or rare earth metals, denoted by M, are embedded in a matrix of the 
element boron in the form MB6. This concept has the advantage of combining the 
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 thermal and chemical stability of the boron framework with the low work function of 
the metals. LaB6 was found to have favourable properties with respect to its work 
function, thermal stability and chemical inertness. Further, the surface of LaB6 can be 
re-activated after adsorption of gases via flash-annealing [27]. LaB6 films can be 
generated either via cataphoretic coating [28] or via evaporation [30]. 
Calcium, belonging to the alkaline earth metals, seems to be a good compromise with 
respect to melting point and work function of the material. Although it readily forms a 
nitride layer when exposed to air [2], it should be sufficiently stable under UHV 
conditions and to gases at low pressures (<1×10-5 Torr). Ca films can be produced via 
evaporation. 
Gadolinium is a member of the rare earth metals and, although having a work function 
of >3eV, has the advantage of a relatively high melting point and is available in form of 
thin foils. The material can therefore be cleaned when mounted in the vacuum chamber 
via resistive heating. Further, Gd is found to be relatively stable in air [2] and should 
therefore exhibit a reasonable stability with respect to its work function.  
4.3.2 Experiment  
A. Electron Beam Evaporation 
The main features of the UHV system used for the low surface work function studies is 
described in chapter 3. The chamber is further equipped with a 4-pocket electron beam 
evaporator (Oxford Applied Research), see figure 4-17, that was utilised to generate the 
low work function surfaces. With this evaporation method the target material in form of 
rods or powder within a crucible is heated via electron bombardment. The electrons 
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 emitted from a hot filament are accelerated towards the target with a voltage up to 2kV. 
With a maximum emission current of 55mA the power available to melt the material is 
110W. The evaporator comprises 4 such evaporation units or ‘pockets’, each operated 
separately. Due to the electron heating current accelerated towards the target the vapour 
is partly ionised. This effect is used to indicate and measure the evaporation rate. 
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Figure 4-17. Four pocket e- beam evaporator used to generate low work function films. 
B. Sample Preparation 
LaB6 (purity 99%, ALDRICH) and Ca (99.5%, ALFA) films were generated via e-beam 
evaporation onto a polycrystalline rhenium foil (25×12×0.025 mm3, purity 99.99%, 
ADVENT). The foil was cleaned by repeated flash annealing to temperatures above 
2000K as described in 4.2.2. The gadolinium foil (25×12×0.1 mm3, purity 99.9%, 
ALFA) was cleaned first mechanically in ambient to remove the oxide film and 
subsequently in the UHV chamber by repeated resistive heating up to 1200K for several 
minutes. All samples were mounted onto the UHV sample holder via tantalum pressure 
contacts. 
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Figure 4-18. Work function change during evaporation of LaBB6 onto a Re foil held at 
300K. The current onto the sample due to the partly ionised molecular beam was used 
as a measure of the particle flux. 
In order to characterise the LaB6 evaporation process, the work function change of the 
Re/LaB6 system was measured at different stages of the evaporation as shown in figure 
4-18. After an initial rapid decrease the work function changes only in small steps with 
further evaporation, gradually achieving approximately 3.3eV. However, if the surface 
is ‘activated’ by flashing it to 1500°C, a further work function decrease to 2.536eV is 
obtained. The necessity for such an activation procedure might be caused either by 
contamination or, indeed, a rearrangement of the LaBX structure since its work function 
is known to depend strongly on the surface stoichiometry of the compound [29]. No 
such activation step was necessary for the preparation of the Ca film. 
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 4.3.3  Results 
The initial work functions determined for the surfaces, i.e. after the evaporation and 
activation or thermal cleaning, respectively, are listed in table 4-8. We find, within the 
measurement error, a good agreement between the work functions determined here and 
values given in the literature. 
Table 4-8. Experimentally found work functions compared to literature values. 
Material φ(experiment) / eV φ(literature) / eV Reference 
LaB6 2.536±0.050 2.66 [27] 
Ca 2.920 ± 0.050 2.87 [25] 
Gd 3.075 ± 0.050 3.1 [26] 
 
The work function increase due to the adsorption of residual gas molecules is shown in 
figure 4-19. With respect to the LaBB6 surface, we clearly observe 2 adsorption stages. 
The first one, marked A-B, with an almost constant gradient above 10L and the second 
one, after approximately 80L, with a lower and rather continuous gradient leading to a 
work function of 3.65eV after an exposure of 200L.  
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Figure 4-19. Work function increase due to the adsorption of residual gas molecules at 
300K. 
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 This shows that LaB6 is rather easily poisoned at 300K by the adsorption of residual 
gas, the largest component of which is molecular hydrogen, see figure 4-20. In contrast, 
although having a higher initial work function, φ(Gd) increases by only 70meV after 
200L exposure. Ca shows a moderate increase in φ of 560meV to 3.48eV after the same 
exposure of 200L. 
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Figure 4-20. The relative composition of the residual gas envelope at a base pressure of 
3.7×10-9 Torr. 
The results of this study are summarised in table 4-9. We can conclude that LaB6 has 
the lowest work function of the materials studied, however, it exhibits a very high 
sensitivity to surface contamination at 300K. Gadolinium on the other hand, has a 
higher initial work function but is only little affected by the adsorption of residual gas 
molecules. 
Table 4-9. Summary of the study of low work function surfaces. 
Material φ(initial) / eV φ(200L) / eV Δφ / eV 
LaB6 2.536 ± 0.050 3.560 1.024 
Ca 2.920 ± 0.050 3.480 0.560 
Gd 3.075 ± 0.050 3.145 0.070 
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Chapter 5  
Thermal and Hyperthermal Surface Ionisation 
5.1 INTRODUCTION 
Hyperthermal Surface Ionisation (HSI) is a novel ionisation technique established by 
Danon and Amirav [1]; its characteristics make it very attractive for mass-spectrometric 
applications. Analytical and general applications of this technique thus include e.g. the 
detection of drugs [2] and explosives [3], fast gas chromatography mass spectrometry 
(GC-MS) [4, 5], as well as ion sources for ion guns and leak detection [2].  
However, there is a lack of information about the role and the characteristics of the 
ionising surface: by using suitable target materials, HSI becomes extremely sensitive 
and the minimum detection levels are vastly improved. Therefore, a study was 
commissioned by the UK’s Defence and Research Evaluation Agency (DERA) for the 
characterisation and optimisation of a novel ion source based on HSI. The study 
presented in chapter 4 is dedicated to the generation and characterisation of high and 
low work function target surfaces.  
In order to evaluate these surfaces with respect to their suitability as HSI targets and to 
characterise the ionisation process, a specially designed gas inlet system was 
implemented comprising a gas mixture chamber and a pulsed nozzle gas inlet valve. As 
part of this ongoing project leading to an optimised HSI mass spectrometer system, we 
discuss in this chapter the principles underlying thermal and hyperthermal surface 
ionisation, SI and HSI, respectively. A simple model will be developed to characterise 
the process of SI and estimate its ionisation efficiency. The principle of HSI and its 
advantages compared to SI are discussed. Further, the conditions for the generation of 
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hyperthermal molecular beams and its properties are described. Experimental data are 
presented demonstrating the generation of positive and negative ions via SI and HSI, 
respectively. 
5.2 THERMAL SURFACE IONISATION 
5.2.1 Degree of Ionisation 
If a solid surface at absolute temperature TS is in equilibrium with an elemental gas with 
ionisation potential Ig, the Saha equation of the system is given by [6] 
S
g
kT
I
ee
h
mkT
g
gg
n
nn
−
++ ⋅⎟⎠
⎞⎜⎝
⎛⋅= e2 2
3
2
00
π , 
5−1
where n+, ne and n0 and g+, ge and g0 are the densities and statistical weights of positive 
ions, electrons and neutrals, respectively. The mass of the gas molecules is denoted by 
m; k and h are Boltzmann’s and Plank’s constant, respectively. For simplicity, reflection 
coefficients are not considered in the equation above. Equation 5−1 expresses the 
probability that the gas adsorbed on the solid may vaporise from the surface as neutral 
molecules or as positively charged ions. Similarly, for molecules desorbing as negative 
ions, the Saha equation can be given by 
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where n- and g- is the density and the statistical weight of the negative ion and χg the 
electron affinity of the neutral gas molecule. The electron density ne at a metal surface 
with a work function φS is given by Fowler as [7] 
 96
SS
kT
ee h
mkTgn
φπ −⋅⎟⎠
⎞⎜⎝
⎛⋅= e2 2
3
2 . 
5-3
The degree of ionisation α±  is defined as the ratio of positive (negative) ions to the sum 
of all other species at the surface, i.e. neutrals and negative (positive) ions:
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Combining equations 5−1 to 5-4, α can be expressed by: 
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for the formation of positive ions and for negative surface ionisation by 
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From these equations it can be seen that the work function of the surface is a main 
parameter determining the degree of ionisation of the particles leaving the surface. 
Indeed, surface ionisation can be used as a method to measure the surface work 
function, see e.g. §2.4.2. Gases having a low ionisation potential adsorbed on high work 
function surfaces produce mainly positive ions (p-SI) whereas gases having a high 
electron affinity adsorbed on low work function surfaces preferably create negative ions 
(n-SI) as depicted schematically in figure 5-1. Thus, for these cases, the degree of 
ionisation can be approximated by 
0n
n±
± =α  . 5-7
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Figure 5-1. Energetic balances for positive (p-SI) and negative (n-SI) surface ionisation 
where Ig and χg are the ionisation potential and the electron affinity of the gas and φS is 
the work function of the ionising surface. The patterned areas symbolise the differences 
between the respective quantities causing a reduction in the ionisation efficiency. 
Consequently, equations 5-5 and 5-6 reduce to [6]: 
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and  
S
Sg
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g
g
φχ
α
−
−
− ⋅= e
0
,  
5-9
respectively. Expressions 5-8 and 5-9 are also termed the Saha-Langmuir equations. 
Comprising the pre-exponential factors in the above equations into a factor C± we 
obtain the equations for the surface ionisation given in §2.4.2, i.e.: 
S
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kT
I
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−
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φ
α e  
 5-10
and 
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−
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5.2.2 Ionisation Efficiency 
A.  Definition of the Ionisation Efficiency 
The ionisation efficiency β is defined as the ratio of ions n to the total number of 
particles N leaving the surface, i.e. 
±
±
± = N
nβ , 5-12
where N± is given by 
±± += nnN 0 , 5-13
with n0 denoting the number of neutral atoms and the subscripts ‘+’ and ‘−’ positive and 
negative ionisation, respectively. Using equation 5-7 we can thus rewrite expression 
5-12 as  
1
11
−
±
± ⎥⎦
⎤⎢⎣
⎡ += αβ . 
 5-14
Inserting equations 5-8 and 5-9 into 5-14, the efficiency for positive surface ionisation 
can be expressed as 
1
0 e1
−−
+
+ ⎥⎥⎦
⎤
⎢⎢⎣
⎡
⋅+= S
Sg
kT
I
g
g
φ
β  
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and for negative ionisation by 
1
0
_ e1
−−
− ⎥
⎥
⎦
⎤
⎢⎢⎣
⎡
⋅+= S
gS
kT
g
g
χφ
β . 
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Under steady state conditions, the number of particles leaving the target surface is equal 
to the number of particles hitting that surface. Therefore, β can also be expressed by  
qq
I
mol ⋅
= ±±β ,  5-17
where I± is the current of ions evaporating from the ionising surface, qmol the flux of 
molecules hitting that surface and q the elementary charge. If the ions produced at the 
target surface are collected via an electrode close to the surface, the measured ion 
current Icoll can be related to the total ion current I by  
II collcoll γ=   5-18
where γcoll denotes the collection efficiency of the measurement system. 
B.  Molecular Beam Flux 
In order to estimate the current of ions generated at the target surface, according to 
equation 5-17, the flux of molecules, qmol, needs to be known. If the molecules are 
injected towards the surface through a nozzle having an aperture of area Anozzle, the 
throughput of molecules through the nozzle is given by  
RAq nozzlemol ⋅= ,  5-19
where R is the impact rate of molecules onto Anozzle. The impact rate of molecules with 
molecular mass M at the pressure p0 and absolute temperature T0 in the gas inlet system 
is given by [12] 
0
0 2 MkT
NpR aπ= , 
 5-20
 100
where Na is Avogadro’s number. Thus the flux of molecules through the nozzle is 
0
0 2 MkT
N
pAq anozzlemol π⋅= . 
 5-21
For example, the flux of molecules of the gas nitrogen dioxide, NO2, which was used as 
a model gas for the ionisation experiments, as a function of the gas inlet pressure p0 is 
given in figure 5-2. The gas is injected at a temperature of T0 = 300K through the pulsed 
nozzle valve (PNV) of the gas inlet system having an aperture diameter of 0.5mm. The 
molecular mass of NO2 is 46.01 g⋅mol-1. 
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Figure 5-2. Flux of NO2 molecules through the nozzle of the PNV as a function of inlet 
pressure at 300K. 
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C.  Simulation of the Ionisation Efficiency and Ion Current for NO2 
As an example we calculate the ionisation efficiency for NO2 and the resulting ion 
current using the equations derived above. We assume that the flux of molecules qmol 
flowing trough the inlet nozzle equals the flux hitting the ionising target surface. For an 
inlet pressure of p0 = 500mTorr at the temperature T0 = 300K, according to equation 
5-21, the flux of molecules hitting that surface is qmol = 2.9×1019 molecules⋅s-1, see also 
figure 5-2. For the estimation of the positive surface ionisation we further assume an 
ionisation potential for NO2 of Ig = 9.75eV [8] and a work function of the oxidised Re 
target surface according to  
eVT
K
eV
SS 735.500168.0 +⋅=φ  5-22
for a range of 300K ≤ TS ≤ 800K and assume 7.15eV for TS > 800K, see chapter 4. The 
ionisation efficiency and the resulting ion current under these conditions are plotted as a 
function of the target surface temperature TS in Figure 5-3 according to equation 5-15. 
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Figure 5-3. Current and ionisation efficiency for positive surface ionisation of NO2 on 
oxidised Re calculated under the assumptions made above. 
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We see that because of the relatively large energetic difference of 2.65eV between the 
ionisation potential of NO2 and the Re target work function the ionisation efficiency and 
the resulting ion current at temperatures below 900K is very low. However, with 
increasing temperature the work function of the Re surface increases and the exponent 
in equation 5-15 decreases. Thus, at a target temperature of 1000K and above the ion 
current is >0.1nA and would therefore be in the measurable range of the ion collector. 
For the simulation of negative surface ionisation, plotted in figure 5-4 according to 
equation 5-16, we assume an electron affinity for NO2 of χg = 2.3eV [9] and a target 
work function of the LaB6 surface of 2.54eV, see chapter 4. Since the difference 
between the electron affinity of NO2 and the work function of the LaB6 target surface is 
now only 0.24eV, the calculated efficiency of the ionisation is considerable higher than 
for positive surface ionisation. However, in practice the exposure of the LaB6 surface to 
the strongly oxidising gas NO2 increases the work function of the target surface 
significantly, see chapter 4. Therefore, the ionisation efficiency achieved experimentally 
can be expected to be lower by several orders of magnitude. 
400 600 800 1000 1200 1400 1600
10-3
10-2
10-1
 
TS / K
10
100
1000
I − 
/ m
A  
β −
 
Figure 5-4. Current and the ionisation efficiency for negative surface ionisation of NO2 
on LaB6 calculated under the assumptions made above. 
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5.3 HYPERTHERMAL SURFACE IONISATION 
5.3.1 Phenomenological Description 
Although surface ionisation is a well-known and established phenomenon it is 
practically restricted to only a few elements, such as alkali metals having a very low 
ionisation potential Ig or halogens having a high electron affinity χg. The ion yield 
obtained via thermal surface ionisation depends exponentially on the difference between 
the surface work function φS and Ig or χg and hence becomes negligible if φS < Ig or 
φS > χg. However, experiments have shown that the kinetic energy of the molecule to be 
ionised can effectively bridge the energy gap between φS and Ig or χg thus making this 
technique viable to a much broader range of molecules [10]. A molecular beam carrying 
kinetic energy above the thermal energy of the system is termed ‘hyperthermal’ and the 
surface ionisation of such molecules is called hyperthermal surface ionisation (HSI). 
The Saha-Langmuir equation giving the ionisation ratio is valid only under steady state 
conditions. This is however not the case for HSI where the ionisation process is realised 
under thermal non-equilibrium conditions. Therefore, the principle of this technique 
will be discussed here qualitatively by means of the potential energy curve diagram 
commonly used for this purpose. 
In HSI the species to be ionised is accelerated in a supersonic molecular beam to 
energies in the range (1-20)eV towards the target surface. The energy curve of the 
neutral species when it approaches the surface is shown in figure 5-5 (a). At a large 
distance z from the surface the molecule is weakly attracted by the surface due to the 
van der Waals force whereas at distances close to the surface a strong repulsive force 
arises due to the deformation of the electronic orbitals. Curve b shows the potential 
energy of the negatively ionised species. At a large distance z from the surface the two 
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energy curves, a and b, are separated by the amount ΔE = φS − χg, which equals the 
energy required to transfer an electron from the Fermi level of the metal surface to the 
molecule. The energy level of the ion close to the surface is shifted down due to the 
image force interaction, see e.g. chapter 2, turning into the strong repulsive force even 
closer to the surface as described above. Therefore, at the distance ZC to the target 
surface denoting the crossing point of the two curves, a neutral molecule can be turned 
into an ion and vice versa via an electron transfer between the molecule and the target 
surface without requiring additional energy. ZC is given by [11] 
)(4
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Figure 5-5. The potential energy curve picturing the interaction of (a) a neutral 
molecule and (b) a negative ion with a metal surface. 
The probability for this electron transfer process is discussed e.g. in [11]. According to 
this model, the kinetic energy of the molecule is required (i) to allow the molecule to 
approach the surface to a distance closer than Zc and (ii) to escape the image potential 
well of the ionised molecule. In analogy, the difference in the energy curves between a 
neutral molecule and its positively ionised counterpart far away from the surface is 
ΔE = Ig − φS and ZC is given by [11] 
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5.3.2 Hyperthermal Molecular Beam Generation 
A molecular beam is a stream of collision-free molecules which can be obtained e.g. 
when a gas expands through an orifice from a high pressure into a low pressure region. 
The mean free path of the molecules in the region of the nozzle determines whether an 
effusive or a hyperthermal beam will be produced. The mean free path of a molecule λ 
is given by [12]  
p
kT
22πσλ = ,  
5-25
where k is Boltzmann’s constant, T the absolute temperature, p the gas pressure and σ 
the molecular diameter, see table 5-1. 
Table 5-1. Collision cross sections for a selection of gases after [13]. 
Gas πσ2×10-19 / m2
He 2.05 
H2 2.69 
N2 4.26 
CO2 5.02 
In an effusive beam the molecules have independent dynamic properties and no 
collisions occur in the region of the nozzle, i.e. λ >> D, where D is the diameter of the 
nozzle. A hyperthermal beam is formed when the gas molecules undergo many 
collisions as they travel through the nozzle, i.e. λ << D. These collision force the gas 
molecules mainly into the direction of the expansion z. Therefore, the velocity 
distribution of the molecules becomes non-isotropic and a large portion of the 
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translational enthalpy of the gas is converted into kinetic energy in the direction of the 
expansion Ez [14]. This process is also called aerodynamic acceleration. 
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Figure 5-6. Mean free path of hydrogen molecules at different pressures. 
The maximum or ‘terminal’ velocity of the molecules in the direction z, vz∞, is therefore 
given by [14] 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−=
∞
1
20
γ
γ
m
kTvz  
5-26 
where T0 is the temperature of the gas before the expansion. γ, the ratio of the specific 
heat capacities of the gas, can be expressed in terms of the degrees of freedom f of the 
gas molecules as 
f
f 2+=γ  5-27
For a monatomic gas with f = 3 , the maximum kinetic energy in z is then given by
02
5 kTEz =∞ . .5-28
We see that the kinetic energy of the molecules only depends on the temperature of the 
gas on the inlet side, see figure 5-7. Thus, Ez∞ can be increased by increasing T0 which 
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is typically achieved by heating the gas inlet nozzle. A design of such a heatable nozzle 
as described in [16] is shown in figure 5-8. 
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Figure 5-7. Maximum kinetic energy of a hyperthermal beam in the direction of 
expansion with the factor kT0 / kT300K denoting the energy gain by increasing the 
temperature relative to T0 = 300K. 
Since this process needs numerous collisions between the molecules, the actual velocity 
vz asymptotically approaches the terminal velocity vz∞ and reaches approximately 98% 
of vz∞ at a distance z = 5⋅D for a monatomic gas, where D is the nozzle diameter [14]. 
When the gas expands further into the low pressure region the collision rate drops. At a 
certain distance from the nozzle the collisions effectively stop and the velocity 
distribution is ‘frozen’, i.e. the molecules keep their supersonic velocities in the 
direction of the expansion.  
gas flow to gas inlet 
skimmer stainless steel tube 
ceramic tubes 
heating coil 
ceramic cement ruby disk 
Figure 5-8. Design of a heatable supersonic nozzle after [16]. 
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From the discussion above we see that relative high pressures in the nozzle region are 
necessary to obtain hyperthermal molecular beams. For instance, assuming a nozzle 
diameter of 0.5mm, to fulfil λ << D the pressure p0 should be >10Torr, see figure 5-6. 
Therefore, for mass-spectroscopic applications where only trace amounts of certain 
gases are sampled, the gas to be analysed is diluted in a carrier gas. With respect to the 
free jet expansion, this has further the advantage that higher kinetic energies of the 
sample gas can be achieved if the carrier gas has a very low molecular weight Ml such 
as hydrogen or helium. This is known as the so-called ‘seeded’ beam technique [15]. 
The gas molecules to be analysed having a molecular weight Mh > Ml thereby obtain 
approximately the velocity of the light carrier gas due to the collisions during the 
expansion. Since the kinetic energy is proportional to the mass of the molecules, an 
effective energy amplification is achieved which equals the ratio of the mass of the 
molecules to be analysed to the mass of the carrier gas molecules, Mh / Ml [14, 16]:  
02
5 kT
M
M
E
l
h
z =∞ .  5-29
Additionally, for polyatomic molecules a relaxation of vibrational and rotational energy 
into translational energy may occur thus increasing Ez∞ by further multiples of 02
1 kT , 
see e.g. [17]. The effect of the gas inlet temperature T0 on the kinetic energy of 
hyperthermal gas molecules of mass Mh = 100 a.m.u. is plotted in figure 5-10. We see 
that considerable kinetic energies can be achieved using both the seeding effect 
described above and the thermal energy increase. For instance, an increase in T0 from 
300K to a moderate 600K effectively doubles the kinetic energy: Ez∞ for a gas with 
Mh = 100 a.m.u. seeded in He increases from 1.625eV to 3.25eV and, if seeded in H2, 
from 3.25eV to 6.5eV. 
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Figure 5-9. Maximum kinetic energy of gas molecules in the direction of expansion with 
mass Mh seeded in H2 or He at 300K. 
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Figure 5-10. Effect of the gas inlet temperature on the kinetic energy of gas molecules 
of mass Mh = 100 a.m.u seeded in H2 and He, respectively. 
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5.4 EXPERIMENT 
The main features of the UHV system used for the ionisation studies are described in 
chapter 3. The chamber is further equipped with a gas inlet and mixing system (GIMS), 
see figure 5-11, where the gas to be ionised is kept at the required inlet pressure and can 
be mixed with a carrier gas for hyperthermal beam generation. The gas is injected into 
the UHV chamber via a pulsed nozzle valve (PNV, GENERAL VACUUM 
COMPANY, series 99) having a ∅ = 0.5mm orifice. The PNV is externally operated 
via a programmable controller (IOTA ONE). The pulsed mode of operation ensures that 
the pressure in the main system remains adequately low. To get the gas outlet of the 
PNV sufficiently close to the target (10mm) it is mounted onto a 10cm UHV bellows 
translator. 
Figure 5-11. Side Elevation of the GIMS showing the quick assess door (QAD), the 
butterfly valve (BV) connecting the GIMS to the turbo-molecular pump (TMP) and the 
pulsed nozzle valve (PNV) located, together with the target and the ion collector, in the 
UHV chamber. The PNV is mounted on a 10 cm translator allowing a variable orifice 
to target spacing and retraction of the mechanism during thin film evaporation. E1,2 and 
Th1,2 are electrical feedthroughs for sample heating and thermocouples. 
QAD 
E1,2 Th1,2
To TMP
B
Translator (10cm) UHV-Chamber
PNV
Target
Ion Collector
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The Kelvin probe was used as an integral ion collector with a tip diameter of 2.5mm and 
a tip-to-target surface distance of typically 6mm. The target was held at ground potential 
and the collector tip at +5V for negative and –5V for positive ion collection. 
Information about the composition of these ion currents were obtained via the modified 
quadrupole mass spectrometer (QMS, EDWARDS EQ80F). A sketch of this 
arrangement is shown in figure 5-12. The target surface is mounted directly in front of 
the mass separation unit, effectively replacing the original electron impact ionisation 
cell. In this way only molecules from the residual gas envelope are able to hit the 
ionising surface and not directly from the molecular beam. However, since the 
background pressure of the species admitted into the chamber rises during gas inlet, this 
arrangement is sufficient for the purpose of obtaining mass spectrometric information of 
the ions created. The ions are extracted from the surface via the voltage Vex applied 
between the ionising target surface and the QMS entrance slit.  
⊕ 
Faraday Cup
Target Surface    QMS Entrance Slit 
Vex
Figure 5-12. Schematic of the modified QMS unit for surface ionisation experiments. 
For negative ion detection the sign of Vex will be reversed. 
A polycrystalline Re foil (13mm×25mm×25μm) was used as the target surface. For 
positive ionisation experiments the foil was oxidised or coated with LaBB6 for negative 
ionisation experiments. The preparation of the targets is described in detail in chapter 4. 
The GIMS is based upon a 6-way cross (980cm3) and is pumped separately by a 65ls-1 
turbo-molecular pump (TMP, EDWARDS EXT70) connected via a butterfly valve 
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(BV), see figure 5-11. The BV is closed during gas inlet but provides a high pumping 
efficiency when open and thus ensures a low residual gas pressure (<0.3mTorr) in the 
GIMS.  
To PNV
R
E1,2 Th1,2
He H2 NO2 O2
P1
P3
V2 V1
V3 V4 V6V5
Carrier Solute
P2
Figure 5-13. Front elevation of the GIMS showing the 2 gas manifolds holding the 
carrier and solute gases that are leaked into the 6-way cross mixing chamber via leak 
valves V1 and V2. V3-6 are bottle-top on-off valves and P1-3 provide the pressure reading 
ot the different parts of the GIMS. R is a sample reservoir for solid and liquid samples 
and E1,2 and Th1,2 are electrical feedthroughs for sample heating and thermocouples. 
The quick access door (QAD) together with a sample reservoir in the GIMS (R) provide 
rapid interchange of solid or liquid samples that can be vaporised via resistive heating. 
Solute and carrier gases are let into the GIMS via UHV leak valves V1 and V2 from two 
separate gas manifolds holding the pressurised high purity gas canisters (MESSER 
GRIESSHEIM, 1l, 12bar, 99.998%), see figure 5-13. O2 is used for the oxidation of the 
Re sample and NO2 as the model gas for the ionisation experiments. Both He and H2 are 
available as carrier gases for the generation of hyperthermal molecular beams for HSI 
experiments. The pressure in the GMIS and the gas manifolds can be monitored via 
convection gauges (P1-3, TERRANOVA) operating in the range from 0.1mTorr up to 
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atmospheric pressure. The inlet system is baked out during operation to maintain the 
partial pressure of H2O below 10-4Torr. 
5.5 RESULTS 
5.5.1 Surface Ionisation under Continuous Gas Inlet 
A. Collection Efficiency 
In order to determine the collection efficiency γcoll of the detection system, the potential 
Vb of the ion collector, i.e. the Kelvin probe tip, was varied between 5V and –5V. Ions 
were created by thermal surface ionisation of NO2 molecules. The experiments were 
carried out under steady state conditions, i.e. with a constant flux of NO2 molecules at 
an inlet pressure of p0 = 500mTorr and T0 = 300K. An oxidised Re target was used for 
p-SI and a LaB6 surface for n-SI. Both targets were held at a temperature of 1100K. We 
see that in both cases the ion current rises sharply for collection potentials of <0V for p-
SI and >0V for n-SI. The currents saturate at Vb S -3.5V for p-SI and Vb V 4.5V for 
 n-SI. We can thus assume a collection efficiency γcoll for this measurement 
configuration of approximately 1 for the potentials that were applied to the collector tip 
of +5V for negative and –5V for positive ion collection. 
Comparing the magnitudes of the ion currents measured with the model data plotted in 
figures 5-3 and 5-4 we find that the positive current measured at 1100K approximately 
agrees with the calculated data however, the negative ion current is several orders of 
magnitude less than expected. This indicates that even at elevated temperatures the 
initially low work function LaB6 surface can not be kept clean from contamination 
during the exposure to NO2 inevitably leading to an increase in φS and thus a 
considerable decrease in the ionisation efficiency. 
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Figure 5-14. Current-voltage characteristic of the surface ionisation measurement 
system. The arrows indicate the increase of the respective ion current with the bias 
potential Vb. 
B. Ion Current Dependence on Inlet Pressure  
The ion current produced via surface ionisation in a thermal molecular beam is, 
according to equations 5-17 and 5-21, proportional to the gas inlet pressure p0. While 
the same is true for hyperthermal beams, the actual flux of molecules will be reduced 
since the conductivity of the orifice decreases for pressures p0 > 1Torr where the gas 
flow becomes viscous [12]. From figure 5-6 we also see that the transition from a 
thermal to a hyperthermal molecular beam occurs at a pressure p0 ≅ 1Torr for an orifice 
of ∅ = 0.5mm. The ion current produced in this range of NO2 inlet pressures on an 
oxidised Re surface at 1100K is plotted in figure 5-15. 
We can clearly recognise 3 different regions in the curve (A to C). For pressures 
p0 < 0.7Torr (A) and p0 > 0.9Torr (C) the curve can be approximated by a linear 
function as indicated by the linear regression curves, with a transition region in between 
(B). The gradient of the linear curve fit in (C) is higher by a factor of approximately 25 
compared to that in the lower pressure region (A). We can interpret this difference as 
the transition from a thermal to a hyperthermal molecular beam where the extra kinetic 
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energy of the molecules in the latter causes the increase in the ionisation efficiency 
expressed in the gradients of the curve in figure 5-15. 
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Figure 5-15. Positive ion current versus NO2 gas inlet pressure p0 on oxidised Re at 
1100K. 
We can thus conclude that for thermal SI measurements gas inlet pressures of <0.7Torr 
are appropriate with this experimental setup while hyperthermal molecular beams can 
be obtained for p0 > 0.9Torr. 
C. Ion Current Dependence on Target Temperature 
The target temperature TS is another important factor with respect to the efficiency of 
the ionisation β, see equations 5-15 and 5-16. Therefore, the current of positive ions 
produced on the oxidised Re target at p0 = 500mTorr NO2 and T0 = 300K was 
measured as a function of TS as plotted in figure 5-16. We can see that the ion current 
can be approximated by an exponential dependence on the target temperature. Taking 
into account the flux of molecules hitting the surface the ionisation efficiency can be 
calculated according to equation 5-17.  
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 Figure 5-16. Positive ion current produced on the oxidised Re target at 
p0 = 500mTorr NO2 and T0 = 300K as a function of the target temperature. 
For an inlet pressure of p0 = 500mTorr at the temperature T0 = 300K, according to 
equation 5-21, the flux of molecules hitting that surface is qmol = 2.9×1019molecules⋅s-1, 
see also figure 5-2. The ionisation efficiency β+ determined for the dataset shown in 
figure 5-16 is plotted in figure 5-17. We see that β+ indeed depends exponentially on 
1/kT. However, comparing these data with the calculated data according to equation 
5-15 we find that the experimental data do not agree with the model developed in 
section 5.2 that is usually given in the literature [6]. 
If Ig > φS, equation 5-15 can be approximated by  
kT
I gS
g
g −+
+ ⋅≈
φ
β e
0
. 
5-30
The parameters of a least square fit of the experimental data via equation 5-30 are 
shown in figure 5-17. This might be due to other temperature dependent factors that 
affect the ionisation efficiency and which are not considered in the simple model for β. 
A discussion of this problem is e.g. given in [6]. Another reason might be the 
fragmentation of NO2 that is observed in p-SI, see below. 
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Figure 5-17. Temperature dependence of the ionisation efficiency of positive surface 
ionisation of NO2. The plot further shows a least square fit of the experimental data 
according to equation 5-30 and, for comparison, calculated data via equation 5-15.  
 
D. Surface Ionisation Mass Spectra 
The experimental data presented in the previous sections show integral ions currents 
produced via thermal surface ionisation of NO2 as a function of various parameters. 
Information about the composition of these ion currents were obtained via the modified 
quadrupole mass spectrometer (QMS) as described in section A. A mass spectrum of 
positive ions produced on an oxidised Re target surface at TS = 1600K is shown in 
figure 5-18. The inlet pressure of NO2 was p0 = 1Torr and temperature T0 = 300K. The 
background pressure in the chamber rose up to 4×10-4Torr during gas inlet.  
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Figure 5-18. Mass spectra obtained via p- SI of O2 and NO2 gas molecules on oxidised 
Re at 1600K. 
We see that in the case of positive surface ionisation, the NO2 molecules fragment 
mainly into O2+, NO+, O+ and a small fraction of N+ ions. For comparison, the SI mass 
spectrum obtained from molecular oxygen at p0 = 1Torr is plotted in figure 5-18 as well. 
We note that the ratios of the peak heights are dynamic at the start of the gas inlet, 
particularly that of O2+/O+ and thus the spectrum shown here is a quasi-equilibrium 
between the different products of the dissociation of the molecules at the hot surface. 
The mass spectrum of NO2 at p0 = 1Torr and T0 = 300K obtained via negative SI on 
LaB6 at 1200K is shown in figure 5-19. The main peak of the spectrum is at mass 48 
which corresponds with the molecular mass of NO2. The apparent peak at a mass of 
approximately 47 is an artefact of the measurement system indicating that the ion 
extraction voltage was chosen slightly too high [18]. Thus we can conclude that for 
negative SI of NO2 no fragmentation occurs.  
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Figure 5-19. Mass spectrum obtained via n-SI of NO2 gas molecules on LaBB6 at 1200K. 
5.5.2 Surface Ionisation under Pulsed Gas Inlet 
In order to obtain a hyperthermal molecular beam the stagnation pressure should be 
p0 > 1Torr or higher for seeded molecular beams. However, due to the significant 
pressure increase in the UHV chamber under these conditions (>10-4Torr), HSI 
experiments have to be carried out in pulsed inlet mode. Ion current pulses produced on 
LaB6 at various surface temperatures with p0 = 500mTorr NO2 seeded in 1000Torr He 
are plotted in figure 5-20. The duration of the gas pulse is 500ms in all cases. We note 
the peak in the current produced at TS = 1160K at around 100ms, levelling at a distinctly 
lower current for t > 300ms. We can interpret this by an increase in the LaB6 work 
function upon exposure to the NO2 gas molecules which therefore decreases the 
ionisation efficiency. After the termination of the gas pulse NO2 molecules evaporate 
from the surface and hence lowering its work function explaining the increase in the ion 
current just after the gas pulse. 
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Figure 5-20. Ion currents from 0.5s pulses of NO2 at 0.5Torr seeded in 1000Torr He on 
LaB6 at (a) 1160K, (b) 1220K and (c) 1300K. 
At higher surface temperatures this behaviour is less visible due to the higher currents 
during the gas pulse. The continuation of the current for a considerable time after the 
pulse is caused by thermal SI of NO2 molecules adsorbed at the surface and from the 
residual gas. Figure 5-21 shows a comparison of gas pulses under thermal and 
hyperthermal conditions, respectively. The maximum kinetic energy of the NO2 
molecules seeded in He at 300K is 0.75eV. We note an increase in the ionisation 
efficiency by a factor of approximately 2 slightly increasing with He stagnation 
pressure. 
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Figure 5-21. Ion currents from 0.5s pulses of 0.5Torr NO2 on LaB6 at 1200K where (a) 
is a thermal beam and (b) and (c) seeded in 10Torr and 50Torr He, respectively. 
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5.6 CONCLUSIONS 
The model derived for thermal surface ionisation shows that the ionisation efficiency 
depends exponentially on the factor ΔE/kT, where ΔE is the energetic difference 
between the work function of the target surface and the ionisation potential or electron 
affinity for p-SI and n-SI, respectively. Although experimental data of NO2 positively 
ionised on oxidised Re follow the exponential relationship, the experimental parameters 
fitted to the equation of the ionisation efficiency do not agree with the model. Possible 
explanations are the fragmentation of NO2 observed in p-SI or, indeed, the use of a too 
simplistic model. 
The ion current measured as a function of the NO2 inlet pressure shows a change in the 
gradient of the curve between 0.7Torr and 0.9Torr using an inlet nozzle of diameter 
0.5mm. This effect can be interpreted as the transition between thermal and 
hyperthermal surface ionisation increasing the ionisation efficiency by a factor of 
approximately 25. The model derived for the generation of hyperthermal molecular 
beams shows that ‘seeding’ effectively amplifies the kinetic energy of the molecules by 
a factor of Mh/Ml which can be further increased by heating the inlet nozzle. 
Mass spectrometric data of p-SI show a fragmentation of NO2 into mainly O2+, NO+ and 
O+ whereas n-SI produces a single peak at mass 48 which can be identified as NO2–. 
Negative SI and HSI data indicate a considerable increase in the work function of the 
LaB6 target surface upon exposure to NO2 even at elevated temperatures causing a 
substantial decrease in the ionisation efficiency. 
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Chapter 6  
Detection of Defects and Impurities in Semiconductors 
6.1 INTRODUCTION 
The detection of defects and impurities, notably iron, in semiconductors, is of 
tremendous practical importance and a major concern in current wafer-scale 
semiconductor processing. Even minute amounts of impurities can alter the electrical 
characteristics of semiconductor devices considerably [1]. Therefore, reliable detection 
methods are required, not only for in-process monitoring of wafers but also to 
investigate the behaviour of impurities in semiconductors and their impact on device 
performance.  
Semiconductor characterisation techniques based on the phenomenon of the surface 
photovoltage (SPV) have been proven extremely useful since its first studies by Brattain 
and Bardeen in the early 1950’s [2]. The extensive range of experimental tools utilising 
the SPV in very different ways has been shown only recently in a comprehensive 
review of the surface photovoltage and its applications [3]. In this chapter we 
investigate the application of SPV measurements for the contactless detection of 
chemical contamination on semiconductor surfaces via (i) the saturation photovoltage 
measurement using the Kelvin probe [4, 5] and (ii) the frequency dependence of the 
SPV, termed the ac-SPV method [6]. Both techniques are based on the determination of 
the semiconductor surface potential and thus the charge density at the surface which is 
indicative of potential chemical contamination. 
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6.2 SEMICONDUCTOR SURFACE PHYSICS 
6.2.1 Surface Charge 
If we consider a cleaved surface of a semiconductor crystal unsaturated valence 
electrons of the surface atoms, also termed ‘dangling’ bonds, give rise to additional 
energy levels where the position of some of these states may be in the bandgap of the 
semiconductor Eg. This is also the case if atoms or molecules are attached to these 
bonds since the binding energy to foreign atoms is different from that of the native 
atoms in the bulk. We note that these states can be formed in a layer of a few atoms at 
the surface which is e.g. the case of the Dimer-Adatom Stacking fault (DAS) structure 
of the Si(111) reconstruction [7]. 
The occupation of these surface states is governed by the Fermi-Dirac distribution 
function, i.e. it depends on their energetic position in the band gap Et with respect to the 
Fermi-level EF [8, p.380]: 
kT
EESD tF
g
F 


e1
1  6-1 
kT
EESA Ft
g
F 


e11
1   6-2 
where FSD and FSA are the distribution functions for donor and acceptor states and g is 
the ground state degeneracy which is 2 for a donor and 4 for an acceptor. Consequently, 
surface states may be positively or negatively charged, constituting a plane of charge at 
the surface of the semiconductor. Contributions to the total surface charge QSS may also 
arise from charges in a surface oxide layer typical components of which are (1) interface 
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trapped charge Qit, (2) oxide fixed charge Qf, (3) oxide mobile charge Qm and (4) oxide 
trapped charge Qot [8]. A characteristic energy band diagram of a Si surface having a 
thermally grown oxide layer is shown in figure 6-1. 
qS Surface Barrier
EVac
EC
EV
Ei
EF
qVOx
s
Oxide Layer   Space Charge Layer        Bulk
+
+
+
+
+
Qit
Qf
+
+
+
Qot
K+
Qm
El
ec
tro
ni
c 
En
er
gy
S
Eg
 
Figure 6-1. Electronic energy level diagram of a semiconductor surface showing the 
work function S, the electron affinity S and the oxide barrier qVOx with q being the 
elementary charge. The surface space charge layer with surface potential qS is 
induced by the total surface charge QSS = Qit + Qf + QOt + Qm. EF denotes the Fermi 
energy level, Ei the intrinsic Fermi level and EC and EV the energy at the bottom of the 
conduction band and the top of the valence band, respectively. 
6.2.2 Surface Space Charge and Band Bending 
Under thermal equilibrium conditions, the surface charge must be compensated by an 
equal and opposite space charge QSC in the semiconductor: QSS = QSC. Due to the 
relatively low carrier concentration in semiconductors, compared to e.g. metals, the 
electrical field from the surface charges penetrates into the bulk thus creating a space 
charge at the surface with a position dependent electric field E(z) in that region. This 
electrical field thus causes a potential difference (z) with respect to the bulk and hence 
a bending of the energy bands at the surface. In the following section we derive an 
expression to describe the surface band bending qS, where S is termed the surface 
potential, as a function of the surface space charge QSC.  
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The equilibrium electron and hole concentration in the bulk of a non-degenerate 
semiconductor, n0 and p0, can be described using the Boltzmann statistic by [8]: 
 6-3
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 6-4
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 e0  
where NC and NV are the effective density of states in the conduction and valence band, 
T is the absolute temperature and k is Boltzmann’s constant. For an intrinsic 
semiconductor the Fermi level is denoted as the intrinsic Fermi level Ei, which lies 
approximately in the middle of the bandgap Eg [8]: 
6-5




C
VVC
i N
NkTEEE ln
22
  
and hence p0 = n0 = ni, where ni is the intrinsic carrier density. For this case equations 
6-3 and 6-4 can be written as: 
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The bulk Fermi level for an extrinsic semiconductor with |NA – ND| >> ni is given for p-
type doping, i.e. NA >> ND, assuming that all acceptors are ionised ( ), by [ANp 0 8] 
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Using the above equations the carrier densities can now be expressed via the difference 
between the actual and the intrinsic Fermi level as 
kT
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 e0  
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We now define the potentials describing the band bending according to Figure 6-2:  
iBFB EEq    6-11
)()( xEExq iiB  , 6-12
where EiB is the intrinsic Fermi level in the bulk. The potential (x) at x = 0 is thus the 
surface potential S: 
)0(  xS  .  6-13
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Figure 6-2. Electronic energy level diagram showing the potential defining the band 
bending (x) and the surface potential S at x = 0, which is positive in the direction 
shown, as well as the width of the space charge layer w. 
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The difference between the intrinsic and the Fermi level can be expressed, using 
equation 6-12, by 
)()( xqEExEE iBFiF  .  6-14
Defining  
kT
q   6-15
and substituting 6-14 into 6-9 and 6-10 the position dependent carrier concentration in 
the space charge region (SCR) can be given by 
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0 e)(
xnxn    6-16
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xpxp  .  6-17
We can now obtain the electrical field penetrating the semiconductor by solving 
Poisson’s equation which is given by: 
S
x
dx
d

 )(
2
2
   6-18
where S is the permittivity of the semiconductor and (x) the charge density in the SCR 
consisting of the fixed ionised donor and acceptor density ND and NA, respectively, as 
well as mobile holes and electrons: 
 )()()( xnxpNNqx AD  .  6-19
The condition of charge neutrality in the bulk requires that  
00 npNN AD    6-20
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and thus, with equations 6-16 and 6-17: 
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Therefore, using equations 6-19 to 6-21, Poisson’s equation can be written as: 
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With the definition of the electric field 
x
E
d
d  and multiplying equation 6-22 by d 
the left hand side of 6-22 can be integrated from the bulk towards the surface:  
  E EdExEdxd 0
2
2
2
2
1)( .  6-23
Integration of the right hand side of 6-22, i.e.      
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For p-type semiconductors where p0 >> n0 expression 6-24 can be written as 
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Introducing further the abbreviations  
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where LDp is the extrinsic Debye length for holes and Fp is called the space charge 
factor. The respective expressions for n-type semiconductors are: 
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Hence the electric field is  
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with a positive sign for  > 0 and negative sign for  < 0. The electrical field at the 
surface is thus given by 
 00 ,,,2 pnFLE SDS     
6-31
Applying Gauss’s law the space charge per unit area, QSC, required to produce ES is  
 00 ,,,2 pnFLEQ SD
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The variation of the space charge density as a function of the surface potential is plotted 
in figure 6-3 for a p-type Si sample at 300K with a doping density of NA = 71014 cm-3. 
The Fermi level for this semiconductor is, using equation 6-8, at EiB - EF = 0.284eV 
from the intrinsic Fermi level in the bulk and hence B equals 0.284V. 
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Figure 6-3. Variation of the space charge density QSC as a function of the surface 
potential S for p-type silicon at 300K with doping density NA = 71014 cm-3.  
We can distinguish five possible cases of surface layers as indicated in figure 6-3: 
accumulation, flat band, depletion and weak and strong inversion. We will consider 
these cases by means of the example ptype semiconductor. 
(i) S  0: QSC is positive and an upwards band-bending results in an increasing 
density of holes producing an accumulation layer. The function Fp is dominated by 
the first term in equation 6-27 and hence QSC ~ 2e
S
. 
(ii) S = 0: No space charge and thus no band bending, i.e. the bands are flat and hence 
the carrier concentration remains constant up to the surface. 
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(iii)  > S > 0: QSC is negative causing a downwards band-bending less than  that 
results in the depletion of the surface layer of holes. The function Fp is now 
dominated by the second term of 6-27 and hence QSC ~ S . This indicates that 
the charges in the SCR are governed by the fixed acceptors. 
(iv) >S > : as the negative space charge density and hence the band-bending 
increases, the conduction band crosses the Fermi-level creating an electron density 
which surpasses the hole bulk density thereby producing an inversion layer. 
(v) S>: in the strong inversion region the concentration of electrons increases in 
a thin inversion layer at the surface effectively screening the semiconductor from 
further penetration of the electrical field. This leaves the width of the space charge 
layer constant at a maximum value wmax. The increase in electron concentration is 
now dominated by the fourth term in 6-27, i.e. QSC ~ 2e
S
. 
The width of the space charge layer for the depletion and weak inversion case can be 
given as a function of the surface potential by [8] 
6-33
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The maximum width of the space charge layer is achieved at the transition of the layer 
into strong inversion, i.e. for S(inv)   and is, using equations 6-8 and 6-11, given 
by: 
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Figure 6-4. Depletion layer width as a function of the surface potential for p-type 
silicon at 300K with doping density NA = 71014 cm-3. 
6.2.3 Surface Photovoltage 
The surface photovoltage (SPV) is a change in the surface potential of a semiconductor 
in the dark and under illumination and is measured as a voltage between the surface and 
the bulk of the illuminated specimen. Two mechanisms have been suggested to induce 
this voltage:  
(i) Photo-excited excess carriers injected via super-bandgap illumination tend to 
screen the surface charge thus reducing the space charge width and band 
bending [9]. We note that these carriers can not produce a net charge in the SCR 
but rather a redistribution of charge and hence, associated with this, a change in 
the surface potential.  
(ii) injected excess carriers may also modify the surface charge via a change in the 
surface state population through carrier trapping [10] or by direct excitation of 
carriers from or to surface states via sub-bandgap illumination thus changing the 
surface potential. The latter mechanism is e.g. utilised in Surface Photovoltage 
Spectroscopy, SPS [11].  
Since charge redistribution is the main mechanism causing the SPV under super-
bandgap illumination, which was used here, we restrict our analysis to mainly this case. 
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The analysis of this mechanism outlined in the following section is based on the model 
developed by Johnson [9] and is often referred to as the charge redistribution model. 
6.2.4 SPV as a Function of Excess Carrier Density 
The excess carrier densities, n and p, are defined as the difference between the carrier 
densities under illumination, nill and pill, and the bulk carrier concentrations in thermal 
equilibrium, n0 and p0: 
6-35nnnill  0   
6-36pppill  0   
Analogous to equations 6-16 and 6-17 the position dependent carrier density under 
illumination can be expressed as: 
  )(0 e)( xill illnnxn   6-37
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where ill is the surface potential under illumination. Therefore, Poisson’s equation for 
the space charge under illumination is given by: 
    illillillill npnpq
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Integration of the first two terms yield, analogous to expressions 6-27 and 6-29, the 
space charge factor under illumination: 
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while the third term, accounting for the injected carriers with n = p, gives: 
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Thus the excess carrier space charge factor can be written as 
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and hence the electrical field at the surface as 
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Analogous to equation 6-32, the space charge density under illumination is given by 
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Charge neutrality requires that QSS + QSC = 0 in darkness as well as under illumination. 
With the assumption made above that the charges in the surface states remain 
unchanged, then the space charge per unit area in darkness, QSC, must equal that under 
illumination, QSC, ill: 
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illSCSC QQ ,   6-47
and therefore  
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Comparing the left and the right-hand side of equation 6-48, we see that the surface 
potential under illumination must be less than in darkness since FS  0, i.e.  
SillS   ,   6-49
where  is the surface photovoltage. Since equation 6-48 can not be explicitly solved 
for , we solve 6-48 for the excess carrier density p and plot the solution as a 
function of the carrier injection level , where  is given for a p-type semiconductor by 
0p
p   6-50
and p, with equations 6-43 and 6-48: 
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The solution of 6-51 is plotted in figure 6-5 for p-type Si at 300K with a doping density 
of NA = 71014 cm-3 for different surface potentials. We can distinguish 3 main features 
in the graphs in figure 6-5: an approximately linear increase in  for  <10meV, 
followed by a logarithmic increase in  with injection level and finally asymptotically 
approaches the value of the surface potential 0 [9, 12]. 
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Figure 6-5. Surface photovoltage as a function of carrier injection level according to 
equation 6-51 for p-type silicon at 300K and a doping density of NA = 71014 cm-3. The 
SPV is plotted for surface potentials S of (a) 0.1V, (b) 0.2V and (c) 0.3V corresponding 
to depletion and weak inversion space charge layers. 
The region of linear increase of  with p can be utilised for the measurement of 
minority carrier lifetimes [13, 14] whereas the measurement of the saturation 
photovoltage offers the possibility to determine the surface potential and hence the 
surface charge [4, 15]. Both parameters are not only valuable indicators of possible 
defects or impurities in the semiconductor surface region but also significantly affect the 
performance of semiconductor based electronic devices [16, 17].  
6.2.5 Measurement of the SPV 
Measurement of the SPV is accomplished by placing a conducting and typically 
semitransparent electrode at a distance d above the surface of the specimen using a 
contact on the back side of the sample to complete the circuit. Since the electrode is 
 138
capacitively coupled to the sample surface the light signal illuminating the sample is 
typically pulsed or modulated with a sinusoidal waveform inducing an ac-SPV signal. 
Further, since the electron affinity S is a constant, a change in the surface potential 
causes also a change in the contact potential difference. Therefore the surface 
photovoltage can be measured by the Kelvin probe with its inherited high accuracy 
( 1mV). The Kelvin method is also the only technique to measure the SPV in a non-
contact mode under constant illumination, i.e. with a dc-light signal. In the following 
section we discuss the measurement of the surface photovoltage using the Kelvin probe 
and the application of this technique to determine the charge and thus chemical 
contamination on a semiconductor surface. 
6.3 THE SATURATION SPV MEASUREMENT 
6.3.1 Experiment 
Figure 6-6 shows the experimental setup using of the Kelvin probe to measure the 
surface photovoltage of a semiconducting specimen. The measurement system is 
situated in a dark box where the sample is shielded from background illumination and 
electromagnetic interference. We can further assume that the backside of the sample is 
not exposed to any illumination and thus no photovoltage is induced there. 
A 3mW laser diode was used as the light source for the Kelvin probe SPV experiments. 
The laser diode has a centre wavelength of 670nm which equals a photon energy of 
1.85eV. Since this is higher than the bandgap energy of silicon of 1.2eV electrons from 
the valence band will be promoted directly to the conduction band.  
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Figure 6-6. Sketch of the scanning Kelvin probe showing the laser diode light source 
illuminating the sample mounted onto the scanning stage, the probe head assembly and 
the probe control peripherals. 
The neutral density filter allows a variation of the photonflux  of the laser diode in the 
range of (71015…31017) photons·s-1·cm-2 where a flux of 81017 photons·s-1·cm-2 is 
obtained without a filter. The photon flux emitted from the laser diode was measured 
with a photodiode (BPX65) as shown in the circuit diagram in figure 6-7 using a low 
impedance I-V converter to ensure linearity between the photon flux and the output 
signal Vout [18]. 
i/v converter
Photodiode
Ph
I
+
_
R f
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Figure 6-7. Measurement circuit for the light source characterisation where the 
incident light of wavelength Ph induces the photocurrent I that is converted to the 
output voltage Vout via the operational amplifier with the feed-back resistance Rf. 
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The surface photovoltage was measured on a series of p-type Si(100) wafers that were 
prepared by IMEC (Leuven, Belgium). The wafers are boron doped with NA = 71014 
cm-3 and have undergone different treatments as summarised in table 6-1. Appropriate 
wafer cleaning procedures are a key issue in semiconductor processing to remove 
particles and contamination from the wafer surface where metal contamination is a 
major concern, residual iron probably the most insidious impurity [1]. The effect of iron 
contamination was tested on these wafers, labelled A, B, C and D, which received a 
general RCA cleaning procedure and a single SC1 cleaning step followed by H2O rinse 
and dry. The RCA-cleaning sequence consists of 3 major steps: an SC1 solution (1:1:5 
NH4OH:H2O2:H2O), diluted HF (50:1 H2O:HF) and SC2 (1:1:6 HCl:H2O2:H2O), see 
e.g. [19]. The SC1 cleaning applied to wafer B and D was spiked with iron resulting in 
a surface Fe concentration of typically  1012 atoms/cm2. Wafer C and D received a gate 
oxidation (30 min at 900C) resulting in an oxide thickness of approximately 15nm, 
whereas wafer A and B both exhibit native oxides. 
Table 6-1. Overview of the treatments received by the different wafers. 
 
Wafer 
General RCA 
Cleaning 
Procedure 
SC1 
(Clean) 
SC1 (Fe 
contaminated) 
Native 
Oxide 
Gate Oxide 
( 15 nm) 
A      
B      
C      
D      
The surface photovoltage is measured with the Kelvin probe as the difference in the 
CPD in darkness and under illumination. The work function values are given with 
respect to a reference gold surface with an assumed work function of 5.1eV [20]. The 
surface charge was calculated from the saturation SPV value via equation 6-32. 
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6.3.2 Results 
The variation of the SPV with photon flux measured on wafer C is shown in figure 6-8. 
We find that for a flux of photons of >1016 cm-2s-1 the gradient of the curve becomes 
small enough that a saturation of the SPV can be assumed within approximately 10% of 
the final value. This result however also shows that in order to achieve a true saturation 
very high illumination intensities are required, i.e. a photon flux in the order of 1018 to 
1019 cm-2s-1.  
Examples of work function topographies and surface charge distributions are shown in 
figure 6-9 and 610 for the Si wafers A and B. We note that the iron contaminated 
wafer exhibits a higher work function than the clean wafer A. Further, the surface 
charge scans reveal a distinctly different charge pattern of the iron contaminated wafer 
B compared to the clean wafer A. The contamination causes the very inhomogeneous, 
partly negative surface charge. 
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Figure 6-8. The surface photovoltage as a function of the incident photon flux measured 
on Si wafer C. 
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The results of the wafer scans are summarised in figure 6-11, where the surface charge 
is given in elementary charge per unit area. We find that the thermally oxidised wafers 
(C and D) generally have a higher positive surface charge than the wafers having a 
native oxide layer (A and B). 
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Figure 6-9. Work function scans of the clean (A) and Fe contaminated (B) Si wafer. 
Note that a sector of the wafers has been removed for chemical analysis. 
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Figure 6-10. Surface charge scans of the clean (A) and Fe contaminated (B) Si wafer. 
The dark areas of wafer B correspond to a negative charge indicating the iron surface 
contamination. 
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However, the iron contamination reduces the surface charge by an average of 
3.41010 cm-2 for wafer B compared to A and by an average of 0.841010 cm-2 for wafer 
D compared to C. The observed effect of a decrease in total surface charge due to 
surface Fe contamination on p-type Si is similar to that reported in [21]. The standard 
deviations of the surface charge scans are  0.61010 cm-2 for wafer A and 
 0.31010 cm-2 for wafer C and D, thus indicating a fairly homogeneous charge 
distribution. In contrast, the iron contamination on wafer B causes a very 
inhomogeneous surface charge distribution with a standard deviation of 
 =  9.91010 cm-2.  
We further note that the change in surface charge due to the iron contamination obtained 
by SPV measurement corresponds to a change in the measured dark work function. An 
increase in the positive surface charge increases the surface potential S, see figure 6-3. 
Since the electron affinity of the semiconductor is a constant, this results in a decrease 
in its work function. Thus Kelvin probe CPD measurements are indicative for surface 
contamination provided that the contaminant contributes to the total surface charge. 
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Figure 6-11. Summary of the wafer scans giving average values for (a) work function 
(dark, illumination), (b) surface potential and (c) surface charge. 
6.3.3 Discussion 
The results obtained from the SPV measurements on the differently treated Si wafers 
agree, in general, with those published in the literature as pointed out above. However, 
there are important limitations to this method that should be considered; a 
comprehensive analysis of the technique and its restrictions is e.g. given in [12]. 
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First, in order to conclude that the measured SPV indeed equals the surface potential, 
we have to ensure that photo-saturation really is achieved. As seen from figure 6-5, the 
injection level required for SPV saturation for a typical depletion layer is approximately 
100 to 1000. This however may require very high illumination intensities especially in 
semiconductors with low carrier lifetimes such as, generally, direct semiconductors. For 
example, the SPV versus photon flux curve in figure 6-8 shows that saturation is not 
completely attained but can be assumed within approximately 10%. 
Secondly, for the analysis of the surface photovoltage it was assumed that the surface 
charge remains constant upon carrier injection. However, as pointed out in section 6.2.3, 
a change in surface potential can be induced by both a redistribution of carriers or a 
change in the surface state population through carrier trapping. In practice, both effects 
contribute to  where the magnitude and sign of the change in surface charge depends 
strongly on the ratio of the surface state hole and electron capture coefficients. The 
effect of a change in the surface charge on the SPV versus  curve is mainly to change 
the slope of the curve, see e.g. [9, 12] which, in effect, prevents the extraction of surface 
parameters from the slope of the curve. 
Lastly, we have implicitly assumed that the voltage measured upon illumination arises 
solely from the change in band bending, i.e. the surface photovoltage given in equation 
6-49. However, due to the Dember effect [22] a potential drop across the bulk can occur 
which may have a significant effect onto the SPV versus  curve for high injection 
levels [12]. The Dember voltage D arises from the different diffusion coefficients of 
electrons and holes in semiconductors: electrons tend to diffuse faster than holes giving 
rise to an internal electrical field and thus D which therefore is of positive sign 
irrespective of the type of the semiconductor doping. Thus for a p-type semiconductor 
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with a depletion or inversion type surface layer, i.e. S > 0, the Dember voltage causes a 
decrease in the SPV versus  curve or even an inversion of its gradient. For n-type 
materials in depletion on the other hand, D is of the same sign as  and may thus 
prevent the SPV versus  curve from saturating. Therefore, if D is not negligible 
compared to  and D is not known, the surface potential S cannot be obtained with 
this method. 
We can therefore conclude that, although the technique is relatively easy to implement, 
it is subject to a variety of problems and even misinterpretations and is not applicable in 
all cases; a review of possible solutions to circumvent these problems is given in [12]. 
Therefore, a second method was tested, see section 6.4, where S is extracted from the 
frequency dependence of the surface photovoltage. 
6.4 THE ACSPV MEASUREMENT 
6.4.1 Outline 
Another approach using the surface photovoltage to obtain parameters of the 
semiconductor surface has been established by Munakata [6]. The method is based on 
the frequency dependence of the surface photovoltage, shortly termed the ac-SPV 
method. We briefly outline the theory of the ac-SPV and discuss 2 different approaches 
for its measurement via: (i) a high input impedance amplifier and (ii) the Kelvin probe 
input stage. Examples of ac-SPV measurements and the resulting surface potential and 
surface charge calculated from the derived ac-SPV equations are given. 
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6.4.2 Semiconductor Surface Impedance 
The basic electrical circuit of a semiconductor surface is shown in figure 6-12 where the 
surface conductance gS and the capacitance cS are components of the surface impedance 
zS, which is thus given by 
6-52
SS
S cfjg
z  2
1   
where f is the modulation frequency of the light illuminating the semiconductor surface 
and thereby inducing the photocurrent density Jph. The use of the lower-case symbols 
for g and c implies that the quantity is given in the respective dimension per unit area. 
Vph Jph cS gS 
Figure 6-12. Basic electric circuit of a semiconductor surface under photo excited 
carrier injection. 
The photons of the illuminating light beam are absorbed in the semiconductor thereby 
creating electron hole pairs if Eph > Eg, where Eph is the energy of the photon at 
wavelength ph. The carriers created in the SCR are immediately separated due to the 
electric field thus reducing the surface potential and inducing Vph. These carriers 
however are lost through various mechanisms, i.e. recombination, diffusion and 
trapping, and are re-supplied by Jph. Carrier storage and annihilation mechanisms can be 
described by various capacitances and conductances that compose the surface 
impedance zS. The photovoltage Vph is related to the surface impedance by 
 6-53phSph JzV   . 
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We note that Vph is linearly proportional to Jph only for voltages less than the equivalent 
thermal voltage, i.e. Vph < kT/q which is 26mV at 300K [6]. 
We discuss in the following the components of this circuit and derive the equations that 
relate the surface potential S of the semiconductor to the measured ac-photovoltage 
Vph. We will restrict the analysis to a p-type semiconductor in depletion or weak 
inversion which corresponds to the parameters of the p-type Si(100) wafer samples 
described in section 6.3. A complete analysis of the ac-SPV is given by Munakata in [6] 
for strong inversion, in [23] for depletion or weak inversion and in [24] for 
accumulation layers. 
A. Photocurrent 
The current induced in the semiconductor is related to the incident photonflux  by 
 )1(qJ Ph   6-54
where  is the reflection coefficient and the factor  accounts for the fact that carriers 
may be induced in both the SCR and the bulk of the semiconductor. Whereas carriers 
created in the SCR supply Jph directly, electron hole pairs in the bulk have to diffuse to 
the SCR in order to contribute to Jph where they partly recombine before reaching the 
edge of the SCR. The factor  thus depends on the light absorption coefficient , the 
width of the space charge layer w and the diffusion length of the minority carriers, i.e. 
electrons, Ln, and is given by [8] 
1
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The diffusion length Ln is related to the minority carrier lifetime n and the diffusion 
coefficient Dn for electrons via 
nnn DL   . 6-56
The absorption coefficient for silicon can be calculated using the semi-empirical 
equation given in [25]: 
 2417.76/732.84)(     6-57
with the units for  in cm-1 and for ph in m. A graphical representation of expression 
6-57 is plotted in figure 6-13. We see that for a wavelength of e.g. 650nm, the 
penetration depth -1 is 3.4m. For comparison, the width of the SCR of p-type silicon 
at 300K with doping density NA = 71014 cm-3 for a surface potential of 420mV is e.g. 
0.89m, see figure 6-4. The coefficient  resulting from equation 6-55 is plotted in 
figure 6-14 for different wavelengths. We see that for typical carrier lifetimes in silicon 
of 10s to 1ms  can be approximated by 1 for light of ph  650nm and only plays a 
role if light in the infrared region is used. 
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Figure 6-13. Penetration depth of light in Si according to equation 6-57. 
 150
00.2
0.4
0.6
0.8
1
1.2
1 10 100 1000
 n  / s
 
(a)
(b)
(c)
 
Figure 6-14. Photocurrent coefficient  for p-type silicon at 300K with doping density 
NA = 71014 cm-3 as a function of the minority carrier lifetime and wavelength of the 
incident light: (a) 650nm, (b) 900nm and (c) 1000nm. 
B. Depletion Layer Effect 
The capacitance of the space charge layer in depletion or weak inversion, cdp, is given 
by 
w
c Sdp
 ,  6-58
where S is the permittivity of the semiconductor and w the width of the SCR which is 
given in equation 6-33. This capacitance is the dominating one for the depletion and 
weak inversion layer impedance. The carrier loss in the depletion layer is due to 
recombination of carriers and is expressed by the depletion layer conductance [6] 
   
1
0
2 11cosh2
1
Fsw
i
dp Ei
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  
 6-59
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where w is the minority carrier lifetime in the depletion layer. However, since there are 
only few mobile carriers in the depletion layer, the loss of carriers through volume 
recombination and thus gdp in the SCR is normally negligible. 
C. Diffusion of Minority Carriers 
Due to the carrier concentration gradient in the SCR, i.e. nS > n0 in a depleted p-type 
semiconductor, minority carriers diffuse from the surface to the bulk. This current is 
supported by the lowering of the surface potential. The diffusion current of minority 
carriers towards the bulk is, together with the recombination current, keeping pace with 
the minority carrier drift current towards the surface that is supplied by the photocurrent 
Jph. The minority carrier diffusion capacitance, cmn, and conductance, gmn, are given by 
[8] 
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where vn is the minority carrier diffusion velocity: 
n
n
n L
D
v   . 6-62
D. Majority Carriers Conductance 
To formulate the conductance for the majority carriers we have to consider the various 
majority carrier currents in the SCR. The concentration gradient of the majority carriers 
causes a diffusion current from the bulk towards the surface that is enhanced by the 
lowering of the surface barrier. Opposed to this current is the flow of majority carriers 
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towards the bulk due to the electrical field in the depleted SCR. Both currents must be 
equal in equilibrium. However, a net current towards the surface, Jmj, occurs with Jph 
which induces Vph. We can therefore formulate the majority carrier conductance as  
ph
mj
mj V
J
g   . 6-63
The majority carrier current derived by Munakata, gmj can be written as [23]  
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where p is the mobility of holes and the hole concentration at the surface, pS, is given 
by equation 6-17 if  is set to the surface potential S. The electric field at the surface, 
ES, is given via equation 6-30 and E0 is a characteristic field intensity defined by: 
p
pdmvE 0   
6-65
where vpdm is the saturated maximum hole drift velocity which is for Si at 300K 
vpdm = 5.34104 ms-1 [26]. In the depletion and weak inversion region gmj is the main 
conductance and decreases almost exponentially with S [23]. It is therefore too low to 
have any effect on the conductance in the strong inversion layer. 
E. Interface Trapping Effects 
Due to the change in the surface potential upon illumination the Fermi-level at the 
surface is shifted with respect to its position within the bandgap. This affects the 
occupancy of states at the interface that are within a few kT from the Fermi-level, see 
section 6.2.1, thus causing an exchange of charge of these states with the valence and 
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the conduction band, respectively. These charge transitions are associated with a typical 
time constant it which depends, for p-type semiconductors in depletion or weak 
inversion, on the concentration of holes at the surface since the capture of majority 
carriers is the rate limiting step in this process [27]. This time constant is given by: 
Spt
it pv  
1   6-66
where vt is the average thermal velocity equal to 107 cms-1, p is the capture cross 
section of the states for holes which is for Si(100) about 2.210-16 cm2 [8, p.386]. The 
interface trap capacitance, cit, and conductance, git, are given by [27]  
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where Dit is the interface trap density. Whereas cit decreases with f and is normally 
negligible at higher frequencies compared to cdp, it may affect the ac-SPV in the 
frequency region below 1kHz depending on the magnitude of Dit. 
F. Carrier Recombination Through Interface States 
Interface states can also act as recombination centres for carriers in the same way as 
defects in the bulk. This is associated with a loss of carriers and hence can be presented 
as a surface recombination conductance gSr which is given as [28]: 
ifSr nsqg     6-69
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where sf is the surface recombination velocity. According to the Shockley-Read-Hall 
(SRH) statistic [9, 29], the surface recombination depends on the actual concentration 
of carriers at the surface. Hence, sf is related to the original surface velocity s0 by  
iSS
i
f npn
n
ss
20    
6-70
where s0 is given by  
 qDvs itth0  . 6-71
We see that sf will be at a maximum when the term (nS + pS) is at a minimum, which 
occurs at S = B, i.e. at the transition from a depletion to a weak inversion layer. In 
light depletion and strong inversion ps or nS are >> ni and therefore gsr can be neglected 
as long as Dit and hence s0 is not too high. 
F. Simulation of Surface Impedance Components 
In order to estimate the effect of each component on the surface impedance we compare 
their magnitude for a set of assumed parameters. The semiconductor should be, as 
before, of p-type Si(100) with NA = 71014 cm-3 and exhibiting a weak inversion layer 
with S = 420mV. The minority carrier lifetime is assumed to be 100s for both bulk 
and SCR interface and the interface trap density should be Dit = 11016eV-1m-2.  
We see from figure 6-15 that cdp >> cmn in the depletion and weak inversion region and 
hence the minority carrier diffusion capacitance can be generally neglected. As pointed 
out before, cit is decreasing with frequency and therefore the depletion layer capacitance 
cdp is dominating at higher frequencies, see figure 6-16. However, in the lower 
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frequency region the interface trap capacitance may contribute to the surface impedance 
depending on the magnitude of Dit. 
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Figure 6-15. Depletion layer capacitance as a function of the surface potential. Also 
shown is, for comparison, the minority carrier diffusion capacitance cmn. 
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Figure 6-16. The depletion layer capacitance in comparison to the frequency dependent 
interface trap capacitance under the assumptions made above.  
The various contributions to the surface conductance are plotted in figures 6-17 and 
6-18. We see that the conductances gmn, gdp and git can normally be neglected. The 
majority carrier conductance decreases exponentially with the surface potential but is 
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the dominating one in depletion and weak inversion. The surface recombination 
conductance gsr has a maximum at S = B and may contribute to the surface impedance 
only for very high trap densities Dit. 
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Figure 6-17. The contribution of the various conductances in the depletion and weak 
inversion region as a function of the surface potential. 
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Figure 6-18. The majority carrier conductance gmj in comparison to the frequency 
dependent interface trap conductance git under the assumptions made above. 
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G. Determination of the Surface Potential 
From the discussion above we have seen that in the depletion and weak inversion region 
the surface impedance zS is likely to be determined by the majority carrier conductance 
gmj and the depletion layer capacitance cdp. Equation 6-52 can therefore be 
approximated by 
6-72
dpmj
S cfjg
z  2
1  . 
The surface photovoltage induced by a photonflux of 11012 cm-2s-1 with a reflection 
coefficient of 0.3 is plotted in figure 6-19. We see that in the low frequency region, i.e. 
<30Hz, the surface impedance is governed by the conductance gmj whereas for 
frequencies >1kHz zS is governed by the imaginary part in equation 6-72. Therefore, the 
majority carrier conductance and the depletion layer capacitance can be obtained from 
the frequency dependence of Vph and hence the surface potential via equations 6-64 and 
6-58, respectively. 
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Figure 6-19. Frequency dependence of the surface photovoltage with fc denoting the 
cutoff frequency. 
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However, the technique outlined above hinges on the precise knowledge of the 
photocurrent which depends not only on the photonflux  but also on the reflection 
coefficient  of the surface and the factor , which are often not known exactly. A more 
elegant method was proposed by Munakata [30] using the cutoff frequency fc, as 
indicated in figure 6-19, to determine the surface potential S.  
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Figure 6-20. The surface potential S as a function of the cutoff frequency of the 
surface photovoltage. 
If the surface impedance is solely governed by the majority carrier conductance and 
depletion layer capacitance as expressed in equation 6-72 then the cutoff frequency of 
the transfer function is given as [30] 
dp
mj
c c
g
f 2
1  . 6-73
Since both gmj and cdp are uniquely determined by S, the surface potential can be 
obtained by numerically or graphically solving equation 6-73. The graphical solution of 
this relation is shown in figure 6-20. We find that the cutoff frequency fc of 245.8Hz 
from figure 6-19 corresponds to the initially assumed surface potential of S = 420mV.  
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6.4.3 Experiment 
A. Setup 
The experimental setup that was used to measure the ac-SPV is shown schematically in 
figure 6-21. The semiconductor sample is illuminated by a sine wave modulated light 
emitting diode (LED) of wavelength ph = 626nm through a neutral density filter, a 
semitransparent conducting probe and a mica spacer of thickness 100m. The probe has 
a conducting indium tin oxide (ITO) layer on a glass substrate which has an area of 
SProbe = 15mm  12mm = 180mm2 The light beam from the LED is focused onto an area 
S0 = 19.6mm2 at the sample surface. The SPV signal picked up by the probe is fed into a 
variable input stage. Two different designs were tested: a low impedance I-V converter 
equivalent to the input stage of the Kelvin probe and a very high impedance amplifier. 
Both designs will be described in detail below. The amplitude and phase of the SPV 
signal is finally read at the lock-in amplifier (LIA, EG&G Model 5101). Parts of the p-
type Si(100) wafers C and D that are described in section 6.3.1 were used as samples. 
h
Waveform Generator.
Neutral Density
Filter  Disc
LED
Semitransparent Probe
Sample Wafer
L ock-In A m plifer
Lock-In Amplifier  EG&G
mV
 Preamplifier 
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Figure 6-21. Schematic of the ac-SPV measurement setup. 
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B. Equivalent Circuit for the ac-SPV Measurement 
The equivalent electrical circuit for the measurement of the ac-surface photovoltage is 
shown in figure 6-22. The subscript ‘0’ refers to the parameters for the voltage 
generating area S0 which we assume to be equal to the illuminated area [6]. Thus C0 is 
the capacitance between the probe and the wafer surface for his area, where the relative 
permittivity of the mica spacer is r  6. Z0 is the respective wafer impedance, composed 
of the surface impedance, oxide layer capacitance and wafer resistance.  
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Figure 6-22. Equivalent electrical circuit for the ac-SPV measurement. 
A further capacitance should be included in the circuit if the back side of the wafer is 
capacitively coupled to the sample holder. However, this coupling capacitance is 
normally much higher compared to the other series capacitances in the circuit and thus 
can be neglected. Further, since the probe coupling capacitance is very small compared 
to the wafer impedance due to the relatively large spacing between probe and the wafer 
surface, i.e. 100m compared to an approximately 1m depletion layer, Z0 is normally 
negligible compared to C0.  
In order to obtain the correct amplitude of the photovoltage from the measurement, we 
introduce the voltage transfer function H0() which is defined as the ratio of the output 
to the input voltage: 
phV
VH 00 )(
  . 6-74
ZLoad 
C0 
V0Vph
Z0 
Taking further into account the inequality of the probe and photovoltage generating area 
S and S0, we can relate the experimentally obtained transfer function H() to H0(): 
00 )(
)(
S
S
H
H bePro
  , 6-75
where the ratio of the surface areas in the above equation is 9.2 for this setup. Thus the 
photovoltage can be obtained via 
Probe
ph S
S
VHV 00)(    . 6-76
The amplitude of the transfer function can be obtained analytically by considering the 
reduced circuit shown in figure 6-23. We see that this circuit effectively acts as a 
voltage divider: 
LoadSource
Load
ZZ
Z
H )(  
 6-77
where the source impedance reduces to the reactance of an ideal capacitor: 
Probe
CSource Cj
XZ 
1  . 6-78 
Iin 
Figure 6-23. Reduced equivalent electrical circuit of the ac-SPV setup to determine the 
voltage transfer function H(). 
ZLoad 
CProbe 
Vin 
Vout 
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We discuss in the following the transfer function H() of the measurement circuit for 
two different configurations, i.e. with a very low and a very high load impedance ZLoad. 
C. Low Impedance Input Stage 
We will first derive the transfer function of the low impedance amplifier which is in fact 
equivalent to the I-V converter input stage of the Kelvin probe, see chapter 2. The input 
stage is based on an operational amplifier (op-amp) as shown in figure 6-24. In this 
configuration, the inverting input of the op-amp is at virtual ground potential, i.e. its 
input impedance is virtually zero: Zload  0 [18]. Consequently, the current Iin can be 
approximated by the short circuit current of the circuit: 
Source
in
in Z
V
I   . 6-79
Vin
CSource
Vout
Rf
Iin
+

If

 
Figure 6-24. Schematic of the low impedance ac-SPV measurement circuit which is 
equivalent to the Kelvin probe input stage. 
Since the input of an ideal operational amplifier draws no current, the sum of all 
currents at the summing point  of the I-V converter must be zero, i.e.: 
0 fin II   6-80
where If is the feedback current. With the relation for the feedback resistance Rf  
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fout
f I
VR    
6-81 
and equations 6-79 and 6-80, the ratio of the output to input voltage, and thus H() can 
be given by 
Source
f
in
out
Z
R
V
VH )(   6-82
and with equation 6-78 as 
 jCRH Probef )(  . 6-83 
where  
  Probef CRH )(   6-84
is the amplitude of the transfer function. From the expression above it can be seen that 
the function is proportional to the frequency of the signal. The factor 2RfCProbe is the 
slope of the curve of H() versus f. The imaginary constant j expresses a phaseshift of 
90° between the output and input signal.  
The op-amp OP-42 (Analog Devices) was used in this setup with a feedback resistance 
of 107. The capacitance of the probe with the parameters given above is approximately 
0.1nF. Thus the factor 2RfCProbe is equal to 610-3s. The transfer function determined 
for this setup with a sinusoidal input voltage is plotted in figure 6-25. We see from the 
equation of the power-type least square fit given for the linear region of the curve that 
|H()| is indeed proportional to f where the slope of the curve is 110-3s which is 
comparable with the estimated factor. The difference might be due to air gaps in the 
probe-sample arrangement thus reducing its capacitance. 
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Figure 6-25 . Experimental voltage transfer function of the ac-SPV measurement circuit 
using the low impedance amplifier input stage. 
Considering the usable frequency range of this circuit we see that the utilisation of this 
input stage at low frequencies, i.e. for f   50Hz and input voltages of typically 10mV 
might be restricted since the transfer function and hence the amplitude of the output 
voltage is very low. On the other hand, since the ac-SPV is typically proportional to f -1 
for f  100Hz, the decreasing input voltage is effectively compensated by the increasing 
transfer function which thus improves the signal detection at higher frequencies and its 
signal to noise ratio. The high frequency limit of this circuit is set by the bandwidth of 
the op-amp. Due to the high amplification, in this case of 107VA-1, the upper cutoff 
frequency is rather low, i.e. 30kHz as indicated in figure 6-25. However, since this 
circuit is equivalent to the input stage of the Kelvin probe it offers the possibility of 
implementing the ac-SPV measurement mode thus diversifying the application range of 
the probe. 
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D. High Impedance Input Stage 
Vin
CSource
Vout
+

Rdc
 
Figure 6-26. High input impedance unity gain buffer amplifier where Rdc = 10G 
provides a dc-current path to compensate for the non-zero input current of the op-amp. 
In the second configuration a unity gain buffer op-amp with a high impedance JFET 
input (MAXIM, MAX4005) having a bandwidth of 950MHz was used as the input 
stage. The resistor Rdc = 10G provides the return path for the dc-current to ground to 
compensate the input current of 10pA of the MAX4005 buffer amplifier since the input 
is capacitively coupled. To obtain the transfer function of this amplifier we thus take the 
input impedance ZLoad into account which is given by a parallel combination of the RLoad 
and CLoad : 
6-851
1)(
11

 

 
LoadLoad
Load CjR
Z    
We can assume that RLoad is dominated by the resistor Rdc. With equations 6-78 and 
6-85 the ratio of ZSource and ZLoad can be expressed by  
6-86
LoadSourceSource
Load
Load
Source
RCjC
C
Z
Z
 
1  . 
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Substituting expression 6-86 into 6-77 the amplitude of the transfer function is given by 
2
1
22
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


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

 
LoadSourceSource
Load
RCC
CH    
6-87
A plot of the above equation versus frequency is shown in figure 6-27 using values of 
CSource = 100pF, CLoad = 10pF and 100M and 10G for Rdc. We see that in the low 
frequency region the transfer function is governed by the second, frequency dependent 
part in equation 6-87. The low cutoff frequency at the –3dB point, fc,low, can thus be 
obtained via 
LoadSource
lowc RC
f 2
1
,    6-88
Therefore, in order to obtain a low frequency cutoff, the values for CSource and RLoad 
should be as high as possible. We can e.g. clearly observe the effect of the load 
resistance in figure 6-27, which is equal to Rdc. At a value of Rdc = 100M the low 
cutoff frequency is at 14Hz whereas with Rdc = 10G fc is at 0.14Hz. 
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Figure 6-27. Low frequency cutoff of the voltage transfer function for load resistor 
values of (a) 10G and (b) 100M and capacitor values of CSource = 100pF and 
CLoad = 10pF. 
 167
Above the cutoff frequency the transfer function is independent of frequency and only a 
function of the ratio of CLoad to CSource. Thus a high source and a low load capacitance 
are preferable to obtain a high transfer function in this frequency region. We see that 
e.g. if CLoad = CSource, |H()| equals 0.5. It should also be noted that, although not shown 
in the circuit diagram in figure 6-26, the cable connection from the probe to the 
amplifier input is an integral part of the circuit with its own resistance and capacitance. 
Although the resistance is normally negligible, the cable capacitance is in parallel to the 
amplifier input capacitance CLoad and hence must be added to its value. Therefore, this 
connection should be kept as short as possible.  
The high frequency response of the circuit is then only limited by the bandwidth of the 
buffer op-amp, which is 950MHz for the MAX4005, and any subsequent voltage or 
lock-in amplifier. The experimentally obtained transfer function of this input stage and, 
for comparison, of the low impedance is plotted in figure 6-28. We can see that the 
transfer function is essentially flat in the measurable frequency range of the EG&G 
5101 LIA, i.e. from 5Hz to 100kHz with a value of |H| of approximately 0.2. We can 
thus conclude that the transfer function of the buffer amplifier input stage strongly 
depends on its input impedance. While in the low frequency region the high impedance 
input seems the better choice, for frequencies above around 300Hz the I-V converter 
configuration exhibits, within the usable bandwidth, the higher value of |H|. 
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Figure 6-28. Voltage transfer functions of both the (a) low and (b) high input 
impedance amplifier stages. 
6.4.4 Results 
The ac-photovoltage measured as a function of the illumination intensity is plotted in 
figure 6-29. We find an almost linear increase in Vph at low intensities turning into 
saturation for   1015cm-2s-1. This behaviour is similar to the SPV increase measured 
under constant illumination with the Kelvin probe. A more detailed plot of the 
photovoltage in the low illumination intensity region is shown in figure 6-30 for 
modulation frequencies of 10Hz and 2kHz. These correspond to the frequency regions 
where the surface impedance is governed by the conductance and reactance, 
respectively. We see that the linear relationship of the Vph with  holds well up to 
10mV for both cases but deviations from linearity are clearly observed for 
photovoltages above 20mV.  
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Figure 6-29. Photovoltage increase with illumination intensity measured with the high 
input impedance input stage on sample C where the light signal is modulated with a 
sinusoidal waveform of f = 2kHz. 
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Figure 6-30. Photovoltage as a function of the photonflux in the low illumination 
intensity region for light modulation frequencies of (a) 10Hz and (b) 2kHz. The straight 
lines are extrapolated linear fit functions of the measured data for Vph < 10mV. 
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Figure 6-31. The photovoltage as a function of the photonflux measured with (a) the 
low impedance I-V converter input stage the and (b) high impedance input amplifier. 
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Figure 6-32. The photovoltage as a function of the photonflux measured with (a) the ac-
SPV method at a modulation frequency of 10Hz and (b) under constant illumination 
with the Kelvin probe. 
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A comparison of the photovoltage measured on sample C with the two different input 
stages is plotted in figure 6-31 via the photovoltage versus photonflux curve. The light 
signal was modulated with a frequency of 200Hz. We can conclude that, within the 
measurement error, both methods yield the same results and thus can be used equally. 
Further, as seen from the ac-SPV theory, the photovoltage in the low frequency region 
is governed by the majority carrier conductance gmj and is thus independent of 
frequency, see also figure 6-33 below. Therefore the ac-SPV at low frequencies should 
be equal to the photovoltage under constant illumination as measured by the Kelvin 
probe. The curve plotted in figure 6-32 shows that this is indeed the case. Thus the 
majority carrier conductance gmj can be obtained from the slope of the dc-SPV curve in 
the low injection region if the photonflux  is known exactly.  
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Figure 6-33. Frequency dependence of the ac-SPV measured on samples of wafer C 
and D at a photonflux of 9.251012cm-2s-1 with the high impedance amplifier. The dotted 
lines are least square fit functions of the data in the low and high frequency region with 
the intercept of both lines giving the cutoff frequency fc. The full lines are the SPV data 
calculated via equation 6-53 after determining the surface potentials and impedances 
from the respective cutoff frequencies. 
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The frequency dependence of the ac-photovoltage measured on samples of both the 
clean and the iron contaminated oxidised wafers C and D is plotted in figure 6-33. As 
discussed in the theory of the ac-SPV, see §6.4.2, the photovoltage in the low frequency 
region is governed by the majority carrier conductance gmj and is thus independent of 
frequency. whereas at higher frequencies the depletion layer capacitance dominates the 
surface impedance and thus Vph  f -1. Both regions can be clearly observed in the 
photovoltage curves in figure 6-33. The dotted lines indicate the least square fit 
functions obtained from the data points in the low and high frequency region. The cutoff 
frequency of the curve, fc, was determined from the intercept of these functions The 
parameters for the wafer samples obtained from this measurement are listed in table 6-2 
where the surface potential S was found by numerically solving equation 6-73 and QSS 
and gmj via equations 6-32 and 664, respectively. The total surface charge QSS is given 
in number of elementary charges per unity area. 
Table 6-2. Summary of the ac-SPV measurement results. 
wafer sample fc / Hz gmj / Sm-2 S / mV QSS / cm-2 
C 79.2 0.057 455.5 6.301010 
D 249.2 0.184 426.4 6.071010 
We observe distinctly different surface parameters for the clean and Fe contaminated 
wafer samples C and D, respectively. Similar to the results obtained with the saturation 
SPV technique, we find that the Fe contamination reduces the surface charge and 
therefore the surface potential. The lowering of S causes a significant increase in the 
majority carrier conductance and thus a reduced magnitude of the SPV in the low 
frequency region. Although the values of S are slightly higher than those obtained via 
the saturation SPV technique it has to be considered that the values given here are single 
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point measurements whereas the saturation SPV results are average values obtained 
from a scan over the whole wafer area.  
A more simple method to obtain the cutoff frequency is shown in figure 6-34 where the 
transient of the photovoltage was recorded on a sample of wafer C. We see that the 
transient follows an exponential decay with a specific time constant  which is thus 
related to the cutoff frequency via  
6-89. 

1
2
1 cf   
and therefore to gmj and cdp with equation 6-73: 
6-90
mj
dp
g
c  . 
Although the measurement was not taken under exactly the same conditions as the ac-
SPV versus frequency curve shown in figure 6-33, the resulting surface potential of 
S = 442.9mV is close to the result obtained above.  
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Figure 6-34. SPV transient recorded on sample C using a square wave modulated light 
signal and the high input impedance amplifier. 
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6.4.5 Discussion 
We can conclude from these measurements that the experimental results agree with the 
ac-SPV theory outlined in §6.4.2 if the photovoltage is measured in the linear region, 
i.e. below 10mV. For the case that the semiconductor surface impedance is governed 
mainly by the majority carrier conductance and depletion layer capacitance the surface 
potential can be determined from the cutoff frequency of the photovoltage versus 
frequency curve or, indeed, via the time constant of the SPV transient.  
We find that both the saturation and ac-SPV method yield a lower surface potential and 
surface charge for the Fe contaminated wafer compared to the clean sample. We can 
therefore conclude that either method can be used as an indicator for potential chemical 
contamination of semiconductors. Most of the controversial issues raised in the 
discussion of the saturation SPV technique however can be avoided with the ac-SPV 
method since only low light intensities are used and therefore this method will yield the 
more reliable results. 
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Summary 
This thesis reports on the application of the Kelvin probe in materials science and in 
particular on the study of metal and semiconductor surfaces in both ambient and UHV 
environments. We introduce in chapter 1 the two main topics of this thesis, namely (i) 
the production and characterisation of polycrystalline metal targets for advanced mass 
spectroscopy systems and (ii) the detection of defects and impurities in semiconductor 
substrate wafers. 
In chapter 2 we discuss the concept of the work function and the importance of this 
parameter in materials science. The various methods to determine the work function are 
reviewed, i.e. the direct measurement methods via thermionic, photo and field- emission 
and surface ionisation as well as the diode and the Kelvin method which are indirect 
techniques. The advantages and disadvantages of these methods are discussed. The 
Kelvin method and the technical realisation of the probe are described in greater detail. 
A novel approach to determine the work function by a combination of the photoelectric 
effect and the Kelvin method is presented in chapter 3. The development of this 
technique was driven by the requirement for the absolute work function of the 
specimen, rather than the data relative to the reference tip measured by the Kelvin 
probe, without giving up on the numerous advantages of the Kelvin probe; the novel 
method thus combines the benefits of both methods. The work function of the Kelvin 
probe tip is determined from the I-V characteristics of the diode arrangement formed by 
a low work function surface used as a source of photo-emitted electrons and the probe 
tip acting as the collector. The work function of any metal or semiconductor surface can 
be determined by subsequent CPD measurements with the Kelvin probe. This approach 
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has the further advantage of making full use of the existing instrumentation of the 
Kelvin probe with only a minimum of additional components. 
The production and evaluation of high and low work function surfaces as target 
materials for a novel ion source based on hyperthermal surface ionisation is discussed in 
chapter 4. Five metal surfaces were studied: tungsten, molybdenum, rhenium, palladium 
and platinum. The highest work function of 7.15eV could be obtained via oxidation of 
rhenium (Re) at ~900K. Re has the further advantage of having a high melting point of 
3180°C and is very stable to thermal cycling. Low work function lanthanum hexaboride 
(LaB6) and calcium (Ca) surfaces were created via e-beam evaporation and gadolinium 
(Gd) via thermal cleaning of the metal foil. The lowest work function of ~2.54eV was 
measured on LaB6 followed by Ca (2.92eV) and Gd (~3.08eV). Exposure to the residual 
gas at a pressure of 3.7×10-9 Torr revealed however that the lowest work function 
surface is also the most unstable. At 300K the work function of LaB6 increases to 
3.65eV after an exposure of 200L whereas Gd increases by only 70meV. 
The process of thermal and hyperthermal surface ionisation (SI, HSI) as well as the 
generation of hyperthermal molecular beams is discussed in chapter 5. A simple model 
for the SI process is developed to estimate the ionisation efficiency of the model gas 
NO2 on the high and low work function surfaces. We find that the ionisation efficiency 
depends exponentially on the factor ΔE/kT, where ΔE is the energetic difference 
between the work function of the target surface and the ionisation potential or electron 
affinity for positive and negative SI (p-SI, n-SI), respectively. . Although experimental 
data of NO2 positively ionised on oxidised Re follow the exponential relationship, the 
experimental parameters fitted to the equation of the ionisation efficiency do not agree 
with the model. This is presumably due to the fragmentation of NO2 observed in p-SI 
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or, indeed, the use of a too simplistic model. Mass spectrometric data of p-SI show a 
fragmentation of NO2 into mainly O2+, NO+ and O+ whereas n-SI produces a single peak 
at mass 48 which can be identified as NO2–. Negative SI and HSI data indicate a 
considerable increase in the work function of the LaB6 target surface upon exposure to 
NO2 even at elevated temperatures causing a substantial decrease in the ionisation 
efficiency. The ion current measured as a function of the NO2 inlet pressure shows a 
change in the gradient of the curve between 0.7Torr and 0.9Torr using an inlet nozzle of 
diameter 0.5mm. This effect can be interpreted as the transition between thermal and 
hyperthermal surface ionisation.  
The application of the Kelvin probe for the detection of defects and impurities in 
semiconductors, namely iron contamination, is demonstrated in chapter 6 via two 
methods based on the measurement of the surface photovoltage (SPV): (i) the saturation 
and (ii) the ac-SPV technique. With both methods the surface potential and thus the 
surface charge can be determined which are indicators of potential contamination on 
substrate wafers. We find that both methods yield a lower surface potential and surface 
charge for iron contaminated wafers compared to a clean sample. However, since the 
saturation SPV is determined under very high light intensities a number of secondary 
effects have to be considered that might interfere with the signal to be measured. Most 
of these problems can be avoided with the ac-SPV method where only low light 
intensities are used and therefore this technique will yield the more reliable results. 
