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Hinčinova neenakost
Povzetek
Hinčinova neenakost spada med klasične neenakosti. Čeprav velja za verjetnostno
neenakost, se pogosto uporablja tudi v analizi. V diplomskem delu ob dokazu neena-
kosti predstavimo nekatere lastnosti Schwartzovega prostora in Fourierovih transfor-
macij, s katerimi v zaključku dokažemo Littlewood-Paleyev izrek, ki velja za enega
temelnjih izrekov v harmonični analizi.
Khintchine’s inequality
Abstract
Khintchine inequality is one of the classical inequalities. Even though it is conside-
red a probabilistic inequality, we find most of its applications in analysis. In this
diploma thesis, along with the proof of the inequality we present some properties
of Schwartz spaces and the Fourier transform, that we use to prove the Littlewood-
Paley theorem, which is one of fundamental theorems of harmonic analysis.
Math. Subj. Class. (2010): 42B25, 60Fxx
Ključne besede: Hinčinova neenakost, Fourierova transformacija, Schwartzov pro-
stor, Littlewood-Paleyev izrek
Keywords: Khintchine inequality, Fourier transform, Schwartz space, Littlewood-
Paley theorem
1. Uvod in motivacija
Zakon velikih števil je eden najpomembneǰsih izrekov v teoriji verjetnosti. Po-
sebno obliko tega izreka je že v 18. stoletju dokazal Jacob Bernoulli. Kasneje je
bil ta rezultat velikokrat izbolǰsan. Aleksander Hinčin je eden izmed matematikov,
ki so raziskovali to temo. Eden izmed najpomembneǰsih rezultatov teh raziskav je
neenakost, kasneje poimenovana po njemu, ki je osrednja tema te diplomske naloge.
Za motivacijo si najprej oglejmo Zakon velikih števil.
Izrek 1.1. Dano je zaporedje neodvisnih enako porazdeljenih slučajnih spremenljivk
X = (X1, X2, . . . , ), definiranih na nekem verjetnostnem prostoru (Ω,F , P ) s po-
razdelitvijo P (Xi = 1) = P (Xi = −1) = 1/2. Označimo s Sn =
∑n
j=1 Xj. Potem
velja
P
(
lim
n→∞
Sn
n
= 0
)
= 1.
Hinčin se je ukvarjal z redom konvergence v tem izreku. Zanimalo ga je, ali izrek
še velja, če zamenjamo Sn/n s Sn/t(n), kjer je t(n) funkcija, ki raste počasneje kot
linearno. Hinčin ni prvi matematik, ki je iskal odgovor na to vprašanje. Hausdorff
je dokazal, da za poljuben ε > 0 zadošča t(n) = n1/2+ε, Hardy in Littlewood pa sta
rezultat še izbolǰsala do t(n) =
√
n log n. Hinčin je leta 1922 našel dokončen odgovor
na to vprašanje. Za funkcijo t(n) =
√
n log log n velja, da je konvergenca verjetno-
stna, a ne več skoraj gotova. Temu izreku pravimo Zakon iteriranega logaritma.
Soroden problem je iskanje reda konvergence p-tega momenta vsote Bernoullijevih
slučajnih spremenljivk. Hinčinova neenakost da še nekoliko bolj splošen odgovor na
to vprašanje, saj dopušča množenje slučajnih sprmenljivk s kompleksnimi števili.
Navedimo osnovno verzijo neenakosti, ki jo je dokazal Hinčin. V diplomskem delu
bomo dokazali splošneǰso verzijo neenakosti (Izrek 3.1).
Izrek 1.2. (Hinčinova neenakost) Dano je zaporedje neodvisnih enako porazdelje-
nih slučajnih spremenljivk X = (X1, X2, . . . , ), definiranih na nekem verjetnostnem
prostoru (Ω,F , P ) s porazdelitvijo P (Xi = 1) = P (Xi = −1) = 12 . Potem za vsako
naravno stevilo p = 2m,m ≥ 1, obstajata konstanta Ap, odvisna le od p, da za
vsako zaporedje kompleksnih števil a = (a1, a2, . . . , ) in vsak n ≥ 1, velja naslednja
neenakost:
E
∣∣∣∣∣
n∑
k=1
akXk
∣∣∣∣∣
p
≤ Ap
(
n∑
k=1
|ak|2
)p/2
.
Kljub temu, da je bila Hinčinova neeakost verjetnostno motivirana, so jo kasneje
intenzivno uporabljali v analizi. Uporabnost neenakosti so hitro opazili Paley, Lit-
tlewood in Zygmund, ki so dokazali splošneǰso obliko neenakosti za Rademacherjeve
funkcije, ki še vedno nosi Hinčinovo ime. Rademacherjeve funkcije tvorijo ortonor-
miran, a ne kompleten sistem funkcij na [0, 1]. Te moderneǰse verzije neenakosti
so uporabne predvsem v harmonični analizi. Navadno jih uporabimo, če želimo
rezultat z L2 razširiti na poljuben Lp prostor. Najlepši primer tega je Littlewood-
Paleyev izrek, ki je eden najpomembneǰsih v harmonični analizi. V delu diplomskega
seminarja bomo najprej predstavili dokaz Hinčinove neenakosti.
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2. Priprava
Dokaz Hinčinove neenakosti zahteva dobro teoretično podlago. Uvodna poglavja
bomo zato namenili temu. Izreke in trditve, ki smo jih že spoznali na dodiplomskem
študiju Finančne matematike, bomo le navedli, ostale pa bomo tudi dokazali.
2.1. Lp prostori. Hinčinovo neenakost lahko dokažemo na različne načine. Hinčinov
dokaz je bil sicer elementaren, a tehnično zelo zahteven. Zato si bomo raje ogledali
moderneǰsi dokaz, ki uporablja lastnosti Lp prostorov. Ta razdelek bo namenjen
ponovitvi in nadgradnji nekaterih pojmov, ki smo jih že spoznali. Večino rezultatov
povzemamo po [3].
Definicija 2.1. Dana je funkcija f ∈ Lp(X,µ). Velja, da je f = 0 skoraj povsod, če
je µ{t | f(t) 6= 0} = 0.
Definicija 2.2. Naj bo (X,µ) merljiv prostor. Za vsak p ∈ (0,∞) naj bo Lp(X,µ)
množica vseh ekvivalenčnih razredov, glede na f ∼ g ⇔ f = g skoraj povsod, takih
merljivih funkcij f : X 7→ C, da je
∫
X
|f |pdµ < ∞. Za vsako funkcijo f ∈ Lp(X,µ)
definiramo
‖f‖Lp :=
(∫
X
|f |pdµ
)1/p
.
Pogosto funckijo f enačimo z razredom, ki mu pripada in pǐsemo f ∈ Lp.
Sedaj bomo dokazali nekaj osnovnih izrekov o Lp prostorih, ki jih bomo uporabili
v dokazu neenakosti (9). Trditve in izreki v začetku tega razdelka se nanašajo
predvsem na Lp prostore s p ∈ [1,∞]. Na p ≥ 1 se omejimo zato, ker potrebujemo
konveksnost funkcije xp. Skoraj vse trditve, ki jih bomo dokazali v tem razdelku,
bodo posledica konveksnosti.
Začnimo s ponovitvijo pojma konveksnosti.
Definicija 2.3. Funkcija φ : (c, d) 7→ R (kjer je −∞ ≤ c < d ≤ ∞) je konveksna,
če je za poljubna x1, x2 ∈ (c, d), kjer x1 < x2, graf funkcije med točkama (x1, φ(x1))
in (x2, φ(x2)) leži pod sekanto skozi ti dve točki. To lahko zapǐsemo kot
φ(tx1 + (1− t)x2) ≤ tφ(x1) + (1− t)φ(x2) ∀t ∈ [0, 1].
Iz analize vemo, da je vsaka funkcija, ki ima povsod pozitiven drugi odvod, kon-
veksna. V naslednjem dokazu bomo potrebovali konveksnost eksponentne funkcije.
Definicija 2.4. Števili p, q ∈ [1,∞] sta konjugirana eksponenta, če velja
1
p
+
1
q
= 1.
Lema 2.5. (Youngova neenakost)
Za poljubna a, b ∈ [0,∞] in konjugirana eksponenta p, q ∈ (1,∞), velja neenakost
(1) ab ≤ a
p
p
+
bq
q
.
Dokaz. Če je katero od števil a, b enako 0, je neenakost očitna. Zato privzemimo,
da sta a, b ∈ (0,∞) in njun produkt preoblikujmo v
ab = elog(ab) = elog(a)+log(b) = e1/p log(a
p)+1/q log(bq).
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Sedaj lahko zapǐsemo t = 1/p in (1− t) = 1/q. Ker sta p, q konjugirana eksponenta,
velja t ∈ [0, 1]. Zgornji izraz sedaj lahko zavoljo konveksnosti eksponentne funkcije
omejimo takole:
et log(a
1/t)+(1−t) log(b1/(1−t)) ≤ telog(a1/t) + (1− t)elog(b1/(1−t))
=
elog a
p
p
+
elog b
q
q
=
ap
p
+
bq
q
.

Izrek 2.6. (Hölderjeva neenakost)
Naj bosta p, q ∈ (1,∞) konjugirana eksponenta. Za poljubni funkciji f, g ∈ Lp(X,µ)
velja
(2)
∫
X
|fg|dµ ≤ ‖f‖Lp‖g‖Lq .
Dokaz. Če je f = 0 ali g = 0, sta obe strani neenakosti enaki 0. V nasprotnem
primeru je ‖f‖p 6= 0 in ‖g‖q 6= 0 in lahko vpeljemo novi funkciji f1 := |f |/‖f‖p in
g1 := |g|/‖g‖q, za kateri je ‖f1‖p = 1 in ‖g1‖q = 1. Ko neenakost delimo z ‖f‖p‖g‖q,
dobimo ekvivalentno neenakost
∫
X
f1g1 dµ ≤ 1. Da poenostavimo zapis, lahko torej
privzamemo, da je že na začetku f ≥ 0, g ≥ 0, ‖f‖p = 1 in ‖g‖q = 1. Dokazati
moramo, da je tedaj ∫
X
fgdµ ≤ 1.
Po Youngovi neenakosti za vsak x ∈ X velja
f(x)g(x) ≤ f(x)
p
p
+
g(x)q
q
.
Sedaj po µ integriramo obe strani in upoštevamo, da je
∫
X
fpdµ = ‖f‖pp = 1 =
‖g‖qq =
∫
X
gqdµ ter da je 1/p+ 1/q = 1.

Izrek 2.7. (Trikotnǐska neenakost)
Za vsak p ∈ [1,∞) in poljubni funkciji f, g ∈ Lp(X,µ) je
(3) ‖f + g‖Lp ≤ ‖f‖Lp + ‖g‖Lp .
Dokaz. Za p = 1 je dokaz preprost, saj velja∫
X
|f + g|dµ ≤
∫
X
(|f |+ |g|)dµ.
Uporabili smo trikotnǐsko neenakost in monotonost integrala. Oglejmo si sedaj še
primer, ko je p ∈ (1,∞). Velja
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‖f + g‖pp =
∫
X
|f + g|pdµ
=
∫
X
|f + g|p−1|f + g|dµ
≤
∫
X
|f + g|p−1(|f |+ |g|)dµ.
V zadnji neenakosti smo uporabili trikotnǐsko neenakost. Sedaj bomo uporabili
še Hölderjevo neenakost za
∫
X
|f + g|p−1|f |dµ in
∫
X
|f + g|p−1|g|dµ pri konjugiranih
eksponentih p0 =
p
p−1 in q0 = p, tako da dobimo:∫
X
|f + g|p−1|f |dµ+
∫
X
|f + g|p−1|g|dµ
≤ ‖f + g‖p−1Lp
(∫
X
|f |pdµ1/p +
∫
X
|g|pdµ1/p
)
= ‖f + g‖p−1Lp (‖f‖Lp + ‖g‖Lp) .
Preostane nam deljenje s ‖f + g‖p−1Lp in dokaz je končan. 
Do zdaj smo dokazovali le klasične neenakosti v Lp prostorih. Sedaj se bomo lotili
tudi nekaterih bolj specifičnih trditev, ki nam bodo omogočile hiter in eleganten
dokaz Hinčinove neenakosti. Od preǰsnjih rezultatov se bodo razlikovale tudi v
splošnosti. Naslednje trditve bodo veljale le za verjetnostne prostore.
Trditev 2.8. Naj bo f ∈ Lp(X,µ), kjer je µ verjetnostna mera na X. Naj bosta
p, q ∈ [1,∞], kjer p < q. Potem velja
(4) ‖f‖Lp ≤ ‖f‖Lq .
Dokaz. Velja
‖f‖pLp =
∫
X
|f |p|1|dµ
≤
(∫
X
|f |qdµ
)p/q
= ‖f‖pLq .
Sedaj korenimo obe strani s p in dobimo željeno neenakost. V prvi neenakosti
smo uporabili Hölderjevo neenakost s parametroma p0 = q/p za funkcijo |f |p in
q0 = (q − p)/p za funkcijo 1. Upoštevali smo tudi, da je
∫
X
dµ = 1.

V Hinčinovi neenakosti omejujemo Lp z L2 normo, zato želimo nekatere Lp norme
dodatno aproksimirati z L2 normo. Trditev 2.8 nam pove, da lahko za p ≥ 1 ocenimo
‖f‖Lp ≤ ‖f‖L2 . Ker želimo Hinčinovo neenakost dokazati za p ∈ (0,∞), bi si želeli
zgornjo neenakost razširiti tudi na p ∈ (0, 1). Ker za takšne p izgubimo konveksnost,
Trditev 2.8 več ne velja. A kljub temu lahko norme navzgor ocenimo z L2 normo.
To dokažemo v naslednji trditvi.
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Posledica 2.9. Naj (X,µ) verjetnostni prostor in naj bosta f ∈ L2(X,µ) in p ∈
(0, 2). Potem velja
‖f‖Lp ≤ ‖f‖L2 .
Dokaz. Neenakost za p ∈ [1, 2) že velja, kot poseben primer Trditve 2.8. Dokažimo
še neenakost za p ∈ (0, 1). Velja:
‖f‖p =
(∫
X
|f |pdµ
)1/p
.
Če označimo g := |f |p, dobimo(∫
|g|dµ
)1/p
= ‖g‖1/pL1 ≤ ‖g‖
1/p
L2/p
=
(∫
X
|g|2/pdµ
)1/2
=
(∫
X
|f |2dµ
)1/2
= ‖f‖L2 .
V neenakosti smo uporabili Trditev 2.8 za p0 = 1 in q0 = 2/p. 
Zadnja trditev nam omogoča, da poljubno Lp normo navzgor omejimo s produk-
tom Ls in Lt norm. Tudi ta rezultat je posledica konveksnosti in velja za splošno
mero. Rezultat je tudi motivacija za Riesz-Thorinov interpolacijski izrek, ki podobno
neenakost dokaže za operatorje.
Trditev 2.10. Naj bosta t ∈ (0, 2), s ∈ (2,∞) in θ ∈ (0, 1) takšen, da velja
1
2
=
θ
t
+
1− θ
s
.
Potem velja
(5) ‖f‖L2 ≤ ‖f‖θLt‖f‖1−θLs .
Dokaz. Zapǐsimo ‖f‖L2 kot
‖f‖L2 =
(∫
Ω
|f |2θ|f |2(1−θ)dµ
)1/2
≤
((∫
Ω
|f |tdµ
)2θ/t(∫
Ω
|f |sdµ
)2(1−θ)/s)1/2
= ‖f‖θLt‖f‖
1−θ
Ls .
V dokazu smo uporabili Hölderjevo neenakost za p0 = t/2θ in q0 = s/2(1−θ). 
Iz 1/s < 1/2 < 1/t sledi, da je 1/2 konveksna kombinacija števil 1/s in 1/t, kar
zagotavlja obstoj takšnega θ.
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2.2. Porazdelitvena funkcija. V dokazu Hinčinove neenakosti bo ob konveksnosti
pomembno vlogo igralo dejstvo, da lahko zapǐsemo normo s pomočjo porazdelitvene
funkcije.
Definicija 2.11. Naj bo f merljiva na X. Porazdelitvena funkcija funkcije f je
funkcija df , definirana na [0,∞) kot
df (α) := µ({x ∈ X : |f(x)| > α}).
Trditev 2.12. Za f ∈ Lp(X,µ), 0 < p <∞, velja enakost
(6) ‖f‖pLp = p
∫ ∞
0
α(p−1)df (α)dα.
Dokaz. Zgornjo formulo razpǐsemo in dobimo:
p
∫ ∞
0
αp−1df (α)dα = p
∫ ∞
0
α(p−1)
∫
X
1{x:|f(x)|>α}dµ(x)dα
=
∫
X
∫ |f(x)|
0
pαp−1dαdµ(x)
=
∫
X
|f(x)|pdµ(x) = ‖f‖pLp .
V drugi enakosti smo uporabili Tonellijev izrek. 
Neenakost Čebǐseva je klasična neenakost v teoriji mere. Uporabili jo bomo za
ocenjevanje porazdelitvene funkcije.
Izrek 2.13. (Neenakost Čebǐseva)
Naj bo (X,A, µ) prostor z mero in naj bo f : X 7→ R merljiva funkcija, g : R 7→ R
pa merljiva, nenegativna in nepadajoča funkcija. Potem velja
(7) µ({x ∈ X : |f(x)| > t})g(t) ≤
∫
X
(g ◦ |f |)(x)dµ(x).
Dokaz. Označimo z At = {x ∈ X : f(x) > t}. Velja
µ(At)g(t) =
∫
X
g(t)1Atdµ(x)
≤
∫
At
g ◦ |f(x)|dµ(x)
≤
∫
X
g ◦ |f(x)|dµ(x).
V prvi neenakosti smo uporabili, da je g naraščajoča, v drugi pa pozitivnost g. 
2.3. Rademacherjeve funkcije. Rademacherjeve funkcije tvorijo nekompleten or-
tonormiran sistem na prostoru L2[0, 1], opremljenim z Lebesguevo mero.
Definicija 2.14. Za k ∈ N ∪ {0} je k-ta Rademacherjeva funkcija rk : [0, 1] 7→
{−1, 1} definirana kot rk(t) := sgn(sin(2kπt)).
Dokazali bomo, da so Rademacherjeve funkcije neodvisne slučajne spremenljivke,
če jih gledamo na verjetnostnem prostoru Lp([0, 1], λ). λ bo v v tem delu vedno
predstavljala Lebesguevo mero. Ker velja
∫
[0,1]
rk(t)dt = 0 za vsak k ∈ N, bo s tem
dokazana tudi ortogonalnost.
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Trditev 2.15. (Neodvisnost Rademacherjevih funkcij)
Z vse merljive funkcije fj, j ∈ N ∪ {0}, velja
(8)
∫ 1
0
n∏
j=0
fj(rj(t))dt =
n∏
j=0
∫ 1
0
fj(rj(t))dt.
Dokaz. Za dokaz identitete preprosto razpǐsemo desno stran, kot
f0(1)
n∏
j=1
∫ 1
0
fj(rj(t))dt = f0(1)
n∏
j=1
fj(1) + fj(−1)
2
=
f0(1)
2n
∑
S⊂{1,2,...,n}
∏
j∈S
fj(1)
∏
i/∈S
fi(−1).
Vemo, da je število podmnožic S enako 2n. Interval [0,1] lahko prav tako razdelimo
na 2n disjunktnih diadičnih intervalov s predpisom Ik = [
k−1
2n
, k
2n
], k = 1, . . . , 2n.
To so tudi največji intervali, na katerih je vseh prvih n Rademacherjevih funkcij
konstantnih. Za vsako množico S ⊂ {1, . . . , n} obstaja natanko en tak Ik, da velja:
za vsak j ∈ S je rj(Ik) = 1 in za vsak i /∈ S je ri(Ik) = −1.
Do takšnega intervala lahko pridemo na naslednji način. Pri danem n začnemo z
vsemi intervali Ik in gremo po Rademacherjevih funkcijah od r1 do rn. Na k-tem
koraku tako odstranimo tiste intervale, na katerih ima rk napačno vrednost. V pr-
vem koraku tako odstranimo 2n−1 intervalov. V drugem koraku odstranjujemo le
intervale, ki jih v prvem nismo. Ker je r2 na intervalih, na katerih je r1 konstanta,
enake oblike kot r1, bomo spet odstranili polovico vseh intervalov, torej 2
n−2 inter-
valov. Induktivno nadaljujemo in po n korakih bomo odstranili 2n − 1 intervalov,
tako da nam ostane le en interval, na katerem za vseh n Rademacherjevih funkcij
velja zgornja zveza. Sledi, za x ∈ Ik :∏
j∈S
fj(1)
∏
i/∈S
fi(−1) =
∏
j∈S
(fj ◦ rj)(x)
∏
i/∈S
(fi ◦ ri)(x) =
n∏
l=1
(fl ◦ rl)(x).
Sedaj lahko zgornji izraz zapǐsemo kot:
f0(1)
2n−1∑
k=0
∫
Ik
n∏
j=1
fj(rj(t))dt =
∫ 1
0
n∏
j=0
fj(rj(t))dt.

3. Formulacija in dokaz
Poglavje povzemamo po [4].
Že v uvodu smo omenili, da je bil Hinčinov rezultat kasneje izbolǰsan. Oglejmo si
torej splošno verzijo neenakosti.
Izrek 3.1. (Hinčinova neenakost)
Dana sta zaporedje Rademacherjevih funkcij r = (r1, r2, . . . ) in zaporedje komple-
ksnih števil (ci)i∈N ∈ `2. Potem za p > 0 obstajata taki konstanti Ap in Bp, odvisni
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le od p, da velja
(9) Bp
(∑
k
|ck|2
)1/2
≤
∥∥∥∥∥∑
k
rkck
∥∥∥∥∥
Lp
≤ Ap
(∑
k
|ck|2
)1/2
.
Dokaz. Izrek bomo dokazali v več korakih.
Definirajmo novo funkcijo
F (t) =
∞∑
k=1
(ak + ibj)rk(t), t ∈ [0, 1],
kjer so ak, bk, k ∈ N realna števila.
1. korak
Najprej bomo dokazali zgornjo oceno v neenakosti (9) ob naslednjih predpostavkah
o zaporedju c = (ck)k:
a) Zaporedje je realno, ck ∈ R.
b) Zaporedje je končno. cj 6= 0 le za končno mnogo j ∈ N.
c) ‖c‖`2 = 1
Ob teh predpostavkah lahko izraz ‖F (t)‖L2 nekoliko poenostavimo. Upoštevajmo
‖F‖2L2 =
∥∥∥∥∥∑
k
rkak
∥∥∥∥∥
2
L2
=
∫ 1
0
(∑
k
rk(x)ak
)2
dx.
Sedaj lahko uporabimo še linearnost integrala in dobimo,
‖F‖2L2 =
∫
[0,1]
(∑
k
(rk(x)ak)
)2
dx
=
∫
[0,1]
(∑
k
(rk(x)ak)
2 +
∑
i 6=j
(rj(x)ri(x)ajai
)
dx
=
∑
k
(
a2k
∫
[0,1]
rk(x)
2dx
)
+
∑
i 6=j
(
ajai
∫ 1
0
ri(x)rj(x)dx
)
=
∑
k a
2
k.
V zadnji enakosti smo upoštevali ortonormiranost Rademacherjevih funkcij v
L2(0, 1), ki smo jo dokazali v razdelku 2.3. Sedaj lahko neenakost (9) napǐsemo
kot
(10) Bp‖F‖L2 ≤ ‖F‖Lp ≤ Ap‖F‖L2 .
Vidimo, da za p = 2 in B2 = A2 = 1 v (10) dobimo enakost. Za p ∈ (0, 2] lahko
določimo zgornjo mejo:
‖F‖Lp ≤ ‖F‖L2 .
To je posledica Trditve 2.8, ki smo jo dokazali v poglavju o Lp prostorih.
Dokažimo desno neenakost v (10) še za p > 2. To bomo storili tako, da bomo
najprej dokazali neenakost za porazdelitveno funkcijo funkcije F . Nato bomo s
pomočjo Trditve 2.13 in neenakosti za porazdelitveno funkcijo dobili neenakost še
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za norme.
Naj bo s > 0. Iz predpostavk a), b), c) in Trditve 2.15 dobimo:
∫ 1
0
es
∑
j ajrj(t)dt =
∏
j
∫ 1
0
esajrj(t)dt
=
∏
j
esaj + e−paj
2
≤
∏
j
e1/2s
2a2j
= es
2
∑
j a
2
j/2 = es
2/2.
V tretji vrstici smo uporabili neenakost ex
2/2 ≥ (ex + e−x)/2, ki velja za vsak x ∈ R.
To lahko vidimo, če razliko ex
2/2−(ex+e−x)/2 razvijemo v Taylorjevo vrsto. Dobimo
vrsto
∑∞
n=0D2nx
2n, kjer so Dn = ((2n)!−n!2n)/((2n)!2n), ki ima le pozitivne člene.
Če v zgornjem postopku obravnavamo −
∑
j ajrj(t) namesto
∑
j ajrj(t), bo rezultat
enak. Zamenjata se le območji na katerih so Rademacherjeve funkcije enake 1 in -1,
ker pa poleg Rademacherjevih funkcij v integralu nastopajo le konstante, območji
pa imata enako Lebesguevo mero, to ne vpliva na njegovo vrednost. Tako smo prǐsli
do neenakosti
(11)
∫ 1
0
es|F (t)|dt ≤ 2es2/2.
Sedaj se spomnimo neenakosti Čebǐseva in jo uporabimo za f = F (t) in g = esf(t) :
(12) esα|{t ∈ [0, 1] : |F (t)| > α}| ≤
∫ 1
0
es|F (t)|dt.
Iz (11) in (12) sledi
(13) esα|{t ∈ [0, 1] : |F (t)| > α}| ≤ 2es2/2.
Z izbiro s = α dobimo porazdelitveno neenakost
dF (α) = |{t ∈ [0, 1] : |F (t)| > α}| ≤ 2es
2/2−sα = 2e−α
2/2.
V naslednjem koraku bomo izračunali Lp normo funkcije F z uporabo Trditve
2.12. Velja
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‖F‖pp =
∫ ∞
0
pαp−1dF (α)dα
≤
∫ ∞
0
pαp−12e−α
2/2dα
= 2
p
2 p
∫ ∞
0
uu/2−1e−udu
= 2
p
2 pΓ(p/2).
Ker velja ‖F‖L2 = 1, smo dokazali, da ob predpostavkah a), b) in c) velja
‖F‖p ≤ Ãp‖F‖2,
kjer je
Ãp =
{
1 ; p ∈ (0, 2]
(pΓ(p/2))
1
p ; p ∈ (2,∞).
2. korak
Ta korak bo namenjen redukciji na predpostavke a),b) in c). Začnimo s predpostavko
c). Če velja ‖c‖`2 6= 1, lahko pogledamo normirano zaporedje c̃k = ck/‖c‖`2 . Če levo
in desno stran delimo z ‖c‖`2 , dobimo neenakost
∥∥∥∥∥∑
k
rkc̃k
∥∥∥∥∥
Lp
≤ Ap
(∑
k
|c̃k|2
)1/2
,
za katero velja c). Tako smo pokazali, da velja neenakost tudi, če izpustimo pred-
postavko c).
Dokažimo neenakost še brez privzetka a). Naj bodo aj, bj, j ∈ N realna števila.
Velja,
∥∥∥∥∥∑
j
(aj + ibj)rj
∥∥∥∥∥
Lp
≤
∥∥∥∥∥∑
j
ajrj
∥∥∥∥∥
Lp
+
∥∥∥∥∥∑
j
bjrj
∥∥∥∥∥
Lp
≤ Ap
(∑
j
|aj|2
) 1
2
+
(∑
j
|bj|2
) 1
2

≤
√
2Ap
(∑
j
|aj + ibj|2
) 1
2
.
V prvi neenakosti smo uporabili trikotnǐsko neenakost, v drugi Hinčinovo neena-
kost za realna števila, v tretji pa neenakost x+ y ≤
√
2(x2 + y2).
Tako smo dokazali, da neenakost velja tudi, če izpustimo predpostavko a). Preostane
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nam predpostavka b) o končnosti vsote. Velja
‖
∞∑
j=1
(aj + ibj)rj‖Lp =
∫
[0,1]
∣∣∣∣∣
∞∑
j=1
(aj + ibj)rj
∣∣∣∣∣
p
dλ
=
∫
[0,1]
lim
n 7→∞
∣∣∣∣∣
n∑
j=1
(aj + ibj)rj
∣∣∣∣∣
p
dλ
≤ lim inf
n
∫
[0,1]
∣∣∣∣∣
n∑
j=1
(aj + ibj)rj
∣∣∣∣∣
p
dλ
≤ lim
n
Ap
(
n∑
j=1
|aj + ibj|2
)1/2
=
(
∞∑
j=1
|aj + ibj|2
)1/2
.
V prvi neenakosti smo upoštevali Fatoujevo lemo. V drugi smo uporabili neenakost
za končne vsote in dejstvo, da je vrsta konvergentna.
3.korak
Dokazali smo desno stran neenakosti. V naslednjem koraku bomo dokazali še levo
stran:
Bp‖F‖Lp ≤ ‖F‖2.
Za p ≥ 2 lahko uporabimo Trditev 2.8 in ocenimo ‖F‖2 ≤ ‖F‖p, zato zadošča
konstanta Bp = 1. Ostane nam le še primer p < 2. Izberimo poljuben s ∈ (2,∞).
Naj bo θ = θ(p, s) ∈ (0, 1) tak, da velja:
(14)
1
2
=
θ
s
+
1− θ
p
.
Sedaj lahko uporabimo Trditev 2.10 in že dokazan desni del Hinčinove neenakosti;
sledi
‖F‖L2 ≤ ‖F‖θLs‖F‖1−θLp ≤ ‖F‖
1−θ
Lp (As‖F‖L2)
θ.
V naslednjem koraku obe strani delimo s ‖F‖θL2 in dobimo
‖F‖L2 ≤ Aθ/(1−θ)s ‖F‖Lp .
Za Bp,s = A
−θ/(1−θ)
s imamo sedaj
Bp,s‖F‖L2 ≤ ‖F‖Lp .
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Iz (14) lahko izrazimo
θ =
1
2
− 1
p
1
s
− 1
p
in
θ
1− θ
= −
1
p
− 1
2
1
2
− 1
s
.
Opazimo, da je Bp,s odvisen od p in s. Ker nam Bp,s omejuje neenakost navzdol, si
želimo, da bi bil Bp,s čim večji. Ker je s ∈ (2,∞) poljuben, smo dokazali levo stran
neenakosti za konstanto
(15) Bp =
{
1 ; p ∈ [2,∞)
sups>2Bp,s ; p ∈ (0, 2).
Za konec si oglejmo še konstante.
Vemo, da za p < 2 velja ‖F‖p < ‖F‖2, zato imamo za ‖F‖p < Ap‖F‖2 enostavno
mejo Ap = 1. Za p > 2 pa smo dokazali, da je zadostna meja Ap = 2(pΓ(p/2))
1
p .
Dobili smo želeno neenakost:∥∥∥∥∥∑
k
rkck
∥∥∥∥∥
Lp
≤ Ap
(∑
k
|ck|2
)1/2
,
za konstanto
(16) Ap =
{
1 ; p ∈ (0, 2]
2(pΓ(p/2))1/p ; p ∈ (2,∞).
Za velike vrednost števila p lahko konstanto dobro aproksimiramo s pomočjo Stir-
lingove formule [5, Appendix A.6].
Trditev 3.2.
lim
p→∞
Ap√
p
=
√
2
e
.
Dokaz. V dokazu najprej uporabimo Stirlingovo formulo. Velja,
lim
p→∞
Ap√
p
= lim
p→∞
(2(pΓ(p/2))1/p
√
p
= lim
p→∞
2(2pπ p−2
p
)1/p(p−2
2e
)1/2
√
p
= lim
p→∞
2(2pπ p−2
p
)1/p
(2e)1/2
lim
p→∞
(
p− 2
p
)1/2
=
√
2
e
.

Oglejmo si funkcijo Bp,s(s). Opazimo, da velja lims→2Bp,s(s) = lims→∞Bp,s(s) = 0.
Zato bo funkcija dosegla ekstrem na (2,∞). Opazimo, da je Bp ≥ 8 · 64−
1
p za p < 2,
če vstavimo s = 4, kar je dobra ocena za pravo vrednost.
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Potrebno je omeniti, da konstanti Ap in Bp, ki smo ju izračunali v dokazu, nista
najbolǰsi konstanti, ki omejujeta neenakost. Najbolǰsi možni konstanti za Hinčinovo
neenakost sta znani le za primer, ko je c = (c1, c2, . . . ) zaporedje realnih števil.
Določanje teh konstant presega obseg tega diplomskega dela, zato navedimo le re-
zultat, ki ga lahko najdemo v [8]:
Ap =
{
1 ; p ∈ (0, 2]
21/2π−1/2pΓ(p+1
2
) ; p ∈ (2,∞)
Bp =
 2
1/2−1/p ; p ∈ (0, p0]
21/2π−1/2pΓ(p+1
2
) ; p ∈ (p0, 2)
1 ; p ∈ (2,∞),
kjer je p0 = 1, 84742 · · · enolična rešitev enačbe 2Γ((p+ 1)/2) =
√
π na intervalu
(1, 2).
S tem je Hinčinova neenakost (9) dokazana. 
3.1. Razširitev na funkcije več spremenljivk. Osnovno neenakost bomo raširili
na funkcije več spremenljivk. Definirajmo funkcijo Fn : [0, 1]
n → R s predpisom
Fn(t1, . . . , tn) =
∑
j1
· · ·
∑
jn
cj1...jnrj1(t1) . . . rjn(tn),
kjer so cj1...jn dana kompleksna števila.
Posledica 3.3. (Hinčinova neenakost za funkcije več spremenljivk) Dana sta za-
poredje Rademacherjevih funkcij (rj1,...,jn)j1,...,jn∈Nn in zaporedje kompleksnih števil
(cj1,...,jn)j1,...,jn∈Nn , za katero velja
∑
j1
· · ·
∑
jn
|cj1...jn|2 <∞. Potem za p > 0 obsta-
jata taki konstanti Ap in Bp, odvisni le od p, da velja
Bnp
(∑
j1
· · ·
∑
jn
|cj1...jn|2
)1/2
≤ ‖Fn‖Lp ≤ Anp
(∑
j1
· · ·
∑
jn
|cj1...jn|2
)1/2
,
kjer sta konstanti Ap in Bp konstanti, ki smo ju določili za neenakost funkcij ene
spremenljivke.
Dokaz. Neenakost bomo dokazali le za n = 2. Ideja za večje dimenzije je namreč
enaka, a zahteva mnogo več pisanja. Dokažimo najprej desno neenakost. Za p ≤ 2
spet velja ‖Fn‖Lp ≤ ‖F‖L2 , zato se osredotočimo na primer p > 2. Velja:
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‖F2‖pp =
∫
[0,1]
∫
[0,1]
|F2(t1, t2)|pdt1dt2
=
∫
[0,1]
∫
[0,1]
∣∣∣∣∣∑
j1
(∑
j2
cj1,j2rj2(t2)
)
rj1(t1)
∣∣∣∣∣
p
dt1dt2
≤ App
∫
[0,1]
∑
j1
∣∣∣∣∣∑
j2
cj1,j2rj2(t2)
∣∣∣∣∣
2
p/2 dt2
= App
∫
[0,1]
 lim
n→∞
n∑
j1=1
∣∣∣∣∣∑
j2
cj1,j2rj2(t2)
∣∣∣∣∣
2
p/2 dt2
≤ App lim inf
n→∞
∫
[0,1]
 n∑
j1=1
∣∣∣∣∣∑
j2
cj1,j2rj2(t2)
∣∣∣∣∣
2
p/2 dt2
V prvi neenakosti smo uporavbili Izrek 3.1 za n = 1, v drugi neenakosti pa Fato-
ujevo lemo, ki jo lahko uporabimo, saj so vsi členi zaporedja pozitivni. Sedaj lahko
definiramo novo funkcijo γj1(t2) =
∑
j2
cj1,j2rj2(t2), ki nam omogoča bolj kompakten
zapis zgornjega izraza. Velja
= App lim inf
n→∞
∥∥∥∥∥
n∑
j1=1
|γj1|2
∥∥∥∥∥
p/2
Lp/2
≤ App lim inf
n→∞
(
n∑
j1=1
‖γj1‖Lp/2
)p/2
= App lim
n→∞
 n∑
j1=1
(∫
[0,1]
∣∣∣∣∣∑
j2
cj1,j2rj2(t2)
∣∣∣∣∣
p
dt2
)2/pp/2
= App
∑
j1
(∫
[0,1]
∣∣∣∣∣∑
j2
cj1,j2rj2(t2)
∣∣∣∣∣
p
dt2
)2/pp/2
≤ A2pp
(∑
j1
∑
J2
|cj1,j2|2
)p/2
.
Korenjenje s p nam da željeno neenakost. V prvi neenakosti smo uporabili Izrek
2.7, v drugi pa Izrek 3.1 (Hinčinovo neenakost za n = 1). Dokaz leve strani nee-
nakosti je praktično enak dokazu za funkcije ene spremenljivke. Edina razlika bo v
tem, da ob sklicevanju na dokaz desne strani namesto konstante Ap nastopa A
n
p . Za
p ≥ 2 že velja ‖Fn‖L2 ≤ ‖Fn‖Lp , kot posledica Trditve 2.8, zato nas zanima le meja
za p < 2. Sledi
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‖Fn‖L2 ≤ ‖Fn‖θLs‖Fn‖1−θLp ≤ ‖Fn‖
1−θ
Lp (A
n
s‖Fn‖L2)θ.
Za poljuben s ∈ (2.∞).
Nadaljujemo enako kot pri funkcijah ene spremenljivke in dobimo
Bnp ‖Fn‖L2 ≤ ‖Fn‖Lp .
4. Uporaba v harmonični analizi
Naslednja poglavja bomo namenili uporabi Hinčinove neenakosti. Osredotočili se
bomo predvsem na uporabo na področju analize, kjer se neenakost veliko uporablja.
Ker Hinčinova neenakost omeji Lp normo z L2, normama so ti povezani predvsem
z razširitvijo izrekov z L2 prostora na Lp prostor. Predvsem so za nas zanimivi
izreki, ki jih v L2 prostoru dokažemo s pomočjo Plancherelovega izreka, saj ga v Lp
prostoru lahko delno nadomestimo s Hinčinovo neenakostjo. Lep primer je Izrek 4.25
(Littlewood-Paley), ki ga bomo dokazali v tem poglavju. Uvodoma smo povedali, da
je motivacija za Hinčinovo neenakost povsem verjetnostna, vendar pa smo v dokazu
sloneli predvsem na analizi. Povezanost med tema področjema bomo uporabili v tem
poglavju. To bomo storili tako, da bomo problem iz harmonične analize prevedli v
jezik teorije verjetnosti in nato uporabili Hinčinovo neenakost.
4.1. Gosti podprostori v Lp(Rd).
Poglavje povzemamo po [7] in [4].
Tudi znotraj L2 imamo razrede funkcij, s katerimi je lažje delati. Problem namreč
hitro postane integrabilnost, zato si želimo delati na prostoru, kjer se lahko temu
ognemo. Primer takega prostora je Schwartzov prostor hitro padajočih gladkih
funkcij S(Rd).
Definicija 4.1. Schwartzov prostor S(Rd) hitro padajočih gladkih funkcij je defini-
ran kot
S(Rd) = {f ∈ C∞(Rd) : ‖f‖α,β <∞∀ α, β ∈ Nd},
kjer sta α, β multiindeksa in ‖f‖α,β = supx∈Rd |xαDβf(x)|.
V tem poglavju bomo dokazali, da je ta prostor gost v Lp(Rd), kar bo omogočilo,
da Izrek 4.25 s S(Rd) razširimo na cel prostor. Najprej bomo dokazali, da so funkcije
s kompaktnimi nosilci gost podprostor. Zato se najprej spomnimo izreka o preprostih
funkcijah.
Izrek 4.2. Naj bo f : X 7→ [0,∞] merljiva. Potem obstaja tako zaporedje preprostih
funkcij (sn)n∈N ∈ X, da velja
a) 0 ≤ s1 ≤ s2 ≤ · · · ≤ f.
b) sn(x)→ f(x), ko n→∞, za vsak x ∈ X.
Izrek 4.3. (Lusin) Naj bo f merljiva na X in naj velja µ(A) <∞, f(x) = 0 za vsak
x /∈ A in naj bo ε > 0. Potem obstaja taka g ∈ Cc(X), da velja
µ({x : f(x) 6= g(x)}) < ε.
Še več, funkciji lahko uredimo tako, da velja
‖g‖∞ < ‖f‖∞.
Dokaz Lusinovega izreka najdemo v [7, Theorem 2.24].
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Trditev 4.4. Naj bo S prostor vseh takih preprostih funkcij s na X, da velja µ({x :
s(x) 6= 0}) <∞. Potem je S gost v Lp(µ), za 1 ≤ p <∞.
Dokaz. Za poljuben f ∈ Lp(µ), f ≥ 0, bomo konstruirali zaporedje (sn)n∈N tako kot
v Izreku 4.2. Naj bo σn = 2
−n. Za vsaka n ∈ N in t ∈ R obstaja enolično število
k = k(t, n) ∈ N ∪ {0}, da velja kσn ≤ t < (k + 1)σn. Definirajmo
ψn =
{
kn(t)σn ; 0 ≤ t ≤ n
n ; sicer
.
Za vsak ψn(t) velja
t− σn < ψn(t) ≤ t za 0 ≤ t ≤ n.
Sledi, da 0 ≤ ψ1 ≤ ψ2 ≤ · · · ≤ t, in ψn(t)→ t, ko n→∞, za vsak t ∈ [0,∞]. Sedaj
lahko konstruiramo sn := ψn ◦ f. To je seveda zaporedje preprostih funkcij. Velja
0 ≤ s1 ≤ s2 ≤ · · · ≤ f in limn→∞ sn(x) = f(x), za vsak x ∈ X. Ker je f ∈ Lp(µ),
so tudi sn ∈ Lp(µ) in posledično sn ∈ S, saj za integrabilne preproste funkcije velja
µ({x : s(x) 6= 0}) < ∞. Ker velja |f − sn|p ≤ fp, velja po izreku o dominirani
konvergenci, ‖f − sn‖p → 0, ko n→∞.
Naj bo sedaj f ∈ Lp(µ) poljubna realna funkcija. Zapǐsimo jo kot f = f+ − f−.
Sedaj konstruiramo zaporedji s+n , s
−
n in sn = s
+
n − s−n , tako kot v zgornjem primeru.
Velja ‖f − sn‖p ≤ ‖f+ − s+n ‖p + ‖f− − s−n ‖p, to konvergira proti 0, ko pošljemo
n→∞. S tem smo dokazali, da je prostor S gost v Lp(µ). 
Trditev 4.5. Za 1 ≤ p <∞, je Cc(X) gost v Lp.
Dokaz. Definirajmo S tako kot v preǰsnji trditvi. Za s ∈ S in ε > 0, obstaja tak
g ∈ Cc(X), da velja g(x) = s(x) povsod, razen na množici z mero manǰso od ε in
‖g‖L∞ ≤ ‖s‖L∞ . Potem velja
‖g − s‖Lp ≤ 2ε‖s‖L∞ .
S tem je dokaz končan, saj je po preǰsnji trditvi S gost v Lp. 
Zvezne funkcije s kompaktnim nosilcem niso nujno gladke, zato Cc(Rd) ni pod-
mnoožica S(Rd). Zato pa velja, da je C∞c (Rd) ⊂ S(Rd). V dokazu da je C∞c (Rd)
gost si pomagamo s konvolucijo.
Definicija 4.6. Konvolucija f ? g funkcij f, g : Rd 7→ C je funkcija, definirana s
predpisom
(f ? g)(x) =
∫
Rd
f(x− t)g(t)dt,
kadar je integral absolutno konvergenten.
Konvolucija je koristno orodje, ki nam pomaga aproksimirati (neodvedljive) funkcije
z gladkimi. Za nas bo posebej uporabno pri dokazu, da so C∞c (Rd) goste v Lp(Rd).
Funkcije, ki nam pomagajo pri tej aproksimaciji imenujemo približne enote. To so
zaporedja funkcij, ki konvergirajo k Diracovi delti v izhodǐsču.
Definicija 4.7. Pravimo, da je zaporedje (Km)m∈N ⊂ L1(Rd) priblǐzna enota, če
velja
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(1) ∃c > 0 : ‖Km‖1 ≤ c, za ∀m ∈ N,
(2) lim
m→∞
∫
Rd
Km = 1,
(3) za ∀ δ > 0 : lim
m→∞
∫
|x|>δ
|Km(x)|dx = 0.
V naslednji trditvi bomo videli, da približne enote omogočajo dobro aproksimiranje,
kar bo ključnega pomena v glavnem izreku tega razdelka.
Pogosto konstruiramo približne enote na naslednji način: Naj bo ϕ ∈ L1(Rd), tak
da velja
∫
Rd
ϕ(x)dx = 1 in definiramo, za ε > 0,
ϕε(x) :=
1
εd
ϕ(x/ε).
Trdimo, da je {ϕε, ε > 0} približna enota. Preveriti moramo vse tri predpostavke:
(1) ‖ϕε‖1 =
∫
Rd
1
εd
|ϕ(x/ε)|dx =
∫
Rd
|ϕ(t)|dt := C <∞,
(2)
∫
Rd
1
εd
ϕ(x/ε)dx =
∫
Rd
ϕ(t)dt = 1,
(3) lim
ε→0
∫
‖x‖>δ
1
εd
|ϕ(x/ε)|dx = lim
ε→0
∫
‖t‖>δ/ε
|ϕ(t)|dt = 0.
V vseh treh primerih smo uporabili uvedbo nove spremenljivke. V (1) smo dobili
zadnjo neenakost z upoštevanjem ϕ ∈ L1(Rd). V (2) smo uporabili predpostavko, da
je
∫
Rd
ϕdµ = 1. V (3) integral konvergira proti 0, saj je ϕ integrabilna, kar pomeni,
da konvergirajo repi integrala proti 0. Za nas bodo posebej zanimive približne enote,
ki so iz C∞c (Rd). Najpogosteje uporabljamo
ψ(x) = cne
−1/(1−|x|2)χB(0n,1)(x),
kjer je cn > 0 tak, da je
∫
Rd ψ = 1. Tedaj približni enoti {ψε; ε > 0} pravimo tudi
standardni zglajevalec.
Za dokaz izreka 4.9 o aproksimiranju s približnimi enotami, bomo potrebovali še
naslednji izrek.
Izrek 4.8. (Neenakost Minkowskega) Naj bosta 1 ≤ p < ∞ in F merljiva funkcija
na prostoru (X,µ)× (T, ν). Potem velja(∫
T
(∫
X
|F (x, t)|dµ(x)
)p
dν(t)
)1/p
≤
∫
X
(∫
T
|F (x, t)|pdν(t)
)1/p
dµ(x).
Dokaz spustimo, najdemo ga v [4, Theorem 1.16].
Izrek 4.9. Naj bo (Kε)ε∈(0,1) priblǐzna enota. Potem za f ∈ Lp(Rd), 1 ≤ p < ∞,
velja limε→0 ‖f − f ? Kε‖Lp = 0.
Dokaz. Izrek bomo dokazali v dveh delih. Najprej bomo dokazali, da ‖f(· − h) −
f(·)‖Lp → 0, ko h → 0, nato pa bomo ta rezultat uporabili za dokaz izreka. Za
g ∈ Cc(Rd) in δ > 0 velja
|g(x− h)− g(x)|p ≤ (2‖g‖L∞)p, za ‖h‖ < δ.
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Ker ima funkcija G(x) := g(x − h) − g(x) za vsak ‖h‖ < δ kompakten nosilec in
ker za vsak x ∈ supp(G) velja zgornja ocena, lahko uporabimo Lebesgueov izrek o
dominirani konvergenci, s katerim pokažemo
lim
h→0
∫
Rd
|g(x− h)− g(x)|pdx = 0.
Posledično to velja tudi za f ∈ Lp(Rd). Res, oglejmo si poljuben f ∈ Lp(Rd). Ker
je Cc(Rd) gost, obstaja zaporedje (gn)n∈N, gn ∈ Cc(Rd), tako da ‖gn − f‖Lp → 0, ko
n→∞. S pomočjo tega zaporedja lahko ocenimo∫
Rd
|f(x− h)− f(x)|pdx ≤
∫
Rd
|f(x− h)− gn(x− h)|pdx
+
∫
Rd
|gn(x)− gn(x− h)|pdx+
∫
Rd
|f(x)− gn(x)|pdx.
Izberimo ε > 0, zaradi konvergence gn → f obstaja tak n0 ∈ N, da je za n > n0
‖gn − f‖pLp < ε. Za take n pa lahko izberemo dovolj majhen δ, da za ‖h‖ < δ velja
‖gn(·)− gn(· −h)‖pLp < ε. Sledi, da za vsak ε > 0 obstaja δ > 0, da za ‖h‖ < δ velja∫
Rd
|f(x− h)− f(x)|pdx <
( ε
2c
)p
,
kjer je c konstanta, ki omejuje ‖Kε‖L1 v definiciji približne enote. Sedaj lahko to
uporabimo za dokaz izreka. Ker je
∫
Rd Kε = 1, za vsak ε ∈ (0, 1), velja
(Kε ? f)(x)− f(x) = (Kε ? f)(x)− f(x)
∫
Rd
Kε(y)dy =
=
∫
Rd
(f(x− y)− f(x))Kε(y)dy
=
∫
‖y‖<δ
(f(x− y)− f(x))Kε(y)dy +
∫
‖y‖≥δ
(f(x− y)− f(x))Kε(y)dy.
Oglejmo si Lp normi zgornjih sumandov. Če dokažemo da konvergirata, smo dokazali
izrek, saj je po trikotnǐski neenakosti vsota norm manǰsa od norme vsote. Velja∥∥∥∥∫
‖y‖<δ
(f(x− y)− f(x))Kε(y)dy
∥∥∥∥
Lp
≤∫
‖y‖<δ
‖f(x− y)− f(x)‖Lp |km(y)|dy ≤
∫
‖y‖<δ
ε
2c
|Kε(y)|dy ≤
ε
2
.
V prvi neenakosti smo uporabili Izrek 4.8. Drugo neenakost dobimo, če izberemo
dovolj majhen δ, saj lahko ‖f(·−h)−f(·)‖Lp za ‖h‖ < δ navzgor omejimo s poljubno
majhnim ε, če izberemo dovolj majhen δ. Vidimo da bo izrek dokazan, če uspemo
tudi drugi sumand omejiti z ε, za poljubno majhen δ. Velja∥∥∥∥∫
‖y‖≥δ
(f(x− y)− f(x))Kε(y)dy
∥∥∥∥
Lp
≤
∫
‖y‖≥δ
2‖f‖LpKε(y)dy ≤
ε
2
.
V prvi neenakosti spet uporabimo Izrek 4.8. Zadnjo neenakost pa dobimo, če velja∫
‖y‖>δ|Kε(y)|dy <
ε
4‖f‖Lp
. Ker je Kε približna enota, lahko za vsak δ > 0 izberemo
dovolj majhen ε, da bo
∫
‖y‖>δ|Kε(y)|dy poljubno majhen. Dokazali smo, da obe
normi konvergirata, ko ε→ 0 in s tem je dokaz končan. 
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Definicija 4.10. Merljiva funkcija f : Rd 7→ R je lokalno integrabilna, če fχB ∈
L1(Rd) za vsako kroglo B ⊂ Rd. Prostor lokalno integrabilnih funkcij označimo z
L1lok(Rd)
Če je f ∈ L1lok(Rd) in g ∈ Cc(Rd), potem je f ? g definirana povsod in zvezna. Velja
še več, če je g gladka, bo tudi f ? g gladka (Lema 4.11). Ta rezultat bo za nas
bistven, saj nam v kombinaciji s standardnim zglajevalcem omogoča aproksimacijo
z gladkimi funkcijami. S tem pa lahko dokažemo za nas najpomembneǰsi rezultat v
tem poglavju, da je prostor S(Rd) gost vLp(Rd).
Za multiindeks α = (α1, . . . , αn) ∈ Nn0 označimo ∂αf parcialni odvod
∂αf :=
(
∂
∂x1
)α
1
. . .
(
∂
∂xn
)α
n
f.
Lema 4.11. Če je f ∈ L1lok(Rd) in g ∈ C∞c (Rd), tedaj f ? g ∈ C∞ in za vsak
multiindeks α ∈ Nn0 velja
∂α(f ? g) = f ? (∂αg)
Dokaz. Predpostavimo, da je f ? (∂αg) res α-ti parcialni odvod funkcije f ? g. Nato
izračunamo odvod še po definiciji in dokažemo, da gre razlika proti 0. Dovolj je
videti, da ima f ? g parcialne odvode 1. reda in preveriti, da velja zanje zgornja
trditev. Ostalo bo sledilo po indukciji. Naj bo torej x0 ∈ Rd, ej ∈ Rd ter h ∈ R\{0}.
Sledi
(f ? g)(x0 + hej)− (f ? g)(x0)
h
− (f ? (∂jg))(x0) =
=
∫
Rd
f(y)
(
g(x0 + hej − y)− g(x0 − y)
h
− (∂jg)(x0 − y)
)
dy
=
∫
Rd
f(x0 − t)
(
g(t+ hej)− g(t)
h
− (∂jg)(t)
)
dt,
kjer smo v prehodu v drugo vrstico uproabili definicijo konvolucije, v prehodu v
tretjo pa novo spremenljivko t = x0 − y. Ker ima g kompaktni nosilec, za vsak
|h| < 1, obstaja d > 0, da sta g(t) = 0 in g(t + hej) = 0 za vsak t /∈ K(0, d). Na
male vrednosti h smo se lahko omejili, saj nas zamima le limita, ko h → 0. Hkrati
z dvakratno uporabo Lagrangevega izreka dobimo
g(t+ hej)− g(t)
h
− (∂jg)(t) = (∂jg)(t+ ξhej)− (∂jg)(t)
= (∂2j g)(t+ ξ
′hej)ξh,
za neka 0 < ξ′ < ξ < 1. Če označimo C := ‖∂2j g‖∞, dobimo torej∣∣∣∣(f ? g)(x0 + hej)− (f ? g)(x0)h − (f ? (∂jg))(x0)
∣∣∣∣ ≤ C|h| ∫
K
|f(x0 − t)|dt.
Zadnji izraz gre proti 0, ko h → 0, saj je f lokalno integrabilna in je integral zato
končen. 
Posledica 4.12. Prostor C∞c (Rd) je gost v Lp(Rd) za vse 1 ≤ p <∞.
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Dokaz. Vzemimo poljuben ε > 0. Trditev 4.5 pove, da obstaja tak g ∈ Cc(Rd), da
je ‖f − g‖Lp < ε/2. Naj bo (ψδ)δ standardni zglajevalec. Po Lemi 4.11 obstaja tak
δ > 0, da je ‖g − ψδ ? g‖Lp < ε/2. Za isti δ velja:
‖f − ψδ ? g‖Lp ≤ ‖f − g‖Lp + ‖g − ψδ ? g‖Lp ≤ ε,
kar smo dobili po tem, ko smo prǐsteli in odšteli g, nato pa uporabili trikotnǐsko
neenakost. Ker velja g ? ψδ ∈ C∞c (Rd), smo dokazali, da so gladke funckije s kom-
paktnimi nosilci gost podprostor v Lp. 
Seveda velja C∞c (Rd) ⊂ S(Rd), saj so zvezne funckije na kompaktnih množicah
omejene. Zato velja naslednja posledica.
Posledica 4.13. Schwartzov prostor hitro padajočih funkcij S(Rd) je gost v Lp(Rd)
za vse 1 ≤ p <∞.
Ta rezultat se bo izkazal za bistvenega v naslednjem poglavju. Razlog je v tem,
da bo naš glavni izrek lažje dokazati na S(Rd), saj so orodja, ki jih potrebujemo
za dokaz izreka na voljo le na tem razredu funkcij. Zato bomo v večini trditev v
naslednjem razdelku postopali tako, da bomo najprej dokazali trditev na S(Rd),
nato pa s pomočjo Posledice 4.13 rezultat razširili na celoten Lp(Rd).
4.2. Fourierova transformacija. Ta razdelek povzemamo predvsem po [3].
Motivacija za ta razdelek je Littlewood-Paleyev izrek 4.25, ki ga bomo dokazali v
naslednjem razdelku. V izreku 4.25 obravnavamo lastnosti Fourierove transforma-
cije, zato moramo tem nameniti kratko poglavje. Med drugim bomo dokazali, da
Fourierova transformacija bijektivno slika S(R) nase, kar je eden glavnih razlogov
za uporabo tega razreda v kontekstu Fourierovih transformacij. Začnimo z definicijo
Fourierove transformacije.
Definicija 4.14. Za vsako f ∈ L1(R) je njena Fourierova transformiranka f̂ defini-
rana kot
f̂(ξ) =
∫
R
f(x)e−2πiξxdx.
Trditev 4.15. Naj bo f ∈ L1(R). Potem je funkcija f̂ je zvezna in |f̂(ξ)| ≤ ‖f‖L1 ,
za vsak ξ ∈ R.
Dokaz. Začnimo z dokazom neenakosti:
|f̂(ξ)| ≤
∫
R
|f(x)e−2πiξx|dx ≤
∫
R
|f(x)|dx = ‖f‖L1 .
Za dokaz zveznosti vzemimo ε > 0 in ocenimo
|f̂(ξ + h)− f̂(ξ)| ≤
∫
R
|f(x)||e−2πixξ(e−2πixh − 1)|dx
=
∫
R
|f(x)||e−2πixh − 1|dx,
kjer smo v prehodu v drugo vrstico uporabili |e−ixξ| = 1. Zadnji integral lahko
razdelimo na dva dela(∫
|x|<A
|f(x)||e−2πixh − 1|dx+
∫
|x|≥A
|f(x)||e−2πixh − 1|dx
)
,
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kjer je konstanta A > 0 tako velika, da je
∫
|x|≥A|f(x)|dx < ε/4. (To je mogoče, ker
f ∈ L1(R).) Ker je |e−2πixh − 1| ≤ 2, bo tedaj drugi integral manǰsi od ε/2. Za vse
dovolj majhne |h| bo |e−2πixh−1| < ε/2‖f‖L1 za vse x ∈ (−A,A). Tedaj je tudi prvi
integral pod ε/2 in sledi, da je |f̂(ξ + h)− f̂(ξ)| < ε. 
Trditev 4.16. Če je xf ∈ L1(R), potem je f̂ odvedljiva in velja
(f̂)′(ξ) = −2πi(̂xf)(ξ).
Dokaz. Oglejmo si diferenčni kvocient
f̂(ξ + h)− f̂(ξ)
h
=
∫
R
f(x)e2πiξx
e−2πixh − 1
h
dx.
Ker velja |e−iϕ − 1| ≤ |ϕ| (krožni lok je vedno dalǰsi od tetive), je izraz v integralu
omejen z
e−ixh − 1
h
≤ |xf(x)|.
Ker je desna stran v L1(R), lahko uporabimo izrek o dominirani konvergenci:
lim
h→0
f̂(ξ + h)− f̂(ξ)
h
=
∫
R
f(x)e2πiξx lim
h→0
e−2πixh − 1
h
dx
=
∫
R
f(x)e2πiξx(−2πix)dx = −2πix̂f(ξ). 
Trditev 4.17. Če je f odvedljiva in velja f, f ′ ∈ L1(R), potem velja f̂ ′(ξ) =
2πiξf̂(ξ)
Dokaz. Ker je po predpostavki f ′ v L1(R), sledi iz zveze f(x) = f(0)+
∫ x
0
f ′(t)dt, da
obstaja limx→∞ f(x). Ker je tudi f ∈ L1(R), mora biti ta limita enaka 0. Podobno
je limx→−∞ f(x) = 0. Z integriranjem per partes zato sledi, da je
f̂ ′(ξ) =
∫
R
f ′(x)e−2πixξdx = 2πiξ
∫
R
f(x)e−2πixξdx = 2πiξf̂(ξ). 
Trditev 4.18. Za vsako funkcijo f ∈ S(R) je tudi f̂ ∈ S(R).
Dokaz. Naj bo f ∈ S(R). Pokazati moramo, da je za poljubna m,n ∈ N funkcija
ξ 7→ ξm(f̂)(n)(ξ) omejena. Z n-kratno uporabo trditve 4.15 spoznamo, da je (f̂)(n) =
(−i)nx̂nf . Nato sledi z m-kratno uporabo trditve 4.16, da je ξ 7→ ξm(f̂)(n)(ξ) =
(−i)n(−i)mĝ, kjer je g = (xnf)(m). Ker je f ∈ S(R), je tudi xnf ∈ S(R) in zato tudi
g ∈ S(R), saj so funkcije Schwartzovega prostora po definicija zaprte za odvajanje.
Tedaj pa je |ĝ(ξ)| ≤ ‖g‖1 <∞. 
Izrek 4.19. (Inverzna formula za Fourierovo transformacijo) Če je f ∈ L1(R) taka
funkcija, da je tudi f̂ ∈ L1(R), potem je
f(x) =
1√
2π
∫
R
f̂(ξ)eixξdξ
za skoraj vsak x ∈ R.
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Dokaz spustimo, najdemo ga v [3, Izrek 4.44].
Po izreku 4.18 je s predpisom
f̌(x) :=
∫
R
f(ξ)e2πixξdξ = f̂(−x)
definirana transformacija inverzna Fourierovi. Po Trditvi 4.17 je f̂ ∈ S(R) za vsako
funkcijo f ∈ S(R). Ker je S(R) ⊂ L1(R), torej funkcije f ∈ S(R) zadoščajo pogojem
Izreka 4.19. Ker je za vsako funkcijo f ∈ S(R), je funkcija x 7→ f(−x) v S(R). Zato
tudi inverzna transformacija preslika S(R) v S(R), torej velja naslednja izjava:
Posledica 4.20. Fourierova transformacija preslika prostor S(R) bijektivno nase.
To je še dodaten razlog, da se pri Fourierovih transformacijah radi omejimo na
Schwartzov prostor.
Izrek 4.21. (Plancherelov izrek) Za poljubni funkciji f, g ∈ S(R) velja
‖f‖L2 = ‖f̂‖L2 .
Dokaz. Velja:
〈f, g〉 =
∫
R
f(x)g(x)dx =
∫
R
f(x)
∫
R
ĝ(ξ)e2πixξdξdx
=
∫
R
ĝ(ξ)
∫
R
f(x)e−2πixξdxdξ =
∫
R
ĝ(ξ)f̂(ξ)dξ = 〈f̂ , ĝ〉.
V prvem koraku smo uporabili izrek o inverzni Fourierovi transformaciji. V drugem
Fubinijev izrek, ker sta g, f ∈ S(R), je njun produkt absolutno integrabilen. V
zadnjem koraku smo spet uporabili izrek o inverzni Fourierovi transormaciji. 
4.3. Littlewood-Paleyev izrek. Vprašanje, s katerim se soočamo v tem razdelku,
je povezano z ohranjanjem norme v Lp prostoru. Na funkciji f bomo najprej upora-
bili Fourierovo transformacijo, nato bomo razbili transformiranko na vsoto lokalizi-
ranih frekvenc na katerih bomo potem uporabili inverzno transformacijo. Dokazali
bomo, da se Lp norma te vsote razlikuje od Lp norme funkcije f le za multiplikativno
konstanto. V L2 prostoru lahko to storimo z uporabo Plancherelovega izreka. Sedaj
želimo ta rezultat razširiti na poljuben Lp prostor. Tu si bomo pomagali s Hinčinovo
neenakostjo. (Povzemamo po [5].)
Začeli bomo z iskanjem funkcij s kompaktnimi nosilci, s katerimi bomo lokalizirali
frekvence.
Trditev 4.22. Obstaja takšna ψ ∈ C∞(Rd) z lastnostjo supp(ψ) ⊂ Rd \ {0} in
∞∑
j=−∞
ψ(2−jx) = 1 ∀x 6= 0.
Za vsak x 6= 0 sta največ dva sumanda neničelna.
Dokaz. Naj za χ ∈ C∞(Rd) velja χ(x) = 1 za vse |x| ≤ 1 in χ(x) = 0 za |x| ≥ 2.
Primer takšne funkcije:
χ(x) =

1 ; |x| ≤ 1
exp(−1/(1− (x− 1)2) + 1) ; 1 < x < 2
exp(−1/(1− (x+ 1)2) + 1) ; −2 < x < −1
0 ; sicer.
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Definirajmo ψ(x) := χ(x)− χ(2x). Za vsak pozitiven N velja
N∑
−N
ψ(2−jx) = χ(2−Nx)− χ(2N+1x).
Če je x 6= 0, potem lahko izberemo dovolj velik N , da je χ(2−Nx) = 1 in χ(2N+1x) =
0. 
S pomočjo funkcije ψ, ki jo definiramo tako kot v trditvi zgoraj, bomo lokalizirali
frekvence. To bomo storili z operatorjem Pj : L
p(Rd) 7→ Lp(Rd), definiranega s
predpisom Pjf := (ψj f̂ )̌, kjer je
ψj(ξ) = ψ(2
−jξ).
Sedaj lahko definiramo Littlewood-Paleyevo kvadratno funkcijo,
Sf =
(∑
j
|Pjf |2
)1/2
.
Kot je bilo omenjeno v uvodu, želimo dokazati, da je Lp norma funkcije f ekviva-
lentna Lp normi Sf . Za L2 je dokaz lažji, saj si lahko pomagamo s Plancherelovim
izrekom.
Trditev 4.23. Za f ∈ L2(R) velja
C−1‖f‖22 ≤ ‖Sf‖22 ≤ C‖f‖22.
Dokaz. Razvijmo ‖Sf‖22 takole:
‖Sf‖22 =
∫
Rd
(Sf)2dx =
∫
Rd
∑
j
|Pjf(x)|2dx =
∑
j
∫
Rd
|Pjf(x)|2dx
=
∑
j
∫
Rd
|(ψj(x)f̂(x))̌|2dx =
∑
j
∫
Rd
|ψj(x)f̂(x)|2dx =
∫
Rd
∑
j
|ψj(x)|2|f̂(x)|2dx.
V prehodu v drugo vrstico smo uporabili izrek o monotoni konvergenci, v predzadnji
enakosti pa Plancherelov izrek. Ker je mera singeltona 0, se lahko omejimo na
x ∈ R \ {0}. Za takšne x velja , po Trdivi 4.22,
(i) ψj(x) 6= 0 za največ dva indeksa, označimo ju j1(x), j2(x),
(ii)
∑
j ψj(x) = 1.
Sledita naslednji oceni:∑
j
|ψj|2 = |ψj1(x)(x)|2 + |ψj2(x)(x)|2 ≤ 2 max
Rd
|ψ|2,
∑
j
|ψj|2 = |ψj1|2 + |ψj2|2 ≥
|ψj1 + ψj2|2
2
=
1
2
.
Torej obstajata konstanti c, C > 0, na primer c = 1/2 in C = 2 maxRd |ψ|2, za kateri
velja
c ≤
∑
j
|ψj(x)|2 ≤ C,
za skoraj vsak x ∈ R.
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Z upoštevanjem te ocene dobimo
c
∫
Rd
|f̂ |2dx ≤ ‖Sf‖22 ≤ C
∫
Rd
|f̂ |2dx.
Po Plancherelovem izreku velja
∫
Rd |f̂ |
2dx = ‖f‖22, zato
c‖f‖L2 ≤ ‖Sf‖22 ≤ C‖f‖L2 . 
V nadaljevanju želimo ta rezultat razširiti na Lp in, kot je bilo omenjeno v uvodu v
poglavje, si bomo pomagali s Hinčinovo neenakostjo. Žal pa uporaba ne bo direktna,
saj bomo potrebovali Mihlinov izrek o Fourierovih množiteljih. Ta izrek temelji na
Calderon-Zygmundovi teoriji in ga bomo zato le navedli. To je tudi glavni razlog
za uporabo Schwartzovega prostora. Mihlinov izrek namreč velja le za funkcije iz
Schwartzovega prostora, zato na celotnem Lp prostoru nimamo orodja za dokaz
izreka.
Izrek 4.24. (Mihlin) Naj m : Rd \ {0} 7→ C zadošča, za vsak multiindeks γ, |γ| ≤
d+ 2, velja
|∂γm(ξ)| ≤ B|ξ|−|γ|; za vsak ξ 6= 0.
Potem za vsak 1 < p <∞, obstaja taka C = C(p, d), da je
‖(mf̂ )̌‖p ≤ CB‖f‖p
za vsak f ∈ S(Rd).
Dokaz Mihlinovega izreka lahko najdemo v [5, Theorem 8.2]. Sedaj smo pripravljeni
na dokaz glavnega rezultata v tem poglavju. Dokaz sloni na dejstvu, da lahko Sf
navzgor ocenimo s Hinčinovo neenakostjo, tako da zgornja meja zadostuje pogojem
Mihlinovega izreka.
Izrek 4.25. (Littlewood-Paley) Za vsak 1 < p < ∞ obstaja konstanta C = C(p,d),
da velja
C−1‖f‖p ≤ ‖Sf‖p ≤ C‖f‖p
za vsak f ∈ S(Rd).
Dokaz. Izrek bomo dokazali v več korakih. V prvem koraku bomo dokazali zgornjo
oceno v Littlewood-Paleyevem izreku.
‖Sf‖pLp =
∫
Rd
|(Sf)(x)|pdx =
∫
Rd
lim
n→∞
∣∣∣∣∣
n∑
j=−n
|Pjf |2
∣∣∣∣∣
p/2
dx ≤
≤ lim sup
n→∞
∫
Rd
∣∣∣∣∣
n∑
j=−n
|Pjf |2
∣∣∣∣∣
p/2
dx ≤ lim sup
n→∞
C E
∫
Rd
(∣∣∣∣∣
n∑
j=−n
rj(Pjf)(x)
∣∣∣∣∣
p)
dx,
V prvi neenakosti smo uporabili neenakost limn→∞ an ≤ lim supn→∞ an, v drugi
pa Hinčinovo neenakost. Rademacherjeve funkcije so tukaj funkcije definirane na
verjetnostnem prostoru [0, 1] zato lahko zapǐsemo zadnjo vrstico kot
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lim sup
n→∞
C
∫
[0,1]
∫
Rd
(∣∣∣∣∣
n∑
j=−n
rj(t)(Pjf)(x)
∣∣∣∣∣
p)
dxdt.
Sedaj lahko definiramo novo funkcijo, ki omogoča bolj kompakten zapis
mN(t, ξ) :=
N∑
−N
rj(t)ψj(ξ).
Zgornjo oceno v Littlewood-Paleyevem izreku dobimo z uporabo Mihlinovega izreka.
Velja
lim sup
n→∞
C
∫
[0,1]
‖(mn(t, ·)f̂(·))̌‖pLpdt ≤ C‖f‖
p
Lp .
Preostane nam argumentacija, da funkcija mn res zadošča pogojem Mihlinovega
izreka, torej da lahko omejimo odvod po ξ. Ker je mn odvisna tudi od Radema-
cherjevih funkcij, ki od ξ niso odvisne, bo potrebno odvod oceniti enakomerno v
realizacijah slučajnih spremenljivk (rj). Prav tako bomo morali odvod oceniti ena-
komerno v n, saj želimo oceniti limes superior.
Za vsak multinindeks γ velja,
|DγξmN(t, ξ)| ≤
N∑
j=−N
|Dγξψj(ξ)| ≤ C1
N∑
j=−N
|ξ|−|γ||(Dγξψ)(2
−jξ)| ≤ C2|ξ|−|γ|.
Da dobimo predzadno neenakost si moramo ogledati ψj. Velja, da je supp(ψj) ⊂
[2−1+j, 21+j], zato lahko |ξ|−|γ| navzdol ocenimo z 2−|γ|(j+1). Ko odvajamo ψj(ξ),
dobimo pri posrednem odvajanju 2−j|γ|. Zato bo primerna vsaka konstanta C1, za
katero velja C1 ≥ 2|γ| za vsak γ. Zaradi omejitve |γ| < d + 2, je dobra vsaka
konstanta C1 ≥ 2d+2. V zadnji neenakosti pa uporabimo dejstvo, da sta le dva člena
v vsoti neničelna, zato lahko vsoto navzgor omejimo s konstanto (npr. maxRD
γψ);
ker ima ta kompaktni nosilec, je konstanta končna.
Za dokaz spodnje meje bomo postopali podobno, kot v dokazu Hinčinove neena-
kosti, saj bomo uporabili dualnost. Definirajmo novo funkcijo ψ̃, za katero velja
ψ̃ = 1 na supp(ψ) in da ima kompaktni nosilec supp(ψ̃) ⊂ Rd \ {0}. Če definiramo
P̃j enako kot Pj, le da uporabimo ψ̃j namesto ψj, potem {P̃j} zadoščajo P̃jPj = Pj,
torej
P̃jPjf = (ψ̃j (̂Pjf))̌ = (ψ̃jψj f̂ )̌ = (ψj f̂ )̌ = Pjf.
Oglejmo si
∑
j〈Pjf, P̃jg〉. Dokazati želimo, da je ta vsota enaka 〈f, g〉. Hitro opa-
zimo, da velja
∑
j〈Pjf, P̃jg〉 =
∑
j〈Pjf, g〉. Pokazati moramo še, da velja
〈f −
∑
j Pjf, g〉 = 0. Ker velja
f −
∑
j
Pjf = f −
∑
j
(ψj f̂ )̌ =
(
f̂ −
∑
j
ψj f̂
)
ˇ=
(
(1−
∑
j
ψj)f̂
)
ˇ= 0
smo dosegli želeno enakost. Za poljubna f, g ∈ S(R) in 1 < p <∞ velja,
|〈f, g〉| =
∣∣∣∣∣∑
j
〈Pj, P̃jg〉
∣∣∣∣∣ ≤
∫
Rd
(∑
j
|(Pjf)(x)|2
)1/2(∑
k
|(P̃kg)(x)|2
)1/2
≤ ‖Sf‖Lp‖S̃g‖Lq ≤ C‖Sf‖Lp‖g‖Lq .
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V prvi neenakosti smo uporabili Cauchy-Schwartzevo neenakost, v drugi Hölderjevo
neenakost za konjugirana eksponenta p in q. V zadnji pa dejstvo, da lahko upo-
rabimo zgornjo mejo tudi za S̃. Sedaj lahko s Hölderjevo neenakostjo ocenimo še
|〈f, g〉| ≤ ‖f‖Lp‖g‖Lq Rezultata združimo in dobimo ‖f‖Lp ≤ C‖Sf‖Lp , kar smo
želeli dokazati. 
S tem smo dokazali Littlewood-Paleyev izrek za hitro padajoče funkcije, rezultat
seveda želimo razširiti na celoten Lp(Rd). Sedaj lahko uporabimo Posledico 4.12.
Posledica 4.26. Naj bo 1 < p <∞. Potem za vsak f ∈ Lp(Rd) velja, Sf ∈ Lp in
C−1p,d‖f‖Lp ≤ ‖Sf‖Lp ≤ Cp,d‖f‖Lp .
Dokaz. Posledica 4.12 nam zagotavlja, da za poljuben f ∈ Lp(Rd), lahko izberemo
zaporedje (fk)k≥0 ∈ S(Rd), za katerega velja ‖fk − f‖Lp → 0, ko k → ∞. Trdimo,
da potem velja
lim
k→∞
‖Sfk − Sf‖Lp = 0.
To dosežemo z uporabo Fatoujeve leme. Izberimo x ∈ Rd. Potem velja
|Sfk(x)− Sf(x)| =
∣∣∣∥∥{Pjfk(x)}∞j=−∞∥∥`2 − ∥∥{Pjf(x)}∞j=−∞∥∥`2∣∣∣
≤
∥∥{Pjfk(x)− Pjf(x)}∞j=−∞∥∥`2
= S(fk − f)(x) ≤ lim inf
m→∞
S(fk − fm)(x),
kjer smo v prvi neenakosti uporabili trikotnǐsko neenakost v `2, v drugi pa Fatoujevo
lemo, glede na mero štetja točk v `2, saj so vsi členi zaporedja pozitivni. Sedaj lahko
uporabimo zgornjo neenakost, da z njo ocenimo normo razlike:
‖Sfk − Sf‖Lp ≤ lim inf
m→∞
‖S(fk − fm)‖Lp ≤ Cp,d lim inf
m→∞
‖fk − fm‖Lp .
V drugi neenakosti smo uporabili Izrek 4.25. Predpostavka o konvergenci nam da
‖fk−fm‖Lp → 0, ko k,m→ 0. Zato velja limk→∞ ‖Sfk‖Lp = ‖Sf‖Lp . Ker pripadajo
fk Schwartzovemu prostoru, za njih velja
C−1p,d‖fk‖Lp ≤ ‖Sfk‖Lp ≤ Cp,d‖fk‖Lp .
Sedaj pošljemo k →∞ in dokaz je končan. 
Slovar strokovnih izrazov
Standard mollifier Standardni zglajevalec
Schwartzov prostor Schwartz space
Littlewood-Paleyeva kvadratna funkcija Littlewood-Paley square function
Approximate Unit Približna enota
Multi-index Multiindeks
Locally integrable Lokalno integrabilna
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[7] W. Rudin, Real and Complex Analysis , 3rd edition, Higher Mathematics Series, McGraw-Hill
Education, 1986.
[8] F. Nazarov, A. Podkorytov, Ball, Haagerup, and distribution functions, Complex analysis,
operators, and related topics, 247-267, Oper. Theory Adv. Appl. 113, Birkhäauser, Basel,
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