We consider a pressure-driven, one-dimensional, advective flow of a suspension through a porous domain. Suspended particles are filtered out, changing the porosity. These changes affect the filtration velocity through a porosity-dependent permeability factor. The reaction mechanism includes an accretion term and a term which allows trapped particles to return to the mobile phase. We obtain numerical solutions on a bounded domain and illustrate both contamination and remediation effects, and we consider the existence of traveling wave fronts in an infinite domain. For the latter, accretion rates are characterized that permit such fronts.
INTRODUCTION
This paper builds upon and extends the theory of Ledder and Logan [7] regarding contamination and remediation waves in one-dimensional porous domains where the porosity is changing due to the filtering out of suspended particles. In that paper the spatial domain was infinite and traveling waves were studied without considering the underlying driving forces for the fronts. In this paper we consider a similar, but more realistic, model on a bounded domain, and we investigate how variable pressure gradients imposed across the length are related to changes in flow velocity and the porosity. Because of having to include Darcy's law as an additional equation, the bounded domain problem becomes more complicated than the infinite domain problem, and it leads to nonlocal conditions on the porosity. We formulate the problem as a system of nonlocal partial differential equations and develop a numerical algorithm to obtain solutions. Examples of contamination and remediation processes are presented. Moreover, in this work we ignore both molecular diffusion and dispersion, which gives strictly a reaction-advection problem, rather than a reaction-advection-dispersion problem as in [7] . In the final section we return to the infinite domain problem and investigate the existence of traveling waves in the reaction-advection case, and we characterize forms of the particle accretion rate for which traveling wave fronts exist. It is interesting that such waves exist when there is no diffusion to offset the reaction; the balancing processes are the reaction and the nonlinearity in the time-derivative term.
We briefly formulate the model. We consider the case where a suspension of a mobile particulate flows through a saturated porous medium 0 ≤ x ≤ L, and the particulant is allowed to adhere to the solid fabric of the medium, thereby changing the volume of pore space, or the porosity. All particles are assumed to maintain constant volume. Let ω denote the porosity (a function of location x and time t), and let ω 0 denote the constant porosity prior to the introduction of suspended particles. Further, let C = C(x, t) denote the concentration of the mobile, suspended particles, measured in volume per unit volume of suspension, and let S = S(x, t) denote the volume of adhered particles per unit volume of total porous medium. Applying a balance law to the volume of particulants to an arbitrary section of the medium, we obtain in the usual way the conservation law
where V is the filtration (Darcy) velocity, D is the diffusion constant, and a is the dispersivity. Therefore the flux is the sum of the diffusive flux, the dispersive flux, and the advective flux, all of which appear on the right side of (1); the left side is the rate of change of the net particulant volume. Under the assumption of constant volume particles (both particulant and adhered particles), one can show that V depends only on t and not on x, i.e.,
Moreover
Next we assume a constitutive relation for the particle accretion rate. We take
where η is the filter coefficient (see deMarsily [3] ), and β is the detachment constant. The accretion rate function F is assumed to be positive, smooth, and F (0) = 1. Observe that there is a mechanism in (4), given by the second term on the right, whereby attached particles can detach and reenter the mobile phase. Other accretion rates have been postulated by various authors. For example, see Herzig-Leclerc-LeGoff [6] for the original model of colloid transport and porosity changes, where they take β = 0 and assume F to be a decreasing function. See Espedal et al [4] for models of coffee filtration, Fasano [5] for industrial processes, and Cohn et al [1] for the case of general F and β = 0. Saiers et al [11] and Cohn et al [2] discuss colloid transport and pose a model similar to (4) without the velocity in each term and F a linearly decreasing function. In (4) we have assumed that both the rate of accretion and the rate of detachment are proportional to the velocity of the flow. A model in mineralporosity changes in rocks is given in Logan et al [10] . Some of these models are reviewed in Logan [9] . We assume that the flow is driven by imposing a pressure gradient across the domain. Thus we assume that pressure P (x = 0, t) = P 0 (t) at x = 0, and without loss of generality we can take P (L, t) = 0 (atmospheric) at x = L. A physical model of this situation is shown in the schematic diagram in figure 1 . A horizontal, cylindrical tube of length L contains a porous material; attached to its left end, the inlet, is a vertical column containing the suspension. Its height is proportional to the pressure P 0 (t), which is controlled. The right end is open to the air and assumed to be at atmospheric pressure The pressure P (x, t) in the domain is assumed to be related to the flow velocity through Darcy's law
where µ is the fluid viscosity, assumed constant, and k is a dimensionless permeability, assumed to be a known function of the changing porosity through, for example, the Carman-Koseny law (see Section 3). The constant γ carries the dimensions of length.
To obtain a well-posed problem, we impose initial conditions on the mobile and attached particles,
and we assume a boundary condition on the mobile concentration,
Thus, C b (t) is the concentration of the suspended particles in the vertical column.
THE DIMENSIONLESS MODEL
Now we reduce the model (1)- (7) to dimensionless form by scaling the variables, and we make some assumptions regarding the magnitude of the various terms. Let c * be a representive particulant concentration in the problem (for example, the maximum initial concentration or boundary concentration), let p * be the maximum pressure applied at x = 0, and let
If we define dimensionless variables by
then the model equations can be written on the domain 0 < x < 1 as
where, for simplicity of notation, we have dropped the overbars on x, t, and ω.
V * L are the dimensionless filter coefficient, compaction factor, dispersivity, and diffusion constant, respectively. The dimensionless initial and boundary conditions are
The pressure conditions take the dimensionless form p(0, t) = p(t) and p(1, t) = 0.
To obtain the final form of the model we assume that d and a are small compared with unity (a, d 1), i.e., diffusion and dispersion are negligible compared to bulk transport. With this assumption the volume balance equation (8) becomes the pure reaction-advection equation
where we have taken c * = 1. We retain (9) and (10) in the same form, namely,
but we integrate Darcy's law over the domain 0 < x < 1 and use the boundary conditions to obtain
where we have introduced the medium resistivity
Equations (14)- (17) form the final set of model equations, subject to the auxilliary data
For well-posedness, the gradient of u at x = 1 can no longer be specified when the diffusion and dispersion terms are neglected. The forms of the accretion function F and the medium resistivity R are assumed to be given.
NUMERICAL METHODS
For the system (14)-(17) there are several possible approaches for numerically computing a solution.
One strategy is to introduce a new "time" coordinate τ in (14) and (16) defined by τ = t 0 v(s)ds, which measures the total flow through the system. This transformation removes v(t) from equations (14)- (16) 
But on a bounded domain this transformation provides no help in dealing with the nonlocal integral relation (17) because of the required inversion from τ back to real time t; moreover, transformation of the boundary conditions also require inversions.
Another strategy is to observe from (15) that s can be eliminated from the equations, and v(t) in (14) and (16) can be replaced by the right side of (17) to obtain a set of two nonlinear equations for u and ω. Thus,
These equations show the nonlocal structure of the system. The pressure can be removed in (19)- (20) by replacing time by the variable y = t 0 p(s)ds. In this case we have
which is more tractable because the transformation to the y coordinate is known precisely (the boundary pressure p(t) is given). As a notational convenience we let
and we solve for the derivatives in (21)- (22) to obtain
The characteristic form of these equations is
At this point a hybrid finite-difference, characteristic scheme may be employed. In passing, we note that these equations can be the starting point for existence proofs to the given system. Because of the inversions required in changing variables, we prefer a explicit, finite difference calculation on (14)-(17), after eliminating s. Thus, we have the problem
where v(t) is given in (17). The auxilliary conditions are
We discretize the domain by defining x j = j∆x, j = 0, 1, 2, ..., J and t n = n∆t, n = 0, 1, 2, ...N, and we denote the approximation of u and ω at the lattice point (x j , t n ) by U n j and W n j , respectively. The approximation of the velocity v at t n is denoted v n . Approximating u t and ω t by forward differences and u x by a backward difference, the difference approximations of (23) and (24) are
.
Here we have approximated the integral by a Riemann sum; but any quadrature formula can be used. The initial and boundary data are
It remains to specify the permeability k and the accretion rate F . For k we use a standard Carman-Koseny form (see deMarsily [3] , p 62)
(In this model for permeability, the constant γ in the (5) is given by
where σ 0 is the surface area of the exposed fluid per unit volume of the porous fabric making up the medium). Other empirical results are used as well. The theoretical form of the accretion rate F is not well set. Generally its form depends strongly upon the application. For example, many works on filtration of colloidal particles employ a decreasing function of s (see deMarsily [3] for a full discussion), or even use the standard deep-bed model F (s) = 1. Other works require that F be a decreasing function of the flow velocity v (see Espedal et al [4] ). To describe mechanical entrapment, increased sedimentation would be accompanied by increased accretion since suspended particles have fewer pathways and are more likely to become immobilized. For our numerical calculations, mainly to illustrate the method, we use a model function F (s) that increases and then decreases. In general we only assume F (s) is a nonnegative, smooth function for s > 0 and F (0) = 1. In the next section, where we consider the existence problem for wave front solutions, we will place additional restrictions on F . In summary, accretion rates are greatly dependent upon the applications, which vary from complex flows in industrial processes to simple issues of coffee filtration. The books by Espedal [4] ,. Fasano [5] , and B. Logan [8] give a good overview of different possibilities.
In the numerical simulations we have taken the accretion rate function to be F (s) = 1+6s−3s 2 , and the pressure on the boundary to be p(t) = 1−exp(−5t). In each case we specified the porosity ω 0 = 0.4. Therefore the calculated porosities should be multiplied by ω 0 to obtain real porosities. Figures 2, 3, and 4 show the results of the simulations in six subplots each. The first five show time snapshots (wave profiles) of the scaled porosity ω and scaled concentration u at the indicated times on the domain 0 ≤ x ≤ 1, and the sixth subplot shows Figure 2 shows a contamination event where the medium is initially clean (s = 0, u = 0, ω = 1) and at the boundary x = 0 we maintain a constant concentration u = 0.6. We take b = 4. As might be expected the flow velocity increases rapidly as the pressure on the boundary increases, and then, after peaking, it goes to zero as the medium plugs up. As we observe, the contamination wave moves into the medium while driving the porosity down at the inlet boundary. So, the medium clogs near the boundary x = 0. As the flow velocity goes to zero, there is a time-independent, spatial configuration of the porosity and contaminant, each at equilibrium for each x Figure 3 shows a remediation event where the domain is initially contaminated (s = 0.32, u = 0.49, ω = 0.68) and at the boundary x = 0 we input fresh water (u = 0). Again b = 4. These initial values of s and u correspond to a contaminated, equilibrium state satisfying uF (s) = bs. One can observe the remediation wave entering the medium, which is ultimately cleaned out, and the flow velocity approaches a constant value determined by Darcy's law. The actual shape of the velocity curve, with its changes in concavity, is not expected. Figure 4 illustrates a contamination event (s = 0, u = 0, ω = 1, initially) in the case there is not an equilibrium concentration s satisfying s ≤ 1 corresponding to the value u = 0.6 at the boundary. Here, the value b = 0.1 precludes the existence of such a state satisfying uF (s) = bs. Because the detachment term is small, there is a rapid clogging at the inlet boundary Simulations in other cases with different accretion rates and different bound- ary pressures show a variety of realistic solutions, and one could use the simulations to study actual physical phenomena and test various accretion rate functions against empirical results.
REACTION-ADVECTION FRONTS
In this section we consider the problem of finding smooth traveling wave fronts for the pure nonliner advection problem, and we characterize accretion rates for which these special types of solutions exist. These results will give insights into what types of rates are consistent with solutions that connect equilibrium states in the system. The model (1), (3), (4) on x ∈ R with the diffusive and dispersive effects absent is
We rescale the dependent variables as in Section 2, but with length scale η −1 and time scale ω 0 /V * c * η. Then the dimensionless equations are, upon simplification and dropping the overbars,
where b = βω 0 /ηc * . To examine the problem on an infinite domain we make a transformation to a new time τ where
Then the governing equations become
where, with no loss of generality, we have assumed that c * = 1. We assume traveling wave solutions of the form
where c is the unknown wave speed and u and s are the wave forms; it should cause no confusion in using the symbols u and s to denote the wave forms. We note that the traveling waves do not move with constant velocity in the original space-time coordinate system; because of the transformation to a new time, the solutions will have solutions of the form
and similarly for s.
Observe that, by the scalings and the definition of the concentrations C (volume of mobile particles per volume of suspension) and S (volume of trapped particles per volume of entire porous medium), we must have 0 ≤ u < 1 and 0 ≤ s < 1.
There are two types of traveling waves that may be possible in the system, depending upon the values of the parameters. The first is a compression-type wave where nonzero concentrations of the suspended and accreted substance are advecting into a clean state u = s = 0. We refer to these types of waves as contamination waves and the boundary conditions are
The other type of boundary conditions are those of a rarefaction or release wave where a clean state is moving into a contaminated state; we refer to these types of waves as remediation waves and we have
Notice that, by our scaling, the nonzero states u 0 and s 0 are strictly less than unity. For the moment we postpone a discussion of the actual existence of such states.
The concentrations u = u(z) and s = s(z) satisfy the system of ordinary differential equations
where prime denotes the the z-derivative. The first equation can be integrated directly to obtain
where the constant of integration was calculated to be zero by applying the boundary condition at the clean state. Then, evaluating at the other equilibrium state u = u 0 , s = s 0 gives the wave speed
Clearly, 0 < c < 1 since u 0 , s 0 < 1. This wave speed is a necessary condition for the existence of wave fronts. We may also solve for u in terms of s to get
Note that u is a monotone increasing function of s that approaches unity for large s. Therefore, the problem of determining wave fronts is reduced to solving an ordinary differential equation for s, namely
A traveling wave solution s = s(z) must satisfy (31) and an appropriate boundary condition for a contamination or remediation wave, (26) or (27).
With this setup in place we return to the question of existence of equilibrium states. Clearly s = u = 0 is an equilbrium state. The other state u = u 0 , s = s 0 must satisfy
which makes the right side of (29) vanish. A natural physical requirement is that each end state u 0 must have associated with it a unique state s 0 , where s 0 is a unique root of the equation u 0 F (s) = bs with s 0 < 1. From the scaling, s 0 = 1 corresponds to a completely clogged state, and necessarily the scalings force u 0 < 1. If u * = b/F (1) > 1, then for any u 0 < 1 we obtain a unique s 0 < 1; if u * < 1, then there will be a unique solution s 0 < 1 for any u 0 < u * . These conditions constrain the possible values of u 0 . The uniqueness requirement forces the analytic condition that the function bs/F (s) must be a monotone increasing function of s. Therefore its derivative must be positive, from which it follows that
Geometrically, condition (33) states that the slope of the tangent line at (s, F (s)) cannot exceed the slope of the line connecting the origin to (s, F (s)). This condition is satisfied for any decreasing function, but it is also satisfied for some increasing accretion rates. At this stage there are two independent parameters in the problem, u 0 and b. (These determine s 0 and hence c, through (32) and (30), respectively). For conciseness, and to indicate the dependence on these parameters, we denote the right side of (31) by
We clearly have
Thus s = 0 and s = s 0 are equilibrium solutions for all values of the parameters u 0 and b. We must analyze the stability of these two states in order to determine if a contamination or remediation wave exists; for a contamination wave, (0, 0) must be stable and (u 0 , s 0 ) must be unstable, and vice-versa for a remediation wave. Complicating the analysis is the fact that for some parameter values we may also have G(s; u 0 , b) = 0 for some 0 < s < s 0 . This occurs because the line y = bs + b(c −1 − 1) can intersect the curve y = F (s) at two nonzero values. See figure 5 . Therefore an equilibrium for equation (31) may occur in between the states 0 and s 0 .
There are three cases, as stated in the following theorem. The proofs of parts (a) and (b) follow directly from a phase line analysis of (31). In part (c) the equilibrium solution s = s is either a source, sink, or node; in either case no solution curve with equilibrium states at s = 0 and s = s 0 can pass through s = s because of uniqueness of solutions (the smoothness of the function G guarantees uniqueness in the region of interest).
With the same accretion rate function we can observe all three cases stated in the theorem, depending upon the values of b and u 0 . For example, take 
