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A new problem called the generalized quasi-variational inequality problem is 
introduced. This new problem extends all the existing variational inequality 
problems in finite dimensional spaces and enlarges the class of problems that can 
be approached by the variational inequality theory. Some existence results without 
convexity assumptions are presented. Applications to mathematical and equilibrium 
programming are given. c 1991 Academic Press, Inc. 
1. INTRODUCTION 
The importance of the theory as well as the applications of the varia- 
tional inequality problem has been well documented in the literature. In 
recent years, various extensions of this problem have been proposed and 
analyzed. See [2, 9, 231. The aim of this paper is to introduce a further 
extension of the classical variational inequality problem from a theoretical 
standpoint. Our generalized problem which will be called the generalized 
quasi-variational inequality problem includes those problems introduced in 
[2, 9, 231 as special cases. It will also be seen that our generalized problem 
has a broader range of applications. 
In Section 2, we first give some notations and preliminaries that will 
be used throughout this paper. Then we give a short introduction on 
variational inequality problems. 
In Section 3, we give the formulation of the generalized quasi-variational 
inequality problem. Then we present some existence results without the 
convexity assumption. 
In Section 4, we consider some possible applications of the generalized 
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quasi-variational inequality problem. The major areas of our applications 
are mathematical programming and equilibrium programming. The appli- 
cations are minimization problems involving “invex” functions, gener- 
alized dual problems and saddle point problems, equilibrium problems 
involving markets with utility, and equilibrium problems involving 
abstract economies. In all these applications, we require relatively weak 
conditions to ensure the existence of solutions to the problems under 
consideration. 
2. NOTATIONS AND PRELIMINARIES 
In this paper, R” denotes the n-dimensional Euclidean space with the 
usual inner product (x, y) of x, y E R” and norm JIxJ( of x E R”. The non- 
negative orthant R”, is the subset of R” consisting of all vectors with non- 
negative components. For Kc R”, int(K) and K” denote the interior and 
complement of K, respectively. For K, B c R”, int,(B) and a,(B) denote 
the relative interior and relative boundary of B in K, respectively. For a 
nonempty subset Kc R”, Co(K) denotes the convex hull of K. For r > 0, 
let B,= {xEK: /Ix/j <r} and C, = {x E K: llxll = r}. For any X, y E R”, 
x L( > ) y if and only if -yi >( > ) pi for all components of x and y. Upper 
case letters (e.g., F) denote point-to-set maps and lower case letters (e.g.,f) 
denote single-valued functions. 
Let X and Y be Hausdorff spaces and F be a point-to-set mapping from 
X into Y. F is said to be upper continuous at x E X if and only if a sequence 
(x,,} converging to x, and a sequence {v,} with y,, E F(x,~) converging to 
y, implies y E F(x). F is said to be lower continuous at x E X if and only if 
for any sequence {x,~} converging to x E X and y E F(x), there exists an n, 
such that the sequence ( y,,) converging to .r E Y and y, E F(x,) for all 
n B n,. It is clear that if F is upper continuous at x, then F(x) is closed. 
Indeed, suppose ( yil 1 is a sequence in F(x) converging to y. By considering 
the constant sequence {x,*} with ix,,} =x for all n, it follows immediately 
that y E F(x). Hence F(x) is closed. F is said to be upper (lower) continuous 
if F is upper (lower) continuous at every point x E X and F is continuous 
if it is both upper and lower continuous. 
The point-to-set mapping F is said to be uniformly compact near x if 
there exists a neighborhood V of x such that F(V) = IJ,, V F(u) is bounded. 
We say F is uniformly compact on X if it is uniformly compact near x for 
all x E X. Suppose XE R” and Y G R”. Let F be an upper continuous point- 
to-set mapping from X into Y such that F is uniformly compact on X. If 
D is compact, then F(D)= U.rsD F(x) is also compact (see, e.g., [28, 
Lemma 2.61). 
A topological space X is said to be contractible if the identity mapping 
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of X is homotopic to some constant mapping of X to itself. Any convex 
subset of R” is contractible. Any set that is starshaped at some point x0 is 
also contractible. If A and B are contractible, then both A x B and A n B 
are contractible (see, e.g., Spanier [27, Corollary 8, p. 251). The idea of a 
contractible space is that it can be deformed continuously into a point 
within itself. 
A subset A of a topological space X is called a retract of X if and only 
if there is a continuous mapping r from X into A such that r(x) = x, Vx E A. 
A space Y is said to be an absolute neighborhood retract (ANR) if, given a 
normal space X, closed subset A z X, and a continuous mappingf from A 
into Y, then f can be extended to some neighborhood of A in X. 
Let S be a nonempty convex subset in R” and f be a real-valued function 
defined on S. The function f is said to be quasiconvex if, for any x, y E S, 
the following inequality is true: 
f(J.x+(l-~w)y)bmax{f(x),f(y)}, vi E [O, 11. 
Clearly every convex function is also quasiconvex but not conversely. 
A real-valued function f on S is quasiconcave if -f is quasiconvex on S. 
In order to have a better understanding for the next two sections, we 
now give a short introduction on variational inequality problems. Given a 
subset K of R” and a function f from R” into itself, the classical variational 
inequality problem, denoted by VIP( f, K) is to find a vector .Z E K such that 
(X-X, f(2)) 30, VXEK. 
This original problem has been extensively studied in the past years. For 
example, see [7, 19, 223. Basically, the task of the above problem is to find 
a vector X E K such that the image of X under the function f will form an 
angle less than or equal to 90” with any vector with tail X and head x E K. 
The variational inequality problem is found to be important in many 
applications. For instance, let K be a closed convex subset of R” and let f 
be differentiable on a neighborhood of K. It is well known that f is convex 
on K if and only if 
f(x)Bf(y)+ (Vf(Y),X-Y) 
for all x and y in K, where Vf is the gradient off: If y solves VIP(Vf, K), 
then from the above gradient inequality, we see that y solves the following 
mathematical programming problem 
min f(x). 
I E K 
Therefore, the variational inequality problem encompasses the minimiza- 
tion problem. 
409/158/'1-10 
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The theory of variational inequalities was initially proposed for the study 
of partial differential equations. Much of this early work concentrated on 
the study of free boundary value problems, which were usually formulated 
as variational inequality problems over infinite dimensional spaces. For 
example, see [12, 161. 
Given a set K in R” and a point-to-set mapping F from R” into itself, 
the generalized variational inequality problem [9], denoted by GVIP(F, K), 
is to find a vector I E K and a vector 7 E F(2) such that 
(X-X, j)>O, Vx E K. 
We note that GVIP(F, K) generalizes VIP(,f, K). 
Given two point-to-set mappings X and F from R” into itself, the 
generalized quasi-variational inequality problem [Z], denoted by 
GQVIP(X, F), is to find a vector X E A’(%) and a vector ?: E F(X) such that 
(X-X, j) 20, vx E X(X). 
It is clear that GQVIP(X, F) extends GVIP(F, K) by letting X be a 
constant point-to-set mapping with X(x) = K for all x E R”. 
Let K and C be subsets of R” and R”, respectively. Given two maps 
8: K x C -+ R” and r: K x K --+ R”, and a point-to-set mapping E K -+ C, the 
generalized variational-like inequality problem [23], denoted by GVIP- 
(F, 19, z, K, C), is to find vectors X E K, 4; E F(Z) such that 
We note that GVIP(F, 0, T, K, C) extends GVIP(F, K) but not 
GQVIP(X, F). 
3. PROBLEM FORMULATION AND EXISTENCE RESULTS 
Inspired by the work that has been done in the area of variational 
inequality problems, it is natural for us to consider the following 
generalized quasi-variational inequality problem which extends all the 
existing variational inequality problems. Given K and C subsets of R” and 
R”, respectively, X a point-to-set mapping from K into itself and F a point- 
to-set mapping from K into C, 19 a single-valued function from K x C into 
R”, and T a single-valued function from Kx K into R”, the generalized 
quasi-variational inequality problem, denoted by GQVIP(X, F, 8, T, K, C), is 
to find vectors X E X(X), 3 E F(X) such that 
(e(i, j;), Tb, f)> 30, vx E X(X). 
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We note that GQVIP(X, F, 8, z, K, C) reduces to GVIP(F, 0, r, K, C) if 
X(x) =: K for all x E K. GQVIP(X, F, 0, z, K, C) reduces to QVIP(X, F) if 
we set K = C = R”, 6(x, y) = y, r(x, y) = x - y. Finally, if we set X(x) = K 
for all x E K, 0(x, y) = y, and z(x, y) =x - y, and F a single-valued func- 
tionf, then GQVIP(X, F, 8, 7, K, C) reduces to VIP(f, K). Therefore, it can 
be seen that our formulation of the generalized quasi-variational inequality 
problem extends all the existing variational inequality problems in finite 
dimensional spaces. 
The following is important in establishing existence results for 
GQVIP(X, F, 0, z, K, C). 
THEOREM 3.1. Let Kc R” be a compact contractible ANR and Cc R” 
be a closed contractible ANR. Let X be a nonempty-valued continuous point- 
to-set mapping from K into itself and F a contractible-valued upper con- 
tinuow and uniformly compact point-to-set mapping from K into C. Let rp be 
a continuous single-valued function from K x C x K into R. Suppose that 
ere exists a compact contractible ANR H such that F(K) c 
H Ci) th = 3 
(ii) cp(x, y, .x) 2 0, Vx E K, 
(iii) for each fixed (x, y)~ Kx C, the set V(x, y) = {u~X(x): 
cp(x, y, U) = minsE,(,, cp(x, y, s)} is contractible. 
Then there exist X E X(X), j E F(X) such that cp(X, j, x) 2 0, Vx E X(X). 
Proof. It follows from [28, Lemma 2.9, Corollary 2.131 that Kx H is a 
contractible absolute neighborhood retract. Now let G be a point-to-set 
mapping from K x H into itself defined by G(x, y) = (V(x, y), F(x)). Then 
G is upper continuous and G(x, y) is contractible for all (x, y) E K x H. By 
[8, Theorem 21, there exists (X, j) E K x H which is a fixed point of G. 
Hence X E X(X), j E F(X), and 
d-f, .P, x) 3 cp(X v, 4 3 0, VXEX(X). 1 
Remarks. (i) If C is compact, then the condition that F is uniformly 
compact is unnecessary. Also in this case, condition (i) of Theorem 3.1 is 
unnecessary for we can merely let H = C in the above proof and proceed 
with the same argument. 
(ii) If the set Co(F(K)) n C is a retract of C, then we can let 
H = Co(F(K)) n C. Since K is compact and F is upper continuous and 
uniformly compact, H is a compact, contractible ANR. 
(iii) If C is convex, then condition (i) of Theorem 3.1 holds 
automatically. Because in this case, the projection P,,(,(,,,( .) establishes 
that Co(F(K)) is a retract of C. 
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(iv) If F is not uniformly compact, then the conclusion of 
Theorem 3.1 may fail to hold. For example, let K = [ 1, 21, C = R. Let X be 
the constant point-to-set mapping K and let F be defined as 
i 
{ l/(X - 1) 1 
F(x)= 1-1) 
if l<.u<2 
if x=1. 
Finally, let cp(x, y, U) = (y, U-X). Then all conditions in Theorem 3.1 
except that F is uniformly compact are satisfied. But it is easy to see that 
there is no .% E K such that cp(X, F(x), x) 3 0, Vx E K. 
We now have the first existence result for the GQVIP(X, F, 8, t, K, C). 
THEOREM 3.2. Let Kc R” be a compact contractible ANR and let 
Cc R” be a closed contractible ANR. Let X be a nonempty-valued con- 
tinuous point-to-set mapping from K into itself and F a contractible-valued 
upper continuous and uncformly compact point-to-set mapping from K into C. 
Let 0: K x C + R” and ~1 K x K + R” be continuous single-valued functions. 
Suppose that 
t ere 
H C”) h 
exists a compact contractible ANR H such that F(K) c 
= 9 
(ii) (6(x, y), t(x, x)) 30, V(x, y)~ Kx C, 
(iii) for each fixed (x, y) E K x C, the set 
is contractible. 
Then there exists a solution to the GQVIP(X, F, 9, z, K, C). 
Proof By letting cp(x, y, u)= (&x, y), T(U, x)), the result follows 
directly from Theorem 3.1. 1 
Remarks. (i) Condition (ii) will be satisfied if, for example, 
T(X, x) = 0, Vx E K. 
(ii) Condition (iii) will b e satisfied if, for example, X is convex-valued 
on K and the function (0(x, y), z(u, x)) is quasiconvex in u E X(x) for each 
fixed (x, y) E Kx C. 
In the case that K is unbounded, we have the following existence result. 
THEOREM 3.3. Let K be a nonempty subset of R” and C be a nonempty 
closed convex subset of R”. Let X and F be point-to-set mappings from K 
into K andfrom K into C, respectively. Let 8: K x C -+ R” and z: K x K -+ R” 
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be continuous ingle-valued functions. Suppose that there exists a nonempty 
compact convex subset B of K such that the following conditions hold: 
(i) r(x, x) = 0, Vx E B, 
IS contractible-valued upper continuous and untformly compact 
on B(ji) F . 
;iii) Y (x) = X(x) n B is a nonempty convex-valued continuous point- 
to-set mapping on B, 
(iv) for each fixed (x, y)~ Kx C, (0(x, y), z(u, x)) is convex in 
u E Y(x), 
(v) for all XE B, int,,,,( Y(x)) is nonempty and for every 
x E a,,,,( Y(x)), there exists a u E int,,,,( Y(x)) such that (Qx, y), z(u, x)) 
GO, VyeF(x). 
Then there exists a solution to the GQVIP(X, F, 9, t, K, C). 
Proof By Theorem 3.2 there exists XE Y(X) and YE F(X) such that 
(W, j), 7(x, 2)) > 0, vx E Y(Z). (1) 
Let x E X(X). There are two possibilities. 
(a) X E int xCxj( Y(X)). Then there exists 0 ~1. < 1 such that 
2x+(1 -A)XE Y(X). Then by (1) and (iv), we have 
06 (6(x, j), z(Ax+ (1 -A)%, 2)) 
d l-(e(x, j), z(x, 2)) + (1 - A)(@, j), 7(X, X)) 
= n(e(x, j), t(x, 2)). 
Thus (0(X, j), r(x, 2)) > 0. 
(b) X E a,,,,( Y(X)). By (v), there exists u E int,& Y(X)) such that 
<w, Y), T(U, 4) do, Vy E F(Z). 
In particular for y = j, we have by (l), (0(x, j), r(u, X)) = 0. Now choose 
O<kl suchthatAx+(l-I)uEY(Z).Thenwehave 
06 (0(x, j), t(llx+ (1 -A)& X)) 
d ib(e(x, j), .t.(x, 3)) + (1 - n)(qx, j), $24,X)> 
= n(e(x, j), z(x, 2)). 
So again (0(X, j), t(x, X)) > 0. 
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Hence (0(x, F), s(x, .U)) 3 0, Vs E A’.\-). Therefore (.U, .1’) solves 
GQVIP(X, F, 0, T, K, C). 1 
We note that Theorem 3.3 extends [2, Theorem 3.21. 
It is also worth noting that F in Theorem 3.3 need not be upper 
continuous, uniformly compact, or contractible-valued on K, and K need 
not be closed or bounded. 
Remark. We note that the assertions in [9, Theorem 3.2; 23. 
Theorem 2; 26, Lemma 4.11, respectively, may not be true in general by 
considering the example from Remark (iv) following Theorem 3.1. The 
main reason is that they did not assume point-to-set mappings under 
consideration to be uniformly compact. 
Normally, it is not easy to identify the compact set B in Theorem 3.3. We 
therefore consider some conditions on X and F that can be easily checked 
in some cases. 
THEOREM 3.4. Let K be a nonempty subset qf R” and C a nonemptJ’ 
closed convex subset of R’“. Let X and F be point-to-set mappings from K 
into K and from K into C, respectively. Let 0: K x C + R” and 5: K x K + R” 
be continuous single-valued functions. Suppose that 
(i) $x,x)=0, VXEK, 
(ii) for each fixed (x, y) E K x C, (6(x, y), z(u, x)) is convex in 
u E X(x), 
(iii) F is contractible-valued upper continuous and uniformly compact 
on K, 
(iv) there exists a vector X,,E nYtK X(x) such that 
lim max (0(x, y), z(x,, x)) < 0, 
Illill - s,.rcX(r) I EF(.Y) 
(v) there exists a pO>O such that X(x)n B, is a nonempty convex- 
valued continuous point-to-set mapping for all p > y,. 
Then there exists a solution to the GQVIP(X, F, 8, 5, K, C). 
Proqfi By condition (iv), there exists an r,>O such that for all 
r3r,, if x~X(x)n C,, then max,..,,,(B(x, y), $x0,x)) ~0. Now let 
r=max{r,, IIxOl/, pO} and B= B,. Then the condition (vi) of Theorem 3.3 
is satisfied. Therefore the result follows from Theorem 3.3. 1 
Now we derive some existence results under certain monotonicity and 
copositivity conditions. First, let us introduce the following definitions. 
DEFINITION 3.5. Let X and F be two point-to-set mappings on a set K. 
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(i) F is said to be monotone with respect to X on K, if for any 
x1 E X(x,) and x2 E X(x,), we have 
(ii) F is said to be strictly monotone with respect to X on K, if for 
any x1 E X(x,) and x2 E X(x,) with x, #x2, we have 
(iii) F is said to be strongly monotone with respect to X on K if there 
exists a scalar CI > 0 such that for any x, E X(x,) and x2 E X(x,), we have 
(y,-Y2,~,-x2)>,~Ilx,-~2112~ VY 1 E F(x, )> ~2 f FM 
(iv) F is said to be b-monotone with respect to X on K if there exists 
an increasing function b: [0, co) -+ [0, co) with b(0) = 0 and b(r) -+ CC as 
r -+ CC such that for any x, EX(X~) and x,~X(x,), we have 
(v) F is said to be copositive with respect to X at the point x0 on K 
if x0 E X(x,,) and there exists a yOe F(x,) such that for all XE K with 
x E X(x), we have 
<Y-Yo,x-xo)Lo, Vy E F(x). 
(vi) F is said to be strictly copositive with respect to X at the point 
x0 on K if x0 E X(x,) and there exists a y, E F(x,) such that for all x E K 
with .Y E X(x), x #x0, we have 
(Y-Yo,x-xo)>o~ Vy E F(x). 
(vii) F is said to be strongly copositive with respect to X at the point 
-x0 on K if x0 E X(x,) and there exists a scalar CI > 0 and a y, E F(x,) such 
that for all x E K with x E X(x), we have 
<Y-Yo,x-xo)~cr Il~~-xol12, Vy E F(x). 
(viii) F is said to be b-copositive with respect to X at the point x0 on 
K if there exists an increasing function 6: [0, cc) + [0, cc) with b(0) = 0 
and b(r) --t cc as r -+ co, and if x0 E X(x,) and there exists a y, E F(x,) such 
that for all x E K with x E X(x), we have 
(Y-YO,X--o)allx-xoll @Il.+xoll), Vy E F(x). 
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Remark. If X(x)= K for all XE K and s,=O, then (i), (ii), (iii), (v), 
(vi), (vii) of Definition 3.5 reduce to the usual definitions [26, Defini- 
tions 3.1, 3.21 of monotonicity and copositivity for point-to-set mappings. 
If K= R”, then the above definitions of strong copositivity and strong 
monotonicity reduce to the ones introduced in [2]. Clearly, if F(q) is non- 
empty and if x,)~X(x,), then monotonicity, strict monotonicity, strong 
monotonicity, and b-monotonicity imply copositivity, strict copositivity, 
strong copositivity, and b-copositivity, respectively. 
Let F be a point-to-set mapping from Kc R” into Cc R”’ and B be 
a single-valued function from K x C into R”. Let F, be a point-to-set 
mapping defined as FH(x) = {0(x, y): y E F(x)} for every x E K. 
The following gives an existence result for a special type of 
GQVIP(X, F, 8, r, K, C) under the copositivity of FfI. 
THEOREM 3.6. Let K he a nonempty subset of R” and C a nonempty 
closed convex subset of R”. Let X and F be point-to-set mappings from K 
into K and from K into C, respective@. Let 8: K x C + R” he continuous 
single-valued function. Suppose that 
(i ) there exists x0 E n., E K X(x) such that the point-to-set mapping F, 
is either b-copositive or strongly copositive with respect to X at x0 on K, 
on K(ii) F 
is contractible-valued upper continuous and untformly compact 
;iii) th ere exists a p0 > 0 such that X(x) n B, is a nonempty convex- 
valued continuous point-to-set mapping for all p 3 pO. 
Then there exists a solution to GQVIP(X, F, 6, z, K, C) where T(X, y) = 
x - J’. 
Proof Since strong copositivity implies b-copositivity, it suffices to 
prove this theorem under the assumption that Fe is h-copositive with 
respect to X at the point x0. Then there exist an increasing function 
b:[O,co)-,[O,co)withb(O)=Oandb(r)-,ooasr-*coanday,EF(x,) 
such that for all XE K with x6X(x), we have 
(Y-Y,,x-x,)2 Ilx--xoll btllx-xoll), Vy E F(x). 
Then we have for all y E F(x), 
(~b,Y),X,-X)~ -Il~-~,ll~~ll~~-~“ll~+~~~~,,4’o~,~,-~~ 
G - I/-T, - xll(b( II+, -xl/ ) - lIe(x,, evo)ll 1.
Since b(r) + 00 as r--f co, we then have 
lim max (0(x, y), x0-x) = --oo. 
I/xll-n,.xEX(.x) L.EI;(“) 
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Thus the condition (iv) of Theorem 3.4 is satisfied. Hence the result follows 
from Theorem 3.4. 1 
Remarks. (i) It is easy to see that the conclusion of Theorem 3.6 is 
still true if Fe is assumed to be either h-monotone or strongly monotone 
with respect o X on K. 
(ii) In general, the solution in Theorem 3.6 is not unique. To see this, 
consider the following example. Let K = C = R”. For any x E R”, let X(x) = 
{crx:O<a<l} and F(x)= {d} h w ere dE R” is positive. Let (3(x, y) = 
T(X, y) = y - x. We claim that X is continuous. To see this, assume that the 
sequence {x,,} converges to x and the sequence {y,} converges to y with 
y,~ X(x,) for all IZ. Then for each n, y, = CI,X, for some 0 < CI, < 1. It is 
clear that {cln} has a convergent subsequence. Without loss of generality, 
we may assume that (cln} is convergent with limit M. Clear 0 < c( 6 1. Then 
by letting n approach co, we get y = CLX. Thus y E X(x). Hence X is upper 
continuous. On the other hand, suppose that y E X(x) and {xn} converges 
to x. Then y = CLX for some 0 < c1< 1. Let {a,} be a sequence in [0, 1 ] such 
that (cx,} converges to a and let y, = M,~x, for all IZ. Then y,, E: X(x,) for all 
n and {y,,} converges to y. Hence X is also lower continuous. Conse- 
quently, X is continuous as claimed. It is clear that X 1 B, is also continuous 
for all p > 0. Also it is easy to see that FO is b-copositive, strongly 
copositive (at the point 0), b-monotone, and strongly monotone with 
respect to X on R”. But it is clear that every vector XER” with 0 d x d d 
is a solution to GQVIP(X, F, 8, r, R”, R”). Hence solutions are not unique 
in this case. 
Let z: K x K -+ R” be a single-valued function. A point-to-set mapping F 
from K into R” is said to be z-monotone with respect to X on K if for any 
x, E X(x,) and x2 E X(x,), we have 
CYl, e,, Xl)> + (YZ? e,, 4) 60, VYI E F(x,)> ~2 E J’(xd 
An example of z-monotone point-to-set mapping is the following. Let 
K=C’=R, F(x)= {2x}, X(x)= {crx:O<cr< l}, and z(x, y)=ex-e”. Then 
F is r-monotone with respect o X on R. If X(x) = K for all x E K, then this 
definition reduces to the definition of z-monotone point-to-set mappings 
introduced in [23]. 
THEOREM 3.7. Let K be a nonempty subset of R” and C a nonempty 
closed convex subset of R”. Let X and F be point-to-set mappings from K 
into A’ andfrom K into C, respectively. Let 0: K x C -+ R” and T: K x K -+ R” 
be continuous single-valued functions. Suppose that 
(i) T(X, X) = 0, Qx E K, 
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(ii) jbr e& ,fi’xecl (s, J,)EKX c’, (U(s, y). t(~, s)) is c’0nz;e.v i/l 
u E X(x), 
(iii) F is cotztra~tihle-valurcl upper continuous and un$ormly compuc~t 
on K, 
(iv) the point-to-set mapping F,, is ~-monotone u,ith respect to X on K, 
(v) there exist uectors x0 E n ~~ K X(x) and y,, E F(xO) such that 
(vi) there exists a p0 > 0 such that X(x) n B,, is a nonempty convex- 
valued continuous point-to-set mapping for all p > pO. 
Then there exists a solution to the GQVIP(X, F, 0, z, K, C). 
Proof: By condition (v), there exists an r0 > 0 such that for all r 3 rO, 
if xcX(x)n C,, then (19(x,, y,), z(x, x0)) > 0. Thus for such x, since 
x,, E X(x,), x E X(x), and F, is t-monotone with respect to X on K, we have 
<m, Y), dx,, x)> d -<@*%I, Y”), $A 4j)) < 0, Vy E F(x). 
Let r=max{r,, ~(xO/(,pO} and B= B,. Then the condition (vi) of 
Theorem 3.3 is satisfied. Hence the result follows from Theorem 3.3. 1 
Next, we present an existence result for the GQVIP(X, F, 8, 5, K, C) 
which does not employ Theorem 3.3. 
THEOREM 3.8. Let K and C be nonempty closed convex subsets of R” and 
R”, respectively. Let X and F be point-to-set mappings from K into K 
and from K into C, respectively. Let 0: K x C -+ R” and ~1 K x K -+ R” be 
continuous single-valued functions. Suppose that 
(i) Z(X,X)=O, Q~EK, 
(ii) for each fixed (x, y) E K x C, (0(x, y), z(u, x)) is quasiconvex in 
u E X(x), 
(iii) F is contractible-valued upper continuous and uniformly compact 
on K, 
(iv) there exists a p0 > 0 such that X,(x) = X(x) n B, is a nonempty 
convex-valued continuous point-to-set mapping for all p 2 pO. 
Then 
(v) there exists x,, EX~(X,,) that solves the GQVIP(X,, F, 0, T, 
B,, Cl for each p 3 p,,, 
(vi) if the set (xp} has a convergent subsequence, then GQVIP(X, F, 
0, 7, K, C) has a solution. 
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Proof: The result (v) follows directly from Theorem 3.2. Suppose that 
the set {xp} has a convergent subsequence {xn} with limit x0 and 
x, E X,ti(x,) for all n. Then for each n, there exists y, E F(x,) such that 
(KY,> Y,,), a x,1 > 2 0, vx E X&n). 
Clearly x0 E X(x,) and { Y,~} has a convergent subsequence. Without loss of 
generality, we may assume that the entire sequence {y,) converges to a 
limit .Y,. Then y, E F(x,). For each XE X(x0), there is an m such that 
XE BPm. Then x E XJx,) for all P,, > pm. Since X is continuous, there exist 
k and z, such that the sequence {z,~} converges to x and z,~X(x,) for all 
n 3 k. Also there exists an I such that z, E Bpn for all n 3 1 since we 
can choose pm large enough such that x E int(B,,). Then for all 
n 3 max{m, k, I}, we have z,, E XJx,) and 
<mm Y,), et, x,)> 20. 
By passing to the limit, we obtain the inequality (0(x,, y,), r(z, x0)) 20. 
Therefore (x,, y,) is a solution to GQVIP(X, F, 8, z, K, C). 1 
4. APPLICATIONS 
In this section we shall give several applications of our general problem. 
Mathematical programming and equilibrium programming are the two 
major areas of the applications. The applications are minimization 
problems involving “invex” functions, generalized dual problems and 
saddle point problems, equilibrium problems involving markets with 
utility, and equilibrium problems involving abstract economies. In all these 
applications, we require relatively weak conditions to ensure the existence 
of solutions to the problems under consideration. 
4.1. Minimization Problems Involving “Invex” Functions 
Recently Hanson [lo] introduced into optimization theory a broad 
generalization of convexity for differentiable functions on R” which was 
called invex by Craven [4]. Let K be a nonempty subset of R”. A differen- 
tiable function f on K is invex if there exists a vector function r from K x K 
into R” such that 
./lx) -f(Y) a (WY), 7(X, Y) >, Vx, y E K. 
Hanson showed that both weak duality and Kuhn-Tucker sufficient 
results, in constrained optimization, hold with the invex conditions. 
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We note that if s(.Y, y) =.Y- J, then the invexity condition for,f’reduces 
to convexity condition. An example of invex function is the following [IO]. 
Let K= {(x, y)~ R:: .Y’ + 1” d 3/2) and let function f’ be defined as 
f(x, y) = x - sin y for all (.u, J.) E K. Then,f‘is invex with respect to T, where 
T((c(, j?), (y, 6)) = ((sin r-sin ;r)/cos 7, (sin fi - sin d)/‘cos d). 
For more details on the concept of invexity, see [4, 15, 251. 
Consider the minimization problem 
min .f(x), (2) reK 
where K is a nonempty subset of R” andf is a differentiable invex function 
with respect to r on K. We associate with problem (2) the following 
variational inequality problem: find x E K such that 
(Vf(x), QU, x) > 3 0, VllEK. (3) 
It is easy to see that if x is a solution to problem (3), then x is a solution 
to problem (2). Consequently, we have 
THEOREM 4.1.1. Let K be a nonempty convex subset of R" and let f he 
a continuously differentiable invex ,function with respect to a continuous 
function z on K. Suppose that 
(i) z(x, x) = 0 for all x E K, 
(ii) for each fixed XE K, (Vf(x), z(u, x)) is convex in ME K, 
(iii) there exists a vector x0 E K such that 
lim (Vf(x), 7(x0,x))<0. 
l/Yll - T..YEK 
Then there exists a solution to problem (2). 
ProoJ: Let X be a constant point-to-set mapping from K into itself with 
X(x) = K for all XE K. Let 0: K x K + R” be defined as 0(x, y) =Vf(x). 
Then problem (2) is equivalent to GQVIP(X, X, 0, t, K, K). By 
Theorem 3.4, the latter problem has a solution. Hence there exists a 
solution to problem (2). 1 
Remarks. (i) The function r in the above example satisfies T(X, x) = 0 
for all x E K. Hece the condition (i) of Theorem 4.1.1 is not restrictive. 
(ii) There are some other conditions on f that will ensure the 
existence of a solution to problem (2). For instance, if the condition (iii) of 
Theorem 4.1.1 is replaced by the condition that yf is r-monotone on K, 
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then the corresponding GQVIP(X, X, 8, r, K, K) has a solution by 
Theorem 3.7. Consequently, there is a solution to problem (2). 
4.2. Generalized Dual Problems and Saddle Point Problems 
Our second application is generalized dual problems and saddle point 
problems. A basic result in optimization theory is that under some condi- 
tions, a saddle point of the Lagrangian function is equivalent to an 
optimum of the associated convex programming problem satisfying a 
constraint qualification. This result has been significantly demonstrated in 
economic literature (see, e.g., [ 131). This is the impetus of our application 
in this section. First, let us introduce the formulation of the problems. Let 
K and C be nonempty subsets of R” and R”, respectively. Let cp be a real 
function on K x C. Let X and F be nonempty valued point-to-set mappings 
from K into K and C, respectively. 
(4.2.1) Generalized Problem I (GPI). Find (2, j) E S such that 
where 
S = {(x, y): x E X(x), y E F(x), cp(x, VI = sup cp(x> u)>. 
UE F(x) 
(4.2.2) Generalized Problem II (GPII). Find (X, j) E T such that 
cp(X 3 = sup cp(x, Y), 
(X..V)ET 
where 
T= {b, Y): XE x(x), Y E F(x), 4x, v) = inf cp(u, Y)}. cc X(.x) 
(4.2.3) Generalized Saddle Point Problem (GSPP). Find .?E X(X) and 
j~F(x) such that 
for all x E X(X) and all y E F(Z). 
We note that the above problems may not have any solution at all. Also 
if we let X(x) = K and F(x) = C for all x E K, then the definitions of 
(GSPP), (GPI), and (GPII) reduce to the definitions of (SPP), (PI), and 
(PII) introduced in [17]. 
The following lemma points out the relationship between these problems. 
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LEMMA 4.2.4. Let K and C be nonempt). subsets of’ R” und R”‘. respect- 
tive!l,. Let X and F he nonempt!wulued point-to-set mupping.s,from K into K 
and C, respectivc~l~~. Let cp he u reul fitnction on K x C. [f (S. f) is u solution 
qf the (GSPP), then (X, F) is also u solution of the (GPI) and (GPII), ~trrl 
conversely. 
ProoJ: Assume (2, p) is a solution of (GSPP). Then clearly (2, F)E 
Sn T. Let (x, J) ES. Then we have 9(x, ~1) > cp(.~, r). But cp(,u, j) 3 cp(.U, r) 
since (2, j) E T. Thus cp(x, y) 3 cp(X-, j). Hence (2, j) is a solution of (GPI). 
Similarly, (2, I,) is a solution of (GPII). The converse is clear since if (.?, 7) 
is a solution of both (GPI) and (GPII), then 
cp(X, I,) = sup 40(X, v) = inf cp(x, j). 1 
,.t FL?) YE.%,(?) 
We now associate with (GSPP) the following generalized quasi-varia- 
tional inequality problem: Find X E X(X) and j E G(2) such that 
(V,cp(% V), 7(x, 2) > 3 0, vx E X(Z), (4) 
where 
G(x) = {Y E F(x): cp(x, Y) = sup dx, 4$. 
The following lemma establishes the relationship between (GSPP) and 
problem (4). 
LEMMA 4.2.5. Suppose cp(x, y) is invex in x E K with respect to T for each 
fixed ye C. Z’(X, J) is a solution of(4), then (X, j) is a solution of(GSPP). 
Proof: Assume (2, j) solves (4). By the invexity of cp, we have for any 
x E X(X) 
Therefore cp(x, J) 3 cp(X, j) for all XEX(X). On the other hand, since 
j E G(Z), we have for all y E F((x) 
Hence (2, y) solves (GSPP). 1 
Thus the question of existence of a solution to (GPI), (GPII), and 
(GSPP) can be investigated via (4). Consequently, we have the following 
existence result for (GSPP). 
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THEOREM 4.2.6. Let K and C he nonempty subsets of R” and R”, respec- 
tively. Let X and F be nonempty-valued point-to-set mappings from K into K 
and C, respectively, and z be a continuous function from K x K into R”. 
Suppose that 
(i) z(x, x) = 0, Vx E K, 
(ii) ,for each fixed (x, y) E K x C, (V,cp(x, y), r(u, x)) is convex in 
u E X(x), 
(iii) F is convex-valued, continuous, and uniformly compact on K, 
(iv) cp(x, y) is invex with respect to z on K for each fixed y E C, and 
concave in y E C for each fixed x E K, 
(v) there exists a vector X,,E n.YEK X(x) such that 
(vi) there exists a p0 > 0 such that X(x) n B, is a nonempty convex 
valued continuous point-to-set mapping,for all p > pO. 
Then there exists a solution to the (GSPP). 
Proof For each x E K, let 
G(x)= (y-%):cp(x, Y)= SUP dx, ~1). 
u t F(x) 
It is easy to see that G(x) is upper continuous and uniformly compact. 
Since cp(x, y) is concave in YE C, by (ii), G(x) is compact and convex for 
all x E K. All the conditions of Theorem 3.4 are satisfied. Therefore, there 
exists a solution to (4) by Theorem 3.4. Hence there exists a solution to 
(GSPP) by Lemma 4.2.5. 1 
The following corollary is immediate. 
COROLLARY 4.2.1. Under the conditions of Theorem 4.2.6, there exists a 
solution to (GPI) and (GPII). 
4.3. Equilibrium Problems Involving Markets with Utility 
In this section, we shall apply Theorem 3.2 to obtain an existence result 
for equilibrium of a market with utility. Let us first introduce the notion of 
a market with utility. 
Let I= (1, . . . . m} and for each iE Z, let Xi c R” be a closed set that is 
bounded from below. Let a, be a specified element of Xi. We call I the set 
of agents, Xi the commodity set of the ith agent, and aj the initial allocation 
of the ith agent. For each i, there is a continuous function ui from X, into 
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R which is the utilitq,finction of the ith agent. Let X= (X,),t,r L:= (u,),,,. 
A = (a,);, I’ Then the 4-tuple (I. X, CT, A) is said to be a market rlith utilit!,. 
Let 
1 
,>i l)i 
v= .~:.~=(9,),F,,X,EXi,vi, 1 .x,= 1 a, 
!=I ,=I I 
be the allocation set and 
be the budget set for the ith agent where p E P” = {p E R’;: x7=, p, = 1 }, 
the price set. A point (p*. x*) E P” x V is said to be an equilibrium for a 
market with utility (I, X, U, A) if, for i= 1, . . . . m 
Intuitively, an equilibrium is characterized by the property that given 
a price vector, there is a reallocation of goods, such that every agent 
maximizes his utility function within the limit of his budget. We have the 
following existence result for the equilibrium of a market with utility. 
THEOREM 4.3.1. Let (I, X, U, A) be a market with utility. Suppose that 
(i) Xi is convex and there exists .t, E X, with -2; < ai, jar all i, 
(ii) CL, ui(x,) is quasiconcave in x = (-Y,),~,E (R”)“. 
Then there exists an equilibrium to the market with utility (I, X, U, A). 
ProoJ Let Y be a point-to-set mapping from P” x V into itself be 
defined as 
,,I 
VP, xl= {P) x n B;. 
,=I 
Let F be a constant point-to-set mapping from P” x V into itself. Clearly, 
Y is nonempty convex-valued, and upper continuous. Furthermore, by 
Lemma 1.6 of [24, Chap. 51, Bi: P” + X, is lower continuous for each i 
under the condition (i). Therefore Y is continuous. Next, let 0 and T 
single-valued functions from (P” x V) x (P” x V) into R” be defined 
as 8((p, x), (q, v)) = e, where e is the unity vector in R” and 
t((p, x), (q, y)) = (u,(y,) - u,(x~))~~,. Then all the conditions of 
Theorem 3.2 are satisfied. Thus by Theorem 3.2, there exists (p*, X*)E 
Y(p*, x*) such that 
,I, 
jg, (ui(x?)-u;(xi))>O, V(X;)E fj B;*. 
i=l 
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It is easy to see that (p*, x*) is an equilibrium for the market with utility 
(1, X CJ, A). I 
Remark. In Theorem 1.11 of [24, Chap. 51, it is assumed that ui is 
monotone and concave for each i. Therefore it can be seen that the condi- 
tion (ii) of Theorem 4.3.1 is weaker than that in Theorem 1.11 of [24, 
Chap. 51. 
4.4. Equilibrium Problems Involving Abstract Economies 
Our last application is the equilibrium problem involving the abstract 
economy. The notion of abstract economies, which is a generalization of 
Nash equilibrium problems [21], was introduced by Debreu [S]. In a 
Nash equilibrium problem the strategy choices of agents are made inde- 
pendently, whereas, in an abstract economy, the set of strategies available 
to each agent depends on strategy choices of the other agents. To be more 
precise, we recall the definition of an equilibrium of an abstract economy. 
Suppose there are m agents characterized by a subscript i= 1, . . . . m. The 
ith agent chooses an action xi from his strategy set Vim R”‘. Let 
V=nyZ1 I’jcR” with n=Cy=“=,n,. The payoff to the ith agent is a 
functionf;(x) from V into the completed real line. 
Let Xi be the (m- 1)-tuple (x,, . . . . x,-~, xi+ 1, . . . . x,) and similarly let Pi 
be the product I’, x ... x Vi-, x Vi+i x ... x I’,. We can interpret X, as 
the actions of all the others. Given Xi, the choice of the ith agent is 
restricted to a nonempty set Ai G Vi. The ith agent chooses xi6 A;(,?,) 
so as to maximizefi(Zi, xi). The 3m-tuple [I’;, fi, Aj(fj)]~= i is said to be 
an abstract economy. The point x* is said to be an equilibrium of an 
abstract economy [Vi, f,, Aj(.Ti)]~T,, if for all i = 1, . . . . m, 
x7 E Ai and fi(x*)= max f;(i(xy, xi). 
.Y,E A,(.?,*) 
Thus an equilibrium point is characterized by the property that given the 
actions of the other agents, each agent is maximizing his own payoff func- 
tion over the set of his feasible actions in view of the other agents’ actions. 
We now associate with the equilibrium problem of an abstract economy 
the following generalized quasi-variational inequality problem: Find 
x* E X(x*) such that 
(e, ~(x, Y) > 2 0, vx E x(x*), (5) 
where X(x) = ny= I Ai for all x E V, z(x, y) = (J;(y) -fi(j,, xi)):=, , 
and e is the unity vector in R”. 
It is easy to see that x* is an equilibrium of an abstract economy 
[I’;, J;, Ai(.lci)]yC, if and only if x* is a solution to (5). We then have the 
following existence result for the equilibrium of an abstract economy. 
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THEOREM 4.4.1. Given an uhstruct economy [V,, ,f;, A,(,f,)]:‘l , which 
satisfies the ,follovving conditions: ,for ~~c1di i = I. ._., m 
(i) V, is a compact und contractible ANR, 
(ii) A,(.?,) is a continuous point-to-set mapping on V,, 
(iii) ,f; is continuous, 
(iv) ,for each x E V, the set A(x)= {uEX(.Y): (e, z(u, x)) = 
mlns,x~x~(e~ 45 -xl>> IS contractible where T and X are us in (5). 
Then there exists an equilibrium point ,for [Vi, ,f,, A,(.?,)]:=, 
Prooj”. Let C= K= V and F a constant point-to-set mapping on K. Let 
8, t,: Kx K+ R” be defined as 8(x, y) = (e, 0) and T,(x, I?) = (7(x, y), 0), 
respectively, where n =x7=, n, and 0 is understood to be a zero vector in 
R”-“. Then the equilibrium problem involving the abstract economy 
C vi, fifi, A;(xj)lyc 1 is equivalent to GQVTP(X, F, 19, T,, V, V). By 
Theorem 3.2, the latter problem has a solution. Hence the result follows. 1 
Remark. Condition (iv) of Theorem 4.4.1 will be satisfied if, for 
example, V,(X,) is also assumed to be convex-valued for all i and the 
function x7=, fi(X,, ui) is quasiconcave in tl E X(x). For in this case, the set 
A(x) is nonempty and convex for all XE V. 
For the case that Vi is not necessarily compact, we have the following 
existence result. 
THEOREM 4.4.2. Given an abstract economy [Vi, A., A,(.%;)]~=, which 
satisfies the following conditions: for each i = 1, . . . . m 
(i) f, is continuous, 
(ii) for each x E V, (e, z(u, x) ) is convex in u E X(x) where z and X 
are as in (5), 
(iii) there exists a vector x0 E n ME v X(x) such that 
(iv) there exists a pa > 0 such that X(x) n B, is u nonempty convex- 
valued continuous point-to-set mapping ,for all p 2 pa. 
Then there exists an equilibrium point. 
ProoJ: This follows from Theorem 3.4 and the note following (5). 1 
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