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Abstract
We review exact approaches and recent results related to the relaxation
dynamics and description after relaxation of various one-dimensional lattice
systems of hard-core bosons after a sudden quench. We first analyze the
integrable case, where the combination of analytical insights and compu-
tational techniques enable one to study large system sizes. Thermalization
does not occur in this regime. However, after relaxation, observables can
be described by a generalization of the Gibbs ensemble. We then utilize
full exact diagonalization to study what happens as integrability is broken.
We show that thermalization does occur in finite nonintegrable systems pro-
vided they are sufficiently far away from the integrable point. We argue
that the onset of thermalization can be understood in terms of the eigenstate
thermalization hypothesis.
1 Introduction
Understanding how statistical properties emerge from microscopic models of many-
particle systems is of fundamental interest in several fields in physics. This topic
has been extensively studied in the context of classical systems. We know that
if we perturb a generic isolated gas in many different ways, it will still relax to
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a unique (Maxwell) velocity distribution determined by its energy. This univer-
sal behavior (thermalization) has been understood in terms of dynamical chaos,
namely, the nonlinear equations that drive the dynamics ensure that the system
explores ergodically all the available phase space [1]. However, there is a class
of models, known as integrable models, for which the presence of a full set of
conserved quantities precludes thermalization. In this case, dictated by the initial
conditions, the dynamics is restricted to a limited region of phase space. More
than fifty years ago, Fermi, Pasta, and Ulam (FPU) [2] set up one of the first nu-
merical experiments to study how thermalization takes place in a one-dimensional
(1d) lattice of harmonic oscillators once nonlinear couplings were added. No signs
of ergodicity were found. Those unexpected results led to intensive research [3]
and ultimately to the development of modern chaos theory [4].
Recent advances in cooling and trapping atomic gases has led to increased in-
terest in understanding what happens in the quantum case. In those experiments,
the high degree of isolation, combined with the possibility of controlling interac-
tions and the effective dimensionality of the gas, has allowed experimentalists to
realize [5, 6, 7] and explore the dynamics [8, 9] of nearly integrable 1d systems.
Thermalization was not observed in one of the experiments [8] but was indirectly
confirmed in the other [9]. These results have motivated intense theoretical re-
search on the dynamics and thermalization of isolated quantum systems after a
sudden quench, both in the integrable [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20,
21, 22, 23] and nonintegrable [24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37]
regimes.
Here, we review results for 1d systems of hard-core bosons (HCBs) on a lat-
tice. We show that thermalization does not occur (in general) when the system is
integrable. However, observables after relaxation can be described by a general-
ization of the Gibbs ensemble [10, 12, 23]. As integrability is broken, thermal-
ization does take place [31, 32, 37], and is shown to follow after the eigenstate
thermalization hypothesis [26, 38, 39].
2
2 Methodology
The HCB Hamiltonian of interest reads
ˆHHCB =
L∑
j=1
[
−J
(
ˆb†j ˆb j+1 + H.c.
)
+ V
(
nˆ j −
1
2
) (
nˆ j+1 −
1
2
)]
+
L∑
j=1
Vextj nˆ j
+
L∑
j=1
[
−J′
(
ˆb†j ˆb j+2 + H.c.
)
+ V ′
(
nˆ j −
1
2
) (
nˆ j+2 −
1
2
)]
,
(1)
where J (J′) is the nearest (next-nearest) neighbor hopping, V (V ′) is the nearest
(next-nearest) neighbor interaction, and Vextj is an external potential. The HCB
creation (annihilation) operator in each site is denoted by ˆb†j (ˆb j), the site number
occupation by nˆ j = ˆb†j ˆb j, and ˆbL+1 ≡ ˆb1 and ˆbL+2 ≡ ˆb2 for periodic systems.
Since HCBs are bosons for which the on-site repulsion is infinite, in addition
to the standard commutation relations for bosons, their creation and annihilation
operators satisfy the constraints ˆb†2j = ˆb2j = 0, which preclude multiple occupancy
of the lattice sites.
For J′ = V ′ = 0, and any value of V , this model is integrable [40]. The
approaches used to study this model are described below.
2.1 Integrable Case with V = J′ = V ′ = 0
This problem can be exactly solved if one realizes that the HCB Hamiltonian can
be mapped onto a spin Hamiltonian by means of the Holstein–Primakoff transfor-
mation [41],
σ+j = ˆb
†
j
√
1 − ˆb†j ˆb j, σ
−
j =
√
1 − ˆb†j ˆb j ˆb j, σ
z
j = ˆb
†
j ˆb j − 1/2, (2)
and that the spin Hamiltonian can be mapped onto a noninteracting fermion Hamil-
tonian utilizing the Jordan–Wigner transformation [42, 40]
σ+j = ˆf †j e−iπ
∑
k< j ˆf †k ˆfk , σ−j = e
iπ
∑
k< j ˆf †k ˆfk ˆf j, σzj = ˆf †j ˆf j − 1/2. (3)
For simplicity, we will assume open boundary conditions. The resulting Hamilto-
nian for the noninteracting fermions reads
ˆHF = −J
L−1∑
j=1
(
ˆf †j ˆf j+1 + H.c.
)
+
L∑
j=1
Vextj ˆf †j ˆf j, (4)
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and, since it is quadratic, it can be easily diagonalized. Hence, HCBs and nonin-
teracting fermions share the same spectrum. The density profiles and any density-
density correlations will also coincide in both systems. The nontrivial differences
between HCBs and noninteracting fermions are revealed by the off-diagonal cor-
relations. In particular, we will be interested in the time evolution of the equal-
time one-particle correlations ρˆ jk, needed to compute the momentum distribution
function. Once again using Eq. (2), ρ jk ≡ 〈ˆb†j ˆbk〉 = 〈σ+j σ−k 〉 = 〈σ−k σ+j + δ jk(1 −
2σ−j σ+j )〉, and we focus on how to compute G jk = 〈σ−j σ+k 〉. Using (3), G jk(t) can
be written as [43, 44]
G jk(t) = 〈ΨF(t)|
j−1∏
l=1
eiπ
ˆf †l ˆfl ˆf j ˆf †k
k−1∏
m=1
e−iπ
ˆf †m ˆfm |ΨF(t)〉, (5)
where |ΨF(t)〉 = e−i ˆHFt/~|ΨIF〉, |ΨIF〉 =
∏N
n=1
∑L
q=1 PIqn ˆf †q |0〉 is the initial state (a
Slater determinant), N is the number of particles, and t the time. The action
of exponentials whose exponents are bilinear in fermionic creation and annihi-
lation operators (such as ˆHF) on Slater determinants generates new Slater deter-
minants, so |ΨF(t)〉 = ∏Nn=1 ∑Lq=1 Pqn(t) ˆf †q |0〉. The matrix P(t) can be computed
as P(t) = e−iHFt/~PI = Ue−iEt/~U†PI (where HF is the corresponding matrix rep-
resentation of ˆHF), and we have used that HFU = UE, where E is a diagonal
matrix containing the eigenenergies and U is the unitary matrix of eigenvectors.
Furthermore, the action of
∏k−1
m=1 e
−iπ ˆf †m ˆfm on |ΨF(t)〉 changes the sign of Pqn(t) for
q ≤ k − 1, n = 1, . . . , N, and the creation of a particle at site k implies the addition
of a column with only one nonzero element [Pk N+1(t) = 1] [the same applies to
the action of
∏ j−1
l=1 e
iπ ˆf †l ˆfl f j on the left of Eq. (5)]. Hence,
G jk(t) =〈0|
N∏
n=1
L∑
q=1
P∗ jqn(t) ˆfq
N∏
l=1
L∑
m=1
Pkml(t) ˆf †l |0〉, (6)
= det
{[
P j(t)
]†
Pk(t)
}
. (7)
In Eq. (6), the matrix elements P jqn(t) and Pkml(t) have the form
Pαβγ(t) =

−Pβγ(t) for β < α, γ = 1, . . . , N
Pβγ(t) for β ≥ α, γ = 1, . . . , N
δαβ for γ = N + 1
, (8)
with α = j, k, β = q,m, and γ = n, l. Equation (7) follows from (6) by using the
identity
〈0| ˆfα1 · · · ˆfαN+1 ˆf †βN+1 · · · ˆf †β1 |0〉 = ǫλ1 ···λN+1δα1βλ1 · · · δαN+1βλN+1 , (9)
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where ǫλ1 ···λN+1 is the Levi-Civita symbol in N + 1 dimensions, and the indices λ
have values between 1 and N + 1. Employing Eq. (7), ρ jk can be calculated in
polynomial time, scaling as L2N3, using a computer.
We will also be interested in describing the momentum distribution function
after relaxation by using statistical ensembles. A polynomial time approach in
this case is only known to us within the grand-canonical formalism [45]. The
one-particle density matrix in this ensemble can be written as
ρ jk ≡
1
Z
Tr
{
ˆb†j ˆbke
−( ˆHHCB−µ∑n ˆb†n ˆbn)/kBT
}
=
1
Z
Tr
 ˆf †j ˆfk
k−1∏
l=1
eiπ
ˆf †l ˆfle−( ˆHF−µ
∑
n
ˆf †n ˆfn)/kBT
j−1∏
l=1
e−iπ
ˆf †m ˆfm
 ,
(10)
where µ is the chemical potential, kB is Boltzmann’s constant, T the temperature,
and Z = Tr{e−( ˆHHCB−µ
∑
n
ˆb†n ˆbn)/kBT } (identical for HCBs and fermions) is the partition
function. To arrive to Eq. (10), in addition to the Jordan–Wigner transformation
[Eq. (3)], we have used the cyclic property of the trace. Another useful property
of the trace, over the fermionic Fock space [45], is
Tr
{
e
∑
jk ˆf †j X jk ˆfk e
∑
lm ˆf †l Ylm ˆfm · · · e
∑
nq ˆf †n Znq ˆfq
}
= det
[
I + eXeY · · · eZ
]
, (11)
where I is the identity matrix. Equation (11) allows us to compute Z as Z =∏
j
[
1 + e−(E j j−µ)/kBT
]
. By noticing that for j , k, we can write f †j fk = exp
(∑
nq f †n Anq fq
)
−
1, where the only nonzero element of A is A jk = 1, the off-diagonal elements of
ρ jk ( j , k) can be obtained as
ρ jk =
1
Z
{
det
[
I + (I + A)O1Ue−(E−µI)/kBT U†O2
]
− det
[
I +O1Ue−(E−µI)/kBT U†O2
]}
,
(12)
where O1 (O2) is diagonal with the first j−1 (k−1) elements of the diagonal equal
to −1 and the others equal to 1. The diagonal elements of ρ jk are the same as for
noninteracting fermions and can be computed as
ρ j j =
[
I + e−(HF−µI)/kBT
]−1
j j =
[
U
(
I + e−(E−µI)/kBT
)−1
U†
]
j j
. (13)
The computational time within this approach scales as L5.
The momentum distribution function n(k) in and out of equilibrium, is then
determined by the expression n(k) = (1/L)∑mn e−ik(m−n)ρnm.
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2.2 Nonintegrable Case with Vext = 0
For this case, we make use of full exact diagonalization (see, e.g., [46]). This
approach has the disadvantage that the dimension of the matrices needing to be
diagonalized scales exponentially with system size. Since the Hamiltonian (1)
conserves the total number of particles, we work with a fixed number of particles
N = L/3, reducing the dimensionality of our problem from 2L to
(
L
N
)
. To further
reduce the dimensionality of the matrices to be diagonalized, we consider systems
with periodic boundary conditions and no external potential (Vext = 0). Then, by
using translational symmetry, we can block-diagonalize the Hamiltonian, with the
size of each momentum block being ∼ 1/L the size of the original matrix. All
momentum sectors, the dimensions of which are shown in the table below [34],
are diagonalized. They are all used to construct the microcanonical and canonical
ensembles.
Dimension of all momentum sectors (k = 2πκ/L)
L = 18 κ = 0, 6 κ = 1, 5, 7 κ = 2, 4, 8 κ = 3, 9
dimension 1038 1026 1035 1028
L = 21 κ = 0, 7 other κ’s
dimension 5538 5537
L = 24 κ = 0, 8 κ = 4, 12 κ = 2, 6, 10 odd κ’s
dimension 30667 30666 30664 30624
3 Results
We focus on the dynamics after a sudden quench. This means that we start with
some eigenstate of an initial Hamiltonian, which may not be the ground state, then
at t = 0 some parameter is changed and the system is allowed to evolve. Indepen-
dently of whether the Hamiltonian is integrable or not, one can always write the
initial state wavefunction |ψini〉 in the eigenstate basis of the final Hamiltonian, i.e.,
|ψini〉 =
∑
α Cα|Ψα〉 with Cα = 〈Ψα|ψini〉 and ˆH|Ψα〉 = Eα|Ψα〉. The dynamics of
the wave-function takes the form |ψ(t)〉 = e−i ˆHt/~|ψini〉 = ∑α e−iEα t/~Cα|Ψα〉 and the
expectation value of any observable ˆO can be written as 〈 ˆO(t)〉 ≡ 〈ψ(t)| ˆO|ψ(t)〉 =∑
α,β C∗αCβei(Eα−Eβ)tOαβ, where Oαβ = 〈Ψα| ˆO|Ψβ〉. If the spectrum is nondegenerate,
the infinite time average and the observable after relaxation is determined by
〈 ˆO〉 ≡ Odiag =
∑
α
|Cα|2Oαα. (14)
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This exact result can be thought as the prediction of a ‘diagonal ensemble,’ where
|Cα|2 is the weight of each state [26], and is different from any conventional en-
semble of statistical mechanics.
3.1 Integrable Case with V = J′ = V ′ = 0
Here, our set up is close in spirit to that of the experiment [8]. The initial state is
the ground state of a harmonic trap with a staggered potential and, at t = 0, we turn
off the staggered potential and allow the system to evolve in the presence of the
trap [12]. In addition to density profiles and n(k), we also study the occupation of
the natural orbitals, which are the eigenstates of the one-particle density matrix,
determined by the eigenvalue equation ∑Nk=1 ρ jkφηk = ληφηj . The lowest natural
orbital is also the most highly occupied.
Figure 1 depicts the evolution of the occupation of the zero-momentum state
n(k = 0) and the lowest natural orbital λ0 when, (i) the initial state has a half-filled
insulator in the center of the trap [Fig. 2(a)] and, (ii) two insulating shoulders
surround a central superfluid region [Fig. 2(d)]. In both cases, the two observables
undergo relaxation dynamics, which ultimately brings them to an almost time-
independent result. This shows that relaxation is not precluded by integrability,
and the question that remains to be answered is how to describe these observables
after relaxation. As seen in Fig. 1, they are clearly different from the predictions
of the grand-canonical ensemble (GE in the figures), which are obtained after
determining the temperature and chemical potential so that
E =
1
Z
Tr
{
ˆHe−( ˆH−µ ˆN)/kBT
}
, N =
1
Z
Tr
{
ˆNe−( ˆH−µ ˆN)/kBT
}
, (15)
where ˆN = ∑ j ˆb†j ˆb j, and E and N are the average energy and particle number in
the time evolving state, which are conserved during the evolution. We note that
for the system sizes considered, finite size effects are negligible.
The lack of relaxation to the thermal state may not be surprising consider-
ing that the system is integrable, and, hence, the existence of conserved quan-
tities may preclude thermalization. In Ref. [10], a generalization of the Gibbs
ensemble (GGE) was proposed in order to account for the conserved quantities
and still be able to statistically describe integrable systems. The density ma-
trix for the GGE was determined by maximizing the many-body Gibbs entropy
S = kBTr
[
ρˆc ln(1/ρˆc)] subject to the constraints imposed by all the integrals of
7
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Figure 1: Dynamics of n(k = 0) (top plots) and λ0 (bottom plots) after a staggered
potential is turned off in harmonically confined systems with 900 lattice sites and
a trap curvature V2 = 3 × 10−5J. t is given in units of ~/J, and the evolution starts
from the ground state in the presence of a staggered potential of strength 0.5J.
The number of particles is: (a) N = 200 and (b) N = 299. [The corresponding
initial density profiles can be seen in Figs. 2(a) and 2(d)]. The dashed-dotted lines
depict the results within the grand-canonical ensemble (GE), with (a) T = 0.31J
and (b) T = 0.33J, and the dashed lines the results within the generalized Gibbs
ensemble (GGE).
motion. The result reads
ρˆc =
1
Zc
e−
∑L
j=1 λ j ˆI j , Zc = Tr
{
e−
∑L
j=1 λ j ˆI j
}
(16)
where Zc is the generalized partition function, { ˆI j} is a full set of integrals of mo-
tion, and {λ j} are the Lagrange multipliers. The Lagrange multipliers are com-
puted using the expectation values of the full set of integrals of motion in the
initial state, i.e., 〈 ˆI j〉ini = Tr{ ˆI jρˆc}. For HCBs, which can be mapped to noninter-
acting fermions, a natural set of integrals of motion is provided by the projection
operators to the noninteracting single particle eigenstates { ˆI j} = {γˆ f†j γˆ
f
j }, where
{γˆ
f†
j } ({γˆ fj }) creates (annihilates) a single particle in an eigenstate of Eq. (4). The
resulting Lagrange multipliers read λ j = ln[(1 − 〈 ˆI j〉ini)/〈 ˆI j〉ini]. They allow one
to build the density matrix in Eq. (16) and to compute expectation values as was
described for the grand-canonical ensemble in Sec. 2.1.
Figure 1 shows that the GGE calculations for n(k = 0) and λ0 properly predict
the outcome of the relaxation dynamics. We have also computed the time aver-
age (between t = 5000~/J and 10000~/J) of the full density profiles, n(k), and
λη. They are shown in Fig. 2. There, the time averages are compared with the
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Figure 2: Initial state and time average values of: (a),(d) density profiles, (b),(e)
momentum distribution functions, and (c),(f) occupation of the lowest 100 natural
orbitals. The averages are computed between t = 5000~/J and t = 10000~/J
with measurements done in time intervals ∆t = 40~/J, and correspond to the
dynamics depicted in Fig. 1. The results of the time average are compared with
those obtained in the grand-canonical ensemble (GE) and the generalized Gibbs
ensemble (GGE) described in the text. The number of particles is N = 200 (a)–(c)
and N = 299 (d)–(f). In (a) and (d), for the initial state, the occupations plotted
are the averaged density per unit cell. Note that in the presence of the staggered
potential, the density exhibits large fluctuations from site to site. Flat regions of
the unit cell occupations correspond to insulating domains [12].
results for the initial state and with the predictions of the GE and the GGE. That
comparison clearly shows that, unlike the GE, the GGE is able to predict all those
single particle observables after relaxation. Note that, when written in the bosonic
language, the constraints lose the bilinear character they have in the fermionic
representation, i.e., the outcome of the GGE calculation is not at all trivial, as it
would be if done for noninteracting fermions. Recent numerical and analytical
studies have addressed various aspects of the GGE [10, 11, 12, 13, 14, 15, 16, 19],
while a microscopic understanding for the agreement between the predictions of
the GGE and the diagonal ensemble was presented in Ref. [23].
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3.2 Nonintegrable Case with Vext = 0
To study the effects of breaking integrability, we prepare an initial state that is an
eigenstate of a Hamiltonian (in the total momentum k = 0 sector) with Jini, Vini, J′,
V ′ and then quench the nearest-neighbor parameters to Jfin, Vfin without changing
J′, V ′. The same quench is repeated for different values of J′,V ′ as one departs
from J′ = V ′ = 0 [31]. To find whether the dynamics brings the observables to
the predictions of the diagonal ensemble (14), we calculate the normalized area
between the observables during the time evolution and their infinite time average,
i.e., δnk(t) = (∑k |n(k, t) − ndiag(k)|)/∑k ndiag(k). Similarly, we compute δNk for
the structure factor N(k), which is the Fourier transform of the density-density
correlations.
In Fig. 3, we show results for δnk and δNk vs t for three different quenches
and two system sizes. The time evolution is very similar in all cases, and is con-
sistent with a fast relaxation of both observables towards the diagonal ensemble
prediction (in a time scale t ∼ ~/J). The average differences after relaxation and
their fluctuations can be seen to decrease with increasing system size. From these
results, we infer that, for very large systems sizes, n(k) and N(k) should in general
0
0.1
δn
k 0.1
δN
kL=21
L=24
0
0.1
δn
k
0
0.1
δN
k
0 20 40 60 80 100t
0
0.1
δn
k
0 20 40 60 80 100t
0
0.1
δN
kJ’=V’=0
J’=V’=0.03
J’=V’=0.24
Figure 3: Evolution of δnk (left panels) and δNk (right panels) after a quench
from Jini = 0.5J, Vini = 2.0J to Jfin = J, Vfin = J, with J′ini = J′f in = J′ and
V ′ini = V ′f in = V
′
, for two system sizes. The initial state was selected within the
eigenstates with total momentum k = 0 such that after the quench the effective
temperature is T = 3.0 in all cases. Given the energy of the initial state E, T
follows from E = Z−1Tr{ ˆHe− ˆH/kBT }, where Z = Tr{e− ˆH/kBT }. The trace runs over
the full spectrum.
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Figure 4: (a) Differences between the predictions of the diagonal and microcanon-
ical ensembles (calculated as δnk and δNk in Fig. 3). Results are shown for T = 2.0
and T = 3.0. (b) n(k = 0) as a function of the energy for all the eigenstates of
the Hamiltonian (including all momentum sectors). (main panel) J = V = 1 and
J′ = V ′ = 0.24. (inset) J = V = 1 and J′ = V ′ = 0.03. The systems in (a) and (b)
have L = 24 and Nb = 8.
relax to exactly the predictions of Eq. (14) even if the system is very close or at
integrability.
We then say that thermalization takes place if the results of conventional statis-
tical ensembles and those of the diagonal ensemble are the same. In Fig. 4(a), we
compare the diagonal ensemble results with the predictions of the microcanonical
ensemble for our two observables of interest. Far from integrability the differ-
ences are small and decrease with increasing system size [31], i.e., thermalization
takes place. As one approaches integrability, the differences increase, signaling a
breakdown of thermalization in 1d.
Thermalization away from integrability, as well as its failure close to inte-
grability, can be understood in terms of the eigenstate thermalization hypothesis
(ETH) [26, 38, 39]. ETH states that, for generic systems, the fluctuations of eigen-
state expectation values of observables is small between eigenstates that are close
in energy, which implies that the microcanonical average is identical to the pre-
diction of each eigenstate, which is the same as saying that the eigenstates already
exhibit thermal behavior. If this holds, thermalization in an isolated quantum sys-
tem will follow for any distribution of |Cα|2 that is narrow enough in energy.
The main panel in Fig. 4(b) depicts n(k = 0) [similar results were obtained for
n(k , 0) and N(k)] in each eigenstate of the Hamiltonian when the system is far
from integrability. After a region of low energies where the eigenstate expectation
values exhibit large fluctuations, one can see another region where fluctuations are
11
small (presumably vanishing in the thermodynamic limit) and ETH holds. The
inset shows that for a system close to the integrable point, in which thermalization
is absent [Fig. 4(a)], the eigenstate-to-eigenstate fluctuations of n(k = 0) are very
large over the entire spectrum (they do not vanish in the thermodynamic limit) and
ETH does not hold.
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