The primal-dual column generation method (PDCGM) is a general-purpose column generation technique that relies on the primal-dual interior point method to solve the restricted master problems. The use of this interior point method variant allows to obtain suboptimal and well-centered dual solutions which naturally stabilizes the column generation. A reduction in the number of calls to the oracle and in the CPU times are typically observed when compared to the standard column generation, which relies on extreme optimal dual solutions. In this paper, we investigate the behaviour of the PDCGM when solving largescale convex optimization problems. We have selected applications that arise in important real-life contexts such as data analysis (multiple kernel learning problem), decision-making under uncertainty (two-stage stochastic programming problems) and telecommunication and transportation networks (multicommodity network flow problem). In the numerical experiments, we use publicly available benchmark instances to compare the performance of the PDCGM against state-of-the-art methods. The results suggest that the PDCGM offers an attractive alternative over specialized methods since it remains competitive in terms of number of iterations and CPU times.
Introduction
Column generation is an iterative oracle-based approach which has been widely used in the context of continuous as well as discrete optimization [13, 49] . In this method, an optimization problem with a huge number of variables is solved by means of a reduced version of it, the restricted master problem (RMP). At each iteration, the RMP is modified by the addition of columns which are generated by the oracle (or, pricing subproblem). To generate these columns, the oracle uses the dual solution of the RMP.
In the standard column generation, the dual solutions used in the oracle are extreme points of the dual feasible set of the RMP. However, large variations are typically observed between dual solutions of consecutive iterations, a behavior that may cause the slow convergence of the method. In addition, when active-set methods, such as the simplex method, are used to solve the RMP, degeneracy also adversely affects the performance of the column generation method. These drawbacks are also observed in the cutting plane method [41] , which is the dual counterpart of column generation. Several alternatives to overcome such weaknesses have been proposed in the literature. Some of them modify the RMP by adding penalty terms and/or constraints to it with the purpose of limiting the large variation of the dual solutions [13, 22, 50, 53] . Other strategies rely on naturally stable approaches to solve the RMP, such as interior point methods [29, 35, 51, 54] .
The primal-dual column generation method (PDCGM) [35] is a variant which relies on wellcentered and suboptimal dual solutions of the RMPs. To obtain such solutions, the method uses the primal-dual interior point algorithm [33] . The optimality tolerance used to solve the restricted master problems is loose during the first iterations and it is dynamically reduced as the method approaches optimality. This reduction guarantees that an optimal solution of the original problem is obtained at the end of the procedure. Encouraging computational results are reported in [35] regarding the use of the PDCGM to solve the relaxations of three widely studied mixed-integer programming problems, namely the cutting stock problem, the vehicle routing problem with time windows and the capacitated lot-sizing problem with setup times, after applying a Dantzig-Wolfe decomposition [18] to their standard compact formulations.
In this paper, we extend the computational study presented in [35] by analyzing the performance of the PDCGM applied to solve large-scale convex optimization problems. By large-scale problems we mean a formulation which challenges the current state-of-the-art implementations of optimization methods, due to a very large number of constraints and/or variables. Furthermore, we assume this formulation has a special structure which allows the use of a reformulation technique, such as the Dantzig-Wolfe decomposition. Hence, large-scale refers not only to size, but also structure. The problems we address arise in important real-life contexts such as data analysis, decision-making under uncertainty and telecommunication/transportation networks. It is worth noting that unlike the applications considered in [35] , in which the bottleneck is given by the oracle solution times, the applications we study in this paper allow large problems to be solved in practice.
The main contributions of this paper are the following. First, we review three applications which have gained a lot of attention in the optimization community in the past years and describe them in the column generation framework. Second, we study the behavior of the PDCGM to solve publicly available instances of these applications and compare its performance with stateof-the-art stabilized column generation/cutting plane methods. Third, we make our software available for any research use.
The remainder of this paper is organized as follows. In Section 2, we describe the decomposition principle and the column generation technique for different situations. In Section 3, we outline some stabilized column generation and cutting plane algorithms which have proven to be effective for the problems we deal with in this paper. In Sections 4, 5 and 6 we describe the multiple kernel learning (MKL), the two-stage stochastic programming (TSSP) and the multicommodity network flow (MCNF) problems, respectively. In every one of these sections, we present the problem formulation and derive the column generation components, namely the master problem and oracle. Then, we report on computational experiments comparing the performance of PDCGM with other state-of-the-art techniques. Finally, we summarize the main outcomes of this paper in Section 7.
Reformulations and the column generation method
Consider an optimization problem stated in the following form min c T x, s.t. Ax ≤ b, x ∈ X ⊆ R n ,
where c ∈ R n , A ∈ R m×n , b ∈ R m and X is a non-empty convex set. We assume that without the presence of the set of linking constraints Ax ≤ b, problem (1) would be easily solved by taking advantage of the structure of X . In several applications X can be decomposed as the Cartesian product X := X 1 × · · · × X |K| , in which the sets X k are independent from each other. Hence, the vector of unknowns x can be split into several vectors x k ∈ X k for every k ∈ K. Let P k and R k be the sets of indices of all the extreme points and extreme rays of X k , respectively. With this notation, we represent by x k p and x k r the extreme points and the extreme rays of X k , with p ∈ P k and r ∈ R k . Any point x k ∈ X k can be represented as a combination of these extreme points and extreme rays as follows
with the coefficients λ k p ≥ 0 and λ k r ≥ 0, for p ∈ P k and r ∈ R k . The Dantzig-Wolfe decomposition principle (DWD) [18] consists in using this relationship to rewrite the original variable vector x in problem (1) . Additionally, considering the partitions c = (c 1 , . . . , c |K| ) and A = (A 1 , . . . , A |K| ) which are induced by the structure of X , we define , c
k . By using this notation, we can rewrite (1) in the following equivalent form, known as the master problem (MP) formulation
Notice that the coefficients in (2) are now the decision variables in this model. Constraints (4) are called linking constraints as they correspond to the set of constraints Ax ≤ b in (1). The convexity constraints (5) ensure the convex combination required by (2), for each k ∈ K. For problems in which X is a discrete set, the relationship (2) should be added to the master formulation in order to guarantee it remains equivalent to (1) [49] . Since X is a continuous convex set in each of the applications we address in this paper, we can skip (2) in the master formulation. Nonetheless, the value of the optimal solution of (3)-(7), denoted by z MP , is the same as the optimal value of (1).
Column generation
The number of extreme points and extreme rays in the MP formulation (3)-(7) may be excessively large. Therefore, solving this problem by a direct approach is practically impossible. Moreover, in many occasions the extreme points and extreme rays which describe X are not available and have to be generated by a procedure which might be costly. Hence, we rely on the column generation technique [21, 27, 49] , which works as follows. We start by solving a restricted master problem (RMP), which has only a small subset of the columns of the MP. The dual solution of the RMP is then used in the oracle to generate one or more new extreme points or extreme rays, which lead to new extreme columns. Then, we add these new columns to the RMP and repeat the same steps until we can guarantee that the optimal solution of the MP has been found. The RMP has the same formulation as the MP, except that only a subset of extreme points and extreme rays are considered. In other words, the RMP is defined by the subsets
These subsets may change at every iteration of the column generation method by adding/removing extreme points and/or extreme rays. At any iteration of the column generation method, the corresponding RMP can be represented as
The value of a feasible solution of the RMP (z RMP ) provides an upper bound of the optimal value of the MP (z MP ), as this solution corresponds to a feasible solution of the MP in which all the components in P k \ P k and R k \ R k are equal to zero.
To verify if the current optimal solution of the RMP is also optimal for the MP, we use the dual solutions. Let u ∈ R m − and v ∈ R |K| represent the dual optimal solutions associated with constraints (9) and (10), respectively. The oracle checks the dual feasibility of these solutions in the MP by means of the reduced cost information. However, instead of calculating the reduced costs for every single column of the MP, the oracle solves a pricing subproblem of the type
for each k ∈ K. There are two possible cases: either subproblem (13) has a bounded optimal solution, or its solution is unbounded. In the first case, the optimal solution corresponds to an extreme point
be the reduced cost of the column which is generated by using x k p . If this reduced cost is negative, then p ∈ P k \ P k and x k p defines a new extreme column of the RMP, i.e., a column with the smallest negative reduced cost from the k-th subproblem. Hence, we must add this column to the RMP. On the other hand, if SP k (u) has an unbounded solution, then we take the direction of unboundedness as an extreme ray x k r for this problem. The reduced cost in this case is given by z
If this reduced cost is negative, x k r defines an extreme column which must be added to the RMP. By summing over all the negative reduced costs, we define the value of the oracle as
By using this value, we obtain the following relationship at any iteration of the column generation method
When z SP (u, v) = 0, dual feasibility has been achieved and hence the optimal solution of the RMP is also an optimal solution of the MP. The standard column generation based on extreme dual solutions as we have just described is known to be unstable in practice [49, 64] . Extreme points lead to two main drawbacks. The first one is the large oscillations of consecutive dual solutions at the beginning of the process, which is called the heading-in effect. This occurs because the RMP is typically a poor approximation of the MP in the first iterations. A second issue, the tailing-off effect, corresponds to the slow progress of the method close to termination due to degeneracy. These drawbacks may result in a considerable number of calls to the oracle, slowing down the column generation method (similar issues can be observed in a cutting plane context). Therefore, several stabilization techniques have been proposed to overcome these limitations. In Section 3, we address some of the techniques which have been successfully used within the applications we address in this paper.
Aggregated formulation
Formulation (3)- (7) is often called the disaggregated master problem, as any given column in that formulation corresponds to an extreme point or an extreme ray of only one set
Hence, the separability of the sets X k is reflected in the master problem formulation by means of the convexity constraints (5) . However, it may be interesting to carry out an aggregation of the columns in some situations, e.g. when the number |K| is too large so that the disaggregated formulation has a relatively large number of constraints and columns. In the aggregated formulation, we do not exploit the structure of X to rewrite the variable x in the original problem (1). More specifically, let P and R be the sets of indices of extreme points and extreme rays of X , respectively. Any given point x ∈ X can be written as the following combination
where x p and x r are extreme points and extreme rays of X . By replacing this relationship in problem (1) and using the notation c p := c T x p and a p := Ax p for every p ∈ P and c r := c T x r and a r := Ax r for every r ∈ R, we obtain the aggregated master problem formulation min λ p∈P
An interesting characteristic in the aggregated formulation, is that the extreme points and extreme rays can still be obtained in a decomposed way from each set X k , k ∈ K. Indeed, any extreme point of X can be written as a Cartesian product of extreme points from each X k . Hence, in the column generation method we can solve each subproblem separately and then aggregate the corresponding columns before adding them to the aggregated RMP. As described in Section 5, we use an aggregated master problem formulation for the two-stage stochastic programming problem, as the structure of X induces one subproblem for each scenario in the column generation method. For instances with a large number of scenarios, solving a disaggregated master problem formulation is typically prohibitive in practice.
Generalized decomposition for convex programming problems
As pointed out in [25, 26] the principles of DWD are based on a more general concept known as inner linearization. An inner linearization approximates a convex function by its epigraph so its value at a given point is not underestimated. Similarly, it can be used to approximate a convex set so the approximation does not include points outside the set. Note that in general, any point inside a convex set provides an element of the base to construct an inner approximation of the set (not only extreme points). Therefore, DWD is not restricted to linear programming problems. In fact, it can be applied to problems with convex functions and convex sets [16, Ch. 24] .
Let us consider a convex optimization problem defined as follows
in which f : X → R and F : X → R m are convex functions which are continuous in X . For simplicity, let us assume that X is a bounded set and that we have a fine base (x 1 , x 2 , . . . , x |Q| ) ∈ X [25, 26] . Hence, for an appropriate base, a point x ∈ X can be written as a convex combination of points in X as x = q∈Q λ q x q , with
Since the function f in problem (22) is convex, the following relationship must be satisfied for any
The right-hand side of (24) is an inner linearization of f (x), which can be used to describe f (x) as closely as desired. As long as we choose the base appropriately, this approximation does not underestimate the value of f (x). The same idea applies to F (x). By denoting f q = f (x q ) and F q = F (x q ), q ∈ Q, we could approximate problem (22) as closely as required [25, 26] with the following linear master problem
Since the cardinality of Q is typically large, we use the column generation method to solve (25)- (28) . In a given iteration of the method, let u ∈ R m − and v ∈ R be the dual optimal solutions associated with constraints (26) and (27) , respectively. We use u to call the oracle, which is given by the following convex subproblem
The optimal solution of this subproblem results in a point of X which may not be extremal. Independently of being extremal or not, this solution leads to an extreme column of the master problem (25)- (28) if SP (u) − v < 0. The multiple kernel learning problem presented in Section 4 has a master problem formulation which is similar to (25) - (28) and hence we apply the ideas described above.
Stabilized column generation/cutting plane methods
There is a wide variety of stabilized variants of the column generation/cutting plane methods [4, 8, 22, 29, 35, 42, 46, 50, 53, 58, 66] . In this section we briefly present some methodologies which have proven to be very effective for the classes of problems addressed in this paper.
ACCPM
The analytic center cutting plane method (ACCPM) proposed in [29, 31] is an interior point approach that relies on central prices. This strategy calculates a dual point which is an approximate analytic center of the localization set associated with the current RMP. This localization set is given by the intersection of the dual space of the current RMP with the half-space provided by the best lower bound found so far. Relying on points in the proximity of the analytic center of the localization set usually prevents the unstable behavior between consecutive dual points and also contributes to the generation of fewer and deeper constraints. When solving convex optimization problems with nonlinear objective function, the ACCPM can take advantage of second order information to enhance its performance [6] . An interesting feature of this approach is given by its theoretical polynomial complexity [1, 30, 43] .
Bundle methods: Level set
Bundle methods [22, 38, 42] have become popular techniques to stabilize cutting plane methods. In general, these techniques stabilize the RMP via a proximity control function. There are different classes of bundle methods such as proximal [42] , trust region [59] and level set [46] , among others. They use a similar Euclidean-like prox-term to penalize any large deviation in the dual variables. The variants differ in the way they calculate the sequence of iterates. For instance, the level set bundle method is an iterative method which relies on piece-wise linear outer approximations of a convex function. At a given iteration, a level set is created using the best bound found by any of the proposed iterates and the best solution of the outer approximation. Then a linear convex combination is considered to create the level set bound. Finally, the next iterate is obtained by minimizing the prox-term function subject to the structural constraints and the level set bound constraint [46] .
PDCGM
The primal-dual column generation method (PDCGM) was originally proposed in [36] and further developed in [35] . A very recent attempt of combining this method in a branch-and-price framework to solve the vehicle routing problem with time windows can be found in [55] . Warmstarting techniques for this method have been proposed in [32, 34] . The method relies on suboptimal and well-centered RMP dual solutions with the aim of reducing the heading-in and tailing-off effects often observed in the standard column generation. Given a primal-dual feasible solution (λ,ũ,ṽ) of the RMP (8)- (12), which may have a non-zero distance to optimality, we can use it to obtain upper and lower bounds for the optimal value of the MP as follows
The solution (λ,ũ,ṽ) is called sub-optimal or ε-optimal solution, if it satisfies
for some tolerance ε > 0. Additionally, the primal-dual interior point method provides wellcentered dual solutions since it keeps the complementarity products of the primal-dual pairs in the proximity of the central path [33] . We say a point is well-centered if the following conditions are satisfied
where γ ∈ (0, 1) and µ is the barrier parameter used in the primal-dual interior point algorithm to define the central path [33] . The PDCGM dynamically adjusts the tolerance used to solve each restricted master problem so it does not stall. The tolerance used to solve the RMPs is loose at the beginning and is tightened as the column generation progresses to optimality. The method has a very simple description that makes it very attractive (see Algorithm 1).
Remark 1
The PDCGM converges to an optimal solution of the MP in a finite number of iterations. This has been shown in [35] based on the valid lower bound provided by an ε-optimal solution and the progress of the algorithm even if columns with nonnegative reduced costs are obtained.
Algorithm 1 The Primal-Dual Column Generation Method
find a well-centered ε-optimal solution (λ,ũ,ṽ) of the RMP; 3:
call the oracle with the query point (ũ,ṽ);
ε = min{ε max , gap/D}; 8: if (z SP (ũ,ṽ) < 0) then add the new columns to the RMP; 9: end while Remark 2 Since close-to-optimality solutions of RMPs are used there is no guarantee of monotonic decrease of the upper bound. Therefore, we update the upper bound using U B = min{U B, z UB (λ)}.
Remark 3
The only settings that the PDCGM requires are the degree of optimality denoted by D and the initial tolerance threshold ε max .
Having described the PDCGM and two of the most successful stabilization techniques used in column generation and cutting plane methods, we now describe three different applications and compare the efficiency of these methods on them.
Multiple kernel learning problem (MKL)
Kernel based methods are a class of algorithms that are widely used in data analysis. They compute the similarities between two examples x j and x i via the so-called kernel function κ(x j , x i ). Typically, the examples are mapped into a feature space by using a mapping function Φ, so that κ(x j , x i ) = Φ(x j ), Φ(x i ) . In practice, one kernel may not be enough to effectively describe the similarities between the data and therefore using multiple kernels provides a more accurate classification. However, this may be more costly in terms of CPU time. Several studies concerning different techniques to solve the multiple kernel learning problem (MKL) are available in the literature, such as [7, 44, 57, 61, 62, 67, 68] . For a thorough taxonomy, classification and comparison of different algorithms developed in this context, see [37] . In this paper, we are interested in solving a problem equivalent to the semi-infinite linear problem formulation proposed in [61] which follows developments in [7] and that can be solved by a column generation method. We have closely followed the developments of both papers, namely [7] and [61] , keeping a similar notation. In this section, we describe the single and multiple kernel learning problems in terms of their primal and dual formulations. Then, for the MKL, we derive the column generation components. Finally, we present two computational experiments with the PDCGM for solving publicly available instances and compare these results against several state-of-the-art methods.
Problem formulation
We focus on a particular case of kernel learning known as the support vector machine (SVM) with soft margin loss function [61] . As described in [65] , the SVM is a classifier proposed for binary classification problems and is based on the theory of structural risk minimization. The problem can be posed as finding a linear discriminant (hyperplane) with the maximum margin in a given feature space for n data samples (x i , y i ), where x i is the d-dimensional input vector (features) and y i ∈ {±1} is the binary class label. We start by describing the single kernel problem and then extend the formulations to the multiple kernel case. In SVM with a single kernel, the discriminant function has usually the following form
where w ∈ R s is the vector of weight coefficients, b ∈ R is the bias term and Φ : R d → R s is the function which maps the examples to the feature space of dimension s ∈ Z + . Hence, we use the sign of f w,b (x) to verify if an example x should be classified as either −1 or +1.
To obtain the vectors w and b which lead to the best linear discriminant, we can solve the following SVM problem with a single kernel min w,ξ,b
where N = {1, . . . , n}, C ∈ R is a penalty parameter associated with misclassification and ξ ∈ R n is the vector of variables which measure the error in the classifications. This formulation aims to maximize the normalized distance between the features of the training data sample and the discriminant function (first objective) and, at the same time, it aims to minimize the misclassification of the data sample (second objective). By associating the dual variable α ∈ R n + with (37), we obtain the following associated dual problem max α j∈N
Recall that we use κ(x j , x i ) = Φ(x j ), Φ(x i ) to denote the kernel function which maps
This function induces a n × n kernel matrix with entries κ(x j , x i ) for each i, j ∈ N . Following [61] , we only consider kernel functions which lead to positive semi-definite kernel matrices, so (39) - (41) is a convex quadratic programming problem. Notice that in an optimal solution α * of the dual problem (39)-(41), α * j > 0 means that the j-th constraint in (37) is active and, therefore, x j is a support vector.
For many applications and due to the nature of the data, a more flexible approach is to combine different kernels. MKL aims to optimize the kernel weights (β) while training the SVM. The benefit of using MKL is twofold. On the one hand, it finds the relevant features of a given kernel much like the single kernel learning context, and on the other hand, it leads to an improvement in the classification accuracy since more kernels can be considered. Similar to the single kernel SVM, the discriminant function can be described as
where K represents the set of kernels (each corresponding to a positive semi-definite matrix) with a different set of features and β k is the weight associated with kernel k ∈ K. We also have that β k ≥ 0 for every k ∈ K and k∈K β k = 1. Similar to the single kernel learning problem, w k and Φ k (x) are the weight vector and the feature map associated with kernel k ∈ K, respectively. The MKL problem was first formulated as a semi-definite programming problem in [44] . In [7] , the authors reformulated this problem as a second-order conic programming problem yielding a formulation which can be solved by sequential minimal optimization (SMO) techniques. Similar to the single kernel problem formulation (36)- (38) , the MKL primal problem for classification can be formulated as
where v k ∈ R s k and s k is the dimension of the feature space associated with kernel k and v k = β k w k , for every k ∈ K. As pointed out in [68] , the use of v instead of β and w (as in (42)) makes problem (43)- (45) convex. This problem can be interpreted as (i) finding a linear convex combination of kernels while (ii) maximizing the normalized distance between the features of the training data sample and the discriminant function and (iii) minimizing the misclassification of the data sample for each kernel function. Following [7] , we associate α ∈ R n + with constraint (44) so the dual formulation of (43)- (45) can be written as
where for every k ∈ K
Note that problem (46)- (48) is a quadratically constrained quadratic problem (QCQP) [48] .
Since the number of training examples and kernel matrices used in practice are typically large, it may become a very challenging large-scale problem. Nevertheless, this problem can be effectively solved if we use the inner linearization technique addressed in Section 2.3.
Decomposition and column generation formulation
In this section we derive the master problem formulation and the oracle which are associated with problem (46)- (48) . All the developments closely follow Section 2. Let P be the set of indices of points in the interior and boundaries of the set Γ. Since Γ is a bounded set, we can write any α ∈ Γ as a convex combination of the points α p , p ∈ P . We need extreme as well as interior points of Γ as S k (α) is a convex quadratic function and therefore an attractive α may lie in the interior of Γ. Using the developments presented in Section 2.3 the following master problem is associated with (46)- (48) min
Note that we have changed the direction of the optimization problem and now we minimize ρ (compare (46) with (51)). This change does not affect the column generation, but the value of the objective function will have the opposite sign. Also, observe that ρ ∈ R only appears in the master problem. It is worth mentioning that this master problem formulation is the dual of the semi-infinite linear problem presented in [61] . Due to the large number of possible points α p ∈ Γ, we rely on column generation to solve the MKL. The corresponding oracle is given by a single pricing subproblem. Let β ∈ R |K| + and θ ∈ R be the dual solutions associated with constraints (52) and (53), respectively. We always have β k ≥ 0 for all k ∈ K. In addition, from the dual of problem (51)- (54), we have that k∈K β k = 1. Indeed, it can be shown that the duals β k are the weights associated with the kernels in K [61] . The subproblem is defined as
This subproblem turns out to be of the same form as a single kernel problem such as (39)- (41), with κ(x j , x i ) = k∈K β k κ k (x j , x i ). Therefore, an SVM solver can be used to solve the subproblem. Finally, the value of the oracle is z SP (β, θ) := min{0; SP (β) − θ}, and an extreme column is obtained if z SP (β, θ) < 0.
Computational experiments
To evaluate the efficiency of the PDCGM for solving the MKL, we have carried out computational experiments using benchmarking instances from the UCI Machine Learning Repository data sets [24] . The pricing subproblem (55) is solved by a state-of-the-art machine learning toolbox, namely SHOGUN 2.0.0 [60] (http://www.shogun-toolbox.org/). The first set of experiments replicates the settings proposed in [57] . Hence, we have selected 3 polynomial kernels of degrees 1 to 3 and 10 Gaussian kernels with widths 2 −3 , 2 −2 , . . . , 2 6 . We have used these 13 kernels to generate 13(d + 1) kernel matrices by using all features and every single feature separately, where d is the number of features of the instance. We have selected 70% of the data as a training sample and normalised it to unit trace. The remaining data (i.e., 30%) is used for testing the accuracy of the approach. We have randomly generated 20 instances per data set. We have chosen C = 100 as penalty parameter and the algorithm stops when the relative duality gap drops below δ = 10 −2 (standard stopping criterion for this application). The degree of optimality was set to D = 10 and the initial RMP had only one column which was generated by solving problem (55) with equal weights (i.e., β k = 1 |K| ). A Linux PC with an Intel Core i5 2.3 GHz CPU and 4.0 GB of memory was used to run the experiments.
In Table 1 we compare the performance of the PDCGM with the performances of three other methods presented in [57] , namely:
• SILP: The Semi-infinite linear programming algorithm was proposed in [61] and it is a cutting plane method without stabilization which solves the dual of (51)-(54).
• simpleMKL: The simple subgradient descent method was proposed in [57] . The method solves problem (43)- (45) with a weighted l 2 -norm regularization and an extra constraint for the kernel weights. This constrained optimization problem is solved by a gradient method on the simplex. The simpleMKL updates the descent direction by looking for the maximum admissible step and only calculates the gradient of the objective function when the objective function stops decreasing.
• GD: This is the standard gradient descent method which solves the same constrained optimization problem as the simpleMKL. In this approach, a descent direction is recomputed every time the kernel weights are updated.
The first column in Table 1 provides the name, size of the training sample (n) and number of kernels (|K|) for each class of instances. For each method described in the second column, we show the average results over 20 randomly generated instances of the corresponding class. The first number represents the average while the second, the standard deviation. Columns 3 to 6 show the number of kernels with no vanishing values β at the optimal solution (# Kernel), the accuracy (Accuracy(%)), the CPU time in seconds (Time(s)) and the number of calls to the support vector machine solver (# SVM calls). From the results, we can observe that the PDCGM solves all the instances in less than 42 seconds on average. Also, it shows a variability of around 10% for the average time. Below the PDCGM results we have included the results presented in [57] for the same statistics. It is important to remark that the machine used in [57] is different from the one we have used in this study and therefore one should be cautious in drawing conclusions about the efficiency of the methods measured in CPU time. However, the results reported in the last column of Table 1 clearly demonstrate that the PDCGM requires fewer calls of the SVM solver than any of the other three methods. Particularly, if we compare the SILP and the PDCGM results, we can observe how much can be gained by using a natural stabilized column generation method over the unstabilized version. Also, the method shows to be as effective as the other methods since it provides a similar level of accuracy and number of kernels with non-vanishing weights required for all data sets. Finally, an important observation is that the simpleMKL can warmstart the SVM solver due to the small variation from iteration to iteration in the kernel weights and therefore an excessively large number of calls to the SVM solver does not translate into an excessively large CPU time [57] . The other three methods (SILP, GD and PDCGM) do not rely on this feature. In a second set of computational experiments, we have used the same database [24] to generate instances following the experiments presented in [67] . The only difference with the previous experiments is that we now use 50% of the data available as training sample and the other 50% for testing purposes. This second set of experiments allows us to compare our approach against the SILP and simpleMKL (already described) and the extended level method (LSM), a state-ofthe-art implementation to solve the MKL [67] . The LSM belongs to a family of bundle methods and it considers information of the gradients of all previous iterations (as the SILP) and computes the projection onto a level set as a way of regularizing the problem (as the simpleMKL). The results of the PDCGM and the results reported in [67] solving the MKL problem are presented in Table 2 .
In this case we have omitted the number of calls to the SVM solver since this information was not reported in [67] . Comparing Table 1 and Table 2 one can observe that for the same databases, namely ionosphere, pima, sonar and wpbc, the time and accuracy have decreased when considering 50% of training sample instead of 70%. These results are expected since the problem sizes are smaller when a 50% training sample is used. The PDCGM solves all the instances in less than 21 seconds on average showing again a small variability on this metric. We should be cautious when comparing CPU times since different machines were used to run the experiments in this study and in [67] . The results obtained with the PDCGM demonstrate that the method is reliable with a performance similar to the state-of-the-art solver, such as the LSM. Moreover, the performance of the PDCGM seems to be more stable than the other methods showing the smallest standard deviation on CPU times for every instance set considered. Similar to the previous results, and in terms of number of kernels with non-vanishing weights and accuracy, the PDCGM seems to be as effective as the SILP, simpleMKL and the LSM. In additional experiments, we have tested the performance of the PDCGM and the LSM (bundle method), leaving aside the influence of the SVM solvers. The LSM implementation uses the optimization toolbox MOSEK (http://www.mosek.com) to solve the auxiliary subproblems. As the results indicate, the PDCGM shows less variability than the LSM regarding the CPU time spent on solving the RMPs. In addition, the PDCGM bottleneck is in the SVM solver (solving the subproblem) unlike the LSM where the bottleneck is in building the cutting plane model and computing the projection onto the level set (solving the restricted master problem). Indeed, the experiments show that the time required by the PDCGM to solve the RMPs does not exceed 2% of the total CPU time on average. Therefore, combining the PDCGM with a more efficient and well-tuned SVM solver implementation may lead to large savings with respect to the state-of-the-art approaches.
Two-stage stochastic programming problem (TSSP)
The stochastic programming field has grown steadily in the last decades. Currently, stochastic programming problems can be used to formulate a wide range of applications which arise in real-life situations. For an introduction to stochastic programming we refer the interested reader to [12, 40] . The two-stage linear stochastic programming problem (TSSP) deals with uncertainty through the analysis of possible outcomes (scenarios). Several solution methodologies based on column generation and cutting plane methods have been proposed to deal with this class of problems [8, 11, 58, 63, 69] . The TSSP can be posed as two interconnected problems. One of them called the recourse problem containing only second-stage variables and the other one called the first-stage problem which takes into consideration information related to the recourse problem but only optimizes over the set of first stage variables.
The first-stage problem can be stated as
where c ∈ R n is the vector of cost coefficients, x ∈ R n is the vector of first-stage variables (which are scenario independent), ω ∈ Ω is the realization of a random event and Ω the set of possible events, A ∈ R m×n is a scenario independent matrix and b ∈ R n the corresponding right hand side. Additionally, E[Q(x, ω)] represents the expected cost of all possible outcomes, while Q(x, ω) is the optimal value of the second-stage problem defined by
where y is the vector of second-stage variables and W , T , h and q are matrices and vectors which depend on the realization of the random event ω.
Problem formulation
If we assume that set Ω is discrete and that every realization has a probability of occurrence associated with it, the TSSP problem can be stated as a deterministic equivalent problem (DEP) of the following form
x ≥ 0, (65)
where S is the set of possible scenarios and p i is the probability that scenario i occurs, with p i > 0 for every scenario i ∈ S. Also, q i ∈ Rñ is the column vector cost associated with the second-stage variables y i ∈ Rñ for every i ∈ S. For completeness we also define T i ∈ Rm ×n , W i ∈ Rm ×ñ and h i ∈ Rm for every i ∈ S. When modeling real-life situations, the DEP is a large-scale problem. Due to the structure of A, T i and W i , this formulation has an L-shaped form [63] and can be solved using Benders decomposition [9] , which can be seen as the dual counterpart of the DWD. Thus, to obtain a suitable structure for applying the DWD, we need to work on the dual of problem (62)-(66). By associating the vector of dual variables η ∈ R m to constraints (63) and θ i ∈ Rm to (64), for every i ∈ S, the dual of the DEP can be stated as
Note that in both problems, the primal and the dual, the number of constraints are proportional to the number of scenarios and therefore decomposition techniques are often used to solve them. The number of constraints of the dual (primal) problem is n+ñ|S| (m+m|S|). One may attempt to solve any of these problems directly with a simplex-type or interior point method; however, it has been shown that by using decomposition approaches one can solve very large problems whereas a direct method may fail due to the number of scenarios considered [63, 69] .
Decomposition and column generation formulation
The master problem associated with DEP formulation (67)- (69) is derived in this section. Also, we describe the subproblem which turns out to be the dual of the recourse problem (59)- (61) and decomposable by scenario. As in [69] , we are interested in the aggregated version of the master problem. The problem decomposes naturally in scenarios having (68) as the linking constraints. Let us define
and Θ = Θ 1 × Θ 2 × . . . × Θ |S| . Note the slight difference between (70) and the set defined by constraints (69) . This is similar to the substitution used in [17] where the dual variable associated with the constraint in (70) for a given scenario is divided by their corresponding probability, p i . We assume that (70) describes a non-empty convex polyhedra. Note that unlike the other two problems studied in this paper (i.e., MKL and MCNF), the set defined by (70) is not bounded and therefore we also need extreme rays to write an equivalent Dantzig-Wolfe reformulation.
Let P and R denote the index sets of extreme points and extreme rays of Θ, respectively. We can write any point θ ∈ Θ in terms of these extreme points and rays. Since we exploit the separability of Θ, we have θ = (θ 1 , θ 2 , . . . , θ |S| ), with θ i ∈ Θ i , i ∈ S. Hence, any extreme point (ray) of Θ corresponds to the Cartesian product of extreme points (rays) of each Θ i , i ∈ S, so we have
where λ p ≥ 0, ∀p ∈ P, λ r ≥ 0, ∀r ∈ R, and θ i p and θ i r represent extreme points and rays of set Θ i , i ∈ S, respectively. Therefore, the aggregated master problem associated with (67)- (69) is
This problem is similar to the one presented in [17] and has n + 1 constraints. Let x ∈ R n + and v ∈ R be the dual variables associated with constraints (72) and (73), respectively. We obtain |S| subproblems, where the i-th subproblem takes the form
This problem is the dual of (59)- (61). When solving (76) we can obtain: (a) an optimal bounded solution or (b) an unbounded solution. If all the subproblems lead to an optimal bounded solution, then we obtain an extreme point θ i p ∈ Rm from each subproblem SP i (x). In this case, the reduced cost of the aggregated extreme column is given by
Otherwise, let U ⊆ S be the subset of subproblems with unbounded solutions. For each i ∈ U we obtain an extreme ray θ i r ∈ Rm, so the aggregated extreme column is generated by using these extreme rays only. As a result, the reduced cost of the new column is given by
Computational experiments
In this section, we report the results of computational experiments in which we verify the performance of the PDCGM for solving the two-stage stochastic programming problem. We have selected the instances proposed in [3] and [39] , which have been widely used in the stochastic programming literature. All these instances are publicly available in the SMPS format [10] . Table 3 gives the basic information regarding each instance, namely the number of scenarios, the optimal value, and the numbers of columns and rows in the first-stage problem, in the secondstage problem and in the deterministic equivalent problem (DEP). Notice that the same instance name may lead to more than one instance by varying the number of scenarios. From the last two columns of the table, we see that instances with a large number of scenarios have very large-scale corresponding DEPs and hence some of them challenge the state-of-the-art implementations of simplex-type methods or interior point methods [69] . On the other hand, these instances can be effectively solved by using a decomposition technique.
In the computational experiments we apply the PDCGM to solve the aggregated master problem formulation (71)-(75), using one subproblem of type (76) for each scenario in the instance. The initial RMP is given by the columns we generate from the first-stage components of the optimal solution of the expected value problem [12] . In addition, to guarantee the feasibility of any RMP, we have added to it an artificial column with coefficient cost equal to 10 6 , in which the entry on the convexity constraint (73) is equal to 1 and the remaining entries are equal to 0. The optimality tolerance used to stop the column generation procedure was set to δ = 10
and the degree of optimality was set to D = 5.0. The experiments were run on a Linux PC with an Intel Core i7 2.8 GHz CPU and 8.0 GB of memory. To solve the subproblems we have used the solver IBM ILOG CPLEX v. 12.4 with its default settings. In Table 4 we present the results of the computational experiments. The first two columns give the problem name and the number of scenarios which are considered in the instance, respectively. Columns 3 and 4 show the number of outer iterations and the total CPU time (in seconds) to solve the instance by using the PDCGM. The last row in the table gives the total number of outer iterations and the total CPU time to solve all the instances. Notice that the PDCGM was able to solve all the instances in the set in less than 430 seconds, with the total number of outer iterations equal to 1762. The average CPU time was 5.7 seconds, and the largest CPU time was 81.05 seconds. The number of outer iterations to solve an instance was never larger than 70, and on average it was 23.5.
To verify the performance of the PDCGM in relation to other column generation/cutting plane approaches, we have added to Table 4 the results presented in [69] for the instances given in Table 3 . More specifically, we borrow from [69] the results which are reported for the standard Benders decomposition [9, 63] and the Level-set method [46] . From a column generation point of view, these two methods correspond to solving the aggregated master problem formulation (71)-(75) by the standard column generation and by a bundle-type method (a stabilized column generation variant), respectively. The number of outer iterations and CPU time (in seconds) for solving the instances by these two approaches are given in columns 5 to 8 of Table 4 . The remaining columns in the table show the relative performance of these methods in relation to PDCGM, i.e., the ratio between the values in columns 5 to 8 and the corresponding values in columns 3 and 4. We have taken the numbers exactly as they are presented in [69] . The authors have implemented the methods on top of the FortSP stochastic solver system [20] , a state-of-the-art solver for stochastic programming. Since a different computer has been used to run their experiments (Linux PC with an Intel Core i5 2.4 GHz CPU and 6.0 GB of memory), the conclusions about CPU time should be taken cautiously.
The results in Table 4 show that even though the standard column generation (Benders) had the smallest CPU times on instances with few scenarios, this method delivers the worst overall performance in relation to the PDCGM and the bundle-type method (Level). To solve all the instances, the standard approach required 1375 seconds and 3498 iterations, which is more than twice the figures obtained by the PDCGM. This is due to the good performance of the PDCGM and the bundle-type method on the instances with a large number of scenarios. The overall performance of these two approaches were comparable, but the bundle-type method had 16% more iterations and larger CPU times in total. In addition, the PDCGM had the best performance on the most difficult instances, namely 4-node and 4-node-base both with 32768 scenarios, and it could solve two instances much faster than the other approaches, namely phone and assets both with more than 32000 scenarios. Hence, the results indicate that the PDCGM had the best performance on the instances with the largest number of scenarios, an important feature in practice.
Multicommodity network flow problem (MCNF)
Multicommodity network flow problems (MCNF) have been widely studied in the literature and can be applied in contexts in which commodities (e.g., goods and data packages) must be transported through a network with limited capacity and arc costs [56] . The current real-life applications involve transportation as well as telecommunication networks with a large number of arcs and commodities. Hence they lead to very large-scale optimization problems which require efficient solution methods. Column generation approaches have been successfully used for solving this class of problems [5, 6, 28, 47] . In this section, we first describe the column generation formulation of the MCNF with linear objective costs. Then, we present the results of using the primal-dual column generation technique for solving large-scale instances, some of them taken from real-life applications.
Problem formulation
Consider a set K = {1, . . . , K} of commodities which must be routed through a given network represented by the set of nodes N = {1, . . . , n} and the set of arcs M = {1, . . . , m}. For each commodity k ∈ K there is a source node s k ∈ N and a sink node t k ∈ N , so that the total demand of the commodity (d k ) must be routed from s k to t k using one or more arcs of the underlying network. Let A be the n × m node-arc incidence matrix of the network determined by sets N and M. In order to associate the demand of each commodity k with all the nodes in the network, we define an n-vector b k as follows
Let x k ij be the decision variable that determines the flow of commodity k ∈ K assigned to arc (i, j) ∈ M. The total flow assigned to a given arc (i, j) ∈ M cannot exceed the maximum capacity C ij . In addition, there is a cost t ij that depends linearly on the total flow assigned to the arc. A compact formulation of the (linear) MCNF is given by
This formulation typically leads to a large-scale problem when modeling real-life situations with many commodities and arcs in the network, as the number of variables and constraints may become very large. Solving (77)-(80) by a linear optimization method may be prohibitive in practice, even for the current state-of-the-art solvers. Fortunately, the coefficient matrix of this formulation has a special structure that can be exploited to obtain a more efficient solution strategy.
In this paper, we focus on MCNF problems in which the costs in the network depend on the arcs only and the commodities compete equally for the capacity on the arcs. These problems are usually solved by approaches which are based on column generation procedures [5, 6, 47] .
As recognized in [5] , there is a different type of MCNF problems in which the costs depend additionally on the commodities assigned to the arc, and the commodities compete for mutual and/or individual capacities [14, 15, 23] . No paper in the MCNF literature deals with both types of problems simultaneously. two nodes can be very large. All instances are publicly available and can be downloaded from http://www.di.unipi.it/di/groups/optimize/Data/MMCF.html. The initial columns in the RMP were generated by using the solution we obtain from calling the oracle with u = 0. The tolerance of the column generation was set to δ = 10 −5 and the degree of optimality was set to D = 10. The experiments were run on a Linux PC with an Intel Core i7 2.8 GHz CPU and 8.0 GB of memory.
In practical MCNF problems, it is very likely that in the optimal solution only a small number of arcs will have full capacity usage. As a consequence, many of the arc capacity constraints (83) will be inactive at the optimum. If it was possible to identify these constraints before solving the problem, they could be discarded without changing the optimal solution. Since knowing the inactive constraints in advance is not possible in general, an active set strategy is used during the optimization process, in order to guess which arc capacity constraints should be classified as active. This idea has been successfully applied in the context of MCNF problems [5, 23, 52] and, hence, we have added this in our implementation as well. In the first RMP, we assume all the arc capacity constraints are inactive, i.e., they are excluded from the formulation. After each call to the oracle, we verify for each constraint, if the total flow on the corresponding arc violates its capacity. If so, the constraint is added to the active set and included in the formulation. An active constraint can also become inactive if the total flow on the corresponding arc is smaller than a fraction γ of the capacity of the arc. In the computational experiments presented below, we have adopted γ = 0.9.
In Table 5 , columns 1 to 4 show the name of the instances, the number of nodes (n), the number of arcs (m), and the number of commodities (K), respectively. Recall that the number of constraints in the RMP is m + K (disaggregated formulation). The results obtained by PDCGM are presented in the remaining columns. Column 5 shows the optimal value obtained with the optimality tolerance δ = 10 −5 . Columns 6 to 8 show, the percentage of arc capacity constraints which are active at optimum, the number of outer iterations (Outer) and the total CPU time in seconds for solving the problem (CPU), respectively. The last column gives the percentage of the total CPU time which was used to solve the oracle subproblems (%Or).
According to the results in Table 5 , the PDCGM was able to solve every instance in the planar set in less than 7103 seconds, and every instance in the grid set in less than 73 seconds. Most of the CPU time is spent on solving the RMPs, a typical behavior when disaggregated formulations are used for the MCNF [28] . The number of outer iterations was on average 22.4 for the planar instances and 20.1 for the grid instances. The number of active arcs was relatively small and never larger than 30% of the total number of arcs. To verify the performance of the PDCGM in relation to a state-of-the-art approach, we have selected one of the most efficient methods for solving the linear MCNF. In [5] , the authors use the analytic center cutting plane method (ACCPM) to solve the dual problem of an aggregated master problem formulation of the MCNF. In addition, they use an active set strategy and the elimination of columns. Table 6 shows the best results presented in [5] for solving the same instances described in Table 5 . The first column gives the name of the instances. Columns 2 to 5 show the percentage of arc capacity constraints which are active when the column generation terminates (%Act), the number of outer iterations (Outer), the total CPU time in seconds, and the percentage of the total CPU time that was spent in the oracle (%Or), respectively, as reported in [5] for the ACCPM-based approach. These results were obtained on a Linux PC with Intel Pentium IV 2.8 Ghz and 2 GB of RAM. Columns 6 to 9 show the ratios between the results presented in columns 2 to 5 and the corresponding results for PDCGM presented in Table 5 .
We would like to emphazise that these results are just indicative, as an aggregated formulation is used in [5] and the experiments were run on different machines. Table 6 has the only purpose of giving an idea of the overall performance of the PDCGM (with its best settings) in relation to the best results presented in the literature for the linear MCNF. It is clear from our experience that using a disaggregated approach reduces considerably the number of column generation iterations for the MCNF. As a consequence of this, a large reduction in CPU times can be observed for every instance. as bounded and unbounded subproblems. The computational experiments presented in this paper provide extensive evidence, and support our earlier findings [35, 55] , that the PDCGM is applicable in a general context of column generation and consistently displays good behaviour. The PDCGM is therefore and attractive alternative for solving a wide variety of problems. It is worth mentioning that the PDCGM software is freely available and can be downloaded at http://www.maths.ed.ac.uk/~gondzio/software/pdcgm.html. Further studies will involve extending the PDCGM to solve a wider range of optimization problems, including those which are defined by nonconvex functions. In addition, handling second-order oracle information, as in [6] , seems to be a promising avenue for future research for the PDCGM.
