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Resumen
Se ha realizado un estudio de la equivalencia entre las redes neuronales recurrentes y los autó-
matas finitos deterministas con el fin de proporcionar un mecanismo de interpretación para este tipo
de redes profundas. En primer lugar, se presenta un análisis empírico de la estabilidad y la capacidad
de generalización de una red recurrente cuando se inyecta ruido Gaussiano a las neuronas de la capa
oculta justo antes de aplicar la función de activación. Además, se demuestra que las redes entrenadas
en estas condiciones con lenguajes regulares se comportan como los autómatas finitos equivalentes.
En segundo lugar, se desarrolla una nueva arquitectura de red recurrente, la red Dual, que mejora
la generalización y la interpretabilidad utilizando dos rutas diferentes en el procesamiento de la infor-
mación. Por un lado, una capa recurrente se encarga de procesar las dependencias temporales en las
secuencias de entrada. Por otro lado, una capa densa combina la salida de la capa recurrente con la
información presente en la entrada para proporcionar la salida final de la red. En conjunto, la nueva ar-
quitectura Dual admite una interpretación como una máquina de Mealy. Los resultados obtenidos tanto
en problemas sintéticos como en problemas reales muestran, por un lado, que el reparto de la carga
de procesamiento de la información simplifica la complejidad de la capa recurrente y, por otro lado, que
la inyección de ruido mejora considerablemente la capacidad de generalización de la red y su posible
interpretabilidad, consiguiendo mejorar ligeramente el resultado de una LSTM estándar entrenada con
los mismos problemas.
Palabras clave





A study of the equivalence between recurrent neural networks and deterministic finite automata has
been carried out. First, an empirical analysis of the stability and generalization of a recurrent neural
network when noise is applied to the recurrent layer is presented, and it is shown that networks trained
on regular languages under these conditions behave as the equivalent Deterministic Finite Automaton.
Second, a new recurrent neural network architecture is developed, the Dual RNN, which improves
generalization and interpretability by using two different information processing paths. On the one hand,
a recurrent layer deals with the temporal dependencies present in the network’s input. On the other
hand, a dense feedforward layer combines the output of the recurrent layer with the input to obtain the
network’s output. This new Dual architecture admits an interpretation as a Mealy machine. The results
obtained with both synthetic and real problems show that the division of the processing simplifies the
complexity of the recurrent layer. Also, the noise injection considerably improves both the generalization
capacity and its interpretability, beating a standard LSTM trained on the same problems.
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La capacidad de entendimiento, comprensión y resolución de los problemas a los que uno se en-
frenta día a día es un ejercicio que, desde los orígenes de la informática y la ciencia de la computación,
se ha planteado como objetivo para definir la disciplina de la inteligencia artificial, que podría definirse
como la capacidad de un sistema para interpretar y aprender de un conjunto de datos externos. Hoy en
día, este paradigma multidisciplinar abarca una amplia gama de soluciones en las áreas de desarrollo
de software que requieren la comprensión y modelado, como son el aprendizaje automático, la minería
de datos, la robótica o las finanzas, entre muchas otras.
El aprendizaje automático, que es una de las disciplinas que mayor auge está teniendo en este siglo
de la digitalización, tiene como objetivo crear modelos abstractos capaces de extraer información de un
conjunto de datos de acuerdo a sus características. Aplicado a numerosos problemas de diferente en-
vergadura, tales como el aprendizaje de lenguajes formales [1–7], el procesamiento de imágenes [8,9],
o el procesamiento del lenguaje natural [10–12], el aprendizaje automático se ha vuelto esencial en
la ciencia de la computación y el desarrollo de software de nuestros días. Concretamente, las redes
neuronales artificiales, que no son más que uno de los múltiples modelos de esta disciplina, enca-
bezan la carrera de la investigación con un amplio abanico de posibilidades. Desde los orígenes de
esta alternativa en los años 40 con el perceptrón hasta las colosales redes profundas de hoy en día,
buscando imitar la capacidad cognitiva y las conexiones sinápticas del cerebro humano, estas redes
han sufrido épocas de decadencia y esplendor que, gracias al Big Data y la capacidad de computación
de la que se dispone hoy día, suponen una revolución tecnológica sin precedentes. Las redes neuro-
nales recurrentes y el aprendizaje profundo definen el camino hacia el futuro, donde, cada vez más, la
inteligencia artificial cobra un mayor protagonismo.
Una red neuronal recurrente (RNN) es un tipo de red neuronal artificial cuya arquitectura está es-
pecialmente diseñada para modelar datos con una estructura temporal, ya que introduce una conexión
recurrente en la que el estado interno de la red depende tanto de la entrada actual como de su estado
previo. Esta sencilla, pero interesante idea, desarrollada en los años 90 [13], ha resultado ser de vital
importancia para procesar datos secuenciales con una relación temporal, como es el reconocimien-




Es posible demostrar que una RNN es un modelo Turing-completo [16], por lo que, desde sus co-
mienzos, se ha buscado la equivalencia entre estas redes y los autómatas que reconocen los lenguajes
formales. En particular, si una red es entrenada para identificar un lenguaje regular, esta debería ser
equivalente al autómata finito determinista que lo identifica [17]. Desde el inicio de esta idea en los
90 [4], son muchos los autores que han estudiado el paralelismo entre ambos modelos y la habilidad
de las RNNs para aprender lenguajes formales [18]. Además, en los últimos años, con la entrada en
escena de las redes neuronales con memoria aumentada [19–21], que buscan aproximar este tipo de
modelos al concepto abstracto de la máquina de Turing utilizando algún mecanismo de memoria, se
ha dado un paso más en esta búsqueda.
En esta línea de investigación, en este trabajo de fin de máster se pretende explorar la capacidad
de interpretación de las RNNs buscando la equivalencia con los autómatas finitos deterministas. Con
este objetivo, se ha profundizado en dos áreas ligeramente diferentes: en primer lugar, se ha explorado
el modelo de la red de Elman [13] con ciertas modificaciones [7] con el objetivo de analizar la estabi-
lidad que el ruido inyectado en la función de activación provoca en el modelo. Si la red encuentra una
estabilidad en su espacio interno de estados, es posible afirmar que la red es equivalente al autómata
finito correspondiente y, por tanto, queda clara la interpretación directa del modelo. Por otro lado, en
este trabajo se ha desarrollado la arquitectura de la red recurrente Dual, una RNN basada en las mo-
dificaciones de la red de Elman que, de forma ingeniosa, separa el procesamiento de la información
temporal de una secuencia del resto del proceso. Esta estrategia parece beneficiar no solo el aprendi-
zaje del modelo, sino también su interpretabilidad y su simplicidad. Desde un punto de vista abstracto,
esta arquitectura provoca que la respuesta del modelo dependa tanto de su estado interno como de la
entrada en un instante de tiempo determinado, simulando el comportamiento lógico de una máquina
de Mealy, por lo que su interpretabilidad vuelve a ser clara. Siguiendo estas dos aproximaciones, los
objetivos de este trabajo son los siguientes:
• Estudiar y analizar el comportamiento del ruido y la estabilidad que este proporciona al
modelo de la red de Elman modificada, buscando una equivalencia con un autómata finito
determinista.
• Estudiar y analizar en profundidad la red Dual y su interpretabilidad en diferentes problemas,
buscando la equivalencia con una máquina de Mealy. Concretamente se probará con los
problemas siguientes:
◦ Lenguajes regulares sencillos
◦ Suma de dos sumandos en diferentes bases
◦ Generación de expresiones algebraicas con profundidad de paréntesis máxima
fija
◦ Procesamiento de lenguaje natural: generación de texto y análisis de sentimiento
• Comparar los resultados obtenidos de ambos modelos con el modelo estándar LSTM.
2 Estudio de una Red Neuronal Recurrente Dual aplicada a la generación de secuencias
Este documento está dividido en cinco capítulos además de esta introdución: en el capítulo 2 se
definen los conceptos básicos que deben conocerse antes de comenzar con el contenido del trabajo.
En el capítulo 3 se presenta el estado de la cuestión sobre el campo de investigación del aprendizaje
automático y el procesamiento del lenguaje natural. En el capítulo 4 se describen los conjuntos de datos
utilizados y el diseño de las redes desarrolladas. Por último, antes de dar paso a las conclusiones, en
el capítulo 5 se presenta el análisis y los resultados obtenidos a lo largo del desarrollo del proyecto.
Adicionalmente, se incluyen apéndices con la implementación de la red de Elman modificada en Keras
[22] (apéndice A) y, por otro lado, algunos resultados que completan los experimentos (apéndices B, C
y D).
El transcurso de este proyecto ha brindado la posibilidad de enviar una contribución a una confe-
rencia internacional [23] con los resultados de esta investigación, concretamente aquellos relacionados
con la red Dual (ver sección 5.4). Además, se encuentran en fase de desarrollo otras dos contribucio-
nes [24,25] que detallan los resultados obtenidos con la estabilidad (sección 5.1) y el diseño de la red
dual (ver secciones 4.2.2 y 5.2).




En este apartado se introducen una serie de conceptos básicos que el lector debe conocer antes
de comenzar con el contenido de este documento. Con este objetivo, este capítulo se divide en las
siguientes secciones: en la sección 2.1 se describen las clases de lenguajes formales que van a ser
referenciadas a lo largo del texto: los lenguajes regulares (sección 2.1.1), los lenguajes independientes
de contexto (sección 2.1.2) y los lenguajes recursivamente enumerables (sección 2.1.3). En la sección
2.2 se describe conceptualmente el aprendizaje automático y se introducen las redes neuronales ar-
tificiales (sección 2.2.1). Por último, en la sección 2.3 se detalla el concepto de aprendizaje profundo
y se definen tanto las redes neuronales recurrentes (sección 2.3.1) como las redes neuronales con
memoria aumentada (sección 2.3.2), dos arquitecturas muy referenciadas a lo largo del texto.
2.1. Lenguajes formales
Un lenguaje formal se define como un conjunto de cadenas generadas a partir de una gramática
formalmente especificada. Una gramática formal [26] es una cuádrupla G = (N,Σ, P,A) donde N es
un conjunto de símbolos no terminales, es decir, se pueden sustituir con una regla de producción y se
suelen representar en mayúsculas; Σ es el alfabeto, símbolos finales que no pueden ser sustituidos que
se suelen representar en minúsculas; P es un conjunto de producciones o reglas de transformación; y
A ∈ N es el axioma, es decir, el símbolo raíz o inicial. Las reglas de producción P determinan cómo
transformar el axioma A en una cadena del lenguaje formada exclusivamente por símbolos terminales.
Chomsky [27] define una serie de tipos de gramática, donde sus diferencias se encuentran en las
restricciones que tienen sus producciones. Cada uno de los tipos de gramática es equivalente a un
autómata que lo reconoce, es decir, dicho modelo es capaz de identificar cadenas pertenecientes al
lenguaje generado por la gramática. Los tipos de gramática de Chomsky se introducen a continuación:
• Tipo-3: Este tipo de gramáticas genera los lenguajes regulares, que son el conjunto de
lenguajes formales más restrictivos de acuerdo a la jerarquía de Chomsky [27]. Esta clase de
lenguajes puede ser identificada por un autómata finito (sección 2.1.1). En estos lenguajes,
el lado izquierdo de una producción debe contener un símbolo no terminal, mientras que el
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lado derecho puede contener símbolos terminales y como mucho un símbolo no terminal.
Si los símbolos terminales aparecen siempre al inicio se denomina gramática regular lineal
izquierda, mientras que si los símbolos terminales aparecen siempre al final se denomina
gramática regular lineal derecha.
• Tipo-2: Genera los lenguajes independientes de contexto. Este tipo de lenguajes son reco-
nocidos por los autómatas a pila (sección 2.1.2). En estos lenguajes se suprime la restricción
de linealidad, es decir, el lado derecho de una producción puede contener símbolos termina-
les y no terminales sin ninguna condición adicional.
• Tipo-1: Este tipo de gramáticas genera los lenguajes dependientes de contexto. Este tipo
de gramáticas componen todos los lenguajes que pueden ser reconocidos por un autóma-
ta linealmente acotado [26], una forma restrictiva de una máquina de Turing. Este tipo de
lenguajes no va a ser estudiado en este documento.
• Tipo-0: Incluye todas las gramáticas formales. Generan exactamente todos los lenguajes
que pueden ser reconocidos por una máquina de Turing (sección 2.1.3). Estos lenguajes se
conocen también como lenguajes recursivamente enumerables.
2.1.1. Lenguajes regulares: autómatas Finitos
Los lenguajes regulares son el conjunto de lenguajes formales más restrictivos según la jerarquía
de Chomsky [27] y se describen mediante las gramáticas regulares, o de tipo-3. Estas gramáticas o
bien son lineales por la derecha (los símbolos terminales aparecen siempre al final de la parte derecha
de la producción) o bien son lineales por la izquierda (los símbolos terminales aparecen al inicio de la
parte derecha de la producción). El lado izquierdo de una producción debe contener exclusivamente un
símbolo no terminal. Por otro lado, las expresiones regulares creadas por Stephen Kleene [28] son una
herramienta muy común para describir formalmente este tipo de lenguajes. Estas expresiones están
formadas por una secuencia de caracteres que constituyen el patrón de todas las cadenas que perte-
necen a un determinado lenguaje regular. Se muestra un ejemplo en la tabla 2.1, donde se introduce
el lenguaje que contiene todas las cadenas que comienzan con el símbolo b y terminan con el símbolo
a, lenguaje denominado de aquí en adelante como BxA.
Gramática regular Expresión regular
A→ bB b(a+b)*a
B→ bB | aB | a
Tabla 2.1: Descripción de un lenguaje regular con alfabeto Σ = {a, b} y su expresión regular equi-
valente. El símbolo | se utiliza como operador booleano OR en la gramática, mientras que en la
expresión regular equivalente, este operador se representa con el símbolo + y, por último, el símbo-
lo ∗ representa 0 o más repeticiones del símbolo o grupo al que aplica.
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2.1. Lenguajes formales
Las cadenas pertenecientes a un lenguaje regular pueden ser reproducidas a través de un autó-
mata finito. Este hecho implica que existe una equivalencia entre una gramática regular, su expresión
regular correspondiente y el autómata finito que la identifica [29]. Por definición, un autómata finito es
una quíntupla M = (Q,Σ, δ, q0, F ) donde Q es el conjunto de estados del autómata, Σ es el alfabeto,
δ : Q × Σ → Q es la función de transición, q0 ∈ Q es el estado inicial y F ⊆ Q es el conjunto de
estados de aceptación de cadena (estados finales). El funcionamiento de los autómatas se basa en
la función de transición δ, que dado un estado qactual y un símbolo del alfabeto, devuelve un estado
qsiguiente al que se transita con dicho símbolo. Si después de procesar una cadena completa w ∈ Σ∗ 1
el estado interno del autómata es un estado final qf ∈ F , entonces la cadena w pertenece al lenguaje
(cumple las producciones de la gramática formal).
La definición formal de un autómata finito determinista es equivalente a la descripción una máquina
de Moore [30], una máquina de estados que determina su salida solamente en base a su estado actual,
es decir, la aceptación está asociada al estado y solamente cambia cuando cambia el estado al llegar
el siguiente símbolo. Se muestra la máquina de Moore que resuelve el problema BxA en la figura
2.1(a). En este diagrama se define completamente la quíntupla del autómata: cada círculo identifica
cada uno de los estados de Q, las flechas entre los estados y los símbolos sobre ellas representan las
transiciones δ y el alfabeto Σ, el estado q0 es el que tiene una flecha inicial y los estados de aceptación
F son aquellos con doble círculo. Sin embargo, existe otro tipo de máquinas de estado equivalente:
la máquina de Mealy [31], donde la salida se determina a partir del estado actual y la entrada. Esta
máquina es capaz de generar salidas diferentes en un mismo estado. De esta forma, es común que
la máquina de Mealy sea más sencilla que su máquina de Moore equivalente, tal y como se muestra
en la figura 2.1(b). Nótese que en una máquina de Mealy no hay estados finales: la salida, que puede
ser 0 ó 1, donde 0 implica rechazar y 1 aceptar, viene dada por el estado y el símbolo de entrada del
modelo.
(a) Máquina de Moore (b) Máquina de Mealy
Figura 2.1: Diagrama de estados de Moore y Mealy equivalentes al lenguaje regular BxA
1La terminologı́a cierre estrella (Σ∗) representa la aparición de 0 o más sı́mbolos concatenados del conjunto al que aplica. En este caso concreto
representa cualquier posible cadena que se puede generar con los sı́mbolos del alfabeto. Este lenguaje (Σ∗) se denomina lenguaje universal sobre el
alfabeto.
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2.1.2. Lenguajes independientes de contexto: autómatas a pila
Los lenguajes independientes de contexto son el conjunto de lenguajes formales descritos por
las gramáticas de tipo-2 descritas por Chomsky [27]. En estos lenguajes se suprime la restricción
de linealidad de los lenguajes regulares, es decir, mientras que el lado izquierdo de una producción
mantiene un símbolo no terminal de la misma forma que los lenguajes regulares, el lado derecho puede
combinar símbolos terminales y no terminales sin ninguna condición adicional: V → w donde V ∈ N
y w ∈ (N ∪ Σ)∗. Se muestra en la tabla 2.2 un ejemplo de lenguaje independiente de contexto: el
lenguaje de todas las expresiones algebraicas, denominado expAlg.
Gramática independiente de contexto
S→ S O T | T
T→ N | (S)
O→ + | − | ∗ | /
Tabla 2.2: Ejemplo de la descripción del lenguaje independiente de contexto expAlg. Esta gramática
tiene como alfabeto Σ = {(, ),+,−, ∗, /,N}, donde N representa cualquier número. Se utiliza el
símbolo | como operador booleano OR.
Continuando con el ejemplo de las expresiones algebraicas, la no linealidad de la producción T→
(S) provoca que, si se intenta generar el autómata finito que identifica el problema, sea necesario un
autómata con infinito número de estados, ya que es necesario recordar la profundidad de apertura y
cierre de paréntesis. Cuando se abre un paréntesis, la profundidad aumenta y, en el caso de cierre,
disminuye. Por tanto, siguiendo con el ejemplo, una expresión algebraica estaría bien formada cuando
cumpla ciertas reglas que pueden definirse como un lenguaje regular y, además, cumpla que se abran
y cierren todos los paréntesis correctamente, como es el caso de la producción T → (S). La figura 2.2
muestra este concepto teórico.
Figura 2.2: Concepto de un autómata finito determinista con un número infinito de estados que
identificaría el problema expAlg, donde los estados cuadrados denominados “...” representan esa
recursión infinita de profundidad.
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2.1. Lenguajes formales
Los lenguajes independientes de contexto se identifican con un autómata a pila. Por definición, un
autómata a pila se define como una séptula M = (Q,Σ,Γ, δ, q0, Z, F ), donde Q es un conjunto finito
de estados, Σ es el alfabeto de entrada, Γ es el alfabeto de la pila, δ : Q × Σ × Γ → P (Q × Γ∗) es
la función de transición, q0 ∈ Q es el estado inicial, Z ∈ Γ es el símbolo inicial de la pila y F ⊆ Q es
el conjunto de estados de aceptación (estados finales). La interpretación de la función de transición es
la siguiente: Cuando el estado del autómata es q ∈ Q, el símbolo es a ∈ Σ y en la cima de la pila el
símbolo es b ∈ Γ, se transita al estado qsiguiente correspondiente y hay tres posibilidades con la pila:
(1) extraer de la cima de la pila un símbolo, (2) añadir a la cima uno o más símbolos o (3) dejar la pila
intacta 2. Se muestra en la figura 2.3 el autómata a pila que identifica el problema expAlg.
Figura 2.3: Autómata a pila que identifica el problema expAlg. En este autómata, el alfabeto es
Σ = {n, op, (, )}, donde n es cualquier número y op es cualquier operador; y Γ = {Z,A}, donde Z
es el símbolo inicial de la pila y A es un símbolo auxiliar. El símbolo λ representa la cadena vacía.
Las transiciones, entonces, se leerían de la siguiente manera: n/Z/Z representa que aparece un
número n en la entrada y hay una Z en la cima de la pila, por tanto dejo la pila como está, Z, y
transito al estado correspondiente. Otro ejemplo sería el siguiente: (/A/AA representa que aparece
un símbolo ( en la entrada y hay una A en la cima de la pila, por tanto añado otra A a la pila (AA) y
transito al estado correspondiente. Como se puede ver, en este caso la pila actúa como un contador
de paréntesis de apertura.
Para concluir, es un hecho que las gramáticas independientes de contexto permiten desarrollar la
mayoría de los lenguajes de programación, ya que su sintaxis se puede describir con estos lenguajes.
Además, la sintaxis de cualquier lenguaje natural se puede describir como un lenguaje independiente
de contexto. De hecho, podría decirse que cualquier lenguaje natural es un lenguaje independiente de
contexto con profundidad limitada [32] (en este caso, la profundidad se encuentra en la anidación de su-
bordinación). Usualmente se tiende a hablar con oraciones cortas o con pocas subordinadas anidadas,
por lo que, en cualquier caso práctico, se podría interpretar como un lenguaje regular extremadamente
complejo. Esta idea se utilizará más adelante en algunos experimentos de este documento.
2La mecánica exacta del autómata a pila consiste en extraer siempre un sı́mbolo, procesarlo e introducir un elemento de Γ∗.
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2.1.3. Lenguajes recursivamente enumerables: máquinas de Turing
Los lenguajes recursivamente enumerables incluyen todas las gramáticas formales. También se co-
nocen como lenguajes Turing-computables, precisamente porque son aquellos lenguajes que pueden
ser identificados por una máquina de Turing [33]. Todos los lenguajes regulares, independientes de
contexto, dependientes de contexto y recursivos son recursivamente enumerables.
Una máquina de Turing es un modelo que manipula símbolos sobre una cinta infinita de acuerdo
a una tabla de reglas. De esta forma, es posible simular la lógica de cualquier algoritmo o problema
computable. Formalmente, una máquina de Turing es una séptupla M = (Q,Σ,Γ, q0, b, F, δ), donde
Q es un conjunto finito de estados, Σ ⊂ Γ es el alfabeto de la entrada, Γ es el alfabeto de la cinta,
q0 ∈ Q es el estado inicial, b ∈ Γ es el símbolo denominado blanco, único símbolo que puede aparecer
un número infinito de veces en la cinta, F ⊆ Q es el conjunto de estados finales, y δ : Q × Γ →
Q× Γ× {L,R} es una función de transición, donde L es un movimiento a la izquierda en la cinta y R
es un movimiento a la derecha en la cinta.
Una definición informal describiría una máquina de Turing como una máquina de estados que con-
tiene una cinta de longitud infinita por ambos lados, dividida en celdas. Cada celda contiene un símbolo
del alfabeto Γ, incluido el símbolo b (blanco). Además, contiene un cabezal que puede leer y escribir
símbolos en la cinta y desplazarse una única celda a la izquierda o a la derecha en cada instante
de tiempo. Dado el estado actual y el símbolo leído sobre la cinta, se transita a un nuevo estado, se
escribe un nuevo símbolo en la cinta y se desplaza el cabezal. Aunque pueda parecer complejo, se
muestra en la figura 2.4 un ejemplo de una máquina de Turing que resuelve el problema BxA.
(a) Autómata de la máquina de Turing (b) Cinta de la máquina de Turing
Figura 2.4: Ejemplo sencillo de una máquina de Turing que resuelve el problema BxA. Como se
puede observar, la nomenclatura se asemeja a un autómata a pila. La cinta de longitud infinita tiene
blancos tanto a la derecha como a la izquierda. El cabezal de la cinta está apuntando al símbolo a.
10 Estudio de una Red Neuronal Recurrente Dual aplicada a la generación de secuencias
2.2. Aprendizaje automático
Con este diagrama se define completamente la máquina de Turing. Si la máquina estuviese en la
situación de la figura y se encontrase en el estado 2, debería seguir la transición a/a/+, que representa
lo siguiente: en la cinta hay un símbolo a, entonces lo sustituyo por un símbolo a, desplazo el cabezal
a la derecha (+) y transito al estado 3. Un detalle importante a tener en cuenta es que, a lo largo de
todo el documento, cuando se haga referencia a una máquina de Turing, se está referenciando una
máquina de Turing determinista: un modelo real que describe de forma lógica el funcionamiento de una
CPU y puede identificar cualquier gramática formal.
Aunque se aleja de lo que nos concierne en este trabajo, los lenguajes recursivamente enumerables
y las máquinas de Turing tienen un papel fundamental en la teoría de complejidad y ciencias de la
computación. En estas áreas de investigación son fundamentales los conceptos ideales de máquina
de Turing no determinista, es decir, máquinas de Turing con distintas alternativas simultáneas en un
estado concreto; y las clases de complejidad: los problemas P, NP y NP-completo [26].
2.2. Aprendizaje automático
El aprendizaje automático [34,35] es un campo de la ciencia de la computación y la inteligencia ar-
tificial [36] cuyo objetivo es crear modelos capaces de extraer información de un conjunto de datos de
acuerdo a sus características o atributos. Aquellos algoritmos que requieren que los datos hayan sido
previamente etiquetados para poder clasificarlos según dichos atributos forman parte del aprendizaje
supervisado. Si, además, los modelos generados dependen de ciertos parámetros que deben ser ajus-
tados durante el aprendizaje, se está haciendo referencia al aprendizaje paramétrico. Aunque existen
otras estrategias de aprendizaje, en este proyecto se trata, exclusivamente, el aprendizaje supervisado
y paramétrico utilizando redes neuronales.
Es un hábito común validar el modelo elegido utilizando una división del conjunto total de los datos
en dos subconjuntos disjuntos: el conjunto de entrenamiento y el conjunto de test. Se dice que un
modelo tiene la capacidad de generalizar cuando obtiene un resultado similar al entrenamiento cuando
se aplica el test. En caso contrario se estaría produciendo un sobreajuste a los datos de entrenamiento.
El proceso del aprendizaje automático consta de cuatro fases bien diferenciadas:
• La recolección de los datos para analizarlos y clasificarlos.
• La selección de los atributos y el modelo a utilizar.
• El entrenamiento del modelo, es decir, el ajuste paramétrico utilizando los datos del conjunto
de entrenamiento.
• La validación del modelo, de la que se pueden obtener dos resultados: o bien el entrena-
miento es correcto y el modelo es el adecuado, o bien el resultado no es el adecuado y se
precisa modificar alguno de los puntos anteriores.
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2.2.1. Redes neuronales artificiales
Una red neuronal artificial es un modelo de aprendizaje automático basado en un paradigma ins-
pirado en el funcionamiento biológico de las neuronas [37]. Una neurona artificial se define como una
unidad lógica que simula un punto de conexión en una red neuronal artificial. La neurona recibe in-
formación de otras neuronas de la red de forma controlada por los parámetros de la misma y tiene la
capacidad de propagar la información a aquellas neuronas con las que tiene conexión. La siguiente




wixi + b) (2.1)
donde xi representa cada uno de los estímulos de entrada, wi es el peso de la conexión entre xi
y la neurona, b es el sesgo (bias) de activación de la neurona y f es una función de activación no
lineal. Nótese que el argumento de la función f es completamente lineal, mientras que la función
introduce un alto grado de no-linealidad. Entrenar una red neuronal consiste en ajustar los parámetros,
es decir, los pesos de las conexiones entre las neuronas, para que el modelo aproxime su respuesta
a la salida esperada. Existen diferentes arquitecturas cuyo objetivo es definir las conexiones entre las
neuronas, pero la más utilizada es la distribución por capas en una red con propagación hacia adelante
(feedforward), donde cada capa está completamente conectada con la siguiente, tal y como se muestra
en la figura 2.5.
Figura 2.5: Red neuronal multicapa. Nótese que, aunque el diagrama tenga una úni-
ca neurona en la capa de salida, es posible diseñar redes multicapa con las neu-
ronas de salida necesarias. [Imagen creada por Gengiskanhg para Wikipedia. -
https://commons.wikimedia.org/wiki/File:RedNeuronalArtificial.png].
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En este tipo de redes, las neuronas se agrupan en una capa de entrada (input), una o varias
capas ocultas (hidden) y una capa de salida (output), donde cada capa puede estar compuesta por
un número diferente de neuronas. La propagación hacia adelante se observa en el hecho de que cada
capa solamente establece conexiones con su consecutiva. El proceso de ajuste de los parámetros
del modelo se realiza mediante un descenso por gradiente, cuyas ecuaciones dan lugar a la regla de
retropropagación [38].
2.3. Aprendizaje profundo
El aprendizaje profundo [39,40] es un subconjunto de las redes neuronales artificiales que intentan
modelar arquitecturas computacionales con múltiples transformaciones no lineales o iterativas. En otras
palabras, son aquellas redes con un elevado número de capas o que contienen algún tipo de conexión
recurrente que permita transmitir la información hacia atrás en el tiempo durante el entrenamiento. Hoy
en día, estos modelos están teniendo un gran protagonismo en problemas como la clasificación de
imágenes [8, 9], la generación de música [15], el reconocimiento de voz [14] o el procesamiento de
lenguaje natural [10–12].
2.3.1. Redes neuronales recurrentes
Una red neuronal recurrente (RNN) es un tipo de red neuronal multicapa donde el estado interno de
la red en un instante de tiempo ht depende tanto de la entrada de la red xt como de su estado anterior
ht−1. Este efecto se consigue gracias a una conexión recurrente, donde la salida de la capa oculta
conecta tanto con la capa siguiente como consigo misma. Gracias a esta conexión, conceptualmente se
puede afirmar que son un tipo de redes profundas con profundidad infinita. Se describe a continuación
la arquitectura clásica de la red neuronal de Elman [13], cuyas funciones de activación se describen
con las siguientes ecuaciones:
ht = f(Wxhxt +Whhht−1 + bh) (2.2a)
yt = f(Whyht + by) (2.2b)
donde xt, ht y yt representan los vectores de activación de las capas de entrada, recurrente y de
salida a tiempo t, respectivamente. El resto de los símbolos definen las matrices de pesos (Wxh, Whh
y Why), donde los subíndices representan que activación conectan; el vector de bías para cada capa
(bh y by) y la función de activación f . Nótese la recurrencia en la activación ht. Su valor depende del
estado previo ht−1 controlado por la matriz de pesos Whh. Este tipo de modelos retiene perfectamente
la información de una serie temporal, donde cada instante depende de los valores anteriores de dicha
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serie. Sin embargo, desarrollar el descenso por gradiente con longitud, a priori, ilimitada requiere de
alguna estrategia que haga posible el cálculo de los gradientes. Se muestra en la figura 2.6 un esquema
ilustrativo de las conexiones de la RNN y el concepto de despliegue (unfold) habitual que resuelve este
problema.
Figura 2.6: Ilustración del concepto de recurrencia en una RNN. [Imagen creada por François Delo-
che para Wikipedia - https://commons.wikimedia.org/wiki/File:Recurrent_neural_network_unfold.svg]
En la parte izquierda de la figura, esta arquitectura de red tiene una única capa oculta h donde
existe una conexión recurrente consigo misma, representado por la ecuación 2.2a. Por otro lado, se
representa en la parte derecha de la figura el concepto de despliegue, que permite comprender esta
arquitectura de red como una red neuronal multicapa con un número, a priori, infinito de capas inter-
medias. Es indispensable definir un límite de despliegue con el que establecer una longitud máxima de
dependencia temporal.
Este documento se basa en dos modelos que utilizan como base esta arquitectura (ver sección 4.2).
Sin embargo, existen otros modelos de redes neuronales recurrentes con arquitecturas más complejas,
como las RNNs de segundo orden [41, 42], las Long-Short Term Memory (LSTM) [43] o las Gated
Recurrent Unit (GRU) [11].
2.3.2. Redes neuronales con memoria aumentada
En los últimos años, continuando con la búsqueda del paralelismo entre las RNNs y los autómatas,
se ha dado un paso más para aproximarlas al concepto teórico de una máquina de Turing: las redes
neuronales con memoria aumentada (Memory Augmented Neural Networks) [19–21, 44, 45]. Estas
redes típicamente utilizan una red neuronal recurrente estándar, como una RNN de Elman o una LSTM,
a la que introducen algún tipo de mecanismo adicional, diferenciable, que actúa como memoria externa.
Estos mecanismos permiten al modelo proporcionar mejores resultados en aquellos problemas que
requieren un uso intensivo de la memoria. En estas situaciones, parece que la RNN se comporta como
la CPU del sistema.
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Uno de los mecanismos más interesantes es la Neural Turing Machine (NTM) [19, 45], que busca
simular directamente el mecanismo de una máquina de Turing, tal y como se muestra en la figura
2.7. Como se puede observar, la NTM tiene un controlador, típicamente una LSTM, que, a partir de
la entrada y la lectura en memoria, genera una escritura en memoria y la salida en cada instante de
tiempo. La complejidad del modelo se basa en los métodos de lectura y escritura en memoria.
Figura 2.7: Arquitectura de una Neural Turing Machine. Imagen extraída del artículo original [19].
Este modelo tan prometedor ha dado excelentes resultados en tareas como copiar secuencias u
ordenarlas. Sin embargo, aunque se sigue avanzando día a día, aún queda mucho por explorar con
las arquitecturas MANN. En este proyecto se ha desarrollado una RNN basada en este concepto de
memoria aumentada, donde la la capa recurrente de la red se encarga exclusivamente de procesar la
información temporal de una secuencia (ver sección 4.2.2).




Las técnicas de aprendizaje automático y, concretamente, las redes neuronales profundas se han
vuelto esenciales para una gran cantidad de aplicaciones, tales como clasificación de imágenes [8,9],
generación de música [15], reconocimiento de voz [14], o procesamiento de lenguaje natural [10–12],
entre muchas otras. Entrando en detalle, se ha demostrado que las redes neuronales recurrentes
(RNNs) son un modelo Turing-completo [16], es decir, estas redes tienen la capacidad de procesar
cualquier problema computable.
A lo largo de este capítulo se va a realizar un análisis del estado de la cuestión sobre este campo
de investigación. De esta manera, este capítulo se divide en tres secciones: en la primera sección (3.1)
se presenta un estudio sobre inferencia de gramáticas formales y aprendizaje de las mismas utilizando
RNNs. En la segunda sección (3.2) se hace una breve revisión del trabajo realizado en los últimos años
sobre el uso de las RNNs para problemas de predicción de series temporales, más concretamente
sobre generación de lenguaje natural. Por último, en la sección 3.3 se discute la interpretabilidad de
estos modelos.
3.1. Inferencia de gramáticas utilizando RNNs
Es posible demostrar que una RNN es un modelo Turing-completo [16], por lo que debe ser capaz
de aprender cualquier lenguaje formal. Desde el planteamiento de esta idea en los años 90 [4], se
ha estudiado en numerosas ocasiones la equivalencia entre estas redes y los modelos matemáticos
abstractos que identifican estos lenguajes. Bien es cierto que en este campo de investigación se ha
hecho hincapié en encontrar la equivalencia entre estas redes y los autómatas finitos a la hora de
identificar lenguajes regulares [1–3, 5–7, 46]. Tal y como afirma H. T. Siegelmann [17], si una RNN es
capaz de identificar un lenguaje regular, esta debería ser equivalente al autómata finito determinista
(AFD) que lo identifica.
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Siguiendo la revisión de H. Jacobsson realizada en 2005 [18], existe una abrumadora cantidad de
artículos en los que se busca esta equivalencia, entre los que se encuentra no solo la extracción de
reglas para transformar una RNN en un AFD, sino también otras técnicas como la clusterización [13,47]
o la proyección del espacio de estados interno [1, 3, 6, 7, 48], normalmente utilizando algoritmos de
reducción de dimensionalidad. Es interesante mencionar también una revisión reciente de Q. Wang
[49], donde expone sus resultados en esta materia utilizando RNNs de segundo orden.
El enfoque principal de la extracción de reglas gramaticales para inferir lenguajes utilizando RNNs
típicamente ha consistido en aplicar diversas técnicas de cuantización, que tratan de transformar el es-
pacio interno de estados de la red en un conjunto discreto de estados que corresponden a los estados
del AFD que se pretende extraer. Sin embargo, este hecho es un punto de conflicto en este campo
de investigación, ya que, tal y como indica J. F. Kolen [50], el mero hecho de transformar un sistema
continuo en discreto supone enfrentarse a un riesgo que puede provocar errores en la ejecución, ya
que supone, a priori, una incoherencia. Tal y como comenta Jacobsson en su revisión [18] y si se
realiza una comparativa con la inferencia clásica de gramáticas regulares [51], aunque los métodos de
inferencia de las RNNs son capaces de generar un AFD equivalente al lenguaje que se pretende inferir,
se ha demostrado empíricamente que estas redes presentan un problema de generalización cuando
se aplican a cadenas que son significativamente diferentes al conjunto de entrenamiento de la red, lo
cual refuerza la argumentación de Kolen [50].
Sin embargo, en este ámbito, ya que estas redes son capaces de aprender los casos habituales
y solo presentan problemas con cadenas poco frecuentes o muy diferentes a las vistas durante el
entrenamiento, son una herramienta aceptada por la comunidad científica como método de extracción
de reglas del lenguaje. Es más, en la mayoría de los casos las reglas extraídas generalizan mejor que
las propias RNNs [49].
3.2. Modelado de lenguaje natural
El procesamiento de lenguaje natural (NLP) es un campo de la ciencia de la computación, la inteli-
gencia artificial y la lingüística que estudia las interacciones entre la informática y el lenguaje humano.
En esta área de investigación, hay muchos enfoques por los cuales el NLP puede ser abordado: aná-
lisis y clasificación de diálogos, que es la tarea de clasificar un enunciado respecto a la función que
cumple en el diálogo [52], corrección gramatical de texto [53], análisis de sentimiento [54] o generación
de texto [55,56], entre otras.
El área principal que se abarca en este proyecto consiste en la predicción de series temporales.
Haciendo énfasis en la generación de texto, que se basa en la predicción del siguiente elemento de la
secuencia, este problema se divide en dos aproximaciones: (1) generación a nivel de palabra, donde
la red recibe como entrada los identificadores de cada palabra y debe predecir la siguiente, o (2)
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generación a nivel de carácter, donde la red recibe la entrada símbolo a símbolo y debe predecir el
siguiente. La función de coste utilizada en este tipo de problemas consiste en reducir un valor de
perplejidad (perplexity), utilizado en la generación a nivel de palabra, y el BPC (bit per character)
cuando se genera a nivel de carácter. Ambas métricas son pequeñas variaciones de la clásica cross-
entropy, tal y como se muestra en las siguientes ecuaciones:
perplexity = 2−crossEntropy (3.1a)










De esta manera, el estado del arte más actual se basa, mayoritariamente, en aplicar ciertas mo-
dificaciones sobre la clásica LSTM [43] para alcanzar resultados cada vez más extraordinarios. Ar-
quitecturas altamente complejas como la Mogrifier LSTM [55], la AWD-LSTM (ASGD Weight-Dropped
LSTM) [57] y sus variaciones AWD-LSTM-DOC [58] y AWD-LSTM-MoS [59], acompañadas de otras
estrategias complejas de regularización, han proporcionado resultados sorprendentes respecto a la
capacidad de aprendizaje de generación de texto. Todas las estrategias coinciden con el uso de la
evaluación dinámica [60], que consiste, básicamente, en que el modelo debe continuar aprendiendo
cuando se está evaluando, ya que, al procesar una secuencia λt+1, el modelo habrá observado la
secuencia completa hasta λt. Esta estrategia mejora considerablemente el resultado en validación y
test, por lo que se ha convertido en un estándar por parte de la comunidad científica.
3.3. Interpretabilidad
Las técnicas de aprendizaje profundo se han vuelto esenciales para una gran cantidad de aplica-
ciones. Sin embargo, incluso hoy en día, estos modelos profundos no han terminado de encontrar su
lugar en muchas aplicaciones comerciales debido a que aproximaciones más sencillas, como mode-
los lineales o árboles de decisión, proporcionan una mayor interpretabilidad [61]. Es por este motivo
que las técnicas de interpretación de estos modelos de aprendizaje profundo se han vuelto bastante
populares entre la comunidad científica.
En áreas como la clasificación de imágenes se utilizan técnicas de análisis de sensibilidad, es-
tudiando el gradiente de forma local para detectar máximas variaciones, o técnicas conocidas como
Backward propagation (Layer-wise Relevance Propagation [61]), donde, partiendo de la capa de sa-
lida, se transmite hacia atrás la relevancia que tiene la información de cada capa para determinar la
respuesta del modelo. Estos algoritmos, en definitiva, indican qué píxeles de la imagen son los que
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determinan con mayor relevancia la decisión de la red. Por otro lado, respecto al procesamiento de
secuencias, como música [62] o lenguaje natural [63] se han desarrollado nuevas técnicas de inter-
pretabilidad, donde se analiza la activación de la capa oculta frente al tiempo buscando neuronas que
identifiquen patrones con algún significado relevante.
Respecto al tema que concierne a este proyecto, no existe actualmente una interpretación que pue-
da demostrar que las RNNs estén implementando directamente un AFD. A. Karpathy [63] demuestra,
utilizando una LSTM, que estas redes son especialmente eficientes cuando tratan de generar lengua-
je natural y, además, analiza del comportamiento interno de la red demostrando que existen ciertas
neuronas fácilmente interpretables que tienen la capacidad de reconocer ciertos patrones en el pro-
blema. Además, se ha demostrado que introducir ciertas modificaciones durante el entrenamiento de
las RNNs [6,7] permite explorar su interpretabilidad cuando se enfrentan a aprender problemas regula-
res. La inferencia de gramáticas es, en definitiva, otra aproximación para interpretar el comportamiento
de una RNN, ya que, si es posible afirmar que una red es equivalente a un autómata, es posible ha-
cer una sustitución entre ambos modelos sin que se vea afectado el resultado final [16] y, por tanto,
directamente se podría analizar el comportamiento de la red.
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El objetivo de este proyecto consiste en explorar la interpretabilidad de las redes neuronales re-
currentes buscando una equivalencia directa con los autómatas finitos deterministas. Si es posible
encontrar una equivalencia clara entre ambos, la interpretación también queda resuelta. Después de
haber definido los conceptos básicos que el lector debe conocer (capítulo 2) y haber estudiado el
estado de la cuestión sobre el procesamiento de lenguaje natural y, de una forma más genérica, las
técnicas de visualización e interpretabilidad (capítulo 3), corresponde desarrollar la descripción de los
conjuntos de datos a utilizar (sección 4.1) y el diseño de las arquitecturas de RNNs implementadas
(sección 4.2).
4.1. Descripción de los datos
A lo largo del desarrollo de este proyecto ha surgido la necesidad de utilizar diferentes conjuntos
de datos para los experimentos que se han planteado. De esta forma, se ha generado un conjunto de
lenguajes regulares con los que comenzar la investigación, descrito en la sección 4.1.1. Además, como
alternativa a un problema de clasificación, se ha generado un dataset para predecir expresiones alge-
braicas bien formadas (sección 4.1.2). Por último, para aplicar los modelos estudiados a dos problemas
reales basados en el procesamiento de lenguaje natural, se han utilizado el texto completo del Quijote,
de Miguel de Cervantes, en español, la obra literaria más influyente del Siglo de Oro (sección 4.1.3) y
un conjunto de opiniones de usuarios sobre películas de la plataforma IMDB [64] (sección 4.1.4).
4.1.1. Lenguajes regulares
Lenguajes regulares sobre el alfabeto {a, b}
En este proyecto se han considerado los lenguajes regulares sobre el alfabeto {a, b} definidos en la
tabla 4.1, que incluye los siguientes problemas: dos problemas iniciales con los que se inició el trabajo
(Paridad y BxA ) y las bien conocidas Tomita Grammars [65], que son consideradas un estándar de
referencia respecto a la inferencia de lenguajes regulares.
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Nombre Lenguaje regular Expresión regular
Paridad Cadenas con paridad de a’s. b*(ab*ab*)*
BxA Cadenas que empiezan por b y terminan por a. b(a+b)*a
Tomita1 Cadenas con solo a’s. a*
Tomita2 Cadenas con solo secuencias de ab. (ab)*
Tomita3 Cadenas sin un número impar de a’s seguidas b*[aa(aa)*b*+a(aa)*bb(bb)*]*
por un número impar de b’s. (a+λ)
Tomita4 Cadenas con un número menor que 3 b’s (a+ba+bba)*(bb+b+λ)
consecutivas.
Tomita5 Cadenas de longitud par con un número par [aa+bb+(ab+ba)(aa+bb)*
de a’s. (ab+ba)]*
Tomita6 Cadenas con diferencia de a’s y b’s múltiplo [ba+(a+bb)(ab)*(b+aa)]*
de tres.
Tomita7 Cadenas con la forma X1Y1X2Y2 donde X1,2 b*a*b*a*
son dos subcadenas con solo b’s e Y1,2 son
dos subcadenas con solo a’s.
Tabla 4.1: Descripción de los lenguajes regulares utilizados en este trabajo. A las clásicas Tomita
Grammars [65] se añaden los problemas de Paridad y BxA.
Para tratar las cadenas del lenguaje como una serie temporal, las dos arquitecturas de red desarro-
lladas durante este trabajo, descritas en la sección 4.2, utilizan una arquitectura Many-to-Many, donde
un elemento de la serie en un instante determinado Xt da la respuesta correspondiente en ese instan-
te Yt. Por este motivo, se ha decidido introducir un símbolo de escape $ para identificar la separación
de cada cadena, por lo que puede interpretarse como el inicio (o final) de la cadena. La introducción
de este símbolo permite que la red sea capaz de procesar el conjunto de cadenas como una serie
temporal, sin interrupción y sin necesidad de establecer un tamaño máximo ni de reiniciar el estado de
la red con cada nueva cadena.
Para la generación de los conjuntos de entrenamiento y test se ha desarrollado un generador de
cadenas aleatorias con los símbolos del alfabeto, incluyendo el símbolo de escape, y las probabili-
dades de cada uno de los símbolos. La tabla 4.2 describe cada una de las configuraciones de los
conjuntos de entrenamiento y validación del modelo. Para ello, se han generado seis datasets que
serán empleados durante algunos experimentos: un conjunto de entrenamiento (train) que contiene
50.000 símbolos con la misma probabilidad de aparición de los símbolos a y b y varios conjuntos de
test con diferentes características: el conjunto big se ha generado con las mismas condiciones que
el conjunto de entrenamiento, excepto su longitud (100.000 símbolos). El conjunto long contiene úni-
camente 20.000 símbolos y tiene una menor probabilidad de aparición del símbolo $, lo que implica
que las cadenas sean más largas que en el conjunto de entrenamiento. Los conjuntos all as y all bs
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representan el mismo concepto pero con símbolos contrarios: ambos tienen 15.000 símbolos y una
elevada probabilidad de aparición del símbolo a o b, respectivamente. Por último, el conjunto mega,
que contiene 100 cadenas diferentes de longitud 1.000.000, tiene una probabilidad de aparición del
símbolo $ de 0. Este salto cuantitativo se utilizará para demostrar la capacidad de generalización de
las redes y su estabilidad.
Dataset chars a prob. b prob. $ prob. mean len min len max len
train 50.000 0,45 0,45 0,1 8,9 0 95
big 100.000 0,45 0,45 0,1 9,0 0 81
long 20.000 0,495 0,495 0,01 88,3 0 477
all as 15.000 0,98 0,01 0,01 113,5 0 566
all bs 15.000 0,01 0,98 0,01 95,8 0 475
mega 1.000.000 0,5 0,5 0 1M 1M 1M
Tabla 4.2: Descripción de los datasets utilizados para los lenguajes regulares sencillos descritos. Se
muestran las probabilidades de cada símbolo para cada configuración y el máximo, mínimo y media
de la longitud de las cadenas generadas.
Todos estos datasets se han generado de la siguiente manera: (1) un fichero de entrada con una
serie aleatoria con los símbolos a, b y $ con las probabilidades de la tabla 4.2 y (2) un fichero de salida
con la correspondiente respuesta del autómata finito determinista para cada instante de tiempo con
cada símbolo.
Suma en diferentes bases
El siguiente conjunto de lenguajes regulares consiste en el problema de la suma de dos sumandos
en diferentes bases (2, 4 y 10). En este caso, los lenguajes se han generado, por ejemplo, sobre
el alfabeto {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} en el caso de la suma en base 10. El símbolo de escape $
vuelve a jugar papel crucial al identificar la separación entre sumas. La generación de los conjuntos
de entrenamiento y test ha consistido en generar, de forma completamente aleatoria, dos conjuntos
de entrada X1 y X2 de longitud 200.000, con el que se identifican los dos sumandos; y un conjunto
de salida Y , del mismo tamaño, donde se imprime el resultado de la suma en ese instante de tiempo,
teniendo en cuenta el acarreo. De esta forma la red recibe dos dígitos como entrada para dar la suma
como resultado. Se muestra en la tabla 4.3 un ejemplo de los ficheros de entrada y salida con base
2. Cabe destacar que los dígitos han sido invertidos para que la cifra menos significativa sea el primer
dígito visto, de forma contraria a la representación tradicional.





Tabla 4.3: Ejemplo de los primeros 26 símbolos de los dos ficheros de entrada y el fichero de salida
para la suma en base 2. Los símbolos $ aparecen en los dos ficheros de entrada en los mismos
instantes de tiempo y la salida esperada en esos instantes es el acarreo del último dígito.
Este conjunto de problemas tiene la dificultad añadida de que cuanto mayor sea la base en la que
entrena a la red, mayor es la complejidad del modelo, ya que el número de neuronas de entrada se
define como la concatenación de dos vectores en formato One-hot representando cada uno de los
dígitos de entrada. También sucede que la complejidad del autómata finito que identifica el problema
aumenta cuanto mayor sea la base. El resultado del análisis de esta afirmación es crucial para entender
la principal diferencia entre las dos arquitecturas de red que se van a estudiar (ver sección 5.2.2).
4.1.2. Expresiones algebraicas
El siguiente problema cambia el planteamiento y se aproxima a los problemas reales que se tratan
en los siguientes experimentos. Este consiste en generar expresiones algebraicas. Las redes son en-
trenadas para predecir el siguiente símbolo en una expresión algebraica, incluyendo los operadores (∗,
/, + y −), paréntesis de apertura y cierre y los operandos, representados por el símbolo a. Se incluye,
como en los problemas anteriores, el símbolo $ como separador, lo que implica que la cadena genera-
da debe ser correcta. Uno podría argumentar con razón que el lenguaje que identifica las expresiones
algebraicas no es un lenguaje regular. Sin embargo, si se fija la profundidad máxima de paréntesis, es
decir, se limita en el conjunto de datos el nivel de apertura de paréntesis a un valor π, el lenguaje es
regular.
Como en el caso anterior, se ha desarrollado un generador de expresiones algebraicas aleatorias
que cumplen las reglas gramaticales descritas en la tabla 2.2. Siguiendo esta estrategia, los subcon-
juntos de entrenamiento y test se definen con una única cadena con 200.000 símbolos generados
aleatoriamente. Se muestra en la tabla 4.4 los primeros 156 símbolos del conjunto de entrenamiento.
Como se puede observar, cualquier cadena entre dos símbolos $ es una expresión aritmética válida




Tabla 4.4: Primeros 156 símbolos del conjunto de entrenamiento del problema de generación de
expresiones algebraicas.
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4.1. Descripción de los datos
En este problema se evalua el modelo entrenado midiendo la capacidad de generar expresiones
aritméticas correctas: (1) empezando por un símbolo $, la red genera 50.000 símbolos, (2) la cadena
completa se divide por el símbolo $ en las subcadenas correspondientes, (3) se comprueba, utilizando
las reglas gramaticales anteriores, si cada cadena es correcta y (4) se define el acierto del modelo
como el porcentaje de cadenas bien generadas. Se muestran en la tabla 4.5 algunos ejemplos, donde
solamente la última cadena es correcta. La primera está mal formada ya que hay dos operadores
contiguos. La segunda cadena falla ya que hay un paréntesis vacío y las dos siguientes cadenas fallan
ya que la profundidad de apertura y cierre de los paréntesis es errónea.
Ejemplo Test ¿Por qué?
a− ((a) + a) ∗ /a+ (a) × ∗/
(a+ ())− a ∗ (((a))) × ()
a− ((a)) + a)/a+ (a) × Depth = -1
((a(a)) + a ∗ a/((a)) × Depth = +1
((a(a)) + a ∗ a/((a)))
√
Tabla 4.5: Ejemplos de cadenas correctas o incorrectas generadas por una red entrenada para
generar expresiones algebraicas.
4.1.3. El Quijote
¿Quién no conoce las aventuras de la novela literaria más prestigiosa del Siglo de Oro español
e, incluso, de toda la literatura española? El Ingenioso Hidalgo Don Quijote de La Mancha, de Miguel
de Cervantes, será el punto de partida para poner a prueba las arquitecturas desarrolladas en el
procesamiento de lenguaje natural (NLP) y, más concretamente, la generación de texto en español. En
este problema, los caracteres se introducen en la red sin ningún tipo de preprocesado, exceptuando
la división en los conjuntos de entrenamiento (70 %), validación (15 %) y test (15 %). El modelo se
entrena para generar texto a nivel de caracter, es decir, intentar predecir el símbolo siguiente. La tabla
4.6 resume los conjuntos de datos utilizados, describiendo algunas de sus características, como el
número de caracteres, el número total de palabras o el número de palabras diferentes.
Dataset chars palabras palabras únicas
Entrenamiento 726.877 131.132 18.054
Validación 155.760 28.175 6.185
Test 155.760 27.712 6.162
Tabla 4.6: Descripción de los datasets utilizados para la generación de texto en español. Incluye la
longitud, el número total de palabras y el número de palabras diferentes en cada subconjunto.
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4.1.4. Opiniones de películas de IMDB
Este último conjunto de datos surge de una última aplicación de la red Dual, la segunda arquitectura
de red desarrollada en este proyecto (ver sección 4.2.2), donde se ha decicido utilizar el modelo para
aplicar Opinion Mining o, lo que es lo mismo, Sentiment Analysis, es decir, extraer a partir de un texto
u opinión, el valor de esa opinión (si es negativo o positivo). En este problema en concreto, la opinión
no es más que la puntuación que el usuario da a la película. Los datos de este conjunto consisten en
las páginas HTML en crudo de las opiniones de las películas visitadas por un crawler implementado en
la asignatura de Minería Web para extraer directamente las opiniones de la plataforma, por lo que se
requiere un preprocesamiento de los datos antes de realizar el análisis de sentimiento. En la tabla 4.7
se muestra un resumen descriptivo de los conjuntos de datos utilizados, donde se incluye el número
de opiniones, la longitud media de las opiniones tanto antes como después del preprocesamiento, el
número de términos tanto antes como después del preprocesamiento y la media de las puntuaciones.
Entrenamiento Test
# Opiniones 671 168
Longitud media antes 1546,26 1372,76
Longitud media después 129,91 113,33
# Términos antes 7021 5050
# Términos después 5242 4136
Puntuación media 8,48 8,10
Tabla 4.7: Descripción de los conjuntos de datos utilizados para aplicar análisis de sentimiento. Se
muestra el número de opiniones en cada dataset, la longitud media de las opiniones tanto antes
como después del preprocesamiento, el número de términos antes y después del procesamiento y
la puntuación media.
4.2. Modelos
Una vez se han definido los problemas que se han planteado a lo largo de este proyecto, junto a los
conjuntos de datos que se han utilizado, se van a describir los modelos que se han desarrollado. En la
sección 4.2.1 se describe una modificación de la red de Elman clásica [13] con ciertas modificaciones
y, por otro lado, en la sección 4.2.2, se desarrolla una nueva arquitectura, la red Dual, que surge de la
idea de combinar el modelo anterior con una capa feedforward adicional para simplificar la complejidad
de la capa recurrente, que actúa como un tipo de memoria externa de la red. Ambos modelos han
sido implementados con la librería Keras [22], una potente librería de Python basada en Tensorflow
enfocada al diseño de modelos de aprendizaje profundo, con el fin de poder extender el trabajo si fuese
necesario. El código de la implementación se puede encontrar en el apéndice A.
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4.2. Modelos
4.2.1. Red Neuronal Recurrente de Elman
La red de Elman [13] es la arquitectura de red neuronal recurrente más sencilla. Como se ha
descrito en la sección 2.3.1, esta añade una relación de dependencia temporal ya que introduce una
conexión recurrente en la capa intermedia. En trabajos previos [6, 7] se utiliza una variante de esta
red donde se introduce ruido en la función de activación, controlado por el estado interno del instante
anterior, regido por las ecuaciones siguientes:
ht = tanh(Wxhxt +Whhht−1 +Xν ◦ ht−1 + bh) (4.1a)
yt = σ(Whyht + by) (4.1b)
donde Xν es una variable Gaussiana centrada en 0 y con varianza ν. De esta manera se introduce un
ruido Gaussiano de forma proporcional al estado de la neurona en el instante de tiempo anterior ht−1.
El operador ◦ representa la multiplicación elemento a elemento. Este método permite al modelo intro-
ducir al mismo tiempo ruido y regularización sin que estos entren en conflicto. Durante el aprendizaje,
tanto el ruido como la regularización se pueden introducir de forma constante (el método tradicional)
o de forma adaptativa o incremental, es decir, a medida que aumentan las épocas durante el entrena-
miento, tanto el factor de ruido ν como el factor de regularización L1 aumentan, siguiendo la siguiente
ecuación:
ruido = min(ν,
epoca · pendiente · ν
max_epocas
) (4.2)
donde max_epocas es el número de épocas de entrenamiento. Es necesario definir una pendiente
para indicar la velocidad de crecimiento del ruido hasta llegar al máximo. Esta ecuación aplica de
forma equivalente a la regularización L1 adaptativa. De esta forma, en las primeras épocas tanto el
ruido como la regularización tienen poco peso en el coste final, perimitiendo al modelo aprender con
mayor facilidad.
4.2.2. Red Dual
Como se muestra en la sección 5.2.2, se ha comprobado que los modelos de redes recurrentes tie-
nen la particularidad de que necesitan mantener la información temporal que extraen de la secuencia
de entrada y, además, deben procesar esa información para dar la respuesta final. Este comportamien-
to implica que una única capa interna debe tener la capacidad tanto de recordar como de proporcionar
la respuesta del modelo, lo cual aumenta considerablemente su complejidad global y, por supuesto, su
posible interpretabilidad.
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La segunda arquitectura de red que se ha desarrollado en este proyecto, la cual se ha denominado
red Dual, surge de la idea de separar la información puramente temporal de la secuencia de entrada
del resto de la información, utilizando una capa recurrente e introduciendo una capa feedforward que
recibe como entrada la concatenación de la salida de esta capa recurrente con la entrada de la red en
el instante actual, tal y como se describe con las siguientes ecuaciones:
ht = tanh(Wxhxt +Whhht−1 +Xν ◦ ht−1 + bh) (4.3a)
ct = tanh(Wxcxt +Whcht + bc) (4.3b)
yt = σ(Wcyct + by) (4.3c)
Esta implementación, mostrada gráficamente en el diagrama 4.1, se basa en la idea descrita ante-
riormente, donde la capa recurrente aprende a solamente procesar la información que debe mantener
a lo largo del tiempo, actuando como una memoria interna, mientras que la capa feedforward recibe in-
formación de esa memoria y de la entrada en el instante actual para proporcionar la respuesta final del
modelo. Esta división de procesamiento motiva el nombre Dual del modelo. Las modificaciones des-
critas para el modelo anterior, donde se introduce un factor de ruido ν y regularización L1 adaptativos
también aplican en esta arquitectura Dual, ya que mantienen el mismo efecto.
Figura 4.1: Diagrama de la arquitectura de la red Dual.
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5
Desarrollo, análisis y resultados
Una vez se han descrito los objetivos, los conceptos básicos, el estado del arte y el diseño de
los modelos, el objetivo de este capítulo consiste en presentar el desarrollo de los experimentos y el
análisis de los resultados obtenidos a lo largo del proyecto. En general, se han realizado pruebas sobre
los modelos descritos en las secciones 4.2.1 y 4.2.2 y, en algunas ocasiones, se incorpora una LSTM
estándar con el fin de tener una referencia. Este capítulo se divide en las siguientes secciones: en
la sección 5.1 se lleva a cabo un análisis empírico de la estabilidad y la capacidad de generalización
de la Noisy Elman RNN. En la sección 5.2 se realiza un estudio completo de la nueva arquitectura
de red Dual, comparando los resultados con la Noisy Elman RNN y la LSTM. En la sección 5.3 se
introduce la entropía como métrica de interpretabilidad de un modelo. Por último, en la sección 5.4
se aplica el modelo Dual a dos problemas con mucha relevancia en el estado del arte actual sobre el
procesamiento de lenguaje natural: la generación de texto y el análisis de sentimiento.
5.1. Análisis de estabilidad
En este primer estudio se pretende demostrar la estabilidad de la red de Elman modificada al ser in-
terpretada como un autómata finito. Encontrar un modelo estable y robusto lleva intrínseco el concepto
de generalización, donde pequeñas variaciones en los datos de entrada no provocan, incluso a lo largo
del tiempo, cambios considerables en la respuesta final del modelo. De esta forma, teniendo en cuenta
esta consideración, el primer experimento consiste en realizar un estudio empírico de la estabilidad
de la red cuando se introduce una cierta cantidad de ruido en la función de activación, pretendiendo
comprender tanto su comportamiento como el resultado final que se alcanza. Siguiendo estos obje-
tivos, esta primera sección se divide en tres apartados: en la sección 5.1.1 se realiza un análisis del
efecto del ruido en la función de activación de la capa recurrente, justificando el comportamiento del
modelo. En la sección 5.1.2 se muestra una interpretación visual del espacio de estados interno del
modelo, mostrando la generación interna de clusters estables como si de estados finitos se tratase.
Por último, en la sección 5.1.3 se realiza un análisis de la estabilidad del modelo y de su capacidad de
generalización.
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5.1.1. Efecto del ruido
En el estado del arte del aprendizaje automático se ha demostrado que el ruido puede utilizarse
tanto como un factor de regularización [66, 67] como un método de escape de la zona de saturación
[68], lo que permite un mejor aprendizaje incluso utilizando funciones de activación cuya derivada es
0 en algún rango, como son las funciones hard-sigmoid, hard-tanh o relu. En esta sección se muestra
que la inyección de ruido puede incluso tener el efecto contrario y forzar a las neuronas a trabajar
en el régimen de saturación [6, 7]. Se muestra en la figura 5.1 el efecto que tiene introducir un ruido
Gaussiano en la pre-activación de una función tanh. Si una neurona con esta función de activación
necesita dar una respuesta estable, necesita desplazar su actividad a la zona de saturación, o dicho
de otro modo, moverse donde la pendiente tiene un valor cercano a 0.
(a) Efecto del ruido (b) Activación de neuronas
Figura 5.1: Efecto del ruido en un modelo con activación tanh. En la figura de la izquierda (5.1(a))
se muestra el efecto de introducir ruido en la pre-activación de una tanh. Se pretende ilustrar cómo,
mientras que en la región de saturación introducir ruido no perturba la salida, cuando la neurona
trabaja cerca de la región lineal, una pequeña cantidad de ruido en la entrada provoca grandes
diferencias en la salida. En la figura de la derecha (5.1(b)) se muestra un histograma de la activación
de una neurona, tanto cuando el ruido no se utiliza (arriba) como cuando se introduce ruido ν = 1,0
(abajo). Nótese la diferencia en la escala de los histogramas.
Sin embargo, es necesario tener otro factor en cuenta: si la red se entrena con regularización L1,
esta penalización y el ruido tienen efectos contrarios. Mientras que la regularización pretende reducir
los pesos a 0, cuya consecuencia directa es anular la activación, es decir, llevar a la neurona a su
activación de máxima pendiente, el ruido sigue el efecto contrario, es decir, pretende llevar a la neurona
a las zonas de saturación. Es por este motivo que la inyección de ruido en los modelos está controlada
por la activación de la neurona en el estado anterior ht−1, ya que cuando una neurona está regularizada
(ht−1 ≈ 0), el ruido es absolutamente contraproducente.
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En la figura 5.1(b), por otro lado, se muestra un histograma típico de la activación de una neurona
cuando un modelo se entrena sin ruido (histograma superior) o con ruido (histograma inferior) con el
fin de ilustrar este comportamiento. Como se puede observar, cuando no hay ruido, la activación a lo
largo del tiempo se distribuye en todo su rango de acción [-1, 1], mientras que cuando se introduce
una cantidad suficiente de ruido, la activación de la neurona está claramente saturada en los extremos.
Este comportamiento provoca que, en la mayoría de los casos, sea posible interpretar y analizar cada
una de las neuronas por separado o como un conjunto de neuronas binarias.
5.1.2. Espacio de estados binario
Los experimentos que se han realizado demuestran que entrenando una Noisy Elman RNN con los
parámetros de ruido y regularización apropiados, el modelo binariza completamente los estados inter-
nos independientemente del número de neuronas de la capa oculta y, además, la regularización anula
todas aquellas neuronas que son redundantes o innecesarias [6,7]. La red es entrenada para identificar
los problemas regulares sobre el alfabeto {a, b} descritos en la sección 4.1.1 y la suma en diferentes
bases para llevar a cabo un análisis empírico de la estabilidad y su interpretación. Los resultados que
se muestran a continuación obtienen un 100 % de acierto tanto en los conjuntos de entrenamiento
como los diferentes conjuntos de validación para todos los problemas. Las redes entrenadas tienen 20
unidades en la capa oculta y son entrenadas durante 500 épocas con un factor de aprendizaje l = 2,5
y clip c = 0,002 1 para minimizar la función de coste cross-entropy (ec. 3.1c) utilizando el descenso
por gradiente estándar. El factor de ruido constante es ν = 0,6 y el factor de regularización r = 0,0004,
también constante, se aplica exclusivamente a los pesos, no a los bias. Concretamente, se muestra
en la figura 5.2 un ejemplo de la activación de la capa oculta de dos modelos entrenados con los
problemas Tomita 3 y la suma en base 4, aunque es necesario mencionar que se ha observado un
comportamiento similar en el resto de problemas.
Como se puede observar, solamente un conjunto de las neuronas está activo (las neuronas {0, 2, 8,
15} en el caso del problema Tomita 3 y las neuronas {1, 5, 6, 7, 11, 14} en el caso del problema de la
suma en base 4) de forma completamente binarizada, mientras que el resto mantienen una activación
constante próxima a 0. En las gráficas de la derecha se utiliza el algoritmo PCA para extraer las dos
primeras componentes principales y proyectar el espacio interno de la red a dos dimensiones. En esta
proyección, se puede observar cómo el espacio de estados interno completo forma ciertos clusters (8
y 14 grupos, respectivamente) que corresponden a los diferentes vectores de activación únicos que
se forman en un instante de tiempo determinado, es decir, cada una de las columnas de la figura
izquierda.
1Utilizar un factor de clip consiste en limitar el gradiente para evitar que explote cuando se aplica un descenso por gradiente estándar.
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(a) Tomita 3
(b) Suma en base 4
Figura 5.2: A la izquierda de cada figura se muestra la activación de las 20 neuronas de la capa
oculta a lo largo de 60 unidades de tiempo (símbolos). A la derecha se muestra la proyección a
2 dimensiones de las dos componentes principales utilizando el algoritmo de PCA sobre 50.000 y
100.000 símbolos para los problemas mencionados, respectivamente. Es necesario destacar que los
puntos de la proyección PCA han sido expandidos con cierto ruido Gaussiano para que se visualice
con mayor claridad. La figura 5.2(a) muestra la activación de las neuronas y su proyección para el
problema Tomita 3, mientras que la figura 5.2(b) lo hace para el problema de la suma en base 4.
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Es importante destacar que, con el fin de visualizar fácilmente los clusters, se ha sumado un ruido
Gaussiano para aumentar el tamaño de los clusters que se observan en la figura. Sin embargo, la
transformación a 2 dimensiones genera exclusivamente los centros de cada cluster, lo que nos indica
la discretización del conjunto de validación completo, que en el caso del problema Tomita 3 contiene
50.000 estados y en el caso de la suma en base 4, 100.000.
Por otro lado, el análisis y la visualización de los pesos es otro método para comprender el com-
portamiento de una red neuronal. Solamente los pesos que interactúan con aquellas neuronas activas
(no regularizadas) son distintos de 0, tal y como se expone en la figura 5.3, donde se muestran en un
diagrama en escala de color las matrices de pesos de las capas de entrada a la capa recurrente Wxh
y la capa recurrente Whh.
(a) Tomita 3
(b) Suma en base 4
Figura 5.3: A la izquierda de cada figura se muestra la matriz de pesos de la capa de entrada a la
capa recurrente Wxh. A la derecha se muestra la matriz de pesos de la capa recurrente Whh. La
figura 5.3(a) muestra los pesos para el problema Tomita 3, mientras que la figura 5.3(b) lo hace para
el problema de la suma en base 4.
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Como se puede observar, solamente las neuronas activas tienen pesos significativamente mayores
que 0. Además, una observación interesante en el problema de la suma (figura 5.3(b)), que más ade-
lante ha conducido al desarrollo de la red Dual, es que solamente una neurona de la capa recurrente
(neurona 14) proyecta la información que contiene sobre esta misma capa. El resto de neuronas acti-
vas recibe la información exclusivamente de la entrada y esta neurona (14) y la propaga hacia adelante
como si de un modelo feedforward se tratase.
Por último, ya que un conjunto de clusters representa el espacio de estados interno del modelo,
analizar las transiciones entre cada uno de ellos según cada uno de los símbolos de entrada es,
posiblemente, el siguiente paso que uno podría llegar a analizar. La respuesta a esta cuestión es que,
efectivamente, las transiciones entre clusters son deterministas. Si se inicializa el estado del modelo
a un cluster concreto y se observa la salida generada para cada símbolo de entrada, o, lo que es lo
mismo, se analiza el estado interno en el instante siguiente ht+1 siempre que el símbolo de entrada
xt+1 sea el mismo, se puede ver que todos los estados de salida pertenecen a un mismo cluster. De
hecho, la red transita entre sus estados de la misma forma en que lo haría un autómata finito cuando
se procesa una cadena de entrada. Se muestra en la figura 5.4 un ejemplo de transiciones desde un
mismo estado para el problema Tomita 3. En el apéndice B se muestran todas las transiciones de la
red desde cada uno de los estados de este ejemplo.
Figura 5.4: Ejemplo de las transiciones de los estados ht pertenecientes al cluster coloreado en
naranja con cada símbolo {$, a, b} para el problema Tomita 3. El cluster rojo representa el cluster de
destino.
Por tanto, los clusters formados en el espacio interno de estados pueden interpretarse como cada
uno de los estados que pertenecerían a un autómata finito determinista, ya que las transiciones están
completamente definidas y, en todos los casos, son deterministas. No hay ninguna dificultad adicional
para generar una tabla de transiciones y extraer directamente el autómata equivalente, tal y como se
muestra en la figura 5.5. Este proceso completo de análisis y extracción del autómata se puede aplicar
a todos los problemas descritos en la sección 4.1.1. Se pueden encontrar en el apéndice C las tablas
de transiciones y el autómata mínimo extraído de cada una de las Tomita Grammars [65] descritas en
la sección 4.1.1.
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Figura 5.5: Tabla de transiciones de los clusters del problema Tomita 3 y el autómata finito deter-
minista extraído. El símbolo ∗ identifica un estado final. La tabla izquierda representa la tabla de
transiciones original, mientras que la tabla derecha es el resultado de aplicar un algoritmo estándar
de minimización de autómatas finitos [26]. El autómata mostrado es el mínimo, extraído de la tabla
de la derecha.
5.1.3. Estabilidad
Aunque los resultados presentados en las secciones anteriores son realmente interesantes desde
el punto de vista de la interpretabilidad, en el estado del arte los esfuerzos realizados para reducir una
red neuronal recurrente a un conjunto de reglas han sido frecuentemente criticados [50] debido a la
inestabilidad de los estados extraídos. Si los estados no son verdaderamente estables, una pequeña
desviación prolongada en el tiempo puede provocar una divergencia en la activación y, como conse-
cuencia, un comportamiento desconocido y posiblemente erróneo. En esta última sección se realiza
un estudio de la estabilidad de este modelo siguiendo dos metodologías diferentes: (1) analizando su
comportamiento con cadenas de longitud varias órdenes de magnitud mayor a las de entrenamiento,
tal y como se describe en la sección 4.1.1 con el dataset mega, cadenas 104 veces mayor que entrena-
miento, y (2) estudiando el comportamiento del modelo cuando se introducen pequeñas perturbaciones
en los estados utilizando ruido Gaussiano.
En primer lugar, en el experimento (1), para analizar la eficiencia del modelo con cadenas extre-
madamente más largas que las vistas durante el entrenamiento (cadenas con longitud media de 10,
aproximadamente), se utiliza el dataset mega, 100 cadenas de longitud 106. Para cada problema se
entrenan 20 redes diferentes con un 100 % de acierto en el conjunto de entrenamiento y se analiza
el acierto frente a la longitud de cadena. En este caso, para mostrar una comparación con un modelo
estándar en el estado del arte, se realiza el experimento tanto con la Noisy Elman RNN como con una
LSTM. Se muestra en la figura 5.6 el porcentaje de acierto frente a la longitud de la cadena en escala
logarítmica para los problemas Tomita 3 y BxA. Se añade el problema BxA ya que ilustra con bastante
claridad el problema, debido a que lo único que debe recordar el modelo a lo largo del tiempo es si
la cadena ha comenzado o no con el símbolo b. Se muestran en el apéndice D los resultados de este
experimento con cada uno de los problemas regulares sobre el alfabeto {a, b} descritos en la sección
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Figura 5.6: Acierto frente a la longitud de cadena para los problemas Tomita 3 y BxA con una Noisy
Elman RNN (ν = 1,0) y una LSTM estándar. Nótese la escala logarítmica en el eje horizontal.
La principal observación es que la Noisy Elman RNN mantiene el 100 % de acierto independien-
temente de la longitud de la cadena, mientras que la LSTM estándar sufre una brusca caída cuando
la longitud aumenta varios órdenes de magnitud. El resultado más interesante ocurre en el problema
BxA, donde a partir de longitud 102, que es aproximadamente la longitud de la cadena más larga del
conjunto de entrenamiento, la precisión comienza a disminuir en el caso de la LSTM. El resultado ob-
tenido con la Noisy Elman RNN se puede explicar con la formación de los clusters discretos que define
la red durante el entrenamiento.
En segundo lugar, después del análisis presentado en la sección anterior, donde se observa que los
clusters formados pueden llegar a ser estables, es necesario analizar su comportamiento cuando se
introducen pequeñas perturbaciones en dichos clusters. Con este objetivo, en el siguiente experimento
se inicializa el modelo en uno de los clusters observados, se inyecta ruido Gaussiano y se mide la
activación de las neuronas de la capa recurrente en cada instante de tiempo al procesar una secuencia
fija. Se muestra en la figura 5.7 este experimento aplicado para el problema Tomita 3. En las cuatro
primeras filas de la figura se muestra la salida de las cuatro neuronas activas en 1000 ejecuciones
diferentes. La línea roja representa la activación esperada, mientras que los puntos azules representan
el valor real. Por otro lado, cada columna representa un instante de tiempo diferente, después de ir
procesando cada símbolo de la cadena $ab. La última fila de la figura representa la proyección a dos
dimensiones utilizando PCA, donde los puntos naranjas definen el estado actual. De nuevo, los puntos
negros representan una expansión Gaussiana de los clusters para que se visualicen con más facilidad.
Como se puede observar en la figura, a pesar del ruido introducido en el estado inicial, la red
tiene la suficiente capacidad para recuperar su estado estable y converger a la solución óptima en
pocos pasos. Nótese que la inyección de ruido Gaussiano provoca que, aunque no parece suponer
ningún problema, en algunas ocasiones, la activación supere el rango válido de las neuronas [-1, 1].
Además, tal y como se muestra en la proyección a dos dimensiones, la perturbación inicial provoca
que los 1000 estados tengan una alta dispersión. Sin embargo, prácticamente en dos pasos vuelve
a converger al centro del cluster correspondiente. Cabe destacar que la activación siempre converge
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Figura 5.7: Activación en la capa recurrente de una red entrenada con el problema Tomita 3. Las
cuatro primeras filas representan la salida de cada una de las cuatro neuronas activas para 1000
ejecuciones (perturbaciones) diferentes. Para cada test, el modelo se inicializa en el estado especí-
fico que representa la línea roja y se perturba con cierto ruido Gaussiano. La última fila muestra la
proyección a 2 dimensiones del espacio de estados interno del modelo utilizando las dos primeras
componentes principales utilizando PCA.
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al centro del cluster correspondiente independientemente del cluster inicial que es perturbado y del
símbolo de entrada. Este comportamiento implica directamente que si en algún caso la activación de
la red se viese ligeramente desplazada, el modelo es capaz de estabilizarse y volver al centro del
cluster, como si de puntos atractores se tratase. Es decir, el modelo es capaz de transitar de un cluster
a otro de forma determinista y estable, tanto a lo largo del tiempo como en el caso en que sufra alguna
perturbación.
Resumiendo, las redes entrenadas con ruido en la función de activación son capaces de organizar
su espacio de estados interno en un conjunto de clusters discretos y con una actividad completamente
estable, lo que les permite generalizar a secuencias con una longitud varias órdenes de magnitud
mayor que las cadenas de entrenamiento. Es posible afirmar, pues, que la red es, en estos casos,
equivalente al autómata finito determinista que resuelve el problema.
5.2. Análisis del modelo Dual
El modelo Dual RNN surge de la idea de separar completamente el procesamiento de la información
temporal, que debe extraerse de la secuencia de entrada, del resto del proceso, donde el modelo debe
procesar la respuesta final. Tal y como se ha mencionado en la sección anterior, la idea surge al
observar que en el problema de la suma la única información que fluye por la matriz de pesos de la
capa recurrente es la respuesta de una única neurona. Además, con esta arquitectura se logra extender
el concepto de interpretabilidad y la eficiencia de la Noisy Elman RNN.
Esta sección se divide en los siguientes apartados: en la sección 5.2.1 se muestra, utilizando las
Tomita Grammars [65], que el modelo Dual tiene la misma capacidad de generalización, interpreta-
bilidad y estabilidad que la red de Elman con ruido. En la sección 5.2.2 se expone el potencial de la
red Dual frente a la Noisy Elman RNN en el problema de la suma en diferentes bases. Por último, en
la sección 5.2.3 se hace una comparación entre los dos modelos y la LSTM en términos de eficien-
cia y, finalmente, se estudia la interpretabilidad del modelo Dual en el problema de la generación de
expresiones algebraicas (ver sección 4.1.2).
5.2.1. Primeros resultados: Tomita Grammars
El primer paso para comprobar la eficacia del modelo Dual consiste en estudiar su comportamiento
para aprender las Tomita Grammars [65] (ver sección 4.1.1). El objetivo es encontrar un resultado equi-
valente al que se obtendría al resolver cada uno de los problemas con la red Noisy Elman RNN, tal y
como se ha mostrado en la sección anterior. No es difícil encontrar parámetros que permitan alcanzar
un 100 % de acierto tanto en la fase de entrenamiento como en todos los test realizados. Ambos mode-
los utilizan los siguientes parámetros: 10 unidades en la capa recurrente y 10 unidades adicionales en
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la capa feedforward, en el caso de la red Dual; factor de regularización r = 0,1 adaptativo (ec. 4.2) con
pendiente 4, tamaño del batch de 25, tamaño de desenrollamiento de 25 y, por último, ruido ν = 1,0
adaptativo con pendiente 2. Ambos modelos se entrenan utilizando el algoritmo de Adam [69] con un
factor de aprendizaje l = 0,01 durante 1000 épocas.
Después del entrenamiento, en ambos modelos la capa recurrente se ha regularizado en su mayor
parte, dejando exclusivamente las neuronas que son necesarias para resolver el problema. Además,
las neuronas activas de ambos modelos se han binarizado y, tras realizar el mismo análisis que en la
sección anterior, se puede extraer un conjunto finito de estados (clusters) y transiciones entre clusters
respondiendo a cada símbolo de entrada, por lo que se puede generar un autómata finito determinista
que resuelve el problema. Este comportamiento se puede observar para todas las gramáticas de Tomita
y los problemas Paridad y BxA. Se muestra en la figura 5.8 un ejemplo de la activación de las neuronas
de la capa recurrente para el problema Tomita 6 tras procesar 50.000 símbolos de una cadena de test.
Como se puede observar, solamente cuatro (las neuronas 3, 4, 5 y 8) de las 10 neuronas tienen una
activación completamente binaria a lo largo del tiempo, mientras que el resto se han regularizado (su
activación es constante con valor 0).
Sin embargo, es interesante analizar de forma abstracta el autómata obtenido para la red Noisy
Elman RNN y compararlo con la red Dual. En ambos casos, después de aplicar el algoritmo de minimi-
zación, el autómata obtenido es similar pero no igual. En el caso de la red de Elman, la salida depende
exclusivamente del estado de la red, por lo que se puede representar mediante la asociación de un
símbolo de salida a cada uno de los clusters del modelo (estados del autómata) y, por tanto, se puede
interpretar como una máquina de Moore [30] (ver sección 2.1.1). Por otro lado, la respuesta de la red
Dual depende tanto del estado de la capa recurrente como de la información extraída de la entrada, por
lo que es necesario introducir el símbolo de salida a la transición del diagrama de estados del autómata
correspondiente. En este caso, el diagrama representa directamente una máquina de Mealy [31] (ver
sección 2.1.1). Se muestran en la figura 5.9 los autómatas de Moore y de Mealy extraídos de una Noisy
Elman RNN y una red Dual, respectivamente, cuando han sido entrenadas con el problema Tomita 6,
aquellas cadenas cuya diferencia entre el número de a y b es tres.
Aunque los dos autómatas parezcan similares, esta observación es exclusivamente válida para este
problema en particular. Es necesario destacar que todas las transiciones que llegan a un estado de la
máquina de Mealy están etiquetadas con el mismo símbolo de salida (0 ó 1) y, por tanto, las máquinas
de Moore y Mealy tienen exactamente el mismo grafo de transiciones. Sin embargo, este escenario
no se cumplirá a medida que se vaya aumentando la complejidad de los problemas de entrenamiento.
Cabe mencionar que con todas las Tomita Grammars [65], los autómatas de Moore y Mealy extraídos
de ambas arquitecturas son equivalentes tanto en forma como en funcionalidad.
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Figura 5.8: Activación de cada una de las neuronas de la capa recurrente frente al tiempo de una
red Dual entrenada con el problema Tomita 6. Como se puede observar, solamente las neuronas 3,
4, 5 y 8 se encuentran activas y su salida se ha binarizado completamente.
(a) Máquina de Moore (Noisy Elman) (b) Máquina de Mealy (Dual RNN)
Figura 5.9: Autómatas de Moore y Mealy extraídos de una Noisy Elman RNN y una Dual RNN,
respectivamente, entrenadas con el problema Tomita 6.
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5.2.2. Problema de la suma y su interpretabilidad
El problema de la suma en diferentes bases descrito en la sección 4.1.1 ya ha sido tratado en la
sección 5.1 siguiendo un enfoque de análisis y estudio de la estabilidad y la interpretabilidad de la red
de Elman con ruido. Sin embargo, se va a volver a estudiar desde otro enfoque diferente, buscando
comprender no solo el comportamiento del modelo en su conjunto, sino buscando interpretar el me-
canismo individual de cada neurona. Desde este segundo punto de vista se demuestra que el modelo
de Elman con ruido tiene una limitación cuanto mayor es la complejidad del problema, que equivale a
decir que la base de la suma es mayor. Es entonces cuando surge la red Dual, que aprende a utilizar
la memoria de una forma ingeniosa reduciendo considerablemente la complejidad del modelo.
En primer lugar, para los resultados de ejemplo que se van a mostrar a continuación ambos modelos
utilizan la misma configuración que en el apartado anterior, exceptuando que en la Noisy Elman RNN
se aumenta el número de neuronas de la capa oculta a 20. En todos los resultados, ambos modelos
alcanzan un 100 % de acierto en sus respectivos test. De nuevo, los efectos de la regularización,
anulando neuronas innecesarias, y del ruido, binarizando las activaciones, se vuelven a observar en
este problema. Se muestra a continuación, en la figura 5.10, la activación de las tres neuronas activas
de una Noisy Elman RNN entrenada con el problema de la suma en base 2.
Figura 5.10: Activación de las tres neuronas activas de la capa recurrente de una Noisy Elman RNN
entrenada con el problema de la suma en base 2. Para cada neurona se muestran dos figuras: la
izquierda representa la activación cuando no hay acarreo, mientras que la figura derecha representa
la activación cuando hay acarreo en el instante anterior. Los ejes de cada figura definen el valor de
cada sumando.
En este caso, analizando el comportamiento de cada neurona, es posible encontrar una interpre-
tación: la primera neurona (N0) está aprendiendo el acarreo. Nótese cómo, en el caso con acarreo,
siempre que uno de los dos sumandos sea 1, se activará la neurona con valor negativo (negro), mien-
tras que, en el caso contrario, solamente cuando ambos sumandos son 1 tiene una activación negativa.
Por otro lado, la neurona N2 ha aprendido a mantener el resultado del acarreo en el instante anterior,
que será útil para el modelo para proporcionar la salida correcta. Por último, la neurona N5 está resol-
viendo la no-linealidad de la suma en binario, ya que, en combinación con el acarreo (N0), se comporta
como una puerta lógica XOR. Además, es posible nuevamente extraer el autómata finito que resuelve
el problema, tal y como se muestra en la figura 5.11.
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Figura 5.11: Autómata extraído de la RNN de Elman descrita en la figura 5.10 entrenada con el
problema de la suma en base 2.
Desde un punto de vista teórico, solamente sería necesario mantener las neuronas N0 y N2 en
memoria para resolver el problema de la suma, ya que son las neuronas que mantienen el acarreo.
Sin embargo, debido a la necesidad del modelo de mantener la información temporal y, al mismo
tiempo, tener la capacidad de procesar la entrada para dar una salida correcta, es decir, sumar, algunas
unidades de la capa recurrente se ven forzadas a aprender cierta información que no depende de la
historia de la secuencia, sino que solamente depende de la entrada actual. Este inconveniente se ve
agravado cuanto mayor es la complejidad del modelo, como es el caso de la suma en base 10. Esta
vez, se puede observar un comportamiento similar al ejemplo mostrado en la figura 5.12.
Como se puede observar en la figura, aunque los patrones formados por las neuronas sean no
menos interesantes, solamente hay una neurona cuya interpretabilidad es clara: la neurona N1, que
está reconociendo el acarreo con activación positiva (blanco). El resto de neuronas codifica de cierta
manera la capacidad de procesamiento de la red para dar la respuesta correcta, pero su interpretación
no es directa. Una vez más, es posible extraer el autómata finito que resuelve el problema. Sin embargo,
en esta ocasión se ha decidido no mostrar el autómata ya que no aporta demasiada información.
Por otro lado, el modelo Dual entrenado bajo las mismas condiciones, con 10 unidades en la capa
recurrente y 10 unidades adicionales en la capa feedforward, además de cumplir las observaciones ya
realizadas en el caso de la red de Elman, alcanzando un 100 % de acierto en test, solamente tiene dos
neuronas de la capa recurrente que mantienen su actividad, quedando el resto regularizadas, tal y co-
mo se muestra en la figura 5.13. En este hecho reside la principal diferencia con el modelo Noisy Elman
RNN: esas dos neuronas son necesarias para procesar correctamente el acarreo, es decir, la capa re-
currente recuerda únicamente lo estrictamente necesario para tratar con la dependencia temporal. Con
esa información, la capa feedforward puede procesar completamente la información y proporcionar la
respuesta correcta. De hecho, el resultado más interesante consiste en que, independientemente de
la base, la red Dual utiliza exclusivamente dos neuronas para el acarreo.
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Figura 5.12: Activación de las neuronas activas de la capa recurrente de una Noisy Elman RNN
entrenada con el problema de la suma en base 10. Para cada neurona se muestran dos figuras: la
izquierda representa la activación cuando no hay acarreo, mientras que la figura derecha representa
la existencia de acarreo en el instante anterior.
Figura 5.13: Activación de las neuronas activas de la capa recurrente de una Dual RNN entrenada
con el problema de la suma en base 10. Para cada neurona se muestran dos figuras: la izquierda re-
presenta la activación cuando no hay acarreo, mientras que la figura derecha representa la existencia
de acarreo en el instante anterior.
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El autómata finito correspondiente se muestra en la figura 5.14. En este caso concreto, se ha
extraído de una red Dual entrenada con el problema de la suma en base 2 para que el ejemplo sea
más ilustrativo, ya que las etiquetas de las transiciones son más sencillas. Sin embargo, es fundamental
comprender que, independientemente de la base, el diagrama de estados es equivalente. Una vez
más, el autómata extraído se corresponde a la máquina de Mealy que resuelve el problema, donde
los estados se definen mediante la capa recurrente. Este autómata tiene una diferencia fundamental
respecto al autómata de Moore: mientras que la máquina de Moore es más compleja cuanto mayor es
la base, el autómata de Mealy mantiene la simplicidad de los estados, ya que solo recuerda el acarreo.
El estado inicial representa el no acarreo y, en el caso de sumar 1 + 1, transita al otro estado, que sí lo
tiene en cuenta. Este comportamiento se puede relacionar directamente con la figura 5.13, donde los
dos estados se pueden ver representados en la neurona 2 (activación negra (-1) implica no recordar el
acarreo y activación blanca (+1), tenerlo en cuenta).
Figura 5.14: Autómata extraído de una red Dual entrenada con la suma en base 2. Es importante
mencionar que, independientemente de la base, el autómata mantiene los mismos estados.
Mientras que la Noisy Elman RNN necesita cada vez más capacidad de computación en la capa
recurrente y, como consecuencia, necesita aumentar la complejidad de la misma, la red Dual utiliza
siempre la misma configuración de memoria, dejando el resto del proceso a la capa feedforward. Re-
sumiendo, la división de la carga de procesamiento en la red Dual permite al modelo centrarse en
el procesamiento de la información temporal, simplificando la complejidad de la capa recurrente y su
interpretabilidad.
5.2.3. Generación de expresiones algebraicas
Habiendo estudiado el potencial que tiene la red Dual en problemas de clasificación sencillos, don-
de debe identificar lenguajes regulares, en este experimento se va a probar la capacidad del modelo
en problemas de generación de secuencias. Concretamente, el objetivo es ahora generar expresiones
algebraicas con una profundidad de paréntesis fija. Con el fin de medir la eficiencia de cada modelo
una vez entrenados, se generará una secuencia de 50.000 símbolos. Tal y como se describe en la
sección 4.1.2, se dividen las cadenas por el símbolo de escape $ y se mide el porcentaje de cadenas
correctamente generadas. En este experimento, se han realizado pruebas con distinto número de uni-
dades en la capa recurrente con las redes de Elman, la LSTM y la red Dual. Se ejecutan 10 modelos
diferentes para cada configuración y se selecciona la que menor coste cross-entropy alcanza en va-
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lidación. Con el mejor modelo se procede con el resto del experimento para obtener el acierto. Este
proceso se repite 10 veces para estimar el acierto promedio de la configuración del modelo.
Los resultados obtenidos con la Noisy Elman RNN se muestran en la tabla 5.1. La primera mitad
de la tabla corresponde a una red de Elman vanilla, es decir, sin ruido, mientras que la segunda mitad
corresponde a la propia Noisy Elman RNN. Como se puede observar en la tabla, tanto el ruido como
la regularización benefician el resultado del modelo cuando se tratan por separado: el ruido permite a
la red alcanzar un mayor porcentaje de acierto como máximo; y la regularización permite mejorar con-
siderablemente la varianza provocada por el ruido. Sin embargo, en conjunto, aunque mejora respecto
al caso inicial, no se obtienen tan buenos resultados.
Config Units Test Min Max
noise = 0.0 10 70.5±16.2 51.2 97.3
L1 = 0.0 20 79.0±23.8 39.1 99.0
30 41.7±7.5 28.9 57.3
noise = 0.0 10 85.6±3.1 80.0 92.0
L1 = 0.1 20 88.2±2.2 83.2 91.3
30 87.4±3.2 82.0 92.6
noise = 1.0 10 91.8±12.8 60.6 99.0
L1 = 0.0 20 89.9±9.9 67.1 98.9
30 51.2±24.9 22.4 98.8
noise = 1.0 10 80.7±5.0 71.0 88.2
L1 = 0.1 20 82.8±6.3 75.2 99.2
30 60.7±13.7 47.0 85.2
Tabla 5.1: Acierto promedio de diferentes Noisy Elman RNN entrenadas para la generación de ex-
presiones algebraicas. La primera mitad de la tabla, con ruido noise = 0,0, es equivalente a probar
una red de Elman vanilla, mientras que la segunda mitad contiene los resultados de la Noisy Elman
RNN con ruido noise = 1,0.
Por otro lado, los resultados obtenidos con la Dual RNN se muestran en la tabla 5.2. Cuando no se
introduce ruido en el modelo, los resultados son similares la Noisy Elman RNN, por lo que no aportan
ninguna información adicional y se ha decidido no mostrarlos. Sin embargo, cuando se incorpora el
ruido, los resultados mejoran considerablemente respecto a la situación inicial. Tal y como se puede
observar, cuando no se utiliza la regularización, todas las configuraciones estudiadas alcanzan más
de un 99 % de acierto en la prueba, lo cual es un resultado realmente interesante.
Uno de los puntos más interesantes a analizar en este experimento es que la capa recurrente en
la red Dual, cuando se introduce ruido, se binariza completamente, tal y como se puede observar en
la figura 5.15. En esta figura se muestran cada una de las combinaciones de las activaciones de las
neuronas de la capa recurrente. Al ser completamente binarias, se puede afirmar que los patrones
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Config Units Test Min Max
L1 = 0.0 5 - 10 99.2±0.6 97.9 99.8
5 - 20 99.3±0.5 98.1 99.9
10 - 10 99.3±0.5 97.9 99.8
10 - 20 99.3±0.6 97.9 100.0
15 - 10 99.6±0.3 99.0 99.9
15 - 20 99.7±0.1 99.5 99.8
L1 = 0.1 5 - 10 86.5±4.9 75.1 94.8
5 - 20 89.5±3.9 82.8 96.6
10 - 10 89.5±3.0 85.1 96.4
10 - 20 90.3±2.7 83.6 92.5
15 - 10 93.0±2.8 89.4 97.4
15 - 20 87.7±4.6 79.8 96.1
Tabla 5.2: Acierto promedio de diferentes redes Duales entrenadas para la generación de expresio-
nes algebraicas.
(las combinaciones de las activaciones) que componen los clusters del modelo permiten extraer un
autómata de Mealy. Se muestra en la figura 5.16 el autómata de Mealy extraído con aquellos símbolos
que tienen una probabilidad mayor que 0.001 de ser generados por la red en cada estado. Es posible
que el error observado en promedio se deba a esa probabilidad, leve pero existente, de error en cada
instante de tiempo, pues cuando se eliminan estas transiciones de baja probabilidad, el autómata
extraído es correcto.
Figura 5.15: Patrones de activación de las neuronas activas de una red Dual entrenada con la
generación de expresiones algebraicas con ruido ν = 1,0.
Es interesante jugar con el autómata generado y comprobar que es posible generar expresiones
algebraicas bien formadas. Parece un juego sencillo a priori, pero tener en cuenta que este autómata
representa de forma lógica el comportamiento completo de la red hace que sea un resultado bastante
excitante. Además, este mismo proceso de extracción del autómata se puede aplicar a un modelo que
obtiene un menor porcentaje de acierto en el test para observar dónde están las transiciones erróneas
y, de esta manera, comprender lo que está sucediendo, tal y como se muestra en la figura 5.17, donde
se puede ver el autómata erróneo extraído de una red Dual con un 97.38 % de acierto. Con este
autómata, si se procesa la sencilla cadena $a, hay una probabilidad mayor que 0.001 de aparición del
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Figura 5.16: Autómata de Mealy extraído de una red Dual entrenada con la generación de expresio-
nes algebraicas que, además, sigue los patrones definidos en la figura 5.15. Solamente se muestran
los estados cuya profundidad de paréntesis es menor que 2 para simplificar el grafo, aunque es ne-
cesario mencionar que el autómata completo es también correcto. Las transiciones con probabilidad
menor que 0.001 también se han omitido.
símbolo ), lo que implica un error evidente en la red (la cadena $a)...$ no debe ser aceptada en ningún
caso, ya que no forma parte de la gramática). De hecho, el estado denominado como “1” ni siquiera
tiene una transición de salida cuando aparece el cierre de paréntesis, lo cual refuerza el error. Cabe
destacar que los fallos detectados en las redes con ruido tienen siempre relación con la apertura y
cierre de paréntesis.
Por último, antes de continuar con la siguiente sección, es necesario poner estos resultados en
un contexto apropiado, por lo que se muestran en la tabla 5.3 los resultados obtenidos por una LSTM
estándar entrenada en las mismas condiciones. La observación principal es que, sorprendentemente,
una LSTM estándar no es capaz de alcanzar tanto porcentaje de acierto en el test como lo hace la red
Dual. La mejor configuración está 3 puntos porcentuales por debajo del mejor resultado obtenido por
la red Dual. Además, la LSTM necesita tanto más unidades como un mayor número de parámetros.
Es cierto que el estado del arte actual utiliza variaciones de las redes LSTM estándar que alcanzan
mejores resultados, pero la interpretabilidad de la red Dual hace que sea un modelo interesante a tener
en cuenta.
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Figura 5.17: Autómata de Mealy extraído de una red Dual que falla con la generación de expresiones
algebraicas. Solamente se muestran los estados cuya profundidad de paréntesis es menor que 2
para simplificar el grafo. Las transiciones con probabilidad menor que 0.001 también se han omitido.
Config Units Test Min Max
L1 = 0.0 10 83.7±3.6 79.4 88.0
20 88.7±1.1 87.0 90.1
30 96.5±0.3 96.0 96.9
L1 = 0.1 10 47.3±1.3 45.3 49.2
20 60.1±0.9 58.9 61.4
30 64.9±1.0 63.4 66.1
Tabla 5.3: Acierto promedio de diferentes LSTM entrenadas para la generación de expresiones
algebraicas.
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5.3. Entropía como métrica de interpretabilidad
En las secciones anteriores se ha demostrado que una de las alternativas para conseguir que un
modelo tenga una clara interpretabilidad, en forma de un autómata finito, ha consistido en forzar la
binarización de la capa recurrente de un modelo mediante la introducción de ruido. En estos casos
es posible identificar una serie de clusters que definen de forma lógica el comportamiento de la red.
A partir de este punto, donde se va a entrenar el modelo con problemas más complejos, como la
generación de texto en español utilizando el Quijote, se ha buscado una métrica que sea capaz de
evaluar un “factor de binarización”, que asigna una mayor puntuación a las neuronas cuya activación
se distribuye en los extremos. Se muestra un ejemplo del objetivo a buscar en la figura 5.18.
(a) Activación con ruido ν = 0,0
(b) Activación con ruido ν = 1,5
Figura 5.18: Ejemplo de discretización de la activación de las neuronas. En la figura 5.18(a) se
muestra la activación de cuatro neuronas seleccionadas al azar de la capa recurrente de una red
Dual entrenada con la generación de texto con el Quijote con ruido ν = 0,0. En la figura 5.18(b) se
muestra la activación para el mismo problema cuando el ruido es ν = 1,5.
Como se muestra en la figura, la métrica que se ha decidido utilizar es la entropía de la activación de
la capa recurrente. La entropía, que se puede entender como una medida de incertidumbre, disminuye
cuanto más discreta sea la activación de las neuronas. Se puede observar en la figura 5.18(a) que el
valor de la entropía no disminuye de 4 puntos en cada uno de los histogramas, ya que la activación
de cada neurona se distribuye en todo el rango de acción [-1, 1]. Sin embargo, en la figura 5.18(b) se
puede observar cómo el valor de la entropía se sitúa, en algunos casos, por debajo de 2 puntos.
Como conclusión, como métrica de interpretabilidad se va a utilizar una aproximación de la entropía
de la distribución calculada a partir del histograma de la activación de las neuronas, ya que resulta
complicado evaluar un modelo cuando la complejidad del problema comienza a ser demasiado extensa
como para estudiarlo manualmente.
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5.4. Red Dual en problemas reales
Habiendo introducido la entropía como una métrica de interpretabilidad global de la red y, además,
habiendo comprobado que la red Dual tiene un alto potencial, se ha decidido estudiar un problema que
es una tendencia en el estado del arte actual: el procesamiento de lenguaje natural (NLP). Concreta-
mente, se va a abordar este campo desde dos perspectivas diferentes: en primer lugar, en la sección
5.4.1 se va a explorar el modelo cuando se entrena con el texto del Quijote para generar texto en
español a nivel de carácter y, en segundo lugar, en la sección 5.4.2 se va a utilizar el modelo cuando
se enfrenta a un problema de análisis de sentimiento (sentiment analysis), también conocido como
minería de opinión (opinion mining).
5.4.1. Generación de texto en español
La generación de texto es uno de los campos de investigación en el procesamiento de lenguaje
natural que más auge está teniendo en los últimos años. Existen grandes proyectos multidisciplinares
que proponen alternativas e innovaciones con cada vez más potencial, explorando grandes bases de
datos, como Wikipedia o PTB [55, 57, 58], entre otras alternativas. En este trabajo de fin de máster se
realiza una exploración preliminar del uso de la red Dual en problemas de generación de texto, cuyo
objetivo es estudiar los límites del modelo Dual cuando se enfrenta a un problema real.
Una de las incógnitas que han quedado en el aire en la sección anterior, con la generación de
expresiones algebraicas, consiste en comprender por qué, cuando se introduce ruido y regularización
al mismo tiempo, la red Dual no alcanza tan buenos resultados. Habiendo observado que la mejor
configuración era, sin duda alguna, introducir exclusivamente ruido, parece interesante explorar qué
sucede en la generación de texto en español. Si resulta que la penalización por regularización es
contraproducente frente a la eficiencia del modelo y la mejor alternativa es suprimirla, el principal
motivo por el que el ruido se introduce de forma controlada por el estado interno en el tiempo anterior
ht−1 se desvanece. Es por ello que la primera prueba consiste en analizar dos formas diferentes de
introducir ruido en la función de activación: la primera, la forma controlada por ht−1 y una segunda en
la que se elimina este factor y se introduce ruido Normal sin ninguna modificación.
Con este fin, se van a probar seis configuraciones diferentes con ruido constante en el rango [0.0,
3.0]. Para cada forma de inyección de ruido (dependiente o no de la activación en el paso anterior), se
introducen tres configuraciones: (1) la inyección de ruido sin regularización L1, (2) ruido con un factor
de regularización r = 0,0005 constante y (3) ruido con un factor de regularización r = 0,0005 adaptativo
(ver ec. 4.2) con pendiente 2. Cabe destacar que el factor de regularización se ha fijado después de
realizar una búsqueda paramétrica con diferentes configuraciones de ruido y número de neuronas.
En este experimento se minimiza la función de coste cross-entropy con el optimizador Adam [69] de
una red Dual con 200 unidades en la capa recurrente y 500 unidades en la capa feedforward durante
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100 épocas. El tamaño del batch se ha fijado a 32, el factor de aprendizaje es 10−4 y la longitud de
secuencia es 25. En la figura 5.19 se muestran los resultados obtenidos con esta configuración de
parámetros.
Figura 5.19: Cross-entropy frente a diferentes niveles de ruido en el rango [0.0, 3.0] con las diferentes
configuraciones descritas para el problema de generación de texto en español entrenando con el
Quijote. El modelo base (ν = 0,0 y r = 0,0) se dibuja con un punto negro para compararlo con las
diferentes configuraciones. Cada una de ellas se ha numerado para poder referenciarla en el texto.
Esta figura contiene mucha información que debe ser analizada. En primer lugar, si no se introduce
ningún ruido, la regularización L1 (curvas 2, 3, 5 y 6) mejora claramente el modelo estándar (punto
negro). Parece lógico, ya que la regularización favorece la reducción de overfitting y la mejora en la
generalización. Sin embargo, cuando se aumenta el factor de ruido, los modelos sin regularizar (curvas
1 y 4) mejoran el resultado, lo que implica el conflicto ya mencionado entre el ruido y la regularización.
Por otro lado, analizando las curvas 2 y 5, donde se comparan directamente los dos modos de
inyección de ruido, se puede observar cómo la dependencia con el estado interno en el instante an-
terior favorece a la regularización, como era de esperar. Además, también se puede observar en la
figura cómo la regularización adaptativa parece compenetrarse mejor con la inyección de ruido Normal
(curva 6) que con la inyección de ruido dependiente (curva 3). Sin embargo, el punto más importan-
te reside en la drástica subida del coste de los modelos cuando el ruido alcanza valores superiores
a 1,5, exceptuando las curvas 4 y 6, que mantienen un ligero crecimiento cuanto mayor es el ruido.
Este resultado implica que, mientras que la inyección de ruido dependiente alcanza un punto de di-
vergencia, la inyección de ruido independiente del estado previo permite al modelo asimilar una mayor
perturbación.
Desde el punto de vista teórico, si la mejor configuración resulta de una inyección de ruido Normal
sin ninguna dependencia y con la ausencia de regularización, volviendo la vista atrás a la sección
5.1.1, es posible afirmar que el ruido puede tener una repercusión directa en la interpretabilidad del
modelo, ya que provoca una mayor estabilidad. Esta conclusión implica que, con esta configuración, la
entropía debe disminuir, tal y como se ha ilustrado en la sección 5.3.
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El siguiente análisis, resumido en la figura 5.20, busca encontrar una buena configuración tanto a
nivel de eficiencia como de entropía. El objetivo es encontrar los parámetros con los que se pueda
alcanzar un coste razonable y una entropía baja. En la figura se muestra la entropía del modelo frente
a su cross-entropy para las seis configuraciones anteriores. Sin embargo, aunque el rango de ruido
sea [0.0, 3.0], solamente se muestran los puntos cuyo coste no explote y supere el valor 1,6.
Figura 5.20: Entropía frente al coste cross-entropy para las diferentes configuraciones planteadas
del modelo Dual entrenado en la generación de texto utilizando el Quijote durante 100 épocas. El
modelo base (ν = 0,0 y r = 0,0) se dibuja con un punto negro para comparar. Las diferentes
configuraciones se han numerado para que sea más sencillo citarlas en el texto.
La respuesta de este experimento es seleccionar una configuración que en la figura aparezca en la
esquina inferior izquierda, donde hay tanto un cross-entropy como una entropía bajos. Por lo tanto, la
configuración (4), es decir, la inyección de ruido independiente del estado anterior sin regularización,
con un nivel de ruido en torno a ν = 2,0, es la opción seleccionada. En conclusión, introducir una
cantidad moderada de ruido Normal sin regularización no solo reduce la entropía, sino que mejora el
overfitting y la capacidad de generalización.
Interpretabilidad
A partir de la configuración anterior, el siguiente paso es realizar un análisis del espacio de estados
interno de la red Dual para ver si es posible interpretarlo. Todos los resultados mostrados en esta
sección se han obtenido de una red Dual con ruido ν = 2,0 con 200 unidades en la capa recurrente
y 500 unidades en la capa feedforward. Esta red obtiene un coste cross-entropy de 1,39 y 1,04 de
entropía promedio. El primer experimento consiste en extraer algunos estados discretos, donde un
estado se define como el vector de activación de la capa recurrente de la red en respuesta a cada uno
de los símbolos de entrada. Para ello se utiliza el algoritmo Isomap sobre los últimos 30.000 estados
del conjunto de datos de validación para transformar un espacio de 200 dimensiones a datos en 2D
y, una vez transformados, se seleccionan los 5.369 estados que corresponden a los caracteres de fin
de palabra. En la figura 5.21 se dibuja la transformación Isomap de los estados, en la que se han
seleccionado de forma aleatoria los estados que se etiquetan con la palabra que representan.
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Figura 5.21: Transformación Isomap de los 5369 estados de la red Dual que corresponden a los
caracteres final de palabra. Las etiquetas se han dibujado de forma aleatoria. Dos áreas se han
aumentado para mostrar palabras similares.
Es una aproximación inicial bastante interesante, donde palabras aparentemente similares parecen
estar representadas con estados también similares. Sin embargo, el cluster masivo en el centro de la
figura agrupa todas aquellas palabras que tienen baja frecuencia. Este comportamiento podría tener
sentido ya que el algoritmo Isomap utiliza internamente el algoritmo K-vecinos próximos utilizando la
distancia Euclídea, por lo que esas palabras con baja frecuencia no tienen vecinos próximos para
formar una agrupación diferente y alejarse del cluster masivo central. Cabe destacar que la novela
de Don Quijote tiene más de 25.000 palabras diferentes, por lo que, a priori, parece natural que esto
suceda.
La similitud de palabras representada por estados próximos ha conducido a analizar palabras con-
cretas y bien conocidas de la novela, como, por ejemplo, Quijote, Sancho o caballero, entre otras. Se
esperaría que los estados que representan la misma palabra fuesen prácticamente iguales, a la vez
que mantuviesen cierta distancia con el resto. En primer lugar, se muestra en la figura 5.22 una matriz
en escala de grises que representa los 46 estados que corresponden a la palabra Quijote.
Figura 5.22: Matriz de estados que corresponde a los 46 estados que representan la palabra Quijote.
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Esta matriz proporciona cierta información a tener en cuenta: en primer lugar, la activación de las
neuronas es prácticamente binaria y, en segundo lugar, exceptuando algunas pequeñas variaciones,
los 46 estados son prácticamente iguales, por lo que la figura tiene la forma de un código de barras.
Se puede afirmar que el promedio de estos 46 estados es una buena aproximación de la palabra
Quijote. Esta observación aplica a todas las palabras que se han probado de forma individual, por lo
que podría afirmarse que es posible asignar cada una de las palabras a un código de barras, lo cual
es un resultado interesante.
El segundo paso del experimento es, una vez se ha comprobado que una misma palabra repite
el mismo patrón, medir la diferencia entre el vector promedio que representa una palabra concreta
y el resto de estados del conjunto de validación, ya sean estados final de palabra o no, utilizando la
distancia euclídea. Se muestra en la figura 5.23 un histograma de las distancias entre la palabra Quijote
y el resto de estados del conjunto de validación.
(a) Histograma completo (b) Histograma ampliado
Figura 5.23: Histograma de la distancia euclídea entre el vector que representa la palabra Quijote
y el resto de estados pertenecientes al conjunto de validación. En la figura 5.23(a) se muestra el
histograma completo, mientras que en la figura 5.23(b) se ha ampliado la cola izquierda.
Esta figura nos proporciona una importante información, que además se puede aplicar a todas
las palabras que se han probado. Como se puede ver en la figura 5.23(b), hay un cierto número de
estados que tienen una distancia menor que 2, que corresponden a los 46 estados “Quijote”, mientras
que todos los demás tienen una distancia mayor que aproximadamente 10 (ver figura 5.23(a)).
El siguiente experimento consiste en probar la robustez de la red Dual frente a cierta perturbación,
por lo que se va a proceder de la siguiente manera: (1) se resetea el estado interno del modelo a
su valor inicial y se procesa una palabra aleatoria. (2) Después de procesar la palabra completa, se
añade cierto ruido Gaussiano a la pre-activación de la capa recurrente y es entonces cuando se aplica
la función de activación tanh. (3) Una vez se ha perturbado el estado interno, se calcula la distancia
euclídea de ese nuevo estado perturbado al resto de estados del conjunto completo de validación. (4)
Por último, se mide la precisión cuando se recuperan los 10 estados más cercanos al estado perturbado
(P@10). Se muestra en la figura 5.24 la precisión promedio frente al nivel de perturbación para dos
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redes Duales, una sin ruido y otra con ruido ν = 2,0 cuando se prueba con las siguientes palabras:
Quijote (46), Dorotea (25), Zoraida (61), caballero (20), cristianos (37), tiempo (30) y merced (27). El
número entre paréntesis indica el número de apariciones de la palabra en el conjunto de validación.
Figura 5.24: Precisión P@10 promedio frente al nivel de ruido de perturbación cuando se prueban
las palabras mencionadas en el texto.
Como era de esperar, la inyección de ruido Normal durante el entrenamiento es un mecanismo
interesante para mejorar la robustez del modelo frente a ligeras perturbaciones de ruido Gaussiano en
el estado de la red. Como se puede observar en la figura, en el caso con ruido (ν = 2,0) el modelo es
capaz de mantener un 80 % de precisión incluso con un nivel de ruido 3 veces mayor que el empleado
durante el entrenamiento.
En el último experimento se ha analizado el espacio de estados interno de validación en su tota-
lidad. Se ha medido la distancia euclídea entre cada par de estados promedio diferentes, donde un
estado promedio es el vector promedio de todos los estados internos que representan la misma pala-
bra. Se muestra el resultado obtenido en la figura 5.25, donde se muestra la matriz de distancias entre
estados y la distribución que sigue dicha distancia.
(a) Matriz de distancias (b) Distribución de distancias
Figura 5.25: En la figura 5.25(a) se muestra la matriz de distancias entre pares de palabras en
escala de grises. En la figura 5.25(b) se muestra la distribución que sigue la distancia entre palabras.
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La causa de que la matriz de distancias se vea prácticamente con el mismo tono se explica con que
las distancias siguen una distribución Gaussiana centrada en torno a 15. Este resultado implica que las
palabras están lo suficientemente distantes del resto, por lo que podría resultar sencillo identificar en
qué situación se encuentra el modelo, de forma global, si buscamos el estado más próximo al real. Sin
embargo, en la cola izquierda de la distribución de distancias se ha podido observar que aquellos pares
de estados que tienen una distancia menor que 3 tienen una peculiaridad que los hace especialmente
interesantes: son palabras sintácticamente equivalentes, tal y como se muestra en la tabla 5.4.
Word Similar to...
movieron pusieron, hubieron, subieron, tuvieron, ofrecieron, repartieron...
felicísimo invictísimo, alegrísimo, grandísimo, hermosísimo, serenísimo...
entendimiento atrevimiento, advertimiento, arrepentimiento, entretenmiento...
tomándome rogándome, dejándome, mandándome, llevándome, echándome
Tabla 5.4: Ejemplos de palabras cuya distancia euclídea es menor que 3. Como se puede observar,
son sintáctica y morfológicamente equivalentes
Por ejemplo, movieron y sus vecinos próximos son la tercera persona del plural del pretérito perfec-
to simple de diferentes verbos, o felicísimo y sus vecinos son la forma superlativa de algunos adjetivos.
Con todos estos experimentos se ha mostrado que una misma palabra en diferentes contextos se iden-
tifica con un vector muy similar en todos los casos y, además, se diferencia del resto de palabras de
forma considerable, excepto aquellas que son sintácticamente equivalentes. Este resultado demues-
tra que el modelo Dual es una herramienta capaz de diferenciar palabras en el conjunto de datos e
incluso estructuras sintácticas, al menos identificando la parte final, demostrando cierta capacidad de
generalización e interpretabilidad.
5.4.2. Análisis de sentimiento
El análisis de sentimiento, también conocido como minería de opinión, es una disciplina del pro-
cesamiento de lenguaje natural caracterizada por identificar o categorizar un texto, review u opinión
según la actitud o el sentimiento del escritor. Este enfoque se puede realizar de dos maneras diferen-
tes: (1) un análisis discreto en el que, indicando un umbral, la opinión puede ser positiva, negativa o
neutral y (2) un análisis continuo en el que el modelo debe aproximar la puntuación que el usuario
haya proporcionado. Básicamente estas dos alternativas describen la diferencia entre un problema de
clasificación y un problema de regresión, los dos paradigmas clásicos del aprendizaje supervisado.
Este campo de investigación ha tenido un gran auge en los últimos años, provocado, en mayor
parte, por el crecimiento masivo de las redes sociales y el interés por analizar los comentarios en
la mayoría de disciplinas que uno pueda imaginar: transacciones bancarias, ciencia, etc., lo que ha
llevado a la minería de datos a combinar técnicas clásicas de recuperación de información con el
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aprendizaje automático y el procesamiento del lenguaje natural. Así pues, se va a aplicar la red Dual
en el área del análisis de sentimiento de las opiniones de los usuarios extraídas de la plataforma de
películas de IMDB [64]. El conjunto de datos que se va a utilizar se describe en la sección 4.1.4.
Preprocesamiento de los datos
El primer paso para aplicar análisis de sentimiento pasa por realizar una fase de preprocesamiento
de los datos en crudo. Estos datos son, literalmente, las páginas HTML de opiniones que pertenecen
a cada una de las películas visitadas por el crawler. El preprocesamiento ha consistido en lo siguiente:
en primer lugar, extraer las primeras 25 opiniones de cada página HTML, ya que una de las páginas
podía llegar a tener más de 1.000 opiniones y se tomó la decisión de acortarlo, es decir, se extrae el
texto en crudo y su puntuación en el rango [0, 10]. Con este procedimiento se tienen 25 opiniones de
cada una de las 46 películas visitadas por el crawler en la fase de test. Este primer paso favorece que
términos concretos, como nombres propios o cualquier suceso puntual de una película en particular,
no puedan determinar, a priori, la puntuación.
En segundo lugar, procede la eliminación de símbolos que no interesan, tales como símbolos de
exclamación, paréntesis, comillas, etc., una técnica bastante común para simplificar el proceso. De
igual manera, se eliminan stopwords, palabras comunes de un lenguaje, tales como preposiciones,
artículos, etc. y se lematizan las palabras, un proceso lingüístico que consiste en hallar el lema corres-
pondiente de una palabra flexionada, es decir, plural, formas verbales, etc. En la tabla 5.5 se muestran
algunos ejemplos de eliminación de símbolos, stopwords y la lematización de algunas palabras.
Técnica Ejemplos
Eliminación de símbolos Hello!→ hello
He said: The Lord of The Ring→ he said the lord of the ring
Eliminación de stopwords between, yourself, but, an, some, for, do, is, am, who, me, were, her...
Lematización happens→ happen
talkative→ talk
Tabla 5.5: Ejemplos de eliminación de símbolos, stopwords y la lematización de algunos términos.
A continuación, se ha tomado la decisión de eliminar tanto las palabras con alta frecuencia como
las palabras que solamente aparecen en un documento ya que, como se muestra en la figura 5.26,
existen algunas palabras con mucha frecuencia de aparición (la cola de la figura 5.26(a)) y, además,
existen muchas palabras que aparecen en pocas opiniones (el pico de la figura 5.26(b)). Esta decisión
surge de la necesidad de eliminar palabras comunes en temática de cine, como son movie, film o
one, o el caso contrario, eliminar palabras demasiado específicas, tales como baggins o hobbits, que,
claramente, hacen referencia a alguna película de El Señor de los Anillos o El Hobbit.
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(a) Frecuencia de términos (b) Aparición en opiniones
Figura 5.26: En la figura 5.26(a) se muestra el número de palabras frente al número de repeticiones
de cada término, lo cual es equivalente a la frecuencia de aparición de cada palabra. En la figura
5.26(b) se muestra el número de palabras frente al número de opiniones en las que dicho término
aparece.
Después de aplicar todo el preprocesamiento, los resultados que se muestran a continuación se
han obtenido de un dataset donde hay 839 opiniones, de las cuales la más larga tiene 606 términos.
Por tanto, el siguiente y último paso consiste en ejecutar un padding por la izquierda, rellenando con
ceros, para que todas las cadenas tengan la misma longitud. El conjunto de entrenamiento contendrá
un 80 % de las opiniones, quedando el 20 % restante para la validación.
Resultados
Todos los experimentos planteados previamente tienen en común que se plantea una arquitectura
de entrenamiento Many-to-Many, es decir, una arquitectura donde, en cada instante de tiempo, la red
proporciona una salida estimada. Sin embargo, en este problema en particular, la arquitectura conside-
rada se basa en el esquema Many-to-One, donde es necesario procesar una serie temporal completa,
o en este caso un texto, para dar la estimación final. Se muestra en la figura 5.27 un diagrama con los
esquemas típicos en el entrenamiento de los modelos de redes neuronales recurrentes.
En este último experimento se va a realizar una comparación de la eficiencia del modelo Dual
frente a un modelo que se puede considerar como estándar: una LSTM con 100 unidades en la capa
recurrente cuya entrada ha sido previamente procesada por una capa de Embedding con otras 100
unidades. Además, se utiliza la técnica de dropout con un factor de 0.4. En ambos modelos, el tamaño
del batch se ha fijado a 10. Se muestra en la figura 5.28 el diagrama generado por Keras para describir
el modelo final que define el modelo Dual. Esta red procesa el texto en formato OneHot (la función
lambda) a diferencia de la LSTM, que procesa el texto utilizando la capa de Embedding.
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Figura 5.27: Diagrama donde se resumen las principales arquitecturas en el en-
trenamiento de los modelos de redes neuronales recurrentes. Imagen extraída de
http://karpathy.github.io/2015/05/21/rnn-effectiveness/
Figura 5.28: Diagrama del modelo de la red Dual generado por Keras aplicado al problema de
análisis de sentimiento. En este diagrama se puede ver perfectamente el concepto de dualidad,
donde la entrada se divide en dos ramas diferentes. En esta figura, la capa Lambda define una
transformación de la entrada a formato OneHot (5245 términos, de ahí su dimensión de salida) y la
capa TensorFlowOpLayer selecciona únicamente el último término del texto para aplicarlo a la capa
feedforward. Cabe destacar que la capa feedforward no tiene bias, ya que es necesario aplicar un
único bias a la suma y la consecuente función de activación.
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En el diagrama se puede observar cómo, en primer lugar, se aplica una función Lambda a la entrada
para transformarla a formato OneHot. A partir de este punto, la red se divide en la parte recurrente (la
rama izquierda) donde se aplica el modelo NoisyRNN, una modificación de la capa SimpleRNN de
Keras [22] donde se introduce el ruido en la función de activación, tal y como se describe en la sección
4.2.2. Por el otro lado, la rama feedforward (derecha) se aplica exclusivamente al último término del
texto (la capa TensorFlowOpLayer) para, por último, aplicar la función de activación a la suma de las
dos partes. Antes de entrar en detalle con los resultados, cabe destacar el pensamiento adicional
que condujo a utilizar un aprendizaje por clasificación minimizando la función cross-entropy y no por
regresión, como sería natural a priori en un problema donde hay que aproximar una puntuación en el
rango [0, 10]. Sin embargo, se ha comprobado que también se reduce el error cuadrático medio (SME)
de forma considerable. Si se diese el caso de que la predicción fuese drásticamente diferente del valor
real, que podría suceder al entrenar utilizando cross-entropy, la métrica SME lo identificaría.
Por último, los resultados que se muestran se han obtenido aplicando los siguientes parámetros:
el número de neuronas en la capa recurrente, si hablamos tanto del modelo Dual como del modelo
LSTM, es 100. El número de neuronas en la capa feedforward en el caso de la red Dual, o en la capa
de Embedding en el caso de la LSTM, es 100. El tamaño del batch se ha fijado a 10. El tamaño de
secuencia o desenrollamiento es la longitud de la opinión más larga, es decir, 606. Ambos modelos se
entrenan durante 20 épocas utilizando el optimizador Adam [69] con un factor de aprendizaje de 10−4.
Es importante destacar que la red Dual tiene el factor de ruido ν = 0,5. Ahora sí, se muestran en la
figura 5.29 dos métricas de evaluación de los modelos, en la figura 5.29(a) se muestra el acierto frente
al tiempo y en la figura 5.29(b) se muestra el error cuadrático medio frente al tiempo.
(a) Acierto frente al tiempo (b) MSE frente al tiempo
Figura 5.29: En la figura 5.29(a) se muestra el acierto frente al tiempo de la red Dual y la LSTM. En
la figura 5.29(b) se muestra el error cuadrático medio frente al tiempo.
Como se puede observar en las figuras, aunque ambos modelos tienen una eficiencia de más de un
90 %, es cierto que el modelo Dual mejora ligeramente a la LSTM, alcanzando un 96 % en validación,
mientras que la LSTM se queda en un 94 %. Además, tal y como se ha mencionado anteriormente,
el valor MSE demuestra que aquellos fallos en validación no se corresponden a decisiones dispares.
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Es necesario tener en cuenta que el valor MSE se ha calculado promediando sobre 1000 iteraciones
por cada modelo en cada época, por lo que puede considerarse como un valor real que no depende
del azar provocado por la selección probabilista de cada puntuación. Cabe destacar también que la
red Dual, cuando no recibe ruido, no es capaz de superar el acierto de la LSTM, por lo que el ruido
favorece, una vez más, a la capacidad de generalización y, por tanto, la eficacia del modelo.




El objetivo de este trabajo ha consistido en realizar un estudio de la equivalencia entre las redes
neuronales recurrentes y los autómatas finitos deterministas desde dos puntos de vista diferentes: en
primer lugar, se ha realizado un análisis empírico de la estabilidad y la capacidad de generalización
de la red de Elman modificada con ruido Gaussiano en la función de activación y, por otro lado, se ha
hecho un estudio completo de la nueva arquitectura de red Dual. Siguiendo estos objetivos, se han pre-
sentado en el capítulo 2 los conceptos básicos que deben conocerse para comprender completamente
el contenido de este trabajo. En el capítulo 3 se ha realizado un estudio del estado de la cuestión sobre
el aprendizaje automático y el procesamiento de lenguaje natural. En el capítulo 4 se ha presentado
el diseño de los problemas que se han estudiado a lo largo del proyecto, además de las dos arquitec-
turas de red desarrolladas e implementadas. Por último, en el capítulo 5 se han presentado todos los
resultados, con sus respectivas pruebas y evidencias.
Respecto a la estabilidad de la red de Elman modificada cuando es entrenada con cierta cantidad
de ruido con problemas de identificación de lenguajes regulares, tales como las Tomita Grammars [65]
o la suma de dos sumandos en diferentes bases, se ha demostrado que las redes entrenadas son
capaces de organizar el espacio de estados interno en un conjunto de clusters discretos y con una ac-
tividad completamente estable, ya que son capaces de recuperarse de una perturbación momentánea.
Este resultado permite a estas redes tener una alta capacidad de generalización y, gracias a ello, se
ha demostrado que la red es equivalente al autómata finito determinista que resuelve el problema.
Por otro lado, el desarrollo de la red Dual ha resultado ser altamente satisfactorio. Por un lado, tiene
la misma capacidad de generalización y estabilidad que la red de Elman modificada cuando se enfrenta
a los problemas regulares antes mencionados. Además, su arquitectura permite que la información
puramente temporal sea procesada por separado del resto de la información de los datos del problema,
por lo que se simplifica notoriamente la complejidad de la capa recurrente y su interpretabilidad. De
esta manera, la interpretabilidad del modelo queda reducida a analizar la capa recurrente, que actúa
como una memoria externa. Ya que los estados internos son estables y discretos y, además, la salida
de la red depende tanto de la entrada como de su estado interno en un instante determinado, este
modelo es directamente equivalente a una máquina de Mealy.
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Conclusión
Estos resultados demuestran que una red neuronal recurrente puede implementar un autómata
finito determinista cuando se entrena para identificar lenguajes regulares, ya sea en la forma de una
máquina de Moore o de Mealy, lo cual da una interpretación directa del modelo completo de la red
neuronal. Por otra parte, la idea de separar la capa recurrente del resto del proceso parece tener un
futuro prometedor incluso en problemas del mundo real. En los experimentos realizados, la red Dual
con ruido mejora considerablemente la entropía de la activación de la capa recurrente, métrica que se
utiliza como indicador de la discretización de la red y, por tanto, de su interpretabilidad como autómata.
Además, también mejora la capacidad de generalización y por tanto su eficacia, llegando incluso, en
algunos casos, a mejorar los resultados obtenidos con una LSTM estándar entrenada en condiciones
óptimas.
Sin embargo, aún queda mucho trabajo para explorar este campo. Sería interesante estudiar cómo
influye la inyección de ruido en la función de activación en otras redes más complejas, como son la
LSTM o la GRU. Otra alternativa sería combinar la idea de la arquitectura de la red Dual utilizando otros
modelos de redes recurrentes, que posiblemente proporcionen interesantes resultados. Por último, una
nueva alternativa podría consistir en estudiar una función de coste que considerase no solo el coste
tradicional, como cross-entropy o el error cuadrático medio, sino que penalizara también la entropía de
la activación de la capa recurrente, buscando modelos más sencillos sin necesidad de introducir ruido
o regularización.
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Implementación de la Noisy RNN
Este apéndice contiene el código en lenguaje Python de la implementación en Keras de la clase
NoisyRNN. El código utiliza como base el código fuente de la clase SimpleRNN de Keras, por lo que
solamente se muestran en el apéndice las funciones con modificaciones, indicando con un comentario
dónde se encuentra la nueva implementación. El resto mantiene el mismo software que el código
original.
A.1. Clase celda
Código A.1: Clase NoisyRNNCell - Constructor - Parte 1.
1 class NoisyRNNCell(Layer):
2














17 noise_level=0., ##### NOISY RNN
18 **kwargs):
19 super(NoisyRNNCell, self).__init__(**kwargs)
20 self.units = units
21 self.activation = activations.get(activation)
22 self.use_bias = use_bias
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Código A.2: Clase NoisyRNNCell - Constructor - Parte 2.
23 self.kernel_initializer = initializers.get(kernel_initializer)
24 self.recurrent_initializer = initializers.get(recurrent_initializer)
25 self.bias_initializer = initializers.get(bias_initializer)
26
27 self.kernel_regularizer = regularizers.get(kernel_regularizer)
28 self.recurrent_regularizer = regularizers.get(recurrent_regularizer)
29 self.bias_regularizer = regularizers.get(bias_regularizer)
30
31 self.kernel_constraint = constraints.get(kernel_constraint)
32 self.recurrent_constraint = constraints.get(recurrent_constraint)
33 self.bias_constraint = constraints.get(bias_constraint)
34
35 self.dropout = min(1., max(0., dropout))
36 self.recurrent_dropout = min(1., max(0., recurrent_dropout))
37 self.state_size = self.units
38 self.output_size = self.units
39 self._dropout_mask = None
40 self._recurrent_dropout_mask = None
41
42 self.noise_level = noise_level ##### NOISY RNN
Código A.3: Clase NoisyRNNCell - Función call - Parte 1.
1 def call(self, inputs, states, training=None):
2 prev_output = states[0]
3
4 if 0 < self.dropout < 1 and self._dropout_mask is None:




9 if (0 < self.recurrent_dropout < 1 and
10 self._recurrent_dropout_mask is None):





16 dp_mask = self._dropout_mask
17 rec_dp_mask = self._recurrent_dropout_mask
18
19 if dp_mask is not None:
20 h = K.dot(inputs *dp_mask, self.kernel)
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A.1. Clase celda
Código A.4: Clase NoisyRNNCell - Función call - Parte 2.
21 else:
22 h = K.dot(inputs, self.kernel)
23 if self.bias is not None:
24 h = K.bias_add(h, self.bias)
25
26 if rec_dp_mask is not None:
27 prev_output *= rec_dp_mask
28 output = h + K.dot(prev_output, self.recurrent_kernel)
29
30 #############################################
31 # NOISY RNN
32 # Introducimos el ruido aqui.
33 #############################################
34 noise = self.noise_level*prev_output*K.random_normal(prev_output.shape)
35 output += noise
36 #############################################
37
38 if self.activation is not None:
39 output = self.activation(output)
40
41 # Properly set learning phase on output tensor.
42 if 0 < self.dropout + self.recurrent_dropout:
43 if training is None:
44 output._uses_learning_phase = True
45 return output, [output]
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A.2. Clase NoisyRNN
Código A.5: Clase NoisyRNN - Constructor - Parte 1.
1 class NoisyRNN(RNN):
2 @interfaces.legacy_recurrent_support

































36 dropout = 0.
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A.2. Clase NoisyRNN
Código A.6: Clase NoisyRNN - Constructor - Parte 2.
37 recurrent_dropout = 0.
38























62 self.activity_regularizer = regularizers.get(activity_regularizer)
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B
Estados de la red: Tomita 3
Este apéndice contiene todos los resultados de las transiciones del espacio interno de estados de
la red de Elman modificada cuando es entrenada con ruido para aprender el lenguaje Tomita 3. Con
estas figuras se pretende ilustrar que la red de Elman modificada genera una serie de clusters estables
con transiciones completamente definidas y, en todos los casos, también deterministas, que pueden
interpretarse como el conjunto de estados de un autómata finito determinista.
Figura B.1: Transiciones de los estados coloreados en naranja con cada uno de los símbolos del
alfabeto para resolver el problema Tomita 3. Los puntos blancos en el interior de los clusters repre-
sentan los destinos reales de cada uno de los puntos. Nótese cómo en todos los casos se aproximan
al centro del cluster.
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Figura B.2: Transiciones de los estados coloreados en naranja con cada uno de los símbolos del
alfabeto para resolver el problema Tomita 3. Los puntos blancos en el interior de los clusters repre-
sentan los destinos reales de cada uno de los puntos. Nótese cómo en todos los casos se aproximan
al centro del cluster.
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Figura B.3: Transiciones de los estados coloreados en naranja con cada uno de los símbolos del
alfabeto para resolver el problema Tomita 3. Los puntos blancos en el interior de los clusters repre-
sentan los destinos reales de cada uno de los puntos. Nótese cómo en todos los casos se aproximan
al centro del cluster.
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Extracción del autómata: Tomitas
En este apéndice se muestran las tablas de transiciones entre estados de la red de Elman entre-
nada con cada una de las Tomita Grammars [65]. Con estos resultados se demuestra que es posible
extraer el autómata finito determinista mínimo que resuelve cada uno de los problemas a partir de la
extracción del autómata y su correspondiente minimización.
Figura C.1: Tabla de transiciones de los clusters formados para resolver el problema Tomita 1 y el
autómata finito determinista extraído.
Figura C.2: Tabla de transiciones de los clusters formados para resolver el problema Tomita 2 y el
autómata finito determinista extraído.
Figura C.3: Tabla de transiciones de los clusters formados para resolver el problema Tomita 3 y el
autómata finito determinista extraído.
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Figura C.4: Tabla de transiciones de los clusters formados para resolver el problema Tomita 4 y el
autómata finito determinista extraído.
Figura C.5: Tabla de transiciones de los clusters formados para resolver el problema Tomita 5 y el
autómata finito determinista extraído.
Figura C.6: Tabla de transiciones de los clusters formados para resolver el problema Tomita 6 y el
autómata finito determinista extraído.
Figura C.7: Tabla de transiciones de los clusters formados para resolver el problema Tomita 7 y el
autómata finito determinista extraído.
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D
Generalización y estabilidad
En este apéndice se muestran los resultados de la ejecución de la prueba con el conjunto de datos
mega para estudiar la estabilidad de la red de Elman con ruido y compararla con una LSTM estándar.
Como se puede observar en las figuras, mientras que la red de Elman con ruido mantiene el 100 % de
acierto, la LSTM tiene una brusca caída en el acierto de algunos problemas.
Figura D.1: Acierto frente a la longitud de cadena en escala logarítmica para el problema Tomita 1
con una Noisy Elman RNN (ν = 1,0) y una LSTM estándar. Nótese la escala logarítmica en el eje
horizontal.
Figura D.2: Acierto frente a la longitud de cadena en escala logarítmica para el problema Tomita 2




Figura D.3: Acierto frente a la longitud de cadena en escala logarítmica para el problema Tomita 3
con una Noisy Elman RNN (ν = 1,0) y una LSTM estándar. Nótese la escala logarítmica en el eje
horizontal.
Figura D.4: Acierto frente a la longitud de cadena en escala logarítmica para el problema Tomita 4
con una Noisy Elman RNN (ν = 1,0) y una LSTM estándar. Nótese la escala logarítmica en el eje
horizontal.
Figura D.5: Acierto frente a la longitud de cadena en escala logarítmica para el problema Tomita 5
con una Noisy Elman RNN (ν = 1,0) y una LSTM estándar. Nótese la escala logarítmica en el eje
horizontal.
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Figura D.6: Acierto frente a la longitud de cadena en escala logarítmica para el problema Tomita 6
con una Noisy Elman RNN (ν = 1,0) y una LSTM estándar. Nótese la escala logarítmica en el eje
horizontal.
Figura D.7: Acierto frente a la longitud de cadena en escala logarítmica para el problema Tomita 7
con una Noisy Elman RNN (ν = 1,0) y una LSTM estándar. Nótese la escala logarítmica en el eje
horizontal.
Figura D.8: Acierto frente a la longitud de cadena en escala logarítmica para el problema BxA con
una Noisy Elman RNN (ν = 1,0) y una LSTM estándar. Nótese la escala logarítmica en el eje
horizontal.
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Figura D.9: Acierto frente a la longitud de cadena en escala logarítmica para el problema Paridad
con una Noisy Elman RNN (ν = 1,0) y una LSTM estándar. Nótese la escala logarítmica en el eje
horizontal.
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