The 95th percentile of numbers of intestinal enterococci per 100 mL, associated with estimated health risk, is used for determination of the microbial assessment category (MAC) in the National Guidelines for Managing Risks in Recreational Water published by the Australian National Health and Medical Research Council in 2008. A statistical decision support tool was developed to facilitate the analysis of microbial water quality data for the purposes of classifying recreational waterways in south-east Queensland, Australia. This analysis tool, named 'EnterosisA', classifies MACs based on an assessment criterion which takes account of both the calculated 95th enterococci percentile values from empirical data and the associated gastrointestinal illness risk. EnterosisA provides similar functionality to the widely used analysis tool 'Enterotester', but is distinguished by a completely different procedure for raw data treatment and by its assessment algorithm. Using enterococci data collected from 88 recreational water sites over the period [2010][2011][2012][2013] categorization equates to higher levels of estimated health risk) and 2.3 % under-categorized cases. EnterosisA followed a conservative approach to allocate MACs and aimed to minimize the need for user's intervention in obtaining the assessment results. Without the involvement of hypothesis testing in the assessment procedure and with a one-click-for-answer design, the EnterosisA is much easier to use. Measured in the raw concentration data scale instead of the standardized distribution scale, the trigger levels estimated by EnterosisA are assumed to be more relevant for recreational water management decision making. The EnterosisA is shown to be a valid, alternative analysis tool in the implementation of the recreational water management guidelines through classifying the microbial water quality of water bodies. This research provides valuable empirical evidence for future revisions of the guidelines.
Introduction
Known as the Sunshine State in Australia, Queensland is the second largest state in the country (about 1.7 million km 2 land area) and is bordered by the Pacific Ocean to its east. Southeast Queensland makes up less than 2 % of this land area but contains about two-thirds of Queensland's total population (3 million people; Australian Bureau of Statistics, web-page accessed 11 October 2013). South-east Queensland contains many recreational water sites such as popular beaches, lakes and rivers. A variety of primary contact recreational activities (e.g., swimming, surfing, diving and water-skiing) and secondary contact recreational activities (e.g., sailing, canoe-ing and fishing) occur across this range of different water sites. In recent years, microbial water quality has been monitored at about 100 recreational sites in south-east Queensland (Webb 2011) . To assess the suitability of the microbial water quality of these sites for primary contact recreational activities, local governments in south-east Queensland apply the guidelines presented in chapter 5 of the 'Guidelines for Managing Risks in Recreational Water' (NHMRC 2008;  hereinafter referred to as 'the Guidelines') released by Australia's National Health and Medical Research Council (NHMRC) in 2008.
The suitability of a given recreational water site is classified using the matrix presented in Table 5 .13 of the Guidelines (see Table 1 ). The classification matrix utilizes information from three aspects: (1) a sanitary inspection category (SIC; which rates the site's susceptibility to faecal influence), (2) the microbial (water quality) assessment category (MAC), which is based on specified enterococci threshold values, and (3) actions taken under exceptional circumstances. Over a spectrum of faecal pollution conditions ranging from Very poor to Very good, a static classification status can be determined based on a combination of the assigned SIC and MAC categories. The actions taken under exceptional circumstances will ensure the sustainability of a classified faecal pollution condition on a recreational water site. A statistical decision support tool, named 'EnterosisA', was recently developed to facilitate the interpretation and determination of MAC and help in the decision making for actions taken under exceptional circumstances.
The top part of Table 1 specifies the thresholdmicrobiological-values for determining MAC which are expressed in terms of the 95th percentile of numbers of intestinal enterococci per 100 mL. Table 5 .7 of the Guidelines (see Table 2 ), which is adapted from Table 4 .7 of the WHO (2003) guidelines, provides the basis for derivation of those threshold percentile values for determining microbial water-quality assessment categories (i.e., MACs). Table 2 relates the 95th percentile of enterococci colony forming units (CFUs) values to the excess probability of gastrointestinal illness (GI illness) for 'healthy adult bathers' exposed to marine waters in temperate north European waters, based on research results reported in Wyer et al. (1999) and Kay et al. (2004) . Therefore, the determination of MAC is a health riskbased decision informed by the threshold enterococci CFU values. Without knowing those technical details presented in Wyer et al. (1999) and Kay et al. (2004) , however, it is difficult for practitioners in recreational water management to interpret and implement Table 2 correctly so that the MAC can be determined in the most appropriate manner. In addition, a recurring criticism of the Guidelines, as with the WHO (2003) guidelines, is that they make no recommendation for trigger levels based on enterococci data for the actions taken under exceptional circumstances. In response to these concerns, Lugg et al. developed a now widely used spreadsheetbased analysis tool 'Enterotester' to enable the practical application of chapter 5 of the Guidelines (Lugg et al. 2012; UWA 2007) . With a completely different raw data treatment procedure and assessment algorithm, EnterosisA provides similar functionality to Enterotester. Using enterococci data collected from 88 locations from four local government areas in south-east Queensland, Australia over the period 2010-2013, the MAC assessment results were compared relatively between Enterotester and EnterosisA. The design of EnterosisA followed a conservative approach to allocate MACs and aimed to minimize the need for user's intervention in obtaining the assessment results. The comparison showed that EnterosisA matched Enterotester MAC results in 86.3 % cases, with 11.4 % over-categorized (over-categorization equates to higher levels of estimated health risk) and 2.3 % under-categorized cases. Without the involvement of hypothesis testing in the assessment procedure and by adopting the one-click-for-answer design as the user-interface solution, EnterosisA is a lot easier to use in determining the MACs.
As described by Lugg et al. (2012) , Enterotester's assessment algorithm uses the excess GI illness risk as the assessment criterion in determination of MACs. The standardized 95th percentile value is only a enterococci CFU score derived from the estimated health risk probability and it does not really play a role in determination of MACs. EnterosisA, on the other hand, uses both the raw enterococci data to estimate the 95th percentile score and the excess GI illness risk, respectively, in the determination of MACs. If the two resulting MACs agree, the MAC is determined; if different, the category with a higher health risk will be chosen as the final MAC (a conservative rule). The new analysis tool proposed in this paper, EnterosisA, aimed to achieve the following goals: to (1) develop a valid alternative assessment algorithm which provides the same functionality as Enterotester for the determination of MACs, (2) be statistically sound and transparent, and (3) be more user friendly.
There is a need for better understanding and discussion on how the MAC should be determined based on Table 2 . The discussion results should shed lights on the further comparison and justification (or criticism) of the assessment algorithms adopted by Enterotester and EnterosisA. This is the topic of "Assessment Criteria and the Determination of MAC" section.
The rest of the paper is organized as follows. "Existing Algorithms for Calculating the 95th Percentile" section describes the existing algorithms for calculating the 95th percentile values for a given enterococci concentration dataset. "Use of EnterosisA to Determine the MAC: An Example" section, gives a detailed description of the functions of the EnterosisA through an example using a typical enterococci CFU sample dataset. The assessment and comparison of MAC results between the Enterotester, the Shapiro-Wilk algorithm and the EnterosisA are presented in "Assessment and Comparison of Enterotester, the Shapiro-Wilk Algorithm, and EnterosisA" section. "Summary and Conclusions" section concludes the paper with summary and conclusions.
Assessment Criteria and the Determination of MAC
Technical Details and Interpretation of the MAC Assessment Criteria
As shown in Tables 1 and 2 , the water quality of a recreational water site can be classified into one of four MACs: A, B, C and D. Note that there are two assessment criteria in Table 2 : the 95th percentile threshold value criterion (column 2) and the health risk (probability expressed as percentages) criterion (column 4). The epidemiological basis underpinning for these assessment criteria is presented in column 3.
The dose-response association relating enterococci concentration level to the probability of GI illness presented in Table 2 is derived based on the research results from the randomized controlled trials conducted in marine waters in the UK more than two decades ago (Wyer et al. 1999; Kay et al. 2004 ). The studies from this UK randomized trial give the most accurate measure of exposure, water quality and illness compared with other observational studies which do not have a randomized exposure design (WHO 2003) . The technical details that explain how the raw enterococci CFU data are used to estimate the excess probability of GI illness (hereinafter referred to as 'GI illness risk') and the concept of the reference distribution (for deriving a standardized enterococci concentration) provide the key information required for the correct interpretation of the specified threshold 95th percentile values in column 2 of Table 2 . With log 10 transformed enterococci concentrations, the mean and standard deviation of the log 10 transformed concentrations (denoted by 'log 10 mean' and 'log 10 SD', respectively), the Eqs. (1)-(6) of Kay et al. (2004) enable us to estimate the GI illness risk under a lognormal distribution assumption; Eqs. (4)-(6) enable us to estimate the GI illness risk under an empirical distribution assumption. The reference distribution is defined as a lognormal distribution with a fixed log 10 SD value, namely, log 10 SD = 0.8103 (reasons for this can be found in Kay et al. 2004) . Given an estimated GI illness risk level (i.e., a probability) and log 10 SD = 0.8103, a log 10 mean value can be determined using the Eqs. (1)-(6) of Kay et al. (2004) in an inverse-function way. A standardized 95th percentile score, defined by the reference lognormal distribution with the estimated log 10 mean and log 10 SD = 0.8103, can then be calculated as a routine statistical exercise. The threshold enterococci 95th percentile values specified in column 2 are some rough approximations of the corresponding threshold GI illness risk values specified in column 4 of Table 2 . A finer approximation result between these two sets of threshold values is given in Table 3 .
The information presented in Table 3 and the technical details described above raise a number of questions regarding the implementation of Table 2 for the determination of MACs and the interpretation of Table 1 . What is the role of the 95th percentile threshold values and do we really need them to determine the MACs? How do we know which distribution to use in estimation of the GI illness risk? In designing an analysis tool for allocating MACs from raw enterococci data, do we use the GI illness risk threshold values specified in Table 2 or use those values in Table 3 that better match the 95th percentile scores of 40, 200 and 500? Does a 95th percentile score calculated from other algorithms instead of from the defined reference lognormal distribution make any sense at all? If the 95th percentile threshold values do not really play a role in determination of the MACs, why not specify the MACs directly using the GI illness risk threshold values in Table 2 , etc.? Answers to these questions will affect the way we design an assessment algorithm for allocating MACs from raw enterococci data.
Implementation of the MAC Assessment Criteria in Enterotester and EnterosisA
Based on the description of Lugg et al. (2012) and our experience with Enterotester (V6771), its assessment algorithm for determination of MACs is summarized in the flowchart of Fig. 1 .
The Enterotester assessment algorithm uses only the GI illness risk threshold values {1.05, 5.34, 10.4 %} in the determination of MACs from raw enterococci data. The corresponding standardized 95th percentile threshold values {40, 200, 500} do not really play a role in the process of determining a MAC. The Enterotester assessment algorithm involves a hypothesis testing step which requires the user's judgement to continue the analysis process. As defined in Tables 1 and  2 , the Guidelines follow a multiple categories approach in contrast to a single tolerable risk level approach in defining the microbial water quality. It is noted that the threshold (i.e., cutting-line) criteria for dividing categories were purposely set up as rough approximates to reflect the limitations and inherent imprecision of the underlying dose-response relationship between the enterococci concentrations and the adverse health effects. As indicated in Table 3 , essentially, the Guidelines suggest that threshold values should be treated as a range instead of strictly a single value, namely, any observed/standardized enterococci concentration (CFU count) between 38 and 40, or 185 and 200, or 470 and 500 (or correspondingly, 1-1.05, 5-5.34, 10-10.4 % for GI illness risk threshold) is considered as equivalent in dividing categories A and B, or dividing B and C, or dividing C and D, respectively. In this sense, an inferential statistical analysis approach, such as hypothesis testing will be more likely to produce results with a false rather than a true precision. Enterotester uses the Microsoft Excel spreadsheet as the analysis platform and its stated purpose is to enable the practical application of chapter 5 of the Guidelines (Lugg et al. 2012; UWA 2007 ). Enterotester's major analysis outputs include number of observations, estimated GI illness risk, assigned or standardized 95th percentile, microbial water quality assessment category, the suggested oneoff water quality trigger level and the suggested water quality two-in-a-row trigger level. While the EnterosisA was designed to provide the similar functionality, it followed a completely different assessment approach to determine the MACs as illustrated in the flowchart of Fig. 2 .
Starting from the treated raw data, the EnterosisA assessment algorithm first uses both the 95th percentile threshold values (i.e., {40, 200, 500}) and the GI illness risk threshold values (i.e., {1, 5, 10 %}) exactly as specified in Table 2 to determine (preliminary) MACs separately. As shown in Fig.  2 , following the left branch from top down, the 95th percentiles are calculated based on the lognormal distribution assumption and an empirical distribution assumption, respectively. The lognormal distribution (abbreviated as 'lnorm' in the flowchart) is considered as the baseline distribution to represent the enterococci concentration distributions. Therefore, if the lognormal distribution result is greater than or equal to the empirical distribution result (i.e., LN 95 ≥ E 95 ), the LN 95 is used against the threshold values {40, 200, 500} to determine a preliminary MAC; if LN 95 < E 95 , the average 95th percentile score, i.e., (LN 95 + E 95 )/2, is used to determine a preliminary MAC. Applying the same rationale, following the right branch from top down, the preliminary MAC is determined based solely on the GI illness risk criteria {1, 5, 10 %}. These two preliminary MACs are then compared with each other. If both fall into the same category, the final MAC is determined; otherwise, the one with a higher health risk level will be chosen as the final MAC. We take this conservative approach for determination of a MAC based on the following considerations: (1) both the 95th percentile value assessment criterion and the GI illness risk assessment criterion are used effectively and the final MAC is guaranteed to be below a certain health risk level, (2) conflicts in the interpretation of the assessment criteria specified in Table 2 are compromised, (3) hypothesis testing step is safely avoided, and (4) potential 300 G. Xie et al. Both Enterotester and EnterosisA algorithms face the censored data issue (e.g., with those below detection limit records) and it is worth a separate discussion on this important issue, therefore, is delayed until "Raw Data and Input Data Requirement" section.
Existing Algorithms for Calculating the 95th Percentile
Since the 95th percentile is the value (or score) below which 95 % of the observations may be found, the categorization result may be interpreted as that, at least 95 % of the time, the enterococci concentration at the location of concern is below the specified category threshold level over the sample collection period. There are different percentile calculation algorithms available for the purpose of microbial assessment categorization of recreational waters. Depending on data availability and quality, statistical considerations and local resources, etc., there is no one correct way but could have different reasonable ways for calculating percentiles (WHO 2003) . Five existing algorithms for calculating the 95th percentile values of the observed enterococci concentration (CFU values) sample data are described below.
Standard Order Statistics Algorithm
Assume that a dataset of 101 enterococci CFU values are available from a recreational water location. If these data are sorted in ascending order, the 96th largest sample value can be taken as an estimate of the 95th percentile value in the population. Many commonly available software tools have a built-in function to calculate the sample percentile values. Examples include the 'percentile' function in Excel and the 'quantile' function in R (R Core Team 2012). In this paper, we refer to the default algorithm implemented in the R func-tion 'quantile' to be the 'standard order statistic algorithm'. The standard order statistics algorithm does not assume any statistical distribution but does require a sufficiently large, representative sample of observations for an accurate estimation of the true 95th percentile.
The Hazen and/or Blom Algorithm
This is a non-parametric, lognormal approximation algorithm to calculate the 95th percentile. Assuming the observed sample concentration data were generated from a lognormal distribution, the Hazen and/or Blom algorithms aims at providing a good approximation to the 95th percentile of that lognormal distribution using the ranked sample concentration data. The details of this algorithm can be found on pages 192-193 of the Guidelines.
The Shapiro-Wilk Algorithm
The sample data 95th percentiles can be calculated using the Shapiro-Wilk algorithm which is a parametric lognormal distribution approximation formula. The Shapiro-Wilk 95th percentile (X 0.95 ) formula can be expressed as follows: log 10 (X 0.95 ) = arithmetic mean of log 10 mean + 1.6449 * log 10 SD, where log 10 mean and log 10 SD are defined in "Technical Details and Interpretation of the MAC Assessment Criteria" section. More details on the Shapiro-Wilk algorithm can be found on page 191 in the Guidelines (NHMRC 2008) . The advantage of the Shapiro-Wilk algorithm is that the calculation can be undertaken without referring to a statistical model parameter estimation procedure.
The Plug-in Lognormal Algorithm
By employing a statistical package, such as R (R Core Team 2012), a sample of enterococci CFU data can be fitted by a lognormal distribution model. The model parameters can then be estimated by the maximum likelihood estimate (MLE; Casella and Berger 2002) . Percentile values, including the required 95th percentile, can then be calculated based on the estimated lognormal parameters. Our simulation study confirmed that the Shapiro-Wilk algorithm and the plug-in lognormal algorithm are essentially the same with respect to obtaining the 95th percentile values from a given enterococci CFU sample dataset. However, the Shapiro-Wilk algorithm is derived for calculating the 95th percentile values only (NHMRC 2008).
Enterotester
As illustrated in the flowchart of Fig. 1 , Enterotester calculates the 95th percentile values in three steps:
Step 1, the GI illness risk is estimated based on the formulas given in Kay et al. (2004) using the log 10 transformed enterococci concentrations as described in "Technical Details and Interpretation of the MAC Assessment Criteria" section;
Step 2, with the estimated GI illness risk value and log 10 SD = 0.8103, a log 10 mean value is determined using the same formulas in Kay et al. (2004) but in an inverse-function way; and Step 3, the 95th percentile score of the concentrations is then derived based on the reference lognormal distribution defined by the log 10 mean (estimated from
Step 2) and log 10 SD = 0.8103. Enterotester allows the user to choose between a lognormal distribution assumption or a sample empirical distribution assumption in applying the Kay et al.'s formulas to obtain the 95th percentile value. With Enterotester, it is the standardized 95th percentile values that are used to determine MACs.
Use of EnterosisA to Determine the MAC: An Example

More Design and Technical Details of EnterosisA
In the categorization process, the EnterosisA calculates the 95th percentile values using both the standard order statistics algorithm and the plug-in lognormal algorithm. The larger of the two resulting values is chosen as the output 95th percentile value. This implies that the true enterococci concentrations are assumed to follow a lognormal or a longer tail empirical distribution so that the subsequent categorization determination is comparatively conservative. If it turns out that the empirical 95th percentile is smaller than the lognormal 95th percentile, the 90th and the 99th percentile values can be calculated from the fitted lognormal distribution directly without further treatment. If the empirical 95th percentile is larger than the lognormal 95th percentile, we calculate the ratio of the empirical 95th percentile to the lognormal 95th percentile. This ratio is used to adjust the 90th and the 99th percentile values calculated from the fitted lognormal distribution, accordingly. For the trigger level issue, EnterosisA has followed Enterotester's approach-the 90th percentile and 99th percentile values are used as the two-in-a-row trigger level and one-off trigger level, respectively. If the last observed enterococci CFU value exceeded the 99th percentile level or the last two CFU values both exceeded the 90th percentile level, this may be considered as exceptional circumstances where higher health risk events may have occurred. Hence, subsequent actions, such as re-sampling or signage changes, may follow. It is noted, however, the 90th, 95th, or 99th percentile EnterosisA is implemented using a few special functions in the statistical software programme, R (R Core Team 2012). Users are required to instal R but no technical knowledge of this programme is assumed. The usage of EnterosisA only involves copy/paste activities. The EnterosisA analysis outputs can be obtained in two forms: on-screen display which can be saved as a picture file for further reference; and the numeric output which is automatically exported onto a CSV file which is stored in the R working directory.
An Example of Categorization Analysis Using EnterosisA
The functionality and utilization of EnterosisA are illustrated best using an example. A hypothetical but typical enterococci CFU sample dataset adapted from a sample of real enterococci data collected from one recreational water site over the period 2010-2013 is provided in Table 4 .
The raw data in row 1 of the Table 4 need to be pre-treated before EnterosisA can accept them for analysis. Therefore, it is the treated dataset listed in row 3 that is actually input into EnterosisA to produce MAC analysis results. Similar to EnterosisA, in the Enterotester it also requires raw data to be pre-treated but with different treatment rules and the treated data are listed in row 2 of Table 4 .
Issues related to the raw data treatment will be discussed in "Raw Data and Input Data Requirement" section.
Before running EnterosisA in R, the treated enterococci CFU data are put in a data file 'EnteroData.csv' which is stored in the R working directory. The EnteroData.csv file contains two columns: the first column records the sampling date and the second column records the concentration data. In the R console/window, after loading in the special EnterosisA R functions, the user types in the command line 'EnterosisA(GenericTrigger=0)' and presses 'Enter' key. EnterosisA will return an on-screen graphic output as shown in Fig. 3 .
At the same time, a more comprehensive numerical output file 'EnterosisA.csv' is created automatically in the R working directory as shown in Fig. 4a . To analyse another set of data, the data in the 'EnteroData.csv' file are changed and saved. Then in the R window, the last line R command is re-run by pressing the scroll-up key once and then pressing the 'Enter' key. The EnterosisA outputs are updated almost instantaneously.
The EnterosisA on-screen output display provides the resulting 95th percentile value on which the water quality MAC is determined according to the Guidelines in a conservative way. Figure 3 shows a good example of the EnterosisA's conservative decision rule. According to the estimated 95th percentile score, the water quality category should be classified as C; but according to the estimated GI illness risk value, it is classified as category D. Accompanied by a red warning message, EnterosisA's output is category D. The one-off trigger level (99th percentile) and two-in-a-row trigger level (90th percentile) values are also displayed (Figs. 3,  4a ). If the EnterosisA trigger level result appears unreasonable, perhaps due to the poor raw data quality or based on the management experience or judgement, users can choose to apply the generic trigger level criteria. For example, a natural choice in our case study is to take CFU = 500 as the one-off In addition to the percentiles and category information, the numeric output (Fig. 4a ) also includes the log 10 mean and log 10 SD values. The estimated excess probability that a healthy adult contracts gastroenteritis (labelled as 'GI illness risk (%)') is given in the next row below the log 10 SD value. The numeric output further shows the number of CFU sample values included in this dataset and the last sample CFU value. The bottom row of the numeric output contains the ShapiroWilk algorithm estimate of the 95th percentile value for user's reference.
For comparison, the corresponding Enterotester analysis results are displayed in Fig. 4b -bear in mind that Enterotester has applied a different raw data treatment rule in the analysis process. It is noted that the resulting MACs, differ between EnterosisA and Enterotester due to the difference in the estimated GI illness risk because they happened to marginally fall on the opposite side of the threshold value. It is also worth noting that, in the lognormal distribution part of the Enterotester output (Fig. 4b) , the estimated GI illness risk is 10.22 % and the corresponding (standardized) 95th percentile score is 480 which confirms the Table 3 results and our discussions on the conflict/confusion specification of the threshold values of the assessment criteria in columns 2 and 4 of Table 2 .
Assessment and Comparison of Enterotester, the Shapiro-Wilk Algorithm and EnterosisA
Raw Data and Input Data Requirement
In order to test and assess the newly developed recreational water quality categorization analysis tool, the Enterotester, EnterosisA, and Shapiro-Wilk algorithms were applied to 88 real enterococci concentration sample datasets. Table 5 summarizes the general information and the quality of these datasets. Due to the measurement limitation in obtaining the sample enterococci CFU values, it is common to have censored data (e.g., data recorded as 'less than' or 'greater than' a threshold value) or estimated data (NHMRC 2008; UWA 2007) . As shown in Table 5 , there are more than 30 % of the data recorded as below detection limit (less than) data and a small percentage of above detection limit (greater than) records. Therefore, how censored data are handled becomes the focus in raw data treatment.
For EnterosisA, the following substitution method of raw data treatment scheme applies: (a) missing values are excluded, (b) replace any zeros with a small value, nominally set at 0.1, (c) halve any left-censored values ('less than' a threshold), (d) double any right censored values ('greater than' a threshold), and (e) treat any estimated value as an exact value. In the comparison study, input data for applying EnterosisA and Shapiro-Wilk algorithm have been treated using the above substitution treatment scheme. It is noted that Enterotester handled the censored data differently. The Enterotester V6771 user instructions recommend that 'less than' records are acceptable as long as it is in a '<XX' form (e.g., <10); a 'greater than' record may be replaced by the highest enumerated value in the sample. The censored data are handled inside Enterotester programs by following the method detailed in chapter 19 of Greene (2011) .
It is well understood that censored data (predominantly the left-censored data in microbial water quality study) can significantly influence the calculation of the 95th percentile, and therefore the determination of the MAC (NHMRC 2008) . There are four main classes of statistical treatment of left-censored environmental data for the determination of basic statistics (e.g., mean, 95th percentile) that have been used in the literature: substitution methods, maximum likelihood (MLE), regression on order statistics (ROS) and non-parametric techniques (e.g., Kaplan-Meier technique; Hewett and Ganser 2007; Antweiler and Taylor 2008) . The half of the limit-of-detection substitution rule (LOD/2 rule) has its appeal for it is extremely simple to understand and use and intuitively reasonable. Therefore, the LOD/2 rule is widely applied in censored data analysis and is commonly recommended in guidelines, although always accompanied by warning message notes or restriction conditions. For example, the LOD/2 rule appears to be the censored data analysis method of choice in the epidemiological literature in dealing with large, complex-censored datasets (Glass and Gary 2001; Hewett and Ganser 2007) . Part of the U.S. Environmental Protection Agency's (EPA 2006) general recommendations specifies that if the percent censored is <15 %, use substitution with zero, LOD/2, or the LOD, or use the MLE method. Actually, the EnterosisA's 'half the less than value and double the greater than value' rule originated from NHMRC (2008)'s suggestion (p. 191), but the suggestion was immediately followed by a warning sentence "Mostly, these adjustments will produce 95th percentile estimates that are too low." with no reference source. Through the literature review on the left-censored data analysis issue, we had the following findings: (1) no single method was unequivocally superior across all scenarios in empirical studies (Hewett and Ganser 2007) , (2) At high percentage censoring (e.g., >70 % censored data), no method provided good estimation of summary statistics (Antweiler and Taylor 2008) , and (3) while the empirical studies are not conclusive on the performance of the substitution method (especially the LOD/2 rule), there is evidence to support keeping the substitution method as one of the valid choices (Glass and Gary 2001; EPA 2006; Hewett and Ganser 2007; Antweiler and Taylor 2008) . Another concern that arises in the MAC determination process is the sample size issue. This is admittedly dependent on the sampling context and the recommended sample size range is a compromise between statistical considerations and many other factors such as regulatory and management considerations. Since the goal was to determine the water quality assessment category for a relatively long period of time, e.g., 1-5 years, it is suggested that for our study area, the number of enterococci sample CFU values per dataset is between 20 and 200. This is motivated by the following: (1) the typical current practice of the enterococci measurement frequency pattern (i.e., sampling scheme) is about once every month in the winter season, and once every week in the summer season, and once every 2 weeks otherwise, (2) at least one full year of data is needed and up to 5 years (NHMRC 2008; UWA 2007) , (3) estimates based on a sample size of less than 20 could be subject to large sampling variation and hence inadequate for decision making, and (4) unless there is a good reason, e.g., after a big rainfall or an unexpected pollution event, more enterococci measurements may not substantially improve estimation of the required percentiles (e.g., when there are already more than 100 data in the sample).
Hence, for EnterosisA utilization, it is suggested that good practice is to use all of the available data if the sampling period covers less than 5 years and keep only the last 5 years of data if the time period is longer. However, the longer time series may be retained for other statistical modelling in order to identify patterns, trends, drivers and impacts.
Comparison Results and Discussion
Since there is no way to define a true MAC, the MAC results determined from Enterotester, EnterosisA and the ShapiroWilk algorithm are compared in a relative sense by taking the Enterotester results as the benchmark.
The comparison study results are summarized in Table 6 . Because of its conservative assessment approach, it is not surprising to find that, EnterosisA's categorization result was more conservative than the Enterotester. The overcategorization by EnterosisA could possibly come from two sources: due to the application of the conservative assessment rule or to the impact of the different raw data treatment methods. A closer examination revealed that, 7 of the 10 over-categorization cases are due to the conservative assessment rule; 3 of the 10 over-categorization cases and those two under-categorization cases are due to the raw data treatment. It is noted that those two under categorization cases with EnterosisA were associated with heavy censorship (69 and 74 %, respectively) and the mismatch was caused by marginal differences only. With datasets that the condition log 10 SD = 0.8103 holds, the difference between the Shapiro-Wilk algorithm and the Enterotester MAC results may be considered as solely attributed to the impact of the raw data treatment. Using the estimated GI illness risk values as a metric to assess the difference between Enterotester and EnterosisA due to the raw data treatment impact, it appeared that EnterosisA tended to produce a higher GI illness risk estimate when the censoring rate was not too high (e.g., <50 %), but tended to produce a lower GI illness risk estimate when the censoring rate was very high. The differences in the estimated GI illness risk levels were not significant in most cases as it is indicated by the high matching case rate. If we consider only under-categorized cases as wrong decisions, the EnterosisA results match those of the Enterotester more closely than the Shapiro-Wilk algorithm does (97.7 vs. 90.9 %). 
Summary and Conclusions
In this paper, we have presented a new statistical decision support tool, EnterosisA, which is designed for categorization of microbial quality of recreational water. EnterosisA can be re-run every time when a new enterococci water sample is collected and the CFU value is obtained so that a continuous monitoring record of the microbial water quality assessment result is produced. As a short-term management response, subsequent action may be taken if the recent CFU values exceed the trigger level(s). In the long run, the MAC results will be used as one of the two major assessment components in the classification of recreational waters alongside sanitary inspection criteria (i.e., the implementation of Table 1) . With a completely different raw data treatment procedure and the assessment algorithm, EnterosisA provides essentially the same functionality as Enterotester in the analysis of microbial water quality data. Built up by a few special R functions (R Core Team 2012), EnterosisA allocates the MACs based on an assessment criterion which takes account of both the calculated 95th enterococci sample percentile levels and the associated GI illness risk. While avoiding the involvement of hypothesis testing in the risk assessment procedure, the EnterosisA adopted a conservative approach to allocate MACs. Applied to 88 real datasets, the comparison study showed that EnterosisA matched Enterotester MAC results in most cases, with only a small proportion of total cases being allocated a category with higher level of estimated health risk due to the EnterosisA's conservative assessment rule. Being able to implement a one-click-for-answer user-interface design, the EnterosisA requires minimum user intervention in obtaining a MAC result. Because the EnterosisA estimates the enterococci data percentile values (e.g., the 90th and 99th percentiles) in the raw concentration distribution scale instead of the standardized distribution scale, its resulting trigger levels are assumed to be more relevant for recreational water management decision making. Depending on data availability and quality, statistical considerations and local resources, there is no one correct way but could have different reasonable ways for determining MACs (WHO 2003) . We have showed that EnterosisA is a valid alternative analysis tool in the implementation of the recreational water management guidelines. Managers may choose to use the existing Enterotester tool or use the Shapiro-Wilk algorithm for its simplicity as long as their advantages and limitations are fully appreciated. In all cases, users need to exercise their discretion in interpreting and accepting the analysis results.
In this study, the technical details and interpretation of the MAC assessment criteria of the Guidelines are discussed in depth. The EnterosisA was designed to implement these assessment criteria in a balanced way by taking into account factors which include the data quality, the rigour of the statistical analysis, limitation of the available health risk model and the user-interface consideration. The EnterosisA tool has been intensively tested using real datasets in the comparison study by taking the Enterotester as a benchmark tool. These research findings provide valuable empirical evidence for a correct implementation of the recreational water management guidelines and for any future revisions.
