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Resumen 
 
 
Las prácticas agronómicas convencionales se basan en considerar que los 
terrenos agrícolas presentan características homogéneas, no considerando la variabilidad 
de los distintos parámetros que intervienen en la conformación de los mismos. El hecho 
de considerar la variabilidad espacial hace posible optimizar las prácticas  a partir de 
aplicar los insumos correctos en el lugar apropiado, en el momento oportuno y con la 
dosificación exacta. La tecnología actual ha permitido la aparición de sembradoras 
neumáticas de precisión que, junto a la siembra directa, han otorgado mayor eficiencia 
al proceso de siembra y un mejor cuidado del medio ambiente. Una particular 
problemática que aparece junto a la siembra de precisión, es la evaluación del trabajo 
que las sembradoras hacen, particularmente en lo que se refiere a la uniformidad de la 
distancia entre plantas. Numerosas investigaciones dan cuenta de la relación que se 
establece entre la población de plantas y su crecimiento, y la influencia que sobre el 
rendimiento del cultivo, esto trae aparejado. 
 La presente tesis doctoral trata del estudio y medición de las principales 
variables que inciden en la disposición de la semilla en el surco. El primer objetivo del 
trabajo fue  hallar un modelo que, midiendo las variables referidas, permitiera inferir 
datos estadísticos de la localización de la semilla. El segundo objetivo fue desarrollar un 
sistema, implementado en lógica reconfigurable sobre un sólo circuito integrado 
(System on Chip), que recolecte y suministre los datos georreferenciados para la 
aplicación del modelo de inferencia y confección de un mapa de siembra.  Para el logro 
de los objetivos se diseñaron experimentos en laboratorio y en campo para medir las 
variables significativas del proceso de siembra. Esto permitió establecer relaciones entre 
velocidad de la sembradora, velocidad del dosificador, energía de vibración del tren de 
siembra y estadísticos de la disposición de la semilla en el surco. Aplicando técnicas de 
codiseño software-hardware se diseñó el sistema físico, implementado en un FPGA 
(Field Programmable Gate Array), que mide y procesa la información necesaria para la 
aplicación del modelo de inferencia mencionado. 
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Abstract 
 
 
Conventional agronomical practices are based on the consideration that the 
agricultural land presents homogeneous characteristics, without considering the 
variability of the different parameters involved in the land formation. The fact of 
considering the spatial variability makes it possible to optimize the practices from 
applying the correct inputs in the right place, at the right time and with the exact dosage. 
Modern technology has allowed the emergence of pneumatic precision seed drills that 
along with direct seeding have provided greater efficiency to the sowing process and 
better environmental care. A specific problem that arise with precision seeding is the 
evaluation of seeders performance, particularly as regards plant spacing uniformity. 
Numerous investigations realize the relationship established between plant population 
and its growth, and the influence that this has on crop yield.  
This thesis deals with the study and measurement of the main variables that 
affect seed distribution in the furrow. The first objective of this work was to find a 
model that by measuring related variables, allowed inferring statistical data of the 
location of the seed. The second objective was to develop a system, implemented in 
reconfigurable logic to single chip system (System on Chip), which collect and provide 
georeferenced data for the implementation of inference models and the developing of a 
planting map. In order to achieve the objectives, laboratory and field experiments were 
designed to measure the significant variables of the sowing process. This allowed 
establishing relationships between the drill speed, the dispenser speed, the vibration 
energy of sowing train and statistical of seed distribution in the furrow. Due to the 
employment of software-hardware co-design techniques the physical system was 
designed, implemented in an FPGA (Field Programmable Gate Array), which measures 
and processes the necessary information for implementing the mentioned inference 
model. 
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Prólogo 
 
El incremento en la producción agrícola en cultivos de grano es un propósito  
que beneficia, no solamente al país que los produce sino que también puede contribuir a 
disminuir el hambre a nivel de la población mundial.  Las prácticas llevadas a cabo por 
la agricultura de precisión,  buscan incrementar  la eficiencia en el uso de los recursos, 
mejorando la rentabilidad y, al mismo tiempo, minimizar el impacto ambiental. La 
agricultura de precisión hace uso de tecnologías de información para la toma de 
decisiones de manejo, que sean técnica, económica y ambientalmente adecuadas. Estas 
prácticas agronómicas comprenden distintos procesos interrelacionados, uno de los 
cuales es la siembra. Un aspecto relevante que aparece en la siembra directa es la 
evaluación de la distribución de la semilla que realiza la máquina sembradora (planteo). 
Existen numerosas experiencias que dan cuenta de la relación que se establece entre la 
población de plantas y su crecimiento y la influencia que sobre el rendimiento del 
cultivo trae aparejado. 
La presente tesis doctoral se enfoca en el estudio del proceso de siembra, 
específicamente en lo que se refiere a la dinámica de la semilla al ser liberada por el 
dosificador de siembra. El objetivo de este estudio es conocer los factores que 
intervienen en la determinación de la ubicación final de la semilla en el surco, y diseñar 
un sistema, implementado en lógica reconfigurable, que infiera datos estadísticos 
georeferenciados de  la referida localización.   
Este trabajo presenta dos partes bien diferenciadas. La primera, orientada a 
identificar y cuantificar las variables físicas que intervienen en el proceso de 
distribución de semillas de una sembradora neumática de presión positiva. A partir de 
este estudio, se plantea un modelo para la inferencia de datos estadísticos de la 
ubicación de la semilla en el surco. La segunda parte trata de la síntesis del modelo en 
una plataforma de lógica reconfigurable y la implementación de todo el sistema en un 
único chip  (System on Chip - SoC). La tesis se estructura en capítulos con la siguiente 
descripción resumida: 
- Capítulo 1. En este capítulo se introduce el tema de la agricultura de precisión 
y se plantea la problemática de la investigación desarrollada.  En este capítulo 
también se explicitan los trabajos relacionados con el tema de la tesis. 
 
- Capítulo 2. Sobre dos bancos de pruebas de cuerpos de siembra se diseñaron y 
llevaron a cabo ensayos para medir variables  significativas del proceso de 
distribución de la semilla. El tiempo entre semillas, la velocidad de caída y su 
trayectoria, el punto de impacto en el suelo, la velocidad del plato dosificador, 
entre otros, son valores medidos y registrados. En este capítulo también se 
establecen relaciones entre las variables estudiadas. 
 
4 
 
- Capítulo 3. En este capítulo se estudia la uniformidad del espaciado entre 
semillas y se propone un modelo dinámico para describir la trayectoria de la 
semilla desde el plato dosificador al suelo. 
 
- Capítulo 4. Los ensayos y pruebas realizados en un ambiente controlado, como 
los experimentos en laboratorio informados en el segundo capítulo, fueron 
convenientemente adaptados para ser llevados a campo. Es así que en este capítulo 
se describen los ensayos de  los sistemas para la determinación del tiempo entre 
semillas y la velocidad del plato dosificador en condiciones reales de siembra. En 
este apartado también se describen las relaciones halladas entre las variables 
estudiadas. 
 
- Capítulo 5. En este capítulo se indaga respecto del efecto de las vibraciones 
sobre la uniformidad de la distribución de la semilla. El estudio permite ajustar el 
modelo de inferencia de datos estadísticos de la ubicación de la semilla en el 
surco. 
 
- Capítulo 6. El tema del georreferenciamiento de la información recolectada y 
procesada por el modelo propuesto se aborda en este capítulo. A partir de la 
definición de la unidad mínima de información, que definimos como un pixel, se 
establecen las condiciones para la confección del mapa de siembra. 
 
- Capítulo 7. El desarrollo del sistema para la medición y evaluación de las 
vibraciones se informa en este capítulo. Haciendo uso de metodologías de análisis 
a nivel sistema y de IP Cores (Intellectual Property Cores) específicos para 
técnicas de DSP (Digital Signal Processing), se plantea el modelo para el 
procesamiento de la información suministrada por los acelerómetros. 
 
- Capítulo 8. En este capítulo se integran los distintos subsistemas y se 
desarrolla el control del sistema general. Para la integración mencionada se realiza 
una partición software/hardware de los procesos involucrados. Finalmente, el 
desarrollo se implementa en una FPGA (Field Programmable Gate Array) y se 
describen las simulaciones software-hardware y los ensayos llevados a cabo para 
verificar su funcionamiento. 
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Capítulo 1 
 
1  Introducción a la problemática 
1.1 Agricultura de precisión 
Las características agronómicas que presenta la región pampeana Argentina 
hacen que sus suelos productivos sean utilizados principalmente para la producción de 
trigo, maíz, girasol y soja.  La producción de cereales y oleaginosas, en esta región, 
creció a una tasa anual promedio del 2 % entre 1970 y 1990  ,  mientras que en el 
período de 1993 a 2004, creció a una tasa anual promedio del 6,9%, alcanzando en  
2008 los 69 millones de toneladas [1]. En 2010, ayudado por las condiciones climáticas 
de este año,  se cosecharon 100 millones de toneladas.  Asimismo,  también cambió el 
perfil del productor agropecuario, surgiendo la figura de productores que, sin ser 
propietarios de tierra,  generan el 65% de la producción en campos arrendados. El éxito 
de estos nuevos productores se basó en la adopción de tecnología de alto impacto 
productivo, con reducción de los costos; maquinaria de alta eficiencia de trabajo con 
alto uso anual en base al movimiento territorial, siembra directa, optimización en el uso 
de los agroquímicos, y avances genéticos [2] [3] [4]. Para los próximos años se prevén 
cambios basados en el crecimiento productivo, donde no solamente se crecerá 
horizontalmente, sino con mayor participación vertical o sea, formando parte de la 
cadena de puertas afuera. 
En la próxima década se espera un fuerte crecimiento del aprovechamiento 
eficiente de las nuevas herramientas que ofrece la agricultura de precisión (AdeP). Estas 
nuevas prácticas  en la agricultura se basan en tecnologías como el sistema de 
geoposicionamiento por satélite (GPS) y tecnologías de comunicación móvil, como el 
Sistema Global para Comunicaciones Móviles (GSM) o el servicio de radio por 
paquetes genéricos (GPRS), recursos utilizados para la localización de cada sitio 
específico de labranza [5]. Hoy día,  las  imágenes por satélite, la detección remota y los 
sistemas expertos son herramientas tecnológicas que,  utilizadas de manera conveniente, 
hacen que la información georreferenciada sea transformada en información 
agronómica y económica de utilidad [6] [7] [8] [9] . En efecto, esta información 
agronómica, al tener en cuenta la variabilidad espacial y temporal permite optimizar los 
manejos a partir de aplicar los insumos correctos en el lugar apropiado, en el momento 
oportuno y con la dosificación exacta. Asimismo, las prácticas de la AdeP y la 
acumulación de información de calidad georreferenciada facilitarán la trazabilidad de 
los procesos y los productos  agropecuarios (Gestión de precisión) [10]. 
Las prácticas agronómicas convencionales se basan en considerar que los 
terrenos agrícolas presentan características  homogéneas, no considerando la 
variabilidad de los distintos parámetros que intervienen en la conformación de los 
mismos.  La necesidad y habilidad para monitorizar y responder adecuadamente a esta 
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variación es una de las metas de la  AdeP. Si se reconoce y cuantifica esta variabilidad,  
es posible  contrarrestar las diferencias encontradas utilizando técnicas de dosificación 
variable de insumos (TDV). Esta tecnología hace uso de información proveniente de 
mapas de rendimiento de cultivos anteriores, fotografía aérea, mapas topográficos, 
imágenes por satélite, mapa del suelo que,  junto con los conocimientos aportados por el 
productor, hace posible definir sitios con potencialidad de rendimiento diferentes y que 
requerirán diferentes dosis de insumos.  Con la aplicación de estos métodos se obtienen 
beneficios económicos y ambientales, ya que se aplica la dosis específica del insumo 
para cada punto del terreno [11] [12] [13].  
Se avizora un crecimiento importante de la experimentación en los cultivos, 
donde se analice la variabilidad espacial y temporal, la elaboración de diagnósticos 
interdisciplinarios, con planteamiento de objetivos productivos y de sostenibilidad 
progresivos, basados en el manejo diferenciado a nivel zonal, campos y lotes, para 
llegar a un objetivo más ambicioso, que es el manejo diferenciado dentro del lote. Esto 
redundará en el aumento de la  eficiencia del uso de los insumos y, como consecuencia, 
una mayor eficiencia productiva con una secuencia de cultivos sustentables.  El uso 
integrado de estas tecnologías permite la aplicación  de la  agricultura de precisión, que 
la podemos caracterizar como el  conjunto de tecnologías (electrónicas, informáticas, 
comunicaciones, mecánicas, agronómicas,  etc.) aplicadas a la recolección de datos, 
procesamiento de información y apoyo al proceso de toma de decisiones, para la 
ubicación temporal y espacial diferenciada de insumos en los cultivos. Desde una visión 
sistémica del problema, podemos decir que  la AdeP pretende obtener datos del proceso 
de producción agrícola y convertir estos datos en información que puede ser usada para 
manejar y controlar dicho proceso.  
 La brecha tecnológica existente entre los rendimientos potenciales de los 
cultivos y la media nacional se puede acortar significativamente tanto con información 
georreferenciada de las variaciones de propiedades fisicoquímicas  del suelo dentro de 
un lote, como por las variaciones de las respuestas de factores de manejo involuntarios o 
inducidos mediante el uso de las diferentes herramientas que suministra la AdeP . Esto 
permite remplazar datos promedios por otros,  georeferenciados y más precisos, que 
posibiliten realizar ajustes de diagnósticos con más precisión como paso previo al 
manejo diferenciado de los insumos o prácticas culturales diferenciales, primero entre 
zonas, luego a nivel de lote y por último dentro de los lotes.  
 Hacer agricultura con la suficiente precisión como para asegurar la inexistencia 
de excesos en los insumos aportados al suelo, ha sido una aspiración largamente 
anhelada. Esto se ha podido cumplir sólo en aquellos sistemas que tratan 
individualmente cada sitio específico del lote de laboreo. Una particular problemática 
que aparece junto a la siembra directa, es la evaluación de la siembra que las 
sembradoras hacen, particularmente en lo que se refiere a la uniformidad de la distancia 
entre plantas. Se informan numerosos trabajos donde dan cuenta de la relación que se 
establece entre la población de plantas y su crecimiento, y la influencia que sobre el 
rendimiento del cultivo, esto trae aparejado [14] [15] [16] [17] [18]. Investigaciones 
realizadas por Nielsen [19] demostraron, en pruebas de campo a lo largo de Indiana 
(USA) entre los años 1987-1993, que 1,57 kg cada 100 m
2
, se pierden en el rendimiento 
por cada  2,15 centímetros de aumento en la desviación estándar del espaciado entre 
plantas. A similares conclusiones llegan los autores en [20] [21]. Más recientemente, los 
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autores en [22] encontraron reducciones en el rendimiento de 147kg ha
-1
 por cada cm en 
un rango de  desviación estándar que osciló entre 5 y 25 cm.  Sin embargo,  el consenso 
sobre este aspecto no es unánime [23] y hay trabajos donde  no generalizan esta 
conclusión, sino que establecen una serie de condiciones agronómicas para establecer 
relaciones entre rendimiento y regularidad de las distancias entre semillas [24, 25] pero 
en todos ellos se remarca esta relación. Según [26] la variabilidad en la distribución de 
las plantas puede ser causada por una distribución no uniforme debida al 
funcionamiento defectuoso de la sembradora, a una excesiva velocidad de siembra y/o a 
una mala emergencia o establecimiento de las plántulas.  
 Por lo señalado precedentemente,  uno de los aspectos claves es lograr la 
distribución controlada de la semilla en el surco -según sean las propiedades del suelo 
en ese sitio- logrando no sólo la distancia deseada entre semillas, sino también la mayor 
uniformidad posible de esa distancia (menor desviación estándar). Es precisamente la 
correcta dosificación, en términos de densidad de siembra y de uniformidad de 
distribución de la semilla en la línea de siembra, el principal factor de cambio producido 
en los últimos tiempos en los sistemas dosificadores. Se encuentran trabajos donde se 
evalúan dosificadores en bancos de prueba, pero no hay resultados sobre lotes con 
relieve no uniforme típicos en siembra directa con huellas  y coberturas diferenciales. 
Se han encontrado aumentos significativos de la no uniformidad del espaciado cuando 
la velocidad supera los 7/8 km h
-1
 [27]. Al respecto, en [28] establecieron que la 
variabilidad en el espaciado de la semilla en una sembradora neumática de precisión se 
incrementa cuando se incrementa la velocidad de avance de la sembradora, y calcularon 
las velocidades óptimas para distintas semillas. 
Como parte de esta problemática está la de determinar, en tiempo real
1
, la 
distribución efectiva de la semilla en el surco. Disponer de esta información, constituye 
un objetivo largamente seguido, tanto por los fabricantes de máquinas sembradoras 
como por los productores agropecuarios. Efectivamente, el fabricante de sembradoras 
necesita evaluar la calidad del proceso de sembrado, y uno de los indicadores es la 
uniformidad de la distribución de semilla. Poder evaluar y certificar este parámetro, no 
sólo permite hacer reingeniería para mejorarlo sino también mostrarlo como valor 
agregado al producto que venden. En lo que se refiere al productor agropecuario, éste es 
cada vez más consciente de la importancia de la uniformidad de la distribución de 
semilla y, por lo tanto, ya sea para poder  elegir la sembradora más conveniente, o para 
hacer los ajustes de la máquina en el campo,  necesita de un procedimiento objetivo de 
evaluación. 
                                                 
 
 
1
 La calidad del sembrado, en lo que a distancia entre semillas y uniformidad se refiere, puede 
ser verificada, desde luego, con posterioridad a la emergencia de la planta. Por el contrario, cuando 
decimos “en tiempo real”, nos referimos a conocer estos parámetros en el momento mismo en que se 
realiza la siembra. 
8 
 
Además, si a la información mencionada, se le integra la proveniente de  su 
localización  geográfica (GPS), se logra un verdadero “mapa”  del proceso de siembra. 
La AdeP utiliza hoy  profusamente los mapas de rendimientos obtenidos en el proceso 
de cosecha de granos juntamente con otros GIS,  como lo son los mapas de propiedades 
fisicoquímicas del suelo. Por tal motivo, el poder contar con mapas de siembra (GIS de 
siembra),  dentro de la batería de herramientas informativas utilizadas por la AdeP, 
significará  un aporte de calidad a estas tecnologías. Sin embargo, es necesario 
mencionar que en la actualidad aún no se cuenta con los conocimientos necesarios para 
interpretar la información que suministran estos recursos tecnológicos y decidir la dosis 
más conveniente a aplicar (semilla y fertilizante) y el momento oportuno. Precisamente, 
creemos que la información suministrada por un sistema que provea de un mapa de 
siembra contribuirá a un mejor entendimiento del proceso de siembra tendente a 
perfeccionar las tecnologías de dosificación variable de insumos [29].  
 1.2 Codiseño software/hardware con lógica reconfigurable 
El desarrollo de la microelectrónica y la tecnología VLSI  (Very Large Scale 
Integration) han permitido crear dispositivos programables con mayores prestaciones. 
Éstas, a su vez, han posibilitado la creación de nuevos circuitos electrónicos de una 
complejidad y funcionalidad con un crecimiento prácticamente exponencial. A su vez, 
esta complejidad creciente en los diseños ha originado que las metodologías de diseño 
sufran también una evolución [30]. En el diseño de circuitos digitales electrónicos, la 
aparición de los lenguajes de descripción de hardware (HDLs, Hardware Description 
Languages) ha orientado el desarrollo a las  técnicas de diseño ‘Top-Down’ que, 
contrariamente a la metodología “Bottom-Up”, permiten la descripción del sistema al 
más alto nivel de abstracción. Esta tendencia, impulsada por la facilidad de materializar 
circuitos digitales mediante dispositivos de lógica programable, marcó la necesidad de 
estos lenguajes de alto nivel que permiten describir hardware, no sólo desde la 
perspectiva estructural, sino también desde la funcional (comportamental) [31]. Los 
lenguajes HDLs, orientados inicialmente a la descripción de hardware y la simulación, 
tienen actualmente una utilización muy difundida en la síntesis automática de circuitos. 
Partiendo de una especificación de entrada de mediano-alto nivel de abstracción, con 
tareas automatizadas  y verticales entre niveles de abstracción, se llega al nivel más bajo 
de la jerarquía del diseño (síntesis en un dispositivo reconfigurable). El uso de 
metodologías para el modelado en alto nivel de abstracción y la utilización de técnicas 
de descripción formal de Diseño a Nivel de Sistemas (SLD, System Level Design) [32] 
a la vez que provee una solución al incremento de la productividad, ha posibilitado el 
empleo de métodos de prototipado rápido, con la creación de librerías y reutilización de 
componentes hardware/software. Esta metodología acelera notablemente los tiempos de 
desarrollo, facilitando las pruebas y la depuración de errores.  
Un sistema electrónico diseñado para operar en AdeP estará sometido a 
condiciones ambientales rigurosas (polvo, vibraciones, golpes) por lo que el grado de 
integración física que se logre, será un indicador importante de su confiabilidad. Los 
actuales dispositivos de lógica reconfigurable (FPGA- Field Programmable Gate Array , 
CPLD- Complex Programmable Logic Device), no sólo ofrecen una extraordinaria 
densidad de puertas para la programación de módulos de hardware, sino que además es 
posible embeber (por medio de módulos de software o hardware) uno o más 
9 
 
microprocesadores en una única pastilla de silicio [33]. Esto permite la creación de 
sistemas completos dentro de un sólo chip (System on Chip, SoC). La utilización de 
componentes hardware y software en un único chip permite combinar las características 
de flexibilidad que el software ofrece y la altas prestaciones de cómputo y paralelismo 
del hardware [34] [35] [36] . Los lenguajes de descripción de hardware (HDLs), 
permiten el diseño de circuitos digitales con un alto nivel de abstracción. Estos 
lenguajes, orientados inicialmente a la descripción de hardware y la simulación, se 
utilizan actualmente en síntesis automática de circuitos sobre dispositivos de lógica 
reconfigurable.  
En los ambientes EDA (Electronic Design Automation), que integran en el 
mismo marco de trabajo las herramientas de descripción, síntesis, simulación e 
implementación de sistemas digitales, existen diversas  herramientas de síntesis 
(sintetizadores) que reconocen determinadas estructuras lógicas, como las estructuras de 
máquinas de estado finito (FSM) [37]. Para tal fin, se aconsejan formatos para la 
codificación de las máquinas y, de esta forma, se logra una optimización en su síntesis, 
ya sea en área ocupada o velocidad de respuesta [38] [39]. Sin embargo, nuestro interés 
no está puesto en optimizar el uso de los recursos en los FPGA, sino que orientamos el 
trabajo a obtener un procedimiento que permita el diseño de la lógica digital de control, 
utilizando una herramienta poderosa de modelización como son las Redes de Petri. En 
este sentido, en los trabajos reportados en [40] y [41] se da cuenta del marco conceptual 
y el software asociado para  la traducción directa de una RdeP en una descripción en 
VHDL (Very High Speed Integrated Circuit Hardware Description Language) 
sintetizable en un dispositivo de lógica reconfigurable. Sumado a esto, la disponibilidad 
de tarjetas de desarrollo en base a FPGA,  sobre la que se puede implementar el sistema 
desarrollado, configuran un ambiente adecuado para el desarrollo de un prototipo.  
1.3 Trabajos relacionados 
La AdeP se auxilia principalmente de los Sistemas de Posicionamiento Global y 
de los Sistemas de Información Geográfica para capturar datos de la variabilidad con el 
muestreo de suelos, medición de rendimiento de los cultivos y monitorizado remoto. Se 
pueden formular tres preguntas básicas para la toma de decisión:  
a) ¿Cuánto varían las características medidas de suelo y cultivo?,   
b) ¿Cuánto afectan estas variaciones al rendimiento? y  
c) ¿Puede el productor obtener suficiente información y la tecnología correcta 
para manejar la variabilidad con provecho económico?[42]. 
En la actualidad, la utilización de GPS, la electrónica, y los sistemas de decisión 
inteligente aplicados a la agricultura de precisión hacen de esta práctica una actividad 
viable económicamente [43]. Los avances en el desarrollo de sensores para determinar 
características físico-químicas del suelo permiten actualmente determinar, con una 
precisión aceptable, la variabilidad de nutrientes (N, P, K)[44] [45]; pH [46] ;  humedad 
y salinidad[47] [48] [49]; materia orgánica y textura [50] . Estos modelos han sido 
utilizados para identificar las causas subyacentes de la variabilidad del rendimiento y 
evaluar prescripciones de manejo, sin embargo, la estimación de la variabilidad de los 
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parámetros del suelo, requiere de la utilización de datos históricos y excesivos tiempos 
de procesamiento de computadora[51]. A los fines de simplificar estos modelos, en [52] 
los autores desarrollan un sistema para la ayuda de toma de decisión basado en GIS. 
En [53] se caracterizan  las sembradoras de precisión como aquellas máquinas 
que pueden sembrar en surcos y son capaces de dosificar las semillas de una en una. 
Describen también a las fuentes de variación en la precisión como: fallos en el llenado 
del dosificador, llenado múltiple, o sembrado defectuoso por su dispersión lateral o en 
profundidad. Establecieron que la no emergencia de una semilla debiera ser estudiada 
en el marco de los ensayos de precisión, ya que introduce un factor adicional de 
variabilidad, en caso de interpretar sencillamente un no nacimiento por un fallo. 
Proponen el uso de los histogramas de distancia entre plantas, y técnicas estadísticas 
para evaluar el planteo. 
En una sembradora monograno la capacidad de ubicar la semilla a una 
determinada distancia en el surco es un factor importante en la evaluación del  
comportamiento de la máquina. Esta distancia es influenciada por distintos factores 
como pueden ser  el lanzamiento de dos o más semillas al mismo tiempo, el no 
lanzamiento de una o más semillas,  falta de capacidad germinativa, fallos en la 
emergencia, etc.  Para esto se realizan mediciones de valor medio, desviación estándar, 
eventos múltiples y faltantes.  Al respecto,  en  [54] [55] [56] se plantean alternativas a 
estos parámetros para evaluar el comportamiento referido. Resulta pertinente mencionar 
que la superficie con el rastrojo y sin labranza, ofrece dificultades para un seguimiento 
visual, por desenterrado, de la siembra que la máquina está haciendo.  
En [57] se reporta un trabajo donde los autores desarrollaron un sensor mecánico 
que mide población de plantas de maíz. El equipamiento fue montado en una plataforma 
maicera de una cosechadora. Otro sistema para determinar la población de plantas de 
maíz se propone en [58],  en este trabajo los autores utilizan sensores ópticos, con lo 
cual no hay contacto con la planta de maíz. La interrupción del haz de luz causada por la 
planta de maíz registra la presencia de la misma, pudiendo detectar el espaciamiento 
entre plantas, fallos y la presencia de plantas dobles. El sistema se utiliza con 
velocidades de avance de hasta 3 m.s
-1
. 
Orientados a la resolución del problema de ubicar la semilla, y utilizando 
también sensores ópticos, existen trabajos que reportan técnicas para utilizar en 
laboratorio. En   [59] y citado  luego  en [60], se propone  un sistema de monitorizado 
optoelectrónico de la semilla. El dispositivo lleva una parrilla de LEDs (diodos emisores 
de luz) y fototransistores enfrentados, por donde pasan las semillas dosificadas y un 
data-logger analiza los datos. Exponen que la importancia de este sistema sobre los 
comerciales existentes es que no sólo registra cuando pasan las semillas, sino también 
por donde pasa cada una, dando entonces la localización antero-posterior de cada una. 
Las limitaciones de este método provienen de la necesidad de ubicar los sensores a la 
salida del tubo de descarga, imposibilitando o dificultando notablemente  su utilización 
en campo. Asimismo, el cálculo de lo que denominan “front to back”, convierten el 
modelo en determinístico.  Finalmente concluyeron que se puede utilizar un sistema 
optoelectrónico para obtener evaluaciones cuantitativas de la uniformidad del 
espaciamiento entre semillas en condiciones de laboratorio.  
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En el trabajo presentado en [61] los autores concluyen que determinados 
métodos utilizando sensores optoelectrónicos  en laboratorio arrojan mediciones 
significativamente diferentes a los obtenidos en campo, por lo que estos métodos no 
pueden ser usados para predecir índices de uniformidad en el surco. Con las técnicas 
referidas, la uniformidad obtenida en el laboratorio es mejor que la que resulta en el 
sembrado, por lo que sí podrían ser usados para descartar sembradoras que arrojen 
pobres resultados en el laboratorio. Para solucionar los problemas a que hacen 
referencia en el documento mencionado, en [62, 63],  sus autores  proponen la 
utilización de sensores de siembra “inteligentes” basados en el uso de 
microcontroladores que analicen y procesen la señal, en tiempo real, que suministra el 
sensor. Como resultado es posible detectar y controlar la variabilidad del nivel de señal 
de la barrera infrarroja de medición. Este diseño permite compensar el desvanecimiento 
de señal frecuentemente observado en las lentes de los sensores opto-electrónicos. Esta 
anomalía se debe al deterioro físico de los sensores causado por el paso de las  semillas, 
así como al ensuciamiento de las lentes de los sensores causado por inoculantes, tierra, 
etc. 
Haciendo uso de otra tecnología, por medio de rayos X se determina la 
ubicación tridimensional de una semilla dentro de un suelo agrícola bajo siembra directa 
[64]. Para ello, las semillas deben cubrirse con un polvo de óxido de plomo, para ser 
opacos a los rayos X.  La metodología utilizada permite obtener la información de la 
distribución del espaciamiento entre semillas de manera determinística.  Sin embargo, la 
utilización de esta metodología implica la remoción de bloques individuales de suelo 
(0,075 m x 0,075 m x 0,2 m) conteniendo las semillas sembradas en el campo, y luego 
llevadas al laboratorio para ser radiografiada El método conlleva el uso de un sistema de 
corrección basado en la geometría de los rayos X. Estas posiciones de referencias 
corregidas sirvieron para identificar la posición real de las semillas dentro del suelo. Si 
bien el método es de naturaleza distinta al mencionado anteriormente, presenta similares 
limitaciones para su empleo en campo. 
La utilización de cámaras de video para el seguimiento de la semilla es otro de 
los métodos propuestos en algunos trabajos. En [65] se reporta un sistema basado en 
una cámara de video que, montada sobre un vehículo, toma imágenes del campo 
sembrado. A partir de un algoritmo desarrollado  y técnicas de procesamiento de 
imagen determinan la cantidad de plantas por píxel y el valor medio de su distancia. El 
comportamiento del sistema propuesto lo evalúan contrastando los resultados obtenidos 
con las mediciones realizadas directamente sobre el sembrado. Reportan que los 
resultados del sistema presentan una correlación del 0.90 respecto de los valores 
obtenidos manualmente, y un error del 5,4 % en la estimación de la población de 
plantas. Los autores informan de un sistema óptico de alta resolución para evaluar el 
comportamiento  de los parámetros de una sembradora neumática. El sistema consiste 
en una cámara de video emplazada en la salida del dosificador de semilla en un cuerpo 
estático, que dosifica la semilla sobre una cinta engrasada. Por medio de la imagen 
captada por cada escaneo de la cámara y un algoritmo de reconocimiento de la sombra 
de la semilla, se calcula posición, tamaño y espaciamiento en el tiempo de la semilla.  A 
partir de este tiempo entre semillas, y conociendo la velocidad virtual de 
desplazamiento de la sembradora, calculan la distancia virtual entre semillas en el surco. 
Comparando esta distancia, con la obtenida en la cinta engrasada, obtienen una 
correlación cercana a 1 y  los valores promedios de distancia entre semillas difieren en 
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menos del 2 % entre ellos. La ventaja de este sistema sobre el de la captación con 
sensores optoelectrónicos,  se presenta cuando se trabaja con semillas muy pequeñas 
(perejil, mijo, etc.).  Si bien el sistema descrito puede ser utilizado en laboratorio, no 
resulta hoy factible su emplazamiento en cada uno de los cuerpos de siembra de una 
máquina en campo. Efectivamente, tanto por su costo, como por lo delicado del 
equipamiento utilizado, no es apropiado para una aplicación en condiciones reales de 
siembra. En esta línea de trabajo, los autores de [66], también en laboratorio,  trabajaron 
con un sistema de cámara de videos de alta velocidad para medir distancia,  índice de 
faltas y eventos múltiples. Se contrastaron los resultados con los obtenidos de medir 
sobre una cinta engrasada. Realizaron pruebas con semillas de trigo y soja a una 
velocidad simulada de siembra de 1m s-
1
. Reconocen, en este trabajo, que la utilización 
de sensores optoelectrónicos resulta más sencilla de implementar pero encuentran 
dificultad en obtener la sensibilidad  necesaria en los sensores para detectar las semillas 
cuando la frecuencia de caída es alta. Finalmente concluyen que el sistema de cámaras 
de video de alta velocidad puede sustituir, con resultados similares, al sistema de cinta 
engrasada para la medición de uniformidad  de siembra. Un trabajo más reciente,  
similar al anteriormente informado,  se  da cuenta en [67]. En este desarrollo se utiliza 
una cámara de video de alta velocidad, y las imágenes se transfieren vía puerto USB a 
un PC y, en éste, un programa en MATLAB procesa la imagen y determina ángulos de 
emisión de semilla, velocidad de caída y calcula la distancia entre semillas. Encuentran 
que las distancias calculadas presentan errores similares al método anterior, cuando se 
las compara con las distancias medidas en la cinta engrasada. Al igual que el anterior, el 
sistema referido es para aplicación en laboratorio  
En [68] se informa el desarrollo de  un algoritmo para procesar imágenes de 
vídeo tomadas, en este caso,  de los surcos de maíz en el campo. Para diferenciar entre 
plantas de maíz y las de maleza, el algoritmo tiene en cuenta el área proyectada del 
follaje de la planta de maíz, el alineamiento en el surco y la distancia media proyectada 
entre plantas. De esta forma, se estima la densidad y el espaciamiento de las plantas de 
maíz durante su fase inicial de crecimiento. De acuerdo con los resultados obtenidos en 
los experimentos, la raíz del error cuadrático medio (RMSE) fue del 7,8 % por lo que 
consideran que  no hubo diferencias significativas entre las distancias medidas 
manualmente y las estimadas a partir de las imágenes. La aplicación de este método no 
puede ser extendido a grandes áreas de sembrado y su procesamiento no es en tiempo 
real. 
 Los modelos matemáticos para la determinación de parámetros significativos 
del proceso de siembra se informan en algunos trabajos. En [69], el autor plantea las 
ecuaciones de velocidad de la semilla según un modelo donde no existen corrientes de 
aire y encuentra despreciable la resistencia estática del aire. En este caso, el modelo 
resulta simplificado y se vale de las ecuaciones de un móvil afectado sólo por una 
fuerza constante, la gravedad. A partir de este modelo, en función del sistema de 
siembra utilizado, centra su estudio en el cálculo de la energía cinética de la semilla. El 
modelo matemático de la dinámica de la semilla de maíz planteado en [70], tiene en 
cuenta el efecto aerodinámico de la semilla. Además, se estudia la influencia, sobre la 
semilla,  del flujo de aire del distribuidor neumático en proximidades del punto de 
emisión. La componente vertical de la velocidad de caída de la semilla se aproxima a 
una ecuación polinómica de 3
er
 grado y a partir de ésta se calculan las ecuaciones de 
aceleración y espacio. Se encuentra que los resultados teóricos son aproximados a los 
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observados en imágenes fílmicas obtenidos de la trayectoria de la semilla. Utilizando un 
sistema de monitorizado con sensores optoelectrónicos, los autores en [71] modelizan la 
distancia entre semillas en condiciones de laboratorio. Determinan la diferencia entre 
distancias (exactitud) entre la medida en forma electrónica y la manual (en cinta 
engrasada). Encuentran que para cada velocidad de avance,  la exactitud en la 
predicción de la distancia entre semillas tiende a aumentar a medida que disminuye la 
distancia. Para el diseño experimental se utilizó un análisis factorial 5x3 (cinco 
distancias entre semillas por tres velocidades de avance) 
  Los autores de [72] desarrollan un modelo para determinar la relación entre la 
presión en el dosificador de una sembradora neumática, con la uniformidad de la 
distribución de la semilla. Las pruebas fueron realizadas en laboratorio y se utilizó una 
cinta engrasada para la determinación de la distancia entre semillas. Se midieron 
parámetros propios de distintas semillas (soja, maíz) como ser: masa, densidad y área 
proyectada; datos estos necesarios para alimentar el modelo desarrollado.  
Una máquina sembradora desplazándose por el campo, está sometida a 
vibraciones provenientes de la rugosidad del terreno que atraviesa. Este fenómeno 
podría anularse si la rigidez del terreno fuera suficientemente pequeña, comparada con 
la del tren de rodaje del vehículo. Sin embargo, el suelo generalmente tiene mayor 
rigidez que el vehículo o las  variaciones del perfil del suelo tienen una  longitud de 
onda lo suficientemente larga, como para que las ruedas de la máquina sean forzadas a 
seguir el perfil del suelo. De este modo, aparece en el sistema una fuerza externa 
forzadora que provoca vibraciones [73]. Además de este tipo de vibraciones, también 
están presente las producidas por los mecanismos de fuerza y distribución propios de la 
máquina.  Las vibraciones en sembradoras tienen implicaciones en varios aspectos: el 
suelo, la salud del operario  y el desempeño de la propia máquina. Con referencia a este 
último aspecto, las vibraciones sobre la máquina sembradora podrían condicionar la 
uniformidad de distribución de la semilla en el surco. Existen varios artículos que 
informan estudios sobre vibraciones en las máquinas agrícolas. Sin embargo, éstos  
están orientados fundamentalmente  a la seguridad en el trabajo de los operarios [74], o 
bien al efecto  que sobre el suelo ejercen las ondas producidas por estas máquinas 
(compactación, rugosidad, permeabilidad, reología)[75]. Se encontraron muy pocos  
trabajos  en donde se evalúa el efecto de las vibraciones de la máquina sobre el 
espaciado de las semillas. Sobre esta problemática, los autores en [76] encontraron que 
las vibraciones provenientes del terreno afectaban significativamente la uniformidad del 
espaciado de la semilla de cebada. Los ensayos fueron realizados en laboratorio, a una 
velocidad de la sembradora de 6,5 km h
-1
 y sobre sembradoras de chorrillo. En otra 
investigación[77], aunque no se trata el tema de distribución de semillas, los autores 
encuentran que las vibraciones en un tractor utilizado en tareas agrícolas, son 
fuertemente influenciadas por dos factores: la velocidad de desplazamiento y las 
condiciones del suelo por donde se desplaza el tractor. Respecto de este último punto, 
encuentran diferencias sensibles entre un campo cultivado y otro sin cultivar, como así 
también cuando el tractor se desplaza por un camino asfaltado. Con respecto al modelo 
utilizado para estudiar las vibraciones en una máquina agrícola, y teniendo en cuenta 
sólo las producidas por el terreno, en [75] se plantean dos modelos para estudiar las 
vibraciones en una máquina al desplazarse por una superficie rugosa: un modelo lineal, 
que permite análisis en el domino de la frecuencia  y un modelo no lineal, que lo hace 
analizando la reología del suelo y resulta aplicable en el dominio del tiempo. En el 
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trabajo reportado en [78] los autores colocan acelerómetros en una máquina sembradora 
neumática para medir aceleraciones en tres lugares distintos de la máquina y encuentran 
relaciones entre energía de vibración, velocidad de siembra, rugosidad del terreno y 
uniformidad del espaciado de la semilla en surco. En el trabajo referido identifican dos 
tipos de vibraciones, las producidas por los mecanismos de fuerza y distribución y las 
generadas por el relieve del suelo por donde se desplaza la sembradora. Son estas 
últimas las que inciden en el espaciado de la semilla en el surco. 
1.4 Objetivos 
El objetivo principal de la presente tesis se centra en analizar, diseñar e implementar, en 
un sólo chip (System on Chip – SoC),  un sistema que suministre la información 
necesaria para la confección de un mapa de siembra (Sistema de Información 
Geográfica – GIS de siembra).  
Para lograr alcanzar este objetivo principal de forma efectiva, y como derivado 
de los trabajos a realizar, se pueden identificar los siguientes objetivos secundarios: 
a. Determinar y analizar las variables que inciden en la ubicación final de la 
semilla en el surco. 
 
b. Diseñar y desarrollar la cadena de intrumentación  necesaria para la 
medición y registro de las variables a que se hace referencia en el objetivo a. 
 
c. Desarrollar un modelo que permita inferir datos estadísticos, 
georreferenciados,  de la ubicación de la semilla en el surco para cada sitio 
específico. 
 
d. Aplicar técnicas de codiseño Software-Hardware para la implementación 
eficiente del modelo referido. 
 
e. Explorar la factibilidad de sintetizar el sistema total en un único 
dispositivo de lógica reconfigurable. 
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Capítulo 2 
2  Ensayos en laboratorio 
2.1 Bancos de prueba 
Para el estudio del proceso de emisión de la semilla y su recorrido hacia el suelo, 
se diseñaron un conjunto de experimentos que permitieron identificar y medir las 
variables que tienen incidencia en el proceso. Los parámetros a cuantificar eran los 
siguientes: 
 Tiempo que transcurre entre el paso de dos semillas consecutivas por un 
punto 
 Ángulo y velocidad con las que la semilla es emitida por el dosificador 
 Relación entre las variables enumeradas por un lado, con la disposición 
de la semilla en el surco por otro 
 Como primera etapa, se diseñaron experimentos en laboratorio donde el 
fenómeno en estudio era susceptible de cierto control para facilitar su observación. 
Los ensayos en laboratorio se realizaron en la Escuela de Ingeniería Mecánica de 
la Facultad de Ciencias Exactas, Ingeniería y Agrimensura de la Universidad Nacional 
de Rosario (FCEIA) y en el Departamento de Desarrollo de la empresa Bertini 
Máquinas Agrícolas (Empresa).  
Tanto la FCEIA como la Empresa disponen de un banco de prueba con 
características particulares cada uno y que fueron utilizados según fuera la conveniencia 
del experimento planificado. 
 
Banco de pruebas de la Empresa 
Consta de un cuerpo de siembra de una sembradora neumática monograno por 
presión positiva. La unidad dosificadora de semillas –UDS-  está integrada por las 
siguientes partes: 
 Matriz metálica de fundición fija. 
 Placa alveolada giratoria adosada a la matriz. Esta placa es de plástico y 
su diseño depende del tipo de semilla a utilizar. Para los ensayos 
realizados, se usó una de 30 alvéolos. 
 Tolva de semillas 
 Tubo de descarga de semillas recto ahusado de una longitud de 0,46 m y 
emplazado en la parte inferior de la matriz metálica. 
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 Accionamientos con motor sincrónico. Regulación de velocidad 
mecánica. 
La presión positiva de aire es generada por un ventilador centrífugo de 40-60 
mm de columna de agua. 
La disposición mencionada se muestra en la Figura 2.1 
 
Figura 2.1. Banco de pruebas de la Empresa 
 
Banco de pruebas de la FCEIA 
Este banco de ensayos consta de un cuerpo de siembra, similar al de la Empresa, 
emplazado sobre una cinta engrasada. Tanto el dosificador como la cinta son accionados 
por motores sincrónicos cuyas velocidades son controladas electrónicamente y pueden 
ser variadas con gran precisión. Se puede simular una velocidad de desplazamiento 
relativo del tren de siembra respecto del suelo (cinta) de 0 a 12 km h
-1
. 
El distribuidor de semillas (Unidad dosificadora de semillas - UDS-) deja caer 
las semillas sobre la cinta, que simula el desplazamiento relativo del suelo respecto de la 
sembradora. Las semillas que arroja la placa quedan adheridas sobre esta superficie, 
pudiendo comprobar entonces la distancia existente entre las mismas. La disposición 
descrita se puede observar en la Figura 2.2. 
La placa alveolada de la UDS, en su giro, libera la semilla con una velocidad 
inicial (v0) que depende de la velocidad angular de la placa, del radio de la misma y del 
ángulo de salida de la semilla. En la Figura 2.3, se muestra un esquema simplificado del 
dosificador de semillas, donde también se indican los sensores optoelectrónicos 
descriptos en la Sección 2.3 
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Figura 2.2. Banco de pruebas de la Facultad 
 
 
 
Figura 2.3. Esquema del dosificador de semillas 
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Se diseñaron cuatro tipos de ensayos en laboratorio: 
 Registro de imágenes de trayectorias de semilla. 
 Determinación del tiempo transcurrido entre el paso de semillas 
consecutivas, y  la velocidad angular instantánea de la placa alveolada. 
 Medición de la distancia entre semilla sobre la cinta engrasada. 
 Determinación del punto de impacto de las semillas en el suelo. 
2.2 Registro de imágenes de trayectorias de semilla. 
Se diseña y ejecuta un experimento a efectos de registrar visualmente la 
trayectoria de la semilla. La trayectoria referida se inicia en el punto de emisión, en la 
placa alveolada, y finaliza en el punto de  impacto en el suelo de siembra. En particular, 
interesa medir el ángulo de emisión de la semilla en el dosificador y la velocidad 
vertical de su caída   
2.2.1  Determinación del tamaño de la muestra 
El experimento se diseña para medir las variables mencionadas, e implicó 
determinar previamente: 
 el  tipo de distribución de probabilidad que presentan los datos 
 el tamaño de la muestra 
El primer tema fue abordado con la herramienta MiniTab, aplicación informática 
específica para análisis y cálculo estadístico. Se utilizó el método Ryan-Joiner. 
Entonces, a partir  de los datos que la aplicación MiniTab entrega, se verifica que el 
coeficiente RJ de los datos analizados resulte próximo a 1 y que p-value sea mayor a 
0.05. La normalidad también aparece confirmada por la gráfica de linealidad que la 
herramienta también presenta. En las secciones siguientes, cuando corresponda hacer 
análisis de normalidad, se mostrará un resumen del resultado de aplicar la aplicación 
mencionada 
Una vez verificado que las variables medidas presentaban una distribución 
normal, el tamaño de la muestra puede ser calculada utilizando la expresión 
𝑛 =  
𝑍𝛼  𝜎 
𝜀
 
2
 
 
(2.1) 
donde  
n es el tamaño de la muestra 
Zα es la variable normal estandarizada 
σ es el desvío estándar de la población 
ε es el error admitido 
19 
 
Cuando se conoce la desviación estándar de la población, en la expresión (2.1) 
se trabaja con la variable normal estandarizada  (Zα) y la desviación estándar de la 
población. En nuestro caso, que no la conocemos, correspondería trabajar con la 
variable  t de Student  (tn-1;α ) y la desviación estándar de la muestra (s). Sin embargo, 
si el tamaño de la muestra resulta ser mayor de 30, se demuestra que se encuentran 
resultados aceptables, si se utiliza la expresión (2.1) usando la desviación estándar de la 
muestra (en lugar de la desviación de la población) [79] [80].  
2.2.2 Medición de ángulo de emisión y velocidad de caída de semilla 
Con la máquina estática, en el laboratorio de la Empresa, se quita el tubo de 
descarga, se dibuja su contorno sobre fondo negro (para tener referencia) y se 
fotografía, bajo el efecto de luz estroboscópica sincronizada con la velocidad angular 
del distribuidor. Con la misma disposición se filma el proceso de emisión y caída de 
semilla con una cámara Panasonic DCM_GH1- 60 fps. 
Se realiza un ensayo con una velocidad angular del dosificador de  15,2 rpm 
(equivalente a una velocidad de máquina de 7 km h
-1
). Estos ensayos se realizan para: 
 medir ángulo de emisión de la semilla 
 medir velocidad de la semilla según el eje X (Figura 2.5) 
 visualizar la trayectoria de la semilla 
En la Figura 2.4 se muestra una de las imágenes captadas (aprox. 10 flash/s, con 
una velocidad de desplazamiento de la sembradora  de 7 km h
-1
). En ésta se puede ver el 
“evento doble”, es decir la emisión de dos semillas simultáneamente.  
En la Figura 2.5 se muestra un esquema simplificado de la UDS y de la 
trayectoria de una semilla al ser liberada. En la misma, se indican diversas variables 
físicas que intervienen en la determinación de la trayectoria. 
 
Figura  2.4. Imagen instantánea de las semillas en su trayectoria por el dosificador (sin tubo de descarga) 
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Para la determinación del número de muestras del ensayo se tuvo en cuenta la 
distribución normal que presentan los parámetros ángulo de emisión y tiempo de caída 
de la semilla, hecho éste que se prueba en la § 2.2.2.1. A partir de esta comprobación, se 
aplica la expresión (2.1).  
 
Figura 2.5. Diagrama de la emisión de la semilla y variables significativas de su trayectoria 
 
En el diagrama: 
v: velocidad de la semilla y sus componentes (vx , vy) 
v0: módulo de la velocidad tangencial (inicial) 
R: radio del distribuidor de semillas 
: ángulo de salida de las semillas 
h: posición de la semilla pasado un tiempo t 
 
La determinación del ángulo de emisión de la semilla (), se realiza 
inmovilizando la imagen correspondiente al momento de liberación de la semilla y 
midiendo el ángulo equivalente indicado en la Figura 2.5. 
Para el cálculo de la velocidad de caída de la semilla, se mide el tiempo que 
transcurre entre el paso de la misma por distancias conocidas marcadas sobre el fondo 
negro.  
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Con la metodología descrita, se realizan mediciones exploratorias, lo que 
permite determinar una desviación estándar para las medidas de los ángulos de 2º y de 
0,018 s para las medidas de los tiempos. 
Tamaño de la muestra para determinar el ángulo 
Se adopta un nivel de confianza de 95 %  (α = 0,05), a lo que corresponde, por 
tabla, una variable normal estandarizada Zα  de 1,96. Se considera aceptable trabajar 
con un error ε menor o igual a 0,5 º. Con estos datos, y la desviación estándar de la 
muestra, la expresión (2.1) arroja un valor n de 63 muestras. 
Tamaño de la muestra para determinar el tiempo de caída 
De forma similar al cálculo anterior, se adopta un nivel de confianza de 95 %  
(α= 0,05) resultando un valor de la variable normal estandarizada, Zα, de 1,96. Se 
considera aceptable trabajar con un error ε menor o igual a 0,006 s. Con estos datos y la 
desviación estándar de la muestra hallada,  la expresión (2.1) arroja un valor de n de 35 
muestras. 
La muestra de medición del ángulo de emisión de la semilla, presenta un valor 
medio de 31,44º  y una desviación estándar de 2,1º 
A partir de los datos de tiempo de caída obtenidos en el ensayo, se obtiene la 
Tabla 2.1 que indica los valores medios de alturas, tiempos y velocidad de 
desplazamiento vertical con velocidad angular del distribuidor de 15,2 rpm. 
Tabla 2.1. Valores de espacio, tiempo y velocidad medidos en la trayectoria de la semilla 
Valores observados 
Alturas 
[m] 
Tiempo 
[s] 
Velocidad (eje Y)  
[m/s] 
0,03 0,080 1,12 
0,06 0,137 1,38 
0,16 0,140 2,06 
0,26 0,184 2,47 
0,36 0,220 2,72 
0,46 0,264 2,92 
 
Estos ensayos también fueron útiles  para determinar el lugar más indicado de 
ubicación de los sensores optoelectrónicos y para poner a prueba el modelo dinámico 
que se desarrolla en § 3.2. 
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2.2.2.1 Prueba de normalidad de los datos 
Los datos resultantes de las mediciones de los ángulos de emisión de semilla 
fueron analizados para comprobar que presentaran una distribución normal. En la 
Figura 2.6 se muestra los resultados presentados por MiniTab y en la Tabla 2.2 se 
indican los valores numéricos del análisis. 
 
Tabla 2.2. Estadística descriptiva de la medición del ángulo de emisión 
Descriptivos Datos 
Cuenta 63 
Promedio 31,44444444 
Desviación 2,15359997 
Varianza 4,637992832 
Curtosis -0,375880993 
Sesgo 0,095371662 
Mínimo 27 
Máximo 37 
Rango 10 
Norm (p-valor) 0,294656097 
 
 
 
 
Figura 2.6. Prueba de normalidad del ángulo de emisión de la semilla 
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La medición de los tiempos de caída de semilla se realizó para cada una de las 
“cotas” de distancia de paso de la semilla en su trayectoria. En la Figura 2.7 se muestra 
el análisis de uno de los conjuntos de medidas (altura 0,26 m).  
 
 
Figura 2.7. Prueba de normalidad del cálculo de tiempos de la semilla 
 
2.3   Determinación del tiempo entre semillas y de las 
velocidades angulares del dosificador 
Para la determinación y registro del tiempo entre semillas al ser liberadas por el 
dosificador, se  desarrolló un Sistema de Medición de Tiempos (SMT) [81, 82]. Este 
sistema consta de un dispositivo de detección optoelectrónico ubicado en el tubo de 
descarga de semilla y un PC que recibe los datos. El SMT se basa en que la semilla, al 
pasar por el dispositivo de detección, interrumpe haces de luz infrarroja (emitidos por 
Diodos Emisores de Luz). Esta interrupción es detectada por un circuito electrónico y 
las señales eléctricas generadas son enviadas al puerto paralelo de una computadora 
(PC). Una aplicación programada en ensamblador,  corriendo en el PC,  permite 
registrar las señales enviadas por el dispositivo de detección y generar un archivo 
conteniendo los tiempos de oscurecimiento del sensor y los tiempos entre eventos. 
El dispositivo óptico está diseñado de manera que cubra la totalidad de la 
sección del tubo de descarga, y se ubicó a 0,082 m del punto de emisión de la semilla. 
Los tiempos involucrados en la detección de la semilla se indican la Figura 2.8, donde: 
ai: tiempo de oscurecimiento, representa el tiempo que transcurre mientras  pasa 
una semilla por el sensor 
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bi: tiempo entre eventos, representa el tiempo que transcurre entre la finalización 
del paso de una semilla y el inicio del paso de la siguiente. 
 
 
Figura 2.8. Señal generada por el sensor optoelectrónico al paso de las semillas 
 
De esto resulta que el período de la onda i-esima (ti)-, representará el tiempo que 
transcurre entre el paso de la semilla i-esima e (i+1)-esima. 
iii bat   (2.2) 
Para la medición de la velocidad angular instantánea de la placa alveolada, se 
diseñó un Sistema de Medición de Velocidad instantánea del distribuidor de semilla de 
la sembradora (SMV),  que se compone de un transductor de posición angular óptico 
(encoder), solidario al eje de la placa alveolada giratoria, y un programa en ensamblador 
de interpretación de las señales generadas. El transductor tiene una resolución de 0,36 
grados sexagesimales. Las señales generadas por este transductor son enviadas al PC, 
que las registra y las relaciona con una base de tiempos para poder determinar 
velocidades angulares instantáneas. 
El encoder, al girar solidario al distribuidor, envía una señal de nivel alto al 
SMV cada vez que una de las delgas interrumpe un haz luminoso, es decir que el tiempo 
entre cada señal alta (flanco positivo)  enviada, representa  el tiempo que transcurre en 
pasar una delga y la siguiente por un mismo punto. En la Figura 2.9 se muestra un 
diagrama simplificado del encoder.  
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Figura 2.9. Diagrama esquemático de las delgas del encoder  
La relación entre tiempo entre semillas y distancia teórica en el surco resulta  
DT = V x Tsemilla (2.3) 
 
donde: 
 DT es la  distancia media teórica entre semillas [m] 
 V, la velocidad media de la máquina sembradora [m s
-1
] 
 Tsemilla es el  tiempo medio entre semillas [s] 
El encoder utilizado en el SMV, tiene una resolución de 0,36º (consta de 
1000 delgas), por lo que el ángulo entre dos delgas es de 2π/1000. Podemos 
establecer  entonces, la relación entre velocidad angular del plato distribuidor y el 
tiempo transcurrido entre el paso de una delga y otra con la siguiente expresión: 
D
1000
2
tt


 
 
(2.4) 
 
donde:    
ω, velocidad angular, (rad/s).  
α, ángulo recorrido en t, (rad). 
t, tiempo, (s). 
tD,  tiempo de paso entre delgas (s). 
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El software del sistema  (SMT + SMV) permite registrar simultáneamente 
velocidades angulares y tiempos entre semillas. Nos preguntamos qué relación puede 
existir entre la velocidad angular y la distribución de semillas, no sólo en lo que 
respecta a las medidas de tendencia central, sino también a su dispersión. Para indagar 
sobre este interrogante sobre la unidad dosificadora (UDS), se montan los sistemas de 
medición de tiempos (SMT) (con el sensor en la posición indicada en Figura 2.3) y de 
velocidad (SMV). El experimento se lleva a cabo con la semilla del maíz (Zea mays) 
mediano de un peso promedio de 0,250 g y una sección media (cross-sectional) de 2,2 x 
10
-5
 m
2
. En ensayos exploratorios previos, se calcula  la desviación  estándar del tiempo 
entre semillas, que resulta ser de 0,015s. El error admitido, lo fijamos en un valor  
menor o igual a 0.003s y el nivel de confianza en 95%. Aplicando la expresión (2.1), se 
obtiene un tamaño de la muestra de n = 82 semillas. Por no significar un mayor costo 
del ensayo, adoptamos un valor de 100 semillas. Se verifica la distribución normal de la 
medición del tiempo entre semillas y velocidad angular del dosificador (tiempo entre 
delgas), como se muestran en las Figura 2.10 y Figura 2.11 
 
 
Figura 2.10. Prueba de normalidad de los tiempos entre delgas 
td
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Figura 2.11.  Prueba de normalidad de los tiempos entre semillas 
Se realizaron los ensayos en laboratorio, registrando los datos con el SMT y el 
SMV. En cada uno de estos,  se “siembran” 100 semillas. Los ensayos se efectúan 
utilizando una placa para maíz de 30 alvéolos y se regula la velocidad angular a la 
correspondiente a una “velocidad de sembradora” de 5, 6, 7, 8 y 9 km/h. En cada ensayo 
se registran las variables tiempo entre semillas (ts) y tiempo de paso entre delgas (tD) de 
cada uno de los 100 eventos generados. 
En la Figura 2.12, se muestra una gráfica de distribución de frecuencias típica 
del tiempo entre semillas (ts) obtenido en estos ensayos. Como puede observarse en la 
figura, en la función de distribución representada, aparecen tres zonas bien 
diferenciadas. Una central, donde identificamos la campana de Gauss (bien sembrado) y 
dos zonas que representan semillas sembradas muy juntas (evento múltiple) y faltantes 
de semillas,  respectivamente  [83].  
ts
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Figura 2.12. Distribución de frecuencias del tiempo entre semillas 
 
A los resultados obtenidos en los ensayos le aplicamos un filtro, para quedarnos 
con los datos de las semillas “bien sembradas”, y calculamos algunos parámetros 
estadísticos como son el valor medio, la desviación estándar, el coeficiente de simetría, 
y curtosis. 
 En la Tabla 2.3 se muestra un resumen de los datos hallados, donde cada ensayo 
tuvo tres repeticiones. Finalmente, podemos concluir que el tiempo entre semillas y la 
velocidad angular del distribuidor, tiene una función de distribución normal, 
caracterizada por su valor medio y la desviación estándar. Además, en el caso de los 
tiempos entre semillas, puede determinarse un índice de faltantes y de eventos 
múltiples
2
.   
 
 
 
                                                 
 
 
2
 El análisis de estos parámetros (siembra de grano grueso) se realizó según la norma ISO 7256-1 
(Sowing equipment – Test methods - Part 1 Precision drills for sowing in lines). 
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Tabla 2.3. Valores obtenidos del sensor optoelectrónico y del encoder óptico en ensayos realizados en el banco 
de pruebas de la Facultad 
 Vel 
Maq  
[km/h] 
 
Tdelga 
 
 [s] 
 
CVd 
 
[%] 
 
Curt. 
Delg 
 
 
Coef 
asim. 
delga  
Tsemilla 
 
 [s] 
 
CVT 
 
[%] 
 
Curt. 
Semilla 
 
 
Coef. 
asim. 
semilla  
1 5 0,005090 8,00 -0.2169 0,34416 0,145 7,50 0,69605 -0,45890 
2 6 0,004700 7,58 -0.2223 0,28344 0,121 6,80 0,34890 0,34891 
3 7 0,003572 7,00 -0.2322 0,28441 0,104 ,6,00 0,41230 0,32951 
4 8 0,002900 7,10 -0.3238 0,32344 0,089 6,50 0,70011 -0,43230 
5 9 0,002880 8,10 -0.1985 0,31121 0,081 7,19 0,54667 0,54443 
 
Donde: 
 Vel Máq. Velocidad virtual de la máquina sembradora bajo ensayo.     
 Tdelga ,  valor medio del tiempo que transcurre entre el paso de una delga y otra  del 
encoder óptico (tiempo entre delgas) en segundos. 
 Coeficiente de variación del tiempo entre delgas,   
 
(%)100
lg

ade
d
d
T
CV

 
 
(2.5) 
 
- σd,   desviación estándar del tiempo entre delgas 
 Curt. Delg., curtosis de la variable tD 
 Coef asim. delga, coeficiente de asimetría de tD 
 Tsemilla,  valor medio del tiempo que transcurre entre el paso de una semilla y otra 
(tiempo entre semillas) en segundos.  
 Coeficiente de variación del tiempo entre semillas,   
(%)100
semilla
T
T
T
CV

 
 
(2.6) 
 
- σT , desviación estándar del tiempo entre semillas  
 Curt. Semilla, curtosis de la variable ts 
 Coef. asim.semilla, coeficiente de asimetría de la variable ts 
 
 Se realiza un análisis de regresión lineal para indagar el grado de relación 
existente entre CVd y CVT. En la Figura 2.13 se presenta el resultado del estudio. Como 
puede observarse, el coeficiente de determinación (que es el factor de correlación al 
cuadrado) resulta ser de 0,864, lo cual indica una importante asociación lineal entre CVd 
y CVT. 
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 La línea de tendencia, calculada por el método de los mínimos cuadrados, y 
presentada por la aplicación resulta: 
  
dT CVCV 7225,027,1   
 
(2.7) 
 
 
 
Figura 2.13. Análisis de regresión lineal entre CVT  y CVd  
 
En la Figura 2.14 se muestran los valores de los coeficientes de variación 
mencionados,  en función de la velocidad de la máquina. En esta figura, se ha añadido la 
gráfica de la variable respuesta (CVT_inferido) calculada a partir de la línea de 
tendencia hallada (expresión (2.7)).   
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Figura 2.14. Coeficientes de variación de velocidad angular del dosificador y tiempo entre semillas en función 
de la velocidad 
 
 
2.4 Distancia entre semillas sobre la cinta engrasada 
Ensayos exploratorios en la cinta engrasada mostraban que, bajo ciertas 
condiciones,  se presentaban relacionados el coeficiente de variación de los tiempos 
entre semillas (medidos con el SMT) y el de la distancia entre semillas en la cinta. Las 
condiciones referidas, bajo las cuales se manifestaba la correspondencia, estaban 
relacionadas con la uniformidad de la velocidad angular del dosificador. Para indagar 
sobre este fenómeno se programaron y realizaron nueve ensayos a distintas velocidades 
y/o condiciones de trabajo del cuerpo de siembra, de manera que se pudiera incidir en la 
uniformidad de la velocidad angular.  
Para este ensayo se utilizó el banco de pruebas de la FCEIA, descrito en § 2.1. 
Sobre el tren de siembra se montó el SMT (medición de tiempos entre semillas) y el 
SMV (medición de velocidad angular) según lo indicado en § 2.3. Con la disposición 
mencionada,  se pusieron en marcha los motores de la unidad dosificadora y la cinta 
engrasada.  Las semillas caen sobre la cinta que se desplaza y quedan adheridas a ésta. 
Se graban los archivos con los datos registrados por el SMT y por el SMV.  
Debido a la longitud de la cinta engrasada (8,5 m), y la distancia media entre 
semillas, la longitud de la muestra para cada ensayo quedó determinada en 40 semillas. 
Para este tamaño de muestra y considerando los valores de desviación estándar de 
muestras previas, es posible calcular el error en la estimación del valor medio de la 
distancia según la expresión 
𝜀  
𝑍  𝜎
 𝑛
 
 
(2.8) 
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En la expresión (2.8), asignamos los valores correspondientes al tamaño de la 
muestra dada por la longitud de la cinta, la desviación estándar mencionada y un valor 
de Za de 1,96 (nivel de confianza 95 %). A partir de estos datos,  el error resulta menor 
o igual a  0,012 m. 
Para la realización de los ensayos, se ponía en marcha la cinta y el dosificador, y 
se obstruía la caída de semilla con la mano hasta que la máquina entraba en régimen. A 
partir de aquí, se dejaba que cayeran libremente las semillas, hasta que la primera que se 
adhirió a la cinta, llegara al extremo de ésta. En este momento se detenía la cinta y el 
dosificador, y se medían las distancias. Para determinar la correspondencia entre 
medición de tiempos entre semillas y distancia entre semillas –esto significa identificar 
cada semilla en la cinta con su correspondiente registro de tiempo–, se calcularon los 
factores de correlación entre los valores medidos manualmente y los registrados con el 
SMT,  hasta que esta correlación fuera cercana a uno. Logrado esto, se graficaron los 
dos parámetros para verificar esta correlación. En la Figura 2.15 se muestra una de las 
correspondencias logradas entre las distancias medidas en la cinta (serie cinta) y la 
calculada según lo medido por el sensor (serie sensor),  para el ensayo con velocidad  de 
máquina de 6,7 km h
-1
 [84].  
 
Figura. 2.15 Correspondencia entre distancia calculada y distancia medida en la cinta engrasada. Velocidad de 
siembra 6,7 km/h 
  
A los datos de los ensayos de medición de distancia entre semillas en cinta, se 
les realizó la prueba de normalidad, uno de cuyos resultados (ensayo nº 4) se muestran 
en la Figura 2.16. En un análisis complementario, prueba de Kolmogorov-Smirnov, se 
concluye que se acepta la normalidad, a partir del valor obtenido en el nivel de 
significación -Sig. asintót. (bilateral)- mayor a 0.05. Esta prueba se realizó utilizando la 
herramienta de análisis predictivo IBM IPSS Statistics, una de cuyas pantalla se muestra 
en Figura 2.17.  
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Las pruebas presentaron, para todos los casos, una distribución de tipo normal. 
En los ensayos, el sistema estaba calibrado para una distancia teórica entre semillas de 
0,20m. 
 
 
Figura 2.16 Análisis de normalidad de la distancia en cinta para el ensayo numero 4 de la Tabla 2.4  
 
 
Figura 2.17. Prueba complementaria para el ensayo número 4 de la Tabla 2.4 
 
Con los valores hallados en los ensayos referidos se confeccionó la Tabla 2.4 
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Tabla 2.4  Valores obtenidos de los sensores electrónicos y la cinta engrasada 
Ens. (1) 
VelMaq 
(Kmh
-1
) 
(2) 
Tsemilla 
(s) 
(3) 
CVT 
(%) 
(4) 
Tdelga 
(s) 
(5) 
CVd 
(%) 
(6) 
Ecinta 
(m) 
(7) 
CVE 
(%) 
Relación 
(7)/(3) 
1 4,0 0,183 9,28 0,0057 8,78 0,201 17,61 1,91 
2 4,9 0,148 9,56 0,0049 8,82 0,202 17,47 1,82 
3 6,7 0,108 7,33 0,0034 8,796 0,204 13,12 1,79 
4 7,9 0,090 8,23 0,0031 8,81 0,198 14,98 1,82 
5 8,7 0,083 8,87 0,0027 8,84 0,197 16,99 1,91 
6 10,5 0,069 11,20 0,0021 11,90 0,195 26,2 2,34 
7 11,5 0,063 10,02 0,0019 12,50 0,195 26,8 2,67 
8 6,7 0,011 10,80 0,0033 12,80 0,205 28,4 2,63 
9 4,0 0,181 11,50 0,0056 16,50 0,205 29,2 2,54 
 
En la Tabla 2.4,  
VelMaq  - Velocidad virtual de la máquina sembradora 
Tsemilla  - Tiempo medio entre semillas 
CVT - Coeficiente de variación de los tiempos entre semillas 
Tdelga -  Tiempo medio entre delgas 
CVd -  Coeficiente de variación del tiempo entre delgas 
Ecinta - Distancia media entre semillas en la cinta 
CVE -  Coeficiente de variación de la distancia entre semillas en la cinta 
 
La relación teórica entre velocidad de siembra medida en kmh
-1
 y la velocidad 
del distribuidor, medido en cantidad de delgas que pasan por un punto fijo por segundo 
resulta,     
VKvelade lg  
 
(2.9) 
 
donde:   
ωdelga, velocidad angular del distribuidor medido, [delgas/s]. 
V , velocidad lineal de la sembradora, [km h
-1
]. 
Kvel , constante de relación de transmisión , que para la máquina ensayada 
tiene un valor de 42,85714, [delga h km
-1
 s
-1
]. 
En la Tabla 2.5 se consignan distintos parámetros calculados a partir de los datos 
de la Tabla 2.4. 
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Tabla 2.5 Valores calculados a partir de las Tablas 2.3 y 2.4 
Veloc. 
teórica 
[km h
-1
] 
(1) 
Distancia 
teórica 
[m] 
(2) 
Veloc. 
calculada 
[km h
-1
] 
 (3) 
Distancia 
calculada 
[m] 
 (4) 
Distancia 
medida en cinta 
[m] 
(5) 
Error 
relativo distancia 
[%] 
(6) 
6,7 0,2 6,903 0,207 0,204 1,50 
4,9 0,2 4,728 0,194 0,202 3,91 
7,9 0,2 7,498 0,187 0,198 5,63 
 
Donde: 
(1)  es la velocidad teórica de la máquina, fijada con el variador 
electrónico de velocidad del banco de pruebas, [km h
-1
]. 
(2) es la distancia fijada para la velocidad teórica seleccionada y 
determinada por el plato del dosificador de 30 alvéolos, [m]. 
(3) es la velocidad calculada con la expresión (2.9), [km h
-1
].  
(4) es la distancia media entre semillas calculada con la expresión 
(2.3) utilizando el valor medio del tiempo entre semillas y valor medio del 
tiempo entre delgas registrado por los SMV y SMT, [m]. 
(5) es la distancia media real entre semillas medida en la cinta 
engrasada, Ecinta,  [m]. 
(6) es el error relativo entre la distancia calculada, a partir de los 
sensores, y lo medido en la cinta engrasada (relación  (5)/(4) en %). 
 
Los nueve ensayos referenciados en la Tabla 2.4 pueden agruparse en dos 
conjuntos: Grupo A (ensayos 1 al 5, celdas sin sombreado en la tabla) y Grupo B 
(ensayos 6 a 9, celdas sombreadas). Esta diferenciación se realiza en base al análisis de 
regresión efectuado para determinar el grado de correlación existente entre CVE y CVT.  
En las Figuras 2.18 y 2.19 se muestra el resultado del análisis para los ensayos 
del Grupo A. En la primera figura nombrada, se observa  un grado alto de correlación 
entre CVE y CVT  (puntos sobre la línea de tendencia), hecho que  también se pone en 
evidencia en el valor del coeficiente de determinación (R
2
), que resulta próximo a 
100%.   
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Figura 2.18. Análisis de regresión lineal entre CVE y CVT  de los ensayos del Grupo A 
La  Figura 2.19, es una salida numérica complementaria del análisis que entrega 
MiniTab. En ésta, en el análisis de la varianza, se destaca el valor de p = 0,003 < 0,005.  
Se trata de la resolución de la regresión, donde el p-valor  permite revelar que la 
regresión lineal es estadísticamente significativa. 
 
 
Figura 2.19. Resultados complementarios del análisis de regresión entre CVE y CVT de los ensayos del Grupo A 
   
En cambio, el mismo análisis realizado a los datos de los  ensayos del Grupo B, 
muestran una muy baja correlación entre CVE y CVT, como puede observarse en la 
Figura 2.20, con un R
2
 menor al 20 %. 
 
La ecuación de regresión es 
CVE = - 2,41 + 2,13 CVT 
 
 
                    Coef. 
Predictor    Coef   de EE      T      P 
Constante  -2,411   2,153  -1,12  0,344 
CVT        2,1317  0,2477   8,61  0,003 
 
 
S = 0,442566   R-cuad. = 96,1%   R-cuad.(ajustado) = 94,8% 
 
 
Análisis de varianza 
 
Fuente          GL      SC      MC      F      P 
Regresión        1  14,505  14,505  74,06  0,003 
Error residual   3   0,588   0,196 
Total            4  15,092 
37 
 
 
Figura 2.10. Análisis de regresión lineal entre CVE y CVT  de los ensayos del Grupo B 
 
Se puede completar el análisis de los resultados obtenidos en los ensayos 
realizados,  realizando las siguientes observaciones:  
Grupo A.  
En este conjunto el coeficiente de variación del tiempo entre delgas (CVd), 
resultó menor a 9 %, indicando un grado acotado de dispersión en la velocidad angular 
media del plato dosificador (uniformidad).  
Para este grupo de ensayos se cumple que  
92,1
T
E
CV
CV
 
 
(2.10) 
 
Asimismo, el error relativo entre la distancia media medida en la cinta y la 
calculada teóricamente por medio de la expresión (2.3) se mantiene menor al  6%. 
 El error relativo entre el número semillas  faltantes medidos por el SMT y el 
verificado en la cinta engrasada es del 1%. Este error es del 2,5 % en lo referido al 
evento múltiple (dos o más semillas en una misma ubicación). 
Grupo B.  
En estos ensayos, o bien las velocidades se establecen por encima de los 10 km 
h
-1
 (ensayos 6 y 7) o el sistema fue sometido a vibraciones adicionales (ensayos 8 y 9). 
Para este grupo,  donde el  CVd  presentó un valor de 11.9 % o mayor (Tabla 2.4),   el 
error relativo entre la distancia media medida en la cinta y la calculada teóricamente por 
medio de la expresión (2.3),  resulta ser mayor al 10 %. Además la relación (2.10) arroja 
valores mayores a 2,5.  
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2.5  Conclusiones 
En este capítulo se describen los diseños de instrumentación y experimentos para 
la identificación y  medición de las variables que inciden en la distribución de la semilla 
en el surco.  
Los resultados muestran que las variables “velocidad angular del plato 
dosificador”,  “tiempo de paso entre semillas”, “ángulo de emisión” y “velocidad de 
caída de la semilla” presentan una distribución normal. 
 Los ensayos estáticos del cuerpo de siembra neumático sobre la cinta engrasada, 
demuestran que la distribución de la distancia entre las semillas “bien sembradas”, es 
decir, excluyendo los fallos y eventos múltiples, es también de tipo normal.  
Se comprueba que, si la velocidad media del plato dosificador presenta un grado 
de dispersión acotado (coeficiente de variación menor al 9 %), la relación entre los 
coeficientes de variación del tiempo entre semillas y la distancia entre semillas resulta 
también acotada al valor 1,92. Asimismo, en estas condiciones, el error relativo entre el 
número semillas  faltantes medidos por el SMT y el verificado en la cinta engrasada es 
del 1%. Este error es del 2,5 % en lo referido al evento múltiple. 
Los datos obtenidos en estos ensayos resultan significativos para el estudio de  la 
dinámica de la semilla, la información recolectada puede resultar de utilidad para 
formular un modelo de la trayectoria de la semilla. Asimismo, se comprobó que se 
puede inferir información estadística de la ubicación final de la semilla en la cinta, si se 
conocen datos de la velocidad angular del dosificador y de los tiempos de semillas 
medidos por los sensores ópticos [84]. 
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Capítulo 3 
3  Trayectoria de la semilla 
3.1  Planteamiento del problema 
Para un mejor entendimiento del fenómeno estudiado -la distribución de la 
semilla que realiza una sembradora de precisión- se desarrolla un modelo dinámico de 
la trayectoria de la semilla, desde el punto de emisión hasta el suelo, sin presencia del 
tubo de descarga. 
Existen numerosos trabajos sobre la dinámica de la semilla en sembradoras 
neumáticas, fundamentalmente de presión negativa. La mayoría de éstos están 
encaminados a determinar la presión óptima del dosificador y formas de boquillas y 
ángulos de emisión de las semillas. Sin embargo, son menos numerosos los que 
completan el estudio con la contrastación del modelo con ensayos en laboratorio o 
campo. En [69]  se propone un modelo estático para el cálculo de la velocidad de la 
semilla en distintos espacios de su trayectoria. Los autores utilizan la fórmula de Stoke 
para calcular la fuerza de fricción del aire. Estos datos son utilizados para calcular la 
energía cinética de las semillas en el momento de los rebotes. En [85] se realiza un 
modelo del fenómeno de succión de la semilla de colza en sembradoras neumáticas de 
presión negativa, estableciendo los valores óptimos de presión para los parámetros 
estructurales de la sembradora en estudio. Para el modelo, tienen en cuenta la gravedad 
y la fuerza de fricción del aire. Consideraron  flujos turbulentos con alto número de 
Reynolds, y, debido a esto, la simulación numérica directa de las ecuaciones de Navier-
Stokes (DNS) no resulta posible, de manera que utilizan modelos de turbulencia 
estándar k-ε [86]. No se explicitan las ecuaciones ni las herramientas utilizadas para su 
resolución. Este modelo ha sido contrastado con los resultados obtenidos en laboratorio 
sobre cinta engrasada. En [87] los autores del trabajo plantean un modelo estático de la 
caída de la semilla, considerando solamente la fuerza de gravedad. Aunque el objetivo 
principal del trabajo es comparar los resultados obtenidos en la cinta engrasada con los 
obtenidos por medición de sensores optoelectrónicos, contrastan el modelo con 
mediciones de tiempos y distancias. En [88]utilizan las ecuaciones de Navier-Stokes, y 
fueron resueltas para  el modelo de turbulencia estándar k-ε haciendo uso del software 
de simulación en dinámica de fluidos computacional (CFD)  Fluent (Fluent Inc, NH, 
USA). No explicitan las ecuaciones utilizadas y validan las trayectorias de caída de las 
semillas, comparando la trayectoria calculada y la registrada por una cámara de alta 
velocidad. Encuentran que la uniformidad de la distancia entre semillas se ve afectada 
por las variaciones del ángulo de emisión de la semilla y el diferencial de presión del 
dosificador. Los autores de [89] analizan, mediante simulación numérica, el 
desplazamiento de las semillas en un conducto horizontal, de aplicación en sembradoras 
air drill. Consideran un flujo turbulento (coeficiente de Reynolds en el flujo, entre 
42000 y 170000). El fluido es modelado a través de las ecuaciones de Navier Stokes 
utilizando para su resolución una técnica de Reynolds Average Navier-Stokes Standard 
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(RANS), con un modelo de turbulencia k-ε. Las partículas estudiadas son semillas de 
soja que se consideran como esferas rígidas de tamaño uniforme.  
El modelo dinámico que se propone en la siguiente sección, considera que la 
semilla se desplaza por un medio viscoso (aire) sin turbulencias y que no está sometida 
a movimientos de rotación. Esto permite utilizar la fórmula de Stoke e ignorar las 
fuerzas de Magnus. Las simplificaciones mencionadas, permiten modelar el modelo 
dinámico en MatLab y los resultados obtenidos tienen correspondencia con los registros 
fílmicos del fenómeno. Además  se supone que: 
 Las semillas son esféricas, de cuerpo rígido, con un tamaño uniforme y 
las fuerzas externas se aplican al centro de gravedad. 
 La placa dosificadora de semillas mantiene una velocidad angular 
uniforme 
 Cada celda lleva sólo una semilla. 
3.2  Modelo dinámico de la trayectoria de la semilla 
A partir de las observaciones y ensayos realizados, se cuenta con la información 
sistematizada suficiente (incluido un número importante de datos estadísticos) para dar 
valores iniciales y demás parámetros a un modelo dinámico de la trayectoria de la 
semilla. Posteriormente, los datos experimentales permiten validar el modelo.  
La semilla sale del distribuidor con una velocidad inicial de módulo v0  y un 
ángulo, respecto de la horizontal, de θ (Figura 2.5). Vamos a considerar que sobre ella 
actúan dos fuerzas. Una proveniente de la aceleración de la gravedad y la otra, de 
sentido contrario a su desplazamiento, debido a la fricción del aire. Establecemos un par 
de ejes coordenados cuyo origen lo fijamos en el punto donde es liberada la semilla (0 
en la Figura 2.5) Para el cálculo del movimiento, descomponemos a éste en sus dos 
componentes, según los ejes X e Y. 
3.2.1 Trayectoria según el eje X 
La ecuación que rige el desplazamiento en el espacio de la semilla según el eje X 
– x(t) -  puede expresarse como: 
0
)()(
2
2

dt
tdx
f
dt
txd
m
 
(3.1) 
 
El término  
dt
tdx
f
)(
   representa la fuerza de fricción del aire y el coeficiente f  
puede calcularse por la fórmula de Stoke como: 
 semRf 6  (3.2) 
Donde  
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Rsem  es el radio medio de una semilla 
µ la viscosidad del aire 
La expresión de Stoke puede aplicarse si el flujo del aire alrededor de la semilla 
puede considerarse laminar. Esto se puede verificar calculando el número de Reynolds 
(Re) para el caso en análisis. En efecto, se considera que si el Re resulta menor a 2000 el 
flujo será laminar, y si es mayor de 3000 estaremos en presencia de un flujo turbulento 
[90].  
El número de Re se calcula con la expresión 

 VRsem...2Re   
(3.3) 
Donde  
µ es la viscosidad del aire (17.6 10
-6
  Ns m
-2
 a 10 º C) 
ρ es la densidad del aire (1,29 kg m-3) 
V: la velocidad relativa de la semilla respecto del aire (2,92 m s
-1
) 
Rsem: Radio de la semilla (0,00225 m) 
Con estos valores, el número de Reynolds resulta de un valor de 990 por lo que 
consideramos un flujo laminar y de aplicación la expresión de Stoke. 
Finalmente, aplicando (3.2) resulta 
f = 6 x 3,1416 x 0,00225 x 17,6 x 10-6 = 7,4465 10-7 sN/m 
La ecuación (3.1), es una  ecuación diferencial lineal de segundo orden con 
coeficientes constantes. La vamos a resolver por medio de la transformada de Laplace: 
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Finalmente, aplicamos transformada inversa para obtener x(t): 
 
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)0(
)()( 1  (3.4) 
que es la función que estábamos buscando. 
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3.2.2 Trayectoria según el eje Y 
De forma similar a como planteamos el desplazamiento en §3.1.1,  lo haremos 
ahora, según el eje Y. La diferencia, en este caso, es que agregamos la atracción 
gravitatoria, resultando: 
gm
td
tdy
f
dt
tyd
m 
)(
)()(
2
2
 
(3.5) 
 
Dividimos por m ambos miembros de esta ecuación y calculamos la 
transformada de Laplace 
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Para hallar la ecuación del desplazamiento en Y, en el dominio del tiempo, 
debemos calcular la transformada inversa de (3.6). Para esto, se calcularán los términos 
(I) y (II) por separados. 
Para el término (I): descomponemos en fracciones parciales; pero como el 
denominador tiene una raíz doble, no podemos utilizar el comando residue de MatLab 
para su cálculo, por lo que se realiza manualmente: 
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Luego, el término (I) resulta: 
 
(3.7) 
 
 
 
Para el término (II): Aplicamos directamente la transformada inversa calculada 
por tabla, obteniendo: 
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Finalmente, de (3.6), (3.7) y (3.8) resulta: 
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que es lo que se buscaba. 
3.3 Simulación 
A los efectos de poder representar estas ecuaciones, y simular en MatLab,  
debemos dar valores numéricos a los parámetros físicos que intervienen en ella.  
f = 7.4465e-007 (s N/m)   –calculado en § 3.3.1  
g = 9.8 (m/s
2
) 
v0 = 0.2167 rad/s. Este es un valor real, que resulta de las mediciones realizadas 
en los ensayos,  para una velocidad de la sembradora de 7 km/h y una distancia entre 
semillas de 0.20 m  
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m= 0,25 gr 
θ = 31,4 grados. Fue hallado por experimentación como se informó en § 2.2.2 
.
s
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00
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

         (ver  Figura 2.5) 
Las figuras 3.1 y 3.2  muestran el desplazamiento de la semilla según el eje Y y 
X respectivamente. Estos resultados coinciden con las mediciones realizadas en el 
laboratorio. Efectivamente, de los ensayos se obtiene que la semilla tarda 
aproximadamente 0.26 segundos en recorrer el tubo de descarga, cuya longitud es de 
0.46 m (§ 2.2.2). Si representamos la trayectoria de la semilla (x(t)   vs. –y(t)) según las 
ecuaciones (3.4) y (3.9), se obtiene la Figura 3.3. En ésta, se han  agregado los 
contornos aproximados del tubo de descarga, mostrando la zona de impacto (rebote) de 
la semilla en el mismo.  
final tubo
tf
 
Figura 3.1. Desplazamiento de la semilla según el eje ‘y’ 
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Figura 3.2 Desplazamiento de la semilla según el eje ‘x’ 
 
 
 
 
Figura 3.3. Trayectoria de la semilla en el plano ‘xy’ 
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3.4  Conclusiones 
El modelo dinámico de la trayectoria de la semilla que se desarrolló en este 
capítulo es simulado utilizando la herramienta MatLab. Las condiciones iniciales del 
modelo fueron determinadas a partir de los datos obtenidos en los experimentos 
llevados a cabo en el Capítulo 2.  
Los resultados de la simulación se corresponden con los registros fílmicos y con 
mediciones numéricas realizadas en el laboratorio, lo cual corrobora la bondad y 
utilidad del método desarrollado. 
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Capítulo 4 
 
4  Pruebas de campo con el SMV  y el SMT 
4.1  Materiales  y métodos utilizados 
La calidad del proceso de siembra de una sembradora de precisión, en lo que 
hace a la distribución de la semilla, se evalúa utilizando el criterio de los índices de 
Aceptables (A), Múltiples (M) y Fallas (F) y el índice de Precisión (P) que se calcula en 
función de la desviación estándar, establecido por la norma ISO 7256/1 [83]. El método 
mencionado, ha sido utilizado por varios autores para evaluar la calidad de prestación 
de sembradoras y de los sistemas de dosificación [91] [61] [92] [84].  
En el presente trabajo se diseñaron un conjunto de pruebas a efectos de ensayar 
el Sistema de Medición de Velocidad y del Sistema de Medición de Tiempos  en 
situaciones reales de siembra (pruebas de campo) y comparar los resultados con los 
hallados en laboratorio. En estas pruebas se midieron velocidad angular del dosificador, 
el tiempo entre semillas y la distancia entre semillas en el surco. Con los resultados 
obtenidos, se analizaron las relaciones entre las variables medidas electrónicamente y  la 
distancia entre semillas.  
Para lograr el objetivo enunciado en el párrafo anterior se hizo necesario  que los 
sistemas SMV y SMT (diseñados para su utilización en laboratorio) fueran adecuados a 
las condiciones que el uso en campo exigía. Para el caso del emplazamiento del encoder 
(elemento sensor del SMV) sobre el dosificador de semilla para medir su velocidad 
angular, se diseñó y construyó un soporte que permitió hacer solidario el eje del encoder 
con el de la placa alveolada. La ubicación de los sensores ópticos en los tubos de 
descarga de la semilla, presentó una dificultad adicional (además de su emplazamiento 
físico) que fue la de encontrar el material adecuado para las ventanas por donde se emite 
y por donde se recibe el haz infrarrojo. En efecto, no sólo debía tener la transparencia 
necesaria, sino que también debía ser un material resistente a la erosión producida por el 
rebote de las semillas, y presentar rechazo a la adherencia al polvo y a la tierra.  Los 
ensayos fueron realizados en dos establecimientos rurales distintos, cercanos a la ciudad 
de Rosario – Santa Fe (Localidades de Soldini y Pujato). Las parcelas tenían una 
dimensión de 5 ha cada una. Para lograr condiciones similares de compactación de 
suelo, se verificó que la misma se mantuviera en valores comprendidos entre 1,8 MPa y 
2,2 MPa. La resistencia a la penetración del suelo se midió con un penetrómetro de 
impacto con un cono de acero inoxidable de 0,0125 m de radio y  0,05154 de altura. 
 Para estos ensayos, se emplazaron los sistemas  SMV y SMT en un tren de 
siembra de una sembradora neumática de grano grueso por presión positiva (marca 
Bertini 10000). 
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La unidad de siembra de esta máquina está diseñada para a) cortar y generar una 
pequeña banda de tierra movida, b) abrir el surco y depositar la semilla  y c) asentar y 
tapar.  
Para lograr estos objetivos, el sistema hace una cama de siembra con una 
cuchilla turbo que corta y clava en los residuos de rastrojos. Dos patines elásticos 
mantienen el firme a ambos lados de la cuchilla para evitar que el barro o tierra salga 
del surco. En esa cama de siembra, un doble disco muy estrecho con dos ruedas 
envolventes metálicas colocan las semillas a una misma profundidad. Las ruedas 
metálicas tienen un sistema de control de profundidad. Dichas ruedas tienen también 
una pestaña que contacta permanentemente con los discos de siembra para  que la 
máquina trabaje  en distintas condiciones de suelo. Un dispositivo de plástico resistente 
fuerza el contacto suelo-semilla dentro del surco. Un juego de ruedas en "V" con 
corrección del ángulo de ataque y la tensión del resorte, aprietan el surco lateralmente 
dejando el centro flojo para posibilitar la emergencia del brote 
 En la Figura 4.1 se muestra un esquema del tren de siembra de la sembradora 
mencionada, con la ubicación del encoder optoeléctrónico (captador del SMV) y de los 
diodos emisores de luz y sensores optoelectrónicos (captador del SMT).  En el despiece 
de la mencionada figura, las referencias se indican seguidamente: 
1) Extremo de eje de la rueda lateral,   
2) Rueda niveladora de goma,  
3) Lengüeta pisa grano,  
4) Eje del brazo nivelador,  
5) Maza con perfil gótico,  
6) Rueda dentada,  
7) Regulador de la presión ruedas traseras,  
8) Regulador de la profundidad de siembra,  
9) Tubo de caída de semillas, 
 10) Placa de siembra alveolada,  
11) Regulación de cepillo barredor de granos,  
12) Cepillo móvil,  
13) Distribuidor neumático, 
 14) Engranaje intermedio de transmisión,  
15) Paralelogramo largo de gran copiado,  
16) Variador de distancia entre surcos,  
17) Transmisión,  
18) Doble disco abonador,  
19) Sistema de crique regulador de compensación de desgaste de cuchilla de 
micro labranza,  
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20) Extremo de eje de cuchilla roturación,   
21) Cuchilla de roturación,  
22) Patines pisa rastrojos,  
23) Tubo descarga fertilizante,  
24) Doble disco plantador 
25) Extremo de eje del doble disco plantador 
 
 
Figura 4.1. Esquema del tren de siembra 
 
  Los ensayos consistieron en registrar en un notebook los valores de los tiempos 
entre semillas (ts) y tiempos de paso entre delgas (tD) mientras la máquina sembraba, 
identificando con banderillas el comienzo y el final del trayecto de cada ensayo. Para la 
identificación de cada trayecto, se hizo uso de un GPS manual que permitió su posterior 
identificación.  El valor de la distancia teórica fue establecido en 0,20m. Esto se logró 
con regulación mecánica sobre la máquina sembradora en coincidencia con la placa 
alveolada elegida en el distribuidor (en este caso, 30 alvéolos). Se utilizó semilla de 
maíz híbrido AX 924 R2. 
La medición de la distancia de la semilla en el surco se realizó por dos 
procedimientos diferentes: 
 a) desenterrado de la semilla sin afectar su localización 
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b) medición de la distancia entre plantas tras la emergencia de ellas (altura 
aproximada de 10 cm).   
Con el objeto de introducir  variaciones de los valores de desviación estándar de 
las velocidades angulares del distribuidor, las condiciones de siembra fueron cambiadas 
deliberadamente. Esto se logró, después de varias pruebas, por medio de dos 
procedimientos:  
 Cargando de semillas sólo la tolva del tren de siembra bajo ensayo. Al 
trabajar en vacío los otros trenes de siembra, se logró una velocidad 
instantánea de giro menos regular (mayor desviación estándar). 
 Dando menos tensión a la transmisión de cadena que acciona el tren de 
siembra. 
4.2  Resultados 
 Las variables se miden y registran con los sistemas SMV y SMT  durante el 
proceso de siembra. Como se mencionó en anteriores párrafos, la información 
recolectada electrónicamente se relaciona con la distancia de la semilla en el surco 
calculada por medio de dos procedimientos: a) midiendo la distancia entre plantas y b) 
por desenterrado. A continuación se recogen los resultados encontrados al aplicar  estos 
métodos.  
4.2.1 Medición de la distancia entre plantas 
  La medición de la distancia entre plantas, se realiza a los 10 días de haberse 
sembrado. En este método, se debe tener en cuenta, que al índice de faltantes 
contribuyen las plantas que, por diversas razones, no emergieron. Este hecho, que tiene 
efecto sobre los faltantes, no influye en el valor medio de la semilla ni su desviación 
estándar [83]. En la Figura 4.2 se muestra esta situación. 
 
Figura 4.2. Semillas en el surco. Faltas y eventos múltiples 
 
 En la Tabla 4.1 se recogen los resultados de siete ensayos realizados. En cada 
ensayo se realizaron tres repeticiones, en idénticas condiciones y se promediaron los 
valores hallados Los ensayos nº 5, 6 y 7, sombreados en la Tabla 4.1, corresponde a las 
pruebas realizadas con gran dispersión en los valores de la velocidad angular del 
dosificador. 
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Tabla4.1. Valores medidos en los sensores electrónicos y su relación con la distancia entre semillas (plantas) 
medida en el surco  
Ensayo 
Vel 
Maq 
 
[kmh
-1
] 
(1) 
CVT 
 
 
[%] 
(2) 
CVd 
 
 
[%] 
(3) 
CVEsurco 
 
 
[%] 
(4) 
Relación 
 
 
 
(4)/(2) 
Error 
relativo 
distancia 
 
 (5) 
Error 
relativo 
Faltante 
[%] 
(6) 
Error 
relativo 
Múltiple 
[%] 
(7) 
1 4,5 8,00 9,60 14,32 1,79 0,040 1,4 2,8 
2 5,2 9,10 10,92 16,471 1,81 0,043 1,4 2,8 
3 6 10,00 11,00 18 1,8 0,045 1,5 2,8 
4 7 11,10 13,32 20,202 1,82 0,050 1,5 3,0 
5 8 14,35 18,655 38,745 2,7 0,077 1,8 3,1 
6 9,5 14,40 18,72 36 2,5 0,078 1,9 3,3 
7 10 16,20 21,06 38,88 2,4 0,100 2,2 3,3 
 
En la Tabla 4.1,  
 Vel Máq. Velocidad de la máquina sembradora bajo ensayo.     
 CVT , Coeficiente de variación del tiempo entre semillas. 
 CVd , Coeficiente de variación del tiempo entre delgas. 
 CVEsurco, Coeficiente de variación de la distancia entre semillas en el surco 
En la tabla 4.2 se muestran los resultados de una experiencia realizada sobre otro 
lote de terreno donde, en forma análoga a lo realizado para obtener los resultados 
informados en la Tabla 4.1, se registran datos electrónicamente pero, a diferencia del 
ensayo anterior, la distancia entre semillas se la mide por desenterrado, inmediatamente 
después del sembrado. De igual forma que en el experimento anterior, los ensayos que 
se muestran sombreados, corresponden a pruebas con dispersión importante en los 
valores de la velocidad angular del plato dosificador. 
Las Tablas 4.1 y 4.2 recogen también los valores de los coeficientes de variación 
del tiempo entre semillas (CVT) y del tiempo entre delgas (CVd) Asimismo, se indican 
los valores de los coeficientes de variación de la distancia de la semilla en el surco 
(CVEsurco). Las columnas identificadas con (6) y (7), en ambas tablas,  es el error relativo 
entre el índice de Faltante y el índice de Evento Múltiple calculados por el SMT y el 
calculado por medio de medición manual en el surco.  
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Tabla 4.2 Valores medidos en los sensores electrónicos y su relación con la distancia entre semillas medida en 
el surco (desenterrado) 
Ensayo Vel 
Maq 
 
[kmh
-1
] 
 (1) 
CVT 
 
 
[%] 
 (2) 
CVd 
 
 
[%] 
 (3) 
CVEsurco 
 
 
[%] 
 (4) 
Relación 
 
 
 
(4)/(2) 
Error 
relativo 
distancia 
 
(5) 
Error 
relativo 
Faltante 
[%] 
 (6) 
Error 
relativo 
Múltiple 
[%] 
 (7) 
11 5,2 9 11 15,39 1,71 0,054 1,3 2,7 
12 7,2 9,80 11,8 17,3 1,76 0,053 1,4 2,9 
13 8 13,1 14.1 23,7 1,80 0,058 1,5 3,1 
14 7,5 8,5 20 17 2 0,075 1,7 3,2 
15 9,3 16,1 21.1 37,2 2,31 0,089 1,9 3,3 
  
Si se comparan los resultados obtenidos en el laboratorio, ensayos estáticos 
(Tabla 2.4 del Capítulo 2) con los obtenidos en campo (Tabla 4.1del Capítulo 4) en lo 
que se refiere a las relaciones entre los Coeficientes de Variación de los tiempos entre 
semillas y la distancia entre semillas en la cinta/surco (relación (7)/(3) en Tabla 2.4 y 
relación (4)/(2) en Tabla 4.2), se obtiene la gráfica de la Figura 4.3. 
 
 
Figura  4.3 Relaciones entre coeficientes de variación (cinta engrasada/surco) 
En esta figura se han representado sólo los ensayos para los cuales la velocidad 
angular del dosificador es relativamente uniforme  (CVd < 18 %) y puede verificarse 
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que, tanto para los ensayos en el laboratorio como en campo,  la relación entre 
Coeficientes de Variación se mantienen por debajo de 1,9. En particular, para las 
pruebas en campo,  si, %18dCV  entonces 
  9,1
T
Esurco
CV
CV
    
donde  
CVd , es el coeficiente de variación del tiempo entre delgas en el encoder. 
CVEsurco , es el coeficiente de variación de la distancia entre semillas en el surco 
CVT , es el coeficiente de variación del tiempo entre semillas 
Podemos concluir entonces que: si se verifica que la velocidad angular 
instantánea del distribuidor se mantiene con variaciones acotadas a un valor 
(desviaciones menores al 18 % de su valor medio) es posible inferir parámetros 
estadísticos de la ubicación real de la semilla en el surco, esto es,  valor medio y 
desviación estándar. En efecto: 
 El valor medio de la distancia entre semillas en el surco puede ser 
calculado por la expresión: 
semillaT TVD   (4.1) 
     
 El cálculo de DT  resulta con un error menor que el 6%.  
 
 El coeficiente de variación de esta distancia, resulta de un valor: 
TEsurco CVCV 9,1  (4.2) 
donde 
DT  : distancia media entre semillas  
V : velocidad media de la sembradora 
Tsemilla : tiempo medio entre semillas 
CVEsurco : Coeficiente de variación de la distancia entre semillas en el 
surco 
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4.3  Conclusiones 
Los sistemas que miden y registran la velocidad instantánea del plato dosificador 
y el tiempo entre semillas, utilizados anteriormente en laboratorio, fueron ensayados en 
campo.  
Las distancias entre semillas en el surco se determinaron por dos métodos: 
midiendo la distancia,  tras  desenterrar la semilla, y midiendo la distancia entre  plantas 
a diez días de la siembra. Se comprueba que, al igual que en las pruebas en laboratorio, 
si la velocidad instantánea del plato dosificador presenta una dispersión acotada en sus 
valores (CVd < 18%), entonces la relación entre los coeficientes de variación del tiempo 
entre semillas y la distancia entre semillas en el surco, se mantiene acotada en un factor 
1,9.   
Las pruebas en campo presentaron dificultades adicionales a las realizadas en un 
ambiente controlado, como es el laboratorio. Aspectos tales como la suciedad del 
ambiente de siembra -que causaban opacidad en los sensores optoelectrónicos-, las 
vibraciones de la máquina sembradora y el cableado de los dispositivos debieron ser 
contemplados, insumiendo tiempo y esfuerzo adicional para solucionarlos. Una 
particular problemática resultó ser encontrar el material adecuado para proteger al 
sensor óptico. La condición de permitir el paso de luz infrarroja, que debía conservarse 
en el tiempo, se veía comprometida por la carga estática que hacía que se adhirieran 
partículas sobre la superficie traslúcida. El material a seleccionar también debía ser 
resistente a la erosión que provocaba el paso de las semillas. La colaboración de la 
Empresa Bertini de Sembradoras y su Departamento de Materiales y Mecanizado fue 
fundamental para la solución del problema, alcanzándose resultados muy satisfactorios. 
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Capítulo 5 
5  Efectos de las vibraciones en la unidad de siembra 
5.1 Introducción 
Para inferir la posición de la semilla en el suelo, el modelo planteado en el 
Capítulo 4 se basa en  las mediciones de los tiempos de paso  de ésta por los sensores 
optoelectrónicos y luego aplicar los coeficientes de corrección a los parámetros 
obtenidos según sea la desviación estándar de la velocidad angular del distribuidor de 
semillas.  En las pruebas realizadas en campo se observó, como regla general, que la 
uniformidad en la distribución de la semilla arrojaba mejores resultados cuando la 
máquina sembradora se desplazaba por superficies poco rugosas o cuando lo hacía a 
muy baja velocidad. También mejoraba la uniformidad, si se lograba un ajuste óptimo 
de tensores y correas y cadenas de distribución de fuerza, antes de iniciar el proceso de 
siembra. Los ensayos también permitieron observar fenómenos que nos habilitan a 
especular respecto de la incidencia que las vibraciones del tren de siembra tienen sobre 
el proceso del planteo de la semilla, hecho éste que podría simplificar el modelo de 
inferencia de ubicación de la semilla y otorgarle más generalidad. Ante los indicios 
planteados se estableció la hipótesis de que la incidencia sobre la distribución de la 
semilla podría ser cuantificada y podría determinarse  una relación  vibraciones-
distribución. 
Para estudiar cómo influyen las vibraciones sobre la distribución de las semillas 
en una sembradora neumática, se diseñaron un conjunto de ensayos que permitieron 
medir las vibraciones y establecer relaciones entre las variables involucradas en el 
proceso de siembra. 
5.2 Sistema para la adquisición de datos.  
Se pretende medir, registrar y analizar las vibraciones a las que está sometida la 
máquina sembradora, en particular aquellas que pueden afectar a la calidad de la 
distribución de la semilla. Para esto, se utilizó un sistema compuesto por dispositivos 
software y hardware provisto por una empresa comercial y por un conjunto de 
programas en MatLab que se diseñaron especialmente para el ensayo. A continuación se 
describen estos componentes. Los componentes hardware/software para la medición y 
procesamiento de las vibraciones se enumeran seguidamente:  
a) Acelerómetros piezoeléctricos SKF CMSS 2100 monoaxiales. 
Sensibilidad 100mV/g. Rango de frecuencias: 3Hz a 5000 Hz. Frecuencia de resonancia 
30 kHz. Adaptador magnético para fijar sobre el sistema bajo prueba.  
b) Acondicionador de señal  Quatech QTC -350 (SignalPro Series)  
c) Tarjeta de adquisición de datos Quatech DAQP-308 16bit A/D &12bit 
D/A PCMCIA Data Aquisition Card (SignalPro Series). 
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d) Aplicación software: DaqEZ 16-bit Quatech Data Acquisition 
Application Software Package.  
e) Programas en MatLab desarrollados para la prueba. 
 
El sistema de medición se completa con un PC portátil que se emplaza sobre la 
sembradora.  
Las señales eléctricas generadas por los acelerómetros son filtradas y 
acondicionadas (amplificación, linearización, etc.) antes de ser tratadas por el conversor 
analógico-digital. El dispositivo de toma de datos  permite hasta 16 canales de entrada, 
que lo logra por medio de un multiplexor. Las señales analógicas, convenientemente 
acondicionadas son enviadas al conversor analógico-digital (tarjeta PCMCIA inserta en 
el notebook) que transforma la señal de cada canal en un dato de 16 bit. Finalmente, un 
paquete de aplicaciones integradas de software  (DaqEZ 16-bit Quatech), tiene la 
función de adquirir, analizar y presentar la información recolectada. La Figura 5.1 
muestra el esquema del proceso. 
 
 
Figura 5.1. Digitalización de las señales de los acelerómetros 
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La información generada por el sistema de adquisición de datos se somete a una 
serie de procesos posteriores. El procesamiento referido se realiza con MatLab, y tiene 
por objeto analizar e interpretar convenientemente la información recolectada. La 
Figura 5.2  muestra un esquema de este proceso. 
 
Figura 5.2. Esquema del procesamiento de las señales 
 
El bloque Aplicación MatLab, está formado por una serie de programas en 
MatLab cuyos procesos principales se enumeran seguidamente: 
 Un filtro Butterworth para permitir filtrar a la frecuencia deseada. 
 Procesamiento de “enventanado" aplicando una ventana de Hanning, de 
manera que la señal sea finita (igual al producto entre el número de 
muestras y el período de muestreo) y  no tenga discontinuidades en los 
extremos -condición necesaria para aplicar la Transformada Rápida de 
Fourier (FFT) y tener resolución en frecuencia-.  
 Aplicación de la Transformada Rápida de Fourier.  
 Cálculo de la energía y densidad de potencia espectral  
 Representación gráfica de señales y espectros resultantes. 
A la aplicación DaqEZ se le fijaron parámetros para una adecuada adquisición 
de la señal de los acelerómetros. Se fijó una frecuencia de corte de fc = 450 Hz y una 
frecuencia de muestreo de fs = 1000 Hz de forma que se cumpliera con la relación de 
Nyquist:   
fcfs 2  (5.1) 
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En la expresión (5.1), 
fs es la frecuencia de muestreo y  
fc la frecuencia máxima de la señal muestreada.  
En cada ensayo se tomaron 4096 muestras.  
Para el diseño del filtro Butterworth se utilizó la función BUTTER (Butterworth 
digital and analog filter) de MatLab dando la opción de elegir el grado (por defecto 8) y 
la frecuencia de corte (por defecto fs/2). 
La ventana que se aplicó a los datos provenientes de la tarjeta de adquisición fue 
la de Hanning, para esto se utilizó la función HANNING   (Hanning Windows). Para el 
cálculo de la Transformada Rápida de Fourier se utilizó la función FFT (Fast Fourier 
Transform) y con la función PWELCH (Power Spectral Density) se calculó la densidad 
espectral de potencia.  
Para el cálculo de la energía, se hizo uso de la  relación de Parseval que plantea 
que la  energía suministrada por una señal (proporcional al valor cuadrático medio) 
puede evaluarse a partir de los coeficientes de su correspondiente serie de Fourier.  
La relación de Parseval también permite calcular directamente la energía a partir 
del espectro de la señal, sin realizar la transformada inversa. En el entorno de MatLab, 
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(5.2) 
   
Donde  
- df , se ha aproximado por el paso en el vector de frecuencia correspondientes  
- 
N
F
f s .  
Para realizar este cálculo, agregamos una línea de programa con la sentencia: 
dfFRFChsabssumEnergía  )2)^_((  (5.3) 
 
En la expresión (5.3):  
- Chs_FRF es la FFT de la señal analizada y  
- df, es la relación entre la frecuencia de muestreo y la cantidad de muestras.  
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Los parámetros que el procesamiento de las señales arroja como resultado, se 
enumeran seguidamente: 
  Canales muestreados 
 Cantidad de muestras 
 Frecuencia de muestreo 
 Frecuencia de corte 
 Grado del filtro Butterworth aplicado 
 Máximo valor digitalizado de la señal 
 Mínimo valor digitalizado de la señal 
 Matriz de datos muestreados y procesados por aplicación de ventana de Hanning 
 Espectro de frecuencia 
 Densidad de potencia espectral (PSD) 
 Energía de vibraciones por canal 
5.3 Medición de vibraciones 
Los ensayos se realizaron sobre una máquina sembradora neumática de presión 
positiva (Bertini, modelo 22000), en un campo de la zona de Victoria, provincia de 
Entre Ríos,  Argentina (32º 33.515’ S, 59º 54.299’ O). Las parcelas para el ensayo 
tenían rastrojo de maíz y soja. Se utilizó semilla de maíz híbrido AX 924 R2. Sobre la 
sembradora, además de los acelerómetros, también se emplazaron los sistemas SMT y 
SMV (mediciones de los tiempos entre semillas en su caída por el tubo de descarga, y 
mediciones de  la velocidad angular instantánea de la placa dosificadora de semilla) 
Se emplazan cuatro acelerómetros en la sembradora neumática a saber:  
Acelerómetro 1, (a1). Se emplaza sobre el dosificador neumático de semillas,  
con el eje de medida perpendicular al plano del suelo. Este sensor medirá las 
vibraciones que afectan al conjunto más sensible al proceso de distribución de semillas. 
En la Figura 5.3 se muestra el emplazamiento  
Acelerómetro 3, (a3). Se ubica sobre el dispositivo donde se alojan las ruedas 
pata surcos, con el eje de medida perpendicular al plano del suelo. Esta pieza se articula 
con el dosificador de semilla en forma directa y las vibraciones que lo afectan tienen 
una incidencia directa sobre el distribuidor. La disposición se muestra en la Figura 5.3 
Acelerómetro 2, (a2). Emplazado sobre el amortiguador de una de las ruedas 
principales de la máquina, con el eje de medida perpendicular al plano del suelo. Ver 
Figura (5.4). 
Acelerómetro 4, (a4). Se ubica sobre el chasis de la máquina, con el eje de 
medida alineado al plano del suelo y es el elemento que posee la mayor unidad de masa. 
En la Figura 5.5 se muestra esta disposición 
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En la Figura 5.6 se muestra un esquema de la unidad de siembra, en la que se 
indican la ubicación de dos de los acelerómetros.  
 
 
 
Figura 5.3. Ubicación de los acelerómetros a1 y a3 
 
 
 
Figura 5.4. Ubicación del acelerómetro a2  
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Figura 5.5. Disposición del acelerómetro a4 
 
 
Figura 5.6. Esquema de la unidad de siembra con los acelerómetros 
a1
a3
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5.3.1  Pruebas exploratorias 
En esta serie exploratoria de pruebas se realizan seis ensayos. Estos se realizan 
haciendo desplazar la máquina sembradora  a dos velocidades diferentes (3 y 6 km/h) y 
por  terrenos de tres niveles de rugosidades diferentes: a) un suelo extremadamente liso, 
coeficiente de rugosidad R aproximadamente cero, que se logra desplazando la máquina 
por un camino asfaltado, b) suelo de baja rugosidad (rastrojo de soja), coeficiente de 
rugosidad menor o igual a 9 % y  c) un terreno con rastrojo de maíz, coeficiente de 
rugosidad aproximado al 29 %. Estos terrenos son elegidos, con criterios cualitativos, 
por el agricultor que maneja la máquina, en función de su experiencia y ante el 
requerimiento de indicar dos terrenos de características distintas. Los coeficientes de 
rugosidad mencionados  fueron calculados por el método de la cadena [93, 94].  En 
ambos terrenos se midió la resistencia a la penetración, con un penetrómetro de golpes 
de ángulo de cono de 30º y rango cada 5 cm. Las parcelas bajo ensayo tienen una 
longitud de 30 m y se realizan ensayos de penetración cada 5 m. Las dos parcelas 
ensayadas registraron valores de resistencia a la penetración  entre 1,8 MPa y  2,2 MPa 
La Figura 5.7 muestra una salida gráfica típica de la señal instantánea proveniente de un 
acelerómetro, una vez acondicionada y filtrada con un pasa bajas con una frecuencia de 
corte de 450 Hz. En la Figura 5.8, se muestra la misma señal, tras procesarla con una 
aplicación en MatLab  de “enventanado” de Hanning. 
 
Figura 5.7. Señal proveniente del acelerómetro a3 muestreada a 1000 Hz 
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Figura 5.8. Señal sometida al enventanado de Hanning 
 
En las condiciones referidas,  se realizan los ensayos que arrojan los valores de 
energía de vibración mostrados en la Tabla 5.1. Cabe mencionar, que los datos que se 
consignan en la tabla, referidos al terreno “asfalto”, se lograron tras ajustar (calibrar) la 
máquina sembradora (ajuste de tensores y cadenas distribuidoras) de manera que se 
obtuvieran los mínimos valores posible de vibraciones[95]. 
Tabla 5.1. Energía de vibración en los acelerómetros para distintas rugosidades del terreno 
Vel 
Maq 
 [km/h] 
energía [x 10 
-5
 Joule] 
R ≈ 0% R ≈ 9 % R ≈ 29 % 
a1 a2 a3 a4 a1 a2 a3 a4 a1 a2 a3 c4 
3 33 15 35 13 61 21 49 31 410 540 120 130 
6 37 17 38 15 330 30 130 40 630 1070 150 250 
 
5.3.2 Análisis cuali-cuantitativo de los resultados 
En la Figura 5.9 se muestra el espectro de frecuencias de la aceleración en el 
acelerómetro 3 cuando la sembradora se desplaza por un camino asfaltado a una 
velocidad de 6 km/h. El espectro obtenido en el mismo canal (acelerómetro a3), pero 
para la máquina desplazándose por un campo de rugosidad baja, R ≈ 9%, se muestra en 
Figura 5.10. Las Figuras 5.11 y 5.12 muestran los mismos espectros pero con escala 
logarítmica en el eje de las frecuencias para tener mayor grado de detalles en bajas 
frecuencias. 
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Figura 5.9. Espectro de frecuencias de  las vibraciones en camino asfaltado (acelerómetro a3, velocidad  6 
km/h) 
 
 
 
 
Figura  5.10. Espectro de frecuencias de  las vibraciones en terreno de rugosidad baja (acelerómetro a3, 
velocidad  6 km/h, R≈9%) 
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Figura 5.11. Espectro de frecuencias de  las vibraciones en camino asfaltado (acelerómetro a3, velocidad  6 
km/h) 
Para un análisis comparativo, en la Figura  5.13 se muestran, juntos, los 
espectros de suelo sin rugosidad (asfalto) y rugosidad baja (R ≈ 9 %). Como se aprecia, 
el espectro de suelo con rugosidad es similar al del asfalto al que se le han 
“superpuesto” armónicos de valores considerables en bajas frecuencias. Esto es, a los 
componentes armónicos provenientes de los mecanismos de fuerza y transmisión (en 
frecuencias superiores a 100 Hz) se le agregan armónicos en bajas frecuencias. 
 
Figura 5.12. Espectro de frecuencias de  las vibraciones en terreno de rugosidad baja (acelerómetro a3, 
velocidad  6 km/h, R≈9%) 
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Estas gráficas nos permiten hacer un primer análisis de tipo cualitativo. En 
efecto, en el espectro correspondiente al terreno asfaltado (Figuras 5.9 y 5.11)  se 
observa que los armónicos dominantes están por arriba de los 100 Hz y, dado que la 
máquina se desplaza por un camino asfaltado,  podemos considerar que las fuerzas 
excitadoras de las vibraciones provienen, fundamentalmente, de los mecanismos de 
fuerza y distribución de semillas. 
 
Figura 5.13. Comparación de los espectros 
Lo mencionado anteriormente  se puede corroborar con los datos obtenidos en la 
Tabla 5.1, al verificar que la energía de vibración en el acelerómetro 3, varía 
relativamente poco cuando aumenta la velocidad, demostrando que la rugosidad del 
suelo por el que se desplaza la máquina, no está influyendo en las vibraciones. Si esto 
no fuera así, la energía en este canal debería aumentar significativamente con la 
velocidad. Conclusiones similares se informan en  [75, 96].  
Por lo expuesto, vamos a considerar que, en las circunstancias mencionadas, la 
sembradora está sometida a dos tipos de vibraciones: 
- las producidas por los mecanismos de fuerza y distribución de semilla. 
La energía de vibración es relativamente baja respecto al otro grupo y sus 
armónicos principales están en las frecuencias por encima de 100 Hz. 
- las producidas por la rugosidad del suelo. Dependen de la velocidad de 
desplazamiento de la sembradora. Tienen energía mucho más importante 
que las de los mecanismos de fuerza y distribución. Los armónicos 
importantes están en el rango de las bajas frecuencias (menor a  10 Hz). 
De los ensayos realizados, también se desprende que los dos tipos de vibraciones 
mencionados, afectan en distinta medida a las diversas partes de la máquina. En efecto, 
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en la Figura 5.14 se muestra la densidad de potencia espectral (DPE) de la señal del 
acelerómetro a1 y en la Figura 5.15, la  DPE del acelerómetro a2.  
 
Figura 5.14. Densidad de potencia espectral de la señal del acelerómetro a1 
 
 
 
Figura 5.15. Densidad de potencia espectral de la señal del acelerómetro a2 
 
68 
 
Como se dijo, el acelerómetro  a1 mide  las vibraciones directamente sobre la 
unidad de siembra (donde se emplaza el dosificador de semillas), por lo que esta parte 
de la máquina va siguiendo (dibuja) más fielmente el perfil del suelo. Esto trae como 
consecuencia que las vibraciones, producto de la rugosidad superficial, adquieren mayor 
importancia que las vibraciones de la transmisión de fuerza de la máquina (engranajes, 
cadenas) y, por lo tanto, la energía de vibración aparece distribuida mayoritariamente  
en los armónicos bajos.  Una situación distinta a la referida, se da con el acelerómetro 
a2 que está emplazado sobre el chasis. En efecto, se observa en la Figura 5.15 mayores 
niveles de energía en las frecuencias más altas respecto de los componentes armónicos 
más bajos. 
A partir de los resultados obtenidos en estos ensayos preliminares, se estudia  un  
procedimiento que permita discernir entre distintos tipos de terrenos,  relacionando 
rugosidad con vibraciones para, finalmente, analizar la incidencia que las vibraciones 
tienen sobre  la distribución de la semilla. 
5.4 Rugosidad superficial y vibraciones 
La medición de la rugosidad del suelo ha sido ampliamente estudiada, y según 
sea la aplicación, se han desarrollado distintos métodos para medir los parámetros 
asociados a ella. La formación de la rugosidad se ve afectada por dos tipos de factores: 
intrínsecos que depende del tipo del suelo (arcilla, materia orgánica, textura, etc.) y 
extrínsecos que dependen las operaciones de labranzas. Como consecuencia de esto, el 
micro-relieve de la superficie del suelo está creado por una rugosidad orientada y no 
orientada. Se denomina rugosidad orientada (Kr), a aquella rugosidad que se crea con 
herramientas de labranza, las cuales definen un patrón particular y dirección específica 
de  los  surcos [97]; y por rugosidad natural (Crr),  la distribución aleatoria de los 
agregados presentes en el suelo [98]. En [94] y [97]  se describen distintos métodos, 
adecuados para aplicaciones como la del presente trabajo. Uno de los métodos 
detallados, llamado “método de la cadena”   fue propuesto originalmente por [93] y 
proporciona un procedimiento sencillo para calcular la rugosidad del suelo, tanto la 
aleatoria como la orientada. En [94]  se muestra  que el método de la cadena presenta 
errores menores a 5 mm, lo que resulta adecuado  para este ensayo.  
El método referido, consiste en desarrollar una cadena sobre la superficie que se 
desea explorar y el coeficiente de rugosidad R se calcula como  
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(5.4) 
   
En la expresión (5.4),  L1 es la longitud de la cadena y L2 la longitud horizontal 
de suelo que abarcó la cadena al desarrollarla sobre el suelo. Para relacionar esta medida 
de rugosidad, con las vibraciones que sobre determinadas partes de la máquina 
provocan, se realizaron ensayos complementarios. Para comenzar los ensayos, se ajusta 
(calibra) la sembradora para que las vibraciones provenientes de la transmisión de 
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fuerzas y distribución de semilla sea mínima. Esto se consigue con el ajuste adecuado 
de tensores y cadenas de distribución. 
Se seleccionaron cuatro parcelas, en cada una se midió la resistencia a la 
penetración cada 5 metros, registrando valores entre 1,8 MPa y  2,2 MPa. La selección 
se realizó de manera de que cada una presentara una rugosidad promedio del suelo con 
cuatro coeficientes de rugosidad distintos, R ≈  9, 15, 22 y 29. Las parcelas tenían una 
longitud de 50 metros cada una. Se  desplazó la sembradora  a velocidades de 5 km h
-1
 y 
7 km h
-1
 por cada uno de los tipos de suelos referidos, midiendo la energía de vibración 
en el acelerómetro a1. Se realizaron dos ensayos para cada rugosidad. Los valores 
medios de la energía (con un CV menor a 5 %)  se presentan en la Tabla 5.2. 
 
Tabla 1 Tabla 5.2. Relaciones entre energía y vibración a velocidad constante 
Rugosidad R (%) Energía a1 (Joule) 
 5 km h
-1
 7 km h
-1
 
R ≈ 9 0,00062 0,00070 
R ≈ 15 0,00340 0,00380 
R ≈ 22 0,00550 0,00630 
R ≈ 29 0,00630 0,00870 
 
Con los datos obtenidos se realiza un análisis de regresión lineal para determinar 
el grado de relación que existe entre rugosidad y energía de vibración. En la Figura 5.16 
se muestra el resultado para una velocidad de 5 km h
-1
 y en la Figura 5.17 para la 
máquina desplazándose a 7 km h
-1
. Las figuras mencionadas muestran un factor de 
correlación alto asimismo, el p-valor menor que 0,005, que complementa los datos 
arrojados por el análisis, nos permite manifestar que la regresión lineal es 
estadísticamente significativa.  
Las ecuaciones de regresión que entrega el análisis son: 
  Para 5 km h-1 
R = 5,71 + 3295 e (5.5) 
 Para una velocidad de 5 km h-1 
R = 6,5 + 2513 e (5.6) 
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Figura 5.16 Análisis de regresión lineal entre rugosidad y energía, para velocidad de máquina sembradora de 
5 km h-1   
  
 
 
 
 
 
Figura 5.17. Análisis de regresión lineal entre rugosidad y energía, para velocidad de máquina sembradora de 
7 km h-1   
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De este experimento podemos concluir que, manteniendo una velocidad 
constante de la máquina sembradora, es posible cuantificar la rugosidad del suelo, 
midiendo la energía de vibración en el acelerómetro a1 y  aplicando las ecuaciones (5.5) 
y (5.6) según corresponda 
 5.5 Relaciones entre vibraciones y uniformidad de distribución 
de la semilla 
Nos preguntamos si es posible introducir nuevos criterios, específicamente las 
vibraciones, para ajustar más finamente la estimación de la ubicación de la semilla 
Para estudiar el grado de incidencia de las vibraciones sobre la uniformidad de la 
semilla y establecer los factores que permitan inferir valores estadísticos sobre la 
ubicación real de la semilla en el surco, se diseñaron los ensayos que se describen 
seguidamente. 
5.5.1 Mediciones de vibraciones en campo 
Se emplazan dos acelerómetros sobre dos unidades de siembra según la posición 
indicada como acelerómetro a1 de Figuras 5.3 y 5.6. Las unidades de siembra elegidas 
son una central y la unidad lateral del extremo izquierdo de la sembradora.  Los ensayos 
se realizaron sobre una máquina sembradora neumática de presión positiva (Bertini, 
modelo 22000), en un campo de la zona de Victoria, provincia de Entre Ríos,  
Argentina (32º 33.515’ S, 59º 54.299’ O). Se utilizó semilla de maíz híbrido AX 924 
R2. Sobre la sembradora se realizaron tres tipos de evaluaciones en forma simultánea: 
a) mediciones de los tiempos entre semillas en su caída por el tubo de descarga, b) 
mediciones de  la velocidad angular instantánea de la placa dosificadora de semilla y c) 
medición de las vibraciones en tres  puntos de la máquina sembradora. Para lograr lo 
indicado en los ítems a) y b), sobre la sembradora,  también se montó el Sistema de 
Medición de Velocidad instantánea del distribuidor de semillas (SMV) y el Sistema de 
Medición de Tiempos (SMT) descritos en § 2.3.  
Con las ubicaciones indicadas de los acelerómetros  se realizaron ensayos a 
velocidades de 3, 6, 8, 9 y 10 km h
-1
 con tres repeticiones cada una. 
Los ensayos se diseñaron sembrando trayectos de 30 m para las velocidades 
indicadas y para  cuatro tipos de coeficiente de rugosidad. Tras cada trayecto sembrado, 
por el método de desenterrado se medía la distancia entre semillas en el surco. 
  En cada ensayo se recolectaron y registraron  los datos de los sensores que 
permitieron calcular: 
- Tiempo medio del tiempo entre semillas (Tsemilla) y su desviación estándar (σT). 
- Velocidad angular instantánea del distribuidor (ω). 
- Velocidad media de la sembradora (VelMaq). 
- Distancia media teórica  entre semillas (DT), calculada como semillaT TVD  . 
- Distancia media  real entre semillas en el surco (Esurco). 
- Desviación estándar de la distancia real entre semillas en el surco (σsemilla). 
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- Coeficiente de variación del tiempo entre semillas (CVT), 
 %100
semilla
T
T
T
CV

 (5.7) 
   
- Coeficiente de variación de la distancia entre semillas en el surco (CVEsurco),  
 %100
surco
semilla
Esurco
E
CV

 (5.8) 
  
-Transformada Rápida de Fourier (FFT), energía y densidad espectral de 
potencia de las señales de los acelerómetros. 
A fin de discretizar los valores de  la energía de vibración que se midió en los 
acelerómetros, se determinaron “entornos” de valores de energía según seis categorías  
indicadas con la letra e y un subíndice de 1 a 6. Esta discretización se indica en la Tabla 
5.3. 
Tabla 5.3 Asignación de categorías de vibración 
energía x 10
-5
 [joule] 
categoría e1 e2 e3 e4 e5 e6 
mínimo 40 180 310 440 530 610 
máximo 100 240 370 520 580 670 
 
A partir de lo referido en el párrafo anterior, se calcula el error relativo entre la 
distancia medida y la calculada con la expresión  
semillaT TVelMaqD   (5.9) 
En esta expresión, 
DT , distancia media teórica 
Vel Maq, velocidad de la sembradora 
Tsemilla, tiempo medio entre semillas 
En la Tabla 5.4, se muestra el error relativo hallado. Los valores consignados 
son valores promedios de las tres repeticiones realizadas en cada ensayo, con 
coeficientes de variación menor al 5 %. Esta relación presenta regularidades según sea 
la velocidad de la máquina y la energía de vibración en el tren de siembra (acelerómetro 
a1). En la Figura 5.18 se muestra, en forma gráfica, el valor de los errores relativos 
mencionados.  
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Tabla 5.4 Errores relativos entre distancia teórica y distancia real medida por desenterrado 
VelMaq 
[km h
-1
] 
Error relativo de la distancia teórica 
e1 e2 e3 e4 e5 e6 
3 0,04 0,05 0,06 - - - 
6 0,04 0,05 0,06 0,07 - - 
8 0,05 0,05 0,06 0,08 0,09 - 
9 - 0,05 0,06 0,08 0,1 0,11 
10 - 0,06 0,06 0,09 0,11 0,13 
 
 
 
Figura  5.18 Errores relativos del cálculo de la distancia en función de la energía de vibración 
 
A partir de los datos obtenidos del error relativo del cálculo de distancia media 
entre semillas, se realiza un análisis de los modelos de regresión de mejor ajuste que se 
puedan construir con las variables predictoras (velocidad y energía), para tener una 
predicción de la variable respuesta (error relativo distancia). La regresión de los mejores 
subconjuntos es una manera eficiente de identificar modelos con los que se puedan 
alcanzar las  metas utilizando el menor número posible de predictores. Los modelos de 
subconjuntos realmente pueden estimar los coeficientes de regresión y predecir 
respuestas futuras de la variable respuesta. Para este análisis se cargan en la aplicación 
Minitab los datos de la Tabla 5.4 y el análisis arroja los resultados mostrados en la 
Figura 5.19 
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Figura 5.19 Regresión múltiple: mejores subconjuntos para inferir el error relativo 
En la salida de la aplicación Minitab, mostrada en la Figura 5.19, cada línea 
representa un modelo diferente. Vars es el número de variables o predictores en el 
modelo. Los factores R
2
  y R
2
(ajustado) se convierten a porcentajes. Los predictores que 
están presentes en el modelo se indican mediante una x. Como se puede observar, el 
modelo que ajusta mejor es cuando están presentes las dos variables predictoras (veloc y 
energ). Para este caso, el Error estándar de regresión (s) es el menor. Otro indicador 
favorable  es el valor de CP de Mallows que resulta ser de 3. El CP de Mallows es un 
estadístico que aproxima al número de predictores más la constante e indica que el 
modelo es relativamente preciso y no tiene sesgo en la estimación de los verdaderos 
coeficientes de regresión y el pronóstico de respuestas futuras.  
En la Figura 5.20 se muestra el resultado del análisis de regresión múltiple con 
las variables predictoras Veloc y energ. Podemos observar que el valor de R
2 
(ajustado), 
factor significativo para regresión múltiple, arroja un valor de 90,7 % y el P-value de la 
varianza es de 0,000.  
 
75 
 
 
Figura 5.20 Regresión múltiple: ecuación de regresión del error relativo 
Con los datos obtenidos en el ensayo se calcula la relación entre el coeficiente de 
variación de la distancia entre semillas en el surco -CVEsurco- (medido manualmente en 
el surco) y el coeficiente de variación de los tiempos entre semillas -CVT- (medida por 
el SMT).  La relación CVEsurco/CVT  mencionada, se muestra Tabla 5.5 y está 
determinada por la energía de vibración y la velocidad de la máquina sembradora.  
 
Tabla5.5  Relación entre el coeficiente de variación de la distancia entre semillas en el surco y el 
coeficiente de variación de los tiempos entre semillas. 
VelMaq 
(km h
-1
) 
Relación CVEsurco/CVT 
e1 e2 e3 e4 e5 e6 
3 1,40 1,40 1,50    
6 1,83 1,85 1,90 2,00   
8 1,95 1,95 1,98 2,20 2,30  
9  2,10 2,30 2,40 2,45 2,50 
10  2,20 2,80 2,80 2,90 3,00 
 
En la Figura 5.21 se muestra, gráficamente, la relación CVEsurco/CVT  . 
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Figura  5.21 Relación CVEsurco/CVT en función de la energía de vibración 
De manera similar a lo realizado para con el error relativo, se analizan los 
modelos de regresión de mejor ajuste que se puedan construir con las variables 
predictoras (velocidad y energía)  para tener una predicción de la variable respuesta  
(CVEsurco/CVT). Para este análisis se cargan en la aplicación Minitab los datos de la 
Tabla 5.5. Como se puede observar en la Figura 5.22, resultado de la aplicación, el 
modelo que ajusta mejor es cuando están presentes las dos variables predictoras (veloc y 
energ). Para este caso, el Error estándar de regresión (s) es el menor. El valor de CP de 
Mallows resulta ser de 3.  
 
Figura 5.22 Regresión múltiple: mejores subconjuntos para inferir la relación CVEsurco/CVT 
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En la Figura 5.23 se muestra el resultado del análisis de regresión múltiple con 
las variables predictoras Veloc y energ. Podemos observar que el valor de R
2
 (ajustado)  
arroja un valor de 90,8 % y el P-value de la varianza es de 0,000. 
 
 
 
Figura 5.23 Regresión múltiple: ecuación de regresión de CVEsurco/CVT 
 
Esto significa que, conociendo la velocidad de la sembradora y la energía de 
vibración sobre la unidad de siembra, es posible estimar el valor del coeficiente de 
variación de la semilla en el surco, a partir de conocer el coeficiente de variación de los 
tiempos entre semillas. Asimismo, al igual  que sucede con el coeficiente de variación, 
conociendo la velocidad de la sembradora y las vibraciones es posible inferir la 
distancia media en el surco, con su error relativo.  
5.2.2 Prueba complementaria 
Una prueba más de que las vibraciones determinantes de la uniformidad de la 
semilla son las provenientes de la rugosidad superficial del terreno por donde se 
desplaza la sembradora, se obtiene del experimento que se detalla a continuación. Nos 
realizamos la siguiente pregunta:  
¿si el terreno fuera el “asfalto” y midiéramos la relación  CVEsurco/CVT ésta, 
variaría significativamente con la velocidad? 
Se diseñó un ensayo para medir la disposición de la semilla que resultaría si la 
máquina sembradora sólo estuviera sometida a las vibraciones del sistema de fuerza sin 
las que provienen del perfil del suelo. Esto correspondería a un ensayo haciendo 
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“sembrar” la sembradora sobre un terreno asfaltado. Como es evidente, si se hiciera esto 
no tendríamos certeza de donde queda la semilla debido a los rebotes de esta sobre el 
asfalto.  
Para acercarnos a las condiciones mencionadas en párrafo anterior, se montó el 
distribuidor de semillas de una máquina sobre la cinta engrasada,  llevando, de la 
manera más próxima posible, a las condiciones de vibraciones reales al laboratorio. Para 
esto se calibraron engranajes y transmisión para que la densidad de potencia espectral 
(DPE) sobre el distribuidor, resultara similar a la DPE resultante de desplazar la 
sembradora por camino asfaltado. En la Figura 5.24 se muestra la gráfica de la DPE 
sobre el distribuidor cuando la máquina se desplaza por el asfalto y en Figura 5.25 la 
DPE obtenida sobre la cinta engrasada luego de ajustar el distribuidor. Como se 
observa, resultan muy similares salvo por la aparición, en asfalto,  de algunos armónicos 
de muy baja potencia en las frecuencias del orden de 0.22 rad/s. Podemos entonces 
considerar, que los resultados que encontremos en la ubicación final de la semilla en la 
cinta engrasada, resultarían similares a las que se obtendrían si pudiéramos 
“desenterrar” las semillas en el camino asfaltado (sin vibración debido al perfil del 
suelo) y medir su distancia. En la disposición referida se montó, sobre el distribuidor de 
semillas,  el SMV y SMT y se realizaron siete ensayos que se muestran en la Tabla 5.6 
 
 
 
Figura  5.24 Gráfica de la DPE al desplazar la máquina sobre terreno asfaltado 
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Figura  5.25 Gráfica de la DPE en el dosificador (cinta engrasada) ajustado para emular  la sembradora 
desplazándose sobre terreno asfaltado 
 
Tabla 5.6 Ensayo sobre la cinta engrasada,  emulando desplazamiento de la máquina sobre camino 
asfaltado 
Ensayo VelMaq [km h
-1
] CVT CVd CVE CVE/CVT 
 6,00 7,30 9,60 12,41 1,70 
2 6,50 7,56 10,90 13,21 1,75 
3 7,00 8,12 11,10 14,42 1,77 
4 7,50 8,25 12,86 14,77 1,79 
5 8,00 8,33 13,40 15,02 1,80 
6 9,00 8,38 17,80 15,34 1,83 
7 10,00 8,78 18,80 16,72 1,90 
 
Donde 
CVT [%], es el coeficiente de variación del tiempo entre semillas leídas por los 
sensores optoelectrónicos 
CVd [%], es el coeficiente de variación del tiempo entre delgas y, por lo tanto,  
de la velocidad angular del distribuidor. 
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CVE [%], es el coeficiente de variación de la distancia entre semillas medidas en 
la cinta engrasada.  
CVE /CVT , es la relación entre los dos coeficientes. 
La velocidad de la máquina se mide en km h
-1
. 
Como puede observarse en la Tabla 5.6 , exceptuando el ensayo correspondiente a la 
velocidad de 10 km h
-1
, la relación CVE /CVT  prácticamente no tiene variación con la 
velocidad. Esto abona la hipótesis de que las vibraciones que inciden en la relación 
mencionada, son fundamentalmente las producidas por la rugosidad del suelo, que en 
este ensayo no están presentes. 
5.6  Conclusiones 
Las pruebas en laboratorio y campo mostraron indicios de existir  relaciones 
entre vibraciones y uniformidad en la distancia entre semillas. En este capítulo se han 
expuesto los experimentos realizados para indagar sobre el efecto que las vibraciones 
tienen sobre la distribución de semillas. Se emplazaron acelerómetros en cuatro puntos 
de la sembradora y se identificaron dos patrones de vibraciones: 
- las producidas por los mecanismos de fuerza y distribución de semilla. 
La energía de vibración es relativamente baja respecto al otro grupo y sus 
armónicos principales están en las frecuencias por encima de 100 Hz. 
- las producidas por la rugosidad del suelo. Dependen de la velocidad de 
desplazamiento de la sembradora. Tienen energía mucho más importante 
que las de los mecanismos de fuerza y distribución. Los armónicos 
importantes están en el rango de las bajas frecuencias (menor a  10 Hz). 
Los experimentos llevados a cabo mostraron que es posible inferir el error 
relativo entre la distancia media teórica entre semillas, DT, (calculada a partir de los 
sensores electrónicos sobre la sembradora –SMT y SMV) y la distancia media real en el 
surco. Este error relativo es calculado en función de la energía de vibración y la 
velocidad de la máquina sembradora. Asimismo, se comprobó que es posible inferir una 
medida de la dispersión del valor medio de la distancia entre semillas en el surco. En 
efecto, se establecieron rangos de energía de vibración y velocidad de la sembradora, 
dentro de los cuales, la relación entre el coeficiente de variación de la distancia entre 
semillas en el surco y el coeficiente de variación de los tiempos entre semillas 
(CVEsurco/CVT) presenta un valor constante. 
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Capítulo 6 
6  Mapa de siembra 
6.1  Introducción 
En los capítulos anteriores, se ha planteado el marco teórico y se han 
desarrollado ensayos experimentales que nos permiten establecer relaciones entre 
velocidad de sembradora, vibraciones del tren de siembra y datos estadísticos de la 
ubicación de la semilla en el surco. A partir de esta información, es posible 
confeccionar un mapa de siembra, donde se consigne información del proceso de 
siembra y su localización geográfica para unidades de información elementales. Para 
lograr esto, se deben registrar y georreferenciar, para cada sitio específico del campo en 
laboreo, los siguientes datos: 
a) El valor medio de la distancia entre semillas.  
b) La desviación estándar de la distancia entre semillas. 
c) Los eventos múltiples, esto es, la emisión de dos semillas 
simultáneamente. 
d) Los faltantes, es decir, la no emisión de una semilla en el tiempo 
correspondiente. 
La información referida en los ítems anteriores, deberá recolectarse para cada 
unidad mínima, o elemental, de terreno (quantum o píxel) del lote de laboreo, de forma 
tal que, integrados de forma continua, puedan representar toda la superficie sembrada. 
Para la definición de esta unidad mínima de información, que en adelante llamaremos 
“píxel”, se tiene en cuenta la cantidad de surcos que siembra simultáneamente la 
máquina (coincidente con la cantidad de cuerpos de siembra de la sembradora). Así, 
para la máquina sobre la cual se realizaron los ensayos, que es de 20 surcos distanciados   
0,65 m cada uno, resulta un ancho de siembra (coincidente con el ancho del píxel) de 13 
metros. Esta sembradora, en su avance, definirá el píxel cuando haya recorrido 
aproximadamente 10 metros. Esta última medida surge de considerar una siembra de 
maíz, con una distancia intrafila de 0,20 metros y de la opinión de los expertos sobre el 
gradiente de variabilidad del suelo. Esto significa entonces, que un píxel se completará 
al cabo de una siembra teórica de 50 semillas en cada uno de los 20 surcos. Un esquema 
de esta disposición se muestra en Figura 6.1. 
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Figura 6.1 Conformación de un “pixel” 
Cada uno de estos píxeles, proveerá la siguiente información: 
 valor medio de la distancia entre semillas en esa superficie. 
 desviación estándar de la distancia entre semillas. 
 cantidad de faltantes. 
 cantidad de eventos múltiples. 
Como cada píxel estará georreferenciado se puede,  posteriormente, armar el 
mapa de siembra de todo el campo sembrado.  En la Figura 6.2, se muestra un esquema 
simplificado del sistema planteado. 
Dispositivo a 
diseñar
Información del SMT 
(tiempos entre semillas)
Información del SMV 
(tiempo entre delgas)
Información del GPS
 (latitud y longitud)
Para cada sitio específico infiere y 
georeferencia:
- valor medio distancia entre semillas
- desviación estándar
- índice de faltantes
- índice de eventos múltiplesInformación del SME 
(energía de vibración)
 
Figura 6.2 Esquema del sistema para inferir distancia entre semillas 
83 
 
6. 2  Esquema de tiempos en los eventos involucrados 
El sistema así planteado, pone en relación señales (que representan variables del 
proceso de siembra)  cuya evolución se produce según esquemas de tiempos  diferentes 
y resulta conveniente explicitarlos. 
Caída de la semilla. El  sensor óptico entrega una señal alta durante el paso de la 
semilla. Para dar idea de magnitud, esto sucede con un período comprendido entre  
0,05s y  0,5s. 
Velocidad de la sembradora. El encoder entrega un tren de pulsos cuyos 
parámetros (duración y posición),  son función de la velocidad de la sembradora. El 
cálculo de la velocidad se actualiza cada segundo. 
Energía de Vibración.  La señal proveniente del acelerómetro es digitalizada y 
procesada por este módulo, entregando un valor cada segundo. 
GPS. El protocolo NMEA 0183 [99],  con el que trabaja el receptor GPS 
entrega, a través de la sentencia $GPLL, un valor de latitud y longitud cada 2 segundos 
aproximadamente.  
Píxel. Cada píxel se configura para que tenga un área de  130 m
2  
(Figura 6.1). 
Esto implica un avance de sembradora de 10m por píxel,  en correspondencia con la 
caída de 50 semillas por surco. Significa entonces, que la sembradora completará un 
píxel en su recorrido, cada  4,5 s segundos aproximadamente (a la velocidad de 
referencia de 7,9 km/h).  
El esquema de la Figura 6.3  representa la relación entre tiempos mencionada. 
Finalmente en la Figura 6.4 se representa el diagrama en bloques del sistema con 
los correspondientes subsistemas que lo componen a saber: 
Bloque SMT. Representa el Sistema de Medición de Tiempos, responsable de 
calcular los tiempos en que suceden las caídas de semillas y que permitirá determinar el 
tiempo entre semillas. Recibe información de los sensores optoelectrónicos de paso de 
semilla. 
Bloque SMV. Representa el Sistema de Medición de Velocidad que calcula la 
velocidad de la sembradora. Este cálculo se realiza y registra cada un segundo. Es 
alimentado por la información que le llega del encoder solidario al dosificador de 
semilla. 
Bloque SME. Representa el Sistema de Medición de Energía que calcula la 
energía de vibración cada un segundo. Recibe información de los acelerómetros 
emplazados en los cuerpos de siembra. 
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Figura 6.3 Relación de tiempos entre eventos 
 
Bloque SG. El Subsistema de Georreferenciamiento,  toma la señal del GPS y 
entrega, en el formato adecuado, los valores de latitud y longitud de la sembradora. 
Bloque SDP. Representa el sistema que determina cuándo se ha completado un 
píxel y provoca el registro de los datos. Recibe información del encoder del dosificador 
de semilla. 
Bloque Control. Controla el flujo de datos según el comportamiento deseado.  
Bloque UART (Universal Asynchronous Receiver-Transmitter).  Es el módulo 
que transmite datos en formato serie al exterior del circuito. 
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Figura 6.4 Diagrama funcional del sistema propuesto 
 
6.3 Implementación de los módulos SMT y SMV  
Como se indicó en la § 2.3, los módulos SMT  y SMV, que determinan los 
tiempos de paso de la semilla y la velocidad angular del plato dosificador, 
respectivamente, fueron implementados, originalmente,  por medio de un programa en 
ensamblador en un PC. Por el puerto paralelo se capturan las señales provenientes del 
sensor optoelectrónico emplazado en el tubo de descarga, y del encoder dispuesto en el 
plato dosificador. En esta fase del diseño, se reemplaza el PC por un sistema 
implementado sobre un Field Programmable Gate Array (FPGA)  
La utilización de herramientas EDA (Electronic Design Automation) permite el 
desarrollo de sistemas digitales y su implementación en lógica reconfigurable. En 
particular, el flujo de diseño del ambiente de desarrollo ISE (Integrated Software 
Environment) de la empresa Xilinx [100],  incluye las etapas de especificación, 
verificación, realización y depuración, en un proceso totalmente automatizado. En la 
Figura  6.5 se esquematiza el desarrollo de las etapas de diseño. 
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Figura 6.5 Desarrollo de las etapas del diseño 
En la actualidad, la complejidad de los diseños hace conveniente la utilización 
de lenguajes de descripción de hardware (HDL) para la modelización de los distintos 
módulos que componen el sistema. Estos lenguajes permiten una descripción funcional 
de los circuitos, permitiendo un alto nivel de abstracción. La descripción HDL es 
procesada por la herramienta de síntesis para obtener la representación del 
comportamiento al nivel de componentes lógicos (primitivas y macros). El proceso de 
síntesis produce la adecuación de la lógica del sistema diseñado a los recursos 
disponibles en el integrado. En esta etapa, también se realiza un análisis de la sintaxis 
del código HDL utilizado. Tras este primer proceso, se puede realizar una verificación 
del comportamiento del diseño por medio de herramientas de simulación que integra el 
ambiente. Los procesos de traducción (translate), mapeo (map), emplazamiento (place), 
encaminamiento (route) y programación (programming) completan el flujo de diseño 
para obtener, finalmente, el archivo de programación (con extensión .bit) que resulta ser 
la  información que se baja a la FPGA para su configuración. En el presente trabajo el 
lenguaje de programación de hardware que se usa es el VHDL [101] [102]. 
6.3.1 Determinación del tiempo entre semillas 
En la Figura 6.6 se muestra un esquema del sistema que se pretende modelar e 
implementar sobre el FPGA. Dependiendo de las condiciones de siembra, la señal S,  
que tiene la forma de un tren de pulsos con el flanco de subida en el instante que 
comienza a pasar una semilla (ver Figura 2.8), presenta los pulsos espaciados por 
tiempos comprendidos entre 0,05 y 0,5 segundos.  
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SMT
0101010010011101
1100100001110001
1101101100101011
1010110111110011
0101010110010111
…..
…..
…..
tabla de tiempos
 de paso de
cada semilla
S T
 
 
Figura 6.6  Sistema de medición de tiempos entre semillas   
 
En la Figura 6.7 se muestra el diagrama de una Red de Petri sincrónica que 
modela el comportamiento propuesto para el SMT.  
 
1
2
3
4
S
Habilita Cuenta
Habilita Cuenta
T←Cuenta
S
Cuenta ← 0
reset
S
S
 
Figura 6.7 Modelo del comportamiento del SMT 
 
El sistema tiene como valor inicial al lugar 1. Al llegar el nivel alto del sensor 
optoelectrónico (S=1), se dispara la transición y se marca el lugar 2. Tanto el lugar 2  
como el 3 habilitan un contador de pulsos, Cuenta. Estos pulsos proceden de una señal 
de reloj (clk1000)  cuya frecuencia  está calculada para otorgar la suficiente resolución en 
el cálculo del tiempo entre semillas. En efecto, considerando un intervalo de tiempo 
estándar entre semillas de 0,1 s, si adoptamos una frecuencia de 1000 Hz para el 
mencionado reloj, entre semilla y semilla habrá 100 pulsos y el error relativo resulta 
entonces  menor al 1%. En el lugar 4, que se accede al llegar la próxima semilla, la 
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cuenta se detiene y el valor de ésta se salva en T, luego se pasa  al lugar 1, donde se 
lleva a cero cuenta, y se reinicia el proceso en la próxima semilla.  
Resulta pertinente señalar que, si bien el contador (cuenta) cuenta pulsos de 
frecuencia 1000 Hz, la Red de Petri (RdeP) sincrónica que modela el SMT evoluciona 
con la frecuencia general de 50 MHz.  
La variable T, que almacena temporalmente el valor de Cuenta (con 
representación binaria de dos bytes), representa el tiempo transcurrido entre el paso de 
dos semillas consecutivas y el valor real de este tiempo se puede calcular como 
][001,0 sTsemillaTiempo   (6.1) 
El SMT, respondiendo al modelo descrito,  fue codificado en lenguaje VHDL  y 
definido como el componente Distancia para, finalmente, poder  ser instanciado en el 
sistema final. Cabe mencionar que en todos los casos que se requirió traducir una Red 
de Petri a lenguaje VHDL sintetizable, se hizo uso de la aplicación makeVHDL, que 
permite traducir la red, directamente desde su formato gráfico al lenguaje HDL 
mencionado [40] [41]. 
 
dist_mem(15:0)
 
Figura 6.8 Interfase del SMT 
   
La figura 6.8 muestra la interfase del componente diseñado. En la salida 
dist_mem(15:0)  se obtiene el valor (en milisegundos) del tiempo transcurrido entre el 
paso de dos semillas consecutivas. La salida r,  adopta un nivel alto durante un bit_time 
cuando este resultado es válido.  
6.3.2  Determinación de la velocidad de la máquina sembradora 
En esta sección se describe la implementación sobre una FPGA del  módulo que 
determina la velocidad del plato dosificador (SMV), que al igual que el SMT, también 
fue implementado inicialmente sobre un PC. 
En la Figura 6.9, se muestra un diagrama del componente SMV. A partir de la 
señal E, generada por el encoder óptico, este módulo debe entregar una salida V, 
codificada con un número binario de dos Byte, proporcional a la velocidad de la 
máquina sembradora. El encoder está acoplado al plato distribuidor de semilla. Al ser 
conocida la relación de vueltas entre el plato y las ruedas de la sembradora, es posible 
calcular el espacio recorrido por la máquina. Entonces, para calcular la velocidad 
angular del encoder utilizamos la expresión 
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dt
d
   (6.2) 
donde: 
ω: velocidad angular del encoder 
α: ángulo recorrido 
 
 
          
SMV
1110111011101101
1000011010110110
1011000000101011
1101111111000111
0101101110011001
…..
…..
…..
tabla de
velocidades
E V
 
Figura 6.9 Sistema de medición de velocidad 
         
 
El ángulo recorrido por el encoder por el paso de una delga ( § 2.3) es de 0.36 
grados, que resulta ser la resolución angular.  Adoptamos como diferencial de tiempos, 
para el cálculo de la velocidad angular, al intervalo de un segundo. Por lo tanto, la 
expresión (6.2) puede reescribirse como: 
     
 
T
seg
dt
d


1_
  (6.3) 
 
donde 
α_1seg: ángulo recorrido en un segundo 
ΔT : diferencial de tiempo igual a 1 segundo 
Como se mencionó en  § 2.3, al girar el encoder hace que sus delgas interrumpan 
un haz de luz infrarroja y, como consecuencia,  genere un tren de pulsos de ancho y 
posición variable. Para determinar la velocidad de avance de la sembradora (afectada de 
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una constante, que es función de la relación vueltas distribuidor/distancia recorrida) 
bastará con contar la cantidad de pulsos (proporcional al ángulo recorrido por el encoder 
y, solidario a este, el distribuidor) y dividirlo por el tiempo que se empleó para 
recorrerlo. Como ya se dijo, tomamos como intervalo de tiempo 1 segundo y por lo 
tanto, es necesario disponer de un módulo que nos dé esta referencia de tiempos (Σ2 en 
la Figura 6.10)  
 
 
Figura 6.10 El componente Σ1,  cuenta los pulsos del encoder  que suceden en 1 segundo 
 
 El componente SMV se completa con el subsistema  Σ1 ,  que se  modela, previo 
a su codificación en VHDL, por medio de la RdeP de la Figura 6.11.  En este modelo,  
en el intervalo de tiempo de un segundo, se incrementa un contador (cuentaDelga) cada 
vez que se recibe el flanco ascendente de la señal E (una delga interrumpe el haz 
infrarrojo). Finalizado el intervalo, se guarda la cuenta en una variable V (con 
representación binaria de 16 bits) y se resetea el contador. En el próximo intervalo de un 
segundo se realiza otro ciclo como el descrito, y así sucesivamente.  
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Figura 6.11 Red de Petri del componente Σ1 
 
La relación entre el espacio lineal recorrido por la máquina sembradora y las 
vueltas del distribuidor (y por consiguiente el encoder) es: 
1 metro de recorrido → 0,1388  vueltas distribuidor  → 138,8 delgas 
Con estos datos, un cálculo sencillo nos indica que, para medir velocidades de 
sembradora de hasta 16 km/h, la variable CuentaDelga de Figura 6.11, tomará un valor 
máximo de 640. Por lo tanto, si al tren de pulsos E, previo a su ingreso al SMV (Figura 
6.4),  se lo pasa por un módulo divisor por 10,  con una representación de 16 bits de la 
velocidad (64 -1 en decimal), se tendrá una definición de 0,25 km h
-1
, que resulta 
suficiente para nuestro estudio.  Los módulos  Σ1 y  Σ2  se describen en VHDL y el 
esquema de las unidades de diseño “entidad” se muestra en Figura 6.12. 
 
 
velo (15:0)
UnSegundo UnSegundo
 
Figura 6.12 Módulos del SMV programados en VHDL 
  
En esta figura: 
 clk, reloj general del sistema 
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 comienza, reset general del sistema 
 delga, señal proveniente del encoder 
 velo, velocidad de la máquina (afectada de una constante = 3) 
 UnSegundo, señal que indica cuándo se completa 1 s 
6.4  Sistema para la determinación del píxel (SDP) y su  
Georreferenciamiento 
 6.4.1   Unidad mínima de información (píxel)   
La unidad mínima de información georreferenciada (para la cual se calculan los 
valores estadísticos) es el píxel (§ 6.1).  Éste tiene el ancho de la sembradora y un largo 
aproximado de 10 metros. Para determinar este largo, se hace necesario un sistema que 
lea el ángulo recorrido por el encoder (el cual tiene una correspondencia lineal con el 
espacio recorrido por la sembradora), e indique cuándo se completa cada píxel. El 
módulo diseñado, Figura 6.13, está compuesto por los subsistemas ΣP  y Contador. 
 
  
Figura 6.13 Diagrama en bloques del SDP 
 
En la Figura 6.14 se modela ΣP  con una red de Petri. El comportamiento del 
conjunto es, básicamente, el siguiente: cada vez que se detecta el paso de una delga del 
encoder (flanco positivo), se genera la señal cuenta que alimenta un contador de cuenta 
máxima. Cuando el contador llega al valor 140 (calculado conociendo la relación rueda 
máquina/encoder) lo indica generando la señal FinCuenta, que lo toma Σp  y coloca,  
durante un pulso del reloj general, la salida Píxel en alto, indicando de esta forma que se 
ha completado un píxel. Tras esta acción, el ciclo se reinicia nuevamente.  
El módulo SDP, programado en VHDL, tiene la interfaz que se muestra en la 
Figura 6.15 
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Figura 6.14 Red de Petri que describe el módulo SDP 
u1: pix
 
Figura 6.15 Interfase del módulo SDP 
6.4.2  Georreferenciamiento del pixel 
El Sistema de Posicionamiento Global  (GPS) es una tecnología digital 
inalámbrica que permite determinar la posición actual en  el planeta a partir de una 
constelación de 21 satélites activos,  en órbita alrededor de la Tierra a una altura 
aproximada de 20000 km. El sistema permite el cálculo de las coordenadas 
tridimensionales de un punto. El sistema GPS fue desarrollado y es mantenido por el 
Departamento de Defensa de los EEUU. Los satélites del sistema transmiten dos tipos 
de códigos de acceso. El código denominado C/A (coarse/acquisition) es de libre acceso 
y disponible para la comunidad internacional sin costo. El código denominado P 
(Precision) es de uso militar y restringido. Dentro del servicio de libre disponibilidad, 
podemos reconocer dos tipos de modalidad: 
a. Posicionamiento absoluto o autónomo (alternativa I) 
b. Posicionamiento con corrección diferencial (DGPS) (alternativa II) 
[103] [104] 
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En el caso a), la exactitud en la  determinación de la localización de un punto, si 
bien ha mejorado en los últimos tiempos debido a progresos tanto en los receptores 
como en el sistema GPS, no es menor a un error XY, 95% =4,3 m 
3
. Esto es, podemos 
asegurar que los valores proporcionados, en el 95 % de los casos, tienen un error menor 
a 4,3 m metros. En el caso b), hoy se obtiene, en nuestra zona, un error XY, 95 % = 1,5 
m.  
La exactitud necesaria en la determinación del posicionamiento, aparece 
determinada por el tamaño del pixel. Esto es, si la Figura 6.16 representa parte del área 
de trabajo de una sembradora, entonces, la falta de exactitud  afecta tanto en el sentido 
del eje “x” como del “y”. En el sentido “x”, la resolución  exigida la fijamos en 10 
metros considerando el valor adoptado para el píxel y la variabilidad estimada del suelo.  
De igual forma, la exigencia en el sentido de las “y” (perpendicular al desplazamiento 
de la máquina),  debe ser menor que la distancia “e” de manera de poder diferenciar un 
“trayecto” de la sembradora (maquinada) del próximo inmediato. Coincidente con esto, 
en § 6.1,  se había determinado un ancho de píxel de 13 metros. 
Con estos valores, estamos en condiciones de seleccionar el método de 
determinación de posición. 
 
 
Figura 6.16 Resolución del “pixel” 
 En la alternativa I, la precisión requerida podría llegar a alcanzarse a 
partir de realizar el cálculo a través de las efemérides precisas y complementando esto 
con un cálculo de interpolación de valores.  Esta alternativa significa no poder trabajar 
en tiempo real. 
                                                 
 
 
3
 Ensayo realizado en la Facultad de Ciencias Exactas, Ingeniería y Agrimensura de la 
Universidad Nacional de Rosario con un GPS Garmin 76 con antena exterior. Año 2008.- 
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La alternativa II,  implica la utilización de un segundo receptor GPS ubicado en 
una posición conocida o utilizar sistemas comerciales que brindan este servicio4. La  
corrección diferencial puede realizarse en forma diferida o tiempo real. En la actualidad 
existe una variedad de receptores que están en condiciones de recibir la información de 
la estación de referencia, para la corrección en tiempo real. 
Para esta alternativa, con DoP  (Dilution of Precision)  2    y distancia entre 
receptor y estación de referencia menor de 300 km [105],  los errores típicos se indican 
en la Tabla 6.1 
Tabla 6.1 Errores típicos del GPS 
A partir de la información de la Tabla 6.1 podemos calcular el error que resulta 
ser,  en el peor caso, de 3,6 m. Esto significa que el método de GPS por código C/A con 
corrección diferencial, nos determina la posición de la máquina sembradora con una 
cota de error absoluto compatible con las prestaciones pretendidas.  
Definido el sistema GPS a utilizar, se centra ahora la atención en la 
comunicación entre el sistema objeto de este trabajo y  el receptor GPS.  En la Figura 
6.17, se muestra el diagrama de bloques del módulo referido.  
                                                 
 
 
4
 Para la zona de Rosario,  la antena está ubicada en San Carlos, Santa Fe. 
Fuente de error Error tras la corrección diferencial 
Reloj 0 
Efemérides 0.4 
Ionosfera 1.2 
Troposfera 0.4 
Multipath 1 
Ruido en el receptor 0.6 
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Figura 6.17 Diagrama en bloques del Sistema de Georreferenciamiento 
El receptor GPS entrega una señal serie según el protocolo (capa más baja) 
RS232. Esta señal debe ser interpretada, según el estándar  NMEA 0183 (en una capa 
superior de abstracción). Este protocolo, permite comunicar los instrumentos marítimos 
entre sí y con los receptores GPS. Ha sido definido, y está controlado, por la 
organización estadounidense National Marine Electronics Association. 
Todo el módulo SG se programó en VHDL. En primer lugar, se debía convertir 
la señal serie proveniente del receptor GPS en una señal paralelo en código ASCII. Para 
esto, se utilizó un IP Core UART de libre uso [106]. Una vez que se obtienen los 
caracteres, se hace necesario interpretar, según el estándar NMEA 0183, la cadena de 
caracteres, extrayendo la información útil para el proyecto, esto es, las coordenadas de 
la posición de la máquina sembradora. Esta tarea la realiza el módulo Captura Long/Lat 
de la Figura 6.17. 
 El estándar referido, transmite los datos en forma de "sentencias". Cada 
sentencia comienza con un caracter "$", dos letras " talker ID", tres letras " ID sentencia 
", seguido por un número de campos de datos separados por comas, y acaba con un 
checksum optativo, y un retorno de carro  line/ feed. Una frase puede contener hasta 82 
caracteres incluyendo el "$" y “CR / LF”. Si los datos para un campo no están 
disponibles, el campo simplemente se omite, pero las comas que le delimitarían se 
envían igualmente, pero sin espacio entre ellas. Como algunos campos tienen la anchura 
variable, o pueden omitirse como decíamos arriba, el receptor debe ubicar los campos 
de datos deseados contando las comas, más que por la posición del carácter dentro de la 
sentencia. De la variedad de sentencias disponible, se eligió la sentencia $GPGLL. Una 
sentencia de este tipo entregada por  el receptor tiene la forma 
$GPGLL,4916.45,N,12311.12,W,225444,*31 
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En la Tabla 6.2 se muestran los caracteres y su interpretación. 
Tabla 6.2 Sentencia $GPGLL y su interpretación 
 Caracteres Significado 
GLL Geographic Position, Latitude/Longitude 
4916.46,N 49º  16.45’ Latitud Norte 
12311.12,W   123º  11.12’ Longitud Oeste 
225444 Hora  22:54:44  UTC 
*31 checksum 
De esta sentencia, se desea extraer sólo los datos de Latitud y Longitud. El 
diagrama de flujo de la Figura  6.19, muestra el algoritmo para capturar estos datos. 
El módulo SG, programado en VHDL, tiene las interfases que se muestran en la 
Figura 6.18. 
 
Figura 6.18  Interfases del módulo SG 
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Figura 6.19 Diagrama de flujo para la captura de datos del GPS 
6.5  Conclusiones 
En este apartado se ha planteado cómo implementar, en hardware, los sistemas 
de medición de tiempos entre semillas (SMT) y de medición de tiempos entre delgas del 
encoder óptico (SMV). Los sistemas mencionados fueron descritos en lenguaces VHDL 
para su posterior implementación en un FPGA. Para esta tarea, resultó de particular 
importancia, facilitando el diseño, el uso de la aplicación MakeVHDL. Esta herramienta 
software, que fue desarrollada por el grupo que colaboró con esta tesis, permitió 
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modelar los componentes utilizando las Redes de Petri y su posterior traducción 
automática a VHDL.   
En este capítulo también se expuso un modelo de ordenamiento de la 
información recolectada y procesada para asociarla a cada sitio específico del terreno de 
siembra (pixel). La colección de estas unidades de información, georreferenciadas, 
constituye el mapa de siembra. 
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Capítulo 7 
7   Hardware para la medición de vibraciones 
7.1  Planteamiento del problema 
En el Capítulo 5, se planteó el cálculo de  factores para la corrección, debido a 
las vibraciones, de las relaciones entre datos estadísticos de la ubicación de la semilla. 
En la § 5.2 se mostró que la adquisición y procesamiento de las señales provenientes de 
acelerómetros,  procesos necesarios para el cálculo de los factores de corrección,  se 
realizó con una tarjeta de adquisición de datos de datos y un PC. En el ordenador 
personal se utilizaron aplicaciones software propias de la tarjeta utilizada y programas 
desarrollados en MatLab.  
En entornos “sucios” y sometidos a importantes vibraciones, como resultan ser  
los ambientes donde trabajan las máquinas sembradoras, el soporte hardware 
mencionado (ordenador personal y tarjetas de adquisición de laboratorio) no es el 
adecuado.  Asimismo, cuando el diseño se orienta a aplicaciones reales en campo, se 
debe tener en cuenta que la adquisición y procesamiento de las señales de los 
acelerómetros debe replicarse para cada tren de siembra de la máquina sembradora 
(líneas de siembra).  La cantidad líneas de siembra  dependerá del modelo de la 
sembradora y puede alcanzar valores de 36 o, incluso,  46 líneas. Cada “línea” deberá 
conformar un canal de información que se deberá medir y procesar utilizando técnicas 
de multiplexado.  El proceso de multiplexado de los canales mencionado, impone 
exigencias extra de tiempo de respuesta al sistema encargado de procesar esta cantidad 
de información, procesamiento que incluye, como se indicó, el filtrado digital y cálculos 
de Transformada Rápida de Fourier.  
El objetivo propuesto oportunamente, de desarrollar un sistema que infiera la 
posición de la semilla en el surco, que georreferencie esta información y la registre 
adecuadamente implica calcular el  factor de corrección por vibraciones haciendo uso de 
un Sistema en Tiempo Real (STR) [107], que sea capaz de procesar las señales de los 
acelerómetros en un circuito electrónico dedicado a tal fin. Un STR interactúa con el 
ambiente en tiempos precisos y el tiempo que le lleva procesar los datos del medio, 
debe ser menor, o a lo sumo igual, a la duración de una ventana de análisis (apertura). 
En estos sistemas, es importante lograr un equilibrio entre tareas realizadas, tiempos de 
procesos y resultados obtenidos, de manera que se garantice una operación de conjunto 
eficiente.  
 El tratamiento de estas señales, constituye un problema típico de procesamiento 
digital de señal (DSP)  [108] [109] [110]. En la actualidad, estos cálculos se realizan 
con un procesador especialmente desarrollado para esto, el procesador digital de señal 
(DSP). Las diferencias entre éste y un procesador genérico son varias, sin embargo, 
podemos destacar la presencia de bloques hardware multiplicador-acumulador (MAC) y 
la memoria y estructura del bus específicos para acceder frecuente y eficientemente a 
los datos [111]. Los avances logrados en el desarrollo de FPGA, con bloques hardware 
dedicados como los mencionados,  nos ofrecen un alto grado de paralelismo y gran 
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flexibilidad en la arquitectura, que han popularizado a estos dispositivos 
reconfigurables, en la implementación de algoritmos eficientes para el tratamiento 
digital de señal [112]. La solución  FPGA  provee más rendimiento y mayor potencia de 
procesamiento de datos que los procesadores DSP. Además, la característica 
“reconfigurable” de la  FPGA, permite la personalización de la arquitectura, del bus y la 
memoria y adecuar el número necesario de bloques MAC. 
7.2 System Generator 
El diseño se realiza utilizando la herramienta System Generator de Xilinx [113]. 
Esta es una herramienta de modelado a nivel de sistemas orientada al diseño de 
hardware en FPGA,  que extiende las prestaciones de Simulink de Matlab al diseño en 
el ambiente ISE. La aplicación System Generator funciona sobre la plataforma 
Matlab/Simulink, formada por un entorno visual para el flujo de datos, el cual permite 
un nivel alto de abstracción visual del sistema a modelar. Esta herramienta proporciona 
una librería de bloques para el entorno de Simulink que facilita la interacción con sus 
diferentes parámetros, permitiendo la incorporación de expresiones matemáticas de 
Matlab. Los diseños realizados, se pueden combinar con componentes virtuales 
(intellectual property core – IP core) o entidades descritas directamente desde lenguajes 
HDL (VHDL o Verilog). 
El diseño realizado en el entorno System Generator/Simulink se traduce de 
forma automática a un hardware eficiente y sintetizable (VHDL o Verilog), creando a 
su vez todos los archivos necesarios para crear un proyecto para las herramientas de 
síntesis (ISE). Para que la implementación resulte eficiente, hace uso de “cores” IP que 
proporcionan un amplio rango de funcionalidad,  desde operaciones aritméticas básicas 
hasta algoritmos complejos para DSP [114]. Es posible, además, crear el archivo 
“testbench” para la  herramienta de simulación de VHDL o Verilog a partir de los 
estímulos aplicados al modelo desde Matlab/Simulink. Las jerarquías del código VHDL 
generado,  mantiene las mismas jerarquías de los diferentes sistemas y subsistemas que 
contenía el modelo [115].  El flujo de diseño que ofrecen estas herramientas se puede 
ver en la Figura 7.1  
 System Generator provee una plataforma de integración de sistemas para el 
diseño DSP en FPGA, esto permite que componentes RTL, Simulink, MatLab y 
programas en C/C++ corran juntos en un único entorno de simulación y aplicación. 
También es posible integrar procesadores embebidos (PicoBlaze y MicroBlaze), así 
como la aplicación de análisis y depuración ChipScope. Una prestación muy importante 
a la que se accede es a la co-simulación hardware [116] [117] que permite correr el 
diseño sobre la FPGA pero con datos provenientes del entorno Simulink, así como 
acceder a las respuestas del circuito,  también haciendo uso de los bloques de salida 
provistos por Simulink (bloques “sink”) [118]. En la Figura 7.2 se muestra un diagrama 
que esquematiza lo expuesto. 
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Figura 7.1 Etapas en el desarrollo de un sistema en el ambiente System Generator 
7.3 Flujo de diseño 
El procesamiento de la señal de los acelerómetros, que para los ensayos en 
laboratorio y campo fueron oportunamente implementados en software (§ 5.2), se 
realiza con el modelo mostrado en la Figura 7.3. En esta Figura se muestran los 
componentes que realizan el procesamiento de la señal y que está formado por cuatro 
grandes componentes a saber:   
i) filtro pasabajos 
ii) enventanado de Hanning 
iii) transformada rápida de Fourier  
iv) determinación de la energía 
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Figura 7.2 Integración de plataformas en System Generator 
 
 
Filtro
PasaBajos
Enventanado
Hanning
Transformada
Fourier (FFT)
Energía
vibración
Señal 
acelerómetro
 
Figura  7.3 Diagrama en bloques del procesamiento de la señal de los acelerómetros 
 
En la Figura 7.4 se muestra un esquema general del modelo, donde se indican 
los módulos que realizan la interface entre los bloques Xilinx (cálculos en punto fijo) y 
los bloques de Simulink (cálculos en punto flotante)[119]. En esta figura también se 
muestra el bloque responsable de la Co-simulación Hw (Hardware in the Loop) [120], a 
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partir de cuyos resultados se realiza el estudio comparativo de los tres tipos de 
simulación realizados, a saber:  
i) variable de punto flotante 
ii) variable de punto fijo 
iii) Co-simulación hardware 
 La Co-simulación Hw se realizó sobre la placa de desarrollo Nexys II basada en 
una FPGA XC3S1200E FG320 [121]. 
 
 
Figuraura 7.4 Esquema general del cálculo de energía en System Generator 
 
La metodología aplicada durante el desarrollo, consistió en la implementación 
incremental de los módulos constitutivos: 
- Subsistema filtro 
- Subsistema enventanado 
- Subsistema FFT 
- Subsistema energía 
Los resultados obtenidos en cada módulo, previamente almacenados en un 
archivo, se ingresaron como entrada del módulo siguiente. Finalmente, tras las 
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depuraciones y ajustes necesarios, se integró todo el diseño según lo mostrado en la 
Figura 7.4. 
 La entrada general del sistema son los datos digitalizados provenientes del 
acelerómetro, que se introducen a partir de un archivo. 
 El ancho de banda de la señal generada por el acelerómetro se limitó a 500 Hz, 
valor que se adoptó considerando la opinión de los expertos del dominio [75] [74]. Una 
vez definida la frecuencia de corte, la frecuencia de muestreo quedó determinada, por 
aplicación del Teorema de Nyquist, en 1000 Hz. Para cada módulo (filtro, enventanado, 
Transformada de Fourier y Energía) se realizaron los tres tipos de simulación 
mencionadas (punto fijo, punto flotante y Co-simulación Hw) y se compararon los 
resultados obtenidos, a partir del cálculo de correlación entre las distintas series de 
datos. Los valores de la simulación en punto fijo coincidieron, en todos los casos, con 
los obtenidos mediante la Co-simulación hardware mostrando, como era de esperar, un 
factor de correlación R = 1. Respecto al análisis comparativo entre la simulación en 
punto flotante y la Co-simulación hardware, se encontró que la correlación de los 
valores dependía de la complejidad del cálculo realizado en cada módulo. 
En las secciones siguientes, se desarrolla el flujo de diseño de cada módulo y se 
muestran los resultados de las simulaciones.  
 
7.3.1 Filtro Pasa Bajos 
El filtro pasabajos, se diseñó en base a los bloques, de System Generator,  FDA 
Tool y FIR Compiler. En base a los requerimientos del desarrollo, sus parámetros, 
quedaron establecidos como: 
- Orden: 19 
- Fs = 1000 Hz 
- Fpass = 400 Hz 
- Fstop = 500 Hz 
- Apass = 1 dB 
- Astop = 60 dB 
La Figura 7.5 muestra el desarrollo del filtro en los tres tipos de modelado, para 
una mayor explicitación de los tipos referidos, en el diagrama se han individualizado 
tres “zonas” a saber:  
i) módulos que diseñan el filtro con variables de tipo flotante,  
ii) bloques del entorno Xilinx, que manejan variables de punto fijo y  
iii) los componentes correspondientes a la co simulación hardware.  
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Variables punto fijo 
Variables punto flotante 
Co simulación Hw 
 
Figura 7.5 Filtro pasabajos y bloque de co-simulación 
 
Las características del filtro se introducen en el diseño por medio de la 
herramienta FDA Tool cuya ventana de parametrización se muestra en la Figura 7.6. 
Se fija el tipo de filtro y el orden deseado, así como los valores de las 
frecuencias de paso y corte. También se establece el valor de la atenuación.  
Una vez establecidos los parámetros de ambos bloques, y completado el modelo 
con la adecuación de los tiempos necesarios, se está en condiciones de proceder con la 
etapa de simulación y pruebas. 
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Figura 7.6 Parametrización del filtro 
 
Se realiza una primera simulación, alimentando al diseño con un archivo tomado 
de la digitalización de la señal del acelerómetro a3, de un ensayo compuesto por cien 
muestras. La Figura 7.7 muestra, en el dominio del tiempo:  
(a) señal digitalizada sin procesar  
(b) señal filtrada por bloques Simulink (simulación en punto flotante) 
(c) señal filtrada procesada por los bloques de Xilinx (simulación en punto fijo) 
(d) señal resultante de aplicar el filtro implementado en la FPGA XC3S1200E 
FG320 montada sobre la placa Spartan-3E Nexys 2. Para lograr esto se aplicó la 
herramienta de Co-simulación Hardware que provee System Generator.  
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(a)
(a)
(d)(c)
(b)
 
Figura 7.7 Señal del acelerómetro  (a) sin procesar (b) filtrada con bloques Simulink  (c) filtrada con bloques 
Xilink  (d) procesada en la FPGA (Hardware-in-the-loop).  
 
Como se mencionó anteriormente, las gráficas (c) y (d) resultan idénticas (factor 
de correlación r=1). Por otro lado, el factor de correlación entre los valores de la 
simulación en punto flotante y los correspondientes a la co-simulación hardware arrojó 
un valor de R = 0,978, que se refleja al comparar la gráfica (b) con la (c) o la (d), salvo 
un factor de escala. 
En la Figura 7.5 se puede observar que los resultados de la señal filtrada, por los 
distintos procedimientos, fueron almacenados en los archivos CANAL_1024_Filt_Simk, 
CANAL_1024_Filt_Xil y CANAL_1024_Filt_Hw. De tal forma que estos archivos 
fueron utilizados como entradas del siguiente módulo. Como se tratará en Secciones 
posteriores, el algoritmo para el cálculo de la Transformada Rápida de Fourier admite 
longitudes de muestras (ventanas) de tamaño 2
n
 (con n entero), por lo que se adoptó la 
longitud estándar de 1024 muestras como unidad de cálculo. De forma más detallada, la 
Figura 7.8  exhibe la señal del acelerómetro a3 de un ensayo, compuesta por 1024 
muestras, y las Figuras 7.9, 7.10 y 7.11 muestran la señal mencionada, tras pasar por el 
filtro,  modelado en punto flotante, en punto fijo y la Co-simulación Hardware,  
respectivamente.  
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Figura 7.8 Señal del acelerómetro a3 muestreada a 1000 hz 
 
 
Figura 7.9 Señal filtrada procesada en punto flotante (Simulink) 
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Figura  7.10 Señal filtrada procesada en punto fijo (Xilinx) 
 
 
 
Figura 7.11 Señal filtrada procesada en la FPGA (Co-simulación)  
En la Figura 7.12 se muestra un resumen de los recursos utilizados por el filtro, 
al sintetizar el modelo en la FPGA XC3S 1200E. 
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Figura 7.12 Recursos de pastilla utilizados en la Spartan XC3S 1200E  
 
7.3.2 Enventanado de Hanning 
Según la teoría, para el cálculo del espectro de una señal discreta x[n] se necesita 
considerar infinitas muestras según la expresión: 
           𝑛            𝑛      
 
    
 
    
 (7.1) 
Sin embargo, para poder  realizar los cálculos se debe tomar un número finito de 
muestras N, por lo que se hace necesario aplicar una ventana para restringir este 
número. Entonces, dada una señal x(t) no nula en el intervalo [0,T], limitada en espectro 
a W Hz  y del cual se toman N muestras en dicho intervalo en instantes separados en 
     
 
  
  
(7.2) 
Y se define una variable k tal que 
  
 
 
 
 
     
 
(7.3) 
con  k = 0, 1, …., N-1, se obtiene la Transformada Discreta de Fourier a saber: 
        𝑛    
  
      
   
   
 (7.4) 
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Ahora bien, suponer que la señal es nula fuera del intervalo [0,T] y que es 
limitada en banda, es una contradicción. Es así que, aunque la transformada discreta 
opera sólo sobre un conjunto N de muestras de la señal, en realidad se asume que ese 
conjunto de muestras se repite periódicamente en el tiempo, con un período N T. 
 Aplicar  una ventana de tipo rectangular, puede producir discontinuidad entre la 
última muestra de un bloque y la primera del bloque siguiente (efecto leakage) y, como 
consecuencia, introducir en el espectro componentes de alta frecuencia. Para 
solucionarlo se utilizan ventanas que no produzcan un corte abrupto, aunque esto tiene 
su contraparte, en efecto: produce una reducción de la resolución espectral. Finalmente, 
para atemperar esto último, se  aumenta el número de muestras[110].  
La Figura 7.13 recoge el efecto del mencionado proceso de enventanado. 
 
  
Bloques repetido de muestras
ventana
Bloques sin discontinuidad
 
Figura 7.13 Esquema del proceso de ventanas para eliminar discontinuidad 
 
La Figura 7.14 muestra un esquema del modelo para el “Subsistema 
enventanado” en el entorno de System Generator. Para el diseño de este subsistema, se 
utilizó una de las prestaciones que provee System Generator, de diseñar un bloque 
(Block Mcode) en código MatLab y la posterior traducción (transparente para el 
diseñador) a código VHDL. El subsistema tiene como entrada, un archivo que provee la 
señal del acelerómetro filtrada y que fue generada por el “Subsistema filtro”, 
desarrollado en la § 7.3.1 (archivo CANAL_1024_FILT_Simk.mat).  
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Figura 7.14 Modelo en System Generator para aplicar ventana de Hanning a la muestra 
Como se puede observar en la Figura 7.14, una de las entradas del subsistema 
que realiza el enventanado, es un archivo que provee los coeficientes de la función de 
Hanning, según la gráfica mostrada en la  Figura 7.15.  
 
 
Figura 7.15 Función ventana de Hanning 
 
 
114 
 
El diseño de la Figura 7.14,  incluye el módulo de la Co-simulación Hardware, 
que permite verificar el desempeño del proceso en la misma FPGA. 
El resultado obtenido se muestra en la Figura 7.16 y se puede comparar con el 
logrado en la simulación con los bloques de Simulink de la Figura 7.17 (simulación 
punto flotante). El “Subsistema enventanado” que se analiza, aplica la función de 
Hanning, proceso de baja complejidad, hecho éste que se refleja en el factor de 
correlación entre los datos obtenidos en punto flotante y punto fijo, que arroja  un valor 
de R = 0,999. 
 
Figura  7.16 Resultado del procesado de ventanas en la FPGA (Co-simulación) 
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Figura  7.17 Resultado del procesado de ventanas en el ambiente Simulink 
Los recursos hardware que consume este subsistema sobre la FPGA, se muestra 
en la Figura 7.18 
 
Figura 7.18 Recursos hardware utilizados por el módulo de enventanado 
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7.3.3 Cálculo de la Transformada Rápida de Fourier 
La Transformada Discreta de Fourier o Transformada Finita, designada por las 
siglas DFT (Discrete Fourier Transform), es un cálculo común en el tratamiento de 
señales. Permite, entre otras aplicaciones,  analizar las frecuencias presentes en una 
señal muestreada.  Sin embargo, resulta necesario destacar que la Transformada 
Discreta de Fourier se aplica a señales de tipo periódicas, situación que raramente  se 
presenta en las aplicaciones de la vida real. Esto se salva suponiendo que la muestra a 
analizar, se repite periódicamente en el tiempo y el cálculo de la  DFT es una  
aproximación al espectro de la señal original [122] [123].  
Como se indicó en § 7.6.2, dada la secuencia de N números complejos  
                   , los cuales son muestras de una señal analógica; la DFT 
transforma estos números en otro conjunto de N números complejos  
                  , los cuales son muestras del espectro de la señal analógica 
según la expresión: 
 
        𝑛    
  
      
   
   
                     (7.4) 
Donde N es el número de muestras (tamaño de la transformada)  y        
 La evaluación directa de la expresión (7.4) requiere una cantidad de N
2
 
multiplicaciones complejas y N
2 
 sumas complejas. Se han desarrollado varios 
algoritmos para hacer más eficiente este cálculo, uno de ellos, el denominado Fast 
Fourier Transform (FFT), presenta alto nivel de consistencia [124] [108] y requiere de 
½N·log2N   multiplicaciones y  Nlog2N sumas (para el cálculo con Radix-4 FFT).  
Consideremos una señal periódica como la de la Figura 7.19, donde se toma un 
espacio muestral con cardinalidad N en un periodo de duración T.  
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T(1-1/N)
N-1 N
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τs =T/N
(contínuo)
(discreto)
 
Figura 7.19 Ejemplo de señal a muestrear 
  En esta figura 
 T,  periodo de la señal 
 N,  número de muestras 
 τs =T/N, período de muestreo. 
Se pretende, al aplicar la DFT a la señal de la Figura 7.19,  obtener un espectro 
discreto y periódico. La Figura 7.20 muestra un esquema general del espectro esperado. 
0
0
df= fs/N
Fs(1-1/N)  fs fs/2
 fN-1 N
 
Figura 7.20 Espectro de frecuencias de la señal ejemplo 
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En la Figura 7.20 se establecen las relaciones 
  fs = 1/τs 
 df  es la resolución frecuencial 
 fs/2  es la frecuencia máxima con significado en el espectro 
La Transformada Rápida de Fourier, en el entorno de System Generator,  se 
implementó utilizando el bloque Fast Fourier Transform 6.0 [125], que aplica el 
algoritmo de Cooley-Tukey [126] para el cálculo. Se utilizó la arquitectura  Radix-4 
FFT que calcula la transformada una vez que toda la trama de entrada se carga, y los 
resultados son presentados a la salida una vez que los cálculos finalizan. Esto provoca 
una latencia en la presentación de los datos que varía según sea la FPGA utilizada y la 
configuración que se realice del  Xilinx LogiCORE IP FFT. La Figura 7.21 muestra la 
interfase del bloque utilizado. A partir de las especificaciones de la hoja de datos [125], 
se modeló el sistema que se muestra en la Figura 7.22 
 
Figura 7.21 Bloque Xilinx para el cálculo de la FFT 
En la Figura 7.23 se muestra un diagrama de tiempos para un flujo de datos no 
continuo y en la Figura 7.24, un diagrama en el comienzo de la trama de datos. 
Aspectos que fueron contemplados para el desarrollo del modelo de la Figura 7.22 
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Figura 7.22 Modelo para el cálculo de la FFT y la presentación del espectro en frecuencias 
 
 
 
Figura 7.23 Diagrama de tiempos para un flujo de datos no continuo del bloque FFT 
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Figura 7.24 Diagrama de tiempos de la trama de datos del bloque FFT 
 
Las especificaciones del diseño determinan los valores de los parámetros que se 
deben asignar al modelo, a saber: 
- Frecuencia de muestreo fs = 1000 Hz, por lo que resulta un período de 
muestreo de τs = 0.001 s 
- El número de muestras por trama resulta N = 1024, por tal motivo, el 
período de la señal es  T = τs N = 1.024 s. 
- La resolución frecuencial,  es  df= fs/N = 1000/1024=0.976 Hz 
- La frecuencia máxima con significado en el espectro resulta ser  fs/2 = 
500Hz 
Con los valores calculados, y por medio de la interfase gráfica del Core FFT, se 
le asignan los parámetros adecuados, según se muestra en las Figuras 7.25 y 7.26. 
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Figura  7.25 Determinación del tamaño de la muestra y algoritmo de cálculo de la FFT  
 
 
Figura  7.26 Parámetros para una adecuada visualización del espectro de frecuencias 
 
En Figura 7.22, se muestra que al “Subsistema FFT” se lo alimenta con datos 
provenientes del procesamiento resultante del “Subsistema enventanado”. A este 
modelo, también se le agregó el bloque de la Co-simulación hardware, que nos permite 
procesar el sistema modelado en la FPGA. En las Figura 7.27 y Figura 7.28 se muestran 
los parámetros principales que se fijaron para este bloque.  
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Figura  7.27 Bloque de Co-simulación hardware. Protocolo JTAG 
 
 
 
Figura  7.28 Bloque de Co-simulación hardware. Determinación del reloj de la simulación 
 
De igual forma que para los subsistemas anteriores (filtro pasabajos y 
enventanado) se realizó la simulación, tanto con los bloques Xilinx, como la Co-
simulación Hw. En la Figura 7.29 se muestra el resultado de la simulación en punto 
flotante y en la Figura 7.30 el resultado de la Co-simulación Hw. 
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Figura  7.29 Espectro de frecuencias resultante de la simulación en el entorno Simulink 
El módulo que implementa la Transformada Rápida de Fourier presenta un 
mayor grado de complejidad que los analizados anteriormente. Esto se evidencia al 
realizar el cálculo del factor de correlación, que resulta con un valor de R = 0,915. 
En la Figura 7.31 se muestra el uso de recursos que resulta de la síntesis del 
cálculo de la FFT. Como puede observarse, hace uso de 9 bloques multiplicadores y 7 
bloques RAMB, hecho éste que pone limitaciones para el uso de otra FPGA, de menores 
recursos disponibles,  que la utilizada en este estudio. 
 
Figura  7.30 Espectro de frecuencias resultante de la co-simulación hardware 
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Figura  7.31 Uso de recursos del subsistema de cálculo del espectro de frecuencias 
Como ya se mencionó, el bloque Fast Fourier Transform 6.0 de System 
Generator introduce retardo en el procesamiento de la muestra. Para cuantificar este 
valor, que entre otros factores, depende de la FPGA utilizada, se tomaron muestras de 
las distintas señales involucradas. Sobre la placa de desarrollo,  se hicieron accesibles  
las señales de salida  dv y xk_re  del módulo Fast Fourier Transform 6.0 (Figura 7.21 y 
Figura 7.22). Las señales mencionadas fueron capturadas por el analizador lógico Logic 
Port (Intronic Inc.) [127].  La Figura 7.32 muestra la placa de desarrollo y el analizador 
lógico tomando las señales para determinar retardo. Los resultados obtenidos muestran 
que el bloque Fast Fourier Transform 6.0 de System Generator,  introduce un retardo 
de 2400 ciclos. Además, el procesamiento FFT de los 1024 puntos consume 500 ciclos 
adicionales, resultando un total de 2900 ciclos. 
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Figura  7.32 Una de las placas de desarrollo usadas (Spartan 3e Starter Kit) y el analizador lógico para la 
captura de señales 
En la Figura 7.33 se muestra una parte de la salida del analizador lógico, donde 
se destaca el tiempo total de procesamiento de una muestra, TP = 58 μs, que incluye el 
retardo L = 48 μs, al trabajar con una frecuencia de reloj de 50 MHz. Estos tiempos 
resultarían significativamente menores si se utilizara la máxima frecuencia de operación 
indicada en el informe de síntesis [128].  
 
 
Figura  7.33 Latencia y tiempo de procesamiento del cálculo de FFT 
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7.3.4 Cálculo de la energía de vibración 
Como se mencionó en la  § 5.2, para el cálculo de la energía de vibración, se 
utilizó la relación de Parseval, que permite calcular directamente la energía a partir del 
espectro de la señal, sin necesidad de realizar la transformada inversa. En el entorno de 
MatLab, para el cálculo por software se aplicó la expresión 
dfFRFChsabssumEnergía  )2)^_((  (7.5) 
Donde  
976.0
1024
1000

N
F
f s  
(7.6) 
 
A partir de los resultados obtenidos por el “Subsistema FFT”, se calcula la 
energía llevando la expresión (7.5) al entorno de System Generator. En la Figura 7.34 se 
puede ver la el modelo aplicado para calcular la energía.  
 
 
Re
Im
E
 
Figura  7.34 Modelo en el entorno System Generator para el cálculo de energía 
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Figura  7.35 Valor acumulado de energía de la muestra 
La salida se almacena en un archivo, y los valores asociados se representan en la 
Figura 7.35, con un valor de 2,772 x 10
-6
 J al concluir el procesamiento de las muestras 
correspondientes al caso bajo estudio. 
Finalmente, el sistema diseñado para el cálculo de la energía de vibración es 
compilado y llevado a una descripción en lenguaje VHDL. Esto se realiza, en el entorno 
System Generator,  desde el módulo Token System Generator   como se muestra en 
Figura  7.36. El archivo HDL Netlist que se genera se lleva al entorno ISE que genera el 
módulo cuya interfase se muestra en la Figura 7.37  
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Figura 7.36 Parámetros para la compilación VHDL del modelo 
 
 
Figura  7.37 Interfase del módulo de cálculo de la energía de vibración 
 
7.4  Conclusiones 
En este Capítulo se describe el diseño e implementación, en lógica 
reconfigurable, del cálculo de la energía de  vibraciones y su espectro, a partir de la 
señal proveniente del acelerómetro. Para el desarrollo se utilizaron entornos de diseño a 
nivel sistema, System Generator/Matlab, y herramientas de cosimulación 
hardware/software.  
Los entornos de trabajo utilizados permitieron aplicar una metodología de diseño 
que redujo sensiblemente el tiempo de desarrollo. Asimismo, esta metodología facilitó 
la organización jerárquica del modelo y permitió combinar componentes de diversos 
flujos de diseño para el desarrollo. La integración de unidades escritas en código 
MatLab, con módulos en lenguaje VHDL y componentes IP cores, mostró la potencia y 
flexibilidad de las herramientas utilizadas. 
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.  Los resultados obtenidos mostraron que los dispositivos de lógica 
reconfigurable, resultan especialmente adecuados para aplicaciones DSP, donde la 
velocidad puede resultar crítica. 
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Capítulo 8 
8  Implementación del sistema 
8.1  Codiseño software-hardware 
El desarrollo de hardware digital ha experimentado una drástica expansión en los 
últimos cuarenta años. El número de transistores en un chip ha crecido en forma 
exponencial y hoy es común encontrar integrados con cientos de millones de 
transistores. Para manejar esta complejidad se hace necesario estudiar al sistema en un 
nivel abstracto (compatible este análisis con la actividad mental  humana) y luego hacer 
uso de las herramientas de software y hardware para descender por los distintos niveles 
de abstracción hasta la implementación física del circuito.  
Asimismo,  las prestaciones que tiene  que ofrecer una aplicación concreta son 
cada vez mayores y de naturalezas más diversas. En efecto, en el pasado las 
aplicaciones más complejas del hardware digital, estaban orientados a los sistemas de 
cálculo de datos. Hoy, con los CI cada vez a menores precios, pequeños, rápidos y de 
bajas potencias, las aplicaciones se han extendido a los sistemas de control, 
comunicaciones, tratamiento de señal, sistemas industriales, etc.  Esto ha dado lugar a 
que se presenten una diversidad de  restricciones que debe cumplir un mismo sistema y 
que, muchas veces, resulta dificultoso su compatibilización. La aparición de tecnologías 
que permiten integrar elementos de software y hardware en un mismo chip, ha hecho 
posible la complementariedad entre las  tareas realizadas por módulos programados y 
por módulos cableados.  Al aplicar técnicas de codiseño sw/hw se explotan las ventajas 
de la heterogeneidad del sistema a diseñar, haciendo uso de las ventajas del software 
(mayor flexibilidad, descripción algorítmica) y del hardware (mayor velocidad, 
procesamiento concurrente). Para aplicar esta metodología de diseño se debe trabajar en 
entornos integrados de desarrollo que soporten la representación unificada del proceso 
hardware-software, la simulación heterogénea a diferentes niveles y la síntesis del 
hardware-software [129]. 
Uno de los aspectos relevantes en las técnicas del codiseño es la partición 
hardware-software, es decir, la distribución de las tareas a realizar entre los módulos 
hardware y software. La partición puede realizarse en función de distintos aspectos del 
diseño como puede ser el tamaño/complejidad del proceso (recursos hardware ó código 
de programa), velocidad, potencia consumida, característica de la evolución del proceso 
(concurrente o secuencial), entre otros. Aunque para la automatización de este proceso 
se han propuestos varios algoritmos [130] [131] [132] [133], las tareas de particionado, 
con frecuencia,  se realizan manualmente ensayando distintas posibilidades en un 
proceso de ajustes sucesivos y considerando que, a priori, hay ciertas tareas que deben 
implementarse en un dispositivo concreto.  
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El flujo de diseño de un sistema híbrido debe contemplar el desarrollo de forma 
conjunta de hardware y software y pueden identificarse las siguientes etapas: 
 descripción a nivel de sistema 
 simulación funcional 
 particionado hardware-software 
 generación de interfaces 
 estimación de recursos y tiempos 
 co-simulación 
 síntesis e implementación  
En la Figura 8.1 se muestra un esquema simplificado donde se resalta el 
proceso interactivo de particionado hardware-software. 
 
Nivel de
sistemas
Partición
del diseño
Desarrollo
de software
Desarrollo
de hardware
Implementación
 
Figura  8.1 Proceso interactivo de particionado hardware-software 
 
8.2  Partición software-hardware del sistema 
El sistema que se desarrolla en este trabajo deberá presentar el comportamiento 
general que se detalla en la Tabla 8.1 
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Tabla 8.1 Resumen de las tareas del sistema 
a. Se inicializan los subsistemas:  
- SMT (medición del tiempo entre semillas) 
- SMV (medición de la velocidad de la máquina) 
- SME (medición energía de vibración) 
- SDP (determina finalización de pixel) 
- SG (captura y registro coordenadas geográficas) 
b. Con la máquina sembrando, a medida que se generan las señales de 
paso de semilla por el sensor, se registra este valor y se envía a una 
salida serie a través de una UART (Universal Asynchronous Receiver-
Transmitter) 
c. Se calcula la velocidad de la máquina sembradora cada segundo y se 
almacena 
d. Se calcula la energía de vibración  cada segundo y se almacena 
e. Se captura un valor de coordenadas del SG cada dos segundos y se 
almacena en un registro LIFO 
f. Cuando se completa un pixel se procede a: 
- Leer los valores de velocidad entregados por el SMV (§6.3.2) y 
calcular el promedio (Vm) 
- Leer los valores de energía entregados por el SME (§7.6.4) y 
calcular el promedio (Em) 
- Se lee la última posición georreferenciada(Lat. y Long) del módulo 
SG  
- Se envía por la UART la trama Vm; Em; Lat; Long; FFHex. 
 
Las actividades enumeradas en la Tabla 8.1, deben ser ejecutadas de manera tal 
que se cumpla con la funcionalidad del sistema. Esto significa que muchas de ellas 
deben evolucionar en forma paralela (inherente a una implementación hardware) dando 
al sistema, en su globalidad, las características de concurrente. Sin embargo, si se logra 
proveer de una modularidad a estas actividades y se sincroniza el desarrollo de las 
mismas, entonces,  aquellas encargadas de los procesos de control pueden ser descritas 
en forma algorítmica (proclive a una implementación software).  Con este criterio, las 
tareas de inicialización general del sistema (Item a) de la Tabla 8.1)  y las que 
corresponde realizar cuando se completa un pixel (Item f) de la Tabla 8.1), son llevadas 
a cabo por un microprocesador embebido en la FPGA. El resto de los ítems se 
implementan en lógica concurrente. En la Figura 8.2 se muestra un esquema de los 
procesos de desarrollo que se llevan a cabo en cada una de las particiones mencionadas.  
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Figura  8.2 Flujo de los procesos desarrollados en cada partición 
 
En la Figura 8.3 se muestra una Red de Petri que describe las actividades que, en este 
nivel alto de abstracción, presentan una  evolución paralela en el tiempo. En la Figura 
mencionada, cuando se inicializa el sistema,  se dispara la transición Tr y las ramas 
recuadradas en líneas de puntos y nominadas como 0i , con i = 1,2,3,4,5; están en 
condiciones de evolucionar en forma concurrente. 
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Figura  8.3 Red de Petri que muestra la evolución concurrente de los procesos 
 El desarrollo paralelo de los procesos simbolizados con 0i, se resume 
seguidamente: 
  La rama 01, evoluciona con cada paso de semilla por el sensor optoelectrónico, 
ocasionando que la señal C_Tiemp active el subsistema 1 de la Figura 8.4. 
- El subsistema 1 registra el tiempo de paso de la semilla y lo envía a la 
UART 
 La rama 02 se activa cada vez que transcurre un segundo de tiempo, (tiempo en el 
que calcula un nuevo valor de velocidad), provocando que la señal C_Vel active el 
subsistema 2. 
- El subsistema 2 calcula y registra las sucesivas velocidades hasta que la 
señal  FinPixel se hace verdadera, momento en que realiza el promedio de 
las velocidades y lo guarda en Vm. 
 La rama 03 evoluciona cada vez que transcurre un segundo de tiempo, (tiempo en 
el que calcula un nuevo valor de energía), provocando que la señal C_Ener  active el 
subsistema 3 .  
-  El subsistema 3 calcula y registra los sucesivos valores de energía hasta 
que la señal FinPixel se hace verdadera, momento en que realiza el promedio 
de las energías y lo guarda en Em. 
 La rama 05, evoluciona cuando el sistema de captura de la localización GPS, 
detecta la sentencia $GPL, levantando la señal C_LL que activa el subsistema 5. 
- El subsistema 5 lee la información proveniente del receptor GPS (Long, 
Lat) y lo almacena en una pila LIFO. Cuando este subsistema detecta la 
señal FinPixel, envía por el puerto serie (UART) los valores de Vm, Em, 
Long, Lat y un Final de Datos 
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  Cuando se completa un pixel, la rama 04 levanta la señal FinPixel, que incide en 
los subsistemas 2,  3  y 5.  La disposición de los datos serie se muestra en la 
Figura 8.7. 
Ahora bien, en las Figuras  8.4 y 8.5, se han marcado con una curva de color rojo 
las tareas que pueden describirse con un algoritmo de tipo secuencial, esto es, que se 
pueden implementar  por software (SW). Asimismo, en estas Figuras se han remarcado 
en azul, las actividades que, necesariamente,  deben ser llevadas a cabo por una 
implementación hardware (HW).  
C_Vel
FinPixel
FinPixel
C_Tiemp
Calcula Tiempo
Envía RS232
Calcula Veloc
Vel(i) ← Veloc
 i ← i+1
Promedia Veloc (Vm)
i ← 0
SW
HW
SW
HW
∑1 ∑2
 
Figura  8.4 Red de Petri que representa (alto nivel de abstracción) la división de tareas entre software (rojo) y 
hardware (azul) en los procesos de tiempos entre semillas y velocidad de plato dosificador 
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Figura  8.5 Red de Petri que representa (alto nivel de abstracción) la división de tareas entre software (rojo) y 
hardware (azul) en los procesos de captura de datos del GPS y cálculo de energía de vibración 
La interconexión entre los subsistemas mencionados se esquematiza en la Figura 8.6. 
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Figura  8.6 Interconexión de los subsistemas 
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Figura  8.7 Representación de la trama de información enviada vía la UART 
 
La arquitectura del sistema, desde la perspectiva de los componentes físicos, se 
muestra en la Figura 8.8. La totalidad de los módulos detallados, se integran dentro de 
un único FPGA. 
 
 
 
Figura 8.8 Diagrama de los módulos que componen el sistema final 
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8.2.1 Partición Software 
Las tareas implementadas en software, como se mencionó en párrafos anteriores, 
son las que se marcan en curvas rojas en las Figuras 8.4 y 8.5 y cuyo diagrama de flujo 
se esquematiza en la Figura 8.9.  
 
 
Figura  8.9 Diagrama de flujo de la implementación software 
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El control del algoritmo se realiza por medio de un  microprocesador RISC de 
ocho bits embebido en la FPGA. Se trabajó con el procesador PicoBlaze, un IP core de 
software optimizado para la familia Spartan 3 de Xilinx [134]. La arquitectura de este 
micro se muestra en la Figura  8.10. 
 
Figura  8.10 Arquitectura del PicoBlaze 
El micro PicoBlaze ejecuta todas sus instrucciones en dos ciclos de reloj. Esto 
presenta la ventaja de su regularidad y, como consecuencia, la facilidad de 
sincronización con los módulos hardware que interactúan con él. Las principales 
características que presenta son: 
- 16 registros de propósitos generales de un byte. 
- 1024 instrucciones almacenadas en on-chip. 
- ALU de 1 Byte con indicación de banderas carry y zero 
- RAM interna de 64 posiciones de 1 byte 
- 256 puertos direccionables de entrada y salida 
- Respuesta rápida a las interrupciones, cinco ciclos en el peor caso. 
- Programación en ensamblador con un simulador integrado al entorno. 
Se puede observar,  tanto en las tareas enumeradas en la Tabla 8.1 (tareas b. y f.) 
como en el diagrama de flujo de la Figura 8.8, que el algoritmo de control genera los 
tipos de interrupciones, a saber:  
i. la que origina el paso de la semilla por el sensor óptico (Fin_Ti), 
proveniente del módulo SMT. 
ii. la que ocasiona el evento “se completó un píxel” (Fin_Pixel), 
proveniente del módulo SDP. 
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El microprocesador utilizado, PicoBlaze, posee una sola entrada para 
interrupción, por lo que se hace necesario implementar, por fuera del micro, un 
controlador de interrupciones con recursos de hardware de la FPGA. La arquitectura 
resultante se muestra en Figura 8.11. En esta figura, el módulo Adecua_ Interrp, es el 
encargado de adecuar los tiempos en que la señal de interrupción debe permanecer en 
nivel alto para que sea interpretada correctamente por el microprocesador. Como 
también se puede observar en la misma figura, con la señal  ID_PORT, se selecciona la 
entrada del multiplexor. La primera lectura del micro, después de producida una 
interrupción, es la señal  Origen_Int. En función del valor de esta señal, el micro decide 
cual es el próximo puerto que debe leer (que será el que produjo la interrupción). 
 
µP
IN
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ID_PORT
OUT_PORT
WR_STR
UART
DATA_IN
WR_BUF
SalidaSerie
ACK
finpixel
finti Adecua 
Interrup
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Vi
controlador 
interrp.
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Figura  8.11 Arquitectura cableada del controlador de interrupciones  
En la Figura  8.12 se muestra la implementación, en el ambiente de desarrollo 
ISE, de la arquitectura propuesta. En ésta, se ha agregado el módulo divisor de 
frecuencia necesario para el funcionamiento del IPcore UART utilizado [106].  
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Figura  8.12 Esquema en el ambiente ISE del microprocesador y la UART 
 
8.2.2 Partición Hardware 
 Los componentes hardware que componen el sistema general, fueron 
desarrollados en capítulos anteriores. Con el objetivo de ordenar la presentación, se 
realiza una tabla donde se explicita el módulo, la funcionalidad, la interfase resultante y 
la Sección donde fue desarrollado. Lo mencionado se muestra en la Tabla 8.2. 
 
Tabla 8.2 Resumen de la funcionalidad de los módulos constitutivos del sistema 
Módulo Funcionalidad Interfase Sección/Capítulo 
SMT Cálculo tiempo entre 
semillas 
Figura 6.7 Sección 6.3.1 
SMV Cálculo velocidad 
instantánea plato 
dosificador 
Figura 6.11 Sección 6.3.2 
SDP Determinación de Pixel Figura 6.14 Sección 6.4.1 
SG Captura 
Latitud/Longitud del 
GPS 
Figura 6.17 Sección 6.4.2 
SME Cálculo energía 
vibración 
Figura 7.37 Capítulo 7 
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La instanciación de la totalidad de los módulos se expone en la Figura 8.13 y en 
la Figura 8.13, se amplía la información del esquema anterior, mostrando con mayor 
detalle el módulo Superior (PicoBlaze y UART) 
 
 
Figura  8.13 Interconexión de los módulos constitutivos del sistema general
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Figura 8.14 Esquema completo, a nivel de módulos,  del sistema general 
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8. 3  Pruebas y ensayos de la arquitectura propuesta 
 
Las pruebas de la implementación del sistema en el FPGA se realizaron en 
laboratorio, con la disposición que se muestra en la Figura 8.15. Como se puede 
observar, las señales del acelerómetro, del sensor optoelectrónico y del encoder fueron 
suministradas al circuito por medio del entorno System Generator, con información 
obtenida oportunamente  en las pruebas de campo (Capítulos 4 y 5) y grabada en 
archivos. A las salidas del sistema se accedió de dos formas: a) en el entorno System 
Generator, con todas las herramientas de visualización que ofrece Simulink y b) con la 
captura de la señal del puerto serie con la aplicación Tera Terminal y posterior 
conversión del código ASCII  a código Hexadecimal, haciendo uso de una aplicación en 
lenguaje C desarrollada para ese fin. 
 
 
 
Figura 8.15 Implementación del sistema. Diagrama general de prueba  
Los ensayos se realizaron con archivos de entrada de datos de aceleración, 
tiempo entre semillas y tiempo entre delgas obtenidos de recorridos de sembradora de 
doce segundos a 7,9 km h
-1
. Los resultados obtenidos en la salida serie (PC2) y en el 
entorno System Generator (PC1) fueron coincidentes. Los valores de energía (doce en 
cada prueba) fueron idénticos a los calculados, con los mismos archivos, aplicando los 
módulos de la librería MatLab/Simulink.  
A lo largo de las etapas que se recorrieron en el diseño,  se utilizaron diversos 
recursos de prueba y simulación para depurar los modelos y verificar que la 
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implementación presentara el comportamiento deseado. Las técnicas utilizadas pueden 
clasificarse según el siguiente esquema. 
1. Simulación software.  
a. Recursos de simulación MatLab/Simulink/System Generator 
Estos recursos fueron utilizados, fundamentalmente, para el 
diseño del hardware de procesamiento de señal (filtros, ventana, 
FFT) 
b. Simuladores ISim/ModelSim del entorno ISE. 
Para la verificación del comportamiento de los módulos hardware 
de menor complejidad, se utilizaron estos simuladores integrados 
al entorno de desarrollo ISE  
c. Simulador pBlazIDE de la plataforma PicoBlaze. 
La plataforma de diseño del soft core PicoBlaze integra un 
simulador del funcionamiento del mismo, que permite seguir la 
evolución de ejecución de sus instrucciones y el contenido de 
registros y memorias. En los procesos en que interviene el micro, 
se utilizó el simulador pBlazIDE, para la verificación de su 
intervención 
2. Cosimulación Software/Hardware (Hardware-in-the-loop). 
Esta herramienta permite que la simulación transcurra sobre el 
mismo recurso hardware –el FPGA-, con estímulos y observación de 
respuesta establecidos en el PC. Debido a la potencia de este recurso, 
se utilizó, no solamente en la depuración de los módulos de 
tratamiento de señal y control, sino que también fue la herramienta 
que permitió la verificación del comportamiento del sistema final.  
3. Pruebas sobre el circuito. 
a.  Analizador lógico. 
Para la utilización de este recurso se debe tener acceso físico a la 
señal a monitorizar, requisito éste que requiere la combinación de 
hardware y disponibilidad de puertos de salida extras en el FPGA. 
Se utilizó frecuentemente para la verificación de las restricciones 
de tiempo que debían cumplir las señales de sincronización de los 
distintos módulos, y permitió realizar los ajustes necesarios para 
la temporización requerida. También fue útil en la determinación 
real de los retardos en los módulos de filtro y FFT. 
b. ChipScope. 
Esta herramienta, integrada en el entorno de diseño de ISE, 
permite visualizar, en tiempo real en el PC,  la evolución de las 
señales dentro del circuito integrado (PGA). Fue profusamente 
utilizado a lo largo de las etapas del diseño. 
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La verificación del comportamiento deseado de los distintos módulos que 
componen el sistema, significó un número muy grande de simulaciones y pruebas a las 
que, en los casos más significativos, se ha hecho referencia oportunamente en los 
capítulos en los que tratan el diseño de los distintos módulos. Ahora bien, la 
instanciación del conjunto de los subsistemas (módulos), en un modelo jerárquico, hizo 
necesario verificar, muy cuidadosamente, la sincronización de las señales que 
intercambian información entre ellos. De las diversas simulaciones realizadas, en el 
apartado siguiente se detallan las que ponen de manifiesto las relaciones entre las 
particiones hardware  y software. 
8.3.1 Simulación software/hardware en los  entornos PicoBlaze 
(simulador pBlazIDE) e  ISE (simulador ISim y ChipScope)  
El algoritmo de control, llevado a cabo por el microprocesador embebido, se 
recoge en la Figura 8.9. La comprobación del correcto desempeño de este algoritmo se 
realizó por medio de simulaciones con la aplicación pBlazIDE provisto por el entorno 
de desarrollo del PicoBlaze. Este simulador permite seguir la evolución del micro, 
instrucción por instrucción, explorando los registros y memorias internos, el estado de 
las banderas, atención de interrupciones y los puertos de entrada/salida. En la Figura 
8.16 se muestra una vista de la pantalla de la aplicación mencionada.  
 
Figura  8.16 Vista del simulador pBlazeIDE 
Como se adelantó en el apartado anterior, para la exposición en este trabajo de 
los métodos de simulación y pruebas utilizados,  se eligieron algunos casos de entre el 
número importante de circunstancias que se analizaron con las herramientas de 
simulación y pruebas. Seguidamente se exponen tres situaciones que se eligieron por ser 
representativas de la relación entre los procesos que se desarrollan implementados en 
hardware y los que lo hacen en software.  
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CASO I 
El primer caso analizado es el que se presenta cuando el paso de una semilla es 
detectada por el módulo SMT (§ 6.3). Al ocurrir este evento, el módulo referido, además 
de registrar el valor de este tiempo, levanta la señal finti, para interrumpir el micro. 
Cuando el PicoBlaze detecta la interrupción, debe leer el dato y transmitirlo por la 
UART (actividad b. de la Tabla 8.1). El proceso puede seguirse en la simulación 
mostrada en la Figura 8.17. El módulo referido interrumpe al microprocesador por 
medio de la señal finti (puerto INT del Pico) hasta que el micro contesta con la línea 
ack. A partir de este evento, se lee el puerto ‘0’ (donde se indica el tipo de interrupción) 
cuyo valor resulta ser ‘1’, hecho que indica que el evento que originó la interrupción es 
finti (el paso de una semilla). Identificado entonces el puerto (puerto ‘1’), procede a 
leerlo (en la Figura mencionada, en el puerto ‘1’ está el valor ‘31’). Finalmente, coloca 
en el puerto de salida el valor leído para ser enviado por la UART (para lograr esto, el 
micro coloca el valor 31 en el puerto de salida y levanta la señal w). 
 
Figura  8.17 Solicitud de interrupción provocada por el módulo de cálculo de tiempos entre semillas 
En la Figura 8.18 se muestra una salida entregada por la herramienta ChipScope, 
donde se plantea un caso similar a la simulación software anterior. Sin embargo, hay 
que remarcar que en este ensayo, la información que entrega ChipScope es lo que 
realmente sucede dentro de la FPGA, pues esta herramienta es un analizador lógico que, 
en virtud de hardware extra que se embebe en el integrado, tiene acceso a líneas 
(señales) dentro del chip.  
 
 
 
  
  
pedido interrupción el micro reconoce int. 
lee origen 
 interrup. 
lee puerto 
Ti 
envía a la 
UART 
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Figura 8.18 Vista del analizador lógico ChipScope cuando se desarrolla el proceso de interrupción 
provocado por el módulo de cálculo de tiempos entre semillas 
CASO II 
El segundo caso que se presenta a continuación, es cuando la máquina 
sembradora completa en su recorrido lo que se definió como un ‘pixel’, evento éste que 
es detectado por el módulo SDP (§ 6.4). En esta oportunidad se deben leer los datos de 
velocidad y energía y promediarlos. Luego debe leer las últimas coordenadas capturadas 
y enviar los promedios hallados y las coordenadas por la UART (actividad f. de la Tabla 
8.1). Para el caso en estudio, se realizó una simulación temporal de la captura y envío de 
datos realizados por el microprocesador. Como ya se mencionó, el objetivo está 
orientado a analizar la sincronización entre las señales de los componentes, por tal 
motivo, para esta simulación, se modificó el programa (ensamblador del micro), 
omitiendo el segmento de código que calcula los promedios.  
 
 
lee puerto 
‘0’ 
 
lee 
puerto ‘1’ 
 
reconoce 
interrup. 
escribe 
en 
UART 
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Figura  8.19 Interrupción originada por el módulo SDP cuando detecta la finalización de un ‘pixel’ 
Como para el primer caso analizado, en la Figura 8.19 se muestra solicitud de 
interrupción, en este caso producida por la señal finpixel y la respuesta del micro, 
leyendo en el puerto ‘0’, el valor ‘2’ que indica que la interrupción se debe a la 
finalización de un ‘pixel’.  
 
Figura  8.20 Envío por la UART de Velocidad, Energía y localización GPS 
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En la Figura 8.20, se muestra como el micro lee, en esta oportunidad, los puertos 
donde se encuentran los valores de velocidad, energía y coordenadas para enviar por la 
UART (con las modificaciones ya mencionadas con el objetivo de analizar la correcta 
diferenciación del origen de las interrupciones y lectura de los puertos). 
El resultado de ensayar el sistema con ChipScope se presenta en la Figura 8.21. 
Se puede observar en ésta, que la primera lectura que realiza el PicoBlaze lo hace sobre 
el puerto ‘0’. Este puerto trae la información que indica el origen de la interrupción. 
Como en el caso analizado, el evento que produce la interrupción es la finalización de 
un ‘pixel’. Las siguientes lecturas que realiza son las de los puertos correspondientes a 
Vi, Ei y GPS. A continuación, las envía por la UART. 
 
Figura  8.21 Visualización, con el analizador Chip Scope, del proceso desencadenado por la 
finalización de un ‘pixel’ 
CASO III 
El tercer caso que se presenta es el que ocurre cuando se dan los dos eventos 
simultáneamente (paso de la semilla y finalización de un ‘pixel’). Esto significa que las 
señales finti y finpixel toman el valor ‘1’ en el mismo pulso de reloj del sistema. En esta 
oportunidad el micro debe leer las cuatro señales (Vi, Ei, GPs, Ti) realizar los promedios 
respectivos y enviar los datos, como en el segundo caso referenciado,  agregando en el 
envío el valor de Ti (Vm, Em, GPS, Ti).  
 
 
 
 
lee puerto 
‘0’ 
 
lee 
puertos 
‘2’, ‘3’, ‘4’  
 
reconoce 
interrup. 
escribe en 
UART 
Vi,Ei, GPS 
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Figura  8.22 Simultaneidad de las señales provenientes de los módulos SMV y SDP 
 
La situación referida se muestra en la Figura 8.22, donde se aprecia la llegada de 
las dos interrupciones simultáneamente. A partir de esto, se reconoce el evento 
(interrupción) y se lee por el puerto ‘0’ el valor ‘3’, hecho que indica interrupciones 
simultaneas.  En la parte de la derecha de la misma figura, se puede observar la lectura 
de los puertos restantes y el envío de los datos por la UART (una vez más, se menciona 
que se ha omitido el proceso de lectura reiterada de Vi y Ei y el cálculo de sus 
promedios). 
8.4  Conclusiones 
La implementación de todo el sistema en un único circuito integrado fue una 
especificación de diseño que nos impusimos teniendo en cuenta las condiciones 
ambientales severas que debía soportar el dispositivo.  En este sentido, el diseño SoC  
basado en un FPGA, aportó ventajas significativas, constituyendo una opción muy 
conveniente. En efecto, el dispositivo de lógica reconfigurable permitió realizar una 
partición software-hardware según la funcionalidad de los distintos componentes 
lógicos del sistema. 
La descripción en alto nivel de abstracción utilizando una Red de Petri, en la que 
pueden representarse evoluciones secuenciales y concurrentes cooperando mutuamente, 
facilitó la representación global del sistema y su posterior partición.  
 El uso de una placa de desarrollo con el FPGA y las  interfases de conectividad 
necesarias, resultó de gran utilidad para someter al diseño a exhaustivas pruebas de 
depuración y comprobación del comportamiento deseado. En este sentido, se deben 
destacar las distintas variantes de simulación que posibilitó el entorno System 
Generator, al integrar los bloques de entrada y salida de Simulink.  Resultó de particular 
importancia la simulación hardware in the loop y la aplicación Chip Scope, debido a 
que son herramientas que muestran el comportamiento real del diseño operando en el 
FPGA.
152 
 
 
9  Conclusiones y trabajos futuros 
 
En este trabajo se recogen las investigaciones y desarrollos que se realizaron  
orientados a encontrar un modelo que permitiera inferir datos estadísticos de la 
ubicación final de la semilla en el surco, cuando se utiliza una sembradora de precisión. 
El sistema propuesto, recolecta  información en tiempo real del proceso de siembra y  
proporciona datos estadísticos georreferenciados de la localización de la semilla en cada 
sitio específico, conformado un mapa de siembra. 
La implementación electrónica del modelo se realiza en un único circuito 
integrado (System on Chip) basado en un FPGA, atendiendo a las exigencias de tiempos 
de procesamiento y a  las particulares condiciones ambientales del medio donde se 
desarrolla el proceso de siembra. 
La primera parte del trabajo estuvo encaminada a identificar y analizar las 
variables que, presentes en el proceso de siembra, tuvieran relación con la distribución 
de la semilla. Para esto se diseñaron dispositivos y experimentos  para identificar las 
variables mencionadas y su incidencia sobre la trayectoria y ubicación final de la 
semilla en el surco.  Los ensayos se realizaron inicialmente en laboratorio y 
posteriormente  en campo. En este trayecto del trabajo podemos destacar: 
- Los sistemas de medición y registro del tiempo entre semillas (SMT) y de velocidad 
angular instantánea del plato dosificador (SMV) fueron utilizados en los ensayos en 
el laboratorio con el cuerpo de siembra sobre la cinta engrasada y mostraron un 
comportamiento satisfactorio. Su utilización en campo, emplazados sobre una 
sembradora neumática de precisión,  hizo necesario un número importante de 
ajustes. La determinación de la ubicación más adecuada de los sensores 
optoelectrónicos,  la búsqueda y selección del material transparente anti-polvo de 
los sensores, y el emplazamiento del encoder sobre el plato dosificador, fueron 
algunos de los problemas a sortear. Una vez lograda su puesta a punto, las pruebas 
mostraron la factibilidad de su utilización, en condiciones reales de siembra, como 
instrumentos adecuados para evaluar la uniformidad de distribución de semillas. 
 
- En las pruebas de laboratorio, sobre la cinta engrasada, se estableció una 
correspondencia entre regularidad de la velocidad angular instantánea del plato 
dosificador y la uniformidad de la distancia entre semillas en la cinta engrasada. 
En efecto, los resultados muestran que, si la velocidad media del plato dosificador 
presenta un grado de dispersión acotado (coeficiente de variación menor al 9 %), 
la relación entre los coeficientes de variación del tiempo entre semillas y la 
distancia entre semillas resulta también acotada al valor 1,92. Asimismo, en estas 
condiciones, el error relativo entre el número semillas  faltantes medidos por el 
SMT y el verificado en la cinta engrasada es del 1%. Este error es del 2,5 % en lo 
referido al evento múltiple. 
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- En los ensayos realizados en campo, la determinación de la distancia entre 
semillas en el surco se realizaron según dos procedimientos: la medición de 
distancia por desenterrado de la semilla y la medición de distancia entre plantas 
transcurrido diez días desde su siembra. Se comprobó que la relación entre los 
coeficientes de variación del tiempo entre semillas y la distancia entre semillas en 
el surco, resulta ser menor a 1,9 cuando la dispersión de los valores de la 
velocidad instantánea del plato dosificador se mantiene acotada (CVd < 18%)  
 
 
- El modelo dinámico propuesto de la trayectoria de la semilla y su validación a 
partir de las filmaciones y ensayos sobre punto de impacto en el suelo, permitirá al 
fabricante su utilización para rediseño y/o modificaciones del tubo de descarga de 
semillas. 
En el desarrollo de los estudios se presentaron indicios que hacían conjeturar la 
influencia de las vibraciones en la distribución de la semilla. En efecto, cuando la 
máquina se desplaza por un camino asfaltado, se puede considerar que las fuerzas 
excitadoras de las vibraciones provienen fundamentalmente de los mecanismos de 
fuerza y distribución de semillas. Sin embargo, cuando el terreno comienza a presentar 
algún grado de rugosidad, las vibraciones que adquieren relevancia son las provenientes 
del suelo, y el valor de la energía aparece también relacionado con la velocidad de 
desplazamiento. A partir de los resultados hallados, se pudieron identificar dos tipos de 
vibraciones:  
- Las producidas por los mecanismos de fuerza y distribución de semilla. En este 
grupo, la energía de vibración es relativamente baja respecto al otro grupo y sus 
armónicos principales están en las frecuencias por encima de 100 Hz. 
 
- Las producidas por la rugosidad del suelo. También dependen de la velocidad de 
desplazamiento de la sembradora. Tienen energía mucho más elevada que las de 
los mecanismos de fuerza y distribución. Los armónicos preponderantes están en 
el rango de las bajas frecuencias (menor a  10 Hz). 
 
- Las pruebas y ensayos permitieron estudiar la incidencia de la velocidad de 
desplazamiento de la sembradora y la energía de vibración sobre la distribución de 
la semilla. Las relaciones halladas entre la variables mencionadas, permitió ajustar 
el modelo de inferencia de estadísticos de la distancia entre semillas, otorgándole 
mayor resolución.   
 
- Los resultados de los experimentos muestran que es posible inferir el error relativo 
entre la distancia media teórica entre semillas, DT, (calculada a partir de los 
sensores electrónicos sobre la sembradora –SMT y SMV) y la distancia media real 
en el surco. Este error relativo es calculado en función de la energía de vibración y 
la velocidad de la máquina sembradora. Se comprobó también, que es posible 
inferir una medida de la dispersión del valor medio de la distancia entre semillas 
en el surco. Para lograr esto, se establecieron rangos de energía de vibración y 
velocidad de la sembradora, dentro de los cuales, la relación entre el coeficiente de 
variación de la distancia entre semillas en el surco y el coeficiente de variación de 
los tiempos entre semillas (CVEsurco/CVT) presenta un valor constante. 
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La segunda parte del trabajo se orientó a la implementación física del sistema en 
un dispositivo de lógica reconfigurable. La utilización de una FPGA integrada en una 
placa de desarrollo, facilitó el desarrollo del prototipo y los ensayos necesarios para 
verificar su funcionamiento. Para el diseño e implementación se utilizaron entornos de 
diseño a nivel sistema, System Generator/Matlab, y herramientas de co-simulación 
hardware/software. Los entornos de trabajo utilizados permitieron aplicar una 
metodología de diseño que no sólo redujo sensiblemente el tiempo de desarrollo, sino 
que también proporcionó, en las distintas etapas del desarrollo, información útil para el 
diseño, como pueden ser errores, retardos de los distintos caminos en el hardware, 
recursos utilizados, compatibilización de estándares eléctricos, etc. Al respecto, se 
pueden particularizar algunas conclusiones: 
- El equipo de trabajo que ha colaborado en la realización de esta tesis, desarrolló 
un método que permite la traducción directa de una Red de Petri a lenguaje 
VHDL. El desarrollo también incluye un compilador (MakeVHDL), 
implementado sobre la plataforma PIPE (Platform Independent Petri Net Editor) 
de tipo open source. La utilización de la aplicación MakeVHDL facilitó 
notablemente el modelado de los distintos subsistemas que debían ser descritos en 
VHDL. En efecto, el sistema que se pretendía modelar, se hacía a través de una 
descripción en Petri  y posteriormente se traducía de forma automática a VHDL 
sintetizable. 
 
- El entorno de desarrollo integrado System Generator/Matlab, particularmente 
poderoso para diseños a nivel sistemas,  permitió la organización jerárquica del 
modelo y posibilitó combinar componentes de diversos flujos de diseño para el 
desarrollo y depuración de la implementación. La integración de unidades escritas 
en código MatLab, con módulos en lenguaje VHDL y componentes IP cores, 
mostró la potencia y flexibilidad de las herramientas utilizadas. Los resultados 
obtenidos muestran que la utilización de un dispositivo de lógica reconfigurable, 
resulta especialmente adecuado para aplicaciones DSP, donde la velocidad de 
respuesta puede resultar crítica. 
 
- En la arquitectura del sistema que se desarrolló, se llevan a cabo procesos con 
lógicas diferentes y que comparten recursos hardware e información. Por un lado, 
están los procedimientos con restricciones de tiempos, donde una implementación 
concurrente (cableada) es muy conveniente. Por otro,  se desarrollan procesos de 
lógica de control, cuyo comportamiento es eminentemente secuencial y que su 
modelación es naturalmente algorítmica. La solución adoptada fue la realización 
de una partición software/hardware, donde conviven, en un mismo circuito 
integrado, un microprocesador embebido y módulos hardware de lógica 
concurrente. 
 
- Una etapa importante en el desarrollo del hardware es la fase de ensayos y 
depuración del circuito. Las herramientas integradas del entorno de desarrollo 
utilizado, como lo son la simulación en punto flotante (Simulink), la simulación en 
punto fijo (Módulos Xilinx de System Generator), el simulador del entorno IDE 
(PicoBlaze), la aplicación ChipScope y la co-simulación hardware (hardware-in-
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the-loop), son instrumentos notablemente poderosos, por medio de los cuales 
pudieron salvarse los innumerables inconvenientes (comportamientos no 
esperados) que se presentaron a lo largo del trabajo de diseño.  
 
La agricultura de precisión, línea de trabajo en la que se inscribe esta tesis, 
presenta una amplia gama de posibles recorridos futuros. En particular, a partir de lo 
planteado en el presente estudio surgen nuevos interrogantes entre los que merecen 
destacarse,  y pueden originar trabajos futuros,  los siguientes: 
- Los factores hallados que relacionan vibraciones, rugosidad del suelo, velocidad 
de desplazamiento y distancia entre semilla se mantuvieron constantes durante el 
transcurso del período de tiempo en que se realizaron los ensayos 
(aproximadamente diez días). Con posterioridad, tras seis meses de ser utilizada la 
máquina sembradora en trabajo normal, se volvieron a hacer ensayos (menos 
exhaustivos), verificando una ligera variación –menor al 10 %–  de los mismos. 
Surgen, entonces, interrogantes respecto de cómo se verán afectados estos factores 
con el transcurrir del tiempo y de qué variables dependerán,  cuál es el período a 
partir del cual se hace necesario recalcularlos, y qué métodos sistemáticos 
deberían ser usados para su determinación. 
 
- El sistema desarrollado recolecta información de los sensores distribuidos en los 
cuerpos de siembra de la máquina sembradora para ser procesada por el sistema 
central. La comunicación de la información, en el momento de las pruebas para 
esta tesis, se implementó en forma cableada. Si se tiene presente el número 
importante de sensores necesarios y las condiciones del ambiente en las que se 
explotará este desarrollo, surge como una alternativa muy conveniente, establecer 
una red de comunicación inalámbrica. El grupo de investigación viene trabajando 
en el tema de redes inteligentes de sensores inalámbricos, circunstancia propicia 
para abordar una aplicación específica con la utilización, por ejemplo, de módulos 
de nodos inalámbricos CC2530 de Texas Instruments, dotados de un procesador 
8051 y un transceptor de radio frecuencia que cumple con el protocolo 802.15.4. 
Actualmente se disponen de veinte unidades como la mencionada que permitiría 
abordar el estudio propuesto. 
 
- La información georreferenciada que suministra el sistema planteado (Sistema de 
información geográfica –GIS- de siembra),  puede integrarse a otros GIS 
(rendimiento, propiedades fisicoquímicas del suelo, humedad) y proveer los datos 
necesarios para la decisión de un sistema de dosificación variable de insumos, 
específicamente de semilla. Sobre esta temática se han realizado reuniones  con la 
Empresa, explorando la factibilidad de su desarrollo. 
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