Space-time deep neural network approximations for high-dimensional
  partial differential equations by Hornung, Fabian et al.
ar
X
iv
:2
00
6.
02
19
9v
1 
 [m
ath
.PR
]  
3 J
un
 20
20
Space-time deep neural network
approximations for high-dimensional
partial differential equations
Fabian Hornung1, Arnulf Jentzen2,3,
and Diyora Salimova4,5
1 Faculty of Mathematics, Karlsruhe Institute of Technology,
Germany, e-mail: fabianhornung89@gmail.com
2 Department of Mathematics, ETH Zurich,
Switzerland, e-mail: arnulf.jentzen@sam.math.ethz.ch
3 Faculty of Mathematics and Computer Science, University of Mu¨nster,
Germany, e-mail: ajentzen@uni-muenster.de
4 Department of Mathematics, ETH Zurich,
Switzerland, e-mail: diyora.salimova@sam.math.ethz.ch
5 Department of Information Technology and Electrical Engineering,
ETH Zurich, Switzerland, e-mail: sdiyora@mins.ee.ethz.ch
June 4, 2020
Abstract
It is one of the most challenging issues in applied mathematics to approximately solve
high-dimensional partial differential equations (PDEs) and most of the numerical approx-
imation methods for PDEs in the scientific literature suffer from the so-called curse of
dimensionality in the sense that the number of computational operations employed in the
corresponding approximation scheme to obtain an approximation precision ε > 0 grows
exponentially in the PDE dimension and/or the reciprocal of ε. Recently, certain deep
learning based approximation methods for PDEs have been proposed and various numeri-
cal simulations for such methods suggest that deep neural network (DNN) approximations
might have the capacity to indeed overcome the curse of dimensionality in the sense that
the number of real parameters used to describe the approximating DNNs grows at most
polynomially in both the PDE dimension d ∈ N and the reciprocal of the prescribed ap-
proximation accuracy ε > 0. There are now also a few rigorous mathematical results in
the scientific literature which substantiate this conjecture by proving that DNNs overcome
the curse of dimensionality in approximating solutions of PDEs. Each of these results es-
tablishes that DNNs overcome the curse of dimensionality in approximating suitable PDE
solutions at a fixed time point T > 0 and on a compact cube [a, b]d in space but none
of these results provides an answer to the question whether the entire PDE solution on
[0, T ] × [a, b]d can be approximated by DNNs without the curse of dimensionality. It is
precisely the subject of this article to overcome this issue. More specifically, the main re-
sult of this work in particular proves for every a ∈ R, b ∈ (a,∞) that solutions of certain
1
Kolmogorov PDEs can be approximated by DNNs on the space-time region [0, T ]× [a, b]d
without the curse of dimensionality.
Keywords: deep neural network, DNN, artificial neural network, ANN, curse of
dimensionality, approximation, partial differential equation, PDE, stochastic
differential equation, SDE, Monte Carlo Euler, Feynman–Kac formula
Contents
1 Introduction 2
2 Numerical approximations for stochastic differential equations (SDEs) 4
2.1 A priori moment bounds for Gaussian random variables . . . . . . . . . . . . . . 4
2.2 A priori moment bounds for solutions of SDEs . . . . . . . . . . . . . . . . . . . 5
2.3 Weak error estimates for Euler–Maruyama approximations . . . . . . . . . . . . 5
2.4 Strong error estimates for linearly interpolated Euler–Maruyama approximations 9
3 Numerical approximations for partial differential equations (PDEs) 12
3.1 On the Feynman–Kac formula for additive noise driven SDEs . . . . . . . . . . . 13
3.2 Approximation error estimates for Monte Carlo Euler approximations . . . . . . 13
4 Deep neural network (DNN) approximations for PDEs 22
4.1 DNNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Realizations of DNNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3 Compositions of DNNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.4 DNN approximations for Monte Carlo Euler approximations . . . . . . . . . . . 24
4.5 Approximation error estimates for DNNs . . . . . . . . . . . . . . . . . . . . . . 37
4.6 Cost estimates for DNNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
1 Introduction
It is one of the most challenging issues in applied mathematics to approximately solve high-
dimensional partial differential equations (PDEs) and most of the numerical approximation
methods for PDEs in the scientific literature suffer from the so-called curse of dimensional-
ity in the sense that the number of computational operations employed in the corresponding
approximation scheme to obtain an approximation precision ε > 0 grows exponentially in the
PDE dimension and/or the reciprocal of ε (cf., e.g., [42, Chapter 1] and [43, Chapter 9] for
related concepts and cf., e.g., [4, 5, 7, 19, 29, 32, 33] for numerical approximation methods for
nonlinear PDEs which do not suffer from the curse of dimensionality). Recently, certain deep
learning based approximation methods for PDEs have been proposed and various numerical
simulations for such methods suggest (cf., e.g., [1, 2, 3, 8, 9, 10, 12, 13, 14, 15, 17, 18, 21, 26, 27, 28,
30,34,39,40,41,44,45,46,48]) that deep neural network (DNN) approximations might have the
capacity to indeed overcome the curse of dimensionality in the sense that the number of real
parameters used to describe the approximating DNNs grows at most polynomially in both the
PDE dimension d ∈ N = {1, 2, . . .} and the reciprocal of the prescribed approximation accuracy
ε > 0. There are now also a few rigorous mathematical results in the scientific literature which
substantiate this conjecture by proving that DNNs overcome the curse of dimensionality in
approximating solutions of PDEs; cf., e.g., [11,16,20,22,24,31,35,37,47]. Each of the references
mentioned in the previous sentence establishes that DNNs overcome the curse of dimensionality
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in approximating suitable PDE solutions at a fixed time point T > 0 and on a compact cube
[a, b]d in space but none of the results in these references provides an answer to the question
whether the entire PDE solution on [0, T ]× [a, b]d can be approximated by DNNs without the
curse of dimensionality.
It is precisely the subject of this article to overcome this issue. More specifically, the main
result of this work, Theorem 4.13 in Subsection 4.6 below, in particular proves for every a ∈ R,
b ∈ (a,∞) that solutions of certain Kolmogorov PDEs can be approximated by DNNs on the
space-time region [0, T ]× [a, b]d without the curse of dimensionality. To illustrate the findings of
this work in more details we now present in Theorem 1.1 below a special case of Theorem 4.13.
Theorem 1.1. Let N = ∪L∈N ∪(l0,l1,...,lL)∈NL+1 (×Lk=1(Rlk×lk−1 × Rlk)), let Ad ∈ C(Rd,Rd),
d ∈ N, satisfy for all d ∈ N, x = (x1, . . . , xd) ∈ Rd that Ad(x) = (max{x1, 0}, . . . ,max{xd, 0}),
let P : N → N and R : N → (∪k,l∈NC(Rk,Rl)) satisfy for all L ∈ N, l0, l1, . . . , lL ∈ N, Φ =
((W1, B1), . . . , (WL, BL)) ∈ (×Lk=1(Rlk×lk−1 × Rlk)), x0 ∈ Rl0 , x1 ∈ Rl1 , . . . , xL−1 ∈ RlL−1 with
∀ k ∈ N ∩ (0, L) : xk = Alk(Wkxk−1 + Bk) that P(Φ) =
∑L
k=1 lk(lk−1 + 1), R(Φ) ∈ C(Rl0,RlL),
and (R(Φ))(x0) =WLxL−1+BL, let fd : Rd → Rd, d ∈ N, and gd : Rd → R, d ∈ N, be functions,
let T, κ, p ∈ (0,∞), (fd,ε)(d,ε)∈N×(0,1] ⊆ N, (gd,ε)(d,ε)∈N×(0,1] ⊆ N, assume for all d ∈ N, ε ∈ (0, 1],
x, y ∈ Rd that
R(fd,ε) ∈ C(Rd,Rd), R(gd,ε) ∈ C(Rd,R), P(fd,ε) + P(gd,ε) ≤ κdκε−κ, (1)
ε|gd(x)|+ ‖fd(x)− (R(fd,ε))(x)‖+ ‖gd(x)− (R(gd,ε))(x)‖ ≤ εκdκ(1 + ‖x‖κ), (2)
‖fd(x)− fd(y)‖ ≤ κ‖x− y‖, ‖(R(fd,ε))(x)‖ ≤ κ(dκ + ‖x‖), (3)
and |(R(gd,ε))(x)− (R(gd,ε))(y)| ≤ κdκ(1 + ‖x‖κ + ‖y‖κ)‖x− y‖, (4)
and for every d ∈ N let ud ∈ {v ∈ C([0, T ]× Rd,R) : infq∈(0,∞) sup(t,x)∈[0,T ]×Rd |v(t,x)|1+‖x‖q < ∞} be
a viscosity solution of
( ∂
∂t
ud)(t, x) = (∆xud)(t, x) + (
∂
∂x
ud)(t, x) fd(x) (5)
with ud(0, x) = gd(x) for (t, x) ∈ (0, T )× Rd. Then there exist c ∈ R and (ud,ε)(d,ε)∈N×(0,1] ⊆ N
such that for all d ∈ N, ε ∈ (0, 1] it holds that R(ud,ε) ∈ C(Rd+1,R), P(ud,ε) ≤ cε−cdc, and[∫
[0,T ]×[0,1]d
|ud(y)− (R(ud,ε))(y)|p dy
]1/p
≤ ε. (6)
Theorem 1.1 follows from Corollary 4.16 in Subsection 4.6 below. Corollary 4.16, in turn,
is a consequence of Theorem 4.13 which is the main result of this article. In the following we
add a few comments on some of the mathematical objects appearing in Theorem 1.1 above.
Note in Theorem 1.1 that ‖·‖ : (∪d∈NRd)→ [0,∞) is the function which satisfies for all d ∈ N,
x = (x1, . . . , xd) ∈ Rd that ‖x‖ = [
∑d
j=1 |xj|2]1/2 (standard norm, cf. Definition 2.1 below). The
set N in Theorem 1.1 is a set of tuples of pairs of real matrices and real vectors and we think
of N as the set of all neural networks (cf. Definition 4.1 below). Observe that Theorem 1.1
is an approximation result for rectified DNNs and the corresponding rectifier functions are
described through the functions Ad : R
d → Rd, d ∈ N, appearing in Theorem 1.1. For every
Φ ∈ N the number P(Φ) ∈ N in Theorem 1.1 corresponds to the number of real parameters
employed to describe the neural network Φ (cf. Definition 4.1 below). For every Φ ∈ N the
function R(Φ) ∈ (∪k,l∈NC(Rk,Rl)) corresponds to the realization function associated to the
neural network Φ (cf. Definition 4.3 below). The functions fd : R
d → Rd, d ∈ N, describe
the drift coefficient functions and the functions gd : R
d → R, d ∈ N, describe the initial value
functions of the PDEs whose solutions we intend to approximate in Theorem 1.1 (see (5)
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above). The real number T ∈ (0,∞) denotes the time horizon of the PDEs whose solutions
we intend to approximate. The real number κ ∈ (0,∞) is a constant which we employ to
formulate the assumptions on the drift coefficient functions fd : R
d → Rd, d ∈ N, and the initial
value functions gd : R
d → R, d ∈ N, of the PDEs whose solutions we intend to approximate in
Theorem 1.1 (see (1)–(4) above). The real number p ∈ (0,∞) is used to describe the way how we
measure the error between the exact solutions of the PDEs in (5) and the corresponding DNN
approximations in the sense that we measure the error in the strong Lp-sense (see (6) above). We
assume in Theorem 1.1 that the drift coefficient functions fd : R
d → Rd, d ∈ N, and the initial
value functions gd : R
d → R, d ∈ N, of the PDEs whose solutions we intend to approximate can
be approximated by DNNs without the curse of dimensionality and these approximating DNNs
are described by the neural networks (fd,ε)(d,ε)∈N×(0,1] ⊆ N and (gd,ε)(d,ε)∈N×(0,1] ⊆ N (see (1) and
(2) above). The functions ud : [0, T ]×Rd → R, d ∈ N, in Theorem 1.1 denote the PDE solutions
which we intend to approximate by means of DNNs. For every d ∈ N, ε ∈ (0, 1] the neural
network ud,ε ∈ N denotes the DNN whose realization functionR(ud,ε) : Rd+1 → R approximates
the function ud : [0, T ]×Rd → R with the precision ε (see (6) above). Our proofs of Theorem 1.1
above and Theorem 4.13 below, respectively, are based on an application of Proposition 3.10
in Grohs et al. [23] (see (I)–(VI) in the proof of Proposition 4.8 in Subsection 4.4 below for
details).
The remainder of this article is structured in the following way. In Section 2 we establish in
Proposition 2.4 and Lemma 2.5 suitable weak and strong error estimates for Euler–Maruyama
approximations for a certain class of stochastic differential equations (SDEs). In Section 3 we
use these weak and strong error estimates for Euler–Maruyama approximations to establish
in Proposition 3.2 below suitable error estimates for Monte Carlo Euler approximations for
a class of SDEs with perturbed drift coefficient functions. In Section 4 we use these error
estimates for Monte Carlo Euler approximations to establish in Theorem 4.13 below that for
every T ∈ (0,∞), a ∈ R, b ∈ (a,∞) it holds that solutions of certain Kolmogorov PDEs
can be approximated by DNNs on the space-time region [0, T ] × [a, b]d without the curse of
dimensionality.
2 Numerical approximations for stochastic differential
equations (SDEs)
In this section we establish in Proposition 2.4 and Lemma 2.5 below suitable weak and strong
error estimates for Euler–Maruyama approximations for a certain class of SDEs. Our proofs
of Proposition 2.4 and Lemma 2.5 are based on the elementary a priori moment estimates in
Lemmas 2.2–2.3 below. Lemma 2.2 is, e.g., proved as Gonon et al. [20, Lemma 3.1] (see also,
e.g., Jentzen et al. [35, Lemma 4.2]) and a slightly modified version of Lemma 2.3 is, e.g., proved
as Gonon et al. [20, Lemma 3.4] (see also, e.g., Jentzen et al. [35, Lemma 4.1]).
2.1 A priori moment bounds for Gaussian random variables
Definition 2.1 (Standard norms). We denote by ‖·‖ : (∪d∈NRd) → [0,∞) the function which
satisfies for all d ∈ N, x = (x1, x2, . . . , xd) ∈ Rd that
‖x‖ = [∑dj=1 |xj |2]1/2. (7)
Lemma 2.2. Let d ∈ N, p ∈ (0,∞), let (Ω,F ,P) be a probability space, and let X : Ω→ Rd be
a centered Gaussian random variable. Then(
E
[‖X‖p])1/p ≤√max{1, p− 1}Trace(Cov(X)) (8)
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(cf. Definition 2.1).
2.2 A priori moment bounds for solutions of SDEs
Lemma 2.3. Let d ∈ N, ξ ∈ Rd, p ∈ [1,∞), c, C, T ∈ [0,∞), let (Ω,F ,P) be a probability
space, let µ : Rd → Rd and χ : [0, T ] → [0, T ] be measurable functions, assume for all x ∈ Rd,
t ∈ [0, T ] that ‖µ(x)‖ ≤ C + c‖x‖ and χ(t) ≤ t, and let X, β : [0, T ] × Ω → Rd be stochastic
processes with continuous sample paths which satisfy for all t ∈ [0, T ] that
P
(
Xt = ξ +
∫ t
0
µ
(
Xχ(s)
)
ds+ βt
)
= 1 (9)
(cf. Definition 2.1). Then
sup
t∈[0,T ]
(
E
[‖Xt‖p])1/p ≤ (‖ξ‖+ CT + sup
t∈[0,T ]
(
E
[‖βt‖p])1/p) ecT . (10)
2.3 Weak error estimates for Euler–Maruyama approximations
Proposition 2.4. Let d,m ∈ N, ξ ∈ Rd, T ∈ (0,∞), c, C, ε0, ε1, ε2, ς0, ς1, ς2, L0, L1, ℓ ∈ [0,∞),
h ∈ [0, T ], p ∈ [2,∞), q ∈ (1, 2] satisfy 1/p+ 1/q = 1, let B ∈ Rd×m, (̟r)r∈(0,∞) ⊆ R satisfy for
all r ∈ (0,∞) that
̟r = max
{
1,
√
max{1, r − 1}Trace(B∗B)}, (11)
let (Ω,F ,P) be a probability space, let W : [0, T ]×Ω→ Rm be a standard Brownian motion, let
F0 : R
d → R, f1 : Rd → Rd, F2 : Rd → Rd, and χ : [0, T ] → [0, T ] be functions, let f0 : Rd → R
and F1 : R
d → Rd be measurable functions, assume for all t ∈ [0, T ], x, y ∈ Rd that
|f0(x)− F0(x)| ≤ ε0(1 + ‖x‖ς0), ‖f1(x)− F1(x)‖ ≤ ε1(1 + ‖x‖ς1), (12)
|F0(x)− F0(y)| ≤ L0
[
1 +
∫ 1
0
[
r‖x‖+ (1− r)‖y‖]ℓ dr] ‖x− y‖, (13)
‖f1(x)− f1(y)‖ ≤ L1‖x− y‖, ‖F1(x)‖ ≤ C + c‖x‖, ‖ξ − F2(ξ)‖ ≤ ε2(1 + ‖ξ‖ς2), (14)
and χ(t) = max({0, h, 2h, . . . } ∩ [0, t]), and let X, Y : [0, T ] × Ω → Rd be stochastic processes
with continuous sample paths which satisfy for all t ∈ [0, T ] that
Xt = ξ +
∫ t
0
f1(Xs) ds+BWt and Yt = F2(ξ) +
∫ t
0
F1
(
Yχ(s)
)
ds+BWt (15)
(cf. Definition 2.1). Then it holds for all t ∈ [0, T ] that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣ ≤ (ε2(1 + ‖ξ‖ς2) + ε0 + ε1 + h+ h1/2)
· e[max{ς0,1}L1+1−1/p+ℓmax{L1,c}+max{ς1,1}c]T (̟max{ς0,ℓq,pς1,p})max{ς0,ℓ+max{1,ς1}} (16)
· (max{T, 1})max{ς0,ℓ+max{ς1,1}+1/p}max{L0, 1} max{L1, 1} 2max{ℓ−1,0}
·
[
max{C, 1}+ 5max{C, c, 1}(‖ξ‖+ ε2(1 + ‖ξ‖ς2) + 2max{‖f1(0)‖, C, 1})max{ς0,ℓ+max{ς1,1}}].
Proof of Proposition 2.4. Observe that (11), Lemma 2.2, the fact that for all t ∈ [0, T ] it holds
that BWt is a centered Gaussian random variable, and the fact that for all t ∈ [0, T ] it holds
that Cov(BWt) = BB
∗ t assure that for all r ∈ (0,∞), t ∈ [0, T ] it holds that(
E
[‖BWt‖r])1/r ≤√max{1, r − 1}Trace(Cov(BWt))
=
√
max{1, r − 1}Trace(BB∗)t
≤ max{t1/2,√max{1, r − 1}Trace(B∗B)t} = ̟rt1/2.
(17)
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In addition, note that (14) shows that for all x ∈ Rd it holds that
‖f1(x)‖ ≤ ‖f1(x)− f1(0)‖+ ‖f1(0)‖ ≤ ‖f1(0)‖+ L1‖x‖. (18)
Ho¨lder’s inequality, (14), Lemma 2.3, and (17) hence demonstrate that for all r ∈ (0,∞),
t ∈ [0, T ] it holds that
sup
s∈[0,t]
(
E
[‖Ys‖r])1/r ≤ sup
s∈[0,t]
(
E
[‖Ys‖max{r,1}])1/max{r,1}
≤
[
‖F2(ξ)‖+ Ct+ sup
s∈[0,t]
(
E
[‖BWs‖max{r,1}])1/max{r,1}
]
ect
≤ [‖F2(ξ)‖+ Ct+̟max{r,1}t1/2] ect
(19)
and
sup
s∈[0,t]
(
E
[‖Xs‖r])1/r ≤ sup
s∈[0,t]
(
E
[‖Xs‖max{r,1}])1/max{r,1}
≤
[
‖ξ‖+ ‖f1(0)‖t+ sup
s∈[0,t]
(
E
[‖BWs‖max{r,1}])1/max{r,1}
]
eL1t
≤ [‖ξ‖+ ‖f1(0)‖t+̟max{r,1}t1/2] eL1t.
(20)
Ho¨lder’s inequality, (14), and the triangle inequality therefore imply that for all r ∈ (0,∞),
t ∈ [0, T ] it holds that
sup
s∈[0,t]
(
E
[‖F1(Ys)‖r])1/r ≤ sup
s∈[0,t]
(
E
[‖F1(Ys)‖max{r,1}])1/max{r,1}
≤ C + c sup
s∈[0,t]
(
E
[‖Ys‖max{r,1}])1/max{r,1}
≤ C + c (‖F2(ξ)‖+ Ct +̟max{r,1}t1/2) ect.
(21)
Moreover, note that [35, Lemma 4.5] assures for all t ∈ [0, T ] that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣
≤ ε0 (1 + E[‖Xt‖ς0]) + L0 2max{ℓ−1,0} e[L1+1−1/p]t
[
1 +
(
E
[‖Xt‖ℓq])1/q + (E[‖Yt‖ℓq])1/q]
·
[
‖ξ − F2(ξ)‖+ ε1t1/p
[
1 + sup
s∈[0,t]
(
E
[‖Ys‖pς1])1/p
]
+ ht
1/pL1
[
sup
s∈[0,t]
(
E
[‖F1(Ys)‖p])1/p
]
+ t
1/pL1
(
E
[‖BWh‖p])1/p
]
.
(22)
This, (17), (19), (20), and (21) prove that for all t ∈ [0, T ] it holds that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣
≤ ε0
[
1 +
(‖ξ‖+ ‖f1(0)‖t+̟max{ς0,1}t1/2)ς0 eς0L1t]+ L0 2max{ℓ−1,0} e[L1+1−1/p]t
·
[
1 +
(‖ξ‖+ ‖f1(0)‖t+̟max{ℓq,1}t1/2)ℓ eℓL1t + (‖F2(ξ)‖+ Ct+̟max{ℓq,1}t1/2)ℓ eℓct]
·
[
‖ξ − F2(ξ)‖+ ε1t1/p
[
1 +
(‖F2(ξ)‖+ Ct+̟max{pς1,1}t1/2)ς1 eς1ct]
+ ht
1/pL1
[
C + c
(‖F2(ξ)‖+ Ct+̟pt1/2) ect]+ h1/2t1/pL1̟p].
(23)
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In addition, observe that the fact that (0,∞) ∋ r 7→ ̟r ∈ (0,∞) is non-decreasing and the
hypothesis that p ∈ [2,∞) imply that
̟max{ς0,ℓq,pς1,p} ≥ max{̟max{ς0,1}, ̟max{ℓq,1}, ̟max{pς1,1}, ̟p}. (24)
This and (23) ensure that for all t ∈ [0, T ] it holds that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣
≤ ε0eς0L1T
[
1 +
(‖ξ‖+ ‖f1(0)‖T +̟max{ς0,ℓq,pς1,p}T 1/2)ς0]
+ L0 2
max{ℓ−1,0} e[L1+1−1/p+ℓmax{L1,c}+max{ς1,1}c]T
·
[
1 +
(‖ξ‖+ ‖f1(0)‖T +̟max{ς0,ℓq,pς1,p}T 1/2)ℓ + (‖F2(ξ)‖+ CT +̟max{ς0,ℓq,pς1,p}T 1/2)ℓ]
·
[
‖ξ − F2(ξ)‖+ ε1T 1/p
[
1 +
(‖F2(ξ)‖+ CT +̟max{ς0,ℓq,pς1,p}T 1/2)ς1]
+ hT
1/pL1
[
C + c
(‖F2(ξ)‖+ CT +̟max{ς0,ℓq,pς1,p}T 1/2)]+ h1/2T 1/pL1̟max{ς0,ℓq,pς1,p}].
(25)
Combining this with the fact that ̟max{ς0,ℓq,pς1,p} ≥ 1 and the fact that T 1/2 ≤ (max{T, 1})1/2 ≤
max{T, 1} assures that for all t ∈ [0, T ] it holds that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣
≤ ε0eς0L1T (̟max{ς0,ℓq,pς1,p})ς0
[
1 +
(‖ξ‖+ ‖f1(0)‖T + T 1/2)ς0]
+ L0 2
max{ℓ−1,0} e[L1+1−1/p+ℓmax{L1,c}+max{ς1,1}c]T (̟max{ς0,ℓq,pς1,p})
ℓ+max{1,ς1}
·
[
1 +
(‖ξ‖+ ‖f1(0)‖T + T 1/2)ℓ + (‖F2(ξ)‖+ CT + T 1/2)ℓ]
·
[
‖ξ − F2(ξ)‖+ ε1T 1/p
[
1 +
(‖F2(ξ)‖+ CT + T 1/2)ς1]
+ hT
1/pL1
[
C + c
(‖F2(ξ)‖+ CT + T 1/2)]+ h1/2T 1/pL1].
(26)
Therefore, we obtain that for all t ∈ [0, T ] it holds that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣
≤ ε0eς0L1T (̟max{ς0,ℓq,pς1,p})ς0 (1 + (max{T, 1})ς0 (‖ξ‖+ ‖f1(0)‖+ 1)ς0)
+ L0 2
max{ℓ−1,0} e[L1+1−1/p+ℓmax{L1,c}+max{ς1,1}c]T (̟max{ς0,ℓq,pς1,p})
ℓ+max{1,ς1}
·
[
1 + (max{T, 1})ℓ
[
(‖ξ‖+ ‖f1(0)‖+ 1)ℓ + (‖F2(ξ)‖+ C + 1)ℓ
]]
·
[
‖ξ − F2(ξ)‖+ ε1T 1/p[1 + (max{T, 1})ς1 (‖F2(ξ)‖+ C + 1)ς1]
+ hT
1/pmax{T, 1}L1 [C + c (‖F2(ξ)‖+ C + 1)] + h1/2T 1/pL1
]
.
(27)
Hence, we obtain that for all t ∈ [0, T ] it holds that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣
≤ ε0eς0L1T (̟max{ς0,ℓq,pς1,p})ς0(max{T, 1})ς0 (1 + (‖ξ‖+ ‖f1(0)‖+ 1)ς0)
+ L0 2
max{ℓ−1,0} e[L1+1−1/p+ℓmax{L1,c}+max{ς1,1}c]T (̟max{ς0,ℓq,pς1,p})
ℓ+max{1,ς1}
· (max{T, 1})ℓ+max{ς1,1}+1/p
[
1 + (‖ξ‖+ ‖f1(0)‖+ 1)ℓ + (‖F2(ξ)‖+ C + 1)ℓ
]
·
[
‖ξ − F2(ξ)‖+ ε1[1 + (‖F2(ξ)‖+ C + 1)ς1] + hL1 [C + c (‖F2(ξ)‖+ C + 1)] + h1/2L1
]
.
(28)
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This implies that for all t ∈ [0, T ] it holds that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣
≤ ε0eς0L1T (̟max{ς0,ℓq,pς1,p})ς0(max{T, 1})ς0
· (1 + (max{‖F2(ξ)‖, ‖ξ‖}+ 2 max{‖f1(0)‖, C, 1})ς0)
+ L0 2
max{ℓ−1,0} e[L1+1−1/p+ℓmax{L1,c}+max{ς1,1}c]T (̟max{ς0,ℓq,pς1,p})
ℓ+max{1,ς1}
· (max{T, 1})ℓ+max{ς1,1}+1/p
[
1 + 2
(
max{‖F2(ξ)‖, ‖ξ‖}+ 2 max{‖f1(0)‖, C, 1}
)ℓ]
·
[
‖ξ − F2(ξ)‖+ ε1[1 + (max{‖F2(ξ)‖, ‖ξ‖}+ 2max{‖f1(0)‖, C, 1})ς1]
+ hL1 [C + c (max{‖F2(ξ)‖, ‖ξ‖}+ 2max{‖f1(0)‖, C, 1})] + h1/2L1
]
.
(29)
Therefore, we obtain that for all t ∈ [0, T ] it holds that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣
≤ ε0eς0L1T (̟max{ς0,ℓq,pς1,p})ς0(max{T, 1})ς0
· (1 + (max{‖F2(ξ)‖, ‖ξ‖}+ 2 max{‖f1(0)‖, C, 1})ς0)
+ L0 2
max{ℓ−1,0} e[L1+1−1/p+ℓmax{L1,c}+max{ς1,1}c]T (̟max{ς0,ℓq,pς1,p})
ℓ+max{1,ς1}
· (max{T, 1})ℓ+max{ς1,1}+1/p
[
1 + 2
(
max{‖F2(ξ)‖, ‖ξ‖}+ 2 max{‖f1(0)‖, C, 1}
)ℓ]
· (‖ξ − F2(ξ)‖+ ε1 + h + h1/2)max{L1, 1}
·
[
max{C, 1}+max{c, 1}(max{‖F2(ξ)‖, ‖ξ‖}+ 2max{‖f1(0)‖, C, 1})max{ς1,1}] .
(30)
Combining this with the fact that for all a, b ∈ [0,∞), z ∈ [1,∞) it holds that(
1 + 2zℓ
)(
a+ bzmax{ς1,1}
)
= a + bzmax{ς1,1} + 2azℓ + 2bzℓ+max{ς1,1}
≤ a+ (3b+ 2a)zℓ+max{ς1,1}
≤ a+ 5max{a, b}zℓ+max{ς1,1}
(31)
demonstrates that for all t ∈ [0, T ] it holds that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣
≤ ε0eς0L1T (̟max{ς0,ℓq,pς1,p})ς0(max{T, 1})ς0
· (1 + (max{‖F2(ξ)‖, ‖ξ‖}+ 2 max{‖f1(0)‖, C, 1})ς0)
+ L0 2
max{ℓ−1,0} e[L1+1−1/p+ℓmax{L1,c}+max{ς1,1}c]T (̟max{ς0,ℓq,pς1,p})
ℓ+max{1,ς1}
· (max{T, 1})ℓ+max{ς1,1}+1/p (‖ξ − F2(ξ)‖+ ε1 + h+ h1/2)max{L1, 1}
·
[
max{C, 1}+ 5max{C, c, 1}(max{‖F2(ξ)‖, ‖ξ‖}+ 2max{‖f1(0)‖, C, 1})ℓ+max{ς1,1}] .
(32)
Therefore, we obtain that for all t ∈ [0, T ] it holds that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣ ≤ (‖ξ − F2(ξ)‖+ ε0 + ε1 + h+ h1/2)
· e[max{ς0,1}L1+1−1/p+ℓmax{L1,c}+max{ς1,1}c]T (̟max{ς0,ℓq,pς1,p})max{ς0,ℓ+max{1,ς1}} (33)
· (max{T, 1})max{ς0,ℓ+max{ς1,1}+1/p}max{L0, 1} max{L1, 1} 2max{ℓ−1,0}
·
[
max{C, 1}+ 5max{C, c, 1}(max{‖F2(ξ)‖, ‖ξ‖}+ 2max{‖f1(0)‖, C, 1})max{ς0,ℓ+max{ς1,1}}] .
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The hypothesis that ‖F2(ξ)− ξ‖ ≤ ε2(1 + ‖ξ‖ς2) and the fact that
max{‖ξ‖, ‖F2(ξ)‖} ≤ ‖ξ‖+ ‖F2(ξ)− ξ‖ ≤ ‖ξ‖+ ε2(1 + ‖ξ‖ς2) (34)
hence imply that for all t ∈ [0, T ] it holds that∣∣E[f0(Xt)]− E[F0(Yt)]∣∣ ≤ (ε2(1 + ‖ξ‖ς2) + ε0 + ε1 + h+ h1/2)
· e[max{ς0,1}L1+1−1/p+ℓmax{L1,c}+max{ς1,1}c]T (̟max{ς0,ℓq,pς1,p})max{ς0,ℓ+max{1,ς1}} (35)
· (max{T, 1})max{ς0,ℓ+max{ς1,1}+1/p}max{L0, 1} max{L1, 1} 2max{ℓ−1,0}
·
[
max{C, 1}+ 5max{C, c, 1}(‖ξ‖+ ε2(1 + ‖ξ‖ς2) + 2max{‖f1(0)‖, C, 1})max{ς0,ℓ+max{ς1,1}}].
This completes the proof of Proposition 2.4.
2.4 Strong error estimates for linearly interpolated Euler–Maruyama
approximations
Lemma 2.5. Let d,m,N ∈ N, T, p ∈ (0,∞), C, c ∈ [0,∞), q ∈ [1,∞), x ∈ Rd, B ∈ Rd×m,
τ0, τ1, . . . , τN ∈ [0, T ] satisfy that 0 = τ0 < τ1 < . . . < τN−1 < τN = T , let µ : Rd → Rd be a
measurable function, assume for all x ∈ Rd that ‖µ(x)‖ ≤ C + c‖x‖, let ⌊·⌋ : [0, T ] → [0, T ]
satisfy for all t ∈ [0, T ] that ⌊t⌋ = max({τ0, τ1, . . . , τN} ∩ [0, t]), let (Ω,F ,P) be a probability
space, let W : [0, T ]× Ω→ Rm be a standard Brownian motion, let Y : [0, T ]× Ω→ Rd satisfy
for all t ∈ [0, T ] that
Yt = x+
∫ t
0
µ(Y⌊s⌋) ds+BWt, (36)
and let Y : [0, T ]× Ω→ Rd satisfy for all n ∈ {0, 1, . . . , N − 1}, t ∈ [τn, τn+1] that Y0 = x and
Yt = Yτn +
t−τn
τn+1−τn
[
µ(Yτn)(τn+1 − τn) +B(Wτn+1 −Wτn)
]
(37)
(cf. Definition 2.1). Then
(i) it holds that Y and Y are stochastic processes,
(ii) it holds for all n ∈ {0, 1, . . . , N} that Yτn = Yτn,
(iii) it holds for all n ∈ {0, 1, . . . , N − 1}, t ∈ (τn, τn+1) that(
E
[‖Yt − Yt‖p])1/p ≤ 12√max{1, p− 1}(τn+1 − τn) Trace(BB∗), (38)
and
(iv) it holds for all t ∈ [0, T ] that
max
{(
E
[‖Yt‖q])1/q, (E[‖Yt‖q])1/q}
≤
[
‖x‖+ CT +
√
max{1, q − 1}T Trace(BB∗)
]
ecT .
(39)
Proof of Lemma 2.5. Throughout this proof for every d ∈ N let Id ∈ Rd×d be the identity matrix
in Rd×d, let ⌈·⌉ : [0, T ]→ [0, T ] satisfy for all t ∈ [0, T ] that ⌈t⌉ = min({τ0, τ1, . . . , τN} ∩ [t, T ]),
and let ρ : [0, T ]→ [0, 1] satisfy for all t ∈ [0, T ] that
ρ(t) =
{
t−⌊t⌋
⌈t⌉−⌊t⌋ : t /∈ {τ0, τ1, . . . , τN}
0 : t ∈ {τ0, τ1, . . . , τN}
. (40)
9
Observe that (36), the fact that for all t ∈ [0, T ] it holds that Ω ∋ ω 7→ Wt(ω) ∈ Rm is
measurable, and induction imply that for all t ∈ [0, T ] it holds that Ω ∋ ω 7→ Yt(ω) ∈ Rd
is measurable. Moreover, note that (37), the fact that for all t ∈ [0, T ] it holds that Ω ∋
ω 7→ Wt(ω) ∈ Rm is measurable, and induction prove that for all t ∈ [0, T ] it holds that
Ω ∋ ω 7→ Yt(ω) ∈ Rd is measurable. Combining this with the fact that for all t ∈ [0, T ] it
holds that Ω ∋ ω 7→ Yt(ω) ∈ Rd is measurable establishes item (i). Next we claim that for all
n ∈ {0, 1, . . . , N}, t ∈ [τmax{n−1,0}, τn] it holds that Yτn = Yτn and
Yt = x+
∫ t
0
µ(Y⌊s⌋) ds+BW⌊t⌋ + ρ(t)B(W⌈t⌉ −W⌊t⌋). (41)
We prove (41) by induction on n ∈ {0, 1, . . . , N}. Note that the fact that Yτ0 = x, the fact that
ρ(τ0) = 0, and the fact that Wτ0 = 0 demonstrate that
Yτ0 = x = x+
∫ τ0
0
µ(Y⌊s⌋) ds+BW⌊τ0⌋ + ρ(τ0)B(W⌈τ0⌉ −W⌊τ0⌋). (42)
This and the fact that Yτ0 = x prove (41) in the base case n = 0. For the induction step
{0, 1, . . . , N − 1} ∋ n → n + 1 ∈ {1, 2, . . . , N} assume that there exists n ∈ {0, 1, . . . , N − 1}
which satisfies that for all m ∈ {0, 1, . . . , n}, t ∈ [τmax{n−1,0}, τn] it holds that Yτm = Yτm and
Yt = x+
∫ t
0
µ(Y⌊s⌋) ds+BW⌊t⌋ + ρ(t)B(W⌈t⌉ −W⌊t⌋). (43)
Note that (36) and (43) imply that
Yτn = Yτn = x+
∫ τn
0
µ(Y⌊s⌋) ds+BWτn = x+
∫ τn
0
µ(Y⌊s⌋) ds+BWτn . (44)
Combining this with (37) ensures that for all t ∈ [τn, τn+1] = [τmax{n,0}, τn+1] it holds that
Yt = Yτn + (t− τn)µ(Yτn) + t−τnτn+1−τnB(Wτn+1 −Wτn)
= x+
∫ τn
0
µ(Y⌊s⌋) ds+BWτn + (t− τn)µ(Yτn) + t−τnτn+1−τnB(Wτn+1 −Wτn)
= x+
∫ t
0
µ(Y⌊s⌋) ds+BWτn +
t−τn
τn+1−τnB(Wτn+1 −Wτn).
(45)
Therefore, we obtain that for all t ∈ [τmax{n,0}, τn+1] it holds that
Yt = x+
∫ t
0
µ(Y⌊s⌋) ds+BW⌊t⌋ + ρ(t)B(W⌈t⌉ −W⌊t⌋). (46)
This, (43), and (36) assure that
Yτn+1 = x+
∫ τn+1
0
µ(Y⌊s⌋) ds+BWτn+1 = x+
∫ τn+1
0
µ(Y⌊s⌋) ds+BWτn+1 = Yτn+1 . (47)
Combining this with (46) implies that for all t ∈ [τmax{n,0}, τn+1] it holds that Yτn+1 = Yτn+1 and
Yt = x+
∫ t
0
µ(Y⌊s⌋) ds+BW⌊t⌋ + ρ(t)B(W⌈t⌉ −W⌊t⌋). (48)
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Induction thus proves (41). Next observe that (41) establishes item (ii). Moreover, note that
(36), (37), (40), and (41) demonstrate that for all n ∈ {0, 1, . . . , N − 1}, t ∈ (τn, τn+1) it holds
that
Yt −Yt
= Yτn + ρ(t)
[
(τn+1 − τn)µ(Yτn) +B(Wτn+1 −Wτn)
]− [x+ ∫ t
0
µ(Y⌊s⌋) ds+BWt
]
= Yτn + (t− τn)µ(Yτn) + ρ(t)B(Wτn+1 −Wτn)−
[
Yτn +
∫ t
τn
µ(Y⌊s⌋) ds+B(Wt −Wτn)
]
= (t− τn)µ(Yτn)− (t− τn)µ(Yτn) + ρ(t)B(Wτn+1 −Wτn)− B(Wt −Wτn).
(49)
This and (41) prove that for all n ∈ {0, 1, . . . , N − 1}, t ∈ (τn, τn+1) it holds that
Yt − Yt = ρ(t)B
(
Wτn+1 −Wτn
)
+BWτn − BWt
= −[ρ(t)− 1]BWτn +
[
(ρ(t)− 1)− ρ(t)]BWt + ρ(t)BWτn+1
= [ρ(t)− 1]B(Wt −Wτn)+ ρ(t)B(Wτn+1 −Wt).
(50)
In addition, note that the hypothesis that W : [0, T ]×Ω→ Rm is a standard Brownian motion
ensures that
(A) it holds for all a, a ∈ R, r, s, t ∈ [0, T ] with r ≤ s ≤ t that aB(Wt −Ws) + aB(Ws −Wr)
is a centered Gaussian random variable and
(B) it holds for all a, a ∈ R, r, s, t ∈ [0, T ] with r ≤ s ≤ t that
Cov
(
aB(Wt −Ws) + aB(Ws −Wr)
)
=
[
a2(t− s) + a2(s− r)]BB∗. (51)
Combining this with (50) ensures that for all n ∈ {0, 1, . . . , N − 1}, t ∈ (τn, τn+1) it holds that
Yt−Yt is a centered Gaussian random variable. Moreover, note that (50) and (51) demonstrate
that for all n ∈ {0, 1, . . . , N − 1}, t ∈ (τn, τn+1) it holds that
Cov
(
Yt − Yt
)
=
(
[ρ(t)− 1]2(t− τn) + [ρ(t)]2(τn+1 − t)
)
BB∗. (52)
In addition, observe that (40) implies that for all n ∈ {0, 1, . . . , N − 1}, t ∈ (τn, τn+1) it holds
that
[ρ(t)− 1]2(t− τn) + [ρ(t)]2(τn+1 − t)
= [ρ(t)]2(τn+1 − τn) +
[
1− 2ρ(t)](t− τn)
=
(t− τn)2
(τn+1 − τn) + (t− τn)−
2(t− τn)2
(τn+1 − τn) = (t− τn)
[
1− (t− τn)
(τn+1 − τn)
]
=
(t− τn)(τn+1 − t)
(τn+1 − τn) .
(53)
This and the fact that for all a ∈ R, b ∈ (a,∞), r ∈ [a, b] it holds that
(r − a)(b− r) ≤ (1
2
(b+ a)− a) (b− 1
2
(b+ a)
)
= 1
4
(b− a)2 (54)
show that for all n ∈ {0, 1, . . . , N − 1}, t ∈ (τn, τn+1) it holds that
[ρ(t)− 1]2(t− τn) + [ρ(t)]2(τn+1 − t) ≤ 14
(
τn+1 − τn
)
. (55)
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The fact that BB∗ is a symmetric positive semidefinite matrix and (52) therefore imply that
for all t ∈ [0, T ] it holds that
Trace
(
Cov
(
Yt − Yt
)) ≤ 1
4
(
τn+1 − τn
)
Trace(BB∗). (56)
Lemma 2.2 hence demonstrates that for all n ∈ {0, 1, . . . , N − 1}, t ∈ (τn, τn+1) it holds that
(
E
[‖Yt − Yt‖p])1/p ≤√max{1, p− 1}Trace(Cov(Yt −Yt))
≤ 1
2
√
max{1, p− 1}(τn+1 − τn)Trace(BB∗). (57)
This establishes item (iii). Next note that Lemma 2.2, Lemma 2.3, the fact that for all t ∈ [0, T ]
it holds that BWt is a centered Gaussian random variable, and the fact that for all t ∈ [0, T ] it
holds that Cov(BWt) = BB
∗ t ensure that for all t ∈ [0, T ] it holds that
(
E[‖Yt‖q]
)1/q ≤ [‖x‖+ CT + sup
t∈[0,T ]
(
E
[‖BWt‖q])1/q] ecT
≤
[
‖x‖+ CT + sup
t∈[0,T ]
√
max{1, q − 1}Trace(BB∗)t
]
ecT
=
[
‖x‖ + CT +
√
max{1, q − 1}Trace(BB∗)T
]
ecT .
(58)
Next note that (51), the fact thatW0 = 0, the fact that BB
∗ is a symmetric positive semidefinite
matrix, and the fact that ∀ t ∈ [0, T ] : 0 ≤ ρ(t) ≤ 1 imply that
a) it holds for all t ∈ [0, T ] that BW⌊t⌋ + ρ(t)B
(
W⌈t⌉ −W⌊t⌋
)
is a centered Gaussian random
variable and
b) it holds for all t ∈ [0, T ] that
Trace
(
Cov
(
BW⌊t⌋ + ρ(t)B
(
W⌈t⌉ −W⌊t⌋
)))
= Trace(BB∗)
[⌊t⌋ + [ρ(t)]2(⌈t⌉ − ⌊t⌋)] ≤ Trace(BB∗)⌈t⌉. (59)
Combining this with (41), Lemma 2.2, and Lemma 2.3 demonstrates that for all t ∈ [0, T ] it
holds that(
E[‖Yt‖q]
)1/q ≤ [‖x‖+ CT + sup
t∈[0,T ]
(
E
[‖BW⌊t⌋ + ρ(t)B(W⌈t⌉ −W⌊t⌋)‖q])1/q] ecT
≤
[
‖x‖+ CT + sup
t∈[0,T ]
√
max{1, q − 1}Trace(BB∗)⌈t⌉
]
ecT
=
[
‖x‖+ CT +
√
max{1, q − 1}Trace(BB∗)T
]
ecT .
(60)
This and (58) establish item (iv). This completes the proof of Lemma 2.5.
3 Numerical approximations for partial differential equa-
tions (PDEs)
In this section we use the weak and strong error estimates which we have presented in Propo-
sition 2.4 and Lemma 2.5 in Section 2 above to establish in Proposition 3.2 below suitable
error estimates for Monte Carlo Euler approximations for a class of SDEs with perturbed drift
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coefficient functions. Besides Proposition 2.4 and Lemma 2.5, our proof of Proposition 3.2 also
employs a special case of the famous Feynman–Kac formula, which provides a connection be-
tween solutions of SDEs and solutions of deterministic Kolmogorov PDEs. For completeness we
briefly recall in Proposition 3.1 below this special case of the Feynman–Kac formula. Proposi-
tion 3.1 is, e.g., proved as Beck et al. [6, Theorem 1.1] (cf. also, e.g., Hairer et al. [25, Subsection
4.4] and Jentzen et al. [35, Theorem 3.1]).
3.1 On the Feynman–Kac formula for additive noise driven SDEs
Proposition 3.1. Let (Ω,F ,P) be a probability space, let T ∈ (0,∞), d,m ∈ N, B ∈ Rd×m,
ϕ ∈ C(Rd,R), let W : [0, T ]×Ω→ Rm be a standard Brownian motion, let 〈·, ·〉 : Rd×Rd → R
be the standard scalar product on Rd, let µ : Rd → Rd be a locally Lipschitz continuous function,
and assume that
inf
p∈(0,∞)
sup
x∈Rd
[ |ϕ(x)|
(1 + ‖x‖p) +
‖µ(x)‖
(1 + ‖x‖)
]
<∞ (61)
(cf. Definition 2.1). Then
(i) there exist unique stochastic processes Xx : [0, T ] × Ω → Rd, x ∈ Rd, with continuous
sample paths which satisfy for all x ∈ Rd, t ∈ [0, T ] that
Xxt = x+
∫ t
0
µ(Xxs ) ds+BWt, (62)
(ii) there exists a unique viscosity solution u ∈ {v ∈ C([0, T ]×Rd,R) : infp∈(0,∞) sup(t,x)∈[0,T ]×Rd
|v(t,x)|
1+‖x‖p <∞} of
( ∂
∂t
u)(t, x) =
〈
(∇xu)(t, x), µ(x)
〉
+ 1
2
Trace
(
BB∗(Hessxu)(t, x)
)
(63)
with u(0, x) = ϕ(x) for (t, x) ∈ (0, T )× Rd, and
(iii) it holds for all t ∈ [0, T ], x ∈ Rd that E[|ϕ(Xxt )|] <∞ and u(t, x) = E[ϕ(Xxt )].
3.2 Approximation error estimates for Monte Carlo Euler approxi-
mations
Proposition 3.2. Let T, κ ∈ (0,∞), η ∈ [1,∞), p ∈ [2,∞), let Ad = (ad,i,j)(i,j)∈{1,2,...,d}2
∈ Rd×d, d ∈ N, be symmetric positive semidefinite matrices, let νd : B([0, T ] × Rd) → [0,∞),
d ∈ N, be finite measures which satisfy for all d ∈ N that[∫
[0,T ]×Rd
‖x‖2pmax{2κ,3} νd(dt, dx)
]1/p
≤ ηdη, (64)
let fmd ∈ C(Rd,Rmd−m+1), m ∈ {0, 1}, d ∈ N, and Fmd,ε ∈ C(Rd,Rmd−m+1), m ∈ {0, 1}, d ∈ N,
ε ∈ (0, 1], satisfy for all d ∈ N, ε ∈ (0, 1], m ∈ {0, 1}, x, y ∈ Rd that
|f 0d (x)|+ Trace(Ad) ≤ κdκ(1 + ‖x‖κ), ‖f 1d (x)− f 1d (y)‖ ≤ κ‖x− y‖, (65)
‖fmd (x)− Fmd,ε(x)‖ ≤ εκdκ(1 + ‖x‖κ), ‖F 1d,ε(x)‖ ≤ κ(dκ + ‖x‖), (66)
and |F 0d,ε(x)− F 0d,ε(y)| ≤ κdκ(1 + ‖x‖κ + ‖y‖κ)‖x− y‖, (67)
let (Ω,F ,P) be a probability space, letW d,m : [0, T ]×Ω→ Rd, d,m ∈ N, be independent standard
Brownian motions, and let Y N,d,m,x : [0, T ] × Ω → Rd, x ∈ Rd, N, d,m ∈ N, be stochastic
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processes which satisfy for all N, d,m ∈ N, x ∈ Rd, n ∈ {0, 1, . . . , N − 1}, t ∈ [nT
N
, (n+1)T
N
]
that
Y N,d,m,x0 = x and
Y N,d,m,xt = Y
N,d,m,x
nT
N
+
(
tN
T
− n)[ T
N
F 1d,min{(T/N)1/2,1}
(
Y N,d,m,xnT
N
)
+
√
2Ad
(
W d,m(n+1)T
N
−W d,mnT
N
)]
(68)
(cf. Definition 2.1). Then
(i) for every d ∈ N there exists a unique viscosity solution ud ∈ {v ∈ C([0, T ] × Rd,R) :
infq∈(0,∞) sup(t,x)∈[0,T ]×Rd
|v(t,x)|
1+‖x‖q <∞} of
( ∂
∂t
ud)(t, x) = (
∂
∂x
ud)(t, x) f
1
d (x) +
d∑
i,j=1
ad,i,j (
∂2
∂xi∂xj
ud)(t, x) (69)
with ud(0, x) = f
0
d (x) for (t, x) ∈ (0, T )× Rd and
(ii) there exists C ∈ R such that for all d,N,M ∈ N it holds that
(
E
[ ∫
[0,T ]×Rd
∣∣ud(t, x)− 1M [∑Mm=1 F 0d,min{(T/N)1/2 ,1}(Y N,d,m,xt )]∣∣p νd(dt, dx)
])1/p
≤ C
[
dκ(κ+4)+max{η,κ(2κ+1)}
N 1/2
+
dκ+max{η,κ
2}
M 1/2
] [
max
{
1, νd([0, T ]× Rd)
}]1/p
.
(70)
Proof of Proposition 3.2. Throughout this proof let ι ∈ R satisfy that ι = max{κ, 1}, let
C, C1, C2, C ∈ (0,∞) satisfy that
C = eκ
2T2max{0,κ−1}
(
η +
[
κT +max
{
1,
√
2(pι− 1)κ
}
T
1/2
]κ)
, (71)
C1 = ι22ι(κ+ 1)
[
max
{
1,
√
2max{1, 2κ− 1}κ
}]2ι
e[3ι
2+1/2]T (max{T, 1})κ+ι+3/2
· [max{2κ(κ+ 1), 1}][1 + 5η 2κ+ι−1 + 5(4ι)κ+ι 2κ+ι−1], (72)
C2 = 1√2κ
3/2eκ
2T 2ι(max{T, 1})κ+1/2
(
η + 1 +
[
κ +max
{
1,
√
2max{1, 2κ− 1}κ
}]κ)
, (73)
and
C = max{C1 + C2, 8κ(1 + C)
√
p− 1}, (74)
let N,M ∈ N, δ ∈ (0,∞) satisfy that δ = √T/N , let Ad ∈ Rd×d, d ∈ N, satisfy for all d ∈ N
that Ad =
√
2Ad, let ̟d,q ∈ R, d ∈ N, q ∈ (0,∞), satisfy for all q ∈ (0,∞), d ∈ N that
̟d,q = max
{
1,
√
max{1, q − 1}Trace((Ad)∗Ad)
}
, (75)
let Xd,x : [0, T ]×Ω→ Rd, x ∈ Rd, d ∈ N, be stochastic processes with continuous sample paths
which satisfy for all d ∈ N, x ∈ Rd, t ∈ [0, T ] that
Xd,xt = x+
∫ t
0
f 1d (X
d,x
s ) ds+AdW d,1t (76)
(cf. item (i) in Proposition 3.1), let ⌊·⌋ : [0, T ]→ [0, T ] satisfy for all t ∈ [0, T ] that
⌊t⌋ = max({0, δ2, 2δ2, . . .} ∩ [0, t]), (77)
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let ⌈·⌉ : [0, T ]→ [0, T ] satisfy for all t ∈ [0, T ] that
⌈t⌉ = min({0, δ2, 2δ2, . . .} ∩ [t, T ]), (78)
and let Yd,x : [0, T ]× Ω → Rd, x ∈ Rd, d ∈ N, be stochastic processes with continuous sample
paths which satisfy for all d ∈ N, x ∈ Rd, t ∈ [0, T ] that
Yd,xt = x+
∫ t
0
F 1d,min{δ,1}
(Yd,x⌊s⌋) ds+AdW d,1t . (79)
Note that Ho¨lder’s inequality and (64) imply that for all d ∈ N, r ∈ (0, 2max{2κ, 3}) it holds
that [∫
[0,T ]×Rd
‖x‖pr νd(dt, dx)
]1/p
≤
[∫
[0,T ]×Rd
‖x‖2pmax{2κ,3} νd(dt, dx)
]r/(2pmax{2κ,3}) [
νd([0, T ]× Rd)
](1−r/(2 max{2κ,3}))/p
≤ (ηdη)r/(2max{2κ,3}) max{1, [νd([0, T ]× Rd)]1/p}
≤ ηdηmax{1, [νd([0, T ]× Rd)]1/p} .
(80)
Furthermore, observe that (65) and Proposition 3.1 establish item (i). It thus remains to prove
item (ii). For this note that the triangle inequality and Proposition 3.1 ensure that for all d ∈ N
it holds that[ ∫
[0,T ]×Rd
E
[∣∣ud(t, x)− 1M [∑Mm=1 F 0d,min{δ,1}(Y N,d,m,xt )]∣∣p] νd(dt, dx)
]1/p
≤
[ ∫
[0,T ]×Rd
E
[∣∣ud(t, x)− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p] νd(dt, dx)
]1/p
+
[ ∫
[0,T ]×Rd
E
[∣∣E[F 0d,min{δ,1}(Y N,d,1,xt )]− 1M [∑Mm=1 F 0d,min{δ,1}(Y N,d,m,xt )]∣∣p] νd(dt, dx)
]1/p
=
[ ∫
[0,T ]×Rd
∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p νd(dt, dx)
]1/p
+
[ ∫
[0,T ]×Rd
E
[∣∣E[F 0d,min{δ,1}(Y N,d,1,xt )]− 1M [∑Mm=1 F 0d,min{δ,1}(Y N,d,m,xt )]∣∣p] νd(dt, dx)
]1/p
.
(81)
This and, e.g., [22, Corollary 2.5] prove that for all d ∈ N it holds that
[ ∫
[0,T ]×Rd
E
[∣∣ud(t, x)− 1M [∑Mm=1 F 0d,min{δ,1}(Y N,d,m,xt )]∣∣p] νd(dt, dx)
]1/p
≤
[ ∫
[0,T ]×Rd
∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p νd(dt, dx)
]1/p
+
2
√
p− 1
M 1/2
[ ∫
[0,T ]×Rd
E
[∣∣F 0d,min{δ,1}(Y N,d,1,xt )− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p] νd(dt, dx)
]1/p
.
(82)
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Next note that the triangle inequality and Ho¨lder’s inequality imply for all d ∈ N that[ ∫
[0,T ]×Rd
E
[∣∣F 0d,min{δ,1}(Y N,d,1,xt )− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p] νd(dt, dx)
]1/p
≤
[ ∫
[0,T ]×Rd
E
[∣∣F 0d,min{δ,1}(Y N,d,1,xt )∣∣p] νd(dt, dx)
]1/p
+
[ ∫
[0,T ]×Rd
∣∣E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p νd(dt, dx)
]1/p
≤ 2
[ ∫
[0,T ]×Rd
E
[∣∣F 0d,min{δ,1}(Y N,d,1,xt )∣∣p] νd(dt, dx)
]1/p
.
(83)
Combining this and (82) demonstrates for all d ∈ N that[ ∫
[0,T ]×Rd
E
[∣∣ud(t, x)− 1M [∑Mm=1 F 0d,min{δ,1}(Y N,d,m,xt )]∣∣p] νd(dt, dx)
]1/p
≤
[ ∫
[0,T ]×Rd
∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p νd(dt, dx)
]1/p
+
4
√
p− 1
M 1/2
[∫
[0,T ]×Rd
E
[|F 0d,min{δ,1}(Y N,d,1,xt )|p] νd(dt, dx)
]1/p
.
(84)
Next observe that the fact that ∀ a, b, q ∈ [0,∞) : aq+ bq ≤ (a+ b)q+(a+ b)q = 2(a+ b)q proves
that for all d ∈ N, x, y ∈ Rd it holds that
2
∫ 1
0
[
r‖x‖+ (1− r)‖y‖]κ dr ≥ ∫ 1
0
[
rκ‖x‖κ + (1− r)κ‖y‖κ] dr
=
[‖x‖κ + ‖y‖κ] ∫ 1
0
rκ dr =
[‖x‖κ + ‖y‖κ]
κ + 1
.
(85)
This and (67) show that for all d ∈ N, x, y ∈ Rd it holds that
|F 0d,min{δ,1}(x)− F 0d,min{δ,1}(y)| ≤ κdκ(1 + ‖x‖κ + ‖y‖κ)‖x− y‖
≤ κdκ
[
1 + 2(κ+ 1)
∫ 1
0
[
r‖x‖+ (1− r)‖y‖]κ dr] ‖x− y‖
≤ 2κ(κ+ 1)dκ
[
1 +
∫ 1
0
[
r‖x‖+ (1− r)‖y‖]κ dr] ‖x− y‖.
(86)
Proposition 2.4 (applied with d ← d, m ← d, ξ ← x, T ← T , c ← κ, C ← κdκ, ε0 ←
min{δ, 1}κdκ, ε1 ← min{δ, 1}κdκ, ε2 ← 0, ς0 ← κ, ς1 ← κ, ς2 ← 0, L0 ← 2κ(κ + 1)dκ,
L1 ← κ, ℓ ← κ, h ← δ2, p ← 2, q ← 2, B ← Ad, (̟r)r∈(0,∞) ← (̟d,r)r∈(0,∞), ‖·‖ ← ‖·‖,
(Ω,F ,P)← (Ω,F ,P), W ← W d,1, F0 ← F 0d,min{δ,1}, f1 ← f 1d , F2 ← idRd , χ(s)← ⌊s⌋, f0 ← f 0d ,
F1 ← F 1d,min{δ,1}, X ← Xd,x, Y ← Yd,x for d ∈ N, x ∈ Rd, s ∈ [0, T ] in the notation of
Proposition 2.4) hence ensures that for all d ∈ N, x ∈ Rd, t ∈ [0, T ] it holds that∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Yd,xt )]∣∣ ≤ (min{δ, 1}κdκ +min{δ, 1}κdκ + δ2 + δ)
· e[max{κ,1}κ+1−1/2+κmax{κ,κ}+max{κ,1}κ]T (̟d,max{κ,2κ,2κ,2})max{κ,κ+max{1,κ}}
· (max{T, 1})max{κ,κ+max{κ,1}+1/2}max{2κ(κ+ 1)dκ, 1} max{κ, 1} 2max{κ−1,0}
·
[
max{κdκ, 1}+ 5max{κdκ, κ, 1}(‖x‖ + 2max{‖f 1d (0)‖, κdκ, 1})max{κ,κ+max{κ,1}}].
(87)
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Next note that (65) demonstrates that for all d ∈ N, q ∈ (0,∞) it holds that
̟d,q = max
{
1,
√
max{1, q − 1}Trace((Ad)∗Ad)
}
= max
{
1,
√
2max{1, q − 1}Trace(Ad)
}
≤ max
{
1,
√
2max{1, q − 1}κdκ
}
≤ dκ/2 max
{
1,
√
2max{1, q − 1}κ
}
.
(88)
Moreover, observe that (66) implies that for all d ∈ N it holds that
‖f 1d (0)‖ ≤ ‖f 1d (0)− F 1d,min{δ,1}(0)‖+ ‖F 1d,min{δ,1}(0)‖
≤ min{δ, 1}κdκ + κdκ ≤ 2κdκ. (89)
This, (87), (88) and the fact that ι = max{κ, 1} ensure that for all d ∈ N, x ∈ Rd, t ∈ [0, T ] it
holds that ∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Yd,xt )]∣∣
≤ (2δκdκ + δ2 + δ) e[3ι2+1/2]T [dκ/2 max{1,√2max{1, 2κ− 1}κ}]2ι
· (max{T, 1})κ+ι+1/2 max{2κ(κ+ 1)dκ, 1} ι 2ι−1
·
[
max{κdκ, 1}+ 5max{κdκ, 1}(‖x‖ + 2max{2κdκ, 1})κ+ι].
(90)
The triangle inequality hence ensures that for all d ∈ N it holds that
[∫
[0,T ]×Rd
∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Yd,xt )]∣∣p νd(dt, dx)
]1/p
≤ (2δκdκ + δ2 + δ) e[3ι2+1/2]T [dκ/2 max{1,√2max{1, 2κ− 1}κ}]2ι
· (max{T, 1})κ+ι+1/2 max{2κ(κ+ 1)dκ, 1} ι2ι−1
[
max{κdκ, 1}[νd([0, T ]× Rd)]1/p
+ 5max{κdκ, 1}
[∫
[0,T ]×Rd
(‖x‖+ 2max{2κdκ, 1})p(κ+ι) νd(dt, dx)
]1/p ]
.
(91)
Moreover, observe that the fact that ∀ y, z ∈ R, α ∈ [1,∞) : |y+ z|α ≤ 2α−1(|y|α+ |z|α) and the
triangle inequality demonstrate that for all d ∈ N it holds that
[∫
[0,T ]×Rd
(‖x‖+ 2max{2κdκ, 1})p(κ+ι) νd(dt, dx)
]1/p
≤ 2κ+ι−1
[∫
[0,T ]×Rd
[
‖x‖κ+ι + (2max{2κdκ, 1})κ+ι
]p
νd(dt, dx)
]1/p
(92)
≤ 2κ+ι−1
[∫
[0,T ]×Rd
‖x‖p(κ+ι) νd(dt, dx)
]1/p
+ 2κ+ι−1[νd([0, T ]× Rd)]1/p(2max{2κdκ, 1})κ+ι.
This, the fact that κ + ι = max{2κ, κ+ 1} < 2max{2κ, 3}, and (80) ensure that for all d ∈ N
17
it holds that [∫
[0,T ]×Rd
(‖x‖ + 2max{2κdκ, 1})p(κ+ι) νd(dt, dx)
]1/p
≤ 2κ+ι−1ηdηmax{1, [νd([0, T ]× Rd)]1/p}
+ 2κ+ι−1[νd([0, T ]× Rd)]1/p(2max{2κdκ, 1})κ+ι
≤ 2κ+ι−1max{1, [νd([0, T ]× Rd)]1/p} [ηdη + (2max{2κdκ, 1})κ+ι] .
(93)
In addition, note that the fact that δ =
√
T/N proves that for all d ∈ N it holds that
2δκdκ + δ2 + δ ≤ 2δκdκ + δ
√
T + δ
≤ 2δκdκ + 2max{
√
T , 1}δ ≤ 2max{
√
T , 1}(δκdκ + δ).
(94)
Combining this, (91), and (93) shows that for all d ∈ N it holds that
[∫
[0,T ]×Rd
∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Yd,xt )]∣∣p νd(dt, dx)
]1/p
≤ ι2ιmax{
√
T , 1} (δκdκ + δ)
[
d
κ/2 max
{
1,
√
2max{1, 2κ− 1}κ
}]2ι
· e[3ι2+1/2]T (max{T, 1})κ+ι+1/2 max{2κ(κ+ 1)dκ, 1}max{κdκ, 1}
·max{1, [νd([0, T ]× Rd)]1/p}(1 + 5[ηdη + (2max{2κdκ, 1})κ+ι] 2κ+ι−1).
(95)
Hence, we obtain that for all d ∈ N it holds that
[∫
[0,T ]×Rd
∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Yd,xt )]∣∣p νd(dt, dx)
]1/p
≤ ι2ιd3κ+κιδ(κ+ 1)
[
max
{
1,
√
2max{1, 2κ− 1}κ
}]2ι
· e[3ι2+1/2]T (max{T, 1})κ+ι+1max{2κ(κ+ 1), 1}max{κ, 1}
·max{1, [νd([0, T ]× Rd)]1/p}(1 + 5[ηdη + (2max{2κdκ, 1})κ+ι] 2κ+ι−1)
≤ ι22ιd3κ+κι+max{η,κ(κ+ι)}δ(κ+ 1)
[
max
{
1,
√
2max{1, 2κ− 1}κ
}]2ι
· e[3ι2+1/2]T (max{T, 1})κ+ι+1max{2κ(κ+ 1), 1}max{1, [νd([0, T ]× Rd)]1/p}
· [1 + 5η 2κ+ι−1 + 5(4ι)κ+ι 2κ+ι−1].
(96)
The fact that δ =
√
T/N and (72) hence prove that for all d ∈ N it holds that
[∫
[0,T ]×Rd
∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Yd,xt )]∣∣p νd(dt, dx)
]1/p
≤ N−1/2ι22ιd3κ+κι+max{η,κ(κ+ι)}(κ+ 1)
[
max
{
1,
√
2max{1, 2κ− 1}κ
}]2ι
· e[3ι2+1/2]T (max{T, 1})κ+ι+3/2 max{2κ(κ+ 1), 1}
· [1 + 5η 2κ+ι−1 + 5(4ι)κ+ι 2κ+ι−1]max{1, [νd([0, T ]× Rd)]1/p}
= N−1/2 C1 d3κ+κι+max{η,κ(κ+ι)}max
{
1, [νd([0, T ]× Rd)]1/p
}
.
(97)
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Furthermore, observe that (67), the Cauchy-Schwarz inequality, and the triangle inequality
ensure that for all d ∈ N, x ∈ Rd, t ∈ [0, T ] it holds that∣∣E[F 0d,min{δ,1}(Yd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣
≤ E[∣∣F 0d,min{δ,1}(Yd,xt )− F 0d,min{δ,1}(Y N,d,1,xt )∣∣]
≤ κdκE[(1 + ‖Yd,xt ‖κ + ‖Y N,d,1,xt ‖κ)‖Yd,xt − Y N,d,1,xt ‖]
≤ κdκ(E[(1 + ‖Yd,xt ‖κ + ‖Y N,d,1,xt ‖κ)2])1/2(E[‖Yd,xt − Y N,d,1,xt ‖2])1/2
≤ κdκ
[
1 +
(
E
[‖Yd,xt ‖2κ])1/2 + (E[‖Y N,d,1,xt ‖2κ])1/2] (E[‖Yd,xt − Y N,d,1,xt ‖2])1/2.
(98)
Next note that (66) and items (ii)–(iii) in Lemma 2.5 prove that for all d ∈ N, x ∈ Rd, t ∈ [0, T ]
it holds that (
E
[‖Yd,xt − Y N,d,1,xt ‖2])1/2 ≤ 12
√(⌈t⌉ − ⌊t⌋)Trace(AdA∗d)
= 1
2
√
2
(⌈t⌉ − ⌊t⌋)Trace(Ad) ≤ 1√2δ√κdκ.
(99)
Moreover, observe that Ho¨lder’s inequality, (66), and item (iv) in Lemma 2.5 show that for all
q ∈ (0,∞), d,m ∈ N, x ∈ Rd, t ∈ [0, T ] it holds that
max
{(
E
[‖Yd,xt ‖q])1/q, (E[‖Y N,d,m,xt ‖q])1/q}
≤ max
{(
E
[‖Yd,xt ‖max{q,1}])1/max{q,1}, (E[‖Y N,d,m,xt ‖max{q,1}])1/max{q,1}}
≤
[
‖x‖+ κdκT +
√
max{1,max{1, q} − 1}T Trace(AdA∗d)
]
eκT .
(100)
Combining this with (75) ensures that for all q ∈ (0,∞), d,m ∈ N, x ∈ Rd, t ∈ [0, T ] it holds
that
max
{(
E
[‖Yd,xt ‖q])1/q, (E[‖Y N,d,m,xt ‖q])1/q} ≤ [‖x‖+ κdκT +̟d,max{q,1}T 1/2] eκT . (101)
The fact that ∀ y, z ∈ R, α ∈ (0,∞) : |y + z|α ≤ 2max{0,α−1}(|y|α + |z|α), (98), and (99) hence
demonstrate that for all d ∈ N, x ∈ Rd, t ∈ [0, T ] it holds that∣∣E[F 0d,min{δ,1}(Yd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣
≤ κdκ
[
1 + 2
(
‖x‖+ κdκT +̟d,max{2κ,1}T 1/2
)κ
eκ
2T
]
1√
2
δ
√
κdκ
≤ 1√
2
δ
(
κdκ
)3/2
eκ
2T
[
1 + 21+max{0,κ−1}
(
‖x‖κ + [κdκT +̟d,max{2κ,1}T 1/2]κ) ]
≤ 1√
2
δ
(
κdκ
)3/2
eκ
2T2max{1,κ}
[
‖x‖κ +
(
1 +
[
κdκT +̟d,max{2κ,1}T
1/2
]κ) ]
.
(102)
Combining this with the triangle inequality assures that for all d ∈ N it holds that[∫
[0,T ]×Rd
∣∣E[F 0d,min{δ,1}(Yd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p νd(dt, dx)
]1/p
(103)
≤ 1√
2
δ
(
κdκ
)3/2
eκ
2T2ι
[∫
[0,T ]×Rd
[
‖x‖κ +
(
1 +
[
κdκT +̟d,max{2κ,1}T
1/2
]κ) ]p
νd(dt, dx)
]1/p
≤ 1√
2
δ
(
κdκ
)3/2
eκ
2T2ι
[∫
[0,T ]×Rd
‖x‖pκ νd(dt, dx)
]1/p
+ 1√
2
δ
(
κdκ
)3/2
eκ
2T2ι
(
1 +
[
κdκT +̟d,max{2κ,1}T
1/2
]κ)
[νd([0, T ]× Rd)]1/p.
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Next note that (88) ensures for all d ∈ N that
1 +
[
κdκT +̟d,max{2κ,1}T
1/2
]κ
≤ 1 +
[
κdκT + d
κ/2 max
{
1,
√
2max{1, 2κ− 1}κ
}
T
1/2
]κ
≤ 1 + d(κ2)(max{T, 1})κ
[
κ+max
{
1,
√
2max{1, 2κ− 1}κ
}]κ
.
(104)
Hence, we obtain for all d ∈ N that
1 +
[
κdκT +̟d,max{2κ,1}T
1/2
]κ
≤ d(κ2)(max{T, 1})κ
(
1 +
[
κ+max
{
1,
√
2max{1, 2κ− 1}κ
}]κ)
.
(105)
This, (103), (80), and the fact that κ < 2max{2κ, 3} establish that for all d ∈ N it holds that
[∫
[0,T ]×Rd
∣∣E[F 0d,min{δ,1}(Yd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p νd(dt, dx)
]1/p
≤ 1√
2
δ
(
κdκ
)3/2
eκ
2T2ιηdηmax
{
1, [νd([0, T ]× Rd)]1/p
}
+ 1√
2
δ
(
κdκ
)3/2
eκ
2T2ιd(κ
2)(max{T, 1})κ[νd([0, T ]× Rd)]1/p
·
(
1 +
[
κ+max
{
1,
√
2max{1, 2κ− 1}κ
}]κ)
.
(106)
Combining this with (73) and the fact that δ =
√
T/N implies that for all d ∈ N it holds that
[∫
[0,T ]×Rd
∣∣E[F 0d,min{δ,1}(Yd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p νd(dt, dx)
]1/p
≤ δd3κ/2+η 1√
2
κ
3/2eκ
2T2ιηmax
{
1, [νd([0, T ]× Rd)]1/p
}
+ δd
3κ/2+κ2 1√
2
κ
3/2eκ
2T2ι[νd([0, T ]× Rd)]1/p
· (max{T, 1})κ
(
1 +
[
κ+max
{
1,
√
2max{1, 2κ− 1}κ
}]κ)
≤ δd3κ/2+max{η,κ2} 1√
2
κ
3/2eκ
2T2ιmax
{
1, [νd([0, T ]× Rd)]1/p
}
· (max{T, 1})κ
(
η + 1 +
[
κ+max
{
1,
√
2max{1, 2κ− 1}κ
}]κ)
≤ N−1/2d3κ/2+max{η,κ2} 1√
2
κ
3/2eκ
2T2ιmax
{
1, [νd([0, T ]× Rd)]1/p
}
· (max{T, 1})κ+1/2
(
η + 1 +
[
κ+max
{
1,
√
2max{1, 2κ− 1}κ
}]κ)
= N−1/2d3κ/2+max{η,κ
2}C2max
{
1, [νd([0, T ]× Rd)]1/p
}
.
(107)
Next note that the triangle inequality proves that for all d ∈ N it holds that
[∫
[0,T ]×Rd
∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p νd(dt, dx)
]1/p
≤
[∫
[0,T ]×Rd
∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Yd,xt )]∣∣p νd(dt, dx)
]1/p
+
[∫
[0,T ]×Rd
∣∣E[F 0d,min{δ,1}(Yd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p νd(dt, dx)
]1/p
.
(108)
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This, (97), and (107) ensure that for all d ∈ N it holds that[∫
[0,T ]×Rd
∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p νd(dt, dx)
]1/p
≤ N−1/2 C1 d3κ+κι+max{η,κ(κ+ι)}max
{
1, [νd([0, T ]× Rd)]1/p
}
+N−1/2d3κ/2+max{η,κ
2}C2max
{
1, [νd([0, T ]× Rd)]1/p
}
.
(109)
The fact that ι ≤ κ + 1, the fact that 3κ/2+max{η, κ2} ≤ κ(κ + 4) + max{η, κ(2κ + 1)}, and
(74) hence demonstrate that for all d ∈ N it holds that[∫
[0,T ]×Rd
∣∣E[f 0d (Xd,xt )]− E[F 0d,min{δ,1}(Y N,d,1,xt )]∣∣p νd(dt, dx)
]1/p
≤ N−1/2dκ(κ+4)+max{η,κ(2κ+1)} [C1 + C2] max
{
1, [νd([0, T ]× Rd)]1/p
}
≤ N−1/2dκ(κ+4)+max{η,κ(2κ+1)}Cmax{1, [νd([0, T ]× Rd)]1/p}.
(110)
Next observe that (65) and (66) prove for all d ∈ N, x ∈ Rd that
|F 0d,min{δ,1}(x)| ≤ |F 0d,min{δ,1}(x)− f 0d (x)|+ |f 0d (x)|
≤ min{δ, 1}κdκ(1 + ‖x‖κ) + κdκ(1 + ‖x‖κ) ≤ 2κdκ(1 + ‖x‖κ). (111)
Moreover, note that (101) and the fact that ∀ y, z ∈ R, α ∈ (0,∞) : |y+ z|α ≤ 2max{0,α−1}(|y|α+
|z|α) imply that for all d ∈ N it holds that[∫
[0,T ]×Rd
E
[‖Y N,d,1,xt ‖pκ] νd(dt, dx)
]1/p
≤ eκ2T
[∫
[0,T ]×Rd
[‖x‖+ κdκT +̟d,max{pκ,1}T 1/2]pκ νd(dt, dx)
]1/p
≤ eκ2T2max{0,κ−1}
[∫
[0,T ]×Rd
[‖x‖κ + (κdκT +̟d,max{pκ,1}T 1/2)κ]p νd(dt, dx)
]1/p
.
(112)
Combining this with the triangle inequality ensures that for all d ∈ N it holds that[∫
[0,T ]×Rd
E
[‖Y N,d,1,xt ‖pκ] νd(dt, dx)
]1/p
≤ eκ2T2max{0,κ−1}
[∫
[0,T ]×Rd
‖x‖pκ νd(dt, dx)
]1/p
+ eκ
2T2max{0,κ−1}(κdκT +̟d,max{pκ,1}T
1/2)κ[νd([0, T ]× Rd)]1/p.
(113)
This, (80), and the fact that κ < 2max{2κ, 3} demonstrate that for all d ∈ N it holds that[∫
[0,T ]×Rd
E
[‖Y N,d,1,xt ‖pκ] νd(dt, dx)
]1/p
≤ eκ2T2max{0,κ−1} (ηdη + (κdκT +̟d,max{pκ,1}T 1/2)κ)max{1, [νd([0, T ]× Rd)]1/p} .
(114)
In addition, observe that (88) and the fact that max{pκ, 1} ≤ pι prove that for all d ∈ N it
holds that
̟d,max{pκ,1} ≤ dκ/2 max
{
1,
√
2max{1,max{pκ, 1} − 1}κ
}
≤ dκ/2 max
{
1,
√
2max{1, pι− 1}κ
}
= d
κ/2 max
{
1,
√
2(pι− 1)κ
}
.
(115)
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This and (114) ensure that for all d ∈ N it holds that[∫
[0,T ]×Rd
E
[‖Y N,d,1,xt ‖pκ] νd(dt, dx)
]1/p
≤ eκ2T2max{0,κ−1}
(
ηdη +
[
κdκT + d
κ/2 max
{
1,
√
2(pι− 1)κ
}
T
1/2
]κ)
·max{1, [νd([0, T ]× Rd)]1/p}
≤ eκ2T2max{0,κ−1}dmax{η,κ2}
(
η +
[
κT +max
{
1,
√
2(pι− 1)κ
}
T
1/2
]κ)
·max{1, [νd([0, T ]× Rd)]1/p}
= Cdmax{η,κ
2}max
{
1, [νd([0, T ]× Rd)]1/p
}
.
(116)
This, the triangle inequality, and (111) assure that for all d ∈ N it holds that[∫
[0,T ]×Rd
E
[|F 0d,min{δ,1}(Y N,d,1,xt )|p] νd(dt, dx)
]1/p
≤ 2κdκ
(
[νd([0, T ]× Rd)]1/p + Cdmax{η,κ2}max
{
1, [νd([0, T ]× Rd)]1/p
})
≤ 2κdκ+max{η,κ2}(1 + C)max{1, [νd([0, T ]× Rd)]1/p} .
(117)
Combining this, Fubini’s theorem, (110), (74), and (84) proves that for all d ∈ N it holds that(
E
[ ∫
[0,T ]×Rd
∣∣ud(t, x)− 1M [∑Mm=1 F 0d,min{δ,1}(Y N,d,m,xt )]∣∣p νd(dt, dx)
])1/p
= N−1/2Cdκ(κ+4)+max{η,κ(2κ+1)}max{1, [νd([0, T ]× Rd)]1/p}
+
4
√
p− 1
M 1/2
2κdκ+max{η,κ
2}(1 + C)max
{
1, [νd([0, T ]× Rd)]1/p
}
≤ C
[
dκ(κ+4)+max{η,κ(2κ+1)}
N 1/2
+
dκ+max{η,κ
2}
M 1/2
] [
max
{
1, νd([0, T ]× Rd)
}]1/p
.
(118)
This establishes item (ii). This completes the proof of Proposition 3.2.
4 Deep neural network (DNN) approximations for PDEs
In this section we establish in Theorem 4.13 in Subsection 4.6 below the main result of this
article. Theorem 4.13, in particular, proves that for every T ∈ (0,∞), a ∈ R, b ∈ (a,∞) it
holds that solutions of certain Kolmogorov PDEs can be approximated by DNNs on the space-
time region [0, T ] × [a, b]d without the curse of dimensionality. In our proof of Theorem 4.13
we employ the auxiliary intermediate result in Proposition 4.12 in Subsection 4.5 below. Our
proof of Proposition 4.12, in turn, uses the error estimates for Monte Carlo Euler approximations
which we have presented in Proposition 3.2 in Section 3 above as well as the DNN approximation
result for Monte Carlo Euler approximations in Corollary 4.11 in Subsection 4.4 below. Our
proof of Corollary 4.11 employs the auxiliary results in Proposition 4.9 and Lemma 4.10 in
Subsection 4.4 below. Our proof of Proposition 4.9, in turn, uses the DNN approximation
result for Monte Carlo Euler approximations in Proposition 4.8 in Subsection 4.4 below. Our
proof of Proposition 4.8 is based on an application of [23, Proposition 3.10] and is very similar
to the proof of [23, Theorem 3.12]. Our proof of Theorem 4.13 in Subsection 4.6 below also
employs several well-known concepts and results from an appropriate calculus for DNNs from
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the scientific literature which we briefly recall in Subsections 4.1–4.3 below. In particular,
Definition 4.1 is, e.g., [23, Definition 2.1], Definition 4.2 is, e.g., [23, Definition 2.2], Definition 4.3
is, e.g., [23, Definition 2.3], Definition 4.5 is, e.g., [23, Definition 2.5], Lemma 4.6 is, e.g., [23,
Lemma 2.8]), and Definition 4.7 is, e.g., [23, Definition 2.15].
4.1 DNNs
Definition 4.1 (DNNs). We denote by N the set given by
N = ∪L∈N ∪(l0,l1,...,lL)∈NL+1
(×Lk=1(Rlk×lk−1 × Rlk)) (119)
and we denote by P,L, I,O : N→ N and D : N→ ∪∞L=2NL the functions which satisfy for all
L ∈ N, l0, l1, . . . , lL ∈ N, Φ ∈ (×Lk=1(Rlk×lk−1 ×Rlk)) that P(Φ) =
∑L
k=1 lk(lk−1+ 1), L(Φ) = L,
I(Φ) = l0, O(Φ) = lL, and D(Φ) = (l0, l1, . . . , lL).
4.2 Realizations of DNNs
Definition 4.2 (Multidimensional versions). Let d ∈ N and let ψ : R→ R be a function. Then
we denote by Mψ,d : R
d → Rd the function which satisfies for all x = (x1, x2, . . . , xd) ∈ Rd that
Mψ,d(x) = (ψ(x1), ψ(x2), . . . , ψ(xd)) . (120)
Definition 4.3 (Realizations associated to DNNs). Let a ∈ C(R,R). Then we denote by
Ra : N → (∪k,l∈NC(Rk,Rl)) the function which satisfies for all L ∈ N, l0, l1, . . . , lL ∈ N,
Φ = ((W1, B1), (W2, B2), . . . , (WL, BL)) ∈ (×Lk=1(Rlk×lk−1×Rlk)), x0 ∈ Rl0 , x1 ∈ Rl1 , . . . , xL−1 ∈
R
lL−1 with ∀ k ∈ N ∩ (0, L) : xk = Ma,lk(Wkxk−1 +Bk) that
Ra(Φ) ∈ C(Rl0,RlL) and (Ra(Φ))(x0) = WLxL−1 +BL (121)
(cf. Definitions 4.1 and 4.2).
Definition 4.4 (Rectifier function). We denote by r : R → R the function which satisfies for
all x ∈ R that r(x) = max{x, 0}.
4.3 Compositions of DNNs
Definition 4.5 (Standard compositions of DNNs). We denote by (·) • (·) : {(Φ1,Φ2) ∈ N ×
N : I(Φ1) = O(Φ2)} → N the function which satisfies for all L,L ∈ N, l0, l1, . . . , lL, l0, l1, . . . , lL ∈
N, Φ1 = ((W1, B1), (W2, B2), . . . , (WL, BL)) ∈ (×Lk=1(Rlk×lk−1×Rlk)), Φ2 = ((W1,B1), , (W2,B2),
. . . , (WL,BL)) ∈ (×Lk=1(Rlk×lk−1 × Rlk)) with l0 = I(Φ1) = O(Φ2) = lL that
Φ1 • Φ2 =

(
(W1,B1), (W2,B2), . . . , (WL−1,BL−1), (W1WL,W1BL +B1),
(W2, B2), (W3, B3), . . . , (WL, BL)
) : L > 1 < L
(
(W1W1,W1B1 +B1), (W2, B2), (W3, B3), . . . , (WL, BL)
)
: L > 1 = L(
(W1,B1), (W2,B2), . . . , (WL−1,BL−1), (W1WL,W1BL +B1)
)
: L = 1 < L
(W1W1,W1B1 +B1) : L = 1 = L
(122)
(cf. Definition 4.1).
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Lemma 4.6. Let Φ1,Φ2,Φ3 ∈ N satisfy that I(Φ1) = O(Φ2) and I(Φ2) = O(Φ3) (cf. Defini-
tion 4.1). Then
(Φ1 • Φ2) • Φ3 = Φ1 • (Φ2 • Φ3) (123)
(cf. Definition 4.5).
Definition 4.7 (Compositions of DNNs involving artificial identities). Let Ψ ∈ N. Then we
denote by
(·)⊙Ψ (·) : {(Φ1,Φ2) ∈ N×N : I(Φ1) = O(Ψ) and O(Φ2) = I(Ψ)} → N (124)
the function which satisfies for all Φ1,Φ2 ∈ N with I(Φ1) = O(Ψ) and O(Φ2) = I(Ψ) that
Φ1 ⊙Ψ Φ2 = Φ1 • (Ψ • Φ2) = (Φ1 •Ψ) • Φ2 (125)
(cf. Definitions 4.1 and 4.5 and Lemma 4.6).
4.4 DNN approximations for Monte Carlo Euler approximations
Proposition 4.8. Let N, d ∈ N, c, C ∈ [0,∞), T,D ∈ (0,∞), q ∈ (2,∞), ε ∈ (0, 1],
(τn)n∈{0,1,...,N} ⊆ R satisfy for all n ∈ {0, 1, . . . , N} that τn = nTN and
D =
[
720q
(q−2)
]
[log2(ε
−1) + q + 1]− 504, (126)
let Φ ∈ N satisfy for all x ∈ Rd that I(Φ) = O(Φ) = d and ‖(Rr(Φ))(x)‖ ≤ C + c‖x‖, let
Y = (Y x,yt )(t,x,y)∈[0,T ]×Rd×(Rd)N : [0, T ]× Rd × (Rd)N → Rd satisfy for all n ∈ {0, 1, . . . , N − 1},
t ∈ [τn, τn+1], x ∈ Rd, y = (y1, y2, . . . , yN) ∈ (Rd)N that Y x,y0 = x and
Y x,yt = Y
x,y
τn +
(
tN
T
− n)[ T
N
(Rr(Φ))(Y x,yτn ) + yn+1
]
, (127)
and let gn : R
d × (Rd)N → [0,∞), n ∈ {0, 1, . . . , N}, satisfy for all n ∈ {0, 1, . . . , N}, x ∈ Rd,
y = (y1, y2, . . . , yN) ∈ (Rd)N that
gn(x, y) =
[
‖x‖+ Cτn + max
m∈{0,1,...,n}
∥∥∑m
k=1 yk
∥∥] exp(cτn) (128)
(cf. Definitions 2.1, 4.1, 4.3, and 4.4). Then there exist Ψy ∈ N, y ∈ (Rd)N , such that
(i) it holds for all y ∈ (Rd)N that Rr(Ψy) ∈ C(Rd+1,Rd),
(ii) it holds for all n ∈ {0, 1, . . . , N − 1}, t ∈ [τn, τn+1], x ∈ Rd, y ∈ (Rd)N that
‖Y x,yt − (Rr(Ψy))(t, x)‖ ≤ ε
[
2
√
d+ (gn(x, y))
q + (gn+1(x, y))
q
]
, (129)
(iii) it holds for all n ∈ {0, 1, . . . , N − 1}, t ∈ [τn, τn+1], x ∈ Rd, y ∈ (Rd)N that
‖(Rr(Ψy))(t, x)‖ ≤ 6
√
d+ 2
[
(gn(x, y))
2 + (gn+1(x, y))
2
]
, (130)
(iv) it holds for all y ∈ (Rd)N that
P(Ψy) ≤ 92 N6d16
[
2(L(Φ)− 1) +D+ (24 + 6L(Φ) + [4 + P(Φ)]2)2]2, (131)
(v) it holds for all t ∈ [0, T ], x ∈ Rd that [(Rd)N ∋ y 7→ (Rr(Ψy))(t, x) ∈ Rd] ∈ C((Rd)N ,Rd),
and
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(vi) it holds for all n ∈ {0, 1, . . . , N}, t ∈ [0, τn], x ∈ Rd, y = (y1, y2, . . . , yN), z = (z1, z2,
. . . , zN) ∈ (Rd)N with ∀ k ∈ N ∩ [0, n] : yk = zk that
(Rr(Ψy))(t, x) = (Rr(Ψz))(t, x). (132)
Proof of Proposition 4.8. Throughout this proof let Ψy ∈ N, y ∈ (Rd)N , satisfy that
(I) it holds for all y ∈ (Rd)N that Rr(Ψy) ∈ C(Rd+1,Rd),
(II) it holds for all n ∈ {0, 1, . . . , N − 1}, t ∈ [τn, τn+1], x ∈ Rd, y ∈ (Rd)N that
‖Y x,yt − (Rr(Ψy))(t, x)‖ ≤ ε
(
2
√
d+ ‖Y x,yτn ‖q + ‖Y x,yτn+1‖q
)
, (133)
(III) it holds for all n ∈ {0, 1, . . . , N − 1}, t ∈ [τn, τn+1], x ∈ Rd, y ∈ (Rd)N that
‖(Rr(Ψy))(t, x)‖ ≤ 6
√
d+ 2
(‖Y x,yτn ‖2 + ‖Y x,yτn+1‖2), (134)
(IV) it holds for all y ∈ (Rd)N that
P(Ψy) (135)
≤ 1
2
[
6d2N2(L(Φ)− 1) + 3N[d2D+ (23 + 6N(L(Φ)− 1) + 7d2 +N [4d2 + P(Φ)]2)2]]2,
(V) it holds for all t ∈ [0, T ], x ∈ Rd that [(Rd)N ∋ y 7→ (Rr(Ψy))(t, x) ∈ Rd] ∈ C((Rd)N ,Rd),
and
(VI) it holds for all n ∈ {0, 1, . . . , N}, t ∈ [0, τn], x ∈ Rd, y = (y1, y2, . . . , yN), z = (z1, z2,
. . . , zN ) ∈ (Rd)N with ∀ k ∈ N ∩ [0, n] : yk = zk that
(Rr(Ψy))(t, x) = (Rr(Ψz))(t, x) (136)
(cf. Grohs et al. [23, Proposition 3.10] (applied with N ← N , d ← d, a ← r, T ← T , t0 ← τ0,
t1 ← τ1, . . . , tN ← τN , D ← D, ε ← ε, q ← q, Y ← Y in the notation of Grohs et
al. [23, Proposition 3.10])). Note that (IV) ensures that for all y ∈ (Rd)N it holds that
P(Ψy)
≤ 1
2
[
6d2N2(L(Φ)− 1) + 3N[d2D+ (23 + 6N(L(Φ)− 1) + 7d2 +Nd4[4 + P(Φ)]2)2]]2
≤ 1
2
[
6d2N2(L(Φ)− 1) + 3N[d2D+N2d8(23 + 6(L(Φ)− 1) + 7 + [4 + P(Φ)]2)2]]2
= 1
2
[
6d2N2(L(Φ)− 1) + 3N[d2D+N2d8(24 + 6L(Φ) + [4 + P(Φ)]2)2]]2.
(137)
Hence, we obtain that for all y ∈ (Rd)N it holds that
P(Ψy) ≤ 12
[
6d2N2(L(Φ)− 1) + 3N3d8[D+ (24 + 6L(Φ) + [4 + P(Φ)]2)2]]2
≤ 9
2
N6d16
[
2(L(Φ)− 1) +D+ (24 + 6L(Φ) + [4 + P(Φ)]2)2]2. (138)
In addition, observe that, e.g., Grohs et al. [23, Lemma 3.11] (applied with N ← N , d ← d,
c ← c, C ← C, A1 ← TN idRd , A2 ← TN idRd, . . . , AN ← TN idRd, µ ← Rr(Φ), Y0 ←
(Y x,yτ0 )(x,y)∈Rd×(Rd)N , Y1 ← (Y x,yτ1 )(x,y)∈Rd×(Rd)N , . . . , YN ← (Y x,yτN )(x,y)∈Rd×(Rd)N in the notation
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of Grohs et al. [23, Lemma 3.11]) and the hypothesis that ∀n ∈ {0, 1, . . . , N} : τn = nTN demon-
strate that for all n ∈ {0, 1, . . . , N}, x ∈ Rd, y = (y1, y2, . . . , yN) ∈ (Rd)N it holds that
‖Y x,yτn ‖ ≤
[
‖x‖+ CnT
N
+ max
m∈{0,1,...,n}
∥∥∑m
k=1 yk
∥∥] exp( cnT
N
)
=
[
‖x‖+ Cτn + max
m∈{0,1,...,n}
∥∥∑m
k=1 yk
∥∥] exp(cτn) = gn(x, y).
(139)
Combining this with (II) and (III) ensures that for all n ∈ {0, 1, . . . , N − 1}, t ∈ [τn, τn+1],
x ∈ Rd, y ∈ (Rd)N it holds that
‖Y x,yt − (Rr(Ψy))(t, x)‖ ≤ ε
[
2
√
d+ ‖Y x,yτn ‖q + ‖Y x,yτn+1‖q
]
≤ ε[2√d+ (gn(x, y))q + (gn+1(x, y))q] (140)
and
‖(Rr(Ψy))(t, x)‖ ≤ 6
√
d+ 2
(‖Y x,yτn ‖2 + ‖Y x,yτn+1‖2)
≤ 6
√
d+ 2
[
(gn(x, y))
2 + (gn+1(x, y))
2
]
.
(141)
This, (I), (V), (VI), and (138) establish items (i)–(vi). The proof of Proposition 4.8 is thus
completed.
Proposition 4.9. Let M,N, d, d ∈ N, α, c, C,C ∈ [0,∞), T,D ∈ (0,∞), q ∈ (2,∞), ε ∈ (0, 1],
f1, f0 ∈ N satisfy that I(f1) = O(f1) = I(f0) = d, O(f0) = d, and
D =
[
720q
q−2
]
[log2(ε
−1) + q + 1]− 504, (142)
assume for all x, y ∈ Rd that ‖(Rr(f1))(x)‖ ≤ C + c‖x‖ and
‖(Rr(f0))(x)− (Rr(f0))(y)‖ ≤ C(1 + ‖x‖α + ‖y‖α)‖x− y‖, (143)
let (Ω,F ,P) be a probability space, let Wm = (Wmn )n∈{0,1,...,N} : {0, 1, . . . , N} × Ω → Rd, m ∈
{1, 2, . . . ,M}, be stochastic processes which satisfy for all m ∈ {1, 2, . . . ,M} that Wm0 = 0,
let Y m = (Y m,xt (ω))(t,x,ω)∈[0,T ]×Rd×Ω : [0, T ] × Rd × Ω → Rd, m ∈ {1, 2, . . . ,M}, satisfy for all
m ∈ {1, 2, . . . ,M}, x ∈ Rd, n ∈ {0, 1, . . . , N − 1}, t ∈ [nT
N
, (n+1)T
N
]
that Y m,x0 = x and
Y m,xt = Y
m,x
nT
N
+
(
tN
T − n
) [
T
N (Rr(f1))(Y m,xnT
N
) +Wmn+1 −Wmn
]
, (144)
and let hm,r : R
d×Ω→ [0,∞), m ∈ {1, 2, . . . ,M}, r ∈ (0,∞), satisfy for all m ∈ {1, 2, . . . ,M},
r ∈ (0,∞), x ∈ Rd that
hm,r(x) = 1 +
[
‖x‖+ CT + max
n∈{0,1,...,N}
‖Wmn ‖
]r
exp(rcT ) (145)
(cf. Definitions 2.1, 4.1, 4.3, and 4.4). Then there exists (Ψω)ω∈Ω ⊆ N such that
(i) it holds for all ω ∈ Ω that Rr(Ψω) ∈ C(Rd+1,Rd),
(ii) it holds for all t ∈ [0, T ], x ∈ Rd, ω ∈ Ω that∥∥∥∥(Rr(Ψω))(t, x)− 1M
[
M∑
m=1
(Rr(f0))(Y m,xt (ω))
]∥∥∥∥
≤ 2εC
√
d
M
[
M∑
m=1
[
1 + 2dα/26α|hm,2(x, ω)|α
]
hm,q(x, ω)
]
,
(146)
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(iii) it holds for all ω ∈ Ω that
P(Ψω) ≤ 2M2P(f0) + 9M2N6d16
[
2L(f1) +D+ (24 + 6L(f1) + [4 + P(f1)]2)2]2, (147)
and
(iv) it holds for all t ∈ [0, T ], x ∈ Rd that Ω ∋ ω 7→ (Rr(Ψω))(t, x) ∈ Rd is measurable.
Proof of Proposition 4.9. Throughout this proof let τ0, τ1, . . . , τN ∈ R satisfy for all n ∈ {0, 1,
. . . , N} that τn = nTN , let gm : Rd × Ω → [0,∞), m ∈ {1, 2, . . . ,M}, satisfy for all m ∈
{1, 2, . . . ,M}, x ∈ Rd that
gm(x) =
[
‖x‖ + CT + max
n∈{0,1,...,N}
∥∥∑n
l=1
(
Wml −Wml−1
)∥∥] exp(cT ), (148)
let (Ψω,m)ω∈Ω,m∈{1,2,...,M} ⊆ N satisfy that
(I) it holds for all m ∈ {1, 2, . . . ,M}, ω ∈ Ω that Rr(Ψω,m) ∈ C(Rd+1,Rd),
(II) it holds for all m ∈ {1, 2, . . . ,M}, t ∈ [0, T ], x ∈ Rd, ω ∈ Ω that
‖Y m,xt (ω)− (Rr(Ψω,m))(t, x)‖ ≤ 2ε
√
d
[
1 + (gm(x, ω))
q
]
, (149)
(III) it holds for all m ∈ {1, 2, . . . ,M}, t ∈ [0, T ], x ∈ Rd, ω ∈ Ω that
‖(Rr(Ψω,m))(t, x)‖ ≤ 6
√
d
[
1 + (gm(x, ω))
2
]
, (150)
(IV) it holds for all m ∈ {1, 2, . . . ,M}, ω ∈ Ω that
P(Ψω,m) ≤ 92 N6d16
[
2L(f1) +D+ (24 + 6L(f1) + [4 + P(f1)]2)2]2, (151)
and
(V) it holds for all m ∈ {1, 2, . . . ,M}, t ∈ [0, T ], x ∈ Rd that Ω ∋ ω 7→ (Rr(Ψω,m))(t, x) ∈ Rd
is measurable
(cf. Proposition 4.8 (applied with N ← N , d ← d, c ← c, C ← C, T ← T , D ← D, q ← q,
ε ← ε, τ0 ← τ0, τ1 ← τ1, . . . , τN ← τN , Φ ← f1 in the notation of Proposition 4.8)), let
I ∈ N satisfy for all x ∈ Rd that Rr(I) ∈ C(Rd,Rd), D(I) = (d, 2d, d), and (Rr(I))(x) = x
(cf. [35, Lemma 5.4]), let (ψω,m)ω∈Ω,m∈{1,2,...,M} ⊆ N satisfy for all m ∈ {1, 2, . . . ,M}, ω ∈ Ω
that ψω,m = f
0 ⊙I Ψω,m (cf. Definition 4.7), and let (Φω)ω∈Ω ⊆ N satisfy that
(A) it holds for all ω ∈ Ω that Rr(Φω) ∈ C(RI(ψω,1),RO(ψω,1)),
(B) it holds for all ω ∈ Ω that P(Φω) ≤M2P(ψω,1), and
(C) it holds for all t ∈ R, x ∈ Rd, ω ∈ Ω that
(Rr(Φω))(t, x) = 1
M
M∑
m=1
(Rr(ψω,m))(t, x) (152)
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(cf. Grohs et al. [23, Proposition 2.25]). Note that (B), (IV), Grohs et al. [23, item (iii) in
Proposition 2.16], and the fact that D(I) = (d, 2d, d) demonstrate that for all ω ∈ Ω it holds
that
P(Φω) ≤M2P(ψω,1) ≤ 2M2[P(f0) + P(Ψω,1)]
≤ 2M2P(f0) + 9M2N6d16[2L(f1) +D+ (24 + 6L(f1) + [4 + P(f1)]2)2]2. (153)
Moreover, observe that (A), (C), and Grohs et al. [23, item (iv) in Proposition 2.16] imply that
for all t ∈ R, x ∈ Rd, ω ∈ Ω it holds that Rr(Φω) ∈ C(Rd+1,Rd) and
(Rr(Φω))(t, x) = 1
M
M∑
m=1
(Rr(f0))((Rr(Ψω,m))(t, x)). (154)
Next note that the fact that ∀m ∈ {1, 2, . . . ,M} : Wm0 = 0 ensures that for all n ∈ {1, 2, . . . , N},
m ∈ {1, 2, . . . ,M} it holds that
n∑
l=1
(
Wml −Wml−1
)
= Wmn −Wm0 =Wmn . (155)
Combining this with (148) proves that for all m ∈ {1, 2, . . . ,M}, x ∈ Rd it holds that
gm(x) =
[
‖x‖+ CT + max
n∈{0,1,...,N}
‖Wmn ‖
]
exp(cT ). (156)
In addition, observe that (144) and the fact that ∀n ∈ {0, 1, . . . , N} : τn = nTN assure that for
all m ∈ {1, 2, . . . ,M}, n ∈ {0, 1, . . . , N − 1}, x ∈ Rd it holds that
Y m,xτn+1 = Y
m,x
τn +
T
N
(Rr(f1))(Y m,xτn ) +Wmn+1 −Wmn . (157)
Induction and (155) hence show that for all m ∈ {1, 2, . . . ,M}, n ∈ {0, 1, . . . , N − 1}, x ∈ Rd
it holds that
Y m,xτn+1 = Y
m,x
τ0 +
T
N
[
n∑
l=0
(Rr(f1))(Y m,xτl )
]
+
[
n∑
l=0
(Wml+1 −Wml )
]
= x+ T
N
[
n∑
l=0
(Rr(f1))(Y m,xτl )
]
+Wmn+1.
(158)
This and the assumption that ∀ x ∈ Rd : ‖(Rr(f1))(x)‖ ≤ C + c‖x‖ establish that for all
m ∈ {1, 2, . . . ,M}, n ∈ {0, 1, . . . , N}, x ∈ Rd it holds that
‖Y m,xτn ‖ ≤ ‖x‖ + TN
[
n−1∑
l=0
‖(Rr(f1))(Y m,xτl )‖
]
+ ‖Wmn ‖
≤ ‖x‖ + T
N
[
n−1∑
l=0
(C + c‖Y m,xτl ‖)
]
+ ‖Wmn ‖
≤ ‖x‖ + CT +
[
max
k∈{0,1,...,N}
‖Wmk ‖
]
+ cT
N
[
n−1∑
l=0
‖Y m,xτl ‖
]
.
(159)
The time-discrete Gronwall inequality, e.g., in Hutzenthaler et al. [33, Lemma 2.1] (applied
with N ← N , α← (‖x‖+CT +maxk∈{0,1,...,N} ‖Wmk (ω)‖), β0 ← cTN , β1 ← cTN , . . . , βN−1 ← cTN ,
ǫ0 ← ‖x‖, ǫ1 ← ‖Y m,xτ1 (ω)‖, . . . , ǫN ← ‖Y m,xτN (ω)‖ for m ∈ {1, 2, . . . ,M}, x ∈ Rd, ω ∈ Ω in
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the notation of Hutzenthaler et al. [33, Lemma 2.1]) and (156) hence demonstrate that for all
m ∈ {1, 2, . . . ,M}, n ∈ {0, 1, . . . , N}, x ∈ Rd it holds that
‖Y m,xτn ‖ ≤
[
‖x‖+ CT + max
k∈{0,1,...,N}
‖Wmk ‖
]
exp(cT ) = gm(x). (160)
In addition, note that (144) and the fact that ∀n ∈ {0, 1, . . . , N − 1}, t ∈ [τn, τn+1] : t−τnτn+1−τn =
tN
T
− n ensure that for all m ∈ {1, 2, . . . ,M}, n ∈ {0, 1, . . . , N − 1}, t ∈ [τn, τn+1], x ∈ Rd it
holds that
Y m,xτn+1
[
t−τn
τn+1−τn
]
+ Y m,xτn
[
1− t−τn
τn+1−τn
]
=
(
Y m,xτn +
[ τn+1N
T
− n][ T
N
(Rr(f1))(Y m,xτn ) +Wmn+1 −Wmn
])
t−τn
τn+1−τn + Y
m,x
τn
[
1− t−τn
τn+1−τn
]
=
(
Y m,xτn +
[
T
N
(Rr(f1))(Y m,xτn ) +Wmn+1 −Wmn
])
t−τn
τn+1−τn + Y
m,x
τn
[
1− t−τn
τn+1−τn
]
= Y m,xτn +
[
T
N
(Rr(f1))(Y m,xτn ) +Wmn+1 −Wmn
]
t−τn
τn+1−τn
= Y m,xt . (161)
Combining this with (160) implies that for all m ∈ {1, 2, . . . ,M}, n ∈ {0, 1, . . . , N − 1},
t ∈ [τn, τn+1], x ∈ Rd it holds that
‖Y m,xt ‖ ≤ ‖Y m,xτn ‖
[
1− t−τn
τn+1−τn
]
+ ‖Y m,xτn+1‖
[
t−τn
τn+1−τn
]
≤ max{‖Y m,xτn ‖, ‖Y m,xτn+1‖} ≤ gm(x) ≤ 1 + |gm(x)|2. (162)
This, (143), (II), and (III) ensure that for all m ∈ {1, 2, . . . ,M}, t ∈ [0, T ], x ∈ Rd, ω ∈ Ω it
holds that∥∥(Rr(f0))((Rr(Ψω,m))(t, x))− (Rr(f0))(Y m,xt (ω))∥∥
≤ C(1 + ‖(Rr(Ψω,m))(t, x)‖α + ‖Y m,xt (ω)‖α)‖(Rr(Ψω,m))(t, x)− Y m,xt (ω)‖
≤ C [1 + 6αdα/2(1 + |gm(x, ω)|2)α + (1 + |gm(x, ω)|2)α] 2ε√d (1 + |gm(x, ω)|q).
(163)
Combining this, (145), and (156) demonstrates that for all m ∈ {1, 2, . . . ,M}, t ∈ [0, T ],
x ∈ Rd, ω ∈ Ω it holds that∥∥(Rr(f0))((Rr(Ψω,m))(t, x))− (Rr(f0))(Y m,xt (ω))∥∥
≤ 2εC
√
d
[
1 + 2d
α/26α(1 + |gm(x, ω)|2)α
]
(1 + |gm(x, ω)|q)
= 2εC
√
d
[
1 + 2d
α/26α|hm,2(x, ω)|α
]
hm,q(x, ω).
(164)
This and (154) show that for all t ∈ [0, T ], x ∈ Rd, ω ∈ Ω it holds that∥∥∥∥(Rr(Φω))(t, x)− 1M
[
M∑
m=1
(Rr(f0))(Y m,xt (ω))
]∥∥∥∥
=
∥∥∥∥ 1M
[
M∑
m=1
(Rr(f0))((Rr(Ψω,m))(t, x))
]
− 1
M
[
M∑
m=1
(Rr(f0))(Y m,xt (ω))
]∥∥∥∥
≤ 1
M
[
M∑
m=1
‖(Rr(f0))((Rr(Ψω,m))(t, x))− (Rr(f0))(Y m,xt (ω))‖
]
≤ 2εC
√
d
M
[
M∑
m=1
[
1 + 2dα/26α|hm,2(x, ω)|α
]
hm,q(x, ω)
]
.
(165)
Moreover, observe that (V), the fact that Rr(f0) is continuous, and (154) ensure that for all
t ∈ [0, T ], x ∈ Rd it holds that Ω ∋ ω 7→ (Rr(Φω))(t, x) ∈ Rd is measurable. Combining this
with (153), (165), and the fact that ∀ω ∈ Ω: Rr(Φω) ∈ C(Rd+1,Rd) establishes items (i)–(iv).
This completes the proof of Proposition 4.9.
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Lemma 4.10. Let N, d ∈ N, T ∈ (0,∞), α, c, C, C ∈ [0,∞), p ∈ (1,∞), let ν : B([0, T ]×Rd)→
[0,∞) be a finite measure which satisfies that
C = max
{[∫
[0,T ]×Rd
‖x‖max{4pα,6p} ν(dt, dx)
]1/max{4pα,6p}
, 1
}
, (166)
let (Ω,F ,P, (Fn)n∈{0,1,...,N}) be a filtered probability space, letM = (Mn)n∈{0,1,...,N} : {0, 1, . . . , N}×
Ω → [0,∞) be an (Fn)n∈{0,1,...,N}-submartingale which satisfies for all n ∈ {0, 1, . . . , N} that
E[|Mn|max{4pα,6p}] < ∞, and let hr : Rd × Ω → [0,∞), r ∈ (0,∞), satisfy for all r ∈ (0,∞),
x ∈ Rd that
hr(x) = 1 + e
rc
[
‖x‖+ C + max
n∈{0,1,...,N}
Mn
]r
(167)
(cf. Definition 2.1). Then
(i) it holds for all q, r ∈ (0,∞) with 1 < qr ≤ max{4αp, 6p} that
[∫
[0,T ]×Rd
E
[|hr(x)|q] ν(dt, dx)
]1/q
(168)
≤ 2ercmax{2(1/q)−1, 1} [C + C + qr
qr−1
∣∣E[|MN |qr]∣∣1/qr]rmax{1, [ν([0, T ]× Rd)]1/q}
and
(ii) it holds that
[∫
[0,T ]×Rd
E
[∣∣[h2(x)]αh3(x)∣∣p] ν(dt, dx)
]1/p
≤
[
C + C + max{4pα,6p}
max{4pα,6p}−1
∣∣E[|MN |max{4pα,6p}]∣∣1/max{4pα,6p}]2α+3
· 2α+1e(2α+3)cmax{1, [ν([0, T ]× Rd)]1/p}.
(169)
Proof of Lemma 4.10. Throughout this proof let Cq ∈ R, q ∈ (0,max{4pα, 6p}], satisfy for all
q ∈ (0,max{4pα, 6p}] that
Cq = max
{[∫
[0,T ]×Rd
‖x‖q ν(dt, dx)
]1/q
, 1
}
(170)
and let g : Rd × Ω→ [0,∞) satisfy for all x ∈ Rd that
g(x) =
[
‖x‖+ C + max
n∈{0,1,...,N}
Mn
]
. (171)
Observe that Doob’s inequality (cf., e.g., Klenke [36, Theorem 11.2]), Ho¨lder’s inequality, the
hypothesis that M is a submartingale, the hypothesis that ∀n ∈ {0, 1, . . . , N} : Mn ≥ 0,
and the hypothesis that ∀n ∈ {0, 1, . . . , N} : E[|Mn|max{4pα,6p}] < ∞ demonstrate that for all
q ∈ (1,max{4pα, 6p}] it holds that
∣∣∣E[ max
n∈{0,1,...,N}
|Mn|q
]∣∣∣1/q ≤ qq−1 ∣∣E[|MN |q]∣∣1/q
≤ q
q−1
∣∣E[|MN |max{4pα,6p}]∣∣1/max{4pα,6p} <∞.
(172)
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Moreover, note that the triangle inequality and (171) prove that for all q, r ∈ (0,∞) with
1 < qr ≤ max{4αp, 6p} it holds that
[∫
[0,T ]×Rd
E
[|g(x)|qr] ν(dt, dx)]1/qr
≤
[∫
[0,T ]×Rd
E
[‖x‖qr] ν(dt, dx)]1/qr + [∫
[0,T ]×Rd
E
[∣∣∣C + max
n∈{0,1,...,N}
Mn
∣∣∣qr] ν(dt, dx)]1/qr .
(173)
The triangle inequality, (170), and (172) hence show that for all q, r ∈ (0,∞) with 1 < qr ≤
max{4αp, 6p} it holds that
[∫
[0,T ]×Rd
E
[|g(x)|qr] ν(dt, dx)]1/qr
≤
[∫
[0,T ]×Rd
‖x‖qr ν(dt, dx)
]1/qr
+
[
C +
∣∣∣E[ max
n∈{0,1,...,N}
|Mn|qr
]∣∣∣1/qr][ν([0, T ]× Rd)]1/qr
≤ Cqr +
[
C + qr
qr−1
∣∣E[|MN |qr]∣∣1/qr] [ν([0, T ]× Rd)]1/qr.
(174)
Combining this with (167), (171), and the fact that ∀ a, b ∈ [0,∞), q ∈ (0,∞) : (a + b)q ≤
2max{q−1,0}(aq + bq) ensures that for all q, r ∈ (0,∞) with 1 < qr ≤ max{4αp, 6p} it holds that
[∫
[0,T ]×Rd
E
[|hr(x)|q] ν(dt, dx)
]1/q
≤ max{2(1/q)−1, 1}[∫
[0,T ]×Rd
1[0,T ]×Rd(t, x) ν(dt, dx)
]1/q
+ ercmax
{
2(
1/q)−1, 1
}[∫
[0,T ]×Rd
E
[|g(x)|rq] ν(dt, dx)]1/q
≤ max{2(1/q)−1, 1}[ν([0, T ]× Rd)]1/q
+ ercmax
{
2(
1/q)−1, 1
} [
Cqr +
[
C + qr
qr−1
∣∣E[|MN |qr]∣∣1/qr] [ν([0, T ]× Rd)]1/qr]r .
(175)
In addition, observe that (166) and Ho¨lder’s inequality show that for all q, r ∈ (0,∞) with
1 < qr ≤ max{4αp, 6p} it holds that
[∫
[0,T ]×Rd
‖x‖qr ν(dt, dx)
]1/qr
≤
[∫
[0,T ]×Rd
‖x‖max{4αp,6p} ν(dt, dx)
]1/max{4αp,6p}
[ν([0, T ]× Rd)][ 1qr− 1max{4αp,6p} ]
≤ Cmax{1, [ν([0, T ]× Rd)]1/qr}.
(176)
This, the fact that C ≥ 1, and (170) prove that for all q, r ∈ (0,∞) with 1 < qr ≤ max{4αp, 6p}
it holds that
Cqr ≤ Cmax
{
1, [ν([0, T ]× Rd)]1/qr}. (177)
Combining this with (175) implies that for all q, r ∈ (0,∞) with 1 < qr ≤ max{4αp, 6p} it
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holds that[∫
[0,T ]×Rd
E
[|hr(x)|q] ν(dt, dx)
]1/q
≤ max{2(1/q)−1, 1}[ν([0, T ]× Rd)]1/q
+ ercmax
{
2(
1/q)−1, 1
} [C + C + qr
qr−1
∣∣E[|MN |qr]∣∣1/qr]rmax{1, [ν([0, T ]× Rd)]1/q}.
(178)
Therefore, we obtain that for all q, r ∈ (0,∞) with 1 < qr ≤ max{4αp, 6p} it holds that
[∫
[0,T ]×Rd
E
[|hr(x)|q] ν(dt, dx)
]1/q
≤ 2ercmax{2(1/q)−1, 1} [C + C + qr
qr−1
∣∣E[|MN |qr]∣∣1/qr]rmax{1, [ν([0, T ]× Rd)]1/q}.
(179)
This establishes item (i). Next observe that Ho¨lder’s inequality assures that
[∫
[0,T ]×Rd
E
[∣∣[h2(x)]αh3(x)∣∣p] ν(dt, dx)
]1/p
≤
[∫
[0,T ]×Rd
E
[|h2(x)|2pα] ν(dt, dx)
]1/2p [∫
[0,T ]×Rd
E
[|h3(x)|2p] ν(dt, dx)
]1/2p
.
(180)
Moreover, note that Ho¨lder’s inequality demonstrates that
[∫
[0,T ]×Rd
E
[|h2(x)|2pα] ν(dt, dx)
]1/2pα
≤
[∫
[0,T ]×Rd
E
[|h2(x)|max{2pα,3p}] ν(dt, dx)
]1/max{2pα,3p}
[ν([0, T ]× Rd)][ 12pα− 1max{2pα,3p} ]
(181)
and[∫
[0,T ]×Rd
E
[|h3(x)|2p] ν(dt, dx)
]1/2p
(182)
≤
[∫
[0,T ]×Rd
E
[|h3(x)|max{(4/3)pα,2p}] ν(dt, dx)
]1/max{(4/3)pα,2p}
[ν([0, T ]× Rd)][ 12p− 1max{(4/3)pα,2p} ].
Combining this with (179) implies that
[∫
[0,T ]×Rd
E
[|h2(x)|2pα] ν(dt, dx)
]1/2pα
≤ 2e2c
[
C + C + max{4pα,6p}
max{4pα,6p}−1
∣∣E[|MN |max{4pα,6p}]∣∣1/max{4pα,6p}]2 (183)
·max{1, [ν([0, T ]× Rd)]1/max{2pα,3p}} [ν([0, T ]× Rd)][ 12pα− 1max{2pα,3p} ]
≤ 2e2c
[
C + C + max{4pα,6p}
max{4pα,6p}−1
∣∣E[|MN |max{4pα,6p}]∣∣1/max{4pα,6p}]2max{1, [ν([0, T ]× Rd)]1/2pα}
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and[∫
[0,T ]×Rd
E
[|h3(x)|2p] ν(dt, dx)
]1/2p
≤ 2e3c
[
C + C + max{4pα,6p}
max{4pα,6p}−1
∣∣E[|MN |max{4pα,6p}]∣∣1/max{4pα,6p}]3 (184)
·max{1, [ν([0, T ]× Rd)]1/max{(4/3)pα,2p}}[ν([0, T ]× Rd)][ 12p− 1max{(4/3)pα,2p} ]
≤ 2e3c
[
C + C + max{4pα,6p}
max{4pα,6p}−1
∣∣E[|MN |max{4pα,6p}]∣∣1/max{4pα,6p}]3max{1, [ν([0, T ]× Rd)]1/2p}.
This and (180) show that
[∫
[0,T ]×Rd
E
[∣∣[h2(x)]αh3(x)∣∣p] ν(dt, dx)
]1/p
≤
[[∫
[0,T ]×Rd
E
[|h2(x)|2pα] ν(dt, dx)
]1/2pα]α [∫
[0,T ]×Rd
E
[|h3(x)|2p] ν(dt, dx)
]1/2p
≤ 2α+1e(2α+3)c
[
C + C + max{4pα,6p}
max{4pα,6p}−1
∣∣E[|MN |max{4pα,6p}]∣∣1/max{4pα,6p}]2α+3
·max{1, [ν([0, T ]× Rd)]1/2p} [max{1, [ν([0, T ]× Rd)]1/2pα}]α .
(185)
Hence, we obtain that
[∫
[0,T ]×Rd
E
[∣∣[h2(x)]αh3(x)∣∣p] ν(dt, dx)
]1/p
≤ 2α+1e(2α+3)c
[
C + C + max{4pα,6p}
max{4pα,6p}−1
∣∣E[|MN |max{4pα,6p}]∣∣1/max{4pα,6p}]2α+3
·max{1, [ν([0, T ]× Rd)]1/p}.
(186)
This establishes item (ii). This completes the proof of Lemma 4.10.
Corollary 4.11. Let M,N, d, d, k ∈ N, p ∈ [2,∞), α, c, C, C,C ∈ [0,∞), T,D ∈ (0,∞),
B ∈ Rd×k, ε ∈ (0, 1], f1, f0 ∈ N satisfy that I(f1) = O(f1) = I(f0) = d, O(f0) = d, and
D = 2160[log2(ε
−1) + 4]− 504, (187)
let ν : B([0, T ]× Rd)→ [0,∞) be a finite measure which satisfies that
C = max
{[∫
[0,T ]×Rd
‖x‖max{4pα,6p} ν(dt, dx)
]1/max{4pα,6p}
, 1
}
, (188)
assume for all x, y ∈ Rd that ‖(Rr(f1))(x)‖ ≤ C + c‖x‖ and
‖(Rr(f0))(x)− (Rr(f0))(y)‖ ≤ C(1 + ‖x‖α + ‖y‖α)‖x− y‖, (189)
let (Ω,F ,P, (Ft)t∈[0,T ]) be a filtered probability space which satisfies the usual conditions1, let
Wm : [0, T ] × Ω → Rk, m ∈ {1, 2, . . . ,M}, be standard (Ft)t∈[0,T ]–Brownian motions, and let
1Note that we say that a filtered probability space (Ω,F ,P, (Ft)t∈[0,T ]) satisfies the usual conditions if and
only if it holds for all t ∈ [0, T ) that {A ∈ F : P(A) = 0} ⊆ Ft = (∩s∈(t,T ]Fs); cf., e.g., Liu & Ro¨ckner [38,
Definition 2.1.11].
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Y m = (Y m,xt (ω))(t,x,ω)∈[0,T ]×Rd×Ω : [0, T ] × Rd × Ω → Rd, m ∈ {1, 2, . . . ,M}, satisfy for all
m ∈ {1, 2, . . . ,M}, x ∈ Rd, n ∈ {0, 1, . . . , N − 1}, t ∈ [nT
N
, (n+1)T
N
]
that Y m,x0 = x and
Y m,xt = Y
m,x
nT
N
+
(
tN
T − n
) [
T
N (Rr(f1))(Y m,xnT
N
) +B
(
Wm(n+1)T
N
−WmnT
N
)]
(190)
(cf. Definitions 2.1, 4.1, 4.3, and 4.4). Then there exists (Ψω)ω∈Ω ⊆ N such that
(i) it holds for all ω ∈ Ω that Rr(Ψω) ∈ C(Rd+1,Rd),
(ii) it holds for all t ∈ [0, T ], x ∈ Rd that Ω ∋ ω 7→ (Rr(Ψω))(t, x) ∈ Rd is measurable,
(iii) it holds that
[∫
[0,T ]×Rd
∫
Ω
∥∥∥∥(Rr(Ψω))(t, x)− 1M
[
M∑
m=1
(Rr(f0))(Y m,xt (ω))
]∥∥∥∥
p
P(dω) ν(dt, dx)
]1/p
≤ [2pmax{C, C}max{T, 1}max{α, 1}]2α+3 [1 +√Trace(B∗B)]2α+3
· εd(α+1)/2C e(2α+3)cT 22α+43αmax{1, [ν([0, T ]× Rd)]1/p},
(191)
and
(iv) it holds for all ω ∈ Ω that
P(Ψω) ≤ 2M2P(f0) + 9M2N6d16
[
2L(f1) +D+ (24 + 6L(f1) + [4 + P(f1)]2)2]2. (192)
Proof of Corollary 4.11. Throughout this proof let hm,r : R
d × Ω→ [0,∞), m ∈ {1, 2, . . . ,M},
r ∈ R, satisfy for all m ∈ {1, 2, . . . ,M}, r ∈ R, x ∈ Rd that
hm,r(x) = 1 +
[
‖x‖+ CT + max
n∈{0,1,...,N}
∥∥BWmnT
N
∥∥]r exp(rcT ), (193)
let (Ψω)ω∈Ω ⊆ N satisfy that
(I) it holds for all ω ∈ Ω that Rr(Ψω) ∈ C(Rd+1,Rd),
(II) it holds for all ω ∈ Ω, t ∈ [0, T ], x ∈ Rd that∥∥∥∥(Rr(Ψω))(t, x)− 1M
[
M∑
m=1
(Rr(f0))(Y m,xt (ω))
]∥∥∥∥
≤ 2εC
√
d
M
[
M∑
m=1
[
1 + 2dα/26α|hm,2(x, ω)|α
]
hm,3(x, ω)
]
,
(194)
(III) it holds for all ω ∈ Ω that
P(Ψω) ≤ 2M2P(f0) + 9M2N6d16
[
2L(f1) +D+ (24 + 6L(f1) + [4 + P(f1)]2)2]2, (195)
and
(IV) it holds for all t ∈ [0, T ], x ∈ Rd that Ω ∋ ω 7→ (Rr(Ψω))(t, x) ∈ Rd is measurable
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(cf. Proposition 4.9), let Z = (Zx,yt )(t,x,y)∈[0,T ]×Rd×(Rd)N : [0, T ]×Rd× (Rd)N → Rd satisfy for all
n ∈ {0, 1, . . . , N − 1}, t ∈ [nT
N
, (n+1)T
N
], x ∈ Rd, y = (y1, y2, . . . , yN) ∈ (Rd)N that Zx,y0 = x and
Zx,yt = Z
x,y
nT
N
+
(
tN
T
− n)[ T
N
(Rr(f1))
(
Zx,ynT
N
)
+ yn+1
]
, (196)
and let Wm : [0, T ] × Rd × Ω → [0, T ] × Rd × (Rd)N , m ∈ {1, 2, . . . ,M}, satisfy for all m ∈
{1, 2, . . . ,M}, t ∈ [0, T ], x ∈ Rd that
Wm(t, x) =
(
t, x, B
(
WmT
N
−Wm0
)
, B
(
Wm2T
N
−WmT
N
)
, . . . , B
(
WmNT
N
−Wm(N−1)T
N
))
. (197)
Note that (I), (IV), and Beck et al. [2, Lemma 2.4] demonstrate that [0, T ]×Rd×Ω ∋ (t, x, ω) 7→
(Rr(Ψω))(t, x) ∈ Rd is measurable. In addition, observe that (190), (196), and (197) ensure
that for all m ∈ {1, 2, . . . ,M}, t ∈ [0, T ], x ∈ Rd it holds that
Y m,xt = (Z ◦Wm)(t, x). (198)
Next note that Grohs et al. [23, Lemma 3.8] (applied with N ← N , d← d, µ←Rr(f1), T ← T ,
({−1, 0, 1, . . . , N + 1} ∋ n 7→ tn ∈ R) ← ({−1, 0, 1, . . . , N + 1} ∋ n 7→ nTN ∈ R), Y ← Z in
the notation of Grohs et al. [23, Lemma 3.8]) proves that Z ∈ C([0, T ] × Rd × (Rd)N ,Rd).
Combining this with (198) and the fact that for all m ∈ {1, 2, . . . ,M} it holds that Wm is
measurable shows that for all m ∈ {1, 2, . . . ,M} it holds that Y m is measurable. The fact that
Rr(f0) ∈ C(Rd,Rd) hence ensures that
[0, T ]× Rd × Ω ∋ (t, x, ω) 7→ 1
M
[
M∑
m=1
(Rr(f0))(Y m,xt (ω))
]
∈ Rd (199)
is measurable. Combining this with (194) and the fact that [0, T ] × Rd × Ω ∋ (t, x, ω) 7→
(Rr(Ψω))(t, x) ∈ Rd is measurable proves that[∫
[0,T ]×Rd
∫
Ω
∥∥∥∥(Rr(Ψω))(t, x)− 1M
[
M∑
m=1
(Rr(f0))(Y m,xt (ω))
]∥∥∥∥
p
P(dω) ν(dt, dx)
]1/p
(200)
≤ 2εC
√
d
M
[∫
[0,T ]×Rd
∫
Ω
∣∣∣∣ M∑
m=1
[
1 + 2dα/26α|hm,2(x, ω)|α
]
hm,3(x, ω)
∣∣∣∣
p
P(dω) ν(dt, dx)
]1/p
.
The triangle inequality therefore implies that[∫
[0,T ]×Rd
∫
Ω
∥∥∥∥(Rr(Ψω))(t, x)− 1M
[
M∑
m=1
(Rr(f0))(Y m,xt (ω))
]∥∥∥∥
p
P(dω) ν(dt, dx)
]1/p
≤ 2εC
√
d
M
M∑
m=1
[∫
[0,T ]×Rd
∫
Ω
|hm,3(x, ω)|p P(dω) ν(dt, dx)
]1/p
+
4dα/26αεC
√
d
M
M∑
m=1
[∫
[0,T ]×Rd
∫
Ω
|[hm,2(x, ω)]αhm,3(x, ω)|p P(dω) ν(dt, dx)
]1/p
.
(201)
Next note that (193), Lemma 4.10, and the fact that for all m ∈ {1, 2, . . . ,M} it holds that
(‖BWmnT
N
‖)n∈{0,1,...,N} is a nonnegative (FnT
N
)n∈{0,1,...,N}-submartingale demonstrate that for all
m ∈ {1, 2, . . . ,M} it holds that[∫
[0,T ]×Rd
E
[|hm,3(x)|p] ν(dt, dx)
]1/p
≤ 2e3cT
[
C + CT + 3p
3p−1
∣∣E[‖BWmT ‖3p]∣∣1/3p]3max{1, [ν([0, T ]× Rd)]1/p}
(202)
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and [∫
[0,T ]×Rd
E
[|[hm,2(x)]αhm,3(x)|p] ν(dt, dx)
]1/p
≤
[
C + CT + max{4pα,6p}
max{4pα,6p}−1
∣∣E[‖BWmT ‖max{4pα,6p}]∣∣1/max{4pα,6p}]2α+3
· 2α+1e(2α+3)cT max{1, [ν([0, T ]× Rd)]1/p}.
(203)
Moreover, observe that Lemma 2.2, the fact that for all m ∈ {1, 2, . . . ,M} it holds that BWmT
is a Gaussian random variable, and the fact that for all m ∈ {1, 2, . . . ,M} it holds that
Cov(BWmT ) = TB
∗B ensure that for all m ∈ {1, 2, . . . ,M}, q ∈ [2,∞) it holds that
q
q−1
∣∣E[‖BWmT ‖q]∣∣1/q ≤ qq−1√max{1, q − 1}T Trace(B∗B)
= q
q−1
√
(q − 1)T Trace(B∗B)
= q√
q−1
√
T Trace(B∗B).
(204)
Combining this with (202) and (203) assures that
1
M
M∑
m=1
[∫
[0,T ]×Rd
E
[|hm,3(x)|p] ν(dt, dx)
]1/p
≤ 2e3cT
[
C + CT + 3p√
3p−1
√
T Trace(B∗B)
]3
max
{
1, [ν([0, T ]× Rd)]1/p}
(205)
and
1
M
M∑
m=1
[∫
[0,T ]×Rd
E
[∣∣[hm,2(x)]αhm,3(x)∣∣p] ν(dt, dx)
]1/p
≤
[
C + CT + max{4pα,6p}√
max{4pα,6p}−1
√
T Trace(B∗B)
]2α+3
· 2α+1e(2α+3)cT max{1, [ν([0, T ]× Rd)]1/p}.
(206)
This and (201) demonstrate that[∫
[0,T ]×Rd
∫
Ω
∥∥∥∥(Rr(Ψω))(t, x)− 1M
[
M∑
m=1
(Rr(f0))(Y m,xt (ω))
]∥∥∥∥
p
P(dω) ν(dt, dx)
]1/p
≤ 4εCe3cT
√
dmax
{
1, [ν([0, T ]× Rd)]1/p} [C + CT + 3p√
3p−1
√
T Trace(B∗B)
]3
+
[
C + CT + max{4pα,6p}√
max{4pα,6p}−1
√
T Trace(B∗B)
]2α+3
· 4εC6αdα/22α+1e(2α+3)cT
√
dmax
{
1, [ν([0, T ]× Rd)]1/p}.
(207)
The fact that [2,∞) ∋ x 7→ x/√x−1 ∈ R is non-decreasing hence implies that[∫
[0,T ]×Rd
∫
Ω
∥∥∥∥(Rr(Ψω))(t, x)− 1M
[
M∑
m=1
(Rr(f0))(Y m,xt (ω))
]∥∥∥∥
p
P(dω) ν(dt, dx)
]1/p
≤
[
C + CT + max{4pα,6p}√
max{4pα,6p}−1
√
T Trace(B∗B)
]2α+3
·
[
4εCe3cT
√
d+ 4εC6αd
α/22α+1e(2α+3)cT
√
d
]
max
{
1, [ν([0, T ]× Rd)]1/p}
≤ |max{C, C}|2α+3|max{T, 1}|2α+3
[
2 + max{4pα,6p}√
max{4pα,6p}−1
√
Trace(B∗B)
]2α+3
· εd(α+1)/2C e(2α+3)cT [4 + 6α2α+14]max{1, [ν([0, T ]× Rd)]1/p}.
(208)
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The fact that
√
max{4pα, 6p} − 1 ≥ √6p− 1 ≥ √11 ≥ 3 therefore ensures that[∫
[0,T ]×Rd
∫
Ω
∥∥∥∥(Rr(Ψω))(t, x)− 1M
[
M∑
m=1
(Rr(f0))(Y m,xt (ω))
]∥∥∥∥
p
P(dω) ν(dt, dx)
]1/p
≤ |max{C, C}|2α+3|max{T, 1}|2α+3
[
2 + max{(4/3)pα, 2p}
√
Trace(B∗B)
]2α+3
· εd(α+1)/2C e(2α+3)cT [4 + 22α+33α]max{1, [ν([0, T ]× Rd)]1/p}
≤ |max{C, C}|2α+3|max{T, 1}|2α+3[2pmax{α, 1}]2α+3
[
1 +
√
Trace(B∗B)
]2α+3
· εd(α+1)/2C e(2α+3)cT 22α+43αmax{1, [ν([0, T ]× Rd)]1/p}.
(209)
Combining this with (I), (III), and (IV) establishes items (i)–(iv). This completes the proof of
Corollary 4.11.
4.5 Approximation error estimates for DNNs
Proposition 4.12. Let T, κ ∈ (0,∞), η ∈ [1,∞), p ∈ [2,∞), let Ad = (ad,i,j)(i,j)∈{1,2,...,d}2
∈ Rd×d, d ∈ N, be symmetric positive semidefinite matrices, let νd : B([0, T ] × Rd) → [0,∞),
d ∈ N, be finite measures which satisfy for all d ∈ N that[∫
[0,T ]×Rd
‖x‖2pmax{2κ,3} νd(dt, dx)
]1/p
≤ ηdη, (210)
let fmd : R
d → Rmd−m+1, m ∈ {0, 1}, d ∈ N, be functions, let (fmd,ε)(m,d,ε)∈{0,1}×N×(0,1] ⊆ N,
assume for all m ∈ {0, 1}, d ∈ N, ε ∈ (0, 1], x, y ∈ Rd that
Rr(f0d,ε) ∈ C(Rd,R), Rr(f1d,ε) ∈ C(Rd,Rd), P(fmd,ε) ≤ κdκε−κ, (211)
‖f 1d (x)− f 1d (y)‖ ≤ κ‖x− y‖, ‖(Rr(f1d,ε))(x)‖ ≤ κ(dκ + ‖x‖), (212)∣∣(Rr(f0d,ε))(x)− (Rr(f0d,ε))(y)∣∣ ≤ κdκ(1 + ‖x‖κ + ‖y‖κ)‖x− y‖, (213)∥∥fmd (x)− (Rr(fmd,ε))(x)∥∥ ≤ εκdκ(1 + ‖x‖κ), (214)
and |f 0d (x)|+ Trace(Ad) ≤ κdκ(1 + ‖x‖κ), (215)
and for every d ∈ N let ud ∈ {v ∈ C([0, T ]×Rd,R) : infq∈(0,∞) sup(t,y)∈[0,T ]×Rd |v(t,y)|1+‖y‖q <∞} be a
viscosity solution of
( ∂
∂t
ud)(t, x) = (
∂
∂x
ud)(t, x) f
1
d (x) +
d∑
i,j=1
ad,i,j (
∂2
∂xi∂xj
ud)(t, x) (216)
with ud(0, x) = f
0
d (x) for (t, x) ∈ (0, T )×Rd (cf. Definitions 2.1, 4.1, 4.3, and 4.4). Then there
exist C ∈ R and (ud,N,M,δ)(d,N,M,δ)∈N3×(0,1] ⊆ N such that
(i) it holds for all d,N,M ∈ N, δ ∈ (0, 1] that Rr(ud,N,M,δ) ∈ C(Rd+1,R),
(ii) it holds for all d,N,M ∈ N, δ ∈ (0, 1] that[∫
[0,T ]×Rd
|ud(y)− (Rr(ud,N,M,δ))(y)|p νd(dy)
]1/p
≤ C[max{1, νd([0, T ]× Rd)}]1/p
·
[
dκ(κ+4)+max{η,κ(2κ+1)}
N 1/2
+
dκ+max{η,κ
2}
M 1/2
+ δd(2κ+3)max{η,κ}+κ
2+(7κ+1)/2
]
,
(217)
and
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(iii) it holds for all d,N,M ∈ N, δ ∈ (0, 1] that
P(ud,N,M,δ) ≤ CM2N6+4κ[log2(δ−1) + 1]2d16+8κ. (218)
Proof of Proposition 4.12. Throughout this proof let Dδ ∈ R, δ ∈ (0, 1], satisfy for all δ ∈ (0, 1]
that
Dδ = 2160[log2(δ
−1) + 4]− 504, (219)
let Cd ∈ R, d ∈ N, satisfy for all d ∈ N that
Cd = max
{[∫
[0,T ]×Rd
‖x‖max{4pκ,6p} νd(dt, dx)
]1/max{4pκ,6p}
, 1
}
, (220)
let C1 ∈ (0,∞) satisfy that
C1 =
[
2pmax{η, κ}max{T, 1}max{κ, 1}]2κ+3[1 + (2κ)1/2]2κ+3κe(2κ+3)κT 22κ+4 3κ, (221)
let C2 ∈ (0,∞) satisfy that
C2 = 257[max{κ, 1}]8[max{T−κ/2, 1}]8, (222)
let (Ω,F ,P, (Ft)t∈[0,T ]) be a filtered probability space which satisfies the usual conditions, let
W d,m : [0, T ] × Ω → Rd, d,m ∈ N, be independent standard (Ft)t∈[0,T ]-Brownian motions, let
Y N,d,m,x : [0, T ] × Ω → Rd, x ∈ Rd, N, d,m ∈ N, be stochastic processes which satisfy for all
N, d,m ∈ N, x ∈ Rd, n ∈ {0, 1, . . . , N − 1}, t ∈ [nT
N
, (n+1)T
N
] that Y N,d,m,x0 = x and
Y N,d,m,xt =
Y N,d,m,xnT
N
+
(
tN
T
− n) [ T
N
(Rr(f1d,min{(T/N)1/2 ,1}))(Y N,d,m,xnT
N
)
+
√
2Ad
(
W d,m(n+1)T
N
−W d,mnT
N
)]
,
(223)
let (ψd,N,M,δ,ω)(d,N,M,δ,ω)∈N3×(0,1]×Ω ⊆ N satisfy that
(I) it holds for all d,N,M ∈ N, δ ∈ (0, 1], ω ∈ Ω that Rr(ψd,N,M,δ,ω) ∈ C(Rd+1,R),
(II) it holds for all d,N,M ∈ N, δ ∈ (0, 1], t ∈ [0, T ], x ∈ Rd that Ω ∋ ω 7→ (Rr(ψd,N,M,δ,ω))(t, x) ∈
R is measurable,
(III) it holds for all d,N,M ∈ N, δ ∈ (0, 1] that[ ∫
[0,T ]×Rd
∫
Ω
∣∣∣∣(Rr(ψd,N,M,δ,ω))(t, x)
− 1
M
[
M∑
m=1
(Rr(f0d,min{(T/N)1/2,1}))(Y N,d,m,xt (ω))
]∣∣∣∣
p
P(dω) νd(dt, dx)
]1/p
≤ [2pmax{Cd, κdκ}max{T, 1}max{κ, 1}]2κ+3 [1 +√Trace(2Ad)]2κ+3
· δd(κ+1)/2κdκe(2κ+3)κT 22κ+4 3κmax{1, [νd([0, T ]× Rd)]1/p},
(224)
and
(IV) it holds for all d,N,M ∈ N, δ ∈ (0, 1], ω ∈ Ω that
P(ψd,N,M,δ,ω) ≤ 2M2P
(
f0d,min{(T/N)1/2,1}
)
+ 9M2N6d16
[
2L(f1d,min{(T/N)1/2,1})+Dδ
+
(
24 + 6L(f1d,min{(T/N)1/2,1})+ [4 + P(f1d,min{(T/N)1/2,1})]2)2]2 (225)
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(cf. Corollary 4.11 (applied withM ←M , N ← N , d← d, d← 1, k ← d, p← p, α← κ, c← κ,
C ← κdκ, C ← Cd, C ← κdκ, T ← T , D ← Dδ, B ←
√
2Ad, ε ← δ, f1 ← f1d,min{(T/N)1/2 ,1},
f0 ← f0
d,min{(T/N)1/2 ,1}, ν ← νd, (Ω,F ,P, (Ft)t∈[0,T ]) ← (Ω,F ,P, (Ft)t∈[0,T ]), Wm ← W d,m, Y m ←
(Y N,d,m,x)x∈Rd for d,N,M ∈ N, m ∈ {1, 2, . . . ,M}, δ ∈ (0, 1] in the notation of Corollary 4.11)),
let Zd,N,M,δ : Ω → [0,∞], d,N,M ∈ N, δ ∈ (0, 1], satisfy for all d,N,M ∈ N, δ ∈ (0, 1], ω ∈ Ω
that
Zd,N,M,δ(ω) =
∫
[0,T ]×Rd
|ud(y)− (Rr(ψd,N,M,δ,ω))(y)|p νd(dy) (226)
(cf. (I)), and let C3 ∈ (0,∞) satisfy that for all d,N,M ∈ N it holds that(
E
[ ∫
[0,T ]×Rd
∣∣ud(t, x)− 1M [∑Mm=1 (Rr(f0d,min{(T/N)1/2 ,1}))(Y N,d,m,xt )]∣∣p νd(dt, dx)
])1/p
≤ C3
[
dκ(κ+4)+max{η,κ(2κ+1)}
N 1/2
+
dκ+max{η,κ
2}
M 1/2
][
max
{
1, νd([0, T ]× Rd)
}]1/p (227)
(cf. item (ii) in Proposition 3.2 (applied with T ← T , κ← κ, η ← η, p← p, Ad ← Ad, νd ← νd,
f 0d ← f 0d , f 1d ← f 1d F 0d,ε ← Rr(f0d,ε), F 1d,ε ← Rr(f1d,ε), (Ω,F ,P) ← (Ω,F ,P), W d,m ← W d,m,
Y N,d,m,x ← Y N,d,m,x for d,N,M ∈ N, m ∈ {1, 2, . . . ,M}, ε ∈ (0, 1], x ∈ Rd in the notation of
Proposition 3.2)). Observe that (210) and (220) demonstrate that for all d ∈ N it holds that
max{Cd, κdκ} = max
{[∫
[0,T ]×Rd
‖x‖2pmax{2κ,3} νd(dt, dx)
]1/2pmax{2κ,3}
, 1, κdκ
}
≤ max{(ηdη)1/(2max{2κ,3}), 1, κdκ} ≤ max{ηdη, 1, κdκ}
≤ max{η, 1, κ} dmax{η,κ} = max{η, κ} dmax{η,κ}.
(228)
Next note that (215) proves that
1 +
√
Trace(2Ad) ≤ 1 + (2κdκ)1/2 ≤ dκ/2[1 + (2κ)1/2]. (229)
Combining this with (224) and (228) ensures that for all d,N,M ∈ N, δ ∈ (0, 1] it holds that[ ∫
[0,T ]×Rd
∫
Ω
∣∣∣∣(Rr(ψd,N,M,δ,ω))(t, x)
− 1
M
[
M∑
m=1
(Rr(f0d,min{(T/N)1/2,1}))(Y N,d,m,xt (ω))
]∣∣∣∣
p
P(dω) νd(dt, dx)
]1/p
≤ [2pmax{η, κ}dmax{η,κ}max{T, 1}max{κ, 1}]2κ+3 [dκ/2[1 + (2κ)1/2]]2κ+3
· δd(κ+1)/2κdκe(2κ+3)κT 22κ+4 3κmax{1, [νd([0, T ]× Rd)]1/p}
≤ δ[2pmax{η, κ}max{T, 1}max{κ, 1}]2κ+3[1 + (2κ)1/2]2κ+3κe(2κ+3)κT 22κ+4 3κ
· d(2κ+3)max{η,κ}+κ(κ+2)+κ+(κ+1)/2 max{1, [νd([0, T ]× Rd)]1/p}.
(230)
This and (221) imply that for all d,N,M ∈ N, δ ∈ (0, 1] it holds that[ ∫
[0,T ]×Rd
∫
Ω
∣∣∣∣(Rr(ψd,N,M,δ,ω))(t, x)
− 1
M
[
M∑
m=1
(Rr(f0d,min{(T/N)1/2,1}))(Y N,d,m,xt (ω))
]∣∣∣∣
p
P(dω) νd(dt, dx)
]1/p
≤ C1δ d(2κ+3)max{η,κ}+κ(κ+2)+κ+(κ+1)/2 max
{
1, [νd([0, T ]× Rd)]1/p
}
.
(231)
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Furthermore, observe that (211) shows that for all d,N ∈ N, m ∈ {0, 1} it holds that
L(fmd,min{(T/N)1/2,1}) ≤ P(fmd,min{(T/N)1/2 ,1}) ≤ κdκ[min{(T/N)1/2, 1}]−κ
= κdκN
κ/2[min{T 1/2, N 1/2}]−κ ≤ κdκNκ/2[min{T 1/2, 1}]−κ
= κdκN
κ/2 max{T−κ/2, 1}.
(232)
Hence, we obtain that for all d,N ∈ N, δ ∈ (0, 1] it holds that
24 + 6L(f1d,min{(T/N)1/2,1})+ [4 + P(f1d,min{(T/N)1/2,1})]2
≤ 24 + 6P(f1d,min{(T/N)1/2 ,1})+ 25[P(f1d,min{(T/N)1/2 ,1})]2
≤ 24 + 31[P(f1d,min{(T/N)1/2,1})]2
≤ 55[P(f1d,min{(T/N)1/2,1})]2 ≤ 26κ2d2κNκ|max{T−κ/2, 1}|2.
(233)
This, (IV), and (232) establish that for all d,N,M ∈ N, δ ∈ (0, 1], ω ∈ Ω it holds that
P(ψd,N,M,δ,ω) ≤ 2M2κdκNκ/2 max{T−κ/2, 1}
+ 9M2N6d16
[
2κdκN
κ/2 max{T−κ/2, 1}+Dδ + 212κ4d4κN2κ|max{T−κ/2, 1}|4
]2
≤ 2M2κdκNκ/2 max{T−κ/2, 1}
+ 9M2N6d16
[
(212 + 3)Dδ|max{κ, 1}|4d4κN2κ|max{T−κ/2, 1}|4
]2
≤ 2M2κdκNκ/2 max{T−κ/2, 1}
+ 22632M2N6d16
[
Dδ|max{κ, 1}|4d4κN2κ|max{T−κ/2, 1}|4
]2
.
(234)
Moreover, observe that (219) proves for all δ ∈ (0, 1] that
Dδ = 2160 log2(δ
−1) + 8136 ≤ 8136[log2(δ−1) + 1] ≤ 213[log2(δ−1) + 1]. (235)
Combining this with (234) ensures that for all d,N,M ∈ N, δ ∈ (0, 1], ω ∈ Ω it holds that
P(ψd,N,M,δ,ω) ≤ 2M2κdκNκ/2 max{T−κ/2, 1}
+ 22632M2N6+4κd16+8κ(Dδ)
2[max{κ, 1}]8[max{T−κ/2, 1}]8
≤ 22732M2N6+4κd16+8κ(Dδ)2[max{κ, 1}]8[max{T−κ/2, 1}]8
≤ 231M2N6+4κd16+8κ(Dδ)2[max{κ, 1}]8[max{T−κ/2, 1}]8
≤ 257[max{κ, 1}]8[max{T−κ/2, 1}]8M2N6+4κ[log2(δ−1) + 1]2d16+8κ.
(236)
This and (222) prove that for all d,N,M ∈ N, δ ∈ (0, 1], ω ∈ Ω it holds that
P(ψd,N,M,δ,ω) ≤ C2M2N6+4κ[log2(δ−1) + 1]2d16+8κ. (237)
Next note that (I), (II), and, e.g., Beck et al. [2, Lemma 2.4] show that for all d,N,M ∈ N,
δ ∈ (0, 1] it holds that [0, T ] × Rd × Ω ∋ (t, x, ω) 7→ (Rr(ψd,N,M,δ,ω))(t, x) ∈ R is measurable.
The triangle inequality and Fubini’s theorem hence establish that for all d,N,M ∈ N, δ ∈ (0, 1]
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it holds that[ ∫
Ω
∫
[0,T ]×Rd
|ud(y)− (Rr(ψd,N,M,δ,ω))(y)|p νd(dy)P(dω)
]1/p
(238)
≤
(
E
[ ∫
[0,T ]×Rd
∣∣∣∣ud(t, x)− 1M
[
M∑
m=1
(Rr(f0d,min{(T/N)1/2,1}))(Y N,d,m,xt )
]∣∣∣∣
p
νd(dt, dx)
])1/p
+
[ ∫
[0,T ]×Rd
∫
Ω
∣∣∣∣(Rr(ψd,N,M,δ,ω))(t, x)
− 1
M
[
M∑
m=1
(Rr(f0d,min{(T/N)1/2,1}))(Y N,d,m,xt (ω))
]∣∣∣∣
p
P(dω) νd(dt, dx)
]1/p
.
Combining this with (227) and (231) ensures that for all d,N,M ∈ N, δ ∈ (0, 1] it holds that
[ ∫
Ω
∫
[0,T ]×Rd
|ud(y)− (Rr(ψd,N,M,δ,ω))(y)|p νd(dy)P(dω)
]1/p
≤ C3
[
dκ(κ+4)+max{η,κ(2κ+1)}
N 1/2
+
dκ+max{η,κ
2}
M 1/2
][
max
{
1, νd([0, T ]× Rd)
}]1/p
+ C1δ d(2κ+3)max{η,κ}+κ(κ+2)+κ+(κ+1)/2 max
{
1, [νd([0, T ]× Rd)]1/p
}
.
(239)
Hence, we obtain that for all d,N,M ∈ N, δ ∈ (0, 1] it holds that
[ ∫
Ω
∫
[0,T ]×Rd
|ud(y)− (Rr(ψd,N,M,δ,ω))(y)|p νd(dy)P(dω)
]1/p
≤ max{C1, C3}
[
max
{
1, νd([0, T ]× Rd)
}]1/p
·
[
dκ(κ+4)+max{η,κ(2κ+1)}
N 1/2
+
dκ+max{η,κ
2}
M 1/2
+ δd(2κ+3)max{η,κ}+κ(κ+2)+κ+(κ+1)/2
]
.
(240)
Next note that (I), (II), and, e.g., Beck et al. [2, Lemma 2.4] demonstrate that for all d,N,M ∈
N, δ ∈ (0, 1] it holds that [0, T ]×Rd ×Ω ∋ (t, x, ω) 7→ (Rr(ψd,N,M,δ,ω))(t, x) ∈ R is measurable.
Combining this with Fubini’s theorem, (226), (240), and the fact that ∀ d ∈ N : ud ∈ C([0, T ]×
R
d,R) proves that
A) it holds for all d,N,M ∈ N, δ ∈ (0, 1] that Zd,N,M,δ is a random variable and
B) it holds for all d,N,M ∈ N, δ ∈ (0, 1] that
E
[|Zd,N,M,δ|] ≤ [max{C1, C3}]pmax{1, νd([0, T ]× Rd)}
·
[
dκ(κ+4)+max{η,κ(2κ+1)}
N 1/2
+
dκ+max{η,κ
2}
M 1/2
+ δd(2κ+3)max{η,κ}+κ(κ+2)+κ+(κ+1)/2
]p
.
(241)
This and, e.g., [35, Proposition 2.3] prove that there exist wd,N,M,δ ∈ Ω, d,N,M ∈ N, δ ∈ (0, 1],
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which satisfy that for all d,N,M ∈ N, δ ∈ (0, 1] it holds that∫
[0,T ]×Rd
∣∣ud(y)− (Rr(ψd,N,M,δ,wd,N,M,δ))(y)∣∣p νd(dy) = Zd,N,M,δ(wd,N,M,δ)
≤ [max{C1, C3}]pmax
{
1, νd([0, T ]× Rd)
}
·
[
dκ(κ+4)+max{η,κ(2κ+1)}
N 1/2
+
dκ+max{η,κ
2}
M 1/2
+ δd(2κ+3)max{η,κ}+κ(κ+2)+κ+(κ+1)/2
]p
= [max{C1, C3}]pmax
{
1, νd([0, T ]× Rd)
}
·
[
dκ(κ+4)+max{η,κ(2κ+1)}
N 1/2
+
dκ+max{η,κ
2}
M 1/2
+ δd(2κ+3)max{η,κ}+κ
2+(7κ+1)/2
]p
.
(242)
Combining this, (I), and (237) establishes items (i)–(iii). This completes the proof of Proposi-
tion 4.12.
4.6 Cost estimates for DNNs
Theorem 4.13. Let T, κ, η, c ∈ (0,∞), p ∈ [2,∞) satisfy that
c = 18 + 12κ+ 4max{η, κ2}+ 4η + [2κ(κ+ 4) + 2max{η, κ(2κ+ 1)}+ 2η](6 + 4κ), (243)
let Ad = (ad,i,j)(i,j)∈{1,2,...,d}2 ∈ Rd×d, d ∈ N, be symmetric positive semidefinite matrices, let
νd : B([0, T ]× Rd)→ [0,∞), d ∈ N, be finite measures which satisfy for all d ∈ N that[
max
{
1, νd([0, T ]× Rd),
∫
[0,T ]×Rd
‖x‖2pmax{2κ,3} νd(dt, dx)
}]1/p
≤ ηdη, (244)
let fmd : R
d → Rmd−m+1, m ∈ {0, 1}, d ∈ N, be functions, let (fmd,ε)(m,d,ε)∈{0,1}×N×(0,1] ⊆ N,
assume for all d ∈ N, ε ∈ (0, 1], m ∈ {0, 1}, x, y ∈ Rd that
Rr(f0d,ε) ∈ C(Rd,R), Rr(f1d,ε) ∈ C(Rd,Rd), P(fmd,ε) ≤ κdκε−κ, (245)
‖f 1d (x)− f 1d (y)‖ ≤ κ‖x− y‖, ‖(Rr(f1d,ε))(x)‖ ≤ κ(dκ + ‖x‖), (246)∣∣(Rr(f0d,ε))(x)− (Rr(f0d,ε))(y)∣∣ ≤ κdκ(1 + ‖x‖κ + ‖y‖κ)‖x− y‖, (247)∥∥fmd (x)− (Rr(fmd,ε))(x)∥∥ ≤ εκdκ(1 + ‖x‖κ), (248)
and |f 0d (x)|+ Trace(Ad) ≤ κdκ(1 + ‖x‖κ), (249)
and for every d ∈ N let ud ∈ {v ∈ C([0, T ]×Rd,R) : infq∈(0,∞) sup(t,y)∈[0,T ]×Rd |v(t,y)|1+‖y‖q <∞} be a
viscosity solution of
( ∂
∂t
ud)(t, x) = (
∂
∂x
ud)(t, x) f
1
d (x) +
d∑
i,j=1
ad,i,j (
∂2
∂xi∂xj
ud)(t, x) (250)
with ud(0, x) = f
0
d (x) for (t, x) ∈ (0, T ) × Rd (cf. Definitions 2.1, 4.1, 4.3, and 4.4). Then
there exist C ∈ R and (ud,ε)d∈N,ε∈(0,1] ⊆ N such that for all d ∈ N, ε ∈ (0, 1] it holds that
Rr(ud,ε) ∈ C(Rd+1,R), P(ud,ε) ≤ Cε−(18+8κ)dc, and[∫
[0,T ]×Rd
|ud(y)− (Rr(ud,ε))(y)|p νd(dy)
]1/p
≤ ε. (251)
42
Proof of Theorem 4.13. Note that (244) implies that[
max
{
1, ν1([0, T ]× Rd),
∫
[0,T ]×R
‖x‖2pmax{2κ,3} ν1(dt, dx)
}]1/p
≤ η. (252)
This proves that η ∈ [1,∞). Proposition 4.12 hence ensures that there exist C1 ∈ (0,∞) and
(Φd,N,M,δ)(d,N,M,δ)∈N3×(0,1] ⊆ N which satisfy that
(I) it holds for all d,N,M ∈ N, δ ∈ (0, 1] that Rr(Φd,N,M,δ) ∈ C(Rd+1,R),
(II) it holds for all d,N,M ∈ N, δ ∈ (0, 1] that[∫
[0,T ]×Rd
|ud(y)− (Rr(Φd,N,M,δ))(y)|p νd(dy)
]1/p
≤ C1
[
max
{
1, νd([0, T ]× Rd)
}]1/p
·
[
dκ(κ+4)+max{η,κ(2κ+1)}
N 1/2
+
dκ+max{η,κ
2}
M 1/2
+ δd(2κ+3)max{η,κ}+κ
2+(7κ+1)/2
]
,
(253)
and
(III) it holds for all d,N,M ∈ N, δ ∈ (0, 1] that
P(Φd,N,M,δ) ≤ C1M2N6+4κ[log2(δ−1) + 1]2d16+8κ. (254)
Next let C2,C ∈ (0,∞) satisfy that
C2 = max{0, log2(3C1η)}+ 1ln(2) + 1ln(2)
[
2(κ+ 2)max{η, κ}+ κ2 + (7κ+1)/2] (255)
and
C = C128+4κ(3C1η)16+8κ[C2 + 1]2, (256)
let Dd,ε ∈ (0, 1], ε ∈ (0, 1], d ∈ N, satisfy for all d ∈ N, ε ∈ (0, 1] that
Dd,ε = min
{
1, (3C1η)−1εd−2(κ+2)max{η,κ}−κ2−(7κ+1)/2
}
, (257)
let Md,ε ∈ N, ε ∈ (0, 1], d ∈ N, satisfy for all d ∈ N, ε ∈ (0, 1] that
Md,ε = min
[
N ∩[(3C1η)2ε−2d2κ+2max{η,κ2}+2η,∞)], (258)
let Nd,ε ∈ N, ε ∈ (0, 1], d ∈ N, satisfy for all d ∈ N, ε ∈ (0, 1] that
Nd,ε = min
[
N ∩[(3C1η)2ε−2d2κ(κ+4)+2max{η,κ(2κ+1)}+2η ,∞)], (259)
and let ud,ε ∈ N, ε ∈ (0, 1], d ∈ N, satisfy for all d ∈ N, ε ∈ (0, 1] that
ud,ε = Φd,Nd,ε,Md,ε,Dd,ε. (260)
Observe that (244) and (253) ensure that for all d,N,M ∈ N, δ ∈ (0, 1] it holds that[∫
[0,T ]×Rd
|ud(y)− (Rr(Φd,N,M,δ))(y)|p νd(dy)
]1/p
≤ C1η
[
dκ(κ+4)+max{η,κ(2κ+1)}+η
N 1/2
+
dκ+max{η,κ
2}+η
M 1/2
+ δd2(κ+2)max{η,κ}+κ
2+(7κ+1)/2
]
.
(261)
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Combining this, (260), (257), (258), and (259) implies that for all d ∈ N, ε ∈ (0, 1] it holds that[∫
[0,T ]×Rd
|ud(y)− (Rr(ud,ε))(y)|p νd(dy)
]1/p
=
[∫
[0,T ]×Rd
∣∣ud(y)− (Rr(Φd,Nd,ε,Md,ε,Dd,ε))(y)∣∣p νd(dy)
]1/p
≤ C1η
[
dκ(κ+4)+max{η,κ(2κ+1)}+η
|Nd,ε|1/2 +
dκ+max{η,κ
2}+η
|Md,ε|1/2 +Dd,εd
2(κ+2)max{η,κ}+κ2+(7κ+1)/2
]
≤ C1η
[
dκ(κ+4)+max{η,κ(2κ+1)}+η
|(3C1η)2ε−2d2κ(κ+4)+2max{η,κ(2κ+1)}+2η|1/2
+
dκ+max{η,κ
2}+η
|(3C1η)2ε−2d2κ+2max{η,κ2}+2η|1/2
+ (3C1η)−1εd−2(κ+2)max{η,κ}−κ2−(7κ+1)/2d2(κ+2)max{η,κ}+κ2+(7κ+1)/2
]
= C1η
(
1
3C1ηε−1 +
1
3C1ηε−1 +
ε
3C1η
)
= ε.
(262)
In addition, observe that (255), (257), and the fact that ∀ x ∈ [1,∞) : log2(x) = ln(x)/ln(2) ≤
x/ln(2) demonstrate that for all d ∈ N, ε ∈ (0, 1] it holds that
log2((Dd,ε)−1) = max
{
0, log2
(
3C1η ε−1 d2(κ+2)max{η,κ}+κ2+(7κ+1)/2
)}
≤ max{0, log2(3C1η) + log2(ε−1) + [2(κ+ 2)max{η, κ}+ κ2 + (7κ+1)/2] log2(d)}
≤ max{0, log2(3C1η)}+ 1ln(2) ε−1 + 1ln(2)
[
2(κ+ 2)max{η, κ}+ κ2 + (7κ+1)/2]d
≤ ε−1d(max{0, log2(3C1η)}+ 1ln(2) + 1ln(2) [2(κ+ 2)max{η, κ}+ κ2 + (7κ+1)/2])
= ε−1d C2.
(263)
Combining this with (III), (258), (259), and (260) proves that for all d ∈ N, ε ∈ (0, 1] it holds
that
P(ud,ε) = P(Φd,Nd,ε,Md,ε,Dd,ε) ≤ C1(Md,ε)2d16+8κ(Nd,ε)6+4κ[log2((Dd,ε)−1) + 1]2
≤ C1
[
(3C1η)2ε−2d2κ+2max{η,κ2}+2η + 1
]2
d16+8κ[ε−1d C2 + 1]2
· [(3C1η)2ε−2d2κ(κ+4)+2max{η,κ(2κ+1)}+2η + 1]6+4κ
≤ C128+4κ(3C1η)4ε−4d4κ+4max{η,κ2}+4ηd16+8κε−2d2[C2 + 1]2
· (3C1η)12+8κε−(12+8κ)d[2κ(κ+4)+2max{η,κ(2κ+1)}+2η](6+4κ).
(264)
This, (243), and (256) ensure that for all d ∈ N, ε ∈ (0, 1] it holds that
P(ud,ε) ≤ C128+4κ(3C1η)16+8κε−(18+8κ)[C2 + 1]2
· d2+4κ+4max{η,κ2}+4η+16+8κ+[2κ(κ+4)+2max{η,κ(2κ+1)}+2η](6+4κ)
= Cε−(18+8κ)d18+12κ+4max{η,κ
2}+4η+[2κ(κ+4)+2max{η,κ(2κ+1)}+2η](6+4κ)
= Cε−(18+8κ)dc.
(265)
Combining this, (I), and (262) establishes (251). This completes the proof of Theorem 4.13.
Corollary 4.14. Let T, κ, η ∈ (0,∞), p ∈ [2,∞), let Ad = (ad,i,j)(i,j)∈{1,2,...,d}2 ∈ Rd×d, d ∈ N,
be symmetric positive semidefinite matrices, let νd : B([0, T ] × Rd) → [0,∞), d ∈ N, be finite
measures which satisfy for all d ∈ N that[
max
{
1, νd([0, T ]× Rd),
∫
[0,T ]×Rd
‖x‖2pmax{6κ,2κ+2,3} νd(dt, dx)
}]1/p
≤ ηdη, (266)
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let fmd : R
d → Rmd−m+1, m ∈ {0, 1}, d ∈ N, be functions, let (fmd,ε)(m,d,ε)∈{0,1}×N×(0,1] ⊆ N,
assume for all m ∈ {0, 1}, d ∈ N, ε ∈ (0, 1], i ∈ {1, 2, . . . , d}, x, y ∈ Rd that
Rr(f0d,ε) ∈ C(Rd,R), Rr(f1d,ε) ∈ C(Rd,Rd), P(fmd,ε) ≤ κdκε−κ, (267)
‖f 1d (x)− f 1d (y)‖ ≤ κ‖x− y‖, ‖(Rr(f1d,ε))(x)‖ ≤ κ(dκ + ‖x‖), (268)
ε|f 0d (x)|+ ε|ad,i,i|+ ‖fmd (x)− (Rr(fmd,ε))(x)‖ ≤ εκdκ(1 + ‖x‖κ), (269)
and |(Rr(f0d,ε))(x)− (Rr(f0d,ε))(y)| ≤ κdκ(1 + ‖x‖κ + ‖y‖κ)‖x− y‖, (270)
and for every d ∈ N let ud ∈ {v ∈ C([0, T ]×Rd,R) : infq∈(0,∞) sup(t,y)∈[0,T ]×Rd |v(t,y)|1+‖y‖q <∞} be a
viscosity solution of
( ∂
∂t
ud)(t, x) = (
∂
∂x
ud)(t, x) f
1
d (x) +
d∑
i,j=1
ad,i,j (
∂2
∂xi∂xj
ud)(t, x) (271)
with ud(0, x) = f
0
d (x) for (t, x) ∈ (0, T ) × Rd (cf. Definitions 2.1, 4.1, 4.3, and 4.4). Then
there exist C ∈ R and (ud,ε)d∈N,ε∈(0,1] ⊆ N such that for all d ∈ N, ε ∈ (0, 1] it holds that
Rr(ud,ε) ∈ C(Rd+1,R), P(ud,ε) ≤ Cε−CdC, and[∫
[0,T ]×Rd
|ud(y)− (Rr(ud,ε))(y)|p νd(dy)
]1/p
≤ ε. (272)
Proof of Corollary 4.14. Throughout this proof let ι = max{3κ, κ + 1}. Observe that (268)
and the fact that ι ≥ κ prove that for all d ∈ N, ε ∈ (0, 1], x, y ∈ Rd it holds that
‖f 1d (x)− f 1d (y)‖ ≤ ι‖x− y‖ and ‖(Rr(f1d,ε))(x)‖ ≤ ι(dι + ‖x‖). (273)
Next note that (270) and the fact that ι ≥ 3κ ensure that for all d ∈ N, ε ∈ (0, 1], x, y ∈ Rd it
holds that
|(Rr(f0d,ε))(x)− (Rr(f0d,ε))(y)| ≤ κdι(3 + ‖x‖ι + ‖y‖ι)‖x− y‖
≤ ιdι(1 + ‖x‖ι + ‖y‖ι)‖x− y‖. (274)
In addition, observe that (269) and the fact that ι ≥ 2κ imply that for all m ∈ {0, 1}, d ∈ N,
ε ∈ (0, 1], x ∈ Rd it holds that
‖fmd (x)− (Rr(fmd,ε))(x)‖ ≤ εκdκ(1 + ‖x‖κ)
≤ εκdι(2 + ‖x‖ι) ≤ ειdι(1 + ‖x‖ι). (275)
Moreover, note that (269) and the fact that ι ≥ max{2κ, κ+1} demonstrate that for all d ∈ N,
ε ∈ (0, 1], x ∈ Rd it holds that
|f 0d (x)|+ Trace(Ad) ≤ κdκ+1(1 + ‖x‖κ) ≤ κdκ+1(2 + ‖x‖ι)
≤ 2κdκ+1(1 + ‖x‖ι) ≤ ιdι(1 + ‖x‖ι). (276)
Furthermore, observe that (267) implies that for all m ∈ {0, 1}, d ∈ N, ε ∈ (0, 1] it holds
that P(fmd,ε) ≤ ιdιε−ι. Combining this, (266), (273), (274), (275), (276), and Theorem 4.13
establishes that there exist C ∈ R and (ud,ε)d∈N,ε∈(0,1] ⊆ N which satisfy that
(I) it holds for all d ∈ N, ε ∈ (0, 1] that Rr(ud,ε) ∈ C(Rd+1,R),
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(II) it holds for all d ∈ N, ε ∈ (0, 1] that[∫
[0,T ]×Rd
|ud(y)− (Rr(ud,ε))(y)|p νd(dy)
]1/p
≤ ε, (277)
and
(III) it holds for all d ∈ N, ε ∈ (0, 1] that
P(ud,ε) ≤ Cε−(18+8ι)d18+12ι+4max{η,ι2}+4η+[2ι(ι+4)+2max{η,ι(2ι+1)}+2η](6+4ι). (278)
This proves that for all C ∈ [max{C, 18 + 12ι+ 4max{η, ι2}+ 4η + [2ι(ι+ 4) + 2max{η, ι(2ι+
1)} + 2η](6 + 4ι)},∞), d ∈ N, ε ∈ (0, 1] it holds that P(ud,ε) ≤ Cε−CdC. Combining this, (I),
and (II) establishes (272). This completes the proof of Corollary 4.14.
Corollary 4.15. Let T, κ ∈ (0,∞), α ∈ R, β ∈ (α,∞), let Ad = (ad,i,j)(i,j)∈{1,2,...,d}2 ∈ Rd×d,
d ∈ N, be symmetric positive semidefinite matrices, let fmd : Rd → Rmd−m+1, m ∈ {0, 1}, d ∈ N,
be functions, let (fmd,ε)(m,d,ε)∈{0,1}×N×(0,1] ⊆ N, assume for all m ∈ {0, 1}, d ∈ N, ε ∈ (0, 1],
i ∈ {1, 2, . . . , d}, x, y ∈ Rd that
Rr(f0d,ε) ∈ C(Rd,R), Rr(f1d,ε) ∈ C(Rd,Rd), P(fmd,ε) ≤ κdκε−κ, (279)
‖f 1d (x)− f 1d (y)‖ ≤ κ‖x− y‖, ‖(Rr(f1d,ε))(x)‖ ≤ κ(dκ + ‖x‖), (280)
ε|f 0d (x)|+ ε|ad,i,i|+ ‖fmd (x)− (Rr(fmd,ε))(x)‖ ≤ εκdκ(1 + ‖x‖κ), (281)
and |(Rr(f0d,ε))(x)− (Rr(f0d,ε))(y)| ≤ κdκ(1 + ‖x‖κ + ‖y‖κ)‖x− y‖, (282)
and for every d ∈ N let ud ∈ {v ∈ C([0, T ]×Rd,R) : infq∈(0,∞) sup(t,y)∈[0,T ]×Rd |v(t,y)|1+‖y‖q <∞} be a
viscosity solution of
( ∂
∂t
ud)(t, x) = (
∂
∂x
ud)(t, x) f
1
d (x) +
d∑
i,j=1
ad,i,j (
∂2
∂xi∂xj
ud)(t, x) (283)
with ud(0, x) = f
0
d (x) for (t, x) ∈ (0, T )× Rd (cf. Definitions 2.1, 4.1, 4.3, and 4.4). Then for
every p ∈ (0,∞) there exist c ∈ R and (ud,ε)d∈N,ε∈(0,1] ⊆ N such that for all d ∈ N, ε ∈ (0, 1] it
holds that Rr(ud,ε) ∈ C(Rd+1,R), P(ud,ε) ≤ cε−cdc, and[∫
[0,T ]×[α,β]d
|ud(y)− (Rr(ud,ε))(y)|p
|β − α|d dy
]1/p
≤ ε. (284)
Proof of Corollary 4.15. Throughout this proof let p, q, η ∈ (0,∞) satisfy that q = max{p, 2}
and η = max{6κ, 2κ+2, 3}+[max{1, T}]1/q max{1, |α|2max{6κ,2κ+2,3}, |β|2max{6κ,2κ+2,3}}, for every
d ∈ N let µd : B([0, T ]× Rd)→ [0,∞] be the Lebesgue-Borel measure on [0, T ]× Rd, for every
d ∈ N let νd : B([0, T ]×Rd)→ [0,∞] be the measure which satisfies for all d ∈ N, B1 ∈ B([0, T ]),
B2 ∈ B(Rd) that
νd(B1 ×B2) = µd(B1 × ([α, β]
d ∩ B2))
|β − α|d , (285)
let δ : (0, 1]→ (0, 1] satisfy for all ε ∈ (0, 1] that δ(ε) = ε[max{T, 1}]1/q−1/p, and let r : (0,∞)→
(0,∞) satisfy for all z ∈ (0,∞) that r(z) = z[max{T, 1}]z(1/p−1/q). Observe that (285), Fubini’s
theorem, and, e.g., Grohs et al. [22, Lemma 3.15] prove that for all d ∈ N it holds that∫
[0,T ]×Rd
‖x‖2qmax{6κ,2κ+2,3} νd(dt, dx) =
∫
[0,T ]×[α,β]d
‖x‖2qmax{6κ,2κ+2,3}
|β − α|d µd(dt, dx)
= T
∫
[α,β]d
‖x‖2qmax{6κ,2κ+2,3}
|β − α|d dx
≤ Tdqmax{6κ,2κ+2,3}max{|α|2qmax{6κ,2κ+2,3}, |β|2qmax{6κ,2κ+2,3}}.
(286)
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Therefore, we obtain for all d ∈ N that[
max
{
1, νd([0, T ]× Rd),
∫
[0,T ]×Rd
‖x‖2qmax{6κ,2κ+2,3} νd(dt, dx)
}]1/q
≤ [max{1, T, Tdqmax{6κ,2κ+2,3}max{|α|2qmax{6κ,2κ+2,3}, |β|2qmax{6κ,2κ+2,3}}}]1/q
≤ dmax{6κ,2κ+2,3} [max{1, T}]1/q max{1, |α|2max{6κ,2κ+2,3}, |β|2max{6κ,2κ+2,3}} ≤ ηdη.
(287)
Corollary 4.14 hence ensures that there exist C ∈ (0,∞) and (Φd,ε)d∈N,ε∈(0,1] ⊆ N which satisfy
for all d ∈ N, ε ∈ (0, 1] that Rr(Φd,ε) ∈ C(Rd+1,R), P(Φd,ε) ≤ Cε−CdC, and[∫
[0,T ]×Rd
|ud(y)− (Rr(Φd,ε))(y)|q νd(dy)
]1/q
≤ ε. (288)
Combining this with (285) and Ho¨lder’s inequality proves that for all d ∈ N, ε ∈ (0, 1] it holds
that [∫
[0,T ]×[α,β]d
∣∣ud(y)− (Rr(Φd,δ(ε)))(y)∣∣p
|β − α|d dy
]1/p
≤
[∫
[0,T ]×[α,β]d
∣∣ud(y)− (Rr(Φd,δ(ε)))(y)∣∣q
|β − α|d dy
]1/q
T
1/p−1/q
=
[∫
[0,T ]×Rd
∣∣ud(y)− (Rr(Φd,δ(ε)))(y)∣∣q νd(dy)
]1/q
T
1/p−1/q
≤ δ(ε) [max{T, 1}]1/p−1/q = ε[max{T, 1}]1/q−1/p[max{T, 1}]1/p−1/q = ε.
(289)
In addition, observe that for all z ∈ (0,∞) it holds that
z ≤ z[max{T, 1}]z(1/p−1/q) = r(z). (290)
The fact that ∀ d ∈ N, ε ∈ (0, 1] : Rr(Φd,ε) ∈ C(Rd+1,R) and the fact that ∀ d ∈ N, ε ∈
(0, 1] : P(Φd,ε) ≤ Cε−CdC hence show that for all d ∈ N, ε ∈ (0, 1] it holds that Rr(Φd,δ(ε)) ∈
C(Rd+1,R) and
P(Φd,δ(ε)) ≤ C[δ(ε)]−CdC = C[max{T, 1}]−C(1/q−1/p)ε−CdC
= C[max{T, 1}]C(1/p−1/q)ε−CdC = r(C)ε−CdC ≤ r(C)ε−r(C)dr(C). (291)
This and (289) establish that there exist c ∈ R and (ud,ε)d∈N,ε∈(0,1] ⊆ N such that for all d ∈ N,
ε ∈ (0, 1] it holds that Rr(ud,ε) ∈ C(Rd+1,R), P(ud,ε) ≤ cε−cdc, and[∫
[0,T ]×[α,β]d
|ud(y)− (Rr(ud,ε))(y)|p
|β − α|d dy
]1/p
≤ ε. (292)
This completes the proof of Corollary 4.15.
Corollary 4.16. Let fmd : R
d → Rmd−m+1, m ∈ {0, 1}, d ∈ N, be functions, let T, κ, p ∈ (0,∞),
a ∈ R, b ∈ (a,∞), (fmd,ε)(m,d,ε)∈{0,1}×N×(0,1] ⊆ N, assume for all m ∈ {0, 1}, d ∈ N, ε ∈ (0, 1],
x, y ∈ Rd that
Rr(f0d,ε) ∈ C(Rd,R), Rr(f1d,ε) ∈ C(Rd,Rd), P(fmd,ε) ≤ κdκε−κ, (293)
‖f 1d (x)− f 1d (y)‖ ≤ κ‖x− y‖, ‖(Rr(f1d,ε))(x)‖ ≤ κ(dκ + ‖x‖), (294)
|(Rr(f0d,ε))(x)− (Rr(f0d,ε))(y)| ≤ κdκ(1 + ‖x‖κ + ‖y‖κ)‖x− y‖, (295)
and ε|f 0d (x)|+ ‖fmd (x)− (Rr(fmd,ε))(x)‖ ≤ εκdκ(1 + ‖x‖κ), (296)
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and for every d ∈ N let ud ∈ {v ∈ C([0, T ]×Rd,R) : infq∈(0,∞) sup(t,y)∈[0,T ]×Rd |v(t,y)|1+‖y‖q <∞} be a
viscosity solution of
( ∂
∂t
ud)(t, x) = (∆xud)(t, x) + (
∂
∂x
ud)(t, x) f
1
d (x) (297)
with ud(0, x) = f
0
d (x) for (t, x) ∈ (0, T ) × Rd (cf. Definitions 2.1, 4.1, 4.3, and 4.4). Then
there exist c ∈ R and (ud,ε)(d,ε)∈N×(0,1] ⊆ N such that for all d ∈ N, ε ∈ (0, 1] it holds that
Rr(ud,ε) ∈ C(Rd+1,R), P(ud,ε) ≤ cε−cdc, and[∫
[0,T ]×[a,b]d
|ud(y)− (Rr(ud,ε))(y)|p
|b− a|d dy
]1/p
≤ ε. (298)
Proof of Corolllary 4.16. Throughout this proof let ι = max{3κ, 2(κ+1)}. Observe that (294)
and the fact that ι ≥ κ prove that for all d ∈ N, ε ∈ (0, 1], x, y ∈ Rd it holds that
‖f 1d (x)− f 1d (y)‖ ≤ ι‖x− y‖ and ‖(Rr(f1d,ε))(x)‖ ≤ ι(dι + ‖x‖). (299)
Next note that (295) and the fact that ι ≥ 3κ ensure that for all d ∈ N, ε ∈ (0, 1], x, y ∈ Rd it
holds that
|(Rr(f0d,ε))(x)− (Rr(f0d,ε))(y)| ≤ κdι(3 + ‖x‖ι + ‖y‖ι)‖x− y‖
≤ ιdι(1 + ‖x‖ι + ‖y‖ι)‖x− y‖. (300)
In addition, observe that (296) and the fact that ι ≥ 2(κ+1) show that for all d ∈ N, ε ∈ (0, 1],
m ∈ {0, 1}, x ∈ Rd it holds that
ε|f 0d (x)|+ ε+ ‖fmd (x)− (Rr(fmd,ε))(x)‖ ≤ εκdκ(1 + ‖x‖κ) + ε
≤ ε(κ+ 1)dκ(1 + ‖x‖κ) ≤ ε(κ+ 1)dκ(2 + ‖x‖ι) ≤ ειdι(1 + ‖x‖ι). (301)
Combining this, (299), (300), and Corollary 4.15 implies that there exist c ∈ R and
(ud,ε)(d,ε)∈N×(0,1] ⊆ N such that for all d ∈ N, ε ∈ (0, 1] it holds that Rr(ud,ε) ∈ C(Rd+1,R),
P(ud,ε) ≤ cε−cdc, and [∫
[0,T ]×[a,b]d
|ud(y)− (Rr(ud,ε))(y)|p
|b− a|d dy
]1/p
≤ ε. (302)
This completes the proof of Corollary 4.16.
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