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Primary arm arrays formed during the directional solidiﬁcation of a single-crystal binary alloy were
investigated by performing large-scale phase-ﬁeld simulations using the GPU supercomputer
TSUBAME2.5 at Tokyo Institute of Technology. The primary arm array and spacing were investigated by
Voronoi decomposition and Delaunay triangulation, respectively. It was concluded that a hexagonal array
was dominant for both the dendrite and cell structures and that pentaehepta defects, which are typical
defects in hexagonal patterns, were formed. The primary arms continuously moved such that the
number of hexagons increased, and the distribution of primary arm spacing became uniform over time
even after the number of primary arms was constant. The order of array was highest in the growth
condition of the dendrite close to the cell-to-dendrite transition region. In addition, we proposed a
realistic and accurate evaluation method of primary arm array by removing small sides from the Voronoi
polygons.
© 2016 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under the CC BY
license (http://creativecommons.org/licenses/by/4.0/).1. Introduction
Directional solidiﬁcation is very frequently employed to inves-
tigate the fundamental solidiﬁcation behaviors of alloys, because it
allows for precise control of the temperature gradient and solidi-
ﬁcation velocity, which are important factors for solidiﬁcation
microstructure development [1e3]. It is also used for production of
single-grain turbine blades [4,5]. In directional solidiﬁcation, the
array of primary arms of dendrite and cell structures is crucial for
determining the microsegregation and permeability in the mushy
regions [6].
In directional solidiﬁcation experiments, various primary arm
arrays, such as square, rectangular, hexagonal, and random pat-
terns, have been observed in a plane normal to the growth di-
rection of columnar grain [7e23]. For cell structures, a hexagonal
array has been reported in many observations [8,13,14,16,19,22]. AElsevier Ltd. This is an open accessregular hexagonal array exhibits a close-packing arrangement of
identical circles in the two-dimensional (2D) space. Because the
cross-section of the cell structure normal to the growth direction
is almost circular, it is intuitive that the cylindrical cell structures
take a hexagonal pattern. It has also been reported that the order
of the hexagonal array is random [13,14]. As for dendrite struc-
tures, various arrays, such as quadrilateral [7,24], hexagonal
[7,9,20,25], and random [8] patterns, have been reported.
Although no conclusive evidence has been found, there are rela-
tively many reports regarding hexagonal arrays. Hui et al. [13]
showed that the order of dendrite arrays increases with the so-
lidiﬁcation length, and the array order is the highest in the cell-to-
dendrite transition.
Almost all these investigations regarding primary arm arrays in
directional solidiﬁcation have been performed under terrestrial
conditions. Because the natural convection caused by the density
difference depending on the solute concentration considerably
changes the dendrite/cell structures, alloy systems were selected in
some terrestrial experiments to reduce and observe the naturalarticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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fects cannot be completely eliminated under terrestrial conditions.
Therefore, directional solidiﬁcation experiments in microgravity
conditions, such as those in an international space station
[17,19,22,27,28] and space shuttle [16,29], have been performed.
Such microgravity in-situ observations have revealed the array
behaviors of dendrite/cell under the pure diffusive conditions [22].
However, owing to the limited experimental conditions, those ex-
periments are limited to the transparent organic alloys and cellular
structures.
The phase-ﬁeld method [30e33] is an alternative powerful tool
for investigating the primary arm array during directional solidi-
ﬁcation without natural convection. However, since a diffuse
interface model leads to large computational costs, three-
dimensional (3D) simulations of competitive growth among
multiple dendrites/cells, which are sufﬁcient in number for eval-
uating the primary arm array, are difﬁcult even now. Only the
competitive growth among multiple shallow cells is simulated in
3D by the phase-ﬁeld method [22,34e36]. Recently, a graphical
processing unit (GPU) that was originally designed to accelerate
the visualization has emerged as a powerful computational tool
and has been successfully applied to computational materials
science [37e39]. Furthermore, by enabling parallel GPU compu-
tations using the GPU supercomputer TSUBAME at Tokyo Institute
of Technology, we succeeded in accelerating large-scale phase-
ﬁeld simulations [31,40,41]. By applying a quantitative phase-ﬁeld
model for dilute binary alloy solidiﬁcation [42] to the parallel GPU
code, we successfully simulated 2D [43,44] and 3D [45,46]
competitive dendrite growth during directional solidiﬁcation of
a binary alloy [47].
In this study, the primary arm array during directional solidiﬁ-
cation of a single-crystal binary alloy is investigated by large-scale
phase-ﬁeld simulations using the GPU supercomputer TSUBAME
2.5. By performing six simulations with different temperature
gradients under a constant pulling velocity, we cover the array
evaluations from the cell to the dendrite regions. The array and
spacing of the primary arms are investigated by Voronoi decom-
position and Delaunay triangulation, respectively, because the
primary arm array is closely related to the primary arm spacing.
Here, it is revealed that the polygons generated by the Voronoi
decomposition include small sides that should be removed for ac-
curate array evaluation [21,23]. We then propose a new array
evaluation method that removes the small sides from Voronoi
polygons.2. Numerical simulations
2.1. Quantitative phase-ﬁeld model
A quantitative phase-ﬁeld model for isothermal solidiﬁcation in
a dilute binary alloy developed by Ohno and Matsuura [42] is
applied to the 3D directional solidiﬁcation. Details regarding for-
mulations are given elsewhere [42,45,48]. Here, we brieﬂy show
only the evolution equations. By employing a frozen temperature
approximation in the directional solidiﬁcation [49,50], the time
evolution equations of temperature T, phase-ﬁeld f (f ¼ 1 in solid
and f ¼ 1 in liquid), and nondimensional supersaturation u are
given as follows:
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Here, T0 is the reference temperature at z ¼ 0 and t ¼ 0, G is the
temperature gradient, z is the coordinate along the temperature
gradient direction, Vp is the pulling velocity, and t is the time. In Eq.
(2), u’ denotes the additional supersaturation for the directional
solidiﬁcation and is deﬁned as u’ ¼ (z-Vpt)/lT, where lT ¼ jmj(1-k)c0/
(kG) is the thermal length, k is the partition coefﬁcient, c0 is the
initial concentration in the liquid, andm is the slope of the liquidus.
t(Vf) ¼ t0as(Vf)2 and W(Vf) ¼ W0as(Vf)2 are the phase-ﬁeld
relaxation time and interface thickness, respectively, and
as(Vf)¼ 13ε4þ4ε4(f,x4þ f,y4þ f,z4)/j Vfj4 represents the crystalline
anisotropy with the anisotropic strength ε4. Here, f,i is the spatial
derivative of f with respect to the i direction. We chose df(f)/
df ¼ fþf3 and dg(f)/df ¼ (1  f2)2. l* is a coupling constant
associated with the thermodynamic driving force and is expressed
as l*¼ a1W0/d0, where a1¼0.88388 and d0 is the chemical capillary
length deﬁned by d0 ¼ kG/(jmj(1-k)c0) with the GibbseThomson
constant G. u is deﬁned as u ¼ (clcle)/(clecse), where cl is the con-
centration in the liquid, and cle and cse are the equilibrium concen-
trations in the liquid and solid, respectively, at temperature T0. We
followed the KimeKimeSuzuki (KKS) model [51] and used the re-
lations k ¼ cse/cle ¼ cs/cl. Then, the concentration c is given as c ¼ cs
(1þf)/2 þ cl (1f)/2. In Eq. (3), jAT represents antitrapping current





using the diffusion coefﬁcients in the solid, Ds, and liquid, Dl. J is the
ﬂuctuating current [52] and q(f) is an interpolating function
expressed as q(f) ¼ [kDs þ Dl þ (kDs  Dl)f]/(2Dl).
2.2. Computational conditions
The directional solidiﬁcation simulations are performed for six
different temperature gradients G ¼ 5, 10, 20, 50, 100, and 200 K/
mm under a pulling velocity Vp ¼ 100 mm/s Fig. 1 shows the
computational domain and initial condition. The computational
domains were meshed by the lattice points
nx  ny  nz ¼ 1024  1024  1024 for G ¼ 10, 20, 50, 100, and
200 K/mm and nx  ny  nz ¼ 1536  1536  1024 for G ¼ 5 K/mm.
The mesh size was set to Dx¼ Dy ¼ Dz¼ 0.75 mm. The temperature
gradient, G, was set to the z-direction. For both f and u, the periodic
boundary condition was set to the x- and y-directions, and the zero
Neumann conditions were applied to the z-direction. Initially, the
computational domain was ﬁlled with a liquid Al-3wt%Cu. Single
solid seed with 3Dx radius was put at the bottom center. The crystal
orientation <100> corresponds to the x-, y- and z-axes. The mate-
rial and simulation parameters are summarized in Table 1 [46]. In
Fig. 1. Computational domain. nx, ny, and nz are the number of lattice points in the x-,
y-, and z-directions, respectively. Heat-ﬂow direction is set to the z-direction.
Table 1
Material and simulation parameters [46].
Quality Symbol Value
Initial concentration c0 0.013 at.frac.
Pulling velocity Vp 100 mm/s
Temperature gradient G 5, 10, 20, 50, 100, and 200 K/mm
Mesh size Dx 0.75 mm
Interface thickness W0 Dx/0.8 ¼ 0.9375 mm
Diffusion coefﬁcient in liquid Dl 3  109 m2/s
Diffusion coefﬁcient in solid Ds 3  1013 m2/s
Partition coefﬁcient k 0.14
Anisotropic strength ε4 0.02
GibbseThomson constant G 0.24  106 km
Liquidus slope m 620 K/at.frac.
Reference temperature at z ¼ 0 T0 875.7 K
Time increment Dt 2.6785716  105 s
T. Takaki et al. / Acta Materialia 118 (2016) 230e243232the initial condition, the nondimensional supersaturation at the
bottom surface was set to u ¼ 0.3, which corresponds to
T ¼ 922.39 K. Very long computations with 1  107 steps, which
corresponds to t ¼ 267.9 s and pulling distance of 26.9 mm, were
performed for each G. To perform such long distance directional
solidiﬁcation simulations efﬁciently, we employed a moving-frame
algorithm [43] where the tips of the primary arm were kept under
512Dz and 612Dz for G ¼ 5, 10, and 20 K/mm and for G ¼ 50, 100,
and 200 K/mm, respectively. After 1  106 steps, the computational
domainwas moved one mesh in the z-direction every period of Dz/
(VpDt). The simulations were performed by the GPU supercomputer
TSUBAME2.5 at Tokyo Institute of Technology, where we used the
256 GPUs (NVIDIA K20X) for G ¼ 10, 20, 50, 100 and 200 K/mm and
512 GPUs for G ¼ 5 K/mm. The computational run time was about a
week.3. Results
3.1. Morphological changes
Figs. 2 and 3 show the time slices of the solideliquid interface
(isosurface of f ¼ 0) in the bird's-eye and top views, respectively
(Videos are available in the supplementary material). For G ¼ 5 K/mm, we can clearly see a typical cross-shaped solidiﬁcation struc-
ture that preferentially grows in the <100> directions in Figs. 2(a)
and 3(a). Then, as seen in Fig. 3(b), well-arranged primary arms
on the centerlines in the x- and y-directions are formed. As shown
in Fig. 3(a), the solid also grows in the diagonal directions, and
these form randomly arranged primary arms. Only for G ¼ 5 K/mm,
moving frame starts before the solid completely wets the bottom
surface. Thus, in Fig. 3(b), we can see small solid seeds around the
corners of the computational domain. Although the well-aligned
primary arms on the central lines seen in Fig. 3(b) are retained in
Fig. 3(c), they cannot be seen in the ﬁnal step shown in Fig. 3(d). The
morphological changes for G ¼ 10 K/mm are similar to those for
G ¼ 5 K/mm. However, in Fig. 3(c), it is difﬁcult to see the well-
arranged primary arms on the central lines that can be observed
in Fig. 3(b), and the primary arm is arranged alternatively. For
G ¼ 20 K/mm, the initial solid morphology shown in Fig. 3(a) is
more round compared to the case when G ¼ 5 and 10 K/mm, and
the randomly arranged primary arms are observed in Fig. 3(b).
However, in Fig. 3(c), a well-ordered primary arm array is seen. The
ordering seems to be higher in the ﬁnal step shown in Fig. 3(d). In
Fig. 3(d), G ¼ 50 K/mm seems to exhibit the best ordered array. For
G ¼ 50 K/mm, from Fig. 2, we can see the secondary arms on the
side of the primary arm, but they are not very well developed.
Therefore, the morphology for G ¼ 50 K/mm can be said to be the
dendrite close to the cell-to-dendrite transition. A similar result
was reported in the experimental observations; the primary arm
array is the most ordered near the cell-to-dendrite transition [13].
For G ¼ 100 K/mm, from Fig. 2, the morphology is more cellular,
compared to the case when G ¼ 50 K/mm. Meanwhile, we also see
small perturbations on the arm side, and therefore, it can be said
that a cell morphology close to the cell-to-dendrite transition. In
Fig. 3(d), comparing the cases of G ¼ 50 and G ¼ 100 K/mm, the
ordering is seemed to be higher for G¼ 50 K/mm.When G¼ 200 K/
mm, we can see cell structures, in which the <100> directions
cannot be observed easily and a less ordered array can be seen.
Supplementary video related to this article can be found at
http://dx.doi.org/10.1016/j.actamat.2016.07.049.
Fig. 4 shows the changes in number of primary arms. Here, we
counted the tips of primary arms that reach a lattice point number
in the z-direction of 486 (G ¼ 5 K/mm), 461 (G ¼ 10 and 20 K/mm),
and 587 (G ¼ 50, 100, and 200 K/mm) that were not selected to
count the tips of secondary arms in the program code. For G¼ 5 and
10 K/mm, because the growth of dendrites located close to the
boundaries is delayed compared to that of the central dendrites, as
shown in Fig. 2(b), the number of dendrites gradually increases. The
triangular marks in Fig. 4 show the maximum number of primary
arms, and the circular marks show the points after which the
number of primary arms becomes constant. For G ¼ 200 K/mm, we
can see very long-lasting competition among the cells. Although
the number became 356 at the 7.96  106th step and was main-
tained until the ﬁnal step, the number might decrease if the so-
lidiﬁcation proceeds further. For other G values, constant numbers
were achieved at around the 2 106th step. The number of primary
arms found in the simulation of G ¼ 10 K/mm (37) is smaller than
that in the case of G ¼ 5 K/mm (51), because the section of the
selected simulation domain was smaller in the former.
3.2. Primary arm array
In evaluations of primary arm arrays, minimum spacing tree
(MST) [53], Fourier transformation (FT), Voronoi decomposition,
and so on have been employed [13,14,17,22]. Although MST seems
to be the most often used method in the array studies
[11,15,16,54,55], Napolitano and Black [15] pointed out that the
accuracy of MST is drastically reduced when the analyzed points
Fig. 2. Bird's-eye view of time slices: (a) 5  104th step (1.3 s), (b) 2  105th step (5.4 s), (c) 2  106th step (53.6 s), and (d) 1  107th step (267.9 s). Note that the frame size is
different only for G ¼ 5 K/mm. Frame size is 1536Dx  1536Dx  1023Dx for G ¼ 5 K/mm and 1024Dx  1024Dx  1023Dx for the other G. (Video is available in the supplementary
material).
T. Takaki et al. / Acta Materialia 118 (2016) 230e243 233
Fig. 3. Time slices in the top view: (a) 5  104th step (1.3 s), (b) 2  105th step (5.4 s), (c) 2  106th step (53.6 s), and (d) 1  107th step (267.9 s). Note that the frame size is different
only for G ¼ 5 K/mm. Frame size is 1536Dx  1536Dx for G ¼ 5 K/mm and 1024Dx  1024Dx for the other G. (Video is available in the supplementary material).
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Fig. 4. Changes in the number of primary arms. Triangular and circular marks show
the time steps where the number of primary arms is the maximum and reaches the
constant, respectively.
T. Takaki et al. / Acta Materialia 118 (2016) 230e243 235are decreased below approximately 200. As shown in Fig. 4, the
numbers of primary arms at the steady state conditions in the
present simulations are less than 200, except for G ¼ 200 K/mm.
Thus, statistical methods such as MST and FT are not considered
suitable in this study. Here, we employ the Voronoi decomposition
to investigate the cell/dendrite array.
Fig. 5 shows the time changes of Voronoi diagrams. The white
square points are the tip positions of the primary arms. The edges of
the Voronoi cell are indicated by the black lines, and Voronoi cells
are distinguished by colors depending on the side number of the
Voronoi polygon. The Delaunay triangles are shown by white lines.
The Delaunay triangulation and Voronoi diagram are dual to each
other in the graph theoretical sense. The length of one side of a
Delaunay triangle is deﬁned as the local primary arm spacing, and
is used in the next section. The Voronoi decompositions were
performed taking the periodic boundary conditions into account.
Note that Fig. 5(a)e(c) for G ¼ 5 K/mm and Fig. 5(a) for G ¼ 10 K/
mm are different in terms of the time steps for the other G values.
Except for G ¼ 5 K/mm, the time step in Fig. 5(a) approximately
corresponds to the one at which the number of primary arms
reaches the maximum value. Fig. 6 shows the changes in the
number of each polygon: triangle to nonagon. The line colors
correspond to those of the polygon in Fig. 5. The gray thick line
indicates the total number of primary arms that is the same as those
shown in Fig. 4, and the black dashed line shows a point fromwhich
the total number of primary arms is a constant, corresponding to
the circular marks in Fig. 4.
From Figs. 5 and 6, the hexagon (red) is generally dominant for
all G values from the beginning. For G ¼ 5 K/mm, after reaching a
constant number of dendrites in the 2.28  106th step, the changes
are very small. For G ¼ 10 and 20 K/mm, from Fig. 6, the number of
hexagons slightly increases after the dashed line. This is also
observed from Fig. 5(c) and (d). For G ¼ 50, 100, and 200 K/mm, it
can be observed that the hexagon greatly increases in number,
compared to the case when G ¼ 10 and 20 K/mm. The quadrangle
and octagon are rarely observed during a period where the total
number changes at the beginning. The triangle and nonagon arevery rarely observed at the beginning, only for G ¼ 100 and 200 K/
mm. Interestingly, after the quadrangle and octagon disappear, the
numbers of pentagons and heptagons become the same and only
the pentagon, hexagon, and heptagon remain. These can be
considered a typical pentaehepta defect in a hexagonal array
[56,57]. At the ﬁnal 1 107th step, the ratio of hexagons to the total
number of primary arms was 0.53, 0.68, 0.63, 0.68, 0.74, and 0.65
for G¼ 5e200 K/mm, respectively. Except for G¼ 5 K/mm, the ratio
is around 0.7. In Fig. 5(d), the shapes of the hexagons for G ¼ 5 K/
mm are generally irregular. However, for G ¼ 10 and 20 K/mm, the
shapes of hexagons seem to be more regular compared to the case
when G¼ 5 K/mm. For G¼ 50,100, and 200 K/mm, the regularity of
the hexagons increases. In particular, well-ordered regular hexa-
gons are observed in some hexagon colonies surrounded by the
pentaehepta defects.
Very recently, Tschopp et al. [21,23] compared a distance-based
technique [18] and their Voronoi-based technique for character-
ization of the primary arm spacing in detail, and concluded that the
Voronoi decomposition with a criterion for removing short sides
from the Voronoi cells is the best for evaluating the microstruc-
tures. Fig. 7 is an example of the Voronoi cell with small sides (a
part in the 5  105th step for G ¼ 20 K/mm). Cells 1, 2, and 3 are
classiﬁed as hexagons, pentagons, and heptagons in the Voronoi
decomposition. However, they are difﬁcult to be seen as such
polygons, because they have small sides enclosed by a dashed cir-
cle. The idea by Tschopp et al. [23] is to remove such small sides
from the Voronoi polygons. Meanwhile, their method needs a
threshold for the size of the sides that should be removed. Thus, we
propose an alternative method that does not need any thresholds,
where we remove a side that does not cross to a corresponding
segment connecting two points. For example, side S1 is a part of
perpendicular bisector of segment L1. However, S1 and L1 do not
cross each other. In this case, side S1 is removed from cells 1 and 3,
and segment L1 is also removed from the local primary arm
spacing. In this proposed method, cells 1 and 2 become quadrilat-
erals, and cell 3 becomes a pentagon. This is considered reasonable
according to the observations. Here, side S3, which is relatively
large and enclosed by the alternate long and short dashed line, is
also removed from cell 1.
After re-computing the polygons by following the proposed
method, we can redraw Fig. 6 as Fig. 8. From Fig. 8, it can be
observed that the number of polygons with sides more than six
reduces and the other polygons are increased at the beginning.
However, as time passes, the number of hexagons increases
monotonically, and the results approach those shown in Fig. 6. This
means that the tip positions of the primary arms move as the
hexagon approaches toward the regular hexagon. In other words,
the primary arm positions change so that the distribution of the
primary arm spacing becomes uniform. Hereafter, the proposed
method is described as a modiﬁed Voronoi decomposition.
3.3. Primary arm spacing
Average primary arm spacing lave is one of the most important
factors characterizing the solidiﬁcation microstructure. There are
some computational methods for estimating lave. The counting
method is the most frequently used one. In this method, lave is
computed by lave¼ B(A/N)0.5, whereN is the number of the primary
arms in an area A, and B is a coefﬁcient depending on the arm array;
B ¼ 1 for squares, B ¼ 1.07 for hexagons, and B ¼ 0.5 for random
patterns [7]. Thus, when using the counting method, we need to
know the arm array in advance, and lave becomes a constant when
N is a constant. When we compute lave in a cross-section of an
actual solidiﬁed material, the counting method is very useful
because we do not need to identify the centers of gravity of the
Fig. 5. Time changes of tip positions of primary arms (white squares), Voronoi polygons (black lines), and Delaunay triangles (white lines). Voronoi polygons are painted by colors
that distinguish the polygon. Note that the frame size is different only for G ¼ 5 K/mm. Frame size is 1536Dx  1536Dx for G ¼ 5 K/mm and 1024Dx  1024Dx for the other G.
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Fig. 6. Changes in each polygon. The colors of lines correspond to those in Fig. 5. The gray line shows the number of all primary arms, and the dashed thin line indicates the time
step where the number of primary arms becomes constant.
Fig. 7. Tip positions of primary arms (black square mark), Voronoi cells (red line), and
Delaunay triangles (blue line). (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
T. Takaki et al. / Acta Materialia 118 (2016) 230e243 237primary arms. Recently, a new method that automatically detects
the centers of gravity of primary arms has been developed [58,59].
We can thus easily use the other methods that enable array
evaluation.
In this study, we deﬁne the length of a side of the Delaunay
triangle as the local primary arm spacing l. Fig. 9 shows the changes
in the average primary arm spacing lave computed by the counting
method assuming square and hexagonal arrays, Voronoi decom-
position, and the modiﬁed Voronoi decomposition. In Fig. 9, lave
computed by the counting method becomes a constant after thetotal number of primary arms becomes a constant. In contrast, lave
computed by the Voronoi decomposition increases at the begin-
ning (except for G ¼ 5 K/mm), and reduces gradually even after the
number of primary arms becomes constant. Over time, lave
computed by the Voronoi decomposition approaches lave
computed by the counting method assuming hexagonal array. The
modiﬁed Voronoi decomposition shows smaller value of lave
compared to the Voronoi decomposition at the beginning, and
these values approach those computed by the Voronoi decompo-
sition over time.
In Fig. 10, the lave in the ﬁnal 1  107th step are compared to the
theoretical and experimental values. In Fig. 10(a), the present re-
sults are compared to those from the Hunt model [60] and Kurz &
Fishermodel [2] as a function of G. In Fig.10(b), for comparisonwith
the systematical experimental results by Gündüz and Çadırlı [61],
lave is shown as a function of c0.25Vp0.25G0.25. From Fig. 10, it can be
seen that the present four results of lave computed by the different
methods almost overlap each other on the logarithmic plot. We can
also see that the present results lie between those for the Hunt
model and Kurz& Fisher model. In addition, in Fig.10(b), the results
of G ¼ 5, 10, and 20 K/mm are in good agreement with the exper-
imental results. For the other G values, a good linear relation
extrapolated with the experimental results is observed.
Fig. 11 shows the frequency distributions of the primary arm
spacing l for every 2  106 steps computed by the Voronoi
decomposition. In each case, the distributions become sharp with
time. At the ﬁnal 1  107th step (black lines), we can see that the
distributions are asymmetric with respect to the maximum peak
position; more speciﬁcally, the number of arms steeply increases at
the small l side, while the number gently decreases at the large l
side, except for G ¼ 5 K/mm, and we can also see that the distri-
butions approach the symmetric one, i.e., the Gaussian distribution
with increasing G. In the cases when G ¼ 5, 10, and 20 K/mm, the
curves with two peaks are observed at the 2  106th step (read
lines). These two peaks disappear with time for G ¼ 10 and 20 K/
mm, but for G ¼ 5 K/mm, they remain until end of the simulation.
Fig. 12 shows the distribution of l computed by the modiﬁed Vor-
onoi decomposition where the above-mentioned behavior can
similarly be observed. Comparing Figs. 11 and 12, we can see that
Fig. 8. Changes in the number of each polygon classiﬁed by a modiﬁed Voronoi decomposition proposed in this study. All lines, including the color and type, correspond to those in
Fig. 5.
Fig. 9. Changes in the average primary arm spacing lave computed by the counting method assuming square and hexagonal arrays, Voronoi decomposition, and modiﬁed Voronoi
decomposition.
T. Takaki et al. / Acta Materialia 118 (2016) 230e243238some peaks at the foot of the larger arm spacing side in Fig. 11 are
suppressed in Fig. 12, though the difference is not as signiﬁcant as
that between Figs. 6 and 8.
Fig. 13 shows the changes in the standard deviation, Sl, of the
distributions of the primary arm spacing shown in Fig. 11. The
vertical axis is indicated by the normalized Sl divided by lave. It can
be observed that Sl for all G values decreases monotonically with
time. This means that the primary arms for all G values move to the
directions where the primary arm spacing becomes uniform. In
addition, Sl/lave is smaller for larger G values, except for G ¼ 200 K/
mm. Only G ¼ 200 K/mm shows a slight irregular change, and thisbecomes almost constant after the 8  106th step where the
number of primary arms becomes constant.
4. Discussion
The present simulation demonstrates that the hexagonal array is
dominant in both dendrite and cell structures. However, a quadri-
lateral array has been reported in some papers [7,24]. It is consid-
ered that such an array appeared as a temporary state, the
emergence of which should depend on the history of the solidiﬁ-
cation condition, viz., the formation process of the primary arms. To
Fig. 10. Comparisons of average primary arm spacing lave with theoretical values by
the Hunt model [60] and Kurz & Fisher mode [2] and with experimental results by
Gündüz and Çadırlı [61].
T. Takaki et al. / Acta Materialia 118 (2016) 230e243 239conﬁrm this point, competitive growth of two dendrites under an
ideal condition is simulated, as shown in Fig. 14. Here, we employed
the following computational conditions: a temperature gradient of
G ¼ 20 K/mm, nx  ny  nz ¼ 128  128  1024, periodic boundary
condition in x-direction, zero Neumann condition in y-direction,
and the computational steps of 1.2  107 (321.4 s). The other con-
ditions are the same as those in the large-scale simulation of
G ¼ 20 K/mm discussed above. Initially, two seeds are placed at (Lx/
2, 0) and (Lx/2, Ly) in Case A, (7Lx/16, 0) and (9Lx/16, Ly) in Case B,
(3Lx/8, 0) and (5Lx/8, Ly) in Case C, and (Lx/4, 0) and (3Lx/4, Ly) in Case
D on the bottom surface, where Lx and Ly are the computational
domain size in the x- and y-directions, respectively. Cases A and D
correspond to the square and hexagonal arrays, respectively.Fig. 14(a) and (b) show the dendrite arrays at the 2  105th step
(5.4 s), which nearly corresponds to the initial arrays, and at the
ﬁnal 1.2  107th step (321.4 s), respectively. In the array changes
from the initial to the ﬁnal step shown in Fig. 14, it can be observed
that there are no change for Case D, whereas arrays in Cases B and C
change to those in Case D, and a discrepancy in the x-direction
between two dendrites starts to occur in Case A. These are clearly
seen in Fig. 15 where the changes in the two dendrite spacing in the
x-direction, lx, are shown. In Case D, lx remains constant at Lx/2. In
cases B and C, lx monotonically increases from Lx/4 and Lx/8,
respectively, and approaches Lx/2. Interestingly, in Case A, after
keeping lx ¼ 0 during approximately 3  106 steps, two dendrites
start to separate. This is believed to be caused by the small
perturbation of solute diffusion ﬁelds. From Figs.14 and 15, it can be
concluded that an alternative array of primary arms is stable and
the square array is in a quasi-stable condition.
In actual solidiﬁcation, depending on the generation conditions
of primary arms such as branching, there might be possibilities that
the primary arms array is arranged in the quadrilateral. Because
this is not a stable condition, it will change to a stable alternative
array, or hexagonal array. In the case of large primary arm spacing,
the interaction among the primary arms is small, and a non-stable
array, such as square, can be maintained for a long time. This is
shown in Figs. 5 and 6, or the changes of primary arm array are
slower for smaller G.
In addition, as shown in Figs. 3(d) and 5(d), the high ordering of
the primary arm array can be seen for G ¼ 20 and 50 K/mm, which
show the dendrite morphology close to the cell-to-dendrite tran-
sition region. For the high ordering array, small primary arm
spacing and anisotropy morphology are considered important.
Basically, the primary arm array is determined by the diffusion
layer interaction around the tips of the primary arms. The diffusion
of the solute rejected into the liquid from the solid occurs iso-
tropically and circularly, and then, the regular hexagonal array,
which is the close-packed array of circles, is considered the most
stable. For G ¼ 100 and 200 K/mm, we can see very high ordering
arrays in the hexagonal colonies surrounded by the pentaehepta
defects, as shown in Fig. 5(d). However, the orientations of those
hexagonal colonies are different in every colony. Therefore, the
overall ordering becomes low in the cellular structures. In contrast,
for small G values, the effects of the morphological anisotropies of
the dendrite trunk on the diffusion layer are considered small,
because the dendrite spacing is large. Then, the interaction among
the primary arms might be very small and the transition to a stable
array requires a long time. Around G ¼ 20 and 50 K/mm, the
anisotropy morphology of the primary arm trunk can affect the
diffusion layer, because the spacing is not so large. Therefore, we
consider that the highest ordering can be observed in the dendrite
morphology close to the cell-to-dendrite transition region.
Finally, we performed the convergence analyses of the tip
undercooling of the dendrite/cell, DT, with respect to the interface
thickness, W0, under a condition of W0 ¼ Dx/0.8. To reduce the
computational cost, we assumed a square array and quarter sym-
metricity of dendrite/cell structure, as shown in Fig. 16(a). By per-
forming the least square approximation for the average primary
arm spacing, lave, obtained by the counting method assuming the
square array shown in Fig. 10(a), we obtained the relationship of
ln(lave) ¼ 5.55e0.372ln(G) in the units of lave [m] and G [K/m].
From this equation, the computational domain size of
Lx  Ly  Lz ¼ lave/2  lave/2  767.25 mm is determined as
Lx ¼ Ly ¼ 81.77, 63.20, 48.85, 34.75, 26.86, and 20.76 mm for G ¼ 5,
10, 20, 50, 100, and 200 K/mm, respectively. The domain depth
Lz ¼ 767.25 mm is the same as that in the previous large scale
simulations. One seed is initially placed on the origin, and a quarter
dendrite/cell grows under the zero Neumann boundary condition
Fig. 11. Frequency distributions of primary arm spacing computed by Voronoi decomposition.
Fig. 12. Frequency distributions of primary arm spacing computed by modiﬁed Voronoi decomposition.
Fig. 13. Changes in standard deviation of distribution of primary arm spacing.in the x- and y-directions. Fig. 16(b) shows the results of the
convergence behavior of the tip undercooling, DT, which is the
difference between the temperature at the growing tip and the
melting temperature of Al-3wt%Cu, i.e., 925.19 K, for all values of G.
It is seen that the tip undercooling is monotonically converges to
certain values for each value of G. In Fig. 16(b), it can be observed
that the smaller W0 is required for the larger G to obtain a well-
converged result. The dashed line indicates W0 ¼ 0.9375 mm used
in the large scale simulations. This value yields a reasonably high
accuracy when G is low. Although, as shown in Fig. 16(b), the ac-
curacy in the W0 ¼ 0.9375 mm employed in the large scale simu-
lations is not signiﬁcantly high for large values of G, the array
behaviors of the primary arms obtained in this study would not be
affected by the value of W0. The selection of W0 is thought to be
reasonable in the evaluations of primary arm array in such a large
scale simulation. In addition, the method of the convergence
analysis is a challenging and important problem, because the
Fig. 14. Top views at (a) 2  105th step (5.4 s) and (b) 1.2  107th step (321.4 s) in the ideal two-dendrite growth simulations under conditions with G ¼ 20 K/mm,
nx  ny  nz ¼ 128  128  1024, periodic boundary condition in x-direction, and zero Neumann boundary condition in y-direction.
T. Takaki et al. / Acta Materialia 118 (2016) 230e243 241simulation becomes large scale, especially for small W0, and the
results depend on the primary arm array and spacing.5. Conclusions
Primary arm arrays in a plane normal to the temperature
gradient direction during directional solidiﬁcation of a single-
crystal binary alloy were investigated by performing large-scale
phase-ﬁeld simulations using the GPU supercomputer TSU-
BAME2.5 at Tokyo Institute of Technology. The large-scale phase-
ﬁeld simulation is a very powerful tool to study the primary arm
array, because we can easily obtain the time changes of the tip
position of the primary arm and we can evaluate the directional
solidiﬁcation under a purely diffusion condition without natural
convection caused by gravity. The primary arm array was evaluated
by the Voronoi decomposition technique. It was concluded that the
hexagonal array is dominant for both dendrite and cell structures,
and typical pentaehepta defects in the hexagonal pattern were
observed. The ratio of the hexagons in all polygons increased and
the pentaehepta defects decreased with time even after theFig. 15. Dendrite spacing in x-direction, lx, during the simulations shown in Fig. 14. Lx
is the size in the x-direction of the computational domain.
Fig. 16. (a) Computational domain and (b) results of simulations in convergent
behavior of tip undercooling of dendrite/cell, DT, for the interface thickness W0. The
size of computational domain is set to Lx  Ly  Lz ¼ 81.77  81.77  767.25 mm3,
63.20  63.20  767.25 mm3, 48.85  48.85  767.25 mm3, 34.75  34.75  767.25 mm3,
26.86  26.86  767.25 mm3, and 20.76  20.76  767.25 mm3 for G ¼ 5, 10, 20, 50, 100,
and 200 K/mm, respectively. Here, a relation of W0 ¼ Dx/0.8 is kept through all the
simulations.
T. Takaki et al. / Acta Materialia 118 (2016) 230e243242number of primary arms reached a constant. The array ordering
seemed to be good in the dendrite side in the cell-to-dendrite
transition region, where the anisotropy morphology of the pri-
mary arm trunk can affect the diffusion layer. The primary arm
spacing was investigated by the Delaunay triangulation. The pri-
mary arms continuously moved so that the distribution of primary
arm spacing becomes uniform. In addition, we have proposed a
new realistic and accurate array evaluation method by removing
the small sides from the Voronoi polygons. This is believed to be a
reasonable method, because it does not need any thresholds when
removing the small sides.
This study is the ﬁrst phase-ﬁeld study in the investigation of
primary arm arrays. In the future, by solving the ﬂow of liquids in
the dendrite/cell structures obtained in the present study, we will
be able to evaluate the realistic permeability in the primary arms. In
addition, we will be able to evaluate the natural convection effects
on the primary arm array in detail. Thus, large-scale phase-ﬁeld
simulation is very powerful and promising tool for evaluating the
solidiﬁcation structures.
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