Ant Colony Optimization has achieved good results in solving Traveling Salesman Problem (TSP), it has a tendency to fall into local optima and the convergence speed is limited. To address this problem, multi-colony ant colony optimization based on the generalized Jaccard similarity recommendation strategy (JCACO) is proposed. Firstly, two classical ant populations, Ant Colony System and Max-Min Ant System are selected to form heterogeneous multi-colony. Secondly, attribute-based collaborative filtering recommendation mechanism is proposed to balance the diversity and convergence of the algorithm, three strategies have been implemented under this recommendation mechanism: The attribute cross-learning strategy is used to highlight the effect of excellent attributes and improve the attribute comprehensive performance; According to the diversity results of the population measured by information entropy, the attribute recommendation learning strategy is used to enrich the diversity of the population adaptively; The pheromone reward strategy is implemented on the public path to accelerate the convergence speed; Among which, according to the generalized Jaccard similarity coefficient, the most suitable communication object is recommended in order to achieve the best learning efficiency. Finally, when the algorithm stagnates, the elite reverse learning mechanism is used to jump out of the local optimum. Experimental results show that JCACO has good performance and high stability in TSP instances, especially in large-scale TSP instances.
I. INTRODUCTION
TSP is one of the famous NP-hard problems, which refers to the shortest path problem that a traveler starts from a certain starting point, passes all the given demand points, and each demand point only passes once, finally returns to the starting point. Many algorithms can solve the TSP problem, include Particle Swarm Optimization (PSO) [1] , [2] , Genetic Algorithm (GA) [3] , Simulated Annealing (SA) [4] , Ant Colony Optimization (ACO) and so on. Every algorithm has advantages and disadvantages in solving TSP problems, Ant colony optimization is the main algorithm to solve the TSP problem.
Ant colony algorithm starts from ant foraging mechanism and it has the characteristics of positive feedback and The associate editor coordinating the review of this manuscript and approving it for publication was Sotirios Goudos . strong robustness. Ant colony algorithm has been successfully applied in several fields, the most successful of which is used for combinatorial optimization problems, therefore, the ant colony optimization proposed in this paper adopts the TSP problem for experimental testing. In the future, we will use ant colony optimization to solve the robot path planning and task scheduling problems [5] .
Ant Colony Optimization [6] , [7] was originally proposed by Italian scholar M. Dorigo in 1996 based on the ant foraging mechanism to solve the traveling salesman and distributed optimization problems. The experimental results show that the algorithm can provide a better solution, but it will fall into the problem of local optimum and slow convergence when solving large scale TSP problem; Then, Dorigo proposed Ant Colony System (ACS) [8] , combining local pheromone update with global pheromone update to improve the convergence speed of the algorithm. In 2000, T. Stutzle et al. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ proposed the Max-Min Ant System (MMAS) [9] , by limiting the range of pheromones, the problem of premature stagnation in the algorithm is improved. The above are classical Ant Colony Optimization, they have efficient search ability and provide valuable experiences to further research, but there are still problems such as easy to fall into local optimum and slow convergence.
In order to balance the diversity and convergence of algorithm, some scholars have made different improvements to ACS. W. Deng et al. proposed an improved ant colony optimization algorithm based on multi-population strategy, coevolution mechanism, pheromone updating strategy and pheromone diffusion mechanism, which can improve the optimization performance of solving large-scale optimization problems by balancing the convergence rate and solving diversity [10] . J. Li et al. proposed a 2-opt domain search strategy to enhance the ability to build solutions and improve the quality of the solution [11] . L. Zhang et al. proposed combining the bacterial foraging algorithm with the ant colony algorithm to improve the slow convergence of the traditional algorithm [12] . X. Meng et al. proposed a new direction pheromone to describe the global information in the optimization process, which improved the global solution and accelerated the convergence of the algorithm [13] . The parameters setting of the ant colony optimization (ACO) have a profound impact on the experimental results, many researchers use various methods to optimize the parameters of the ACO [14] , [15] , they all used the PSO to optimize the parameters in ACO, which reduce the impact of parameter selection on the experiment and enhance the quality of solutions. F. Olivas et al. used fuzzy control theory to make the parameters of ant colony algorithm achieve the dynamic adaptive effect, and the improved ant colony algorithm is applied to robot path planning [16] - [21] .
With the improvement of single colony ant colony algorithm, researchers studied multiple ant colony optimization algorithms, hoping to achieve better performance through the collaborative work between multiple ant colonies. The concept of multiple ant colonies was first proposed by Gambardella to solve the vehicle routing problem with time windows [22] . Multiple ant colony optimization are divided into homogenous ant colony optimization and heterogeneous ant colony optimization, Chu S C et al. proposed a homogenous multiple colonies ant colony optimization with seven communication methods to update the pheromones based on the best route of all colonies [23] . M. Birattari et al. proposed a migration integration strategy for homogeneous ant colony communication [24] . The homogenous ant colony algorithms are relying on the basic ant colony algorithms to enhance the feature of single colony, to some extent, the heterogeneous ant colony algorithms, in which different ant colonies have different behaviors, are more likely to take full advantage of different ACO. M. Xu et al. proposed a heterogeneous double colonies ant colony algorithm based on heuristic information, by introducing exchange factors and carrying out information exchange regularly, the convergence and diversity of the algorithm are balanced in large scale problems, but the selfadaptability of the algorithm still needs to be improved [25] . T. Zheng used the adaptive migration rules based on population diversity to propose a parallel multi-group adaptive ant colony algorithm for automatic test case generation [26] . X. He et al. proposed a two-population ant colony optimization based on heterogeneous ant colony, which improved the diversity of solutions through heterogeneous evolution and information exchange, due to the exchange frequency is related to the number of iterations, the algorithm mode was relatively fixed [27] .
There are three main problems in multi-colony ant colony algorithm: 1. How to communicate among populations? 2. What is exchanged between the populations? 3. When to communicate? According to the references, the optimal solution and pheromone matrix can be exchanged between populations, or the worst solution can be replaced by the optimal solution. P. Zhang et al. selected communication objects according to the similarity between populations, and then exchanged the optimal solution and pheromone between populations [28] . In the communication mechanism, different communication strategies can be adopted in different situations, X. Deng et al. proposed two neighborhood topologies for exchange between populations [29] . X. Chen proposed random weight, asynchronous change factor and population elimination strategy to increase the communication between populations [30] .
The existing multi-colony algorithm balances the diversity and convergence of the algorithm and reflecting the advantages of the multi-colony algorithm, however, the interaction strategy between populations is relatively simple, and the adaptability of the algorithm needs to be improved. To solve these problems, some scholars have introduced the principle of recommendation system into ant colony optimization and adopted interdisciplinary methods to make the direction of the improvement more clear. There are two ways to combine recommendation algorithm with ant colony algorithm. One is to use ant colony algorithm to optimize the recommendation algorithm [31] , [32] , and the other is to use the recommendation algorithm to optimize the ant colony algorithm [33] . Experiments of both methods verify the effectiveness of the algorithm and optimize the overall performance of the algorithm.
This paper focuses on the diversity and convergence of the balance algorithm and the accuracy of the solution in largescale TSP problems. Multi-colony ant colony optimization based on the generalized Jaccard similarity recommendation strategy is proposed, the collaborative filtering recommendation algorithm is adopted to optimize ant colony algorithm. The main contributions of this paper are as follows:
1. Multiple subpopulations of ACS and MMAS were selected to form heterogeneous multi-population ant colony optimization to balance the diversity and convergence speed of the algorithm.
2. Attribute-based collaborative filtering recommendation mechanism is proposed to exchange information and learn between populations, there are three strategies for this mechanism: attribute cross-learning strategy, attribute recommendation learning strategy, public path reward strategy. In the attribute cross-learning strategy, the concept of attribute comprehensive performance of the population was proposed to measure whether a population is excellent or not, excellent populations exchange information through attribute crosslearning strategy, so that they can give full play to the role of excellent attributes and improve the attribute comprehensive performance of the population; In the attribute recommendation learning strategy, information entropy is used to measure diversity of population, when the information entropy of population is lower than the threshold, the fusion of pheromones through attribute recommendation learning strategy to improve the diversity of population; In the public path reward strategy, the public path between the current optimal path of the population with poor convergence and the historical optimal path was found, the pheromone reward is applied to the public path, which makes the algorithm directional and accelerating the convergence speed. These three strategies adjust the communication frequency adaptively according to the dynamic information feedback of the population, to balance between breadth optimization and depth exploration of the algorithm.
3. The attribute cross-learning strategy and attribute recommendation learning strategy mentioned in contribution 2 need appropriate communication objects when they are executed, the generalized Jaccard similarity coefficient is constructed to measure the similarity between populations, and the most suitable communication objects are recommended for the above strategies, so as to achieve the best learning effect between populations.
4. The strategy in contribution 2 may cause excessive accumulation of pheromones, which may cause the algorithm to stagnates, to avoid this situation, the elite reverse learning mechanism is proposed to jump out of the local optimum and obtain a more accurate solution.
This paper is organized as follows: Section II briefly introduces the ACS, MMAS, generalized Jaccard similarity coefficients and information entropy. Section III introduces the relevant content of the JCACO including the constructing the generalized Jaccard similarity coefficient, attribute-based collaborative filtering recommendation mechanism and elite reverse learning mechanism. Section IV verifies the effectiveness of the relevant strategies proposed in this paper through experiments, and compares JCACO with traditional ant colony algorithm and other optimization algorithms. Section V includes summary and future work.
II. RELATED WORK A. ANT COLONY SYSTEM WITH TSP
In the early 1990s, scientists discovered through experiments that when ants are foraging, they will leave a similar chemical substance-pheromone on the path they walk through. The ants will choose the next path based on the pheromone concentration, the higher the concentration, the higher the probability of being selected, at the same time due to the volatile nature of pheromones, the pheromone on the poor path will be less and less, thus the optimal path can be selected.
1) CONSTRUCT THE SOLUTION
The selection formula for each ant in the ACS from city i to city j:
where η ij represents the reciprocal of the distance between city i and city j, τ ij represents pheromone concentration between city i and city j, q 0 is a parameter which is a consistent value. q is a random variable subjected to a uniform distribution between 0 to 1. J is the next city to be selected. s is equal to Eq.(2). The Eq. (1) shows that cities with high pheromone or with relatively close distances are more likely to be selected. When q ≤ q 0 , use Eq.(1); otherwise, use Eq. (2).
where α is information heuristic factor; β is expectation heuristic facto; N k i is a collection of cities that ants can reach directly and have not visited yet. η ij is heuristic function, its expression is formula (3).
2) PHEROMONE UPDATE Local pheromone update rule: when the ant carries out path construction, it moves from the current city i to the next city j, and immediately updates the pheromone on the path, which can be expressed as equation (4).
where ρ is local pheromone evaporation coefficient whose rang is [0, 1]; τ 0 is pheromone initial value. Global pheromone update rule: After all ants completed their tour, only the global optimal path can update the pheromone, which accelerates the convergence of the algorithm, and its expression is formula (5) .
where ξ is global pheromone evaporation coefficient, C bs is the length of the global optimal path; τ bs ij is the pheromone added to the global optimal path, its expression is formula (6). VOLUME 7, 2019 
B. MAX-MIN ANT SYSTEM
In order to avoid fast convergence and stagnation of the algorithm, the MMAS algorithm limits the size of pheromones: [τ min , τ max ]. If τ ij ≤ τ min , we set τ ij = τ min ; If τ ij ≥ τ max , we set τ ij = τ max . The value of τ max and τ min are in formula (7) and formula (8) .
τ min = τ max 2n (8) where T gb is global optimal path.
1) PHEROMONE UPDATE
In MMAS, only the pheromone on the best tour can be update in each iteration. The pheromone update rules are as shown in formula (9) and formula (10) .
where f (s best ) is the best tour.
C. GENERALIZED JACCARD SIMILARITY COEFFICIENT
The Jaccard similarity coefficient is used to compare similarities and differences between finite sample sets. The larger the Jaccard coefficient value, the higher the sample similarity. The generalized Jaccard coefficient is an extension of the Jaccard coefficient, also known as the Tanimoto coefficient. Its expression is (11) .
where A and B are two n-dimensional vectors. A · B is vector product, A 2 is vector norm:
D. INFORMATION ENTROPY
Information Entropy is a word borrowed from thermodynamics by C. E. Shannon in 1948 to solve the problem of quantitative measurement of information. It's also one of several ways to measure diversity. Entropy can be written explicitly:
where b is the base of the logarithm. P (x) is the probability mass function. The entropy of the unknown result is maximized if each probability is fair. Therefore, this paper uses information entropy to measure the diversity of population [34] , [35] .
III. MULTI-COLONY ANT COLONY OPTIMIZATION BASED ON GENERALIZED JACCARD SIMILARITY RECOMMENDATION STRATEGY
The recommendation algorithm is a computer science algorithm that uses some user behavior to guess what the user might like through some mathematical algorithms. There are six main types of recommendation algorithms: contentbased, collaborative filtering, association rules, utility-based, knowledge-based and combination recommendation. The recommendation algorithm based on collaborative filtering is the most commonly used and the effect is better. Therefore, this paper chooses a collaborative filtering recommendation algorithm.
The core of the recommendation algorithm is the measure of similarity of the use. Traditional ant colony optimization has poor diversity and slow convergence. Therefore, this paper uses the diversity factor and convergence factor of the population to form a 2-dimensional vector and uses the generalized Jaccard similarity coefficient to measure the similarity between populations. In this paper, we use information entropy to measure the diversity of populations and use formula (13) to measure the convergence of populations.
where Con i is the convergence of the population i, iter G is the iteration number of optimal convergence in history, iter i is the iteration number of current optimal convergence in population i.
We use formula (14) to measure the similarity between population A and B. Where JE(A, B) is the similarity between population A and B, A(a 1 , a 2 ) is the vector describing population A, a 1 is the diversity of population A and the value of a 1 is ratio of current information entropy of population to maximum information entropy, a 2 is the convergence of population and the value of a 2 is obtained by Equation (13).
The larger the value of JE (A, B) , the more similar the population A and B are.
2) ATTRIBUTE CROSS-LEARNING STRATEGY
After one iteration, the similarity matrix of each pair of populations is calculated according to the Equation (4), and the population with the best attribute comprehensive performance is found, the attribute comprehensive performance of the population is measured using the formula (15) . Every M generation, the population with the best attribute comprehensive performance is communicated with its most similar population. There are two reasons: One is due to the positive feedback of pheromones, when the two population information exchanges too frequently, too many pheromones will cause both populations to fall into local optimum, so it is necessary to control the exchange frequency of the population. The other is according to formula (15) , the attribute comprehensive performance of the population includes diversity, convergence, and quality of the solution, the population with the best attribute comprehensive performance does not necessarily have all the excellent attributes, therefore, choosing the most similar population for communication can help each other learn excellent attributes(As shown in FIGURE 1 , the red box is the excellent attributes of the two population), play the role of excellent attributes, and improve the attribute comprehensive performance of excellent populations. Formula (15) is the measurement of attribute comprehensive performance, where Per i is the attribute comprehensive performance of the population i, Div i is the ratio of the current information entropy of the population i to the global maximum information entropy, it reflects the diversity of the population; and Sol i is the ratio of the standard optimal solution of the population i to the current optimal solution, it reflects the accuracy of the solution; Con i from formula (13) and it reflects the convergence of the population.
Formula (16) is the similarity matrix between the populations, where JE i,j is the similarity between population i and population j, if i = j, JE i,j = 0; if i = j, JE i,j calculated according to formula (14) , s1 is the number of ACS subpopulation, s2 is the number of MMAS subpopulation.
3) ATTRIBUTE RECOMMENDATION LEARNING STRATEGY
When the information entropy of a population is below the threshold, that is, the diversity of the population is too low, then the attribute recommendation learning strategy is executed. Firstly, k populations with a higher similarity with this population are filtered out according to formula (16) . Secondly, the population with the highest information entropy of the k populations is recommended for learning. The reasons are as follows: One is, if we choose the best diversity subpopulation directly from the whole population for learning, the attribute comprehensive performance of these two populations may differ greatly, learning between them will lose the better solutions that have been found, which will cause the rate of convergence to slow down. The other is, the low diversity of the population will reduce the search performance of the algorithm, choosing the population with the highest information entropy among the k populations for learning will improve the diversity of the population and increase the search breadth of the algorithm. The learning rule is the fusion of pheromones. See formula (17) .
where P 1_new is a new pheromone matrix of the population whose information entropy is below the threshold, P 1 is the original pheromone matrix of the population whose information entropy is below the threshold, and p 2 is the pheromone matrix of the population whose communicating with the population P 1 . The pheromone of the two populations is fused by formula (17), so that the excellent performance in the original population is preserved and the excellent performance of the exchange population is obtained.
4) PUBLIC PATH REWARD STRATEGY
This algorithm not only needs to maintain the diversity of the population, but also needs to improve the convergence of the algorithm. Here, the convergence of a population is measured by formula (13) . When the convergence of the population is lower than the threshold, which is Con < ω(ω is convergence threshol), to improve the convergence speed, the public path between the current optimal path of the population with poor convergence and the historical optimal path was found, and reward certain pheromone to the public path. The definition of public path is shown in FIGURE 2, if three or more nodes are identical in succession, they are regarded aspublic path. The reward rule is formula (18) .
where P is the original pheromone matrix of the public path, P new is pheromone matrix of the public path after rewar, n is the number of cities. Pheromone rewards related to the number of iterations. In the early stage of the algorithm, a path is selected by both populations and is part of the current optimal path, it can be considered that there is a component of the optimal solution around the path or the path, reward this part with pheromones, this will make the algorithm more directional and speed up the convergence.
To prevent the excessive accumulation of pheromone, then lead the algorithm to fall into local optimum at the later stage, we use formula (18) for rewards. As the number of iterations increases, fewer pheromones are rewarded. 
B. ELITE REVERSE LEARNING MECHANISM
The traditional ant colony optimization algorithm often encounters the problem of local optimization in the later stage. When the population falls into local optimization, the appropriate learning object needs to be selected to jump out of local optimization. Here the selection of learning objects is the key. There are generally two options, option 1: the general population was randomly selected for learning; Option 2: select the population with the current optimal solution for learning. Although option 1 can maintain diversity, the optimal solution of the subpopulation may deviate from the standard optimal solution, leading to a decrease in convergence rate and solution accuracy. Although option 2 is the closest to the standard optimal solution, if the selected population also falls into the local optimal solution, the diversity and learning efficiency of the population after learning will be reduced. To balance the advantages and disadvantages of these two options, this paper proposes the concept of the Elite Mixed Knowledge Board (EMKB), which is used to store the elite status of the population, when the algorithm is stagnant, the population performs the elite reverse learning mechanism to achieve the goal of jumping out of the local optimum. The specific operation is as follows:
Step1: First build an EMKB to store elite status, EMKB structure as shown in TABLE 1. Step2: Each subpopulation generates a current elite state with each iteration, the length of the elite path, information entropy, and pheromone matrix are stored in EMKB.
Step3: EMKB updates itself as the number of iterations changes. The update rules are: If the length of the elite path of the current iteration is better than the length of the worst elite path in the EMKB, the replacement is then performed, including the length of the current elite path, the information entropy, and the pheromone matrix.
Step4: When a subpopulation falls into local optimum, adds the length of the elite path obtained by the current population to EMKB and sort by the length of the elite path from small to large, if the length of this elite path is sorted, the sequence number is x, then its reverse sequence number is x * , the calculation method is formula (19) .
where x min is the minimum sequence number of the elite path length, and x max is the maximum sequence number of the elite path length. The reverse learning area of the population is (min (x, x * ) , max (x, x * )).
Step5: Select the elite state with the highest information entropy in the learning area to learn, learning the length of the current elite path, information entropy, and pheromone matrix.
C. ALGORITHM FRAMEWORK
The following is the execution process of JCACO:
Step1: Initialize parameters and pheromone matrices that appear in JCACO, calculate the distance between cities;
Step2: Iteration starts from here, path construction of each subpopulation of ACS and MMAS according to Eq. (1) and Eq. (2), local pheromone update of subpopulations according to Eq. (4), note the limitations of MMAS pheromone;
Step3: When all subpopulations complete an iteration, updating the global pheromone of each subpopulation according to Eq. (5) and Eq. (9), preserve the current optimal solution of the algorithm at this time, if the current optimal solution is better than the historical optimal solution, it is retained after replacing the historical optimal solution, otherwise, it is not replaced;
Step4: Calculate the information entropy of subpopulations according to Eq. (12), calculate the similarity between populations according to Eq. (14) , measure the convergence of subpopulations according to Eq. (13);
Step5: Every M iterations, calculate the attributes comprehensive performance of the population according to Eq. (15), according to the similarity between populations, recommend appropriate populations and population with the highest attribute comprehensive performance execution attribute cross-learning strategy;
Step6: When the information entropy of the subpopulation is below the threshold, according to the similarity matrix, the most suitable population and the population with low entropy were selected to implement attribute recommendation learning strategy;
Step7: When the convergence of the subpopulation is below the threshold, the public path between the current optimal path of this subpopulation and the historical optimal path was found, the pheromone reward strategy is implemented on the public path;
Step8: If the current optimal path length of a subpopulation has not changed continuously for T iterations, then we think that the subpopulation may fall into local optimum, at this moment, the elite reverse learning mechanism is executed by this subpopulation;
Step9: The number of iterations increases, back to Step2;
Step10: When the maximum number of iterations is reached, the global optimal solution of the algorithm is output.
In this framework, the number of iteration is nc, the number of subpopulation ant is m, the number of city is n, all subpopulations run in parallel in the computer.
Through the analysis of the algorithm framework, we know that the time complexity of JCACO is O(nc * m * (n − 1)), and the maximum time complexity is O(nc * m * n). As we known, the maximum time complexity of ACS and MMAS If nc % M ==0 then 9
Executive attribute cross-learning strategy 10
End-If 11
If subpopulation information entropy below the threshold then 12
Executive attribute recommendation learning strategy 13 End-If 14
If subpopulation convergence is below the threshold then 15 Execute public path reward strategy 16 End-If 17
If subpopulations fall into local optimum then 18
Executive elite reverse learning mechanism 19 End-If 20 nc = nc+1 21 End-While is O(nc * m * n). Therefore, the maximum time complexity of JCACO is the same as ACS and MMAS, indicating that this algorithm does not require additional time consumption.
IV. EXPERIMENT AND SIMULATION A. SIMULATION ENVIRONMENT AND PARAMETER SETTINGS
The experiment was simulated in MATLAB R2016a environment in Windows 10. To verify the performance of JCACO, we selected TSP instances of various scales for experiments and compared them with ACS and MMAS. To enable JCACO to have better performance, three levels and four factors orthogonal experiments were used to determine the value of each parameter and the levels are based on pre-experiments, the optimum scheme of each factor is found out by orthogonal experiment. Each combination of the various parameters was tested 10 times, the average value was taken for analysis, take eil51 as an example to determine the parameter value (the internal operations of the ACS and MMAS subpopulations have not been changed, therefore, the parameters of ACS and MMAS can be determined separately to achieve the best effect of each).
Based on the above experiments, it can be known that: in MMAS, the best scheme of parameters is that α is equal to 1, β is equal to 3, and ρ is equal to 0.1; in ACS, the best scheme of parameters is that α is equal to 1, β is equal to 4, ρ is equal to 0.1, and ξ is equal to 0.2.
B. EXPERIMENT ANALYSIS 1) STRATEGY TESTING AND PERFORMANCE ANALYSIS
There are three strategies for the attribute-based collaborative filtering mechanism proposed in this paper: attribute crosslearning strategy, attribute recommendation learning strategy, public path reward strategy. To verify the validity of the three strategies, we selected kroA100, kroB150 for the experiment, the selected TSP instances was tested 15 times, and each experiment was performed 2000 iterations. This experiment was analyzed from the following aspects: the optimal solution (Best), the worst solution (Worst), the average solution (Mean), iteration number of optimal solution (Convergence). Experimental data are shown in TABLE 8. Wherein, LOS-3 is an algorithm that has an attribute cross-learning strategy and an attribute recommendation learning strategy but lacks a public path reward strategy. LOS-2 is an algorithm that has an attribute cross-learning strategy and a public path reward strategy but lacks an attribute recommendation learning strategy. LOS-1 is an algorithm that has attribute recommendation learning strategy and publi cpath reward strategy but lacks anattribute cross-learning strategy.
Firstly, the optimization effects of the three strategies are analyzed. The comparison groups were ACS and MMAS, and the experimental group were JCACO, LOS-3, LOS-2 and LOS-1. As can be seen from TABLE 8, compared with the ACS and MMAS algorithms, the optimization effect was achieved in all four experimental groups. All the four improved algorithms and ACS can find the optimal solution in kroA100, while MMAS cannot find the optimal solution, only JCACO can find the optimal solution in kroB150. In TABLE 8, the quality of the worst solution and average solution of the four improved algorithms are better than ACS and MMAS. Therefore, the four improved algorithms formed by the three strategies have better stability and higher solution accuracy. It can be seen from FIGURE 3 that the convergence speed of JCACO, LOS-3, LOS-2 and LOS-1 algorithms is faster than ACS and MMAS. Then, the respective effects of the three strategies were analyzed. The comparison group was JCACO, and the experimental group were LOS-3, LOS-2, and LOS-1. As can be seen from TABLE 8, JCACO found the optimal solution in both the kroA100 and kroB150, the optimal solution, the worst solution and the average solution of the LOS-1 and LOS-2 algorithms are worse than the other two algorithms, therefore, attribute cross-learning strategy and attribute recommendation learning strategy focus on improving the accuracy of the solution and the stability of the algorithm. It can be seen from the convergence columns in TABLE 8 and FIGURE 3 that compared with the other three algorithms, the convergence rate of the LOS-3 algorithm is the slowest. Therefore, the public path reward strategy focuses on improving the convergence speed of the algorithm. Finally, these three strategies have different improvements to the algorithm, and after the composite use, the accuracy, convergence speed and stability of the solution are improved. They complement each other so that the improvement effects of each strategy play a better role in the combination of each other.
2) COMPARATIVE ANALYSIS OF JCACO AND TRADITIONAL ANT COLONY ALGORITHM
In order to compare the performance of ACS, MMAS with JCACO, this paper selects 18 TSP instances of different scales for experiments. This experiment was analyzed from the following aspects: the optimal solution (Best), the worst solution (Worst), the average solution (Mean), iteration number of optimal solution (Convergence), minimum error rat (Er) and Standard deviation (dev). Experimental data are shown in TABLE 9. The minimum error rate is expressed by the formula (20) .
where L ACO is the optimal solution found for the algorithm, L min is the standard optimal solution for the TSP instances.
Eq. (21) is the standard deviation, where N is the number of times each TSP instance is tested (in this paper N = 15), l i is the current optimal solution for each experiment, l avg is the average solution of N experiments.
As can be seen from TABLE 9: The JCACO is superior to ACS and MMAS in the selected TSP Instances, whether it is the optimal solution, the worst solution, the average solution, and the error rate. In small scale TSP instances such as eil51, eil76, rat99, kroA100, and kroB100, JCACO can quickly find the standard optimal solution, due to the information exchange strategy among the populations and the public path reward strategy, JCACO has the fastest convergence rate and the highest solution accuracy compared with ACS and MMAS; In medium scale TSP instances such as ch130, kroA150, kroB150, ch150, kroA200, kroB200, the JCACO obtains the standard optimal solution in the kroB150 and ch150, although other instances do not achieve the standard optimal solution, the error rate remains within 1%. The elite reverse learning mechanism enables JCACO to jump out of the local optimal, but ACS and MMAS are easily trapped in the local optimal, for example, ACS stagnates in the 595 and 299 generations of ch150 and kroA200, respectively; In large scale TSP instances such as tsp225, a280, rand300, lin318 and fl417, it is difficult to find the optimal solution due to the large size of the city, although JCACO did not find the standard optimal solution, it still converges slightly faster than ACS and MMAS, the error rate of the optimal solution remains within 1%, and the solution accuracy is higher than ACS and MMAS.
In short: The JCACO algorithm improves the accuracy of the solutions, speeds up the convergence, and can jump out of the local optimum. The search ability greatly exceeds ACS and MMAS. FIGURE 4 shows the convergence changes of JCACO, ACS and MMAS on 18 TSP instances. It can be seen from the figure that the JCACO algorithm retains a faster convergence rate than ACS and MMAS at the early stage, and makes the solution converge to the optimal solution nearby, no matter it is small TSP instance, medium TSP instance or large TSP instance. ACS and MMAS algorithms tend to fall into local optimum in the later stage, this algorithm adopts an elite reverse learning mechanism, which enables the algorithm to jump out of local optimum and improve the accuracy of the solutions.
This paper uses the standard deviation (Eq. (21)) to reflect the stability of the algorithm, FIGURE 5 shows the standard deviation of 18 different TSP instances participating in the experiment (15 tests per TSP instance). As can be seen from , the standard deviation of JCACO is mostly lower than ACS and MMAS, this shows that the stability of the JCACO is better than ACS and MMAs. FIGURE 6 shows the optimal solution path found by the JCACO algorithm for 18 TSP instances of different sizes participating in the experiment.
3) COMPARATIVE ANALYSIS OF JCACO AND OTHER OPTIMIZATION ALGORITHMS
The improved algorithm JCACO in this paper is also compared with other optimization algorithms to verify its performance, as shown in TABLE 10, including improved multi-colony Ant Colony Optimization [15] , [36] , [37] , Single colony Ant Colony Optimization [3] , Particle Swarm Optimization [40] , Genetic Algorithm and Artificial Bee Colony Algorithm [41] . The PCCACO algorithm data comes from [36] , EDHACO algorithm data comes from [37] , PACO-3opt algorithm data comes from [15] , D-ACS algorithm data comes from [3] , IACA algorithm data comes from [3] , IMRGHPSO algorithm data comes from [40] , GA and ABC algorithm data comes from [41] .
It can be seen from TABLE 10 that JCACO has higher solution accuracy and faster convergence speed than intelligent algorithms such as single colony ant colony optimization (see TABLE 9 , comparison with traditional ant colony algorithm); Compared with the improved multi-colony ant colony optimization, the algorithm can find the optimal solution in small-scale instances, and the quality of the solution obtained by JCACO is better in medium and large-scale instances, and the error rate of the optimal solution is kept within 1% (as shown in TABLE 9) .
Through comprehensive analysis of experimental data, it can be seen that JCACO has certain advantages compared with traditional ant colony algorithm, improved ant colony optimization and other intelligent algorithms, and improves solution quality and convergence speed to some extent. 
V. CONCLUSION
This paper proposes a multi-colony ant colony optimization based on the generalized Jaccard similarity recommendation strategy, s1 ACS subpopulations and s2 MMAS subpopulations are selected to form heterogeneous multi-colony, the diversity and convergence speed of the algorithm are balanced. Introducing the generalized Jaccard coefficient to measure the similarity between two populations and using it in the attribute-based collaborative filtering recommendation mechanism. Three optimization strategies are proposed under this recommendation mechanism: Strategy 1 is an attribute cross-learning strategy, it is used between population with high attribute comprehensive performance and its most similar population to highlight the role of excellent attributes, and improve the performance of the algorithm; Strategy 2 is an attribute recommendation learning strategy, which is used between the population with poor diversity and the population with the best diversity among k similar populations, it is used to increase the diversity of population and enhance the breadth search ability of algorithm; Strategy 3 is a public path reward strategy, which is used in the population with poor convergence, to reward the public path of the current optimal path and the historical optimal path, making the algorithm directional and accelerating the convergence speed. Finally, an elite mixed knowledge board is proposed to store the elite state of subpopulations, when the algorithm is stagnant, the elite reverse learning mechanism is used to jump out of local optimal. Experimental results show that compared with other ant colony optimization, the proposed algorithm balances the diversity and convergence speed of the algorithm, and improves the quality of solutions.
Future research directions are: 1. We will continue to study the optimization effect of the ant colony algorithm combined with the recommendation system on the larger TSP instances, and an improved ant colony algorithm is applied to other problems (For example robot path planning problems).
2. Study the optimization effect of ant colony algorithm combined with other disciplines, for example, ant colony algorithm combined with game theory, and it will be tested in practical application.
3. The application of the algorithm in a multi-objective problem is further studied. For example, in robot path planning problems, the multi-objective problem that turning Angle is the most suitable and the moving path is the shortest is considered simultaneously. KANG YANG was born in Tongling, Anhui, China, in 1996. He is currently pursuing the M.S. degree with the Shanghai University of Engineering Science. His research interests include intelligent algorithm, path planning of mobile robot, and embedded systems. VOLUME 7, 2019 
