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Abstract
Communicating effectively with customers is a challenge for many marketers, but espe-
cially in a context that is both pivotal to individual long-term financial well-being and difficult
to understand: pensions. Around the world, participants are reluctant to consider their pen-
sion in advance, it leads to a lack of preparation of their pension retirement[1], [2]. In order
to engage participants to obtain information on their expected pension benefits, personalizing
the pension providers’ email communication is a first and crucial step. We describe a machine
learning approach to model email newsletters to fit participants’ interests. The data for the
modeling and analysis is collected from newsletters sent by a large Dutch pension provider of
the Netherlands and is divided into two parts. The first part comprises 2,228,000 customers
whereas the second part comprises the data of a pilot study, which took place in July 2018
with 465,711 participants. In both cases, our algorithm extracts features from continuous and
categorical data using random forests, and then calculates node embeddings of the decision
boundaries of the random forest. We illustrate the algorithm’s effectiveness for the classifica-
tion task, and how it can be used to perform data mining tasks. In order to confirm that the
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result is valid for more than one data set, we also illustrate the properties of our algorithm in
benchmark data sets concerning churning. In the data sets considered, the proposed modeling
demonstrates competitive performance with respect to other state of the art approaches based
on random forests, achieving the best Area Under the Curve (AUC) in the pension data set
(0.948). For the descriptive part, the algorithm can identify customer segmentations that can be
used by marketing departments to better target their communication towards their customers.
1 Introduction
Creating personalized content that is relevant and attractive to consumers has been one of the main
challenges for marketers[3]. When consumers are flooded with text and link content emails, in the
meanwhile, only a little or no content in the emails that is relevant to them. It leads to information
crucial to their financial well-being escapes their attention; for instance, information about con-
sumers’ pension plans which is pivotal for their long-term financial well-being. It is therefore of
utmost importance that email communication is customized towards consumers’ interests.
Machine learning models offer to possibility of personalising marketing materials by better
target newsletters and advertisements to the right population [4]. The process typically involves
collecting data, cleaning it from outliers, reducing biases, and finally applying a machine learning
algorithm to obtain an accurate prediction of the target variable and therefore calculate a conver-
sion rate. The conversion rate can be any key performance indicator that matters for the model
performance and business value.
One of the main difficulties in machine learning is to identify the right features for the prediction
task [5]. A good model typically depends the selection of informative features. Deep learning (DL)
apply an automatic feature engineering, which can result in good prediction outcomes but losing
the intelligibility of the result, as the prediction relies on a non-linear combinations of the original
features. Representation learning is one of the most successful approaches to extract complex fea-
tures [6]. The goal of representation learning is to identify good representations of the data, in order
to obtain the best features for predictive tasks. Finding a low dimensional latent space in which to
project the original variable a well. Word embeddings are known representation learning approach
[7]. In their seminal work Mikolov et al. show that by means of shallow neural networks it is pos-
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sible to obtain good vectorial representations of words and combinations of words by predicting
their context within a corpus of documents of which the words are tokens. The natural extension
of Mikolonov et al. has been the definition of embedding models for graphs [8], [9] and knowl-
edge graphs [10]. In graph and knowledge graph embeddings, the token to be represented becomes
the node or concept in the graph, and the documents of the corpus to calculate the embeddings
are simulated using random walks that navigate the graphs. Algorithms such as node2vec [8] and
rdf2vec [10] have already shown great promise in modeling complex social network data, chemical
processes [11], and bioinformatics knowledge [12]. The success of these algorithms, similarly to
what happened with word embeddings, resides in the fact that embeddings calculated on top of a
graph, retain information concerning the neighborhoods and connections taking place between the
nodes, therefore enriching every single entity with semantic knowledge residing in the context of
the entity.
To successfully use graph embeddings of any sort, it is important to identify a graph structure
that connects the entities in a meaningful way. Therefore, with respect to pure graph embeddings,
the main challenge is to decide how two nodes are connected, the meaning of a connection and
which entity should represent a node, a graph or a connection.
This paper is, therefore, motivated by the problem of identifying an automated approach of
generating such graphs when dealing with data that is both categorical and numerical.
The main contribution of this paper is an approach, called random forests node embeddings
(RFNE), to model categorical and continuous features by calculating node embeddings on the de-
cision trees identified with a random forest algorithm. It shows that using embeddings calculated
on a random forest is an effective method of extracting automated features for classification. It
actually makes the classification more flexible as one can now use any algorithm in combination
with random forests. The other significant contribution, is to show that by using the latent space
features calculated with the embedding, we can come up with rules about a population of interest.
This because we used a random forest to calculate the embeddings. The consequence is also that
the nodes of the forest have a representation in the latent space. Therefore, if we take an interesting
question as our dependent variable for a statistical test (i.e. subscribing to a loan or not) and the
latent space features as the independent variables, we can then find those areas of the latent space
in which the odds of finding the interesting target are higher. Once we find it, then we can find the
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closest node (nearest neighbour). Then closest node corresponds to a rule in the original feature
space (because the node belongs to a decision tree, and we only need to navigate down the tree to
find the rule).
To demonstrate the effectiveness of our approach, we use both open data and proprietary data
to do the model evaluation. The open data comprises data sets about marketing and churn manage-
ment, whereas the proprietary data belongs to a large pension fund of the Netherlands.
Such a contribution is significant to the marketing community because it allows to identify
segments of the population in which the modelled advertisements are more effective. Our approach
is not only use to calculate the predicted probability, but also it can be used to identify segmentation
rules and provide advises for the marketers to select sub-groups. In addition, this contribution is
also relevant to the machine learning community as it shows a new structured way of dealing with
hidden spaces and embeddings and how to use the hidden space to further describe and explain the
data for human consumption.
The rest of this paper is structured as follows: Section 2 presents the motivating context and
related work; Section 3 describes the main methods developed in this paper; Section 4 evaluates
the model in four data sets: three open data sets for benchmarking the results (D1, D2, D3), and
one private data set to strengthen the empirical evidence (D4). The results of these exercises are
shown in Section 4. Section 5 discusses the main implications of our work with respect to the
marketing and machine learning disciplines, as well as lining out limitations and opportunities for
future research.
2 Context and Related Literature
An environment in which marketers struggle to reach individuals is that of pensions. Around the
world, people are reluctant to think about retirement; this results in a lack of adequate financially
preparation [1], [2]. With regard to aging societies, this creates a major societal challenge with
serious economic implications [13]. There have been many initiatives to encourage individuals to
save for retirement, ranging from automatic enrollment [14], efforts to improve financial literacy
(for a review see [15]) to improving the framing of communication [16].
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2.1 The Challenge of Engaging Consumers to Prepare for Retirement
A challenge that pension providers face is communicating effectively with pension plan partici-
pants to foster learning and information gathering, and to increase awareness of the importance of
pensions. The main goal is to engage participants to obtain information on their expected pension
benefits and for them to determine whether they are on track with regards to their retirement sav-
ings. Pension providers in the Netherlands are obliged by law to provide their participants with
information, and much of this communication happens online via emails and websites nowadays.
However, engagement indicated by the clicking rate is low. Here the click rate is calculated by
the number of participants who opened the email divided by the total number of participants who
received the email.Personalizing an email by framing it in such a way that it fits the participants’
interests could potentially help to trigger participants to click. We assume that the content of an
email is relevant to the participants’ if they click the article links in a received email. Different
article links lead participants to a different pension topic.
Past research has identified several barriers for participants to get informed about their pension.
Making decisions for the far future i.e. intertemporal decision making, is difficult because partic-
ipants are faced with more attractive realtime options: they can also spend their time watching a
movie and or decide to spend their money on a new car rather than saving it for retirement. Search-
ing for information takes time and effort, and retirement is so far away that participants postpone
financial planning [17].
Participants may also be prone to information avoidance: while people know that information
is available, and have free access to this information, they still decide to ignore it [18]. A related
barrier is information overload, meaning that when individuals are overwhelmed by the options
available to them, they choose the path of least resistance [19], just as they do as a result of procras-
tination, status quo bias, and anticipated regret [20]. Choosing the path of least resistance can for
example mean that individuals stick to the default, or do nothing like not reading the emails they
receive from their pension provider.
Given these barriers such as these, the question for pension providers is how to communicate
with their participants in a way that these barriers are overcome. Pension providers have a duty
to communicate and want to do this as efficiently as possible. Most people are already aware
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that saving for retirement is important, which makes them postpone engaging with it even more:
important decisions take more time and effort, so people defer making them [21]. Communications
on pensions that emphasize that it is important to save for retirement can, therefore, lead to opposite
results. Another way to communicate with participants is to personalize the communication they
receive instead of sending a general message.
In this paper, we use an adaptive personalization approach to communicate with pension plan
participants. In line with the definition of [22], this means that personalization is done automati-
cally based on algorithms, without the proactive efforts from the participant, and that it will adapt
the product over time based on participant behavior. Adaptive personalization systems have been
shown to be more successful than self-customization in news context [22].
2.2 Representation Learning and Embeddings Approaches
One of the fields that contributes the most towards representation learning is deep learning (DL)
[23]. An important part of DL research is focused on modeling procedures to either learn ap-
proximate rules from data, like for example differentiable inductive logic programming [24] or to
embed rules in a latent space in order to produce inference in the latent space, like for example
visual query answering [25], that embeds relationships amongst entities in pictures learning both
the embedding of the entity and of the relationship and neural logic programming [26], that instead
applies rules to embeddings of complex objects to apply first-order logic reasoning. A similar ap-
proach is observable in the knowledge representation community, in which neural approaches are
applied to learn relationships within an ontology [27], or neural networks are applied to perform
approximated ontology based reasoning [28].
Several contributions have previously made use of random forest as a structure to apply DL.
Deep forest [29], proposing a novel deep model multi-grained cascade forest (gcForest) model, a
decision tree ensemble approach. The gcForest can have an outstanding performance on a small-
scale data set with a fewer hyper-parameters than DL. Yuchuan Kong et al. [30] proposed Forest
Deep Neural Network (fDNN) algorithms to integrate the deep neural network architecture with a
supervised forest feature detector. In the bioinformatics field, it is often the case that the number
of predictors/features is much bigger than the number of instances and it limits the power of DL
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and the classical machine learning algorithms. The fDNN employed random forests as the feature
detector, to learn sparse feature representations from a larger input feature space.
Image Classification is one of the popular machine learning tasks in the image processing field.
The images are represented by a set of independent patches characterized by local descriptors.
Moosmann et al. [31] in 2007 used the Extremely Randomized Clustering Forests (ERC-Forests)
to learn the spare local image descriptor. Each descriptor is represented by a set of leaf node indices
with one element from each tree. They treated each leaf in each randomized decision tree as a
separate visual word and stack the leaf indices from each decision tree into an extended code vector
for each descriptor. In the paper [31], the tree algorithm is used as a spatial partitioning method,
to learn the representation of the image descriptor, not a classifier to label the target variable. The
learned tree leaf features are the input features of the support vector machines (SVM) classifier for
predicting the image.
Amongst the most successful recent representational approaches we can see that graph con-
volutional networks (GCN) [32] are playing an important role in data structured in graph format.
Differently from models based on random walks like node2vec, the GCN approach makes use of
the adjacency matrix between the nodes of the graph, using convolutional filters to extract relation-
ships between the nodes that can help performing a prediction task. GCN has been successfully
used for link prediction [33], text classification [34], and spatio temporal tasks like traffic flow pre-
diction [35] and activity recognition [36]. With respect to the contribution presented in this paper,
GCNs are currently being used to deal with data that already has a graphical representation, and
similarly to random walk approaches, such as deep walk or node2vec, they could in principle be
used to substitute the calculation of embeddings, given a method that extracts a graph representa-
tion from the data at hand. In the Limitations and Future work Section, we further discuss how
these approaches could be used in synergy with the algorithm presented in this paper.
Another important related area of research concerns variational autoencoders (VAE) [37]. In
general terms, autoencoders are generative models composed of an encoder and a decoder. The
encoder is trained to project data items in a latent space, while the decoder is made to decode the
data items from the latent space back to the original space. VAEs extend the autoencoder model
by specifying that the latent space variables should present a distribution (for example a Gaussian
distribution). Given the flexibility of VAEs, many different variants of VAE have been defined,
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depending on the problem being addressed: in [38] Tengfei et al. defined VAE that can generate
valid semantic expressions by means of a regularization procedure applied during the training of
the VAE; in [39] Pu et al. use VAE to learn a latent representation of faces; in [40] Liao et al. use
VAEs to detect outliers; VAEs have also been extended to deal with categorical variables [41].
With respect to the models presented in this section, the approach proposed in this contribution
has the advantage of creating a latent space starting from a tree structured feature space. This
implies that after performing inference and reasoning in the latent space, it is always possible to
identify a rule in the original feature space. In addition to this, the proposed approach brings the
advantage of being able to handle categorical data as a consequence of relying on decision trees for
the embedding models, whereas the other models do not usually specify a strategy concerning such
variables.
3 Proposed Model
This section introduces the Random Forest Node Embeddings (RFNE) algorithm. RFNE relies on
node2vec [8] for the calculation of node embeddings of decisions trees obtained by means of a
random forest algorithm. Firstly we introduce the necessary background to comprehend RFNE,
then we discuss RFNE producing examples to illustrate how the embeddings are calculated.
3.1 Node Embeddings: the node2vec algorithm
The main idea behind node embeddings frameworks is to learn continuous representations of nodes
and edges in a network in order to be able to compare similar nodes in the network. The node2vec
algorithm builds on top of ideas coming from natural language processing (word2Vec [7]). In
practical terms, node2vec treats each of the nodes like a word, the graph like a document composed
of sentences created with random walks through the graph. Node2vec from Grover and Leskovec
in 2016 [8] first applied a random walk over a graph to generate walk traces and extracts features
based on a learned trace. How the trace moves through the graph is governed by a set of parameters:
• n: number of walks
• l: length of the walk
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• p: the return parameter p measures the likelihood of immediately revisiting a node that has
just been visited
• q: parameter q differentiates between inward and outward nodes in the search.
Parameters p and q allow to differentiate between breadth first search (BFS) and depth first
searchs (DFS). The random walk length l and the number of random walks n influence the neigh-
bourhood taken into consideration and therefore the quality of the calculated embedding.
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Figure 1: Illustration of node2vec process to calculate embeddings for node classification tasks.
Figure 1 illustrates the feature extraction process applied by the node2vec algorithm. In partic-
ular, after the random walks are calculated, node2vec only behaves as a wrapper for the word2vec
algorithm, which will simply calculated the embeddings of the nodes as if they were words in a
corpus of documents.
3.2 Random Forests
The Random Forest algorithm has been a very successful model for prediction in marketing con-
texts [42] [43]. It is an ensemble method that is based on training a large number of decision trees
by means of different partitions of the training data (bagging) [44].
After the decision trees are trained, the final classification is performed by majority voting.
Random forests are widely used in machine learning tasks because of their resilience against over-
fitting and their ability to generalize well even in complex data sets. One of the characteristics that
makes this family of algorithms successful is that they can handle both continuous and categori-
cal data. In addition to this, one of the main advantages of random forests with respect to other
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Tree 1 Tree 2 Tree n
Decision 1 Decision 2 Decision n
Majority Voting
Class Decision
Random Forest Decision Trees
Figure 2: Random forests algorithm classification schema.
machine learning algorithms, such as SVMs [45] and neural networks [23], is that random forests
are interpretable thanks to the fact that the decision trees participating to the classification can be
manually inspected.
3.3 Random Forest Node Embeddings
The algorithm developed in this contribution is shown in the Algorithm 1 pseudo-code snippet. The
first step of the algorithm consists in calculating k decision tree estimators with a random forest
algorithm, and save them in set T . For the purpose of this contribution the random forest algorithm
developed in [46] was used. The node2vec algorithm is then applied to each of the ti ∈ T , with
|T | = k decision tree structures. The goal is to obtain k embedding models ei ∈ E with |E| = k,
that given a node identifier belonging to one of the trees can produce the embedding of an out-of-
sample testing data record. The embedding features fj or each data record are calculated by using
the leaves’ identifiers lj for each of the decision trees considered. Each embedding model encodes
information concerning the surrounding of the leaf. Finally, embedding features x˜i represents the
concatenation of the features calculated with all the embedding models and we concatenate it with
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xi features of the data record.
Algorithm 1: Random Forest Node Embeddings Algorithm.
initialization;
D = {(x1, y1), (x2, y2), . . . , (xn, yn)}
k estimators
l random walk length
r number of random walks
d embedding dimension
D˜← {}
E ← {}
T← RandomForest(D, k) where T = {t1, t2, . . . , tk}
forall ti in T with ti a decision tree structure do
instructions;
ei← node2vec(ti, l, r) with ei and embedding model
E ← E ∪ ei with E being an ensemble of embedding models
end
forall (xi, ) in D do
forall ej in E do
lj ← calculate leaf(xi, tj) calculate node id in tree tj
fj ← ej(lj) with fj in Rd
x˜i ← x˜i ∪ fj forest embedding concatenation
end
D˜ ← D˜ ∪ (xi ∪ x˜i, y) concatenate original features with calculated ones
end
Result: returns D˜ , E
When such a feature extraction is applied, the embeddings of the leaves of the decision trees
contain the information concerning the decision boundaries of the decision trees, including the
neighbouring decision boundaries. The advantage of such a representation is that a linear discrimi-
nant model, such as logistic regression, can easily find a linear combination of the boundaries that
would perform a good classification, allowing to substitute the majority voting of normal random
forests with a soft weighing of the votes of the decision trees. In general terms, this approach can
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also be seen as a way of weighing the identified decision boundaries or as a way to select the most
relevant decision trees. Algorithm 1 presents the case in which one combines the features by con-
catenating them together. This is not the only possible approach, another approach could involve
taking a weighted average of the embeddings or to multiply the embeddings together. With respect
to this paper, the focus has been on the concatenation of the features, because the concatenation
allows us to perform complex descriptive reasoning, as discussed in Section 4.
The definition of the random walks length of the node2vec algorithm specifies the order of the
neighbourhood of random forest embedding. Figure 3 shows a depiction of the embedding with a l
parameter equal to 15, on a tree calculated on top of the D1 data set used in this study.
  
2 Calculate Tree 4 Calculate Node Embeddings
1 Calculate Decision Tree
3 Node2Vec Random Walks
Figure 3: Calculating the node embeddings of a decision tree on the D1 benchmark data set.
4 Empirical Design
As a main case study to test our model, we use data of the largest pension fund in The Netherlands
with over 2.8 million participants. Specifically, we use two data sets: one representing the general
population participating in the fund, and the other one a sample in which a marketing campaign
and an A/B testing experiment has been performed. In addition, we also tested our model in open
data sets to confirm that the proposed model works also in different settings.
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4.1 Pension Fund Communication
Employees working in the educational or governmental sectors are obliged to build up their pension
at this fund. This results in a non-commercial duty for the fund (and by extension for their pension
administrator) to provide their participants with information concerning their pension. One of
the ways of communication with its participants is via an email newsletter, which they receive
around four times a year. The newsletter is a collection of articles with information on five different
categories: sustainability, choices regarding participants’ pension, the financial situation of the
fund, personal online page, and government decisions concerning pensions. Age distribution by
gender is shown in Figure 5, the mean age is 50.2 years. The total number of records in this data
set is 2.8 millions. The features used in this study are shown in Table 1.
Figure 4 shows a screenshot of one of the newsletters sent to the customers.
Figure 4: Example newsletter
Since participants receive a lot of emails, sending only relevant information is crucial. To be
able to provide these participants with useful information at the right time, individual participant
profiles are created based on historical data. The overall goal of these newsletters is twofold: first,
to inform participants about important developments, and second, to get them more involved with
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their pension by having them click through on various articles that are interesting to them. In
our field experiment, we focus on measuring and contributing to the second goal, achieving more
pension involvement.
For the pension fund, it is important to have a model of the customers concerning who may
be interested in a specific newsletter, to ensure maximum awareness in the customer population
concerning pension topics. The data of the general population of the pension fund is denoted as D4
in the rest of the paper.
Factor Description Type
1. Participant Information
Age in year
Marital status
Gender of a participant
Living province of a participant
Number of divorces of a participant
Numerical
Categorical
Categorical
Categorical
Numerical
2. Participant - Job
Sector of the last job
Number of funds to build up pension
Sector of the main job
Types of the main job regarding Dutch pension
rules, it includes normal retirement, earlier retirement,
unemployment benefit, flexible pension benefit
Categorical
Categorical
Numerical
Categorical
3. Participant - Financial
Actual year income
Part time factor of a job
Part time factor for the last job
Actual year income of the last job
Numerical
Numerical
Numerical
Numerical
4. Participant - Partner Partner at the same pension fund as the participant Categorical
5. Communication choice The communication choice, digital or letter Categorical
6. Pension Product Does a participant buy the specific pension product? Categorical
Table 1: Feature description for the Dutch Pension Fund data.
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Figure 5: Overall fund population age by gender
4.2 Pilot Sample Characteristics
In addition to the general population data of the pension fund, we also use data from a field experi-
ment that took place in July 2018. The experimental hypothesis of the experiment is that the click
rate of the intervention group is higher than that of the control group, given the application of a
machine learning model to target the intervention group.
All 463, 212 active (i.e. accruing pension) and subscribed pension plan participants at the fund
received a newsletter. 52% of the sample are male, the mean age is 48.4 years for females and 52.1
years for males, and the mean annual income is 50,317.11 Euro.
Figure 6 shows the distribution of sample age by gender. With regards to participants’ marital
status, 62.2% are married, 16.9% are single, 10.5% have a registered partner, and 10.4% are di-
vorced. 72% of the sample work fulltime (that is, more than 0.75 fte), the rest work parttime (that
is, less than 0.75 fte).
The features used for this study are the same as those reported in Table 1.
In this paper, we chose the Pension Choice topic as an example for further analysis. There are
in total of 227, 885 participants involved in such a topic. The intervention and control groups have
89, 587 and 138, 298 participants respectively. For analysis of the pilot results, it is important to
note that each click on an article gets stored at an individual level. Therefore, we can extract which
participants (by their IDs) clicked on which article at what moment in time.
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Group Experimental Group Control Group
Pension Topic Articles Pension Choice Pension Choice
Selected Participants The Pre-trainned Model Random
Number of participants 89,587 138,298
Table 2: The Pilot design: the pension fund sent the same email with the Pension Choice Articles
to participants in both intervention and control group. The only difference between the two groups
is that the participants from the intervention group are selected by the pre-trained model.
The Pre-trained model is a binary logistic regression model (BLR), which is used to predict
the interesting topic (Pension Choice) of an individual participant. Firstly, this model is applied
to the overall data set to select the participants most likely to be interested in the Pension Choice
topic to construct the intervention group. The selected participants are eliminated from the overall
data set. After that, we randomly selected 138,298 participants from the remaining data set without
replacement to construct the control group.
The click rate of the participants from the intervention and control groups is 29.39%, and
16.91% respectively, based on the pilot data. The Chi2 test (p-value < 0.01) shows that the click
rate of the Experimental Group is significantly higher than that of the Control Group. The current
BLR model can help the pension fund to predict the interesting topic of an individual participant.
The findings show that pension fund can use their historical data on participant behaviour to im-
prove their communication.
In the study performed, the data collected showed that the BLR model works, given the large
experiment sample. In reality, the budget available for campaigns is often limited to smaller subsets.
In this paper we therefore show how RFNE can help selecting subsegments of the population in
which the advertisement would be particularly effective.
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Figure 6: Pilot: population age by gender
4.3 Benchmark Data
Due to the data protection regulation of pension data in the Netherlands, we cannot publish our
research pension data. To help the other researchers reproduce the current results and continue our
research, we chose a number of publicly available data sets concerning problems of churning and
marketing campaigns. First of all we use the Portuguese banking institution data ([47], denoted
as D1 in the rest of the paper). The data is collected from 41, 188 bank clients from May 2008 to
November 2010 and published in February 2012. The marketing campaigns were based on phone
calls. The data has been preprocessed by the original authors, and it includes 20 features in total.
The data set target reports the success in convincing a is a client to subscribe a bank term deposit.
Secondly, we make use of the KDD 2009 challenge ([48], denoted as D2 in the rest of the
paper) that provides the data set of a large telecommunication company (Orange) to predict the
propensity of a customer to switch to another provider, comprising 227 features, of which 38 of
categorical nature, 189 of numerical nature, plus one target variable reporting churning and non
churning customers (3672 and 46328 customers respectively). ’
Finally, we also make use of the Duke data set (denoted as D3 in the rest of the paper), that con-
cerns 49752 data records, containing 56 variables, of which 22 categorical features, 33 numerical
features and 1 target variable reporting churning and non churning customers.
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4.4 Results
We perform our evaluation in the two use cases by splitting our data 80% training and 20% testing.
To evaluate the performance of the algorithm, we performed a grid search using a 5-fold cross
validation on the training data on a number of parameters. For a matter of comparison, the param-
eters of the machine learning models identified on the standard data without embeddings, are also
re-used for the part with node2vec embeddings. Table 3 shows the parameters used for the grid
search and the selected values.
Algorithm parameters Range Parameters D1 Parameters D2 Parameters D3 Parameters D4
KNN k ∈ [1,10] step 1 3 5 10 5
RandomForest
n ∈ [10,200] step 10
levels ∈ [2 to 20] step 1
200
5
150
10
200
10
200
10
ExtraTrees
n ∈ [10,200] step 10
levels ∈ [2 to 20] step 1
200
5
150
10
200
10
200
10
Logistic Regression
Regularization in {’None’, ’L1’, ’L2’}
max iterations ∈ [100,500] step 100 L2 L2 L2 L2
RandomForest
Node Embeddings
l ∈ {5,10,15} step 5
r ∈ [20,100] step 20
d ∈ [1,5] step 1
5
50
10
5
100
10
5
100
50
5
100
50
Table 3: Parameters used to optimize the algorithms.
Method D1 D2 D3 D4
KNN 0.849 0.533 0.566 0.931
RandomForest 0.922 0.657 0.707 0.947
ExtraTrees 0.920 0.624 0.686 0.945
Logistic Regression 0.861 0.608 0.641 0.941
Random Forest Node Embeddings 0.907 0.657 0.722 0.948
Table 4: AUC score comparison of the selected algorithms in the studied data sets. The best
performers are shown in bold.
As shown in 4 in the selected data sets RFNE presents a competitive performance, from the
perspective of classifying data sets presenting both categorical and numerical features. An interest-
ing aspect of this evaluation is that it suggests that embeddings built on the decision trees identified
by the random forest algorithm retain the information of the original data and that the combination
of such embeddings with a logistic regression algorithm allows to produce an improvement with
respect to a random forest algorithm. This improvement can be explained by the fact that the lo-
gistic regression acts applied on the embeddings acts as a soft voting mechanism that in addition
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includes an optimization of the vote weights based on the LBFGS solver [49], where instead a basic
random forest applies majority voting. The comparison performed above covers only one part of
the possibilities of extending RFNE. For example, given the sequence of embeddings representing
the decision trees of the random forest, any algorithm which is able to work with sequences could
be used to identify relationships between the trees useful for the sequence classification process,
we leave these and other investigations to future works and discuss them in Section 5.
4.5 Random Forests Node Embeddings As a Description and Verification
Tool
The current practice towards mining relevant patterns by using random forests implies a linear
search amongst the leaves of the trees composing the forest, performing comparisons in terms of
frequencies of the entities of interest. As the potential leaves in a big data set can be many, the
process can turn out to be rather time demanding. In addition, comparing multiple variables and
multiple groups identified by the trees in the forest implies performing many set operations, that
are typically very demanding from a computational perspective.
Since RFNE is a technique stemming from random forests, the hidden space identified with
node2vec can be associated with the trees and that can be further used to perform statistical tests to
identify customer segments of interest. In specific terms, by using RFNE, this discovery process can
be reduced to a statistical test between the embedded variables and a dependent variable, followed
by a nearest neighbour search in the hidden space to find the closest leaf to the center of mass (i.e.
the mean vector) of a population of interest. Remembering that each leaf has also a partitioning
rule associated, once the leaf or leaves are identified in the hidden space, then a potentially highly
descriptive set of rules for the dependent variable can also be obtained.
Fig. 7 shows a depiction of the rule extraction process.
In the following description, we will use the D1 data set, the general pension fund data, and the
pilot pension fund data. Each of these studies has been carried out by setting 10 decision trees, with
maximum 5 levels of depth, with each of the nodes presenting 50 random walks of dimension 10.
19
  
0
8
0
10
11
9
12
14
13
3
2
4
7
5
6
v1:
v2:
v3:
v4:
v5:
v6:
ṽ1:node2vec(14)
ṽ2:node2vec(10)
ṽ3:node2vec(10)
ṽ4:node2vec(7)
ṽ5:node2vec(7)
ṽ6:node2vec(7)
0
8
1
10
11
9
12
14
13
2
4
7
5
6 3
c2
c1
1 Find Leaves of the Positive 
and Negative Classes
2 Calculate Center of Mass of 
Positive and Negative Classes in
The node2vec embedding space
3 Find closest leaves in 
the node2vec embedding 
space and extract rules
Figure 7: Rule Extraction Process.
4.6 Rule Discovery in the D1 Data Set
In the D1 data set, there are several variables that present categorical nature. We will focus on using
binary variables as our dependent variables of study, so as to use widely recognized statistical tests
such as a logistic regression. D1 data set concerns bank data and we perform a logistic regression
using loan as the target variable to identify segments of the population that would subscribe to a
loan.
In Table 5 we find that feature 2 and 3, belonging to the 2nd tree of the feature extraction would
have a positive log-odds towards the dependent variable. We can identify the mean vector of the
entities in our database with respect to these features and then compare it, in terms of euclidean
distance, with respect to the leaves of the 2nd tree. This enables the identification of the closest
leave, that also corresponds to the following rules with respect to the D1 data set:
ruled1 =pdays < 9.5 and marital != ’single’ and
job ∈ [”admin.”, ”blue−collar ”, ” entrepreneur ”, ”housemaid”] and
age < 61.5 and day > 18.5
where pday represents the number of days after the last contact with the customer, and day
represents the day in the month. This can identify a segment in which the concentration of people
who subscribed to a loan would be higher than the rest of the population (25.2% vs 18.4% in the
rest of the population). It is also possible to check if this population would have a higher probability
of defaulting, that is the original target variable of the D1 data set (13.3% vs 10% in the rest of the
population). The value of identifying ruled1 with respect to D1 is that it provides a segment of the
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log odds stde z P> |z| [0.025 0.975] odds
Intercept -4.0580 0.186 -21.846 0.000 -4.422 -3.694 0.017284
feature 0 0.2344 0.134 1.751 0.080 -0.028 0.497 1.264150
feature 1 0.2812 0.078 3.620 0.000 0.129 0.433 1.324719
feature 2 0.3986 0.067 5.967 0.000 0.268 0.530 1.489738
feature 3 0.7227 0.098 7.346 0.000 0.530 0.916 2.059988
feature 4 -0.2204 0.069 -3.201 0.001 -0.355 -0.085 0.802198
feature 5 0.0864 0.093 0.924 0.355 -0.097 0.270 1.090242
feature 6 -0.1506 0.108 -1.392 0.164 -0.362 0.061 0.860192
feature 7 -0.0289 0.076 -0.378 0.706 -0.179 0.121 0.971514
feature 8 -0.1441 0.098 -1.473 0.141 -0.336 0.048 0.865801
feature 9 0.6914 0.096 7.192 0.000 0.503 0.880 1.996509
feature 10 -0.2434 0.133 -1.824 0.068 -0.505 0.018 0.783958
feature 11 1.2346 0.132 9.320 0.000 0.975 1.494 3.437003
feature 12 -0.7970 0.121 -6.560 0.000 -1.035 -0.559 0.450679
feature 13 -0.3707 0.134 -2.776 0.006 -0.632 -0.109 0.690251
feature 14 -0.4318 0.122 -3.554 0.000 -0.670 -0.194 0.649339
feature 15 0.2506 0.115 2.187 0.029 0.026 0.475 1.284796
feature 16 0.0913 0.117 0.782 0.434 -0.138 0.320 1.095598
feature 17 -0.1963 0.076 -2.567 0.010 -0.346 -0.046 0.821766
feature 18 -0.2055 0.168 -1.223 0.221 -0.535 0.124 0.814240
feature 19 -0.2724 0.077 -3.559 0.000 -0.422 -0.122 0.761550
Table 5: RFNE Features effect on the dependent variable ’loan’ in the D1 data set.
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log odds std err z P > |z| [0.025 0.975] odds
Intercept -1.8638 0.113 -16.485 0.0 -2.085 -1.642 0.155082
feature 0 1.1599 0.015 79.510 0.0 1.131 1.189 3.189614
feature 1 2.6814 0.063 42.407 0.0 2.557 2.805 14.605527
Table 6: RFNE Features effect on the dependent variable ’Intervention’ in the APG pension trial.
population in which the bank would have more risk than with the rest of the customers, as at the
same time the customer in this segment would have a higher probability of defaulting while also
having a loan with the bank at the same time.
4.7 Rule Discovery in the Pension Pilot Data Set
The approach described in this section can also be used to identify relevant segments in A/B testing
trials. Table 6 shows the relationship between the features calculated with RFNE and a target
variable discriminating between intervention and control groups. As all the features seem to be
significant with respect to the target variable, in order to identify relevant patterns we select those
features that present the best odds concerning finding a relevant difference between intervention
and control, that in this case are feature 2 and feature 3 that are associated with the first tree.
By selecting those features and applying the approximated nearest neighbour procedure illus-
trated in Fig. 7 we can identify the following rule.
rule1 = newsletter = ’yes’ and age > 60.6
part time factor <= 0.94, part time factor >=0.48
As we have intervention and control groups, we can observe if this segment presents statistically
significant differences with respect to the clicking behaviour by using aChi2 test. This is illustrated
in Table 7.
Control Intervention
Click 5764/130000 5517/90000
No Click 20/130000 3551/90000
p-value < 0.01
Table 7: Contingency Table and p-value of Chi2 test for Control and Intervention, after applying
rule 1.
With respect to the leaf in consideration, the Chi2 test shows that the intervention population
22
presents a different behaviour with respect to the process of clicking the newsletter (p-value <
0.01).
In the case in which we wanted to further restrict our population in consideration, one could
define an additional dependent variable and identify another tree in the forest to produce additional
rules. For example if we perform this operation for the gender variable in the pension data set,
we can obtain another table of effects in which some of the trees show a big effect with respect to
gender and we can also extract the additional rule below:
rule2 = gender = ’woman’ and
main job in [’academic hospital ’,’ waste collector ’,
’ education ’, ’defence ’,’ energy ’,’ police ’]
and part time factor <= 0.71 and associate partner = ’yes’
which, combined with the first rule identified, produces the following contingency table.
Control Intervention
Click 420/130000 412/90000
No Click 1/130000 254/90000
p-value < 0.001
Table 8: Contingency Table and p-value of Chi2 test for Control and Intervention, after applying
rule 1 and rule 2.
These results suggest customers of the pension fund in which the applied intervention predicts
a difference in the clicking behaviour. Specifically, concerning the first rule, RFNE shows that it
is possible to identify areas of the hidden space in which the density of the population clicking the
newsletter is higher (6.1%vs4.4%), but that also implies more false positives (4%vs0.1%) when
using the selected intervention. When the second rule is applied, we can focus on a sub population
based on gender, seeing a similar result in terms of false positives and false negatives.
5 Discussion
5.1 Implications for Marketing
In this paper, we developed an adaptive personalization model to get pension plan participants more
involved with their pension. We conducted a field experiment in which we sent out a newsletter
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to all active 465,711 participants of a pension fund, and find that our model results in significantly
higher clicking rates.
Irrelevant communication can annoy participants with potential detrimental effects, such as
having them unsubscribing from the mailing list [50]. Individuals receive a lot of emails every day
from various service providers. Not all emails are as important as the ones from their pension fund,
so pension providers should help participants view their communication as relevant by optimizing
their mailing strategy.
In addition, it is important to reduce money management stress and negativity around finan-
cial planning, factors which have shown to negatively influence financial and overall well-being
[51]. Our findings show that pension funds can use their historic data on participant behaviour to
predict what topics from the email they will select, and potentially improving the effectiveness of
customized email, and potentially yielding better informed pension savers and improved pension
saving outcomes.
5.2 Implication for the Machine Learning Community
Node embeddings have already had an impact in changing the approach towards managing data and
considering relationships between entities and features that follow a non-traditional schema. In the
traditional machine learning schema, the feature engineering process ended after the first definition
of the features. This contribution within a stream of research that reexamines the typical assump-
tions of machine learning algorithms, such as having samples that are identically distributed and
independently sampled (iid assumption): the very fact that a node2vec representation of the deci-
sion areas in the random forest improves the results, implies that the iid assumption is very strong in
many cases, as that the proximity of decision regions, and therefore of the entities falling into such
regions, influences the decision boundary. Recent contributions in relational and representational
learning have shown that relaxing the iid assumption can lead to better results in many situations.
Our contribution opens opportunities of further development. We applied random forests without
performing further transformations to the data. Many more opportunities exist, including:
• Combining random forest with clustering approaches: applying clustering before using the
random forest may lead to a different partitioning of the data that could yield better by un-
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covering partitions in the data due to different densities and groupings.
• Substitute random forest with rule induction approaches: advanced association rule mining
algorithms, such as FP-GROWTH, make use of tree structures to store the transactions, those
structures could be used to calculate embeddings for each of the transactions to be classified.
• Use the the random forest embeddingss as features for regression and autoregression: in
the current contribution the random forest is used for classification purposes, but the same
approach could be effective with trends and time series predictions.
While this paper has focused on the node2vec technique to extract the embeddings, other tech-
niques exist to extract node, graph and subgraph embeddings that alone or in combination may be
interesting to explore future.
This paper describes a machine learning approach to identify customers that would be receptive
to a particular newsletter.We discussed an approach, based on random forests and node embeddings,
to find relationships within features that can enhance the precision and recall of the classification
process. The algorithm works by first calculating an ensemble of decision trees, then calculating a
graph connecting the leaves of the decision trees and finally by applying node2vec on the calculated
graphs to extract the node embeddings of the leaves. The concatenation of the node embeddings is
then used as features for the classification of the customers with respect to a newsletter topic.
5.3 Limitations and Future Work
Our research is not without limitations. while we can predict with reasonable accuracy which topics
of a email are selected by an individual, we have no additional knowledge as to whether doing so
has any impact on customer satisfaction or on actual pension savings. Further interventional studies
will be required to validate the utility of our approach.
Second, it would be interesting to know what role timing and frequency of emails play, and
whether these would need to be adapted for different individuals as well.
The proposed approach comes at the additional cost of calculating node embeddings on the
structure of the decision trees, in order to uncover the hidden space that allows us to perform
further reasoning. As such, RFNE cannot scale as well as random forests. Nonetheless, the pension
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fund data set studied in this paper contained 2 million entries, meaning that, despite the additional
computational burden of node2vec, RFNE can scale up to fairly large data sets. Concerning the
descriptive part, the current approach focused on uncovering patterns occurring between binary
variables.
We envision several studies that could follow this one. In this contribution we used node em-
beddings to find relationships between categorical and continuous features of customer data. An
interesting future direction implies making use of knowledge graphs and ontologies to calculate
the embeddings and then compare the results with the embeddings calculated on the random for-
est trees. In the paper, the graph is constructed by a collection of decision trees. A decision tree
is generated based on the attribution selection measures, such as Information Gain, Gain Ration,
and Gini Index. While a knowledge graph represents a collection of interlinked descriptions of
entities/features. It puts data in context via linked and semantic. Therefore, the embeddings are
calculated from the knowledge graph carries the nature relationships among features compare to
its from random forest trees. Another promising direction is to consider different types of feature
extractors rather than random forests and decision trees, as for example using a rule induction en-
gine [52] and then embed the tree of the rules rather than decision trees as in this contribution.
Finally, the feature extraction presented in this paper offers opportunities in the direction of gener-
ative models. Since the embeddings are calculated from regions identified by decision trees, when
coupled with variational autoencoders [53] to reconstruct the original signal, they could potentially
create realistic reconstructions, allowing to create a powerful tool for data anonymization.
References
[1] J. Binswanger and K. G. Carman, “How real people make long-term decisions: The case
of retirement preparation,” Journal of Economic Behavior & Organization, vol. 81, no. 1,
pp. 39–60, 2012.
[2] J. Wiener and T. Doescher, “A framework for promoting retirement savings,” Journal of
Consumer Affairs, vol. 42, no. 2, pp. 137–164, 2008.
26
[3] P. Oberoi, C. Patel, and C. Haon, “Technology sourcing for website personalization and
social media marketing: A study of e-retailing industry,” Journal of Business Research, vol.
80, pp. 10–23, Nov. 2017. DOI: 10.1016/j.jbusres.2017.06.005.
[4] A. Martıe´nez, C. Schmuck, S. Pereverzyev, C. Pirker, and M. Haltmeier, “A machine learn-
ing framework for customer purchase prediction in the non-contractual setting,” European
Journal of Operational Research, vol. 281, no. 3, pp. 588–596, Mar. 2020. DOI: 10.1016/
j.ejor.2018.04.034.
[5] D. McKenzie and L. H. Low, “The construction of computerized classification systems using
machine learning algorithms: An overview,” Computers in Human Behavior, vol. 8, no. 2-3,
pp. 155–167, Jan. 1992. DOI: 10.1016/0747-5632(92)90001-u.
[6] Y. Bengio, A. Courville, and P. Vincent, “Representation learning: A review and new per-
spectives,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 35, no. 8,
pp. 1798–1828, Aug. 2013. DOI: 10.1109/tpami.2013.50.
[7] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and J. Dean, “Distributed representations
of words and phrases and their compositionality,” in Advances in neural information pro-
cessing systems, 2013, pp. 3111–3119.
[8] A. Grover and J. Leskovec, “Node2vec: Scalable feature learning for networks,” in Proceed-
ings of the 22nd ACM SIGKDD international conference on Knowledge discovery and data
mining, Aug. 2016, pp. 855–864. DOI: 10.1145/2939672.2939754.
[9] B. Perozzi, R. Al-Rfou, and S. Skiena, “DeepWalk,” in Proceedings of the 20th ACM SIGKDD
international conference on Knowledge discovery and data mining - KDD ’14, ACM Press,
2014. DOI: 10.1145/2623330.2623732.
[10] P. Ristoski and H. Paulheim, “RDF2vec: RDF graph embeddings for data mining,” in Inter-
national Semantic Web Conference, Springer International Publishing, 2016, pp. 498–514.
DOI: 10.1007/978-3-319-46523-4_30.
[11] T. Wang, L. Chen, and X. Zhao, “Prediction of drug combinations with a network embedding
method,” Combinatorial Chemistry & High Throughput Screening, vol. 21, no. 10, pp. 789–
797, Feb. 2018. DOI: 10.2174/1386207322666181226170140.
27
[12] X. Yue, Z. Wang, J. Huang, S. Parthasarathy, S. Moosavinasab, Y. Huang, S. M. Lin, W.
Zhang, P. Zhang, and H. Sun, “Graph embedding on biomedical networks: Methods, ap-
plications and evaluations,” Bioinformatics, L. Cowen, Ed., Oct. 2019. DOI: 10.1093/
bioinformatics/btz718.
[13] P. Whiteford and E. Whitehouse, “Pension challenges and pension reforms in oecd coun-
tries,” Oxford review of economic policy, vol. 22, no. 1, pp. 78–94, 2006.
[14] J. Beshears, J. J. Choi, D. Laibson, and B. C. Madrian, “The impact of employer match-
ing on savings plan participation under automatic enrollment,” in Research findings in the
economics of aging, University of Chicago Press, 2010, pp. 311–327.
[15] D. Fernandes, J. G. Lynch Jr, and R. G. Netemeyer, “Financial literacy, financial education,
and downstream financial behaviors,” Management Science, vol. 60, no. 8, pp. 1861–1883,
2014.
[16] L. Behaghel and D. M. Blau, “Framing social security reform: Behavioral responses to
changes in the full retirement age,” American Economic Journal: Economic Policy, vol. 4,
no. 4, pp. 41–67, 2012.
[17] J. G. Lynch Jr and G. Zauberman, “When do you want it? Time, decisions, and public pol-
icy,” Journal of Public Policy & Marketing, vol. 25, no. 1, pp. 67–78, 2006.
[18] R. Golman, D. Hagmann, and G. Loewenstein, “Information avoidance,” Journal of Eco-
nomic Literature, vol. 55, no. 1, pp. 96–135, 2017.
[19] J. R. Agnew and L. R. Szykman, “Asset allocation and information overload: The influence
of information display, asset choice, and investor experience,” The Journal of Behavioral
Finance, vol. 6, no. 2, pp. 57–70, 2005.
[20] B. C. Madrian and D. F. Shea, “The power of suggestion: Inertia in 401 (k) participation
and savings behavior,” The Quarterly journal of economics, vol. 116, no. 4, pp. 1149–1187,
2001.
[21] J. M. Krijnen, M. Zeelenberg, S. M. Breugelmans, et al., “Decision importance as a cue for
deferral,” Judgment and Decision Making, vol. 10, no. 5, p. 407, 2015.
28
[22] T. S. Chung, M. Wedel, and R. T. Rust, “Adaptive personalization using social networks,”
Journal of the Academy of Marketing Science, vol. 44, no. 1, pp. 66–87, 2016.
[23] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521, no. 7553, pp. 436–
444, 2015. DOI: 10.1038/nature14539.
[24] R. Evans and E. Grefenstette, “Learning explanatory rules from noisy data,” Journal of Arti-
ficial Intelligence Research, vol. 61, pp. 1–64, Jan. 2018. DOI: 10.1613/jair.5714.
[25] P. Wang, Q. Wu, C. Shen, A. Dick, and A. van den Hengel, “FVQA: Fact-based visual
question answering,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol.
40, no. 10, pp. 2413–2427, Oct. 2018. DOI: 10.1109/tpami.2017.2754246.
[26] R. Manhaeve, S. Dumancic, A. Kimmig, T. Demeester, and L. De Raedt, “Deepproblog:
Neural probabilistic logic programming,” in Advances in Neural Information Processing
Systems, 2018, pp. 3749–3759.
[27] D. B. Hier and S. U. Brint, “A neuro-ontology for the neurological examination,” BMC
Medical Informatics and Decision Making, vol. 20, no. 1, pp. 1–9, Mar. 2020. DOI: 10.
1186/s12911-020-1066-7.
[28] P. Hohenecker and T. Lukasiewicz, “Ontology reasoning with deep neural networks,” Jour-
nal of Artificial Intelligence Research, vol. 68, pp. 503–540, Jul. 2020. DOI: 10.1613/
jair.1.11661.
[29] Z.-H. Zhou and J. Feng, “Deep forest,” National Science Review, vol. 6, no. 1, pp. 74–86,
Oct. 2018. DOI: 10.1093/nsr/nwy108.
[30] Y. Kong and T. Yu, “A deep neural network model using random forest to extract fea-
ture representation for gene expression data classification,” Scientific Reports, vol. 8, no.
1, pp. 2045–2322, Nov. 2018. DOI: 10.1038/s41598-018-34833-6.
[31] F. Moosmann, B. Triggs, and F. Jurie, “Fast discriminative visual codebooks using ran-
domized clustering forests,” in Advances in Neural Information Processing Systems 19,
B. Scho¨lkopf, J. C. Platt, and T. Hoffman, Eds., The MIT Press, 2007, pp. 985–992. DOI:
10.7551/mitpress/7503.003.0128.
29
[32] S. Zhang, H. Tong, J. Xu, and R. Maciejewski, “Graph convolutional networks: Algorithms,
applications and open challenges,” in Computational Data and Social Networks, Springer
International Publishing, 2018, pp. 79–91. DOI: 10.1007/978-3-030-04648-4_7.
[33] M. Schlichtkrull, T. N. Kipf, P. Bloem, R. van den Berg, I. Titov, and M. Welling, “Modeling
relational data with graph convolutional networks,” in European Semantic Web Conference,
Springer International Publishing, 2018, pp. 593–607. DOI: 10.1007/978-3-319-
93417-4_38.
[34] L. Yao, C. Mao, and Y. Luo, “Graph convolutional networks for text classification,” in Pro-
ceedings of the AAAI Conference on Artificial Intelligence, vol. 33, 2019, pp. 7370–7377.
[35] S. Guo, Y. Lin, N. Feng, C. Song, and H. Wan, “Attention based spatial-temporal graph
convolutional networks for traffic flow forecasting,” in Proceedings of the AAAI Conference
on Artificial Intelligence, vol. 33, Jul. 2019, pp. 922–929. DOI: 10.1609/aaai.v33i01.
3301922.
[36] S. Yan, Y. Xiong, and D. Lin, “Spatial temporal graph convolutional networks for skeleton-
based action recognition,” in Thirty-second AAAI conference on artificial intelligence, Springer
Science and Business Media LLC, 2018.
[37] D. P. Kingma and M. Welling, “An introduction to variational autoencoders,” Found. Trends
Mach. Learn., vol. 12, no. 4, pp. 307–392, 2019. DOI: 10.1561/2200000056.
[38] T. Ma, J. Chen, and C. Xiao, “Constrained generation of semantically valid graphs via reg-
ularizing variational autoencoders,” in Advances in Neural Information Processing Systems,
2018, pp. 7113–7124.
[39] Y. Pu, Z. Gan, R. Henao, X. Yuan, C. Li, A. Stevens, and L. Carin, “Variational autoen-
coder for deep learning of images, labels and captions,” in Advances in neural information
processing systems, 2016, pp. 2352–2360.
[40] W. Liao, Y. Guo, X. Chen, and P. Li, “A unified unsupervised gaussian mixture variational
autoencoder for high dimensional outlier detection,” in IEEE International Conference on
Big Data, Big Data 2018, Seattle, WA, USA, December 10-13, 2018, IEEE, 2018, pp. 1208–
1217. DOI: 10.1109/BigData.2018.8622120.
30
[41] E. Jang, S. Gu, and B. Poole, “Categorical reparameterization with gumbel-softmax,” in 5th
International Conference on Learning Representations, ICLR 2017, OpenReview.net, 2017.
[42] B. Larivie`re and D. Van den Poel, “Predicting customer retention and profitability by using
random forests and regression forests techniques,” Expert Systems with Applications, vol.
29, no. 2, pp. 472–484, Aug. 2005. DOI: 10.1016/j.eswa.2005.04.043.
[43] J. Asare-Frempong and M. Jayabalan, “Predicting customer response to bank direct telemar-
keting campaign,” in 2017 International Conference on Engineering Technology and Techno-
preneurship (ICE2T), Sep. 2017, pp. 1–4. DOI: 10.1109/ice2t.2017.8215961.
[44] N. C. Oza, “Online bagging and boosting,” in 2005 IEEE international conference on sys-
tems, man and cybernetics, Ieee, vol. 3, 2005, pp. 2340–2345. DOI: 10.1109/icsmc.
2005.1571498.
[45] J. A. Suykens and J. Vandewalle, “Least squares support vector machine classifiers,” Neural
processing letters, vol. 9, no. 3, pp. 293–300, 1999.
[46] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P.
Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher,
M. Perrot, and E. Duchesnay, “Scikit-learn: Machine learning in Python,” Journal of Ma-
chine Learning Research, vol. 12, pp. 2825–2830, 2011.
[47] S. Moro, P. Cortez, and P. Rita, “A data-driven approach to predict the success of bank
telemarketing,” Decision Support Systems, vol. 62, pp. 22–31, Jun. 2014, ISSN: 0167-9236.
DOI: 10.1016/j.dss.2014.03.001.
[48] G. Isabelle, L. Vincent, B. Marc, D. Gideon, and D. Vogel, “Design and analysis of the KDD
cup 2009: Fast scoring on a large orange customer database,” ACM SIGKDD Explorations
Newsletter, vol. 11, no. 2, pp. 68–76, Mar. 2009. DOI: 10.1145/1809400.1809414.
[49] D. C. Liu and J. Nocedal, “Algorithms with conic termination for nonlinear optimization,”
SIAM journal on scientific and statistical computing, vol. 10, no. 1, pp. 1–17, 1989.
[50] M. T. Damgaard and C. Gravert, “The hidden costs of nudging: Experimental evidence from
reminders in fundraising,” Journal of Public Economics, vol. 157, pp. 15–26, 2018.
31
[51] R. Netemeyer, D. Warmath, D. Fernandes, and J. Lynch, “How Am I Doing? Financial Well-
Being, Its Potential Antecedents, and Its Relation to Psychological/Emotional Well-Being,”
ACR North American Advances, 2017.
[52] A. An, “Learning classification rules from data,” Computers & Mathematics with Appli-
cations, vol. 45, no. 4, pp. 737–748, 2003, ISSN: 0898-1221. DOI: 10.1016/S0898-
1221(03)00034-8.
[53] M. Zhang, S. Jiang, Z. Cui, R. Garnett, and Y. Chen, “D-vae: A variational autoencoder
for directed acyclic graphs,” in Advances in Neural Information Processing Systems, 2019,
pp. 1586–1598.
32
