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Abstract 
In the paper bounds are introduced for operators appearing when summing up random 
variables over a non-homogeneous Markov chain. These bounds lead to exponential bounds 
for characteristic functions. They enable us to extend Esseen’s upper bounds for spherical 
concentration functions to the case of summands defined on a Markov chain. Furthermore, 
they lead to sufficient conditions for distribution non-degeneracy and provide lower bounds for 
variances of the considered sums. The results of the paper seem also new for Markov chains 
with a finite number of states and for homogeneous Markov chains. The bounds introduced in 
the paper still hold for triangular arrays of random variables. They make it possible to prove 
local limit theorems in the cases where the distributions of corresponding sums tend to some 
infinitely divisible law. 
Keywords: Stochastic kernel; Symmetrized distribution; Spherical concentration functions 
1. Introduction 
Let {Xk}z be a non-homogeneous Markov chain with values in an arbitrary 
measurable space (E, 9) and transition probability functions 
fyyx, A) = P(xk+, E A/Xk = x). 
Denote by { tk 3 T the sequence of random variables (r.v.‘s) with zero mean, defined on 
the chain {X,} 0” :
P(~IEBI,~zE&, . . ..tn~B./X1 =xl,X,=x,, . . ..Xn=x.) 
(1) 
Here Fk(x, B) is, for each k, a stochastic kernel from E into the real line R. 
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Assume that the following condition holds for the chain {X,}: 
Pi@(x, A) 2 VP’(A), (2) 
where pp’( - ) are non-negative measures, defined on (E, 9) so that for some sequence 
kjfco:~j==~m’(E)>0,whereUj=kj+1-kj,j=1,2,3,.... 
In this paper we show that the following bound is true (see (6) and Theorem 3) for 
the characteristic functions (c.f.) of S, = xi= 1 tk: 
IEexp(i6SJ < exp{ - bO* f @j+ 1 S(d)}, 
j=l 
where from here on z, = max{j: k. ,+ 2 I n> and the I,(e) are even functions non- 
increasing in 0, which are defined in the next part and which under simple conditions 
(see (15) and Corollary 2), are proportional to the following truncated second mo- 
ments of symmetrized partial sums for fj = Ck, < s ~ ,+ 5,: 
ij(0) = inf 
s (s X E IfI < l/O 
Here bj(x, .) is the symmetrized distribution of P under the condition {Xkj = x>. 
Thus, the estimates introduced below can be expressed by the functionals of the 
following type: 
LI(~) = jJ qj+ljj(O 
j= 1 
For instance, under some rather simple assumptions (see Section 4), 
ES,2 2 b,,lim,l, i,(d). The condition 1: qj = cc entails the following ergodicity 
condition (see Section 8) 
Vk pim’(E)+ 1 as m+ co. (3) 
Note, that the justification of (3) is not obligatory in the present paper. As a matter of 
fact, if C 7 qj < cc then z,, may increase for jij + cc . 
In the papers dealing with limit theorems for sums of random variables, 
connected in a non-homogeneous ergodic Markov chain, it is usually assumed that 
the values 
aim’ = 1 - ,s’cpA 1 Pfyx, A) - Ppqy, A) 1 (4) 
. . 
are non-zero on the first step (m = 1) already. It is due to this fact, that it is possible to 
obtain the uniform lower bound for variances ES: 2 ccc(n) C; Et:, where 
0) = min,.,..E, . (I) Note that for a homogeneous Markov chain the conditions 
q):“’ (E) > 0 and c1(“O) > 0, are equivalent (see Section 8). Further, if for a non- 
homogeneous MarkLv chain with N states $j+L-fj) > 0 for some tjt 00, then for 
kj = tjtN/2], condition (2) holds. In particular, for N = 2 one has vim’ (E) = !$‘. 
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In the first studies of the central limit theorem for non-homogeneous Markov 
chains, initiated by Markov (1910) himself and later continued by Bernstein (1922), 
a chain with two states and ergodicity coefficients a(n) > 0 was considered. Later, 
Bernstein (1936) considered Markov chains with values in intervals [Q, bk] with 
densities pJx,y) for the transition probability functions P: (x,.). He gave lower 
bounds for the variance under assumption pk(x, y) 2 Yk > 0, where x, y E [ak, bk]. For 
studies of the general non-homogeneous case note the works of Dobrushin (1956) and 
Statulevicius (1969). For instance, the assumption ai’) > 0, 1 I k I n enabled Dob- 
rushin to obtain lower bounds for the variance of S,. 
The case of ergodic homogeneous Markov chains was studied by Doeblin, Kol- 
mogorov, Dynkin, Feller, Doob and other authors (see, for example, Doob, 1953; 
Ibragimov and Linnik, 1971; Nagaev, 1957; Statulevicius, 1969, 1970). For the homo- 
geneous Markov chain the method of operator spectral theory was developed by 
Nagaev (1957). Nagaev (1961) gave an exponential bound for cf. under the assump- 
tion that, on the first step, P(l) (x, - ) has an absolutely continuous component w.r.t. the 
stationary distribution p( .) with density p(x, y) satisfying the condition 
0 < m I p(x, y) s M < cc, x,y E C, for some C with p(C) > 0. 
2. The operator bounds 
Let A be a Banach space of complex-valued bounded functions defined on E. 
Define on A the operators Pi”“(Q): 
(P$?(O) h)(x) = 
s 
h(y) Pim’(8, x dy) 3 > 
E 
where Pim’(O, x, -) are complex-valued measures determined by relations 
Pp(e x A) = 9 9 s Pf;“(@ x, A)P:“(O, x, dy) E 
= a??{eXp(i6Yim)); x,,, E A/xk = X}, 
P(l)@ x A) = k )’ s %+1(&Y)P:lkdY). A 
From here on Yim’ = &+l + <k+Z + ... + &+,,, and yk is the c.f. for r.v. &: 




For the operator P acting in ,A!/, define its norm by 11 P 11: 
(5) 
11~11 = sup lIPhIlT where IIN = yl&)l. II h II s 1 
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For c.f. of the sum S, the following identity holds: 
Yyb”‘(0, x) = E{exp(iBS,)/X, = x} = (P?)(B) lE)(x), 
where lE is unit function on E. Hence, 
supIYyb”‘(e x)1 I IIPb”‘(e,ll. > 
x 
(6) 
For the case of independent summands the bounds for c.f. of the sum S, follow from 
corresponding bounds for c.f. of the individual (non-degenerate) r.v.s. If the r.v.s tk are 
dependent, then the conditional distributions of the summands (for example, for 
& = fk(Xk), where fk are functions defined on E) and their finite sums may stay purely 
degenerate. Thus, for given m, denote by the symmetrized distribution of the r.v.‘s 
rim) by pim’(x, .): 
/_Li?(x, t) = P( rim) - FP’ < t/x, = x). 
Here Yy) and rkrnm, are two independent copies taken under the condition {X, = x}. 
Further, for u 2 0, set 
xyye, xl = s t2pim)(x, dt), IfI <l/Q 
xim)(e) = xpi = inf 
s 
$)(e, Y)Pj&!QX> dy). 
X E 
(7) 
Here and furthermore Pjp’(x, .) = 6, is a Dirac measure if u = 0 in (7). 
For the sake of notation, set for non-negative integers 0 I u I k 5 n - m - v, 
&” = q?‘(E) (8) 
andqr’=Ofork$[u,n-m-v]. 
Theorem 1. For v = 1 and arbitrary u 2 0 and m 2 1 the following bound is true: 
11 @y) 11 I exp - b0Q2 C q:y,xp(e) . 
k 
From here on, b. = b/(u + m + v), b = g. 
Corollary 1. Let xk be a homogenous Markov chain, F, = F2 = ... = F, = F in (l), 
q(‘)(E) > 0 in (2) and 
for some A > 0 > x’“‘(A) > 0. 
Then for n 2 m. = l+u+mandl0(<Aonehas 
lEexp(iBS,)l I exp{ - ble2n}, 
where bI = bo~‘“‘(E)~‘“‘(A)(l - ma/n). 
(9) 
(10) 
N. GiesbrechtlStochastic Processes and their Applications 53 (1994) 269-283 213 
Remark 1. If (9) does not hold, then it follows from (2) that for any m the sum S, stays 
purely degenerate if the initial condition X, = x is fixed, while x E A,,, and A,,, is such 
that p(“(A,) = @“(E) > 0. It means that the relation (9) is not only sufficient but 
also necessary for the justification of (10) in Corollary 1. Further, the condition u = 1 
of Theorem 1 is essential. As a matter of fact, it is easy to construct examples (for 
instance, for P12) (x, A) = P(A) when & are l-dependent T.v.), such that the relation (9) 
holds and the sums S, stay uniformly bounded. 
In the case v > 1 we consider functions which are constructed in a slightly more 
complicated way than XL”“(~). Set for y 2 0 and integers u 2 0, m 2 1, v 2 1, 
afye, x) = s I tl ~j.?(x, W, It1 s I/S 
him)(8, x, y) = max (0, (xim’(8, x) - 4yaim’(& x))}, (11) 
ap’(0) = inf 
s 
$“(& W&(x, dy), hri(e, Y) = inf him)(8, y, y)P/flJx, dy). 
X E s X E 
In (12) the inf is taken over those A, for which p;‘(A) > 0. Then define even functions 
non-increasing in 0 by 
where 
e* = e*(e,y) = 8 + 2ye2/(i - 2ye). (14) 
Theorem 2. The bound 
11 Pgye) 11 I exp - bOP 2 qr$.“!,2iye) 
k 1 
holds, where qr’ are defined in (8) and 2Lm’ in (13). 
It is obvious that the value of v should be chosen such that v > mini Vj, where vi are 
defined in (2). If in (2) vj + co, the following theorem might be more useful than 
Theorem 2. 
Theorem 3. For arbitrary sequences kj t CC the following bound 
/I vw) II I exp 
i 
- be2 2 qj+l&(Q) , 
k=l I 
holds, where ~j are dejined in (2) and q(8) = 2?;:;:‘)(0). 
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Remark 2. Schwarz’s inequality shows that aim’(8,x) < (x~~‘(~,x))“*. Thus, the fol- 
lowing inequality is true: 
rip(e)) 2 gpi”:,(y)(l - 4yi(X~m)(e*))"*)XI)(e*). (15) 
Corollary 2. Let for some y 2 0 and integer m 2 1, 
min g:‘(y) 2 6 > 0, (16) 
k 
as well as for some A > 0 and integers u 2 0, v 2 1, 
max 16y*/x~~(A*) I s* < 1 where A* = 8* (A, y). 
k 
(17) 
Then, for (01 I A, 
IEexp(iQS,)I I exp 
where b2 = b,6(1 - E). 
Corollary 3. Let {xk> be a homogeneous Markov chain, let F, = F2 = ... = F, = F in 
(1) and let the conditions (16),(17) hold. Thenfor n 2 m, = v + u + m and 101 I A: 
IEexp(iQSJ I exp{ - b,Q*n}, (18) 
where b3 = b2(l - ma/n) pi. 
In the paper of Statulevicius (1970) the following is shown. If g(n) > 0 and 
El&j” < co, k = 1,2, . . . , n, for some s 2 3, then there exists an absolute constant 
c > 0 such that for It? I A, = ca(n)B,,/(~; E([klS/B~)1’(S-2), where Bi = ES:: 
IEexp(iQS,)I 5 exp( - e2B:/12+. (19) 
In the paper of Heinrich (1982) the bound of the type (19) is proved for m-dependent 
r.v. In Nagaev (1961) the bound of the type (18) is proved for homogeneous Markov 
chains describing a symmetric random walk on the unit sphere in Rd, d 2 3. 
Remark 3. Notice, that we need no moment conditions. Furthermore, if 
limOlOX ‘““(Q) = cc, the bound (18) seems to be too weak compared to the estimate in 
Corollary 3 (see Corollary 4). Besides, even in the case where qil’ 2 q > 0 (then Vj = 1 
in (2)) and El & I3 I C < cc , intervals 181 I A defined by Corollaries l-3 may essen- 
tially differ from the intervals 101 I A,, defined for (19). 
In order to obtain corresponding inequalities it is sufficient to get a bound for 
/) Pi?:“)(d) )I for fixed U, m, and v. In Section 5 this bound is explicitly derived for v = 1. 
The more complicated case v > 1 is considered in Section 6. 
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3. The hounds for spherical concentration functions 
Define the spherical concentration functions by 
QJl) = sup P( I S, - t l I l/2). 
Theorem 1 leads to the following result. 
Theorem 4. For any positive 1~ L, 
k 
Here A,, = A(u + m + u)“‘, where u = 1 and A is an absolute constant. 
Remark 4. If for some v: #“)(E) = 1, then tk are (v - 1)-dependent r.v.s. If q:‘)(E) = 1 
then tk are independent r.v.s. Thus, Theorem 1 generalizes the result from Esseen 
(1968). 
Theorem (Esseen). If & are i.r.v., then for any positive 1 I L, 
k=l 
Theorem 2 leads to the following result. 
Theorem 5. For any positive 1 < L, 
Corollary 4. Let the conditions of Corollary 3 hold. Then for 12 0, 
Q,,(l) I AI(~ + I)/&> 
where the constant Al is independent of 1 and n. If in this case for lime l0 x(“‘(0) = co for 
some m, then 
Qn(l) = o(n- l”). 
4. Lower bounds for the variance 
Set for fixed integers u 2 0, m 2 I, 




By the definition of xirn’ the following identity is true: 2a,2,, = hnolo~~‘“‘(@. 
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Corollary 5. The following bound holds: 
In Dobrushin’s paper (1956) it is shown (see also Statulevicius, 1969, 1970) that the 
inequality 
holds for the sum of r.v.s connected in a Markov chain. In the two inequalities above, 
the lower bounds for the variance are determined only by the behaviour of the 
summands and the ergodicity coefficients of the chain (411’ and CI~“, respectively). This 
is possible due to good ergodic properties which the Markov chain has in both cases 
for one transition already. 
Corollary 6. The following estimate 
holds, where 1.p) = lim,l,A~)(8). 
Corollary 7. Zf the conditions (16), (17) hold, then 
5. The case u = 1 
By definition, 
(20) 
where I’~““(@ = sup, Vi?(0,x) and Vim)(O,x) is the total variation of the measure 
pp(e x .) > 2 . 
Lemma 1. The estimate 
qm+l)(e,x) I qlyp(e,x)l + (1 -q) 
is true, where q = pk +m (I) (E), and Yam) = E{exp(ieYi”‘))/X, = X} = Pi?(B,x,E). 
Proof. The case q = 0 is obvious. Let q > 0. Then from (2) we have that 
P:‘j,(x, A) 2 p,(A) + o(x, A), where q( .) = ~pf, ( .) and w(x, .) is a non-negative 
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measure on E. This and (5) give 
Pp+“(e,x,A) = s p:‘,!,(R Y, 4P~‘M x, dy) E 
= Y k+m+l(&z)(a)(dz) + dx,dz)) P~‘W,dy) 
= R(8, x, A) + Q(e, x, A). (21) 
It is easy to see that 




Pfv,X,dY)I 5 V(A)I’Y~m’(wI. (22) 
A E 
On the other hand, 
I QVA x, AlI I QKJ, x, A) = 1 - P(A). (23) 
Now Lemma 1 follows from (21)-(23). 0 
Lemma 2. The estimate 
11 ppum+l)(e)ii I exp{ - %824x:::(e)> 
is true, where x:,!(e) is dejined as in (7). 
Proof. By definition, 
s 
CCI 
pp(e,X)lz = COS(et)$'(X, dt). 
--a: 
From Schwarz’s inequality we have that 
s Iul~m)(e,z)l~~~~(x,dz) I (1 -f(e))? E 
where 
f(e) =fx(e) = 
S(s 
O” (1 - cos(8t)pi"" (y, dt) Pp!,,(x, dy). 
E -m 1 
It is clear that 
v(e) = vyf+ lye, x) I 
s 
vim+ “(8, y) Iy Jx, dy). 
E 
Using Lemma 1 and (24) we obtain the bound 
1 - v’(e) 2 &f(e) - 2q(i - q)(i -f(ep + 2q(i - q). 
(24) 
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From this and from the inequality (1 -f)“’ I 1 -f/2 it follows that 
1 - V’(0) 2 qf(B). Hence, 
v(Q) I cxp ( - qf (W2). (25) 
Further, by virtue of the inequality 1 - cos y 2 g y2, where 1 yI I 1, we have the 
relation 
Now Lemma 2 follows from (20), (25) and (26). 
6. The case v > 1 
For the sake of notation, set for fixed integers k, m and v 
Lemma3 Ifforsome -cc <t< co,andy>O 
infP(l Yrim - tl I y/Xk+, = x,X~+~+“EA) = 1, 
x, A 
then 
vF+“) s q(i - ge2 hp(e*,x,y)l’2 + (1 - q)), 
where hp'(e,x, y) is dejined in (11) and 8* in (14). 
Proof. The case q = 0 is obvious. Let q > 0. Then from (2) we have that 
pK&, A) = V(A) + 0(x, A), 
where w(x, .) is a non-negative measure. Then the measures 
4(x, A) = &Wp~“!,(-% A), 4*(x, A) = c+, MX&, A) 
are non-negative and q(x, A) + q*(x, A) = 1. Hence, 
P:~,(~,x,A) = G(&X, A) + G*(&X,A), 
where 
G(e, X, A) = 4(x, A)pK3, x, A), G*(e, x, A) = q*(X,A)Pf~m(ex,A). 
(27) 
(28) 
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Further, for the measure 
the relation 
P~m+“‘(8,x,A) = Q(&x,A) + Q*(&x,A) 
is true, where 
QV, x, 4 = 
s 
G(e, x, A) P;m’(e, x, dy), 
E 
Q*(e,x, A) = s G(B,x, A)P~*‘(e,x,dy). E 
(29) 
(30) 
We now transform the relation for Q(e, x, A). Let Z = Em be the m-fold product of E. 
Define on Z a measure Rim)(x;) such that for B = AI @ A2 @ ... 0 A,, 
R im’(x, B) = 
s 
p:l’(x, dy,) p:‘j,(y,,d~+ p(l) k+,,,-1(Ym-l,dYm). 
A1 s A2 s A, 
By definition of the operator P:*)(e), 
s xftY)Pp’(eX,dY) = 5 Ef(Y(Z)) Y~m’(e,Z)Rim’(X,dZ), 
where y(z) = y, for z = (yI, y,, . . . , y,,,) E Z, and 
q?(e,z) = ~{exp(i~Y~~))I&+, = YJ,+~ = y2, . . . ,xk+m = ym} 
s 
m = exp(iOt)Fim)(z, dt). 
--co 
Further, if B = E”-’ @ A, then Rti,(x,B) = Prim(x,A) and 




HA@, - ) = s F~‘(z,.)R,+,(~,dz)lR~~~(x,B). B 
Combining (30H31) we obtain 
IQw4* = VW 
ss(s 
coS(ol(s)) U&ds) Rim’(x, dz) Rim’&, dz*), (33) 
ZZ R4 > 
where for s = (r, r*, rl, rT) E R4, we have l(s) = (Y - r*) + (rl - rt) and 
U,,..(ds) = Fp’(z, dr)Fim’(r*, dr*)H,(y(z), drI)HA(y(z*), dr:). 
280 N. GiesbrechtlStochastic Processes and their Applications 53 (1994) 269-283 
Now use the inequality 1 - cos y 2 g-y’, I yI I 1. Then 
w(e) = Ss(S cos(tX(s)) UJds) Rr’(x, dz) Ri”“(x, dz*) zz IV 
12(s) U,,,t(ds) 
> 
RL”“(x, dz) Ri”“(x, dz*). (34) 
Consider in R2 the subset DB = Do,? = {(r,r*): Ir - r*l I 8* = l/g - 2~) and in R’ 
the subset B = B,,, = {r: Ir - tl I y}. W e can assume that 2y I l/8. From (30) it 
follows that H,(x, B) = 1. Further, A0 = De 0 B @ B c {s: Il(s)l < l/g}. This, the 
condition (27) the relation 12(s) = (r - r*)’ + 2(r - r*)(rl - rt) + (rI - rT)2 and (34) 
yield 
W(Q) 2 Ge2(z, + zz + I,), 
where 
(35) 
II = SS(S (r - r*)2 F!/‘(z, dr)Fi""(z*, dr*) Rim)(x, dz)Rim’(x, dz*) ZZ Do 
= s t2pim)(x, dt) = $“(x, g*), IfI 5 1/e* 
II2112 sup Irl-rTI 
Ir,,r:l E B 
Ir - r* 1 Fi”“(z, dr)Fi?(z*, dr*) Ri/)(x, dz)Ri!@(x, dz*) 
= 4y 
s 
Itl/Q”(x,dt) = 4yg(x,e*) 
IO1 < l/0’ 
and I3 2 0. From (33) to (35) we obtain the bound 
IQ(e,x,A)I I ~(A)(I - %eqxfye*,x) - +4e*,x)p. 
On the other hand, 
Q*(e, x, A)1 i Q* (0, x, A) = 1 - &I). (37) 
The relations (29), (36) and (37) complete the proof. Cl 
Lemma 4. For arbitrary y 2 0 the bound 
vp+ ye, X) 2 4 g(y)(i - tie2 hp)(e, X, y)p2 + (1 - 4 g(y)) 
holds, where g(y) = gfi,,, (y) is de$ned in (12). 
Proof. The case g(y) = 0 is obvious. Let g(y) > 0. Then for some to, 
H‘4(x,Ry) = R{Iyj?m - tol I Y/xk+, = X,Xk+m+“EA} 2 g(y), 
(36) 
(38) 
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where B, = (t: 1 t - toI I y}. Set t(x, A) = g(y)/HA(x, B,) and define the measures 
cc 
G(R x, A) = r(x, A) P(A 1 
s 
exp(i&)H,(x, dt) = i&4) 
s 
exp(i&)fiA(x, dt), (39) 
BY -00 
Q(&x,A)= G"(e,y,A)P~m'(e,x,dy). s x 
Here @(A) = g(y) p(A) and E?,(x, B) = H,(x, B n B,)/HA(x, By). This and (29) yield 
Pp+ye,x,A) = Ql(e,x,A) + qe,x,A) + Q*(ex,A), (40) 
where R(8, x, A) = Q(fIx, A) - Q”(9, x, A). From (38) it follows that condition (27) holds 
for the measure 0(0,x, A). Hence, it follows from (36) that 
&e,.+4)1 I ~I(A)I (1 - se2(xp)(e*,x) - 4ya(e*,x)))l? (41) 
On the other hand, it follows from (38) that t(x, A) I 1. Then (30),(32) and (39) give 
IR(f? X, A)1 I R(O,X, A) = Q(0, X, A) - Q(0, X, A) = P,(A) - g(Y)V(A). (42) 
The relations (37), (40)-(42) complete the proof. 0 
Lemma 5. The estimate 
11 ~;y+U)(e)li I exp{ - ti 82q~~~a::;(e)> 
is true. 
The proof is analogous to the proof of Lemma 2. 
7. Proofs 
It is easy to see that for arbitrary k 5 kl < k2 < ... k,+ I 5 n, 
11 P;)(e) )I I n I/ pk)(e) /I, uj = kj+ 1 - kj. (43) 
j=l 
From this and Lemma 6, Theorem 3 now follows. Further, 11 Pi’@(d) 1) I 11 P’~~;j”‘(0) 11, 
O<j<j,,<m.Hence, 
Setting vj = m. = u + m + v in (43) and applying Lemmas 2 and 5 we obtain 
Theorems 1 and 2, respectively. 
The bounds for the concentration functions Q,,(l) in p are corollaries from the 
bounds in Section 2. Their proofs were analogous to the proof for i.r.v.s. Esseen (1968) 
(see also the proofs of Theorems 2.2.6 and 2.3.1 in [Hengartner and Theodorescu 
(1971)l). 
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For the bounds in Section 4 we write 
Eexp(i@,) = 1 - gES,i + o(e2). 
On the other hand, 
lEexp(iOS,)I 5 exp( - boe2 L,(e)), 
where L,(8) are defined in Theorems l-3. Hence, ES: 2 2 limoLo L,(B). This completes 
the proof of Corollaries 5-7. 
8. About the ergodicity conditions for the Markov chain 
If the Markov chain is homogeneous, then condition (2) means that for some u 2 1, 
P’“‘(x A) 2 p(A), 3 f&4) > 0. (44) 
This condition is equivalent to Doeblin’s condition and hence to the following 
relation (see Doob, 1953, Section 5; Revuz, Ch. 6, Section 4): 
sup IP(“I)(X,A) - P’“‘)(y,A)l < 1. 
&Y,A 
(45) 
Further, condition (45) in turn guarantees the existence of the stationary distribution 
p( .) and implies the inequality 
sup IP’“‘(x, A) - p(A)1 I Cy”, y < 1. 
X. A 
For non-homogeneous chains, condition (2) no longer guarantees the ergodicity 
condition (3). However, the following proposition is true. 
Proposition. Let condition (2) hold. Then for arbitrary k = kl < k2 < ... < k,+ 1 = m, 
P’“‘(x A) 2 @irn’(A), 
k ) 
where @i”” ( .) is a non-negative measure with the property 
@r’(X) 2 1 - n (1 - ijj) where g. = @z)(E) J u. = k. ’ J J+l - kj. 
j=l 
Corollary 7. Suppose the Markov chain is homogeneous and condition (44) holds. Then 
P’“‘(x,A) 2 q(“)(A) where q’“‘(E) 2 1 - Coy!, y0 < 1. 
Proof of Proposition. Consider the non-negative measures 
~~~~~~~~y~~~~~~~dy2)...,~._.(y.dy~-~)~A~~(y.-.,dy.). 
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It is clear that R(y, E) = nl= I (1 - qj). Hence, for the measure 
@em’ = Pj&?(x, A) - R(x, A), 
the following identity 
@i”“(E) = Piml’(y, E) - R(y, E) = 1 - fi (1 - qj) 
j=l 
holds. This proves the proposition. 0 
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