Abstract. The solution of elliptic partial differential equations in a two-dimensional domain with re-entrant corners typically lacks full H 2 -regularity, and standard finite element approximations on uniformly refined meshes do not, in general, show optimal order convergence in suitably weighted L 2 -norms. Energy-corrected finite element techniques are based on a simple but parameter dependent local modification of the stiffness matrix. If applied properly, optimal order convergence in weighted L 2 -norms can be recovered and the pollution effect is eliminated. Here, we generalize the ideas to the Stokes system and show that by using more than one correction parameter optimal order convergence can be obtained.
Introduction
Flow problems on domains with re-entrant corners appear in many applications of interest. A typical example is the Stokes flow over a backward-facing step. It is well-known that in the presence of re-entrant corners in the simulation domain with interior angle π < ω < 2π, the Stokes solution will, in general, have singular components even when the data are smooth. Therefore, standard finite element approximations show poor convergence results compared to the nodal interpolation. More precisely, the so-called pollution effect, see, e.g., [Blu90] , can be observed in both, the standard L 2 -and also the weighted L 2 -norm. For early work on the regularity theory on domains with non-convex corners, we refer to [Dau89, Gri85, KMR97, Kon67, OS95] . More recent results can be found in [Cho14, GS06, KMR01, MS08] and the references therein.
Classical approaches to improve global convergence are graded meshes algorithms, see, e.g., [ANS01, ASW96, BS01] or enrichment of the finite element space by singular components, see, e.g., [CK01, LP09] . Both these techniques improve the approximation quality of the discrete space but require a modification of the standard finite element scheme in an O(1) neighborhood of the re-entrant corner. Here we follow a different idea. Quite often the quantity of interest can be well approximated by the standard finite element space but the standard finite element solution is affected by the pollution effect. In these situations, energy-corrected schemes, see [Apo85, HHR + 15, Rüd89, RZ86, RZ92], do not enrich the finite element spaces associated with a sequence of uniformly refined meshes and thus are quite attractive. The basic idea was originally introduced for finite difference schemes in [ZG78] . In recent contributions [ERW14, RWW14] , a mathematically rigorous analysis for the Laplace operator was presented. Although the techniques are similar, the analysis for the Stokes system is more challenging since the structure of the singular components is more complex, saddle point techniques must be taken into account, and the modification possibly depends on more than one parameter. Let us here also mention that the theory below is derived for the norms of the weighted spaces, nevertheless, the optimal convergence can be restored for other quantities of interest, like eigenvalues or stress intensity factors.
The rest of this paper is organized as follows: In Sec. 2, we state the model problem and the abstract form of our energy-corrected finite element method for the Stokes problem. Sec. 3 collects several preliminary results and Sec. 4 focusses on a priori convergence of the smooth remainders. Sec. 5 will be more technical, due to the symmetrization technique that is necessary for vector-valued finite element approximations. Here, we show that also a combination of singular functions does not contribute to the pollution in the approximation error. In Sec. 6, we prove our main theorem. Sec. 7 is devoted to the explicit construction of the modification. Defining the correction parameters as roots of an energy defect function, we can show that the abstract conditions for optimality are satisfied. Finally, we present in Sec. 8 several numerical examples for different stable and stabilized formulations of the Stokes equations, as well as for different computational geometries, illustrating the obtained theoretical results.
Energy-corrected finite elements for the Stokes system
In the following, we study the Stokes problem in the polygon Ω ⊂ R 2 with a single re-entrant corner and homogeneous Dirichlet boundary conditions: (2.1)
where u is the velocity field, p the pressure and f represents a given force term. The corner is placed at the origin, and r(x) = (
1/2 is the distance of x to the non-convex corner. We point out that our approach can be easily generalized to multiple re-entrant corners and is not restricted to this type of boundary condition. However, for simplicity of notation, we will only consider this situation.
Of crucial role for the regularity results of the solution are weighted Sobolev spaces. As usual, we denote by L 2 (Ω) and H k (Ω), k ∈ R + , the Lebesgue and Sobolev-Slobodetskiȋ spaces with Lebesgue index 2, and by · 0 and · k their norms, respectively. For the characterization of the solution regularity, we will use the weighted spaces, see, e.g., [Kuf85, AF03] . For an open, bounded domain Ω ⊂ R 2 and β ∈ R, we write L < ∞.
The function r 2β is called the power weight, and L 2 β (Ω) stands for the associated weighted Lebesgue space. For compatibility reasons, we also adopt the standard notation L 2 0,β (Ω) for all functions from L 2 β (Ω) with´Ω f dx = 0. The weighted Sobolev space of Kondratev type are defined for k ∈ N 0 as follows:
where α is a multi-index with |α| = 2 i=1 α i , and D α represents the α-th generalized derivative, see, e.g., [Kon67] . The space H Note, that due to the special form of the weight r 2β , L 2 β (Ω) and H k β (Ω) are Hilbert spaces. We also write X 2 for a space of vector valued functions which components belong to the function space X. Since we treat a model problem with Dirichlet boundary condition, we denote by H 
:= inf
Through the paper, we use the symbols and for c and c, respectively, where c is a generic constant, independent of the mesh-size parameter. Although typical (H 2 , H 1 )-regularity of the solution (u, p) in the case of a domain with a re-entrant corner cannot be expected, the regularity in weighted spaces, as showed in [BR81] for f ∈ L 2 (Ω) 2 (see also for example [ANS01] ), is higher. For f ∈ L 2 β (Ω) 2 , we refer the reader to [GS06] where the result is stated also for a domain with multiple corners. Lemma 1. Let Ω ⊂ R 2 be a polygonal domain with a single re-entrant corner with angle ω ∈ (π, 2π), and let β = 1 + ε − λ 1 , (2.2) for any arbitrary small ε > 0, where λ 1 depending on ω is the smallest positive solution of sin(λω) = −λ sin(ω).
Then, for f ∈ L Before we introduce our modified Galerkin approach, let us specify our assumptions on the finite element spaces. The following theory will be constructed for a conforming, stable, low order finite element approximation V h × Q h which is associated with a sequence of uniformly refined admissible and shape-regular triangulations T h of Ω. A prototypical example is the P 1 -isoP 2 /P 1 finite element which is defined by
(Ω) ∩ C(Ω) : q h | T ∈ P 1 (T ) ∀T ∈ T h , where T h/2 is obtained by one uniform refinement of T h .
It is well known, see, e.g., [Blu90] for the Stokes problem, that the accuracy of the standard numerical approximation is significantly reduced due to the influence of the corner singularities, and the reduction is propagated into the interior of the computational domain where the solution itself is smooth. Namely, the standard numerical scheme exhibits, in general, (see [GR86, Sec.II.1.1.] or [ABF84] ):
This behavior is called pollution effect, and from the structure of (2.4) it is clear that a simple change of the error norm cannot reproduce the second order convergence of the method. This is also well documented by numerical experiments in Sec. 8. While the weighted L 2 β (Ω)-norm helps to retrieve the convergence rates for the gradients of the velocity error, the velocity error in the L 2 β (Ω)-norm does not improve qualitatively although the best approximation error exhibits a second order convergence rate.
Following the ideas of [ZG78, ERW14] for the Laplace operator, we now define the modified Galerkin approximation by:
where the mesh-dependent bilinear form a h (·, ·) is defined for all v, w ∈ H 1 (Ω) 2 by:
and b(v, q) := −´Ω q div v dx. The bilinear form a h (·, ·) differs from the one in the standard Galerkin approximation in the local modification d h (·, ·) which is supported in the neighborhood S h of the singular point with |S h | = O(h 2 ). More precisely, for a fixed κ > 0 we define:
The value of κ will be specified later and as we will see, the set S h will be often two layers of elements around the singular point. As usual, we shall also require coercivity and continuity of the particular bilinear forms, this means we assume the following additional conditions on
The initial coarse mesh is on the patch, being the union of all elements having the re-entrant corner as vertex, symmetric in the angular direction. Under the assumptions (A1)-(A3), it is obvious that (2.5) has a unique solution and that the following modified Galerkin orthogonality holds:
In what follows, we introduce the necessary and sufficient condition for optimal order convergence in terms of the energy defect function of the discretization, defined as:
As we will see later, this function reflects the pollution in the L 2 −approximation error, and thus, it is also called pollution function. The name energy defect function is motivated from the case of the incompressible homogeneous Dirichlet problem where the defect function can be rewritten as
Since the correction will be constructed in such a way that energy defect measured by g h (·, ·) is controlled, we speak about energy-corrected finite element schemes. Now, we are ready to formulate a necessary condition for optimal order convergence.
2 with β given by (2.2), and let u − u
Proof. Using the incompressibility of u and (2.9), we directly obtain:
h 0,β . The conclusion follows by the assumption of the lemma.
Before we can formulate a sufficient condition in terms of g h (·, ·), we have to consider the structure of the solution (u, p) in more detail. Also, we will often use formulations in polar coordinates (r, θ). For convenience of the reader, we recall some results from [Kon67, Gri85, Dau89, OS95] which are essential for our study. Since the eigenfunctions of the Stokes operator at the singular corner are known, the solution (u, p) can be decomposed into singular components and a smooth remainder. The singular components are characterized by the power exponents λ i which have to satisfy in the case of homogeneous Dirichlet boundary conditions the following eigenvalue equation:
dependent on the non-convex angle ω, see ,e.g., [OS95, KMR97] . One can show, that the roots of (2.10) have a maximal algebraic (and thus also geometric) multiplicity of two, see [KMR01] . For each eigenvalue λ i with geometric multiplicity 1 I i 2, we denote the θ-part of the i-th singular solution by
Here κ ij 2 stands for the length of the Jordan block of the associated j th eigenfunction, 1 ≤ j ≤ I i , and ϕ
, form a chain of eigensolutions satisfying the homogeneous Dirichlet boundary conditions. Without specification of (2.11), we can recall the following decomposition theorem for the Stokes problem (2.1), see [OS95, Theorem 4 .1] and the original work [Kon67] .
Lemma 3. Let α, β be positive real numbers and Ω be a polygon with a single re-entrant corner of angle ω ∈ (π, 2π).
2 . Moreover, let us assume that the band 1 − β < Re(λ) < 1 + α (2.12)
contains N roots λ 1 , ..., λ N of equation (2.10). Additionally, let us assume, that there are no roots of (2.10) with Re(λ) = 1 + α and Re(λ) = 1 − β. Then, near the singular point, there holds the following expansion of the solution:
where c i,j,k are constants. The singular parts of the decompositions can be represented in polar coordinates as
where the smooth cut-off function η(r) is equal to one in an O(1) neighborhood of the origin, and the regular parts satisfy:
The coefficients c i,j,k and the regular parts (U, P ) also satisfy the stability condition:
We call s u i,j,k , s p i,j,k the singular functions and U, P the smooth remainders. For simplicity of notation, we neglect the index j and k if j = 1 and k = 0. Note also, that for the decomposition (2.13), a higher regularity of the right-hand side f is required, as in comparison with the regularity result from Lemma 1. We also include a graph, Fig. 1 , of the real part of the solutions λ i of (2.10) in relationship to ω. The roots λ i of an increased multiplicity are exactly those roots which lay on the bifurcations of the depicted curves, and, the case when λ 2 = 1 (see discussion below).
For ω = 3/2π, a problem widely used in engineering applications, we specify the first two singular functions, i = 1, 2 (note that the associated algebraic multiplicity of λ i are equal to one), in the polar coordinates:
sin(λ i ω) are specified by the Dirichlet boundary conditions and λ 1 = 0.54448.., λ 2 = 0.90852...
The decomposition (2.13) allows us to formulate a sufficient condition for second order convergence in the velocity and first order convergence in the pressure in a suitable weighted L 2 -norm.
Re(λ) Figure 1 . Distribution of the real part of the eigenvalues λ with respect to the angle ω of the re-entrant corner. The blue lines represent complex eigenvalues, the orange ones represent the real eigenvalues. The points of bifurcations, also the point where λ 2 = 1, have increased multiplicity. In the horizontal axis, ω i , i = 1, 2, 3, represent the following cases: ω 1 is defined such that λ 1 + λ 2 = 2, i.e., ω 1 = (1.22552...) · π, ω 2 is the unique angle such that λ 2 = 1, i.e., ω 2 = (1.430296...) · π, and ω 3 represents the angle for which λ 1 + Re(λ 3 ) = 2, i.e.,
where ω 2 , ω 2 and ω 3 are defined in Fig 1. Then, the modified Galerkin approximation (u
Note, that the sufficient condition for (2.15) is formulated in terms of the pollution function for the singular functions. This means, that these are the components of the whole g h (u, p), which are responsible for the reduced convergence rate of the standard scheme. This will be more clear later, as we explicitly show the expansion of g h (u, p) with the help of the decomposition (2.13). Since Theorem 4 is also formulated for different cases of the non-convex angle ω, let us now briefly explain its limits ω 1 , ω 2 and ω 3 , see also Fig. 1. i) ω ∈ (π, ω 1 ). The condition on local symmetry of the mesh can be in this case dropped, because the second convergence order of the combination of the first and second singular functions in the expansion of g h (u, p) follows directly by standard approximation and interpolation estimates. On the other hand, for ω ω 1 we shall use some symmetrization techniques, which will require a locally symmetric mesh around the singular point. ii) ω ∈ (π, ω 2 ). In this case, the second singular functions (s
) (easy to see due to the regularity of s u 2 ∼ r λ2 and λ 2 > 1), and thus, only the pollution created by the first singular functions contributes to the pollution of the whole solution. iii) ω ∈ (ω 2 , ω 3 ). Optimal convergence of the approximations is recovered if the pollution of the first two singular functions is eliminated. iv) ω ∈ [ω 3 , 2π). In this case, Re(λ 3 ) − 1 1 − λ 1 < α and thus the decomposition of the solution has to have three or four singular functions, see (2.12). We shall not consider this case in our analytic study since the key-stone of the proof of Theorem 4 is the symmetry argument between s u 1 and s u 2 and their discrete counterparts. Such property is on the other hand not usable for the (s u 1 , s u 3 ) pairing, rather general orthogonality and its conversion on the discrete level has to be studied. This, however, exceeds the framework of this work. Let us mention here, that the numerical experiments suggest that condition (2.14) could be sufficient for the optimality result (2.15) also for angles larger than ω 3 , if the local mesh around the singular point satisfies some additional uniformity. v) ω = ω 2 . As one can see from Fig. 1 , λ 1 and λ 2 are simple roots of (2.10) for all ω ∈ (π, ω 3 ) and ω = ω 2 . This means that the decomposition (2.13) has a simplified form
On the other hand, the case of ω = ω 2 has a special property, coming from the fact that λ 2 = 1 is a root of (2.10) with double algebraic and single geometric multiplicity. The decomposition (2.13) (for simplicity presented only for the velocity) thus takes the form: 
In our study, we shall exclude this case mainly due to the reasons of readability of the technical results. In order to obtain the estimates (2.15), we shall rely on the linearity of the system, which means that we can split the error due to (2.13) into: 
Preliminary results
In the analysis below, we will often use the interpolation results of the standard nodal interpolants, namely:
Lemma 5 (Interpolation errors in weighted Sobolev spaces). Let I 2 and q ∈ H 1 α (Ω) for some α < 1. Then, for β such that α − 1 β α, and for k = 0, 1, we have
The proof can be found in [BD82] or [Orl98] , and it is based on standard scaling arguments. For the weighted spaces, we can also derive an equivalent to the inverse inequality. Its proof follows also directly from standard scaling arguments, hence we do not include it here.
Lemma 6 (Inverse estimates in weighted Sobolev spaces). For any v h ∈ V h and β > −1 there holds
As mentioned before, the pollution effect is reflected only in the L 2 (Ω) error estimates. This means, that the modified and standard Galerkin approximations share the same approximation properties in the energy space for the velocity, H 1 (Ω) 2 . More precisely we have the following:
(Ω) for some α such that 1 − λ 1 < α < min{1, Re(λ 3 ) − 1}. Then the following energy error estimates for the modified Galerkin approximation hold:
Proof. Using the standard Strang argument, cf. [SF73] or [BBF13] , we obtain together with (2.7):
, see, e.g., [Kuf85] , and the fact that r h on S h , we have
This, together with (3.1) for β = 0, implies the first assertion. The second assertion for the singular functions can be derived similarly. Nevertheless, since s
, the interpolation error from (3.1) would give us a slightly suboptimal estimate. However, a direct computation of the interpolation error and of the gradient of s u i on S h lead to the desired result.
As last in this section, we turn our attention to the incompressibility constraint of the system and its influence on the existence of the solution. It is known that for the well-posedness of incompressible flow problems, the inf-sup condition plays a crucial role. Thus, let us formulate its generalization to the weighted Sobolev spaces.
Lemma 8 (Continuous inf-sup in weighted spaces
There exists a constant c > 0 such that
Proof. The proof is based on the solvability of the divergence equation in weighted spaces. By the results of [Hub11] (see also [DN90, DM01] for the power weights), there exists, for −1 < β < 1, a bounded, linear operator B :
0,β (Ω). Moreover, due to the continuity, there holds:
2 by div w = r 2β q. Then, by (3.5) we have ∇w 0,−β r 2β q 0,−β q 0,β , and thus
which proves the assertion.
In the proof of Theorem 4, we shall consider only stable finite element spaces (V h , Q h ) for which exists a linear,
2 → V h preserving the divergence in the dual of the pressure space. In the case of P 1 -isoP 2 /P 1 , we refer the reader to [Ver84] , and to [BBDR12, BBF13] for explicit construction of Π div h for the low order Mini-, P 2 -P 0 or the Taylor-Hood element. Note also that the above mentioned properties of Π div h are fulfilled by the Fortin operator. By this assumption on the (V h , Q h ) pair, we obtain the discrete counterpart of (3.4).
Lemma 9 (Discrete inf-sup in weighted spaces). Let V h × Q h be a stable finite element space pair, and let −1 < β < 1. Then, there exists a constant c > 0, independent of h, such that
Proof. One can show by suitable scaling arguments in weighted spaces, see [Cia02] , that the projection operator Π div h is also globally
and for v ∈ H 2 α (Ω) and α < 1, such that α − 1 β α there holds a projection error estimate analogous to (3.1):
From Lemma (8) and the projection properties of Π div h , we directly have that
A priori convergence results in negatively weighted norms
In this section, we study the approximation error for the smooth remainders in the negatively weighted norms. This will be essential for the duality arguments in the proof of the main theorem in Sec. 6, hence, both results, which we present here, are auxiliary ones. First, we show the optimal bounds for the standard Galerkin scheme, and in view of this result, we focus on the approximation error for the modified finite element approximation. We would like to mention that both techniques are rather standard, mainly based on the same duality argument and the generalization of the results from [BR88] . But for the sake of completeness, due to the fact that the optimal bound for the smooth functions in weighted norms is not, in general, widely used, we present them in two separate theorems in their full form.
Theorem 10. Let (A1)-(A3) hold, and let
Proof. We use the ideas from [BR88] for the Poisson equation and estimate the approximation errors in the norms of weighted spaces with r 2α weight by approximation errors in norms with a suitable mesh-dependent weight. For that, let us define the weight 2 := (r 2 + θh 2 ), for some sufficiently large but fixed positive θ. Then, generalizing the idea for the Stokes problem, using the technique of [DN90, GL12] , one can derive corresponding approximation errors for standard
More details on the mesh-dependent power weights and the error estimates in the respective spaces can be also found in [Cia02] . Since · 0,−α and ρ −α · 0 are equivalent norms in the finite element space, see [BR88] , we can directly by the triangle inequality and the fact that ρ −α < r −α write:
The contributions with mesh-dependent weight
−α can be bounded with the help of (4.3), which yields, together with −α < r −α and the interpolation/projection error estimates (3.1) and (3.7), the first assertion (4.1).
The L 2 −α (Ω) estimate for the velocity is then derived by a duality argument. Let us consider the following homogeneous Dirichlet problem:
Then by Lemma 1, we have that
2 , for α satisfying the assumption of the theorem. Using the standard Galerkin orthogonality for approximation (U h , P h ), the a priori estimate v 2,α + z 1,α r −2α (U − U h ) 0,α = U − U h 0,−α , the interpolation error estimate (3.1) and (4.1), we obtain:
With this, we have completed the proof. Now, we can establish the desired bound of the error of the smooth remainder.
Theorem 11. Let (A1)-(A3) hold, and let
Then, the following error estimates are valid
Proof. Since we already have the results for the standard Galerkin approximation (4.1) and (4.2), we directly start with the dual problem:
2 , the error can be rewritten by the modified Galerkin orthogonality as:
Using the a priori estimate for v, z:
we can bound the Ω-supported terms of (4.4) by Theorem 10:
) can be bounded using Theorem 7 and Theorem 10 and the same arguments as for (3.3). Then, by the definition of the weighted norm, we obtain by Theorem 10 the following: 
Combining (4.6) and (4.7), we obtain with the help of (4.5), the bound:
and thus the
2 estimate follows directly by splitting the error into the approximation and interpolation error together with (3.1), (3.2) and the above proven L 2 −α (Ω)−estimate, namely:
In the last step, we prove the estimate for the pressure using the discrete inf-sup condition (3.6) and the estimates (4.6) and (4.8). More precisely, for the interpolation I p h P ∈ Q h , we have by (2.7) and the triangle inequality on U
. Using similar arguments as for (3.3), but this time for the embedding H
and thus, by the triangle inequality and the interpolation error (3.1) we finally obtain:
by which we have finished the proof.
Symmetry arguments
Now, let us turn our attention to the modified approximation of the singular functions. We have already mentioned that the necessary condition in Theorem 4 is formulated as a condition on the pollution of (s u i , s p i ). Nevertheless, as we will see in the next section, the pollution function g h (u, p) defined in (2.8) contains also terms with combination of the singular functions. In this section, we show that these parts of g h (u, p) converge though fast enough, even despite the reduced regularity of (s
The proof here is based on the idea of [ERW14] for the Poisson equation, where the symmetry properties of the first and second singular functions are used. Nevertheless, due to the vector valued Stokes problem, its generalization is technical and requires additional estimates, we state at first an auxiliary lemma, where we construct another local finite element functions which help us to symmetrize the possibly non-symmetric s 
for a fixed domain Ω 1 Ω with |Ω 1 | = O(1), matching the initial local symmetric grid (see Fig. 3 , left). We define an Ω 1 -mirror-reflected finite element function g
h by a local discrete Stokes problem: 
where x * denotes a mirror symmetric point of x ∈ ∂Ω 1 with respect to the axis (r, ω/2). A sketch depicting the definition of the boundary condition for anti-symmetric (s u j ) r together with the mirror-reflection of x is presented in Fig. 2 .
Lemma 12. The discrete solution (g u * jh , g p * jh ) of (5.1) with boundary condition (5.2), respectively (5.3), exists and is unique as it satisfies the discrete compatibility condition
Additionally, it holds: Proof. Let us in this proof consider the boundary condition (5.2) only, the latter case follows similarly. Since (s u j ) r is in this case anti-symmetric, (s u j ) θ is symmetric and s p j is anti-symmetric in the angular directions, see the first column of plots in Table 1 for the case of j = 1 and a L-shape domain.
Using the fact that the outer normal vector is reflected in the following way: n = (n r , n θ ) = (n * r , −n * θ ) (see Fig. 2, left) , from the definition (5.2) it then follows that
Thus, the solution of (5.1) and (5.2) exists and is unique due to the mean value condition on g p * jh . 
which is generally free of symmetry. In both graphics, the empty circles represent the vertices of the elements in Ω 1 of a current refinement level.
The property (5.4) follows from definition (5.2), since we have:
and the application of the triangle inequality. Let us now focus on the symmetry property of the sum s
For each x ∈ ∂Ω 1 we have then, as schematically depicted for the first component in Fig. 2 right: (s is on ∂Ω 1 in components anti-symmetric and symmetric. Beside the boundary symmetry, we can show even more. Namely for all
Noting that the differential operators in polar coordinates preserve the symmetry properties in the following symbolic way (i.e., S stands for a symmetric, A for an anti-symmetric component, see again Table 1) : Now, we are ready to formulate that the combination of the singular functions in the scheme does not contribute to the pollution.
Theorem 13. Let (A1)-(A3) hold, ω < ω 3 , 1 − λ 1 < α < min{1, Re(λ 3 ) − 1}, and let (Sh) additionally hold for ω ∈ [ω 1 , ω 3 ). Then, we a priori have for i, j ∈ {1, 2} such that i = j the following: Figure 3 . Illustration of the h-independent domains Ω 1 (red), Ω 2 (blue), and element layer S h (green). The support (and also domain where η = 1) of the cut-off η is bigger than Ω 1 . The last plot depicts the cut off function χ and its complement 1 − χ from origin in radial direction. Also, without loss of generality, we assume the support of E h to be in Ω 1 \Ω 2 .
Proof. First, let us focus on the case when ω ∈ [ω 1 , ω 3 ). By the modified Galerkin orthogonality of s , we can rewrite the terms on the left-hand side of (5.7) by:
. Since the singular functions are smooth in the part of Ω without some fixed surrounding of the singular corner, we prove the desired convergence rate separately on two parts of the domain Ω using localization techniques of [NS74] . Hence, let us define the sub-domain Ω 2 such that S h ⊂ Ω 2 ⊂ Ω 1 ⊂ {x ∈ Ω; η(x) = 0} ⊂ Ω, see Fig. 3 , such that the boundary coincides with the initial partition of Ω. Also, let us introduce a smooth cut-off function χ(r) (cutting off the surroundings of the singular point), such that χ ≡ 1 in Ω \ Ω 1 and χ ≡ 0 in Ω 2 , being additionally symmetric in the θ−direction. Since (χs 
Adopting the local error estimates derived in [AL95, Theorem 5.3, and Sec.6] for the modified scheme, we obtain that
where Ω 3 Ω 2 , again with boundary coinciding with the initial partition of Ω. Hence, using the smoothness of the singular functions on Ω \ Ω 3 and the interpolation estimates (3.1), we obtain the bound for the first bracket, i.e.:
. . .
Let us then study the terms of {. . . } 2 . By the mutual orthogonality of the singular functions, we obtain that a(s u i , (1 − χ)s u j ) = 0, the approximations, however, do not need to be mutually orthogonal due to the possible non-symmetry of the global mesh, as we stated at the beginning of this section. To overcome this property, we rewrite the terms of {. .
hence, adding it to {. . . } 2 , we obtain for β = 1 − λ 1 + ε, ε sufficiently small such that β < 1/2:
. Since the gradient of the cut-off function χ is independent of h, the terms with interpolants can be bounded by the regularity of particular singular functions and thus (5.8)
Also, the S h -supported term is of order h, namely we have that r h on S h and thus by a scaling argument we have
Let us now investigate the terms in the bracket, i.e., g
) is a solution of the discrete Stokes problem in Ω 1 with homogeneous right-hand side and non-homogeneous boundary conditions (5.2) respectively (5.
3). First note, that the result (2.3) from [GS06] is generalizable for spaces H
−β (Ω) since 1 − λ 1 < β < 1/2. One can also obtain the a priori estimates for the discrete Stokes problem, due to the discrete inf-sup (3.6), note that by the construction we have g 
. Combining these observations with (5.9), trace theorem, triangle inequality and the trace estimate (5.4) yields:
. Similarly as above, we can then conclude using the same localization argument and the smoothness of s u j , s p j away from the singularity that
which together with (5.8) implies that {. . . } 2 = O(h 2 ) and thus the desired result for the case of ω ∈ [ω 1 , ω 3 ). Now, let us study the case for which the local symmetry of the mesh can be dropped, i.e., ω ∈ (π, ω 1 ). We define a nodal interpolationĨ Since ω < ω 1 , we have that λ 1 + λ 2 > 2, and thus there exists an exponent γ, such that
. Also, the interpolation error forĨ 
∇(s
(Ω) and thus the estimate for the smooth reminder in Theorem 11 holds also for (s u j , s p j ). This, together with (3.1) and (5.11) for the i-th singular function, gives us by the Cauchy-Schwarz inequality applied on (5.10) the desired estimate (5.7) for ω < ω 1 .
Proof of Theorem 4
In order to obtain the L 2 α (Ω) 2 error estimate as stated in (2.15), we use decomposition from Lemma 3 on the solution (u, p), i.e.,
Settingũ := u − U andp := p − P , we get by the triangle inequality
and thus, in view of Theorem 11, it is sufficient to consider only ũ −ũ m h 0,α in more detail. We start with the dual problem
From the weak formulation of the system above, noting that r
2 , we can identify by the modified Galerkin orthogonality (2.7) the desired velocity approximation error in the weighted Lebesgue spaces:
−α (Ω) 2 and ω < ω 3 , ω = ω 2 , we use the decomposition from Lemma 3 also on the solution of the dual problem (v, z):
And thus, due to the linearity of the system, we can rewrite the error (6.2) as
) .
The bilinearity of the particular functionals and simple rearrangement of the terms yields ũ −ũ , and thus, by the Cauchy-Schwarz inequality, interpolation estimates (5.11) with γ = α and (3.1), Theorem 11, (6.1), and (6.3), we obtain:
Let us turn our attention to the fully mixed terms of {. . . } 1 . By the triangle inequality, an explicit integration of the singular functions on S h and their interpolation errors from Theorem 7, and the Cauchy-Schwarz inequality, we obtain
and thus, g h (s u 2 , s p 2 ) h 2 for ω < ω 2 . This is reflected in the assumption of the theorem in the way that for ω < ω 2 , we control the pollution of the first singular function only. Hence, the fully mixed terms of {. . . } 1 are easily estimated by the assumption, (6.6), Theorem 13, and (6.1):
All together, dividing (6.4) by ũ −ũ m h 0,α , we obtain the required L 2 α (Ω) error estimate. The second error estimate in (2.15) can be derived in a similar fashion as in Theorem 11, this means, splitting the velocity error into the approximation and interpolation error and using (3.1), (3.2) and the already proven L 2 α (Ω) bound in (2.15). For the pressure similarly, whereas the approximation error is bounded by the discrete inf-sup condition (3.6). By this, we have finished the proof of Theorem 4.
Construction of the modification d h (·, ·)
In the previous sections, we have formulated an abstract condition (2.14) for which optimal order convergence holds, however, this does not a priori imply the existence of a modification d h (·, ·) for which (2.14) is satisfied. This will be the subject of this section. We concentrate on a two parameter modification for ω ∈ (ω 2 , ω 3 ) and comment later on how to obtain a one parameter modification in the case of ω ∈ (π, ω 2 ).
We closely follow the ideas of [ERW14] and define
where S 1 h and S 2 h are mutually disjoint element layers around the singular point with maximum widths (κ 1 + 1)h and (κ 2 + 1)h, namely
thus, from (2.6), S h = int(S 1 h ∪ S 2 h ) and κ = κ 1 + κ 2 . The specification of κ 1 and κ 2 will be given in the proof of Theorem 15. For each 0 < R < 1 and each γ ∈ B
it is obvious that the assumptions (A1)-(A3) hold. Since the modified Galerkin approximation of (s u i , s p i ) depends on the parameter γ = (γ 1 , γ 2 ) , we will denote it from now by 1 (R(γ)s
In order to satisfy (2.14), we construct, at first, a sequence {γ h } h>0 for which the energy defect function will be zero for each h > 0. More precisely, we look for γ h = (γ h,1 , γ h,2 ) such that
which in the matrix representation gives (7.6).
As last, we show (7.7). Starting with Young inequality (in the form of 2ab 2a 2 + 1 2 b 2 ) and Theorem 7, we get together with the triangle inequality:
A straightforward integration of the singular functions on a ball, for ω ∈ (ω 2 , ω 3 ), with fixed positiveκ and h small enough yieldŝ
and thus, in terms of (7.9) and (7.10), we get the following bounds in (7.9) from the fact that B 
Setting κ 1 > 1 sufficiently large and κ 2 := τ κ 1 with τ as in the assumption of Lemma 14, we can simplify (7.11)-(7.12) to (7.7).
By means of these properties of the defect function g h , we step to the proof that there actually exists a unique sequence {γ h } h>0 fulfilling (7.2).
Theorem 15. For sufficiently large κ 1 , κ 2 ≥ 1 satisfying the relationship from Lemma 14, and for each sufficiently small h, there exists exactly one
Proof. We prove the existence and the uniqueness of γ h by the Banach fixed point theorem. For that we define a mapping
where 0 < σ, and σ 1 , σ 2 ∈ (0, 1]. As we will see below, we will need to bound the gradient of F h and the mapping itself, and therefore F h is also scaled in the arguments of g h,i . Due to the differentiability of g h (γ), F h (γ) is also differentiable, hence, together with g h,i (0) h 2λi , see Theorem 7 for singular functions, we get for all γ,γ ∈ B
whereĉ is a constant independent of h, κ 1 , κ 2 , σ and γ but does depend on R. With respect to these bounds, if we show that
∇ γ F h (ξ) l 2 +ĉσ 1, (7.14) for some positive σ, then F h is a contraction on a closed ball, from which follows the existence and uniqueness of γ h ∈ B 2 R (0) fulfilling (7.13), and thus (7.2). To prove (7.14), we proceed in three separate steps.
Step 1: The bound of the gradient of F h in the spectral norm by the means of the eigenvalues. For each ξ = (ξ 1 , ξ 2 ) , we denote the scaled parameter by ζ = (ζ 1 , ζ 2 ) := (σ 1 ξ 1 , σ 2 ξ 2 ) and the principal part of
, for simplicity skipping the h argument. Then, by Lemma 14 we have that
Assuming positive-definitness of B(ξ) + B(ξ) , we can rewrite the spectral norm of the gradient as: , and thus having strictly σ 1 , σ 2 1, we find for τ 0 large enough by an elementary computation using (7.7) and λ 2 > λ 1 , that
and thus, noting that the trace is also positive, we find that B(ξ)+B(ξ) is strictly positive-definite. Additionally, we can estimate the trace, again using (7.7), the scaling property between κ 1 and κ 2 , and λ 2 > λ 1 , by:
This means, using the fact that the product of the two eigevalues of B(ξ)+B(ξ) is the determinant and the sum is equal to the trace, an elementary calculation shows that the minimal eigenvalues Λ ξ min of B(ξ) + B(ξ) are uniformly in ξ bounded from below by
Step 3: Bound of χ. Denoting by Λ(κ 1 , τ ) an upper bound for the maximal eigenvalue of
, we can bound χ for κ 1 large enough and σ > 0 small enough by
where we used the algebraic inequality √ 1 + x 1 + 1 2 x. More precisely, κ 1 has to be selected large enough, such that κ 4λ1−2λ2 1 > 4M m −2ĉ , and σ > 0 small enough that the linear term term dominates the quadratic one. We recall that 2λ 1 − λ 2 > 0 for all ω ∈ (π, 2π). In theory, it is then sufficient to define d h (·, ·) in (7.1) with γ h = (γ h,1 , γ h,2 ) , where γ h solves (7.2). In practice this would require to change the finite element formulation at each computational level. It is clear, that such a modification of the original scheme would not be of a great interest. However, the condition (7.2) is over-restrictive. We rather require that the defect function g h = O(h 2 ), see the assumptions (2.14) of Theorem 4. This means that we can relax the condition on the choice of the correction parameter.
As discussed in [ERW14] and [RWW14] for the modified Galerkin approximation or in [ZG78] for the modified finite difference method for Poisson equation, the roots converge to a unique asymptotic value with a sufficiently high rate, namely, for an one-correction modification with h 2(1−λ1) rate. Adopting the proof for a two-correction modification, the existence of the convergence follows by the same arguments as in [RWW14] , nevertheless, we obtain only h 2(1−λ2) convergence for each component of γ h . However, such observation is not sufficient, as we will see later. Yet, if we fix the second component of γ h to some arbitrary (but admissible) value, the modification will again adopt the convergence properties of the single-correction method (for the price of a reduced convergence of g 2,h ), and thus, a higher order convergence in γ 1,h . This motivated our proof of the optimal convergence of the pollution function g h as stated in the next lemma.
Lemma 16. Let {γ h } h>0 be the sequence of correction parameters solving (7.2) and let d h (·, ·) be defined for γ = (γ 1 , γ 2 ),γ = (γ 1 , γ 2 ) ∈ B 2 R (0) such that
where {γ 1,h } h>0 is the unique sequence of correction parameters solving g h,1 (γ 1,h , γ 2 ) = 0. Then for the first component of the pollution function g h , defined in (7.2), it holds: 1−λ2) ), (7.16) thenγ = γ and the second component of the pollution function g h also converges:
Proof. In the case of the first assumption, i.e., assuming a correction withγ = (γ 1 , γ 2 ), we directly have by Lipschitz continuity of g h for each γ ∈ B R (0), (7.8) with Young inequality:
Note, that the uniqueness of {γ 1,h } h>0 ∈ [0, R] follows by a suitable adaptation of Theorem 15. To prove the second assertion (7.17), we show first thatγ 1 = γ 1 by contradiction. Let us thus assume thatγ 1 = γ 1 , then we have for a suitable ξ ∈ [0, R]:
By (7.6) and (7.7), we know that
, and thus, together with (7.18):
At the same time, by assumption (7.16) and the same arguments as for (7.18) we obtain:
which is, due to λ 2 < 1 for all ω ∈ (ω 2 , ω 3 ), a contradiction to (7.19), and thusγ 1 = γ 1 , together with g h,1 (γ ) = O(h 2 ). The quadratic convergence of the second component g h,2 (γ ) then follows likewise as for (7.18).
Remark 17. The situation of ω < ω 2 is much simpler. We define d h (·, ·) in (7.1) by
and thus the formulation of γ h reduces to the scalar one. Consequently, Lemma 15 can be simplified and in Lemma 16, γ 2 is automatically zero andγ 1,h = γ 1,h as well asγ 1 = γ 1 , and thus we have directly for the pollution function:
By the existence of the asymptotic γ and the convergence result (7.15) and (7.16), one can use in (7.1), respectively (7.20), the correction parameters γ 1 = γ 1 and γ 2 = γ 2 . This means, knowing γ , the modification of the standard finite element scheme is simplified to a single change of a few entries of the linear system. This strategy is used in the following section for the numerical computations.
Numerical results
In the previous sections, we have proven approximation properties of the modified Galerkin scheme for the prototypical P 1 -isoP 2 /P 1 discretization. However, to manifest the flexibility of the method, we, additionally to P 1 -isoP 2 /P 1 element, consider further stable and stabilized finite element discretizations, namely the Mini element, the Taylor-Hood element, the P 2 -P 0 element and the stabilized P 1 -P 1 element. For that, we introduce the following finite element spaces:
for k 1, the discontinuous pressure space:
, and the space of element-wise bubble functions:
where λ i,T , i = 1, . . . , 3 denote the barycentric coordinates on the element T , see also [ABF84] . The Mini element is then defined via the product
The energy corrected variational formulation for the stabilized P 1 -P 1 element is then formulated as:
where the additional stabilization terms are of the form
with a stabilization parameter δ T > 0 such that
else.
This stabilization in the case of standard finite element method is well understood and known as the PSPG-or Brezzi-Pitkäranta stabilization, see, e.g., [BD88] . The generalization of the stabilization to our modified scheme can be found in [HJP + 15], where also the equivalence to the Mini element is derived.
Unless not further specified, we shall always consider a computational setting for which (s
is the exact solution, were the cut-off function η is set to be equal one in Ω. This implies the right-hand side f = 0 and a non-trivial Dirichlet datum g. In the following, we present the convergence rates of the error for the energy corrected finite element method, using different types of discretizations. As it was pointed out previously, we expect at least second and first order of convergence in weighted L 2 α (Ω) norms, for velocity and pressure, respectively, c.f. also estimate (2.15). The corresponding asymptotic correction parameters (γ 1 , γ 2 ) for the mesh as depicted in Fig. 5 and different discretization methods are presented in Tab. 2. We recall that the local mesh influences the value of γ .
The numerical results for the velocity are presented in Fig. 6(a) . As expected, we observe second order of convergence in L 
Figure 6. Order of convergence for velocity and pressure for different discretizations.
discretizations. We note that for Taylor-Hood elements a higher convergence rate can be recovered by increasing the weight α u , which will be discussed in more detail in Sec. 8.3. The corresponding results for the pressure are presented in Fig. 6(b) . The weight for the pressure is chosen slightly higher, namely to be α p = 3/2 − λ 1 . Due to this increased weight in the pressure norm, we can obtain super convergence effects. For regular situations, we refer to [ETX11] . This means, a convergence rate of 3/2, in the case of the Mini, PSPG and P 1 -isoP 2 /P 1 discretization. For the P 2 -P 0 element we observe linear convergence, as expected also by the best approximation property.
8.2. Example: L-shape domain -convergence for the modified and standard scheme. In order to demonstrate the efficiency gain of the energy corrected finite element method, we also present the above results in more detail for one particular discretization. For simplicity, we study here the case of the Mini element, other descritizations perform in a similar way. As before we choose α u = 1 − λ 1 and α p = 3/2 − λ 1 . In Tab. 3, we present the errors and their convergence rates for the uncorrected and corrected discretization, both in standard L 2 (Ω) and weighted L 2 α (Ω) norms. For comparison, the asymptotic convergence rate of the L 2 (Ω) error of the standard approximation is for the velocity 2λ 1 and for the pressure λ 1 , where λ 1 = 0.54448.... In the case of the standard finite element method, we also observe, that a simple change of the considered norm in which we measure the error has a minor influence on the magnitude, whereas the rate of convergence remains unaltered. On the other hand, the modified scheme exhibit an optimal convergence rate (for linear approximations) of order 2 and 3/2 for velocity and pressure, respectively, if the correction parameter γ is close enough to optimal.
In Tab. 4, we present the convergence rates and the errors for two different guesses of γ. As one can see, the correction parameter has to be chosen close enough to the asymptotic one in order to recover the optimal convergence rates.
For completeness, we also present the errors and corresponding convergence rates for the defect function g h (γ) in Tab. 5. As it was shown in Theorem 4, the energy defect function has to be of Table 3 . Comparison of the discretizations in case of the Mini element. We present the error and its convergence rate for modified and standard Galerkin approximation, as well as a comparison with respect to the weight of the L 2 (Ω) norm. Table 4 . Errors and convergence rates for the Mini element, for a rough guess of γ.
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second order in order to obtain optimal convergence rates. As we can see, in our computational setting the convergence rate is even higher. Naturally, we observe a reduced convergence rate of the defect function for the standard scheme and in the case of a rough guess, which is the cause of the pollution as you can see in Tab. 3 and Tab. 4.
Remark 18. We point out that the correction parameter γ has to be accurate enough in order to recover the optimal convergence of the method. Also, γ depends on ω, the number of elements at the singular corner and their shape, but not on the global domain. However, if the correction parameter is available, the implementation of the energy-correction requires only a rather trivial local modification in an already existing code. Fig. 8 . We sample several interior angles, namely ω ∈ {8/7π, 5/4π, 3/2π, 7/4π, 15/8π}, and present the convergence rates for the velocity in dependence on the maximal interior angle. The pressure has a similar behavior, therefore we do not present it here. The convergence rates are given in the weighted L 2 αu (Ω) norm but shifted by minus one, in order to identify them with the regularities of particular singular functions, hence the eigenvalue-plot is included in the graphic. For ω ∈ (π, ω 2 ), we use a single correction parameter, for ω ∈ (ω 2 , 2π) we use a modification with two correction parameters.
In the theoretical part above, we have always assumed a bound for the weight α u by
securing a simple decomposition of the solution (u, p) into two singular parts and a smooth remainder in
. This means, we have always restricted ourselves to the case when the maximal interior angle was in the range of (π, ω 3 ). With this example, we demonstrate however, that a further decomposition of the solution with a larger number of considered singular functions does not deteriorate the optimal convergence rates of the proposed method, if the coarse mesh satisfies an additional uniformity at the singular point, see Fig. 7 , where the adjoined elements at the singular point are of the same shape. This means, that the same construction of the modification (7.1) recovers the optimal rates even for bigger angles than ω 3 , see the results for the Mini element (red cross) in Fig. 8 . Note, that the lower bound in (8.1) is essential, while the upper one was only technical, simplifying our error analysis.
The second purpose of this example is to demonstrate an increased convergence rate for a higher-order element, here we have chosen the popular Taylor-Hood element, with the same correction strategy as for linear approximations. Let us briefly explain the obtained convergence behavior. For the linear approximations, the best approximation is of second order, this means that independently of the chosen α u such that α u α min , the convergence order will stay quadratic. On the other hand, for the quadratic scheme, a different choice of α u in (8.1) leads, to a different convergence order. In what follows, we focus on two extrema, namely, we identify the rates for the weights α min and α max . In the graph, these are the rates laying on the constant 1 (red squares) and those rates laying on the green curve of λ 1 + Re(λ 3 ) − 1 (blue squares), respectively. For simplicity, we only sketch the main difference to linear elements, without giving a rigorous proofs. If we take a closer look on the proof of Theorem 4, we have required for linear approximations and for ω < ω
, which then, independently of α ∈ [α min , α max ], leads to the second order of convergence of the pollution function g h . For the quadratic approximations, on the other hand, we require for optimal convergence rates that g h = O(h 3 ), under the additional assumption that (U,
(Ω). Nevertheless, since we correct only up to two pollution functions, we get only a reduced order σ < 3. Let us now examine σ, particularly σ min and σ max , i.e., the rates corresponding to the weights α min and α max , respectively, more closely. Following (6.5), we have by the Cauchy-Schwarz inequality, for some admissibleα and a priori estimates (6.1), suited for the higher order case, i.e., for the case when the smooth reminder
h 0,αmin , similarly for α = α max . Note, that the estimates above were consequences of (6.1) and Theorem 11, where the estimation of the gradient of the interpolation error was necessary. Namely, for a quadratic interpolation operator I u,2 h we have for each v ∈ H 3 −β+1 (Ω) 2 with β > 0:
and thus, we obtain:
Choosing the weightα as small as possible, i.e.,α = α min , we can then determine the error estimate in L 2 −α (Ω) for (8.2) (and for · 0,αmax equivalently) by:
by which we have established the rates σ min = 2 and σ max = λ 1 + min{2, Re(λ 3 )} − ε.
In the previous paragraph, we have studied the convergence behavior of the Taylor-Hood element for the same correction strategy as for the linear elements. Nevertheless, there are limitations of this approach preventing the optimal, i.e., cubic, convergence rate. Namely, for optimal convergence, one requires that (u,
, where α > 2 − λ 1 . This means, that the upper bound in (8.1) is restricting, causing the suboptimal rates for all ω ∈ (π, 2π), see the green line in Fig. 8 . Note, on the other hand, that by this condition, we have a priori enforced the assumption on the smooth remainder:
The exact derivation of the necessary condition on the optimal convergence of higher order element-approximation, however, exceeds the framework of this paper, and thus, it is left to a further study. At this point, we only remark that for small ω, we can even observe a third order convergence for a one-parameter modification if the weight is further increased, see the yellow square in the figure in the case of ω = 8/7π. 8.4. Convergence of γ h . In this section, we present the convergence of the roots γ h as assumed in Lemma 16. For the quadratic convergence of both components of the pollution function g h , as necessary condition of the optimal convergence of the modified scheme, we have assumed in Lemma 16 a faster convergence if the second correction parameter is fixed, and a slower convergence of the roots themselves, namely 2(1 − λ 1 ) and 2(1 − λ 2 ). Such behaviour is depicted in Fig. 9 in the case of the PSPG approximation and ω = 3/2π, where all three graphs show the numerical values of the rootsγ 1,h , γ 1,h and γ 2,h , respectively, the extrapolation lines with a given decay rate and the extrapolated limiting values. As one can see, the asymptotical value of a correction with (γ 1,h , γ 2 ) is the same as the asymptotical value of (γ 1,h , γ 2,h ) , as stated in the lemma.
Remark 19. In all of our numerical tests, we have observed, that γ 1,h + γ 2,h = O(h 2(1−λ1) ). Also, that there exist angles ω (also with dependency on the local mesh) for which γ 1,h and γ 2,h converge themselves with the higher rate, namely 2(1 − λ 1 ). In our settings it was ω = 7/4π. For an illustration, we also include a set of graphs representing the roots of the pollution function g h for the PSPG approximation on the fourth computational level, for the angles 5/4π, 3/2π and 7/4π, see Fig. 10 . Note, that the angle between the zero-isolines of the two components of g h decreases with increasing ω. However, a proper rescaling of the pollution function, i.e. (g h,1 + c r (h) g h,2 , g h,2 ) , c r being a suitable h-dependent constant, allows us to determine the roots in a numerically stable way.
The last figure in this section, Fig. 11 , depicts a fitting function from which one can roughly estimate the asymptotic correction parameter in the case of a single correction modification, as was proposed for the Laplace equation in [RWW14] . The plot is here constructed for the Taylor-Hood element V 2 h × Q 1 h , the other discretizations follow analogously. For this study, a fixed number of elements attached to the singular corner is chosen, namely n = 6, and multiple angles ω ∈ (π, 2π) 1 − x 1 ), 0) . Moreover, on {5} × [−1, 1] a free outflow is considered, namely (∇u) n − p n = 0, the remaining part of the boundary is assumed to be a no slip boundary, i.e. u = 0. The right hand-side is f = 0. We shall note that the (in principle not known) exact solution of this model problem involves all singular functions (s u i , s p i ). Moreover, it is important to mention that the boundary condition around the re-entrant corner is of Dirichlet type. For the discretization, we consider the Taylor-Hood element V 2 h × Q 1 h and weights α u = 1 − λ 1 , α p = 3/2 − λ 1 with λ 1 = 0.54448.... The asymptotic correction parameter γ is obtained by solving a corresponding Dirichlet problem.
Corresponding numerical results are presented in Tab. 6. Since the exact solution for this problem is not known, we consider the solution of refinement level = 6 as a reference solution for the error evaluation, which is calculated for the corrected and uncorrected individually. The convergence rates of the errors are of the same order as in the previous L-shape scheme. Note that the order of convergence on the last level is slightly improved due the choice of the reference γ = 0 γ = (−0.17500, 0.06507) Table 6 . Errors for the "flow over step" example using the P 2 -P 1 element, with and without energy correction.
solution. Also, we would like to mention that the asymptotic correction parameter γ is in this case different from the one presented in Tab. 2, which is due to a different mesh around the singular corner. Additionally, we present plots for the differences of the uncorrected and corrected velocity in Fig. 12 . We observe that the main difference occurs not only around the singular corner but also in the region where typically the separation line occurs. The appearing differences are thereby in the range of 0 to 10%. It is further important to mention, that in the remaining part of the domain these differences are below 1%. Another possibility to present the non-local difference between these two methods is depicted in Fig. 13 . There, we compare the difference of the approximation and the reference solution (of the corrected scheme). While the error for the corrected method is strongly localized at the singular corner, the error of the standard approximation from the reference solution is still appearing in a large part of the domain. This naturally reflects the influence of the pollution effect. 
