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We apply the Brauer construction to tensor products of trivial-
source modules. If U and V are trivial-source kG-modules with
vertices P and Q respectively, we describe a family X of subgroups
of G depending only on P and Q , such that for every subgroup H
in X , there exists a direct summand M of U ⊗V with vertex H , and
a correspondence for such summands. We apply this to the special
case of Young modules for symmetric groups, in particular deriving
similar results concerning Young vertices, and some reduction
theorems for multiplicities of Young modules in a tensor product
of Young modules. Some new lower bounds on certain Cartan
numbers for Schur algebras are obtained as an application of the
results on Young modules.
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Let k be an algebraically closed ﬁeld of characteristic p, and let n, r ∈N. The Schur algebra S(n, r)
is a ﬁnite dimensional associative algebra with module category equivalent to the category of r-
homogeneous polynomial representations of the general linear group GLn(k). Let Sr be the symmetric
group on r letters. The Schur algebra provides an important connection between the representations
of the symmetric group, and representations of the general linear group. For each partition λ of r
there exists a corresponding Young module Y λ for Sr (see Theorem 3.1). One deﬁnition of the Schur
algebra is as an endomorphism algebra of a direct sum of Young modules. It follows that the Cartan
numbers for the Schur algebras are precisely the dimensions dimk HomkSr (Y λ, Yμ) for λ,μ  r.
It is an easy consequence of Mackey’s theorem that a tensor product of Young modules is isomor-
phic to a direct sum of Young modules. That is, there exist non-negative integers [Y λ ⊗ Yμ : Y ν ] for
every λ,μ,ν  r such that
Y λ ⊗ Yμ ∼=
⊕
νr
[
Y λ ⊗ Yμ : Y ν]Y ν . (1)
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λ,μ,ν of r, is equivalent to understanding the decomposition numbers (and hence the Cartan num-
bers) of the Schur algebras. It is precisely this problem of decomposing a tensor product of Young
modules which we study here.
We extensively use the Brauer construction applied to p-permutation modules, as developed by
Broué [2]. Some of the results on tensor products of Young modules work more generally in the
setting of tensor products of trivial-source modules for arbitrary ﬁnite groups. Thus, we present this
paper in two halves, dealing ﬁrst with tensor products of trivial-source modules for arbitrary ﬁnite
groups, and then with the special case of Young modules for symmetric groups. We outline some of
our main results, and the structure of the paper below.
The background on the Brauer construction and p-permutation modules is recalled in Section 1.
Tensor products of trivial-source modules for arbitrary ﬁnite groups are considered in Section 2.
Let G be a ﬁnite group. We consider ﬁnite dimensional kG-modules. Let M be a kG-module, and H
a subgroup of G , then M is said to be relatively H-projective if there exists a kH-module N such that
M is a direct summand of the induced module N↑G . J.A. Green [9] proved that every indecomposable
kG-module M determines a subgroup Q of G with the property that if H is a subgroup of G , then
M is relatively H-projective, if, and only if, H contains a conjugate of Q . Such a subgroup is called a
vertex of M and is deﬁned uniquely up to conjugacy in G . A vertex is always a p-group [9, p. 435]. If
Q is a vertex of M and N is an indecomposable kQ -module such that M is a direct summand of N↑G ,
then N is called a source of M , and N is well deﬁned up to conjugacy in NG(Q ). An indecomposable
kG-module is said to be a trivial-source module if it has the trivial module as its source. Equivalently,
an indecomposable kG-module has trivial source if, and only if, it is isomorphic to a direct summand
of a permutation module.
For kG-modules M and N , the tensor product M ⊗ N is the kG-module with underlying vector
space M ⊗k N and G-action given by linearly extending (m ⊗ n)g = mg ⊗ ng for m ∈ M , n ∈ N , and
g ∈ G .
If a kG-module M is relatively P -projective, then M ⊗ N is relatively P -projective, and hence
every direct summand of the tensor product is relatively P -projective. It follows that if M,N are
indecomposable, with vertices P , Q respectively, then any indecomposable direct summand S of M ⊗
N is both relatively P projective, and relatively Q -projective, so has a vertex contained in a subgroup
of the form P g ∩ Q h for some g,h ∈ G . In general very little else is known about tensor products for
arbitrary ﬁnite groups. In the case of M and N being trivial-source modules, we show (Theorem 2.3)
that the maximal elements of ΓP ,Q = {P g ∩ Q h | g,h ∈ G}, with respect to inclusion, all occur as
vertices of direct summands of M ⊗ N . We brieﬂy explore some implications of this. In particular, if
U and V are trivial-source kG-modules with vertices P and Q respectively, then the tensor product
U ⊗ V is projective if, and only if, every tensor product of indecomposable kG-modules M ⊗ N with
vertices P and Q respectively, is projective. In Section 2.1 we apply similar methods to give results
on tensor products involving Scott modules. It is interesting to see (Lemma 2.6), that if U and V are
trivial-source kG-modules with vertices P and Q , then any Scott module direct summand of U ⊗ V
has a vertex in ΓP ,Q . Recalling a result of Benson and Carlson, we prove (Theorem 2.8) that if H is a
subgroup of G , and U is any indecomposable direct summand of the transitive permutation module
kH↑G , then there exists g ∈ G such that a Sylow p-subgroup of Hg ∩ H is a vertex of U .
In Section 3 we turn our attention to tensor products of Young modules. Every Young module Y λ
has an associated Young vertex as introduced by Grabmeier [8]. There is a partition γ with all parts
p-powers, such that the associated Young subgroup is a Young vertex of Y λ and a Sylow p-subgroup
of a Young vertex is a vertex of Y λ .
By analysis of the Sylow p-subgroups of Young subgroups and also conjugation and intersection
of Young subgroups corresponding to partitions with all parts p-powers we interpret Theorem 2.3
in terms of Young vertices. We show that, when considering a tensor product of Young modules
Y λ ⊗ Yμ , the methods described in Section 2 yield a subgroup, unique up to conjugation, which is
maximal among the Young vertices of direct summands of Y λ ⊗ Yμ . This contains a (Young) vertex of
every direct summand of Y λ ⊗ Yμ and is expressed in terms of the Young vertices of Y λ and Yμ .
Next, we consider more directly the multiplicities in tensor products of Young modules. We
show, using the Broué correspondence for Young modules as determined by Erdmann in [5] that
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ing partitions by p. That is,
[
Y pλ ⊗ Y pμ : Y pν]= [Y λ ⊗ Yμ : Y ν] for all λ,μ,ν  r. (2)
As a special case, in Section 3.2 we consider the tensor products of Young modules Y λ ⊗ Yμ with a
common vertex, and the multiplicities of Young modules Y ν with this vertex in the tensor product.
We give a reduction formula for such multiplicities, and use this to prove that multiplicities of Young
modules in tensor products of Young modules are not bounded above.
In the ﬁnal section, we apply the results of Sections 2.1 and 3 to give lower bounds for certain
Cartan numbers of the Schur algebras. By identifying the Young modules which are Scott modules, we
prove ﬁrst that if Y λ and Yμ have a common vertex, then
dimk HomkSr
(
Y λ, Yμ
)

∏
i
dimk HomkSri
(
Y λ(i), Yμ(i)
)
,
where the p-adic expansions of λ and μ (as deﬁned in Section 3) are
∑
i λ(i)p
i and
∑
i μ(i)p
i re-
spectively. Finally, in Theorem 4.3 we prove
dimk HomkSrp
(
Y pλ, Y pμ
)
 dimk HomkSr
(
Y λ, Yμ
)
for all λ,μ  r.
For general background on group representations, we refer the reader to [13], and for representations
of symmetric groups, see [10,12].
1. Background on the Brauer construction and p-permutation modules
We will make extensive use of the Brauer construction applied to p-permutation modules as de-
veloped by Broué in [2].
A kG-module M is said to be a p-permutation module if, for every p-subgroup P of G , the re-
striction of M to P is a permutation kP -module. If M is a p-permutation module then every direct
summand of M is a p-permutation module. We note also that an indecomposable kG-module U is
a p-permutation module if, and only if, U is a trivial-source module, or equivalently, U is a direct
summand of a permutation module.
The Brauer construction for kG-modules is deﬁned as follows. Let M be a kG-module, and let Q
be a subgroup of G . We denote by MQ the set of elements of M which are ﬁxed under the action
of Q . If P is a subgroup of Q , then the relative trace map TrQP : MP → MQ is deﬁned by
TrQP (m) =
∑
i
mgi,
where the sum runs over a set of right coset representatives for P in Q .
It is easily checked that both MQ and
∑
P<Q Tr
Q
P (M
P ) are NG(Q )/Q -modules. The Brauer quo-
tient of M with respect to Q is deﬁned to be
M(Q ) := MQ /
∑
P<Q
TrQP
(
MP
)
,
a module for NG(Q )/Q .
In general, [2, 1.3] if M is an indecomposable kG-module, and P a p-subgroup of G such that
M(P ) 	= 0 then P is a subgroup of a vertex of M . Broué proved the following stronger result in the
case of trivial-source modules.
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if, and only if, P is conjugate to a subgroup of Q .
The parametrization of indecomposable p-permutation kG-modules is as follows:
Theorem 1.2. (The Broué correspondence [2, 3.2].) A trivial-source module M has vertex P if, and only if, M(P )
is a non-trivial projective kNG(P )/P-module. Moreover,
(a) The correspondence M → M(P ) induces a bijection between the isomorphism classes of trivial-source kG-
modules with vertex P and the isomorphism classes of indecomposable projective kNG(P )/P-modules.
(b) Let M be a p-permutation kG-module, let E be an indecomposable projective kNG(P )/P-module, and
let U be the corresponding trivial-source kG-module with vertex P (so U (P ) ∼= E). Then U is a direct
summand of M if, and only if, E is a direct summand of M(P ), and they occur with the same multiplicities.
Finally, we state the relation between the Green correspondence and the Broué correspondence:
Theorem 1.3. (See [2, 3.4] or [15, Exercise 27.4].) Let M be a trivial-source kG-module with vertex P , then the
Green-correspondent of M in NG(P ) is isomorphic to the Broué-correspondent M(P ) viewed as a kNG(P )-
module.
2. Tensor products of trivial-source modules
Let G be a ﬁnite group. Let U and V be p-permutation modules and let Q be a p-subgroup of G .
Since U and V are p-permutation kG-modules, there exist Q -invariant bases ΩU , ΩV for U and V
respectively. Then ΩU ⊗ΩV is a Q -invariant basis for U ⊗ V . It follows that U ⊗ V is a p-permutation
module, and hence in particular a tensor product of trivial-source modules is a direct sum of trivial-
source modules.
Let Q be a p-subgroup of G , and let ΩU be a Q -invariant basis for U . There is a basis of U Q
of the form {u1, . . . ,ui, sU1 , . . . , sUm} where u1, . . . ,ui are the elements of ΩU ﬁxed by Q , and the sUj
are the orbit sums of orbits of size greater than one in ΩU . Note that if u ∈ ΩU is not ﬁxed by Q ,
then the set of all elements of Q which ﬁx u is a subgroup P < Q . It follows that TrQP (u) is precisely
the orbit sum corresponding to u. If u ∈ ΩU is ﬁxed by Q , then, for every P < Q , it is the case that
TrQP (u) = 0 as p divides the index |Q : P |. This construction yields that {sU1 , . . . , sUm} forms a basis for∑
P<Q Tr
Q
P (U
P ).
Lemma 2.1. Let U and V be p-permutation kG-modules, and let Q be a p-subgroup of G. Then
∑
P<Q
TrQP
(
(U ⊗ V )P )⊇ U Q ⊗ ∑
P<Q
TrQP
(
V P
)+ ∑
P<Q
TrQP
(
U P
)⊗ V Q .
Proof. By the previous remark, U Q ⊗∑P<Q TrQP (V P ) has a basis consisting of elements u⊗ sv where
u is an element of the given basis for U Q , and where sV is the orbit sum of a Q -orbit of size greater
than one in ΩV . Then sV = TrQR (ωV ) for some ωV ∈ ΩV with stabiliser R < Q . Then R is also the
stabiliser of u ⊗ ωV in Q and
TrQR (u ⊗ ωV ) = u ⊗ TrQR (ωV ) = u ⊗ sV .
Similarly one shows that
∑
P<Q Tr
Q
P (U
P ) ⊗ V Q is contained in ∑P<Q TrQP ((U ⊗ V )P ). 
We note that the opposite inclusion does not hold in general. With the notation of the proof
of Lemma 2.1, a Q -orbit sum sVβ is of the form Tr
Q
P (ωV ) where ωV ∈ ΩV and P is the sta-
biliser of ωV in Q . Now ωV ⊗ ωV ∈ ΩV ⊗ ΩV and the stabiliser of ωV ⊗ ωV in Q is P . It
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∑
P<Q Tr
Q
P ((V ⊗ V )P ), but TrQP (ωV ⊗ ωV ) is not an element of
V Q ⊗∑P<Q TrQP (V P ) +∑P<Q TrQP (V P ) ⊗ V Q .
The following theorem was noted by Rouquier in [14], we give a different proof here.
Theorem 2.2. Let U and V be p-permutation kG-modules. If Q is a p-subgroup of G, then
(U ⊗ V )(Q ) ∼= U (Q ) ⊗ V (Q ), as kNG(Q )/Q -modules.
Proof. For a p-permutation kG-module M , let πM be the canonical surjection
πM : MQ → MQ /
∑
P<Q
TrQP
(
MP
)
.
By the remarks at the beginning of this section, the set {πU (u1), . . . ,πU (ui)} is a basis for U (Q ),
and similarly, if v1, . . . , v j is the set of Q -ﬁxed points in ΩV , then {πV (v1), . . . ,πV (v j)} is a basis
for V (Q ). Furthermore, by considering the Q -invariant basis ΩU ⊗ΩV of U ⊗ V , we see the Q -ﬁxed
points are precisely the elements ur ⊗ vs for 1 r  i, and 1 s j, and hence (U ⊗ V )(Q ) has basis
{πU⊗V (ur ⊗ vs) | 1 r  i, 1 s j}.
Let g ∈ NG(Q ), and u ∈ U Q , then ug ∈ U Q since g normalises Q . So consider the action of g
on uα , and on vβ given by:
uα g =
∑
γ
κuαγ uγ +
∑
σ
ρuασ s
U
σ , vβ g =
∑
τ
κ vβτ vτ +
∑
θ
ρvβθ s
V
θ ,
for some κuαγ ,κ
v
βτ ,ρ
u
ασ ,ρ
v
βθ ∈k. It follows that πU (uα)g = πU (uα g) =
∑
γ κ
u
αγ πU (uγ ) and πV (vβ)g =∑
τ κ
v
βτπV (vτ ). Similarly we see
(
πU⊗V (uα ⊗ vβ)
)
g =
∑
γ
∑
τ
κuαγ κ
v
βτπU⊗V (uγ ⊗ vτ ).
Let ψ : U (Q )⊗ V (Q ) → (U ⊗ V )(Q ), be the vector space isomorphism deﬁned on the given basis
by πU (uα) ⊗ πV (vβ) → πU⊗V (uα ⊗ vβ), then ψ is an isomorphism of NG(Q )/Q -modules. 
It is well known that if U and V are indecomposable kG-modules with vertices P and Q re-
spectively, then U ⊗ V is both relatively P -projective and relatively Q -projective. It follows that any
indecomposable direct summand of U ⊗ V has a vertex contained in a subgroup of the form P g ∩ Q h
for some g,h ∈ G . For p-permutation modules, one can say more.
Theorem2.3. Let U and V be indecomposable p-permutation kG-modules with vertices P and Q respectively.
Let H := P x ∩ Q y be maximal in the set {P g ∩ Q h | g,h ∈ G} with respect to inclusion. Then U ⊗ V has an
indecomposable summand with vertex H. Moreover, the indecomposable direct summands of U ⊗ V with
vertex H are in one-to-one correspondence with the indecomposable projective direct summands of U (H) ⊗
V (H).
Proof. Let H := P x ∩ Q y be a maximal element in the set {P g ∩ Q h | g,h ∈ G} with respect to inclu-
sion. Then H is contained in a vertex of U , so by Theorem 1.1, we have U (H) 	= 0 and similarly H is
contained in a vertex of V , so V (H) 	= 0. Hence
(U ⊗ V )(H) ∼= U (H) ⊗ V (H) 	= 0.
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by Theorem 1.1 that H is contained in a vertex of N . On the other hand, a vertex of N is contained in
a subgroup P g ∩ Q h for some g,h ∈ G . It follows that H is a subgroup of a conjugate of P g ∩ Q h . But
H is maximal of this form, so we have equality and H is a vertex of N . The ﬁnal part follows by the
Broué correspondence and Theorem 2.2. 
Corollary 2.3.1. Let U and V be indecomposable p-permutation kG-modules with a common vertex Q . Then
U ⊗ V has an indecomposable direct summand with vertex Q . Moreover, the indecomposable direct sum-
mands of U ⊗ V with vertex Q are in one-to-one correspondence with the indecomposable direct summands
of U (Q ) ⊗ V (Q ).
Proof. For every g ∈ G , we have Q g ∩ Q  Q = Q ∩ Q , and hence Theorem 2.3 implies that U ⊗ V
has an indecomposable direct summand with vertex Q . Since U and V have vertex Q , the mod-
ules U (Q ) and V (Q ) are projective as NG(Q )/Q -modules, and hence U (Q ) ⊗ V (Q ) is projective as
an NG(Q )/Q -module. The correspondence then follows from Theorem 2.2 and the Broué correspon-
dence. 
Proposition 2.4. Let U and V be trivial-source kG-modules with vertices P , and Q , respectively. Then the
following are equivalent:
(a) U ⊗ V is a projective kG-module;
(b) P g ∩ Q = {1} for every g ∈ G;
(c) kP↑G⊗ kQ↑G is a free kG-module; and
(d) for every pair of indecomposable kG-modules M,N with vertices P , Q respectively, the tensor product
M ⊗ N is projective.
Proof. If kQ↑G ⊗ kP↑G is a free kG-module, then since U and V are trivial-source modules, their
tensor product U ⊗ V is a direct summand of kQ↑G⊗ kP↑G and hence U ⊗ V is projective. Conversely,
suppose U ⊗ V is projective. Then by Theorem 2.3, P g ∩ Q is trivial for every g ∈ G . In particular
P g ∩ Q is trivial as g runs over a set of double coset representatives for P\G/Q . By Mackey’s tensor
product theorem we see
kQ↑G⊗ kP↑G∼=
⊕
g∈P\G/Q
kP g∩Q↑G ∼=
⊕
g∈P\G/Q
k{1}↑G .
It remains to note here that k{1}↑G ∼= kG , and hence kQ↑G ⊗ kP↑G is a free kG-module. This estab-
lishes the equivalence of (a), (b), and (c). Certainly (d) trivially implies (a). We now suppose that
P g ∩ Q = {1} for every g ∈ G . If M,N are any two kG-modules with vertices P , Q respectively, then
any direct summand L of M ⊗ N is both relatively P -projective and relatively Q -projective. If L is in-
decomposable then a vertex of L is contained in a subgroup of the form P g ∩ Q and hence is trivial.
Hence L is projective. 
2.1. A special case of Scott modules
A particular class of trivial-source modules is that of the Scott modules. These were discovered
ﬁrst by Scott, and then independently by Alperin. As far as we know, the ﬁrst appearance in the
literature is in [3], where Burry investigates the connection between Scott modules and lower defect
groups.
Let H be a subgroup of G , then the transitive permutation kG-module on the cosets of H in G ,
denoted by kH↑G has a unique trivial submodule and a unique trivial quotient module. Moreover,
there exists an indecomposable direct summand S(H) of kH↑G , unique up to isomorphism with both
a trivial quotient and a trivial submodule. We call S(H) the Scott module of H in G , and write ScG(H).
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ScG(L) and ScG(H) are isomorphic if, and only if, H and L have conjugate Sylow p-subgroups. Thus,
when Q is a p-subgroup of G , we call ScG(Q ) the Scott module with vertex Q , and as Q ranges over
a set of representatives for the conjugacy classes of p-subgroups of G , the modules ScG(Q ) range over
a full set of representatives of isomorphism classes of Scott modules for G . We note in particular that,
when viewed as a module for NG(Q )/Q , the Green correspondent of ScG(Q ) in NG(Q ) is isomorphic
to the projective cover of the trivial module. Hence, by Theorem 1.3, the Broué correspondent of
ScG(Q ) with respect to Q is the projective cover of the trivial NG(Q )/Q -module. This leads us to
the following proposition:
Proposition 2.5. Let U be an indecomposable trivial-source kG-module with vertex Q , and let V ∼= ScG(Q ).
Then
U | U ⊗ V .
Proof. Note ﬁrst that (U ⊗ V )(Q ) ∼= U (Q ) ⊗ V (Q ) by Theorem 2.2. Since Q is a vertex of U and
of V , it follows that both U (Q ) and V (Q ) are indecomposable projective as modules for NG(Q )/Q .
Since V is isomorphic to the Scott module with vertex Q , the Brauer quotient V (Q ) is the projective
cover P (k) of the trivial NG(Q )/Q -module. Let S be the simple NG(Q )/Q -module such that U (Q ) is
the projective cover P (S) of S for NG(Q )/Q . Since S ∼= S ⊗k, it follows that U (Q )⊗ V (Q ) has a sub-
module isomorphic to S . Moreover, U (Q ) ⊗ V (Q ) is projective, so has a direct summand isomorphic
to P (S) ∼= U (Q ). We conclude that U (Q ) | (U ⊗ V )(Q ) and by the Broué correspondence we obtain
the result. 
We summarise some basic properties of Scott modules in tensor products in the following lemma:
Lemma 2.6. Let U , V be trivial-source modules for some ﬁnite group G. The following hold:
(a) The number of Scott module direct summands of U ⊗ V is equal to the dimension dimk HomkG(U , V ∗).
(b) If U ⊗ V has a Scott module direct summand, then U and V ∗ lie in the same p-block.
(c) If U and V have vertices P and Q respectively then any Scott module direct summand of U ⊗ V has a
vertex of the form P g ∩ Q for some g ∈ G.
Proof. We recall ﬁrst that if U is a trivial-source kG-module then dimk HomkG(U ,k)  1 if, and
only if, U is a Scott module with vertex some p-subgroup P of G . Moreover, in this case
dimk HomkG(ScG(P ),k) = 1. Let U and V be trivial-source modules. Fix a direct sum decomposition
of their tensor product, U ⊗ V ∼= U1 ⊕· · ·⊕Ut , then Ui is a trivial-source module for each i = 1, . . . , t ,
and
HomkG(U ⊗ V ,k) ∼=
t⊕
i=1
HomkG(Ui,k).
The dimension of the right-hand side is thus equal to the number of i for which Ui is isomorphic
to a Scott module. It follows that dimk HomkG(U ⊗ V ,k) is equal to the number of Scott module
summands of U ⊗ V . Since HomkG(U ⊗ V ,k) ∼= HomkG(U , V ∗), part (a) now follows.
For (b): If U ⊗ V has a Scott module direct summand then dimk HomkG(U , V ∗)  1. It follows
immediately that U and V ∗ lie in the same p-block of G .
Now let U and V be trivial-source kG-modules with vertices P and Q respectively. By Mackey’s
theorem,
U ⊗ V | kP↑G⊗ kQ↑G ∼=
⊕
g∈P\G/Q
kP g∩Q↑G .
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kP g∩Q↑G for some g ∈ P\G/Q . By the deﬁning properties of Scott modules, it follows that the vertex
of N is a Sylow p-subgroup of P g ∩ Q and (since P g ∩ Q is a p-group) it follows that N has vertex
P g ∩ Q . 
We note the following result of Benson and Carlson.
Proposition 2.7. (See [1, Proposition 2.4].) Let M be an indecomposable kG-module with vertex D and
source S, then ScG(D) is a direct summand of M ⊗ M∗ if, and only if, p  dim S.
We may apply this to deduce the following theorem on vertices of trivial-source modules.
Theorem 2.8. Let G be a ﬁnite group and H a subgroup of G, then for every indecomposable direct summand
U of kH↑G there exists g ∈ G such that a Sylow p-subgroup of H g ∩ H is a vertex of U .
Proof. Let U be an indecomposable direct summand of kH↑G , then since kH↑G is self-dual, also U∗ is
a direct summand of kH↑G . Let Q be a vertex of U , then ScG(Q ) is a direct summand of U ⊗U∗ , and
hence also of kH↑G ⊗ kH↑G . By Mackey’s theorem we have the following decomposition:
kH↑G⊗ kH↑G∼=
⊕
HgH∈H\G/H
kHg∩H↑G .
It follows that ScG(Q ) is the Scott module summand of kHg∩H↑G for some g ∈ G , and hence ScG(Q )
has vertex a Sylow p-subgroup of Hg ∩ H . Thus Q is conjugate to a Sylow p-subgroup of Hg ∩ H . 
3. Applications to tensor products of Young modules
Fix r ∈N and let Sr denote the symmetric group on r letters. We refer the reader to [10] for details
on partitions and the dominance ordering which we denote by . For a partition λ of r, which we
write as λ  r, we have a partition pλ of pr obtained by multiplying all parts of λ by p. If λ is a
composition of r, which we write as λ | r, then we denote the partition obtained by reordering the
parts of λ by λ¯. A partition λ is called a p-partition if all parts of λ are powers of p.
If λ = (λ1, . . . , λt) is a composition of r, then the Young subgroup corresponding to λ is
Sλ := S{1,...,λ1} × S{λ1+1,...,λ2} × · · · × S{r−λt+1,...,r}.
The Young permutation module Mλ , is deﬁned to be the transitive permutation module kSλ↑Sr .
The indecomposable direct summands of Young permutation modules were ﬁrst parametrized by
James in [11] using Schur algebras:
Theorem 3.1. (See [11, Theorem 3.1].) There is a set of indecomposable kSr -modules Yμ , one for each partition
μ of r, such that the following holds for all partitions λ of r:
(a) Mλ is a direct sum of kSr -modules, each of which is isomorphic to some Yμ with μ λ, and exactly one
component is isomorphic to Y λ .
(b) If Y λ ∼= Yμ then λ = μ.
The modules Y λ for λ  r have become known as the Young modules of the symmetric group. By
Theorem 3.1, for any partition λ of r, we have an expression for Mλ as a direct sum of Young modules
as follows:
Mλ ∼= Y λ ⊕
⊕
μλ
[
Mλ : Yμ]Yμ,
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[Mλ : Yμ] are well deﬁned. The multiplicities [Mλ : Yμ] for λ,μ  r are called the p-Kostka num-
bers. By the matrix of p-Kostka numbers, we mean the matrix with rows and columns labelled by
the partitions of r, ordered according to the lexicographic order on partitions (which we denote
by ), and with λ,μ entry equal to [Mλ : Yμ]. If μ λ then μ λ, so by Theorem 3.1, the matrix of
p-Kostka numbers for r is upper uni-triangular.
Grabmeier proved in [8] that every Young module has an associated Young vertex. That is, if Y λ
is a Young module, then there exists a Young subgroup Sν such that Y λ is Sμ-projective for μ | r
if, and only if, Sν is Sr-conjugate to a subgroup of Sμ . Such a Young subgroup is called a Young
vertex of Y λ , and all Young vertices of Y λ are Sr-conjugate. Moreover, if Sν is a Young vertex of Y λ ,
then every part of ν is a power of p. It is clear that for every Young module Y λ there is a unique
p-partition ν such that Sν is a Young vertex of Y λ .
We recall now that a partition λ = (λ1, . . . , λt) is p-restricted if λi − λi+1 < p for every i = 1, . . . ,
t − 1 and λt < p. With this notation, every partition λ has a p-adic expansion λ =∑i λ(i)pi where
the λ(i) are all p-restricted partitions. Such an expression is unique.
Let λ be a partition of r, then Grabmeier describes a Young vertex of Y λ as follows: Let λ have
p-adic expansion λ =∑i λ(i)pi , and for each i, let ri = |λ(i)|. Deﬁne ρ to be the partition of r with
ri parts equal to pi for each i, then Sρ is a Young vertex of Y λ . This is of particular use to us since
Grabmeier proved [8, 4.7] that if Sν is a Young vertex of Y λ then a Sylow p-subgroup of Sν is a
vertex of Y λ .
If ν is a p-partition, and Pν is a Sylow p-subgroup of Sν then Pν and Sν have the same orbits
for the natural action on {1, . . . , r}. In particular, Pν is the trivial subgroup if, and only if, ν = (1r). It
follows that a Young module Y λ is projective if, and only if, λ is p-restricted.
We need some more notation in order to describe the Broué correspondent of a Young module:
We denote the outer tensor product by . So, if G and H are ﬁnite groups and M is a kG-module, N
a kH-module, then M  N is the k(G × H)-module with underlying vector space M ⊗k N , and action
given by linearly extending
(m ⊗ n)(g,h) =mg ⊗ nh.
Erdmann gave a proof of the parametrization of the Young modules using only the representa-
tion theory of symmetric groups in [5], and in the process described the Brauer quotients of Young
modules as follows:
Theorem 3.2. (See [5].) Let ρ be a p-partition of r, and for each i, let ri be the number of times pi occurs as a
part of ρ . Let P be a Sylow p-subgroup of Sρ .
(a) NSr (Sρ) = NSr (P )Sρ and if β is the composition (r0, r1, . . .), then
Sβ ∼= NSr (Sρ)/Sρ ∼= NSr (P )/NSρ (P ).
(b) Let λ  r, then NSρ (P )/P acts trivially on Y λ(P ), so we may view Y λ(P ) as a module for Sβ .
(c) If Sρ is a Young vertex of Y λ then P is a vertex for Y λ , and if λ has p-adic expansion
∑t
i=0 λ(i)pi , then
Y λ(P ) ∼= Y λ(0)  · · · Y λ(t) as a Sβ-module.
Let λ,μ  r, then by Mackey’s tensor product theorem applied to Young permutation modules we
obtain the following:
Mλ ⊗ Mμ ∼=
⊕
SλπSμ
kSπλ ∩Sμ↑Sr . (3)
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Theorem 3.3. (See [12, 1.3.8, 1.3.9, and 1.3.10].) Let λ,μ  r. The double cosets SλπSμ are in one-to-one
correspondence with the set of r × r matrices with non-negative integer entries, vector of row sums λ, and
vector of column sums μ. Moreover, if Mπ corresponds to SλπSμ , then (Sλ)π ∩ Sμ is conjugate to Sν for
ν  r where ν is the partition with parts equal to the non-zero entries in Mπ (with multiplicities).
It follows that for λ,μ  r, we have
Mλ ⊗ Mμ ∼=
⊕
νr
mνλμM
ν (4)
where for each ν  r, the multiplicity mνλμ is the number of distinct r × r matrices with non-negative
integer entries and row sums λ, column sums μ, and such that listing the non-zero entries in weakly
descending order gives ν .
Since a tensor product of Young permutation modules has a decomposition as a direct sum of
Young permutation modules, it follows that a tensor product of Young modules decomposes as a
direct sum of Young modules. Recall that we denote the multiplicities in such a decomposition as
[Y λ ⊗ Yμ : Y ν ] for λ,μ,ν  r. It is precisely these multiplicities which we study in the sections which
follow.
3.1. Multiplicities and vertices in tensor products of Young modules
In general it is possible to ﬁnd examples of trivial-source kG-modules M and N for some ﬁnite
group G such that M,N are not projective but M ⊗ N is projective. For example, take G = 〈x, y | xp =
yp = 1, xy = yx〉, so G ∼= Cp×Cp , and let U := k〈x〉↑G , V := k〈y〉↑G . Then U and V are indecomposable
since G is a p-group. By Mackey’s tensor product theorem it follows that U ⊗ V is a projective kG-
module.
We show here that this does not occur when M , N are chosen to be Young modules of a symmetric
group.
Proposition 3.4. Let λ,μ  r. Then Y λ ⊗ Yμ is projective if, and only if, at least one of λ,μ is p-restricted.
Proof. Recall that if λ is p-restricted then Y λ is projective and hence Y λ ⊗ Yμ is projective. Similarly
if μ is p-restricted, then Y λ ⊗ Yμ is projective. Suppose that λ,μ are not p-restricted. Then Y λ and
Yμ are not projective and have non-trivial vertices P and Q respectively. We may choose P and Q
so that P is a Sylow p-subgroup of a Young vertex Sρ for Y λ , and Q is a Sylow p-subgroup of a
Young vertex Sγ for Yμ . Note that γ¯ and ρ¯ are p-partitions. Deﬁne mγ such that pmγ is the largest
power of p occurring in γ , and similarly deﬁne mρ . Then mγ and mρ are non-zero since we assume
that Y λ and Yμ have non-trivial vertices. We may suppose that mγ mρ . The vertex Q is a Sylow
p-subgroup of Sγ and hence contains a pmγ -cycle, σ . Since mγ mρ it follows that P contains a
pmγ -cycle. Thus, σ is contained in a conjugate of P , and in particular, there exists some g ∈ Sr such
that P g ∩ Q is non-trivial, so by Proposition 2.4, the tensor product Y λ ⊗ Yμ is not projective. 
For the remainder of this section we concentrate on a combinatorial approach to applying Theo-
rem 2.3 to the case of Young modules and their respective Young vertices.
The main results are the following two theorems:
Theorem 3.5. Let λ,μ  r. If the Young modules Y λ, Yμ have Young vertices Sγ ,Sν respectively, with γ ,ν
partitions, then there exists a p-partition ρ such that Sρ = Sγ ∩ Sν , and
(a) any indecomposable direct summand of Y λ ⊗ Yμ has a Young vertex contained in Sρ . Moreover, if α is a
p-partition of r such that Sα is a Young vertex of a direct summand of Y λ ⊗ Yμ , then Sα  Sρ .
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(c) If Pρ is a Sylow p-subgroup of Sρ , then the indecomposable direct summands of Y λ ⊗ Yμ with Young
vertex Sρ are in one-to-one correspondence with the projective indecomposable direct summands of
Y λ(Pρ) ⊗ Yμ(Pρ).
Theorem 3.6. Let λ,μ be partitions of r. If η is a p-partition of r, then there is a multiplicity preserving, one-
to-one correspondence between Young module direct summands of Y λ ⊗ Yμ with Young vertex Sη , and Young
module direct summands of Y pλ ⊗ Y pμ with Young vertex Spη , given by multiplying the indexing partition
by p. That is,
[
Y pλ ⊗ Y pμ : Y pν]= [Y λ ⊗ Yμ : Y ν] for every ν  r.
We concern ourselves with the case in which Y λ and Yμ are non-projective, with Young ver-
tices Sγ and Sν respectively. It will be necessary to understand the relationship between the Sylow
subgroups of a symmetric group and those of its Young subgroups.
We now deﬁne a map τp from the set of positive integers N to the set of partitions whose parts
are p-powers. Let r ∈ N, and let r =∑mri=0ri pi be the p-adic expansion of r. We deﬁne τp(r) to
be the p-partition of r with ri parts equal to pi for each i. Then τp(r) is a partition of r, and the
following lemma is obtained by checking the respective orders of the groups.
Lemma 3.7. (See [12, 4.1.22].) Let r ∈N. Then Sτp(r)  Sr and if P is a Sylow p-subgroup of Sτp(r) then P is a
Sylow p-subgroup of Sr . In particular any Sylow p-subgroup of Sr is conjugate in Sr to P .
The deﬁnition of τp can be extended naturally to a map from the set of partitions of r to the set of
compositions of r. For a partition λ = (λ1, λ2, . . . , λt) we deﬁne τp(λ) := τp(λ1) • τp(λ2) • · · · • τp(λt)
where • denotes concatenation. The following is then an immediate corollary of Lemma 3.7.
Corollary 3.7.1. Let r ∈N, and λ  r. Then Sτp(λ)  Sλ . Let P be a Sylow p-subgroup of Sτp(λ) , then P is also
a Sylow p-subgroup of Sλ . In particular any Sylow p-subgroup of Sλ is conjugate in Sλ to P .
Recall that we aim to apply Theorem 2.3 to the case when U and V are Young modules. Then
vertices of U and V are Sylow p-subgroups of their respective Young vertices. The maximal elements
of ΓP ,Q := {P g ∩ Q h | g,h ∈ G} depend only on P and Q . This means that we may concern ourselves
with collections of Young modules, namely the collection of all Young modules having speciﬁc Young
vertices.
Let γ ,ν be p-partitions of r. Whenever Y λ and Yμ are Young modules with Young vertices Sγ ,Sν
respectively, the tensor product Y λ⊗Yμ is a direct summand of Mγ ⊗Mν . By Mackey’s tensor product
theorem applied to Young permutation modules (see Theorem 3.3), there exist non-negative integers
mηγ ν for each partition η of r, such that
Mγ ⊗ Mν ∼=
⊕
ηr
mηγ νM
η,
where mηγ ν 	= 0 if, and only if, Sη is conjugate to S gγ ∩ Shν for some g,h ∈ Sr .
We consider the set Iγ ,ν := {Sτp(η) |mηγ ν 	= 0}, and note that this is partially ordered with respect
to inclusion up to conjugacy (which we write as Sr ). With this notation we may reﬁne Theorem 2.3
in the case of Young modules to:
Proposition 3.8. Let γ ,ν be p-partitions of r and let Y λ, Yμ have Young vertices Sγ ,Sν respectively. Let Sρ
be a maximal element of Iγ ,ν with respect to Sr . Then Y λ ⊗ Yμ has a direct summand which is a Young
module with Young vertex Sρ .
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The module Y λ has vertex a Sylow p-subgroup P of Sγ , and Yμ has vertex a Sylow p-subgroup
Q of Sν . By Theorem 2.3, for each maximal element P x ∩ Q y of the set Γ := {P g ∩ Q h | g,h ∈ G}
there is a Young module direct summand of Y λ ⊗ Yμ having P x ∩ Q y as vertex.
Let H := P x ∩ Q y . We claim that H is maximal in Γ if, and only if, H is conjugate to a Sylow
p-subgroup of a maximal Young subgroup Sρ in Iγ ,ν .
Assume H = P g ∩ Q h is maximal in Γ . We note that H  S gγ ∩Shν and there exists η  r such that
S gγ ∩ Shν is G-conjugate to Sη . In particular mηγ ν 	= 0. Let R be a Sylow p-subgroup of S gγ ∩ Shν such
that H  R . By basic group theory, R is of the form P1 ∩ P2 where P1 is a Sylow p-subgroup of S gγ ,
and P2 is a Sylow p-subgroup of Shν . It follows that P1 = P gx and P2 = Q hy for some x, y ∈ G , and
H  R = P gx ∩ Q hy . Since H is maximal in Γ we have equality and hence H is a Sylow p-subgroup
of S gγ ∩Shν . It follows that H is conjugate to a Sylow p-subgroup of Sη , and hence, by Corollary 3.7.1,
H is G-conjugate to a Sylow p-subgroup of Sτp(η) .
We claim that Sτp(η) is maximal in Iγ ,ν . Let Sβ ∈ Iγ ν such that Sτp(η) G Sβ . Then H is contained
(up to G-conjugacy) in a Sylow p-subgroup of Sβ . Such a Sylow p-subgroup is of the form Pa ∩ Q b
for some a,b ∈ G . By the maximality of H , we have equality (up to G-conjugacy), and hence H is
G-conjugate to a Sylow p-subgroup of Sβ . Thus, Sβ and Sτp(η) have G-conjugate Sylow p-subgroups.
Since both β¯ and τp(η) are p-partitions, it follows that β¯ = τp(η) and hence Sτp(η) is G-conjugate
to Sβ . Thus Sτp(η) is a maximal element of Iγ ν .
Conversely, assume that η  r is such that mηγ ν 	= 0 and Sτp(η) is a maximal element of Iγ ,ν . Let
H be a Sylow p-subgroup of Sτp(η) . We aim to show that H is a maximal element of Γ . Suppose that
H  Pa ∩ Q b for some a,b ∈ G . Then there exists φ  r such that Saγ ∩ Sbν is G-conjugate to Sφ . So
we have
H  Pa ∩ Q b  Saγ ∩ Sbν =G Sφ.
Let R be a Sylow p-subgroup of Saγ ∩ Sbν such that H  Pa ∩ Q b  R . Then R is conjugate to
a Sylow p-subgroup of Sφ , and hence, by Corollary 3.7.1, R is conjugate to a Sylow p-subgroup of
Sτp(φ) . So H , a Sylow p-subgroup of Sτp(η) , is contained, up to G conjugacy, in a Sylow p-subgroup
of Sτp(φ) . Both Sτp(φ) and Sτp(η) are in Iγ ν , but since τp(η) and τp(φ) are p-partitions, we deduce
Sτp(η) G Sτp(φ).
By maximality of Sτp(η) in Iγ ν we get equality (up to G-conjugacy), and hence H = Pa ∩ Q b = R . It
follows that H is maximal in Γ . The result now follows by an application of Theorem 2.3. 
Example 3.9. Let p = 2. Consider Y (7,2) ⊗ Y (5,4) . In the notation of Proposition 3.8, we are consid-
ering the case λ = (7,2) and μ = (5,4). Young vertices of Y λ and Yμ are indexed by partitions
γ = (4,2,2,1) and ν = (4,4,1) respectively. We calculate
Mγ ⊗ Mν ∼= 2M(4,22,1) ⊕ 4M(4,2,13) ⊕ · · ·
⊕ 2M(3,22,12) ⊕ 16M(3,2,14) ⊕ · · ·
⊕ 4M(3,16) ⊕ 2M(24,1) ⊕ 8M(23,13) ⊕ · · ·
⊕ 9M(22,15) ⊕ 2M(2,17).
The partitions η such that mηγ ν 	= 0 whose parts are all powers of 2, must satisfy τ2(η) = η. The
other partitions η such that mηγ ν 	= 0 are precisely: (3,22,12), (3,2,14), and (3,16).
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τ2
(
3,22,12
)= (2,1,22,12),
τ2
(
3,2,14
)= (2,1,2,14),
τ2
(
3,16
)= (2,17).
It follows that Sτp(η) S9 S(4,2,2,1) for every η such that mηγ ν 	= 0. Hence by Proposition 3.8 the tensor
product Y (7,2) ⊗Y (5,4) has a summand Y ρ with Young vertex S(4,2,2,1) . We note that in this case there
is exactly one choice for ρ , since Y (7,2) is the unique Young module in degree 9 with Young vertex
S(4,2,2,1) . Hence we may conclude:
Y (7,2)
∣∣ Y (7,2) ⊗ Y (5,4).
In Example 3.9, we saw that Iγ ν has a unique maximal element. We show now that this is not
just coincidence and in fact is always the case.
We say a composition μ is a reﬁnement of a composition λ = (λ1, . . . , λt) if there exist com-
positions μ(1), . . . ,μ(t) such that μ = μ(1) • · · · • μ(t) and μ(i) | λi for each i. Equivalently, μ is a
reﬁnement of λ if, and only if, Sμ  Sλ .
We require some combinatorial results relating reﬁnements, compositions and p-partitions.
Lemma 3.10. Let γ ,ν | r with parts only p-powers. Let Sγ be conjugate to a subgroup of Sν . Then Sγ¯  Sν¯ ,
that is, γ¯ is a reﬁnement of ν¯ .
Proof. We may assume γ and ν are partitions, and we must show that if Sγ is conjugate to a
subgroup of Sν then Sγ  Sν . Let γ = (γ1, . . . , γs) and ν = (ν1, . . . , νt) where the γi and ν j are all
non-zero.
If t = 1, then Sν = Sr and the result is trivial. So we assume t > 1.
Note ﬁrst that Sγ contains a cycle of length γ1, and hence Sν must contain such a cycle. Assume
for a contradiction that ν1 < γ1. Then νi < γ1 for all i = 1, . . . , t and hence Sγ does not contain a
cycle of length γ1. Thus we have γ1  ν1. Let m1 ∈ N be maximal such that T :=∑m1i=1 γi  ν1. We
claim that then T = ν1. Assume that T < ν1, then we have
T /γm1 < ν1/γm1 . (5)
Since all parts are powers of p, it follows that both sides of the inequality are integers, and hence
the difference is at least 1. Now m1 < s since we made the assumption that |γ | = |ν| = r, and t is
at least 2. Since γm1+1  γm1 , we can add γm1+1/γm1 to the left-hand side of (5) and still have an
inequality. That is, T + γm1+1  ν1. This contradicts the choice of m1 and hence T = ν1.
Suppose now that ν2 < γm1+1. Then γi > ν j for every j = 2, . . . , t and every i = 1, . . . ,m1 + 1.
Note that Sγ contains a permutation with cycle type (γ1, . . . , γm1+1), and hence, by the hypoth-
esis, so does Sν . However, since γi > ν j for every j = 2, . . . , t and every i = 1, . . . ,m1 + 1, and∑m1
i=1 γi = ν1, it follows that no such permutation lies in Sν . This is a contradiction and hence we
conclude γm1+1  ν2. By the same procedure as above, we obtain m2 >m1 such that
m2∑
i=m +1
γi = ν2.
1
C.C. Gill / Journal of Algebra 366 (2012) 12–34 25Recursively applying this method yields a set of integers 0 =m0 <m1 < · · · <mt = s such that
mj+1∑
i=mj+1
γi = ν j+1
for each j = 0, . . . , t − 1. It follows that γ is a reﬁnement of ν and hence Sγ  Sν . 
Using this we prove the following:
Proposition 3.11. Let γ and ν be p-partitions of r. Then
(a) Sγ ∩ Sν = Sρ where ρ is a p-partition of r;
(b) Sρ is the unique maximal element of Iγ ,ν .
Proof. Part (a): Let Sγ ∩Sν = Sρ , then ρ | r and ρ is a reﬁnement of both γ and ν . If γ1  ν1 then
by the same argument as in Lemma 3.10, if m1 is maximal such that
∑m1
i=1 γi  ν1 then
∑m1
i=1 γi = ν1.
Thus this contributes the ﬁrst m1 parts of ρ , being (γ1, . . . , γm1 ).
Thus, we remove these parts from the partition and continue with the p-partitions γ ′ =
(γm1+1, . . . , γs) and ν ′ = (ν2, . . . , νt). Recursively repeating this process we obtain a p-partition ρ
which is a common reﬁnement of γ and ν . In fact, each part of ρ is a part of γ or a part of ν .
Part (b): Let G = Sr . The general element of Iγ ,ν is Sτp(η) where Sη is conjugate in Sr to a
subgroup of the form Sxγ ∩ Sν . It follows that Sη G Sγ and Sη G Sν and hence that Sτp(η) G Sγ
and Sτp(η) G Sν . By Lemma 3.10 it follows that Sτp(η)  Sγ and Sτp(η)  Sν . Hence Sτp(η) G Sρ . 
We relate this to other partitions as follows:
Lemma 3.12. Let λ,μ  r. If Sμ Sr Sλ , then
(a) Sτp(μ) is conjugate to a subgroup of Sτp(λ); and
(b) τp(μ) is a reﬁnement of τp(λ).
Proof. Let σ ∈ Sr be such that Sσμ  Sλ . Let P be a Sylow p-subgroup of Sτp(μ) , so P is also a
Sylow p-subgroup of Sμ . Then Pσ  Sλ , and hence there exists some Sylow p-subgroup Q of Sλ
such that Pσ  Q . Note that there exists π ∈ Sr such that Q π is a Sylow p-subgroup of Sτp(λ) . Since
the orbits of Pσπ and Q π coincide with the orbits of Sσπτp(μ) and Sτp(λ) respectively, it follows that
Sσπτp(μ)  Sτp(λ) . This proves (a). Applying Lemma 3.10 yields (b). 
We are now able to apply this to Young modules to give the proof of Theorem 3.5:
Proof of Theorem 3.5. We note ﬁrst that γ and ν are p-partitions, and hence by Proposition 3.11,
Sγ ∩ Sν is equal to a Young subgroup Sρ where ρ is a p-partition. Let N be an indecomposable
direct summand of Y λ ⊗ Yμ . Then N is a Young module. Let P be a vertex of N , so P is conjugate to
a Sylow p-subgroup of a Young vertex Sα of N where α is a p-partition.
Recall that Y λ ⊗ Yμ is both Sγ -projective and Sν -projective. It follows that P is conjugate to a
subgroup of Sxγ ∩ Sν for some x ∈ Sr . Let η  r be the partition of r such that Sxγ ∩ Sν is conjugate
to Sη . Then P is conjugate to a subgroup of Sη , and hence (by Corollary 3.7.1), P is conjugate to a
subgroup of Sτp(η) , an element of Iγ ,ν . By Proposition 3.11, Sγ ∩ Sν is the unique maximal element
of Iγ ,ν , and is equal to Sρ for a p-partition ρ of r. It follows that P is conjugate to a subgroup
of Sρ .
Let g ∈ Sr be such that P g  Sρ , then the Sρ -orbits (on {1, . . . , r}) are unions of P g-orbits. Since
the orbits of the Young vertex Sα are precisely the orbits of P , it follows that Sα is conjugate to
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We have thus proved (a).
We note that by Proposition 3.11, the Young subgroup Sγ ∩ Sν is the unique maximal element of
Iγ ,ν , and hence (b) follows from Proposition 3.8. Part (c) follows from the Broué correspondence. 
We proceed now towards the proof of Theorem 3.6.
Lemma 3.13. Fix m 1. Let γ be a p-partition of r such that pm divides every part of γ , and λ a partition of
r such that pm does not divide some part of λ. Let Pγ be a Sylow p-subgroup of Sγ , then Y λ(Pγ ) = 0.
Proof. Assume for a contradiction that Y λ(Pγ ) 	= 0. Then by Theorem 1.1, Pγ is a subgroup of a vertex
of Y λ . Let ν be the p-partition such that Sν is a Young vertex of Y λ , then Pν , a Sylow p-subgroup
of Sν , is a vertex of Y λ , and hence Pγ is conjugate to a subgroup of Pν . It follows that Sγ is conjugate
to a subgroup of Sν , and hence by Lemma 3.10, that γ is a reﬁnement of ν . Thus, pm divides every
part of ν and therefore pm divides every part of λ. This contradicts the assumption on λ. The result
follows. 
Thus, the following proposition gives some useful information.
Proposition 3.14. Let λ,μ,ν  r such that pm divides every part of ν , and λ has a part which is not divisible
by pm. Then [Y λ ⊗ Yμ : Y ν ] = 0.
Proof. If γ is a p-partition of r such that Sγ is a Young vertex of Y ν , then every part of γ is divisible
by pm . Let Pγ be a Sylow p-subgroup of Sγ , then by Lemma 3.13, it follows that Y λ(Pγ ) = 0. By
Theorem 2.2, we have
(
Y λ ⊗ Yμ)(Pγ ) ∼= Y λ(Pγ ) ⊗ Yμ(Pγ ),
as modules for Sβ , and hence (Y λ ⊗ Yμ)(Pγ ) = 0. By the Broué correspondence it follows that Y λ ⊗
Yμ has no direct summands with vertex Pγ . The result follows. 
We require two results from [7]: Let ν be a p-partition of r, then by Theorem 3.2(a) there exists
a composition β such that NSr (Sν)/Sν ∼= Sβ and also NSpr (Spν)/Spν ∼= Sβ . Applying Theorem 3.2,
if Pν, P pν are Sylow p-subgroups of Sν,Spν respectively, then for every λ  r, we may view both
Mλ(Pν) and Mpλ(P pν) as modules for Sβ . We recall the following:
Proposition 3.15. (See [7, Proposition 11].) Let λ  r and ν a p-partition of r, and β be such that
NSr (Sν)/Sν ∼= Sβ ∼= NSpr (Spν)/Spν . Let Pν, P pν be Sylow p-subgroups of Sν,Spν respectively, then
Mλ(Pν) ∼= Mpλ(P pν) as kSβ-modules.
This was used in particular to prove the following theorem on p-Kostka numbers:
Theorem 3.16. (See [7, Theorem 1].) Let λ,μ  r, then
[
Mλ : Yμ]= [Mpλ : Y pμ].
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Proposition 3.17. Let λ  r, and γ a p-partition of r. Let β be such that NSr (Sγ )/Sγ ∼= Sβ and
NSpr (Spγ )/Spγ ∼= Sβ . Let Pγ , P pγ be Sylow p-subgroups of Sγ , Spγ respectively, then
Y λ(Pγ ) ∼= Y pλ(P pγ ) as Sβ-modules.
Proof. Recall that
Mpλ ∼= Y pλ ⊕
⊕
τpλ
[
Mpλ : Y τ ]Y τ .
The parts of pγ are all divisible by p, so by Lemma 3.13, if τ is a partition of pr with not all parts
divisible by p, then Y τ (P pγ ) = 0. It follows that
Mpλ(P pγ ) ∼= Y pλ(P pγ ) ⊕
⊕
μλ
[
Mλ : Yμ]Y pμ(P pγ ), (6)
where we have identiﬁed the p-Kostka numbers [Mpλ : Y pμ] = [Mλ : Yμ] by Theorem 3.16. By Propo-
sition 3.15 we have also
Mλ(Pγ ) ∼= Mpλ(P pγ ) as modules for Sβ . (7)
Note also that
Mλ(Pγ ) ∼= Y λ(Pγ ) ⊕
⊕
μλ
[
Mλ : Yμ]Yμ(Pγ ). (8)
The formulae (6), (7), and (8) hold for all partitions λ of r. Since the matrix of p-Kostka numbers is
upper uni-triangular, the result follows by the Krull–Schmidt theorem. 
Proof of Theorem 3.6. Let γ be a p-partition of r such that Sγ is a Young vertex of Y ν , then Spγ is
a Young vertex of Y pν . Let Pγ , P pγ be Sylow p-subgroups of Sγ ,Spγ respectively.
By the Broué correspondence and Theorem 2.2, we have:
[
Y pλ ⊗ Y pμ : Y pν]= [Y pλ(P pγ ) ⊗ Y pμ(P pγ ) : Y pν(P pγ )]
= [Y λ(Pγ ) ⊗ Yμ(Pγ ) : Y ν(Pγ )]
= [Y λ ⊗ Yμ : Y ν].
Where the ﬁrst and last equality hold by Broué correspondence and Theorem 2.2, and the middle
equality is due to the isomorphisms in Proposition 3.17. 
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We turn our attention now to understanding multiplicities [Y λ ⊗ Yμ : Y ν ] where Y λ, Yμ , and Y ν
share a common vertex. The following two easy lemmas follow directly from the deﬁnitions:
Lemma 3.18. Let G, H be ﬁnite groups. Let U1,U2 be kG-modules, and let V1, V2 be kH-modules. Then
(U1  V1) ⊗ (U2  V2) ∼= (U1 ⊗ U2) (V1 ⊗ V2) as k(G × H) modules.
Lemma 3.19. Let r ∈ N and λ,μ  r. Suppose that λ, μ have p-adic expansions λ = ∑ni=0 λ(i)pi , μ =∑m
j=0 μ( j)p j , and Y λ , Yμ have a common Young vertex Sρ . Then m = n and |λ(i)| = |μ(i)| for every i.
The following proposition is one of the key results of the section, and provides a reduction formula
for calculating certain multiplicities in tensor products of Young modules.
Proposition 3.20. Let λ,μ,ν  r. Let Y λ, Yμ and Y ν have the common Young vertex Sρ , where a maximal
part of ρ is pn. Then Y ν | Y λ ⊗ Yμ if and only if Y ν(i) | Y λ(i) ⊗ Yμ(i) for all 1 i  n. Moreover,
[
Y λ ⊗ Yμ : Y ν]=
n∏
i=0
[
Y λ(i) ⊗ Yμ(i) : Y ν(i)].
Proof. Let Sρ be a Young vertex of both Y λ and Yμ , and let Q be a Sylow p-subgroup of Sρ .
Then Q is a vertex of both Y λ and Yμ . Moreover, with the notation of Theorem 3.2, as modules
for NSr (Sρ)/Sρ ∼= Sβ , we have:
Y λ(Q ) ∼= Y λ(0)  · · · Y λ(n),
Yμ(Q ) ∼= Yμ(0)  · · · Yμ(n).
It follows from Theorem 2.2 that (Y λ ⊗ Yμ)(Q ) ∼= Y λ(Q ) ⊗ Yμ(Q ), and hence Lemma 3.18 yields
(
Y λ ⊗ Yμ)(Q ) ∼= (Y λ(0) ⊗ Yμ(0)) · · · (Y λ(n) ⊗ Yμ(n)).
Recall that the indecomposable direct summands of Y λ ⊗ Yμ with vertex Q are in one-to-one
correspondence with the indecomposable direct summands of (Y λ ⊗Yμ)(Q ). Speciﬁcally Y ν | Y λ ⊗Yμ
if and only if Y ν(Q ) | (Y λ ⊗ Yμ)(Q ). With the images of the Young modules as listed above, we see
this occurs if and only if Y ν(i) | Y λ(i) ⊗ Yμ(i) for every 0 i  r. 
Example 3.21. Let p = 2. We may work with the partitions λ = (44,36,31,31,8) and μ =
(62,39,31,13,5) of 150. Note that the 2-adic expansions of λ and μ are as follows:
λ = (2,2,1,1) + 2(1,1,1,1) + 4(2,2,1,1) + 8(2,1,1,1,1) + 16(1,1,1,1),
μ = (2,1,1,1,1) + 2(2,1,1) + 4(2,1,1,1,1) + 8(2,2,1,1) + 16(2,1,1).
Y λ and Yμ have common Young vertex S(164,86,46,24,16) , and we will see that all the summands
of (Y λ)⊗2, (Yμ)⊗2, and Y λ ⊗ Yμ with Young vertex S(164,86,46,24,16) can be computed via Proposi-
tion 3.20.
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Y (1
4) ⊗ Y (14) ∼= 4Y (2,12) ⊕ 4Y (14),
Y (2,1
2) ⊗ Y (14) ∼= 6Y (2,12) ⊕ 2Y (14),
Y (2,1
2) ⊗ Y (2,12) ∼= 5Y (2,12) ⊕ 3Y (14),
Y (2
2,12) ⊗ Y (22,12) ∼= 6Y (16) ⊕ 8Y (2,14) ⊕ 14Y (22,12) ⊕ 48Y (3,2,1),
Y (2
2,12) ⊗ Y (2,14) ∼= 4Y (16) ⊕ 12Y (2,14) ⊕ 12Y (22,12) ⊕ 52Y (3,2,1),
Y (2,1
4) ⊗ Y (2,14) ∼= 6Y (16) ⊕ 14Y (2,14) ⊕ 8Y (22,12) ⊕ 48Y (3,2,1).
Note that any summand Y ν of (Y λ)⊗2 having S(164,86,46,24,16) as a Young vertex is labelled by a parti-
tion ν with 2-adic expansion ν(0)+ 2ν(1)+ 4ν(2)+ 8ν(3)+ 16ν(4) where Y ν(i) is a direct summand
of Y λ(i) ⊗ Y λ(i) for every i. There are two choices for each of ν(1), ν(4) and four choices for each
of ν(0), ν(2), ν(3). Hence there are 256 (= 43 · 22) non-isomorphic summands of (Y (44,36,31,31,8))⊗2
with Young vertex S(164,86,46,24,16) . Similarly (Yμ)⊗2 and Y λ ⊗ Yμ both have 256 non-isomorphic
direct summands with Young vertex S(164,86,46,24,16) .
By Proposition 3.20 we calculate:
[(
Y λ
)⊗2 : Y λ]=
4∏
i=0
[
Y λ(i) ⊗ Y λ(i) : Y λ(i)]= 43904.
Similarly the following multiplicities are easily calculated:
[(
Yμ
)⊗2 : Yμ]= 68600,[
Y λ ⊗ Yμ : Y λ]= 6912, and[
Y λ ⊗ Yμ : Yμ]= 62208.
We choose another partition of 150 with the same vertex: ν = (3,2,1) + 2(14) + 4(3,2,1) +
8(22,12) + 16(2,12) = (65,44,31,10).
Then
[
Y λ ⊗ Y λ : Y ν]= 294912 = 48 · 4 · 48 · 8 · 4,[
Y λ ⊗ Yμ : Y ν]= 389376 = 52 · 2 · 52 · 12 · 6,[
Yμ ⊗ Yμ : Y ν]= 483840 = 48 · 3 · 48 · 14 · 5.
We will now show that multiplicities of indecomposable direct summands of tensor products of
Young modules can get arbitrarily large.
Proposition 3.22. Let λ, μ, ν  r be such that Y λ , Yμ , Y ν have a common vertex. Let λ = ∑ni=0 λ(i)pi
be the p-adic expansion of λ. Let I be a ﬁnite subset of N. Deﬁne the partitions λ˜ = ∑i∈I p(n+1)iλ,
μ˜ =∑i∈I p(n+1)iμ, and ν˜ =∑i∈I p(n+1)iν . Then Y λ˜ , Y μ˜ and Y ν˜ have a common Young vertex, and
[
Y λ˜ ⊗ Y μ˜ : Y ν˜]= [Y λ ⊗ Yμ : Y ν]#I .
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λ˜ =∑l0 λ˜(l)pl where
λ˜(l) =
{
λ( j) if l = (n + 1)ns + j for 1 s t, 0 j  r,
∅, otherwise.
Similarly for μ˜ and ν˜ . Then we may rewrite the p-adic expansions as
λ˜ =
t∑
s=1
n∑
j=0
λ( j)p(n+1)ns+ j, (9)
μ˜ =
t∑
s=1
n∑
j=0
μ( j)p(n+1)ns+ j, (10)
and
ν˜ =
t∑
s=1
n∑
j=0
ν( j)p(n+1)ns+ j.
Y λ, Yμ , and Y ν have a common Young vertex and hence |λ( j)| = |μ( j)| = |ν( j)| for 0 j  n. It
follows that Y λ˜ , Y μ˜ , and Y ν˜ have a common Young vertex. We hence apply Proposition 3.20, and get:
[
Y λ˜ ⊗ Y μ˜ : Y ν˜]=∏
l0
[
Y λ˜(l) ⊗ Y μ˜(l) : Y ν˜(l)],
=
t∏
s=1
n∏
j=0
[
Y λ˜((n+1)ns+ j) ⊗ Y μ˜((n+1)ns+ j) : Y ν˜((n+1)ns+ j)],
=
t∏
s=1
n∏
j=0
[
Y λ( j) ⊗ Yμ( j) : Y ν( j)],
=
t∏
s=1
[
Y λ ⊗ Yμ : Y ν],
= [Y λ ⊗ Yμ : Y ν]#I . 
We note here that with λ,μ, λ˜, μ˜ deﬁned as in Proposition 3.22, it is possible to construct parti-
tions ρ of r
∑
i∈I pi such that Y ρ, Y λ and Yμ have a common Young vertex, but ρ is not of the form
ν˜ for any partition ν of r. For example, consider p = 3 and the 3-restricted partitions λ = (3,2,1),
μ = (3,13). We choose I = {1,2} so ∑i∈I pi = 12. Then λ˜ = 12λ = (36,24,12)  72 and Y λ˜ has Young
vertex S(36,96) . Deﬁne
ρ = (39,24,9) = (4,2)3+ (3,2,1)32.
Then Y ρ and Y λ˜ have a common Young vertex but ρ is not of the form 12ν for any partition ν of 6.
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such that [Y λ ⊗ Yμ : Y ν ] 	= 0, then
[
Ymλ ⊗ Ymμ : Ymν]= [Y λ ⊗ Yμ : Y ν]α(m),
where α(m) is the number of non-zero coeﬃcients in the 2-adic expansion of m.
Proof. Every m ∈N has a 2-adic expansion m =∑i∈Nmi2i where mi ∈ {0,1} for each i ∈N. With
the notation of Proposition 3.22, n = 0, and the result follows. 
One could ask if there exists an upper bound for multiplicities of non-projective summands in a
tensor product of Young modules. We show next that no such upper bound exists.
Lemma 3.23. For p any prime, [Y (p−1,1) ⊗ Y (p−1,1) : Y (p−1,1)] = 2.
Proof. Over a ﬁeld of characteristic p, the Young module Y (p−1,1) lies in the principal block B of kSp ,
a block of weight one. In this case Y (p−1,1) is the projective cover of the trivial module. Since Y (p−1,1)
is projective, so is Y (p−1,1) ⊗ Y (p−1,1) , and hence
[
Y (p−1,1) ⊗ Y (p−1,1) : Y (p−1,1)]= dimk HomkSp (Y (p−1,1) ⊗ Y (p−1,1),k).
We note that Y (p−1,1) is self-dual, and hence
dimk HomkSp
(
Y (p−1,1) ⊗ Y (p−1,1),k)= dimk HomkSp (Y (p−1,1), Y (p−1,1)),
which is equal to 2 since Y (p−1,1) has precisely two composition factors isomorphic to the trivial
module. 
Lemma 3.24. For any m ∈N there exist some r ∈N and λ,μ,ν  r such that [Y λ ⊗ Yμ : Y ν ]m.
Proof. Let λ˜, μ˜ be p-restricted partitions and ν˜ a partition such that |λ˜| = |μ˜| = |ν˜| and such that
[Y λ˜ ⊗ Y μ˜ : Y ν˜ ] 2. Note that these exist by Lemma 3.23. We note also that Y λ˜, Y μ˜ are projective, so
Y λ˜ ⊗ Y μ˜ is projective and hence Y ν˜ is projective. Thus ν˜ is p-restricted. Fix t ∈N such that 2t+1 m.
Applying Proposition 3.22 we obtain:
[
Y
∑t
i=0 pi λ˜ ⊗ Y
∑t
i=0 piμ˜ : Y
∑t
i=0 pi ν˜
]= ([Y λ˜ ⊗ Y μ˜ : Y ν˜])t+1  2t+1 m.
Take λ =∑ti=0 pi λ˜,μ =∑ti=0 piμ˜, and ν =∑ti=0 pi ν˜ . 
We ﬁnish the section with a conjecture in characteristic 2, due to evidence observed from the
calculations of tensor products appearing in Appendices B and C of [6].
Conjecture 3.25. Assume p = 2. Let λ  r. Then Y λ | (Y λ)⊗2 .
We note that via Proposition 3.20 an equivalent condition is that Y λ | (Y λ)⊗2 whenever λ is a 2-
restricted partition, i.e. when Y λ is projective. We note also that over a ﬁeld k of odd characteristic
the statement would fail since then Y (1,1) ∼= sgn and hence Y (1,1) ⊗ Y (1,1) ∼= Y (2) .
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One deﬁnition of the Schur algebra S(n, r) is as an endomorphism algebra of a direct sum of Young
modules. It follows that the numbers dimk HomkSr (Y λ, Yμ) as λ,μ vary over the set of partitions of r
with at most n non-zero parts, are precisely the Cartan numbers for S(n, r). We now apply the results
of the previous section to give a lower bound on certain Cartan numbers for Schur algebras.
Recall that every transitive permutation module has a Scott module direct summand, and hence
some Scott modules are Young modules. In fact, if P is a Sylow p-subgroup of a Young subgroup Sμ ,
then ScG(P ) is a direct summand of Mμ , and hence ScG(P ) is a Young module. Moreover, if a Young
module is a Scott module, then it has a Young vertex, Sν and hence has vertex a Sylow p-subgroup
of Sν . It follows that the Scott module with vertex P is a Young module if, and only if, P is a Sylow
p-subgroup of a Young subgroup. We shall call such modules Young–Scott modules.
Recall that if Q is a p-subgroup of G , then the Broué correspondent of the Scott module ScG(Q ) is
the indecomposable projective NG(Q )/Q -module with a trivial submodule. Let λ be a partition of r,
and ν be the p-partition of r such that Sν is a Young vertex of Y λ . Suppose that Y λ is a Scott module,
and let Pν be a Sylow p-subgroup of Sν , then Y λ(Pν) is the indecomposable projective NSr (Pν)/Pν -
module with a trivial submodule. Following Theorem 3.2, there exists a composition β such that
NSr (Sν)/Sν ∼= Sβ , and we may view Y λ(Pν) as a module for Sβ . Moreover, if λ =
∑t
i=0 λ(i)pi is the
p-adic expansion of λ, then
Y λ(Pν) ∼= Y λ(0)  · · · Y λ(t) as Sβ-modules.
It follows that Y λ is a Scott module if, and only if, Y λ(i) is a projective cover of a trivial module
whenever λ(i) 	= ∅. We comment that it can be shown using [10, Example 24.5(iii)] and [4, Proposition
12.1.1] that this classiﬁcation of the Young–Scott modules is equivalent to [4, Proposition 13.1.2].
Using these Scott modules we give a new lower bound for certain Cartan numbers as follows:
Theorem 4.1. Let Y λ and Yμ be Young modules with a common Young vertex, and such that λ,μ have p-adic
expansions λ =∑i λ(i)pi and μ =∑i μ(i)pi respectively. Then
dimk HomkSr
(
Y λ, Yμ
)

∏
i
dimk HomkSri
(
Y λ(i), Yμ(i)
)
,
where ri = |λ(i)| for each i.
Proof. Suppose that Sγ is a Young vertex of both Y λ and Yμ , then a Sylow p-subgroup Pγ of Sγ
is a vertex of both Y λ and Yμ . Moreover, since Pγ is a Sylow p-subgroup of Sγ , the Scott module
ScSr (Pγ ) is a direct summand of Mγ , and hence a Young module Y ν . Then Sγ is a Young vertex of
Y ν , and if ν =∑i ν(i)pi is the p-adic expansion of ν , then for each i we have |ν(i)| = ri and Y ν(i)
is the projective cover of the trivial kSri -module. Recall from Lemma 2.6, noting also that the Young
modules are self-dual, that dimk HomkG(Y λ, Yμ) is equal to the number of Scott module summands
of Y λ ⊗ Yμ . Thus, certainly we have
dimk HomkSr
(
Y λ, Yμ
)

[
Y λ ⊗ Yμ : Y ν] (11)
where Y ν is the Scott module with vertex a Sylow p-subgroup of Sγ .
By Proposition 3.20, it follows that
[
Y λ ⊗ Yμ : Y ν]=∏[Y λ(i) ⊗ Yμ(i) : Y ν(i)]. (12)i
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of the trivial module, the multiplicity [Y λ(i) ⊗ Yμ(i) : Y ν(i)] is equal to dimk HomkSri (Y λ(i) ⊗ Yμ(i),k),
and hence also equal to dimk HomkSri (Y
λ(i), Yμ(i)). 
Similarly we have a more general result: Let ν be a p-partition of r and for each i, let ri be the
numbers of times pi occurs as a part of ν . Let λ(i) be the p-restricted partition such that Y λ(i) is the
projective cover of the trivial kSri -module. Deﬁne λ =
∑
i λ(i)p
i . Then λ  r and Y λ is the Young–Scott
module with Young vertex Sν . It is easily checked that Y pλ is the Young–Scott module for Srp with
Young vertex Spν . It follows that multiplying partitions by p induces a one-to-one correspondence
between the Young–Scott modules for Sr , and the Young–Scott modules for Srp corresponding to
partitions with parts all divisible by p.
Proposition 4.2. Let λ,μ  r. There is a multiplicity preserving one-to-one correspondence, given by multi-
plying partitions by p, between the Young–Scott module direct summands of Y λ ⊗ Yμ and the Young–Scott
module direct summands of Y pλ ⊗ Y pμ corresponding to partitions with parts all divisible by p.
Proof. Let Y ν be a Young–Scott module for Sr , then Y pν is a Young–Scott module for Srp . By Theo-
rem 3.6, we have an equality of multiplicities
[
Y λ ⊗ Yμ : Y ν]= [Y pλ ⊗ Y pμ : Y pν].
The correspondence now follows by the preceding discussion. 
We are now in a position to prove the ﬁnal theorem which is a lower bound on some Cartan
numbers for Schur algebras.
Theorem 4.3. Let λ,μ  r, then
dimk HomkSrp
(
Y pλ, Y pμ
)
 dimk HomkSr
(
Y λ, Yμ
)
.
Proof. By Proposition 4.2, the number of Scott module direct summands in a direct sum decompo-
sition of Y λ ⊗ Yμ is at most equal to the number of Scott module direct summands in a direct sum
decomposition of Y pλ ⊗ Y pμ . By Lemma 2.6, the result follows. 
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