This paper is concerned with the problem of optimal (maxi- 
Introduction
To calibrate an airborne antenna array, a single source is typically placed in a fixed location on the ground, and the aircraft flies around the source to receive data from various azimuth and depression angles. Unfortunately, this does not provide information for signals arriving from above the aircraft (unless the plane can fly upside down!), and these directions must either he ignored, or approximate calibration data (e.g., from a scale model in an anechoic chamber) substituted for them. While in most airborne direction finding (DF) applications there are no actual emitters above the collection platform, it is common for signals from groundbased emitters to reflect off upper layers of the atmosphere and he received by the aircraft from above, as depicted in Figure 1 . This is especially common in the HF band, where it is referred to as the "skywave" phenomenon. Even though the array is typically on the underside of the aircraft and is primarily sensitive to signals arriving from below, a significant component of the skywave signals is coupled into the array through the aircraft frame.
There is no difficulty in implementing one-dimensiona1 DOA estimation techniques such as MUSIC [l] in situations like those described above, one simply plots and searches the DOA spectrum only over the angles for which the array is calibrated. However, if the signals from uncalibrated DOAs are due to sliywaves as in Figure 1 , they can be highly correlated with the signals from calibrated directions, and one-dimensional techniques may perform poorly. Multidimensional algorithms must be used in such cases, but the question of how to parameterize a partially calibrated array (PCA) and estimate the resulting parameters becomes an important issue.
In this paper, it is shown how one might parameterize a PCA, and conditions are derived under which the resulting PCA model is identifiable. In addition, it is shown how the subspace fitting class of algorithms may be adapted to properly handle PCAs, and estimate the calibrated DOAs with minimum variance. Both the signal subspace fitting (SSF) [2] and noise subspace fitting (NSF) [3] methods will be considered. For the case of SSF, the optimal subspace weighting remains unchanged, but the form of the criterion function is modified. For NSF, the criterion remains the same, but the weighting is formed by taking a certain sub-block of the weighting in the fully calibrated case. In either case, a non-linear minimization is required only for the DOAs that arrive from calibrated angles. Since this number is typically not known c1 priori, a technique is presented to individually estimate the nuniber of calibrated and iincalibrated DOAs.
Data Model and Relevant Algorithms
In the standard narrowband model, the output of the array can be described by
where s ( t ) and n(t) are the received signal and noise, respectively, and where
represents the array^ response for m sensors and d total sources. If E, and E, denote the signal and noise subspace eigenvectors of the covariance of x ( t ) , then the SSF and NSF (minimization) criteria can be expressed as follows:
where W and U are weighting matrices, and P i ( 8 ) is the projection
P i ( @ ) = I -A(O)[A*(8)A(O)]-'A*(e) .
The ley feature of these algorithms is that asymptotically optimal (in the maximum likelihood sense) DOA estimates are achieved if the following weightings are applied:
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where A, is diagonal and contains the signal subspace eigenvalues, e2 is a consistent estimate o,f the noise power, (.)+ denotes a pseudo-inverse, and 8 0 is a consistent estimate of the DOAs.
PCA Model
The above algorithms must be modified when only a PCA is available, since the array cannot always be fully parameterized by the DOAs alone. Suppose there are respectively c and U signals from calibrated and uncalibrated DOAs, so that d = U + c, and assume for simplicity that there is only one parameter per source (e.g., azimuth angle only). The case of multiple parameters (e.g., azimuth and elevation) is handled identically. Withont any information about the array response in thc iincalibrated directions, the array can only A, is an m x U matrix containing the array response vectors for the uncalibrated DOAs, and 8 v = [ R e : ; : ; ] ( T i It will be assumed that A(v) is always full rank for signals arriving from distinct directions, and hence that the array, though only partially calibrated, is nonethcless unambiguous.
For this model, the subspace relationships that miist be exploited by SSF and NSF are as follows: (7) is thus somewhat over-simplified.
The critical issue of course is the identifiability of 6' in the model above. Consider for a moment the case where there are no perfectly correlated signals (d = d'). 
Identifiability in

Detection and Estimation with PCAs
This section presents the modifications necessary to apply the SSF and NSF algorithms to arrays parameterized by the PCA model above, assuming that both c and U are known. A technique for estimating c and U is presented at the end of the section.
Subspace Fitting Algorithms bility, we have
Using the constraints on A, necessary for identifia-
Augmenting (2) (14) where U, is the upper left c x c block of U,,,, in (13).
As in the standard formulation of the problem, NSF does not yield consistent estimates when coherent signals are present [5] , and thus SSF is preferred in such situations.
Determining the Number of Signals
Due to the loss of identifiability in most cases involving coherent signals, only the case where d' = d will be considered here. In such cases, an estimate of the total number of signals present is easily obtained using standard methods, but determining values for c and U is somewhat more difficult. Using arguments similar to those in [7] , it can be shown that when c and U are correctly determined and V,,, in ( 1 2 ) is evaluated at its minimizing argument 60, then 21VVssF(60)/62 is a x2 random variable with 2c(m -d ) -c degrees of freedom.
Using this fact, the following simple hypothesis test can be used to estimate c: 1.
.
3.
4.
5.
6.
Find an estimate d^ of the total number of signals using a standard detection algorithm.
Let the null hypothesis be HO : c = i.. 8. If E = 0, stop; otherwise, return to step 3.
[31
A Simulation Example
As a simple example of the techniques presented, consider a six-element uniform linear array that is "calibrated" only for angles very near broadside. Two 10dB SNR signals from the calibrated DOAs 0" and 5" were simulated, along with a 5dB SNR signal arriving from an "uncalibrated" direction of -25". The uncalibrated signal was assumed to be correlated with the broadside source with a varying correlation coefficient p . A total of 250 snapshots were used to estimate c and U and the calibrated DOAs, and 1000 such trials were conducted for various values of p ranging from 0 to 0.7. Figure 2 shows the probability of correctly determining c = 2 for two different choices of the threshold y corresponding to confidence intervals of 95 and 99%. In each case, the detection probabilities closely match the predicted confidence level. The RMS estimation error associated with the broadside source is plotted in Figure 3 for both MUSIC and SSF. While the performance of both algorithms degrades as correlation increases, the RMS error for SSF is significantly lower at all values of p .
