Given a Markov semigroup of linear operators in the space of realvalued continuous functions on the line vanishing at infinity, we prove that the Levy measure exists if the domain of the infinitesimal generator contains T>K(DmDf), the domain of William Feller's generalized second order differential operator restricted to functions with compact supports. We give estimate of singularity of the Levy measure and representation of the infinitesimal generator. Conversely, given Levy measure or the form of infinitesimal generator, existence of the corresponding Markov semigroup is shown under some conditions. The case of circles is also discussed.
It is known that the transition semigroups of processes continuous in probability with stationary independent increments are M-semigroups in C0(R), that the domains of their infinitesimal generators © contain all C2 functions with compact supports, and that they have (translation invariant) Levy measures nx(dy), which are finite outside a neighborhood of x and make (y -x)2 integrable near x. © has the form Wix) = a^(x) + bfx(x) + cf(x) + L x [ny)-fw-x<*-i-*+»(y)äi í*)]"*^)
where a^O, c = 0 and b are constants. Our results are extension of these facts. In case all C2 (or CM) functions with compact supports belong to ®(@), the results are already known for Rn [1] , [12] , [13] , [15] . (5) xu is the indicator function of U.
Let us call an operator A in C0(£) dispersive, if, whenever fie ®04) attains its positive maximum at x0, Afiix0) is nonpositive. Dispersiveness is a necessary condition for an operator to generate an M-semigroup(e). An operator defined by the right-hand sides of (1.4) and (1.6) on £\r and F, respectively, is dispersive if the coefficients satisfy the sign conditions (1.5) and (1.7). Although we can prove the representation (1.4) for all x e R including F with £s+/or D~f replacing DJ, the condition (1.5) for points in F does not guarantee dispersiveness of an operator defined by the right-hand side. This is the reason why we ought to use (1.6) on F.
In § §3 and 4 we investigate Levy measures and infinitesimal generators, given M-semigroups. Turning to the converse direction, we will give in §5 sufficient conditions for operators of the form (1.4)-(1.7) to generate M-semigroups in C0(£) by using perturbation theory for semigroup generators. The M-semigroup thus generated has Levy measure equal to the given nx. In case m is continuous and Ds and Dm are ordinary differentiation with smooth coefficients, related results are found in [6] , [10] .
In §6 we will show that all the results can be carried over to the case of circles from the real line.
To every M-semigroup in C0(£) there corresponds a Markov process on the line and the probabilistic meaning of the Levy measure is investigated in [5] , [6] , [8] , [14] . The problem of finding Markov processes which have Levy measures equal to (or greater than) a certain given measure has a special importance connected with the study of behavior near boundary for Markov processes. Thus Motoo [9] essentially proves that in order to find all those Markov processes on the closed disk which have continuous trajectories, stay on the boundary only for a set of times of Lebesgue measure zero, and behave in the interior in the same manner as the Brownian motion, it is necessary and sufficient to find all the Markov processes on the boundary whose Levy measures are identical with that of the Cauchy process wound around on it. It is for this reason that, in examples, we are especially interested in the existence of those M-semigroups which have Levy measure nxidy) = n'1iy -x)~2 dy (i.e., that of the Cauchy process) in case of the line or nxidy) = (2Tr)~1il -cos iy-x))'1 dy (i.e., that of the Cauchy process wound around) in case of the unit circle.
Motoo (unpublished) introduced integro-differential operators of the form (1.4) in 1966 and found the result stated in Example 6.1 with (6.3) replaced by a stronger condition lim sup \sxiy)\mix, y)nxidy) = 0.
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Our Theorem 6.4 is merely an extension of this result of his.
(6) We say that A generates an M-semigroup if A is its infinitesimal generator.
[March 2. Lemmas concerning DmD¿~. Suppose we are given a strictly increasing continuous function s(x) on R and a measure m on R finite for compact sets and positive for nonempty open sets(7). s also induces a measure, which we denote by the same letter. Functions <px(y) and sx(y) are defined by (1.2) and (1.3) and i/ix(y) is defined by 
)) exists and is right continuous with bounded variation on any compact subset of U;
(iii) the induced signed measure D¡f(dx) on U is absolutely continuous with respect to m and its Radon-Nikodym derivative has a continuous version, which we denote by DmD¡f.
Note >(DmDs+ ; U2)(B). We denote by %0(DmDs+) the set of / such that fie C0(R) n%(DmDs+;R) and DmD?feC0(R), and by ®K(DmDs+) the set CK(R) n ®(7)mA+ ; R).
We also use the left derivative D¡f(x), the limit of (fi(x) -f(x -h))/(s(x)-s(x -h)) as h ->0 + . If D+f(x) = Dgf(x), we write the value as Dsf(x).
We will prove some lemmas.
Lemma 2.1. Let f be continuous on [xx, x2] and let D^fiexist in (xx, x2). Then for some x0 and x'0 in (xlt x2).
Proof is easy and omitted. One consequence is that if D?f(x -), the limit of L>sfi(x -h) as h-^0 + , exists, then D~f(x) = D+f(x -). Another consequence is that if/is continuous in (xx, x2) and 7)s+/=0 in (x1} x2), then/is constant. More generally, we have Lemma 2.2. Let fie^(DmDs+; (xlt x2)) and DmDtfi=0. If fi(x0) = Ds+f(x0) = 0 at some x0 e (xx, x2), or f(xx + ) = D¡f(xx + ) = 0, or fi(x2 -) = Ds+/(x2 -) = 0, then /=o.
Proof is immediate, since we get D+f=0. Similarly, if The following three lemmas deal with some extension of functions in <D(£m£'s+ ; U) to a wider domain U'^U.
Lemma 2.4. Let Xy<x2<x3<x± and let f be a function on ixy, x2) u (x3, jc4) which is constant in each interval: f=a on ixy, x2),f=a' on (x3, xt). Then, f can be extended to a function /e $>(£>m.Ds+ ; ixy, xj) such that a A a' ^f= a V a' (10) If/ satisfies f(x3) = a' and D?fix3-) = 0, then / belongs to ®(2>m.Ds+ ; (xy, x4)).
Fix x0 e ix2, x3) and let gy, g2 e C[x2, x3] be such thatgi =0 at x2, > 0 on (x2, x0),=0 on [x0, x3] and g2=0 on [x2, x0],>0 on (x0, x3), = 0 at x3. We can choose positive constants cx and c2 in such a way that g = c2igx -cxg2) satisfies § (X2.X3]g(y)m(dy) = 0 and Sxls(dy) f(*a.»] g(z)m(dz)=a' -a. If we use this g,/satisfies all the requirements. The case a = a' is trivial and the case a>a' is similar.
Remark 2 2. In the above lemma,/can be chosen to satisfy ||Dm£»s+/|| ^k\a -a'\, where k is a constant depending on x2 and x3. This is clear from the proof. Lemma 2.5. Let xx<x2<x3<xt and let fie 1)(Z)m£»s+ ; ixx, x2) u (x3, x4)). £ei £»mZ>s+/(x2 -) and £m£s+/(x3+) exwr. £nen, /or any e>0 w can find fê (DmDs1" ; (xi, x4)) wn/cn is an extension of f and satisfies Remark 2.3. In the above proof, if \b\ ikkx and \c\ úkx, then g can be chosen to satisfy ||g|| ¿¡k2, where k2 is a constant which depends on x2, x3, e, and ky. For, choose i1 such as iCi(l +w[x2, íi])í*2(fi)<e, let f0 e fe, fi) and let g0 be a continuous function on [£0, fj vanishing at f0 and ^ and positive on (f0, |j). Given /, we can choose g as follows: g(x) = c(f0 -x)/i$0 -x2) for x g [x2, |0] and
This remark will be useful later.
Lemma 2.6. Let xx<x2<x3<Xi and let f(x) = c<pXoix) on (xi; x2) and fix) = c'<pXoix) on (x3, x4). Then, there is a function /e î)(£m£s+ ; (xi, x4)) such that f=fon (xj, x2) u (x3, x4) and
The same is true if we replace <pXo by <¡iXa in the above statement.
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Proof. Assume x0<x2<x3 or x2<x3<x0. The other case is readily reduced to this case. Let c<c'. Let x2<ii <$2<x3 and let/=/on (x1; x2) u (x3, xA, and
where g is positive continuous on (x2, £x) u (£2, x3) and g(x2 + ) = g(x3 -) = 0. Then fe D(DmD¡r ; (xl5 ¿¡x) u (£2, x4)) by Lemma 2.3. If we choose £ i close to x2 and £2 close to x3, we have c<p»;0(x) </(x) < c'cpXo(x) on (x2, f j) U (|2, x3). In order to obtain/on (x1( x4), we have only to connect the two separate parts of/obtained in this way first by a step function, and then using Lemmas 2.4 and 2.5 appropriately.
The case c = c' is trivial and the case c>c' is treated similarly. Using these lemmas, we can prove some assertions concerning how large the The statement remains true if we replace <pXo by cbXo.
Proof. Suppose x0 £ (x1? x2). Approximate / by a step function g vanishing on (-oo, Xj-I-S) u (x2 -8, +co) for some S>0 and having an even number of jump points Çx, &, •-•>£•>• Suppose x1<(;1< • • ■ <f"<xa and g(x) = c¡ on (£t, |j + 1). Choose a function n e 2)K(/)mDs+) such that n(x) = 0 on (-oo, fj u [£", +oo), n(x) = c¡cpXo(x) on (f" |i + 1) for even /', and
on (f¡, fi + 1) for odd i, letting c0 = cn = 0. Such an n exists by Lemma 2.6. Then f'(x) = h(x)/cpXo(x) is the desired function. In case x0 e (xl5 x2), the proof is the same if only we choose g and /' flat in a neighborhood of x0.
Using Lemmas 2.4 and 2.5 combined with Remarks 2.2 and 2.3, we can prove another extension lemma. Lemma 2.9. Given positive constants kx and k2 (kt > k2), letfe ®(Z)mF>s+ ; (x1} x2)) have ¡/I, ||DS+/|, and ¡jD^/V/IK11) not exceeding klt let DmD^f(x2 -) (hence also f(x2 -) and Dsf(x2 -)) exist and let fi(x2 -)^k2. Then we can find a constant k3 such that there is an extension f of f to (xl5 +oo) which is in%(DmDt ; (x1; +oo)), (") We use the notation \g\ =sup.T \g{x)\ for any function g. positive on [x2, x3) and zero on [x3, +00) for some x3, and satisfies ]|/||, ||£m£s+/|| úk3. k3 is determined by x2, kx, and k2. The similar assertion is true for extension to i -co, x2), too.
3. Levy measures. The following theorem gives a sufficient condition for the existence of the Levy measure and describes the order of its singularity and some other properties.
Theorem 3.1. Let {Tt} be an M-semigroup in C0(£) with infinitesimal generator <3 and assume that eS(@)='®K(£Jm£s+). Then, (i) {£J has the Levy measure {nxidy); x e £}.
(ii) nx is continuous with respect to x in the sense that lim f fiiy)nxidy) = f fiy)nXoidy)
x->x0 Jr\(x} Jr\{x0)
for each x0 and fie CK(£) such that Sif) $ x0. (v) (1.1) holds for all x e R and fie C0(£) such that Sif) $ x.
(vi) Let E be compact. We have for every fie CK(£) such that /(x0) = 0.
Proof. Let x0 e R. For each fie ^KiDmDs+) such that /(x0) = 0, /"^¡/(Xo) tends to @/(x0) as r->0 + . Given £=[x1; x2] ^ x0, let g be such that ge t£>Jf(Z)m£>s+), g SO, [g]£ = 1, and g(xo) = 0. Such g is found by Lemma 2.4. For each fie CKiR) such that S(/)<=£, r^/fe) is convergent as t^0+. In fact, given £>0, we can pick/' e 2>K(£m£s+) such that ||/-/'|| <e and 5(/')=£(Lemma 2.7), and we have t-'Tfixo) = r1£(/'(x0) + r1£i(/-/')(x0), the first term of which is convergent as t -> 0+ and the second term has absolute value ^et'1Ttgix0), which tends to £@g(x0). Consequently, there exists a finite measure nXo on E such that r-1rt/(x0) tends to $Ef(y)n%0(dy). E^E' implies nXo = nXo on E. Hence nXo is extended to a measure nXo on F\{x0}, which satisfies the conditions of Levy measure. The assertion (ii) is proved through approximation of / by functions of <£)K(DmD+). Note that the assertion is immediate if fe<$K(DmDs+), since 
Jr\u
The right-hand side is independent of F and bounded on V, because the first term is á@g'(x) if we choose g' e ®i:(7)m7J>s+) satisfying g' = 0, g' = 0 on V, and g'^g on F\(7 (Lemma 2.4). Hence we obtain (iv). Let Pt,x(dy) be the measure such that Ttf(x)=\f(y)Pt,x(dy). By the same idea we get finiteness of sup¡ t~1Pt¡x(R\U) for x e U, and hence, (v) is proved through approximation by functions of CK(R).
Proceeding to the proof of (vi) and (vii), let x e R he fixed, and let t-19x(y)Pt.x(dy) = Qt.x(dy).
If fie CK(R) satisfies fi<pxe®K(DmDs+), then j fi(y)Qt,x(dy) tends to &(fipx)(x) as r^0+.
We claim that ¡fi(y)Qt.x(dy) converges for all feCK(R). Let S(f) c [xx, x2]. Choose geCK(R) such that g-cpx e l)K(DmD¿~), gäO, and g=l on [Xx, x2], using Lemma 2.6. Further, we can choose, for any e>0, a function /' e CK(R) such that f'-cpx e ®K(DmDn, \\fi-fi'\\ <e, and S(fi')^ [Xl, x2] by using Lemma 2.8. Then, $f'Qt,x(dy) converges and J (f-fi')Qt,x(dy) has absolute value = e $ gQt.x(dy)-Hence, [fiQt,x(dy) converges as r^0 + . There is a measure Rx(dy) on R finite for compact sets such that the limit is represented by ¡fRx(dy). If/vanishes in a neighborhood of x, then the limit also equals J f<pxnx(dy). Hence, Rx(dy) = <px(y)nx(dy) on F\{x}. This proves (3.1) for all x and (3.3) for all x0. The same fact can be proved for Jjx instead of ç^, and we get (3.2) and (3.4), since 'l'Áy) -9x(y) = m{x}sx(y). The proof of Theorem 3.1 is complete. exists for xeU and is measurable^2) with respect to x. The same is true with D£f replaced by D¡f.
Proof. Existence of the integral is a consequence of (iv), (vi), and Lemma 2.3. If £ and £' are disjoint compact sets and if g(x, y) is a bounded jointly measurable function on Ex £', then jE, g(x, y)nxidy) is measurable on £ by a standard argument. Let g(x,j) be the integrand in (3.6), £=[x0, x0 + l/n], and £' = [x0 + 2/n, x0+n]. Then we see that ilx + 2iniX + n-xln]g(x, y)nxidy) is measurable on £, hence on £. Therefore J"(je> + m) g(x, y)nxidy) is measurable on U, and so is the integral on (-00, x). Proof. Let A = DmD+ with domain <£>iA) = 1)0iDmD+). We claim A is a closed operator in C0(£). Suppose fi e <£(A), Afi=gn, ||/-/n||^0, and |g-g"|-^0.
We will prove/e 1>04) and Af=g. Let Xj <x2 and xlt x2 $ F. As Feller [3] shows, there are the Green function C7(x, y) and the minimal harmonic functions /£(x) and H2ix) relative to DmDf on [xy, x2], and/n is represented as fiix) = r2Gix,y)gniy)midy) + Hyix)fiixy) + H2ix)finix2).
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It follows that the same equality holds with / and g replacing /" and gn, which implies fie %iA) and Afi=g. Hence, A is closed. & is also closed since it is an infinitesimal generator. From this closedness of two operators, we get an estimate Proof. Let t/=(x», x2), xeU, and let sx, cpx, and p be functions in ^K(DmD*) which coincide on U with sx, cpx, and 1, respectively, and <px ;> 0, 1 = p~ = 0. Given fe ®K(DmD?) define gx(y) by f(y) = p(y)f(x)+sx(y)Ds+f(x)+<px(y)DmD+f(x)+gx(y). exists for each point xe R if fe D(DmD* ; R) n C0(R). The limit is represented in the same way. In fact, such/is the sum of a function in ®K(F)m7)s+) and a function in C0(R) which vanishes in a neighborhood of x (Lemma 2.5). Theorem 3.1 (v) applies to the latter.
Adding some observations to the above proof as we did in the proof of Theorem 3.2, we get the following result. (ii) There are functions a + , a", and c on F such that (1.6) holds on F for fe 1>(©) and they satisfy (1.7), and hence, \Bf(x)\ =«\\Af\\ +ß"\\fi\\ where a" is a times the left-hand side of (5.6) and ß" is some constant. Since a and a" are both less than 1, the proof is complete. Proof. This is easily reduced to Theorem 5.1. We make some remarks on Properties I-IV. Remark 5.3 . If the measure m is finite, then m and s have Property II with a = the total measure of m. This is because (5.12) (siy')-siy))-ii9xiy')+9xiy)) = miy,y'] for y g x g y', y # /.
Remark 5.4. The following fact is useful in checking Property II: Let K be compact and let a0 be the supremum of m{x} for x e K n F. Given any £>0, we can find yx and y'x for each x e K such that yx^x^y'x, (s(yx)-s(yx))~1(<px(yx)+<Px(y'x)) < cc0 + e and supx.eK (siy'^-siy^)'1 <oo. In fact, we can choose yx = x and y'x = x + h, S being independent of x.
The following two remarks are consequences of the preceding remark and (5.12). =0, and let @/(x) be defined by (1.4) with c7(x) and U replaced by 1 and (x-n, x + n), respectively. Then, © is an operator in C0(R) which satisfies the condition in Theorem 5.2, and hence generates an M-semigroup in C0(R). If we can have (5.13) in Property III, the assumption of the vanishing at infinity for b can be dropped.
6. The case of circles. Let 5 be a circle, let C(S) be the Banach space of continuous functions on S, and define M-semigroups and Levy measures in the same manner as in C0(R). Suppose that we are given a finite continuous measure s and a finite measure m on S, both of which are positive for nonvoid open sets. Let T be the discontinuity set for m. All the results in the preceding sections are carried over to this set-up. The situation is even simpler, since the state space S is compact and we do not need any consideration relating to the boundary. Thus, any choice of m and s satisfies Property I. Also, Properties II and III are meaningless. For distinct points x, y e S, we denote by (x, y) the open connected set in S with endpoints x and y such that if a point moves from x to y in the set (x, y), it goes counterclockwise, (x, y], [x, y), and [x, y] are defined in like manner. The totality of nonempty open connected sets U in S which are different from S is denoted by <W. We say that x < y in ¿7 if (x, >>)c U. For each U e °U, we define T>(F>mF>s+ ; U) and DnDtfon U as we did in §2. <£(DmDt) is defined to be the set off such that [f]u belongs to D(DmDs+ ; U) for every U e %. For each U e <?/, we define s^(y), <px(y), and ifi^(y) for x, y e U as follows: for some positive constants kx and k2, and if © is defined on ®(7)mF)s+) and generates an M-semigroup, then we have a + ß> -1 by virtue of Theorem 6.1 (iii), noting that <p%*(y) = const x 6x(y)a + ß + 2 for x = x0. It can be proved that there is a constant ka<e such that <pxx(y)Ska_e6x(yya + ß + 2)A2 for all x and y. Hence, conversely, if a+ß> -1 holds, then (6.3) is proved by (6.4) and © is defined and generates an M-semigroup. Example 6.3. Again let @ be the same as in Example 6.1, m being continuous. Suppose s(dy)=X(dy). If m satisfies (6.5) lim f |log ex(y)\m(dy) = 0
