Objective To evaluate existing automatic speechrecognition (ASR) systems to measure their performance in interpreting spoken clinical questions and to adapt one ASR system to improve its performance on this task. Design and measurements The authors evaluated two well-known ASR systems on spoken clinical questions: Nuance Dragon (both generic and medical versions: Nuance Gen and Nuance Med) and the SRI Decipher (the generic version SRI Gen). The authors also explored language model adaptation using more than 4000 clinical questions to improve the SRI system's performance, and profile training to improve the performance of the Nuance Med system. The authors reported the results with the NIST standard word error rate (WER) and further analyzed error patterns at the semantic level.
INTRODUCTION
Studies have shown that clinicians have many questions when seeing patients.
1e7 Table 1 shows a subset of questions posed by clinicians. Identifying possible answers to such questions will support the practice of evidence-based medicine 8 and, as a result, may improve the quality of patient care. 9e11 With that goal in mind, we are developing a clinical question answering (QA) system called AskHERMESdHelp clinicians Extract and aRticulate Multimedia information from literature to answer their ad hoc clinical quEstionSdwhich automatically extracts information needs from ad hoc clinical questions, returns relevant documents, extracts relevant answers, and summarizes and formulates answers in response to these questions. AskHERMES has the potential to help clinicians effectively identify answers they need at the point of patient care.
One challenge that clinical questions pose for an automatic QA system is that they are typically long and complex. Table 1 presents examples randomly selected from the 4654 questions in the ClinicalQuestion data, which were collected from healthcare providers across the USA.
1 12e14 The average number of word tokens for each question in the collection is 20, and busy clinicians rarely have the time to type questions of such length into computers or portable devices, such as personal digital assistants, as question-answering systems have traditionally required.
Speech is a fundamental (and perhaps the most important and natural) modality of interaction, providing an efficient way to address the aforementioned challenge in QA systems. For a clinician, a speech interface to QA would save time and also allow for more natural and easy interaction during searches for answers to questions. A speech interface would also support QA via cell phone and other portable devices in cases in which there is no computer access; such situations include combat zones and ambulance delivery. Moreover, a speech interface could circumvent potential confusion resulting from spelling errors, alternative spellings, and abbreviations that often accompany the use of long and complex medical terms in text-based QA. This study reports our evaluation of one state-of-the-art automatic speech-recognition (ASR) tool and a heavily used off-the-shelf commercial ASR system on spoken clinical questions, the subsequent domain-specific adaptation of one of these systems, and the evaluation of the adapted system.
RELATED WORK
Most ASR work in the clinical domain focuses on medical dictation. Such work can be generally grouped into two categories: performance evaluation of multiple speech-recognition software products 15e17 and usability studies. 18e21 Zafar et al 15 reported training times and accuracy rates on different ASR systems when default and additional medical dictionaries were used. They also reported that ambient noise (within reason) had no real effect on the recognition accuracy. In their later work, 16 they identified nine categories of errors committed by Nuance Dragon (4.0) on clinical notes. Similarly, Devine et al 17 compared the out-of-box performance of three commercially available continuous speech-recognition software packages for dictating medical progress notes and discharge summaries. They found that IBM ViaVoice 98 with General Medicine Vocabulary had the lowest mean error rate (7.0e9.1%), while Nuance Dragon Medical (version 3.0) had the highest (14.1e15.2%). In their studies, 15e17 the text was read by the same speaker to different speech recognizers at different time, but the speaker's pronunciation is likely to change over the time even for the same words. Therefore, the acoustic properties of the test data were expected to be different for different speech recognizers.
Some published studies 18 19 21 have presented the results of ASR software being used for transcribing part of the work, with the rest being transcribed via humans. One study 18 reported that computerized speech recognition may be an acceptable alternative to human medical transcription for producing outpatient notes, while other studies found the additional cost incurred by using an automatic speech recognizer unacceptable in their clinical documentation process. 19 21 We found limited ASR work in the clinical domain on spontaneous speech, which is the type of speech that is the focus of this study. ASR systems for spontaneous speech have been developed in other domains, however. One study in another domain 22 showed that spontaneous speech effects significantly degraded recognition performance. A multiword model was developed for modeling repetitions for recognition of conversational telephone speech, 23 leading to an absolute WER reduction of 2.0%, from 42.1% to 40.1%, on already well-trained acoustic and language models. Using unsupervised language model adaptation, Niesler Since the commercially available Nuance Dragon ASR systems were introduced in 1992, 27 they have been widely used in hospitals for physician dictation, especially in the radiology domain. Surprisingly, only a few studies have evaluated the performance of Nuance Dragon ASR systems. One study showed that Nuance Dragon was successful in interpreting dictated cardiological reports. 28 Other studies have shown that Nuance Dragon ASRs are not user-friendly and show disappointing performance in some clinical subdomains. Havstam et al, 20 for example, concluded that it is time-consuming to learn to use Nuance Dragon, and Issenman and Jaffer 29 concluded that Nuance Dragon (6.0) was disappointing because, despite its steep learning curve, its recognition performance was poor, effectively limiting its broad acceptance among physicians.
Previous ASR evaluations in the clinical domain all measured performance on continuous speech that was rehearsed or read aloud. Our goal was to evaluate ASR systems on spontaneously spoken questions, inspired by a recent study 30 in an inpatient setting demonstrating the feasibility of voice capturing medical residents' clinical questions in spontaneous natural language. Due to the ad-hoc nature of conversational speech, such questions often include disfluencies or grammatical errors. We are unaware of any current work that is studying how those factors will affect the performance of ASR. Furthermore, previous studies were performed using off-the-shelf ASR systems as black boxes. In this study, we explored a learning-based language model adaptation approach to adapt the SRI system for recognizing spoken clinical questions.
METHOD
We evaluated the performance of the Medical and Generic versions of Nuance Dragon and the generic SRI Decipher system on recognition of spoken clinical questions. We then employed a language model approach for domain adaptation to improve ASR performance on spoken clinical questions. Since we could not change the models of the Nuance Dragon systems, we tested the effectiveness of the adapted model (SRI Adapted) based on the SRI Decipher system (SRI Gen). We tested the use of profile training to improve the performance of the Medical version of Nuance Dragon (Nuance Med). We analyzed the errors made to determine the effect of domain semantics.
ASR systems used
Nuance Dragon is a heavily used off-the-shelf ASR system, especially for dictation applications such as creating radiology reports. It has versions tuned for various genres. In this study, we employed the Medical and Generic versions (Nuance Med and Nuance Gen).
The SRI Decipher system used for all our experiments is a conversational speech-recognition system jointly developed by SRI and ICSI for the NIST Rich Transcription speechrecognition evaluation. 31 
Language model adaptation for spoken clinical questions
Model adaptation is required to tune a basic set of models to specific acoustic and lexical characteristics (eg, to accommodate different types of acoustic conditions or semantic requests) or to subsets of speakers (eg, a different age group). Typically there are several different submodels in an ASR system, such as acoustic model, language model and phonetic model. To limit the scope of this study, we only investigated adaptation of the language model (LM) in this paper. The recognizer in the SRI system uses KnesereNey-smoothed 32 bigram, trigram, and 4-gram LMs at various stages of decoding. The baseline LMs are constructed by static interpolation of models from different sources, including meeting transcripts, topical telephone conversations, web data, and news; details can be found in Ozgur and Andreas. 33 When adapting the LMs using the strategies described below, all versions of the LMs used in the recognition system (bigram, trigram, 4-gram) were adapted similarly.
Two popular approaches for LM adaptation are model interpolation and count mixing. 34 In model interpolation, an out-ofdomain model Ө OOD is interpolated with an in-domain model Ө ID to form an adapted model Ө:
where P(w i |h i ) is the probability of the current word w i given the history of n e 1 words, h i , in an n-gram LM (Ө, Ө OOD , or Ө ID ). a is a weight in [0,1], controlling the influence of the outof-domain data on the final model and is usually optimized on a development set. Another approach to LM adaptation is count mixing, where the n-gram counts from all sources are summed, often after applying source-specific weights.
In this study, we employed supervised LM adaptation, that is, we used the manual transcription of clinical questions as collected by NLM (http://clinques.nlm.nih.gov), excluding the set used for ASR experiments. The interpolation weight was not tuned, and the default value of 0.5 was used. The tuning of parameters usually results in better speech-recognition performance, but our goal in this study was to determine the potential of the approach, and tuning is left for future work. As this set introduced more than 2000 new medical terms that are missing in the generic LM, we used a heuristic-based pronunciation estimation system to augment the pronunciation dictionary. Note that, while the medical terms are long enough to facilitate recognition, pronunciations listed in the dictionary are critical, and the estimation is not an error-free process.
EXPERIMENT AND RESULTS
Our goal is to evaluate the existing well-known speech-recognition systems on spoken clinical questions. We also evaluated adaptation methods and the effects of domain semantics. In order to eliminate the effect of acoustic differences that were present in all the previous comparative studies, we used the same set-up to record all the spoken questions to better compare the performance of all systems (as is typically done in speechrecognition research). Furthermore, we report the sum of substitution, insertion, and deletion errors (referred to collectively as word error rates (WER), an established metric for evaluating speech-recognition systems), instead of just analyzing substitution and deletion, as in some previous studiesdfor example, Devine et al.
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Data collection and experimental setup
In this study, we randomly selected 180 questions from the 4654 clinical questions used in Yu and Cao. 35 In the clinical-question data collection, all the clinical questions were deidentified to preserve the confidentiality of the physician asking the question and the patient or patients referred to in the question. The clinical questions were not edited for typographical errors.
To create the spoken data needed for our experiment, with the approval of Institutional Review Board at University of Wisconsin-Milwaukee we recruited nine medical students in their second year of medical school at the Medical College of Wisconsin. All of them were native English speakers and used English as their primary language. The subjects were each assigned 20 questions for the speech recording, and for each question, two types of speech were recorded: speech that was read verbatim (referred to as 'Read') and speech in which the question was asked in the subjects' own words spontaneously (referred to as 'Spoken'). In return, we offered each participant a small gift (w$15) for their participation.
Out of the 180 clinical questions that were recorded, we systematically evaluated the performance of five speech-recognition systems on 120 questions, based on the WERs established by the NIST Sclite standard scoring script. The five systems consisted of the four aforementioned systems (ie, Nuance Generic, Nuance Medical, SRI Generic, SRI Adapted) and a combined system that merged the results from the four systems based on a majority voting method, which aligns all four ASR outputs and selects the words that are included in the output of a majority of recognizers. We then used the recording data of the remaining 60 questions to investigate the effects of profile training on the Nuance Medical system. In our evaluation, the original clinical questions were used as references for the 'Read' setting, and one native English speaker manually transcribed the subjects' own versions of the questions as references for the 'Spoken' setting, where vocal pauses and stammering that were present in the spontaneous speech were included. For the two data sets, the average number of words per clinical question was 25.2 for the set of 120 questions and 38.1 for the set of 60 questions; the average number of sentences per clinical question was 1.4 and 2.0, respectively. Table 2 presents the WERs of the five systems on both the 'Read' and 'Spoken' setting of the 120 clinical questions. The Nuance Med system was shown to outperform the Nuance Gen system by improving the overall WER from 68.1% to 67.4%, but the performance dropped slightly (from 67.3% to 67.6% not statistically significant) for the 'Read' setting. The SRI systems achieved WER of 41.5% (SRI Gen), and our language model adaptation approach significantly improved the recognition performance leading to WER of 26.7% (SRI Adapted). But the performance of the combined system did not show any improvement as had been expected; on the contrary, the performance was slightly worse (WER of 28.2%) compared to the SRI Adapted system (WER of 26.7%).
Speech-recognition results
We further analyzed the performance among the five systems described above in terms of deletion error rate, insertion error rate, and substitution error rate, respectively. Our results show that there is no statistical difference in WER between the Nuance Med and the Nuance Gen on spoken clinical questions, as shown in table 3. We found that although the overall performance of both SRI Gen and SRI Adapted was good, as shown in table 2, they did not perform well in terms of insertion rate, with 10.8%/9.8% and 6.1%/6.8% compared to other systems at 1.7%/2.3% and 1.3%/1.9%, respectively (p<0.001). The combined system outperforms the Nuance Med systems with respect to deletion rate (8.3%/8.8% vs 27.4%/26.5%) and the SRI Adapted systems for insertion rate (4.1%/4.6% vs 6.1%/ 6.8%), achieving the best substitution rate of 13.8% and 17.1 on the Read and Spoken setting, respectively. However, the combined system did not improve the overall performance, as shown in table 2. As for the comparison between the 'Read' and 'Spoken' settings, different systems presented mixed results based on differences in error rate. 
Effects of profile training on nuance systems
We also investigated the effects of the profile training feature available on the Nuance Med system by randomly selecting three medical students from our recording subjects (corresponding to the 60 questions we recorded) and creating profiles for each of them using the standard procedure of the Nuance Dragon system. Since the system only allows for one vocabulary to be used for each profile, we chose Family Medicine for our study because the questions we evaluated were posed by family physicians. Thus, we were only able to compare the results from Nuance Medical (with vs without profile training), as shown in table 2. We can see that profile training yields a significant performance improvement for Nuance Medical, with the overall error rate being reduced from 41.9% to 30.1%, the error rate for the 'Read' setting from 37.8% to 27%, and the error rate for the 'Spoken' setting from 51.1% to 37.3%.
Error analysis by Unified Medical Language System ontology mapping
We took a step further to gain a better understanding of the effect of domain semantics on recognition errors. To that end, we developed a system to analyze recognition errors semantically by mapping all the words in clinical questions to the Unified Medical Language System (UMLS) Metathesaurus 36 using MMTX (http://www.nlm.nih.gov/research/umls/implementation_resources/mmtx.html) and defining three metrics to measure the extent to which the generated errors in the recognition process relate to medical concepts, the corresponding semantic types, and medical terms. The first was conceptErrorR, which is the percentage of UMLS concepts in the original questions that are related to recognition errors; the second was semTypeErrorR, which is the percentage of UMLS semantic types in the original questions that are related to recognition errors; and the third was medTermErrorR, which is the percentage of medical terms in the original questions that are related to recognition errors. The results are shown in table 4. As anticipated, we observe error patterns at the semantic level similar to those at word level (WER). We can see that 68e78% of the medical terms in the clinical questions were incorrectly recognized by the Nuance systems, and 35e54% for the SRI systems. For the semantic type error rate and concept error rate, Nuance systems performed at 62e70% and 56e68%, and SRI system performed at 24e40% and 19e36%, respectively. The combined system was competitive in its ability to recognize domain semantics, as shown in the last row, but its performance was still worse than the SRI Adapted system. In addition, we found that the semantic level performance on the 'Spoken' setting was consistently lower than that of the 'Read' setting (comparing the two columns for each metric in table 4).
We observed that a total of 140 ('Read') and 139 ('Spoken') semantic types are involved in the 120 clinical questions, but the top 50 frequent ones account for 94.9% ('Read') and 95.0% ('Spoken') of all the medical terms that can be mapped to the UMLS. We thus conducted another analysis of error patterns focusing on only those 50 semantic types, finding lower error rate in terms of recognizing medical terms. In addition, we explored the relationship between semantic type frequency and corresponding term error rate for the top 50 semantic types. The results show a positive correlation on the Nuance system (except the 'Read' setting for Nuance Med) and negative correlation on the SRI and Combined system.
DISCUSSION
We found that none of the existing ASR systems performed well on spoken clinical questions, possibly because they were tuned for other applications. The language-model-based domain adaptation to the SRI Decipher system was quite successful, however, and the SRI Adapted system yielded the best total error rate of 26.7% (significant drop from 41.5% of the SRI Gen system), as shown in table 2. This indicates the importance of contextual information for speech recognition in the clinical domain. A good example is provided by the medical term 'Paget's disease.' Even though the second word in this term is covered by the generic model, the first word was not in its vocabulary and was therefore misrecognized by the SRI Gen model. However, the adapted LM can recognize these two words as a collocation, which allows for easier recognition of the first word based on the recognition of the second word. Domain-specific adaptation is crucial if existing generic systems are to be applied in the clinical domain.
In addition to language model adaptation, speaker-specific training appears to be as helpful for speech recognition on spoken clinical questions as it is in other domains as illustrated by the 28.2% drop (from 41.9% to 30.1%) in the total error rate of Nuance Med after speaker-specific training, as shown in table 2. The results suggest that speaker specific training, which can be thought of as one acoustic model adaptation, can also help improve the ASR performance of spoken clinical questions. Therefore, we speculate that the SRI Adapted system has the potential for further improvement if we integrate a profile training feature and other adaptation techniques.
As shown in table 3, the Nuance systems achieved better performance on insertion rate than deletion rate. We speculate that dictation is more prone to deletion errors because dictation speech tends to be faster and more fluent than conversational speech, which involves more disfluencies, such as fillers, pauses, and stammering, which could promote extra insertions. The language-model adaptation we explored on the SRI system can capture such linguistic characteristics, yielding a better performance. Our results show that different systems vary in ways that affect different error rate metrics. In addition, we observed that combining the results from different systems tends to yield a compromised performance, but overall it did not improve the recognition performance due to the overwhelming effect of some systems. Based on the semantic-level error analysis shown in table 4 , we observed that the medical term error rate (medTermErrorR) was consistently higher than the semantic type error rate 'semTypeErrorR' and concept error rate 'concepErrorR' for all the systems. This indicates that some incorrectly recognized medical terms can still be mapped onto the correct semantic types and concepts, which we believe might alleviate the adverse effects of word-level recognition errors in real applications. For this semantic-level analysis, we focused on the errors relating to the original domain semantics (corresponding to deletion and substitution rate at the word level) regardless of what improper semantic information was inserted. When comparing the results of tables 3, 4, we noticed that the medical term error rate (medTermErrorR) was higher than the sum of the deletion and substitution rate (eg, 35.4%/38.9% vs 18.4%/22.5% for the SRI Adapted system), demonstrating additional challenges faced by an ASR system interpreting clinical question speech in comparison to other general domains. Note that the automatic mapping to the UMLS during our semantic analysis was not perfect, and additional research is needed to validate our findings.
This study focused on the evaluation of ASR systems on clinical question speech in a laboratory setting. The better performance on WER and deletion/substitution/insertion rates achieved by the SRI Adapted system will not necessarily transfer to real-life applications. For example, errors in recognizing function words would not be as important as those in recognizing content words in the QA task, as the presence or absence of function words may not change the QA performance. Nevertheless, our findings provide a foundation for further improving ASR performance in a clinical spoken QA system.
CONCLUSION
The results of this study show that ASR systems do not perform well on spoken clinical questions when applied without domain adaptation or speaker-specific training. Learning-based language model adaptation and speaker-specific training each can improve performance significantly. Using both in combination may further improve performance.
The language-model-based adaptation explored in this study was simple but very effective, which suggests that ASR performance on spoken clinical questions may be further improved by employing more sophisticated language-based adaptation models. We intend to investigate more sophisticated language models, as well as adaptation methods for other components, such as the acoustic and phonetic models in the ASR system. For example, we plan to integrate profile training in the SRI Adapted system and develop a more systematically combined system for our future work. More research and experiments on larger data sets are needed to validate our findings. We also intend to build a publicly available clinical QA systems and to evaluate different ASR systems in real-world settings.
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