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A new set of infinitesimal transformations generalizing scale invariance for strongly anisotropic
critical systems is considered. It is shown that such a generalization is possible if the anisotropy
exponent θ = 2/N , with N = 1, 2, 3 . . .. Differential equations for the two-point function are derived
and explicitly solved for all values of N . Known special cases are conformal invariance (N = 2) and
Schro¨dinger invariance (N = 1). For N = 4 and N = 6, the results contain as special cases the
exactly known scaling forms obtained for the spin-spin correlation function in the axial next nearest
neighbor spherical (ANNNS) model at its Lifshitz points of first and second order.
PACS numbers: 64.60.-i, 05.20.-y, 11.25.Hf
The notion of scale invariance is central to the present
understanding of critical phenomena. Here we are in-
terested in strongly anisotropic criticality. There are
many physical examples of this, like critical dynamics
and nonequilibrium dynamics,1 domain growth,2 mag-
netic systems with competing interactions3 or particle
reaction systems such as directed percolation. By defi-
nition, these systems are characterized by the condition
that the critical two-point functions C transform under
rescaling as
C(br, bθt) = b−2xC(r, t) (1)
where r, t label ‘space’ and ‘time’ coordinates, x is a scal-
ing dimension and θ = ν‖/ν⊥ is the anisotropy exponent
(in many cases, it is also referred to as the dynamic ex-
ponent z). In this letter, we confine ourselves to strongly
anisotropic equilibrium systems.
Eq. (1) can be rewritten as
C(r, t) = t−2x/θΦ
(
rθ
t
)
(2)
where Φ(u) is a scaling function. Some information on
the form of Φ(u) is readily available. For r = 0, one
expects C(0, t) ∼ t−2x/θ and for t = 0, one expects
C(r, 0) ∼ r−2x. This implies Φ(u) ≃ Φ0 for u → 0 and
Φ(u) ≃ Φ∞u−2x/θ for u → ∞, where Φ0,∞ are generi-
cally non-vanishing constants.
Is it possible to obtain more information about Φ(u)
on a general basis without going back to explicit model
calculations ?
Indeed, this has been affirmatively answered in two
cases. First, for isotropic critical systems, that is for
θ = 1, the extension of eq. (1) to space-dependent rescal-
ing factors b = b(~r ) leads to the requirement of conformal
invariance of the correlation functions.4 (We are not go-
ing to restrict ourselves to two dimensions and shall thus
sidestep the extremely powerful and elegant work done
in 2D, as initiated in Ref. 5.) Then the critical two-point
correlation function is, up to normalization4
C(~r ) = 〈φ1(~r1)φ2(~r2)〉 = δx1,x2 |~r1 − ~r2|−2x1 (3)
where x1,2 are the scaling dimensions of the (scalar) fields
φ1,2 which are assumed to be quasiprimary in the sense
of Ref. 5.
Second, for θ = 2, the extension of eq. (1) to space-
time-dependent scaling b = b(~r, t) leads to the require-
ment of Schro¨dinger invariance.6,7 Since this corresponds
to the ‘non-relativistic’ limit of the conformal group,8 lo-
cal fields φi are characterized by two quantum numbers,
the scaling dimensions xi and the masses Mi ≥ 0. For
scalar quasiprimary fields, the two-point function is, up
to normalization9,10
〈φ1(~r1, t1)φ∗2(~r2, t2)〉 = δx1,x2 (t1 − t2)−x1 ·
· δM1,M2 exp
(
−M1
2
(~r1 − ~r2)2
t1 − t2
)
(4)
with t1 > t2. In comparing eqns. (3,4), we note that
the first line of (4) is similar to the conformal invariance
result, while the terms containing the masses reflect the
non-relativistic nature of the problem for θ = 2. For
θ = 1, eq. (3) is completely standard and there are quite
a few statistical mechanics models with θ = 2 which re-
produce (4), see Refs. 10,11.
What are common features of conformal and
Schro¨dinger transformations which might serve as a basis
for generalizing beyond θ = 1, 2 ? For notational simplic-
ity, we shall work from now on in two ‘space’ dimensions
or one ‘time’ and one ‘space’ dimension, respectively, but
the generalization to any number of dimensions is im-
mediate. Working in (complex) light-cone coordinates
z = x+ iy, z¯ = x− iy, the conformal transformations are
z → z′ = αz + β
γz + δ
; αδ − βγ = 1 (5)
and similarly for z¯. The infinitesimal generators are
ℓn = −zn+1∂z and satisfy the commutation relations
[ℓn, ℓm] = (n−m)ℓn+m. The set {ℓ±1, ℓ0} generates the
Mo¨bius transformations (5). The space-time transforma-
tions of the Schro¨dinger group are6,7
t→ t′ = αt+ β
γt+ δ
, r → r′ = r + vt+ a
γt+ δ
(6)
1
(with αδ−βγ = 1) which contains the Galilei group as a
subgroup. As is well known from non-relativistic quan-
tum mechanics, the wave function ψ(r, t) transforms un-
der a unitary projective representation U of the Galilei
transformation12
U−1ψ(r, t)U = exp
[
im
2
(
v2t+ 2vr
)]
ψ(r + vt, t) (7)
where m ≥ 0 is the mass of the particle. This gives rise
to the Bargmann superselection rule12,7 already present
in (4). If a wave function ψ is characterized by the mass
m ≥ 0, its complex conjugate ψ∗ is characterized by −m.
This correspondence between a field φ and φ∗ is to be
kept when going over to diffusive behaviour m → iM.
An analogous statement applies to the full Schro¨dinger
group.7,13 The infinitesimal generators must therefore
contain mass terms and may be written in the form10
Xn = −tn+1∂t − n+ 1
2
tnr∂r − n(n+ 1)
4
Mtn−1r2
Ym = −tm+1/2∂r −
(
m+
1
2
)
Mtm−1/2r
Mn = −tnM (8)
and the non-vanishing commutators are
[Xn, Xm] = (n−m)Xn+m , [Xn, Ym] =
(n
2
−m
)
Yn+m
[Xn,Mm] = −mMn+m , [Yn, Ym] = (n−m)Mn+m
The set {X±1, X0, Y±1/2,M0} generates the transforma-
tions (6).
We now specify the conditions under which we shall
attempt to consider an arbitrary value of the exponent
θ. These conditions are formulated as to remain as close
as possible to the known situations of either conformal
or Schro¨dinger invariance.
1. Since in both cases, Mo¨bius transformations play a
prominent role, we shall seek space-time-transformations
which in the ‘time’ coordinate undergoes a Mo¨bius trans-
formation
t→ t′ = αt+ β
γt+ δ
; αδ − βγ = 1 (9)
2. The generator for scale transformations should read
X0 = −t∂t − 1θ r∂r .
3. Spatial translation invariance is required.
4. The generators should contain ‘mass’ terms, built in
analogy to the mass terms for θ = 2 in (8).
5. We want to use these transformations to derive differ-
ential equations for the two-point functions. We shall
require that when applied to a two-point functions,
the generators will yield a finite number of indepen-
dent conditions. Thus the operators applied to the
two-point functions should provide a realization of a
finite-dimensional Lie algebra.
We now proceed to list the consequences of the above
assumptions. The generator Xn, n = −1, 0, 1 of the
Mo¨bius transformations must contain the term Xn =
−tn+1∂t+ · · · and thus satisfy the commutation relations
[Xn, Xm] = (n−m)Xn+m. In order to keep the ‘confor-
mal’ structure of the transformations, we must require
that these commutation relations are also satisfied by the
final generatorsXn. Then the explicit form of X0 implies
that up to mass terms, Xn = −tn+1∂t−θ−1(n+1)tnr∂r .
Next, we study the action of Xn on the space transla-
tion operator −∂r. We shall write θ = 2/N and define,
up to mass terms, the operators Ym = −tN/2+m∂r with
m = −N/2 + k, k = 0, 1, . . .. The nonvanishing commu-
tators of Xn and Ym are
[Xn, Xm] = (n−m)Xn+m (10)
[Xn, Ym] =
(
N
n
2
−m
)
Yn+m
In particular, [X1, Y−N/2+k] = (N−k)Y−N/2+k+1. Thus,
the repeated action of X1 on Y−N/2 = −∂r is creating an
infinite set of generators. This can only be truncated if
N = 2/θ is a positive integer, N = 1, 2, . . .. Therefore
the list of possible values of θ is
θ =
2
N
= 2, 1,
2
3
,
1
2
,
2
5
,
1
3
, . . . (11)
A few remarks are in order. The ‘conformal’ proper-
ties of the tranformations sit in the ‘time’ direction. It
should thus be the temporal degrees of freedom which
render the system critical. Therefore one should expect
that the results for the two-point function to be derived
below should apply independently of whether or not the
‘spatial’ degrees of freedom by themselves furnish a crit-
ical system. One might think of interchanging the roles
of ‘space’ and ‘time’ coordinates and thus obtain a set
of anisotropy exponents θ = 12 , 1,
3
2 , 2, . . .. To do this,
however, one must impose ‘conformal’ invariance on the
spatial degrees of freedom and this means that the spa-
tial degrees of freedom alone should describe a system
at a critical point. While that would be fine for a study
of critical dynamics, many other examples of strongly
anisotropic critical systems are not at a static critical
point. In (1 + 1)D, however, this distinction should not
be very important, since a one-dimensional subsystem
with short-ranged interactions cannot order by itself.
Finally, we have to see whether it is possible to in-
clude mass terms into the generators Xn, Ym without
spoiling the commutator relations (10). Indeed, this can
be done. The details of this calculation will be presented
elsewhere, here we merely quote the result. One solution
for the generators X1 and Y−N/2+1 (which generate the
so-called ‘special’ and ‘Galilei’ transformations) is
X1 = −t2∂t −Ntr∂r − αr2∂N−1t
Y−N/2+1 = −t∂r −
2α
N
r∂N−1t (12)
where α is a dimensionful, in general non-universal, con-
stant which parametrizes the mass term. When apply-
ing these generators to a two-point function C = 〈φ1φ2〉
where the fields are characterized by two quantum num-
bers: the scaling dimension xi and the ‘mass’ αi, consis-
tency can only be achieved if
2
α1 = (−1)Nα2 (13)
We point out that for systems with N even, the distinc-
tion between φ and φ∗ becomes unnessary. In principle,
it is even possible to introduce a universal mass constant
α which is the same for all fields. On the other hand, for
N odd, the αi must be kept as peculiar quantum num-
bers of the fields φi. To each field φi, characterized by
the numbers (xi, αi), there is a conjugate field φ
∗
i char-
acterized by (xi,−αi). Furthermore, it can be checked
using (13) that the two-particle operators built from the
Xn, Ym provide on C a realization of the Lie algebra (10).
Two special cases can be easily recognized. For N = 2,
we recover the familiar conformal algebra, with Xn =
ℓn + ℓ¯n and Yn = i(ℓn − ℓ¯n), n = −1, 0, 1, provided that
the ‘mass’ α = −c−2 (where c is the speed of light, nor-
mally set to c = 1 when introducing light-cone coordi-
nates z, z¯ = t±√α r). For N = 1, we recover the gener-
ators (8) of the Schro¨dinger algebra, with αi =
1
2Mi.
We are now ready to calculate the two-point function
explicitly. If X
(a)
n is the generator Xn acting on particle
a, a = 1, 2 (and similarly for the Ym), the two-particle
operators are X˜n = X
(1)
n + X
(2)
n . We are interested in
the two-point function
G(r1, r2; t1, t2) = 〈φ1(r1, t1)φ∗2(r2, t2)〉 (14)
and the covariance of G is expressed through the condi-
tions (meaning that the φi are quasiprimary
5)
X˜0G =
x1 + x2
θ
G , X˜1G =
(x1
θ
t1 +
x2
θ
t2
)
G
X˜−1G = Y˜mG = 0 (15)
with m = −N/2,−N/2+1, . . . , N/2. We write t = t1−t2
and r = r1 − r2. In addition, we put ζ = (x1 + x2)/θ.
The scaling of the two-point function can be written as
G = G(r, t) = δx1,x2 δα1,α2 r
−2x1 Ω
(
t
r2/N
)
(16)
where Ω(v) satisfies the differential equation
α1Ω
(N−1)(v) − v2Ω′(v) − ζvΩ(v) = 0 (17)
subject to the boundary conditions Ω(0) = cste. and
Ω(v) ∼ v−ζ as v →∞. The general solution (for N ≥ 2)
of equation (17) is
Ω(v) =
N−2∑
p=0
bpv
pFp ; Fp = 2FN−1
(
ζ + p
N
, 1; 1 +
p
N
, 1 +
p− 1
N
, . . . ,
p+ 2
N
;
vN
NN−2α1
)
(18)
where 2FN−1 is a generalized hypergeometric function
and the bp are free parameters. In order to check the
boundary conditions, we recall the known14 asymptotic
behaviour of the Fp. The leading behaviour for v → ∞
for each term is of the order exp(A(N − 2)vN/(N−2)),
where the constant A > 0. For N ≥ 3 the condition
N−2∑
p=0
bp
Γ(p+ 1)
Γ
(
p+1
N
)
Γ
(
p+ζ
N
) ( α1
N2
)p/N
= 0 (19)
is sufficient to cancel the entire exponential contribu-
tion. Eliminating bN−2, the final result becomes Ω(v) =∑N−3
p=0 bpΩp(v), with b0 6= 0. The asymptotic behaviour
Ωp(v) ≃
{
vp ; v → 0
Ω∞v
−ζ ; v →∞ (20)
is found to be in complete agreement with the requested
boundary conditions, where
Ωp(v) = v
pFp − Γ(p+ 1)
Γ(p+1N )Γ(
p+ζ
N )
Γ(N−1N )Γ(1 +
ζ−2
N )
Γ(N − 1)
( α1
N2
)(p+2−N)/N
vN−2 FN−2 (21)
Ω∞ = −
( α1
N2
)(ζ+p)/N Γ(1−ζN )
Γ(1− ζ)
Γ(p+ 1)
Γ(p+1N )
π sin
(
π
N (p+ 2)
)
Γ(p+ζN ) sin
(
π
N (p+ ζ)
)
sin
(
π
N (ζ − 2)
) (22)
Eq. (16) together with eqs. (18,19) or (21) gives the
solution to our question. After normalization, N − 3 of
the parameters bp are still arbitrary.
It remains to be seen whether there exist examples
which do reproduce these predictions. Here, we shall con-
sider the spin-spin correlator in spin systems with axial
next nearest neighbor interactions.15,3 The spin Hamil-
tonian is
H = −J
∑
(i,j)
′
sisj + κJ
∑
i‖
si‖si‖+1 (23)
where si is a O(n) vector spin and the first term (J >
3
0) describes nearest neighbor ferromagnetic interactions
while the second term (κ > 0) contains next-nearest
neighbor interactions along a single axis. By definition,15
the meeting point of the paramagnetic, ferromagnetic
and incommensurable phases of the model is termed
a Lifshitz point (of first order) and is known to show
strongly anisotropic scaling, with correlation length ex-
ponents ν‖ = νℓ4, ν⊥ = νℓ2 measured parallel and
perpendicular to the axis. The anisotropy exponent
θ = ν‖/ν⊥ = 1/2 independently
15 of the value of n. This
corresponds to N = 4. The fact that θ = 12 stays fixed at
its mean-field value may point toward the existence of a
hidden symmetry which prevents its renormalization.16
In the n → ∞ limit one recovers the spherical (or
ANNNS3) model and the spin-spin correlation function
C(r‖, ~r⊥) = 〈sr‖,~r⊥s0,~0〉 at the Lifshitz point is exactly
known in d dimensions. The result is17
C(r‖, ~r⊥) = C0 r
−(d−d∗)
⊥ Ψ
(
d− d∗
2
,
√
1
32c2
r2‖
r⊥
)
(24)
where C0 and c2 are known (non-universal) constants,
d∗ is the lower critical dimension and Ψ(a, x) =∑∞
k=0
(−x)k
k!
Γ(k/2+a)
Γ(k/2+3/4) . On the other hand, for N = 4
eq. (16) gives G(r, t) ∼ r−ζ/2 Ω(v). As for the scaling
function Ω(v), we have from (21) that for N = 4
Ω0(v) =
Γ(3/4)
Γ(ζ/4)
Ψ
(
ζ
4
,
v2
2
√
α1
)
(25)
Thus, with the correspondence t ↔ r‖, r ↔ r⊥ and
α1 = 8c2, the order parameter scaling function for the
ANNNS model at the first order Lifshitz point is exactly
reproduced for the parameter value b1 = 0.
Higher order Lifshitz points3 can be reached by adding
further axial interaction terms in (23). Second order
Lifshitz points correspond to θ = 13 or N = 6. We
have checked that the exactly known spin-spin correla-
tion function for the ANNNS model17 does agree with
the scaling form (21).
A tempting open question is whether the scaling func-
tion of the spin-spin correlator of the ANNNI model
at the Lifshitz point (in3 3D), which still corresponds
to N = 4,15 can be described in the same framework
with a different value of b1. Recently, a new asymmet-
ric six-vertex model with a θ = 12 critical point has
been described.18 Further examples might be provided by
the superintegrable chiral N−state Potts model, where19
ντ = 2/N , νx = 1 at the self-dual point or else by a non-
hermitian quantum chain obtained from the asymmetric
clock model, where20 νx = 0.95(4) and ντ = 0.67(4).
The possibility of applying the above scheme to the KPZ
equation,1 which in (1 + 1)D has θ = 32 , seems worth
exploring.21 Finally, it appears possible to extend the
present approach to yield the scaling forms for the re-
sponse functions out of equilibrium (as already checked10
in a few cases for Schro¨dinger invariance) and to higher
n−point functions. This will be reported elsewhere. All
in all, further explicit model results will be needed in
order to gauge the merits of this or any other general
approach to strongly anisotropic scaling.
In conclusion, we have examined a set of infinitesi-
mal transformations which for θ = 2/N , N = 1, 2, 3, . . .
generalize scale invariance. We have seen how to cal-
culate from these the two-point functions for strongly
anisotropic equilibrium critical systems. Lifshitz points
in the ANNNS (spherical) model apparently provide
model examples which realize these transformations.
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