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ABSTRACT 
We present a unifying framework for a wide class of iterative methods in 
numerical inear algebra. In particular, the class of algorithms contains Kaczmarz’s and 
Richardson’s methods for the regularized weighted least squares problem with weighted 
norm. The convergence theory for this class of algorithms yields as corollaries the usual 
convergence conditions for Kaczmarz’s and Richardson’s methods. The algorithms in 
the class may be characterized as being group-iterative, and incorporate relaxation 
matrices, as opposed to a single relaxation parameter. We show that some well-known 
iterative methods of image reconstruction fall into the class of algorithms under 
consideration, and are thus covered by the convergence theory. We also describe a 
novel application to truly three-dimensional image reconstruction. 
0. OUTLINE 
In Section 1, we describe a generalization of the Kaczmarz procedure for 
solving a consistent system of linear equations, In Section 2, we look at the 
regularized weighted least-squares problem and show that Richardson’s 
method to solve this problem is also a special case of our generalization of 
Kaczmarz’s procedure. We also discuss why special cases of our procedure 
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(other than the Kaczmarz or the Richardson method) are computionally 
preferable under certain circumstances. In Section 3, we show that some 
well-known iterative methods of two-dimensional image reconstruction are 
special cases of the generalized algorithm. In Section 4, we describe an 
application of the generalized algorithm to truly three-dimensional image 
reconstruction from cone-beam x-ray projection data. Finally, in Section 5 we 
prove the convergence of the generalized Kaczmarz method. 
We use the following notation: 
[w ‘v is the A’-dimensional Euclidean space; 
8 is the zero vector (of appropriate dimension); 
[WMxh: is the space of MX N real matrices; 
AT is the transpose of A •ll3”‘~~v; 
A’ is the Moore-Penrose inverse of A (see [2]); 
II Ax II 2 
IJAIl,= III;; ,lx,,2 forAEIW”X”; 
xrlW’ 
$fl (A) is the range of the matrix A; 
L9.( A) is the nullspace of the matrix A; 
I, is the LX L identity matrix. 
1. THE GENERALIZED KACZMARZ ITERATIVE METHOD 
Consider the system of linear equations 
where A E [wz’“x”, =E 
consistent. Partition the 
Aa= Y, (1.1) 
Iw%. We do not necessarily assume that this system is 
matrix A in two ways as 
A= 
1 
al 
--- 
4 --- 
--- 
aZLv 
= 
A, -- 
A, -- 
A, 
I 
(1.2) 
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where a i E lhl N, A i E R ’ xN; and partition Y as 
(1.:3) 
with yi ER, Y, E!R~. Note that in the special case L=l, A, =ayfor l~i<M. 
The assumption that all Ai have equal size is only for notational convenience. 
There is nothing in the ensuing work which actually requires this. 
Without loss of generality we assume throughout the paper that ai is not 
the zero vector for 1 G i G LM. 
The Kaczmarz procedure is given by the following iteration: 
~(a) is arbitrary, 
,(n+l) =+n’ fw(“) yi -“Y”‘(li, 
.w 
cl& 
n-0,1,..., i=nmod LM+l, 
(1.4) 
where a(“) is a real reluxution parameter. This method was first formulated by 
Kaczmarz [ 151 for square matrices, with a(“) = 1 for all n. 
The Kaczmarz method has the following convergence property. 
THEOREM 1.1. Let 
(1.5) 
Zf Az= Y is consistent, then the sequence generated by (1.4) converges to 
a solution of Az= Y. Zf, in addition, z @) E %(Ar), then {z’“‘}, converges to 
the minimum-norm solution of (1.1), i.e., 
lim z(“) =A’Y. (1.6) 
II-00 
Zf the method (1.4) is periodic [i.e., a(“) =c.J~-‘), where i=(nmod LM)+ 
11, then every subsequence { z(“~+~)},,, OG kc M, converges, even if A.z= Y is 
not consistent. 
The proof of the consistent case can be found, e.g., in [13]. The proof of 
the inconsistent case for o(“) = 1 can be found, e.g., in [14] or [22], and the 
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general inconsistent case, with periodic a(“), follows from what is proved 
below. 
Our generalization of the Kaczmarz procedure consists of the following 
group-iterative variation of (1.4): 
,” (a) is arbitrary, 
~(“+l) =j(“) +A\#“‘( yi -A,,(“‘), 
n-0,1,..., i=nmod M+ 1, 
(1.7) 
where a(“) is an element of lRLxL which we refer to as a relaxation matrix. 
The case where Q(“)=w(“)Z~ has, among other things, essentially been 
treated by Elfving [3]. In case L= 1, the method (1.7) is equivalent to (1.4). 
Tanabe [23] studies a general class of stationary iterative methods. Our 
Theorem 1.1, and the results that follow, differ from those of Tanabe [23] in 
two ways. First, we deal with nonstationary processes. Second, the conditions 
in our convergence theorems are easily testable (at least in the application 
areas of our interest), while considerable effort would have to be expended to 
check whether the proposed iterative methods satisfy the conditions of 
Tanabe’s general convergence results. In the stationary case, some of our 
results can be thought of as more immediately applicable particularizations of 
Tanabe’s results. 
In Section 5 we prove the following convergence result. 
THEOREM 1.2. Let { Q(“‘}, be a bounded sequence of relaxation matrices, 
satisfying 
(1.8) 
where i, =nmod M+ 1. 
lf Az=Y is consistent, then the sequence {z(“‘},,, generated by (1.7) 
converges to a solution of AZ:= Y. If in addition z(O) E 9 (AT), then 
lim z(“) =A’Y. (1.9) 
n--tc? 
Zf the method (1.7) is periodic (i.e., C#“) = @‘n-r)), then every subse- 
quence (2 (nM+k)}n, O<k<M, converges, even if AZ= Y is not consistent. 
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It is interesting to note that in case a(“) = w(“)ZL, condition (1.8) reduces 
to 
limsup[l-w(“)[/[A\Ai/(2<1. 
n-oo 
This is exactly the condition (1.5), since I( At Ai II 2 = 1. Thus, Theorem 1.1 is a 
special case of Theorem 1.2. 
In practical implementation of the algorithm it is convenient to have a 
different formulation of (1.7), which does not involve the generalized inverses 
A\. Such a formulation is 
z (‘) is arbitrary, 
z(n+l) zX(“) +A?,‘=$“‘(Yi -Ai#‘)), (1.10) 
n=O,l,..., i=nmod Mf 1, 
where now Z(“) is an LX L relaxation matrix. 
The algorithms (1.7) and (1.10) are indeed equivalent: by taking !#“’ = 
A .A$‘“‘, (1.7) is transformed into (l.lO), since AfAiAT=(A\Ai)TAT= 
A$ATfAT=AT, and by taking C(n)=(AiA~)fQ2’“), (1.10) is transformed into 
(1.7). Consequently, there is a theorem, analogous to Theorem 1.2: 
THEOREM 1.3. Let {Z(“‘}, be a bounded sequence of relaxation matrices, 
satisfying 
(1.11) 
where i, =nmod M+l. 
Zf Az= Y is consistent, then the sequence { .z(“)}, generated by (1.10) 
converges to a solution of Az= Y. Zf in addition u”(O) E~X( AT), then 
lim z(“) = A’Y. (1.12) 
n-+m 
Zf the method (1.10) is periodic (i.e., Xc”) =X(in-l)), then every subse- 
quence {z (nMfk)},,, O<k<M, converges, even if Az= Y is not consistent. 
The next section describes how the algorithm (1.10) can be applied to a 
general minimization problem, and discusses a general situation in which 
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(1.10) is preferable to (1.4). In Section 3, we show how some special cases of 
the algorithm (1.10) have been applied in image reconstruction. In particular, 
we are able to show the previously unproven convergence of Oppenheim’s 
iterative methods [17, 181. In Section 4, we describe a new application of 
(1.10) to three-dimensional image reconstruction from cone-beam x-ray pro- 
jection data. The reader interested only in the proofs of Theorems 1.2 and 1.3 
may go directly to Section 5, where such proofs are provided without making 
use of Sections 2, 3, and 4. 
2. APPLICATION OF THE GENERAL ALGORITHM TO THE 
WEIGHTED LEAST-SQUARES PROBLEM 
In the last section we have introduced the algorithms (1.7) and (1.10) as 
generalizations of Kaczmarz’s procedure. In this and the next section we 
demonstrate that these algorithms are general enough to encompass other 
iterative procedures that have been proposed for solving linear systems. 
We consider the following regularized weighted least-squares problem 
with weighted norms. 
Find x which minimizes (1 D-'x II 2
among all minimizers of 
(2.1) 
where D is a given, symmetric positive definite matrix, Wiand W, are given, 
symmetric nonnegative definite matrices, R is an arbitrary, given matrix, and 
p and x0 are given vectors. 
The minimization problem (2.1) is equivalent to 
minimize (1 D -lx II2, subject to 
(2.2) 
Many standard problems are special cases of these formulations. If D and 
W, are identity matrices and W, is the zero matrix, the problem reduces to 
that of finding the minimum-norm least-squares solution of the (possibly 
inconsistent) system of equations Rx=p. If x,, is the zero vector, W, is X21, 
where I is an identity matrix, and W, is an identity matrix, then the problem 
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reduces to that of finding the so-called Tikhonov regularized least-squares 
solution of the system Rx=p, with regularization parameter h2 (see [24]). 
In Section 2.1, we show that Richardson’s method to solve the minimiza- 
tion problem (2.1) is a special case of the algorithm (1.10) applied to an 
appropriate system AZ= Y. We also show that the convergence condition of 
Theorem 1.3 is equivalent to the usual convergence condition for Richardson’s 
method. In Section 2.2 we show that the algorithm (1.10) can be applied to 
solve the minimization problem (2.1) in a surprisingly simple way for nonsin- 
gular W,. In Section 2.3, we discuss why, in some applications, (1.10) with a 
nontrivial block size (i.e., more than one row per block, but not the 
whole matrix) is preferable to Richardson’s method (i.e., only one block) or 
Kaczmarz’s method (i.e., one row per block). 
2.1. Richardson’s Method for the Minimization Problem (2.2) 
Richardson’s method for solving a system of (consistent) equations AZ= Y, 
where A is a square matrix, can be described as: 
=@)is arbitrary, 
(2.3) 
n-0,1,... 
(see [25, p. 3611). 
For the following discussion, we assume that A is a square matrix with 
AtA = A. (2.4) 
A sufficient condition for (2.4) to be true is that A is symmetric. We 
further assume that the system A.z= Y is consistent, and so YE CR( A). Under 
such circumstances (2.3) is equivalent to 
z(O)is arbitrary, 
Z(n+l) x,(n) +w’“‘AfA(y-Az’“‘), (2.5) 
n-0,1,... . 
This is a special case of the algorithm (1.7) with M= 1 (there is only one 
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block), Ai =A, Yi = Y and 52(“) =@(“)A. H ence, Theorem 1.2 provides us with 
the following. 
THEOREM 2.1. Let A in RLxL satisfy (2.4), let Y be in 3 (A), and let 
{a(“)}, be such that 
(2.6) 
Then the sequence {z(“)}, generated by (2.3) converges to a solution of 
AZ= Y. Zf in addition z(O) E%( AT), then 
lim z(“) =A+Y. (2.7) n-+m 
Note that for invertible A the condition (2.6) implies the usual condition 
derived for the convergence of Richardson’s method; see, e.g., [25, Chapter 
11, Equation 4.31. In [25] the theory is derived for an arbitrary invertible 
matrix A. Theorem 2.1 is stronger than the results stated in [25] in that we 
need not have A invertible, but is weaker than the result in 1251, in that for 
invertible A slightly stronger conditions are imposed on {o’“‘}~. 
For a nonnegative definite symmetric matrix A, a useful alternative to the 
condition in (2.6) is 
O< liminf a(“) d limsupo(“) < 
2 
%n,X(A) ’ 
(2.8) 
n--too n-cc 
where h,,,(A) is the largest eigenvalue of A. The equivalence of (2.6) and 
(2.8) (for nonnegative definite symmetric matrices) can be derived using the 
eigenvalue decomposition of A (see, e.g., [2]). The condition (2.8) is a 
generalization of the previously derived condition (see, e.g., [ll]) for the 
stationary Richardson’s method. 
We now turn to the application of Theorem 2.1 to the minimization 
problem (2.2). Here we follow a standard approach; see, e.g., Herman and 
Lent [lo, 111. 
Introduce in (2.2) a new variable z by z= D-lx. Then (2.2) is equivalent 
to 
minimize ](~\)a subject to 
D(RTW,R+W,)Dz=DRTW,p+DW,r,. 
(2.9) 
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If we let A = D( RT W,R + Wz)D, we see that Theorem 2.1 is applicable. The 
algorithm (2.3) can be restated by introducing x(“) =Dz-‘“) for n =O, 1,. . . , 
This leads to the following algorithm and theorem. 
x@‘is in?k( D”( RrWrR + W,)D), 
(2.10) 
THEOREM 2.2. The sequence {x(“‘}, generated by (2.10) converges to the 
solution of (2.1) and (2.2), provided that (2.8) is satisfied fir A E D( RT W,R 
+ W,)D. 
Here we followed a standard approach for solving (2.2) using Richardson’s 
algorithm. In the next section we show that here are direct ways (i.e., not via 
the Richardson method) of applying the algorithm (1.10) to (2.2). 
2.2. The Generalized Kaczmarz Algorithm for the Minimization Problem 
(2.2) with Nonsingular W, 
The material in this subsection is an adaptation of the method of Herman 
et al. [9] to the problem (2.2) with nonsingular W,. We assume that 
R ~~~~~~~ and so W, elWLMxLM and W, EIWNX”. 
In this case there is a unique solution to 
(2.11) 
This system can be replaced by the pair of systems 
W/i2Rx + r = Wrr/2p, (2.12) 
x- W2-‘RTW:/2r=x0, (2.13) 
where Wr’/’ is the (unique) nonnegative definite matrix V such that V2 = WI. 
Clearly, if x and r satisfy (2.12) and (2.13) then x satisfies (2.11). 
The reason for replacing (2.11) by two systems is that under certain 
circumstances it is computationally easier to solve the two systems than 
(2.11). The idea behind such a solution is the following. We choose an initial 
vector which satisfies one of the systems and an iterative process which maps 
a vector which satisfies this system into another vector which also satisfies it. 
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If at the same time the iterative process converges to a solution of the other 
system, then it converges to a solution of the combined system. Prior to 
applying such an idea to (2.12)-(2.13), we need a further transformation. 
Let y= Wi/2x. Then (2.12) and (2.13) are equivalent to 
W’/2RW-1/2y+r=w;/2p, 1 2 (2.14) 
y- w2-‘/2RTyWrr W,‘4,. (2.15) 
Equation (2.14) is of the form AZ= Y, where A =(W,‘/2RW2-‘/2jl,,), 
zT=(yT:rT), and Y= Wii12p. Applying the algorithm (1.10) to (2.14), with an 
initial vector satisfying (2.15) yields 
x%“)[(W~~~~)~-(W~/~RW~-~~~)~~‘“‘-~,(”)], 
n-0,1,..., i-nmod MS 1, 
where Ei is the ith block of L rows in l,,w, and other matrices and vectors are 
similarly indexed with i. Note that (2.16) has the property that its iterates 
satisfy (2.15). Hence, Theorem 1.3 implies that, under suitable restrictions on 
the XC”‘, (2.16) converges to a solution of the combined system (2.14) and 
(2.15). 
By introducing x(“)= W2-1/2y(“), we can rewrite (2.16) as 
X(“+i) z,(“) + W2-‘RT[(W~/2)ilTy(n)~(,), 
r,cn+l) =p 
1 
for j#i, 
r,(n+l) ZTi(“) _t-$“Jp’, I 
where d(“)=(W:/2)i(p-Rx(“))-r,(“), 
(2.17) 
n=O,l,... and i=nmod M+ 1. 
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While at first glance (2.17) looks complicated, in certain situations it has a 
simple implementation, as we shall see below (Section 4). In particular, if 
Wiii2 is block-diagonal with M blocks each of size LX L, then in evaluating 
d(“’ only L components of p-Rx(“) need to be considered. 
THEOREM 2.3. Zf R EIwL”x” and W, is invertible, then the s quence 
{xc”)}, generated by (2.17) converges to the common solution of (2. l), (2.2), 
and (2.11), provided that (1.11) is satisfied for A=(W,‘/2RW2-‘/2~1,,). 
2.3. Practical Considerations for Choosing the Block Size and the Relaxation 
Matrices 
In this subsection we discuss some aspects of implementing (1.10) on a 
computer for solving a system of equations AZ= Y. As shown above, this 
covers the general minimization problem (2.1) as well. 
We assume that A is large and sparse, without any apparent structure in 
the occurrence of its nonzero elements. In fact, we assume that the system is 
so large that the vector z cannot be kept in the central memory of the 
computer. This means that the vector .Z must be stored on a random-access 
device, such as a disk. Furthermore, the file containing z has to be divided 
into records which are small enough to be contained in the central memory. 
Any manipulation to be done on z has to be done as a series of steps using a 
single record of z at a time. The practical importance of this remark is that 
disk-tomemory and memory-todisk transfers tend to be by far the slowest 
components in the sequence of operations required by algorithms of the type 
discussed in this paper. The lack of apparent structure of A is now interpreted 
to mean that in order to compute a single component of AZ, we usually need 
access to components of z that are scattered over a large number of records of 
the random-access file. In other words, computing a single component of AZ is 
expensive in terms of disk accesses, and hence very time-consuming, particu- 
larly if this has to be done a large number of times. 
From the above considerations it follows that the Kaczmarz method (i.e., 
(1.4), which is also (1.10) with each block consisting of a single row) is not a 
practical way to solve AZ= Y under the circumstances described above. A 
single iterative step of Kaczmarz’s method does little; it handles only one 
equation of the system. In order to get anywhere near the described solution, 
a number of cycles through the whole system are required. Let this number 
be PK. Since the number of equations in the system is LM, the total number 
of iterative steps in the executed Kaczmarz’s algorithm is P,LM. Assume 
further that the number of records needed to store z is J. Assume that, on the 
average, a fraction FK of the total number of records need to be accessed in a 
single iterative step. Fh may be substantially less than 1, since only those 
records need to be accessed which contain a component of u” for which the 
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corresponding component of ai is not zero. On the other hand, two separate 
accesses to the same records are needed, one for reading and one for writing; 
see (1.4). Hence the total number of disk accesses during the execution of 
Kaczmarz’s algorithm is SF,.JP,LM. Since LM is large, this can be a 
prohibitively large number. (Note that we have ignored problems of accessing 
the vector Y, since this can be done in a sequential rather than random 
fashion. We have also ignored problems of accessing A; we are assuming the 
locations and sizes of the nonzero elements in any given row of A can be 
obtained relatively inexpensively.) 
A radical solution to this problem, at least for square matrices A, is to use 
Richardson’s method (2.3). One assumption regarding the relative size of the 
core storage and the vector z implies that the update of z(“) has to be 
calculated in J separate blocks. Let PA be the number of iterative steps needed 
by the Richardson method for the production of an acceptable result. It is 
easily seen from these considerations that the total number of disk accesses is 
of the order PRJz. Since J is likely to be significantly smaller than F,LM, 
Richardson’s method appears to be practically faster than Kaczmarz’s method, 
provided that PA is not significantly larger than PK. However, computational 
experience (see, e.g., [12]) indicates that Pa is often larger than PK. In 
addition, Richardson’s method is applicable only to square matrices. 
The generalized Kaczmarz algorithm (1.10) often provides an acceptable 
compromise. In the following analysis we assume that an Component vector 
can be kept in core. Let PC be the number of iterative cycles (i.e., sequences 
of M iterative steps) required by the generalized Kaczmarz algorithm, and FG 
be the average fraction of the total number of records that are accessed 
during a single iterative step. Then the total number of disk accesses during 
the actual execution of the generalized Kaczmarz method is 2FGJPGM. If 
F, PC is less than FK PK L (which is likely to be the case in many applications), 
the generalized Kaczmarz method will require less execution time than the 
original Kaczmarz method. If FG PC is approximately the same as FK PK, and L 
(the size of the blocks) is of order 100 (see Section 4 for an example), then we 
are talking about a speedup of the order of one to two magnitudes. 
We complete this section by a discussion of the choices of block size and 
relaxation matrix. 
Let us assume that we partition A so that A i A: is invertible for 1 S i < M. 
In many application areas, this can be insured by choosing the groups of 
equations Aiz= Yi so that the quations in each group are almost disjoint, in 
the sense that Ai AT is diagonally dominant (see, e.g., [21]). We shall see in the 
next two sections that two and three-dimensional image reconstruction are 
examples of such application areas. 
Looking at Theorem 1.3, we see that a strong way of satisfying the 
convergence condition (1.11) is by choosing Z(“) =(Ai,P:,,)-‘. This should 
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not always be done, for two reasons. First, if the block size L is large, 
inversion of A,,,A:,, may be quite time-consuming. Second, this choice of Xc”) 
corresponds to choosing a(“) = 1 in the original Kaczmarz procedure (1.4). It 
has been well documented (see, e.g., [13]) that in practical applications of 
Kaczmarz’s procedure underrelaxation (a(“) < 1) is usually advantageous. 
Taking these two points into consideration and assuming that A, A: are 
diagonally dominant, a reasonable choice for C(“) appears to be 
(2.18) 
where diag( A, AT) denotes the diagonal matrix formed by the diagonal 
elements of A, AT, and ,f3, is a real-valued relaxation parameter. 
Our discussion in this subsection concentrated on the general problem 
AZ= Y. However, for the minimization problem (2.1), equivalently (2.2), one 
should translate the discussion above into terms of the matrices R, W,, and 
W,. We are not going to do this in general, but a special case is discussed in 
Section 4 for an application in three-dimensional image reconstruction. 
3. APPLICATIONS OF THE GENERAL ALGORITHMS TO 
TWO-DIMENSIONAL IMAGE RECONSTRUCTION 
Image reconstruction deals with the problem of finding the internal 
structure of a three-dimensional object from a sampling of its line integrals. 
For a survey of application areas and solution methods we refer to Herman 
PI. 
We describe the problem of image reconstruction from x-ray projection 
data as it arises in diagnostic medicine (see, e.g., Herman [7]). There the 
objective is to detect tumors and other abnormalities in humans. 
The three-dimensional object is conceptually divided into a stack of thin 
slices. Slice by slice, an x-ray source irradiates the slice, while a set of 
detectors measures the x-rays that have passed through the slice (see Figure 
1). The detector measurements are used to estimate the total x-ray absorption 
by the slice along thin strips, or rays, from the x-ray source to the detectors. 
This gives us experimental estimates for a collection of either line or strip 
integrals of the x-ray absorption of the slice. We refer to the function that 
describes the x-ray absorption coefficient distribution in the object as the 
density function. 
The image reconstruction problem is to estimate the density function from 
the experimental estimates of some of its line or strip integrals. Here we do 
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Tc-99m TUMOR 
ACCUMULATION 
BRAIN TRANSVERSE SECTIONS 
FIG. 1. An illustration of slice-by-slice (two-dimensional) image reconstruction, 
taken from the work of T. F. Budinger and G. T. Gullberg on nuclear medicine at the 
Lawrence Berkeley Laboratory. Each transverse section (slice) is individually recon- 
structed from data containing the experimental estimates of strip integrals of radioac- 
tivity in the slice. So the “density function” to be reconstructed is in this case the 
distribution of radioactivity. To obtain corresponding measurements using an x-ray 
source, data would have to be collected for each slice separately, while the x-ray source 
is positioned in that slice. The x-ray source would have to be moved from slice to slice, 
with the x-radiation so collimated that only the slice of interest is irradiated. [Repro- 
duced with permission from T. F. Budinger and G. T. Gullberg, Transverse section 
reconstruction of gamma-ray emitting radionuclides in patients, in Reconstruction 
Tomography in Diagnostic Radiology and Nuclear Medicine, (M. M. Ter-Pogossian et 
al., Eds.), University Park Press, Baltimore, 1977, pp. 315-342. Original figure legend: 
“Transverse sections showing abnormal accumulation in head of 5@yearold patient 
using aam Tc-pertechnetate and 36 views.“] 
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not discuss the general problems associated with existence and uniqueness of 
solutions to such problems (see Smith et al. [19,20]), but restrict our attention 
to approaches which define the “solution” in such a way that its existence and 
uniqueness is guaranteed. 
The approach is as follows. The unknown density function of a slice is 
represented by its average vahles inside little squares, also called picture 
elements or pixels. Then the ith line (strip) integral can be approximated by 
the sum 
where xi is the density of the slice inside the ith pixel, and rii is the length of 
intersection of the ith line with the ith pixel. (Alternatively, if we want to deal 
explicitly with the fact that we have strip integrals, then rii may represent the 
area of intersection of the ith strip with the jth pixel. In either case, ci 20 fo1 
all i and i,) This gives rise to a system of linear equations 
Rx=p+e, (3.1) 
where R=( I;~) is the matrix of coefficients rii, p is the vector of experimen- 
tally obtained estimates of the line (strip) integrals, and e stands for all the 
errors made in the derivation of (3.1). Since we obviously do not know c, the 
problem is to find an “acceptable solution” of the system 
Rx=p, (3.2) 
although it is not quite clear what we mean by “acceptable” or by “solution”, 
since (3.2) may well be inconsistent. 
111 the remainder of this section we mention a variety of iterative methods 
for solving (3.1) that are special cases of the algorithms (l.lO), (2.10), 01 
(2.17). We treat in detail an iterative method due to Oppenheim [18], and 
show that our theory is general enough to provide, for the first time, a 
convergence result for Oppenheim’s method. 
Herman and Lent [12] surveyed iterative methods in the image recon- 
struction literature for “solving” (3.1). They divided methods into two cate- 
gories: ART-type and smT-type. The reason for these names is that in the first 
publications proposing such methods for image reconstruction the methods 
proposed in the papers were referred to as ART [6] and SIRT [4], respectively. 
ART-type methods are essentially variants of Kaczmarz’s procedure (thus they 
deal with the measurements one ray at a time), while SlFiT-type methods can 
be reinterpreted (see [ 111) as special cases of Richardson’s method for solving 
52 P.P.B. EGGERMONTETAL. 
(2.1) (thus they deal with all the measurements in each interative step). 
Herman and Lent [12] pointed out that there are methods, such as those of 
Oppenheim [17,18], which fall between these categories, but they did not 
deal with them further for lack of available convergence results at the time. 
The theorems of the previous sections are general enough to cover all three 
approaches. 
Two publications on MT-type methods since the 1976 survey [12] are [9] 
and [ 131. The more recent one is [9], which deals with the equation (2.11) 
with W, = rl,, and W, = I, (the regularized least-squares olution of Rx = p), 
The method proposed in [9] is a special case of (2.17) with L= 1 (i.e., blocks 
consist of a single row). 
Recent publications on smr-type methods in image reconstruction are 
[lo, 11,161. All of these can be considered to be special cases of the algorithm 
(2.10) for solving (2.1), for different choices of D, W,, W,, and x0. 
We devote the rest of this section to detailed discussion of a method 
originated by Oppenheim [ 181, which is neither MT-type nor SIRT-type, but is 
nevertheless a special case of our general algorithm (1.10). 
Oppenheim [18] assumes strip integrals. The strips are grouped into M 
sets, each set consisting of abutting parallel strips of the same width. The 
width of the strip can vary from set to set, but if the unit of length is chosen 
to be the side of the pixels, then the widths of the strips are always between 
l/\/z and 1. Oppenheim’s approach deals with all the measurements associ- 
ated with a single set of parallel strips in one iterative set. 
Let Ri and pi denote the parts of the matrix R and measurement vector p 
in (3.2) which are associated with the ith set of rays. We assume that the 
number of rays Li in the ith set is the same (L) for all i. As explained in 
Section 1, this is for notational convenience only; the same results apply to 
variable Li. Thus Ri E lWLxN for lfi<M. 
Using this notation, the method of Oppenheim can be described as follows 
(see Equations (lo)-(11) of [18]). 
x(‘) is a vector with identical components, 
rr=O,l,..., i=n mod Mfl, 
(3.3) 
where Di is the LX L diagonal matrix with 
(Di)f,,' 5 CRi)l,m (3.4) 
ITERATIVE ALGORITHMS 53 
for l<I<L. [Note that (Di)l,r>O, since (ai),,.,, the (1, nz)th entry of Ri, is 
nonnegative, and is in fact positive for those pixels which are intersected by 
the Ith strip in the ith set.] 
Clearly (3.3) is of the form (l.lO), with EC”) =Di-‘. Hence we have the 
following result, based on Theorem 1.3. 
THEOREM 3.1. Let Ri and 0, he defined as above, and assume that 
(3.5) 
tohem i, = n mod M + 1. 
Zf Rx=p is consistent, then the sequence (x(“‘}, generated by 
Oppenheim’s algorithm (3.3) converges to a solution of Rx=p. Zf, in addi- 
tion, the vector of all l’s is in %(RT), then 
lim x(“) =R’p. 
II’CO 
(3.6) 
Every subsequence {x(“~+~)},,, O<k&M, converges, even if Rx=p is not 
consistent. 
It is interesting to investigate whether the assumption (3.5) is likely to be 
satisfied in the image reconstruction problem investigated by Oppenheim. 
The answer to this question is yes, as can be shown by an argument which we 
now outline. Recalling that the unit of length is chosen in such a way that the 
area of a pixel is 1, and that entries of the matrix R are areas of intersections 
of strips with pixels, we see O<( Ri)!, m < 1 for all i, I, and m, and so 
(3.7) 
for 1 <i =G M and 1~ 2~ L; see (3.4). Furthermore, the physical interpretation 
of the components of R, implies that R,RTD,-’ is diagonally dominant, and 
hence, by Gerschgorin’s theorem (see, e.g., [21]), 
A,,,( R,RTD,-‘)<2. (3.8) 
That this implies (3.5) can be proven by a singular-value decomposition 
argument. 
We have only sketched the proof that (3.5) is satisfied in Oppenheim’s 
intended application of this algorithm because the other necessary condition 
54 P. P. B. EGGERMONT ET AL. 
for convergence of the x(“) in Theorem 3.1, namely, that Rx=p is consistent, 
is not usually satisfied in reconstruction practice. However, the early iterates 
of the algorithm may well produce results similar to a regularized least-squares 
solution of Rx=p, as have other nonconverging algorithms for image recon- 
struction. 
4. THREE-DIMENSIONAL IMAGE RECONSTRUCTION FROM X-RAY 
CONE-BEAM PROJECTION DATA: THE REGULARIZED 
LEAST-SQUARES APPROACH 
In this section we describe an application of the algorithm (2.17) to the 
problem of truly three-dimensional image reconstruction. 
We describe the problem of 3-D image reconstruction from x-ray cone- 
beam projection data as it arises in diagnostic medicine (see Gilbert et al. [5] 
and AltschuIer et al. [l]). Here the objective is the visualization of the beating 
heart inside the intact human thorax for the purpose of detecting possible 
malfunctions of the heart. 
Just as in the 2-D case, described in the previous section, an x-ray source 
irradiates the object (the human thorax), and a set of detectors measure the 
x-rays after they have passed through the object. We assume that the source 
emits x-rays in all directions inside a cone with apex in the source position and 
base on the detector screen. In Figure 2, we have drawn the intersection of 
the object and the rays that correspond to a horizontal line on the (flat) 
detector screen. In the data-collection method in [l], the x-ray source and 
detector screen rotate in unison around the object, with the source tracing a 
circle. This implies that the aforementioned intersection plane moves around 
too, with the result that there is no plane for which we have x-ray data from 
more than a single x-ray source position, with the exception of the plane 
containing the circle of x-ray source positions. The consequence of this is that 
the problem is essentially threedimensional, and that there is no obvious way 
to reduce it to a sequence of two-dimensional image reconstruction problems. 
We now give a straightforward generalization to the 3-D case of an 
approach to 2-D image reconstruction which has been described by Herman 
et al. [q]. 
The unknown density function of the object is represented by its average 
values inside little cubes, also called volume elements or voxels. 
The ith line integral can be approximated by the sum 
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FIG. 2. The cone-beam x-ray projections. From a given x-ray source S a cone-beam 
of x-rays project the object onto the detector screen. A line on the screen which is 
parallel to the circle of source positions (containing the point D at its center) 
determines a cross-section i  the object (indicated by broken lines), which is oblique, 
i.e., it is not parallel to the circle of source positions. Points in this cross-section project 
onto the line containing D. For a different source position a @@rent oblique plane 
would project onto the same level of the detector screen. However, all these planes go 
through the same point 0, which lies on the axis of the circle of source positions. 
where xi is the density of the object inside the jth voxel and rii is the length of 
intersection of the ith line with the jth voxel. This leads to the problem of 
finding an “acceptable solution.” The Bayesian approach [9,10] gives one 
interpretation of “acceptable sohltion.” 
Under certain assumptions, it can be derived (for details see [9]) that the 
maximum-likelihood estimator for x is given by the solution of the minimiza- 
tion problem: 
Find x which minimizes 
h2(p--RX)T(p-Rx)+(x-xo)T(X-Xo), 
(4.1) 
where x0 is the a priori expected value of x, and h represents the relative 
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levels of confidence we have in x0 being a good approximation for x, and in p 
being a good approximation for the line integrals. At this point we need not 
worry whether or not the assumptions used in [9] to derive (4.1) are met, 
since solving (4.1) is the same as finding the Tikhonov regularized least-squares 
solution of Equation (3.2), and is therefore a legitimate approach even 
without the Bayesian justification. 
Clearly (4.1) is a special case of the general weighted least-squares 
problem (2.1), with W, =X21,,, and W, = I,. Since W, is invertible, the 
algorithm (2.17) is applicable. Prior to implementing (2.17), we must decide 
what block size to use, and what kind of relaxation matrices to apply. 
First we reformulate (2.17) so that its implementational simplicity for the 
special case W, = A221,, and W, = I, becomes obvious. We use the notation pi 
and Ri in the same way as in the previous section; see, e.g., (3.3). Clearly, the 
algorithm (2.17) can be rewritten as 
r,cn+l) =p 
1 
for ifi, (4.2) 
where d(“)=h(p, --Rid”))-r/“), 
n=O,l,... and i=n mod MSl. 
Theorem 2.3 yields the following corollary. 
THEOREM 4.1. The sequence {z(“)},, generated by (4.2) converges to the 
solution of(4.1), provided that (1.11) is satisfied fm A=(ARfl,,). 
The discussion in Section 2.3 is relevant to this three-dimensional image 
reconstruction problem. The vector x has iV=629,031 components (39 layers 
of 127 X 127 voxels), and p has LM= 103,124 components (28 source posi- 
tions, 127X29 rays for each source position: 127 in the horizontal, and 29 in 
the vertical direction on the detector screen). Consequently, the matrix R is 
huge (over 6X 10” components), but it is also very sparse, with only about 
200 nonzero elements per row. 
For reasons discussed in Section 2.3, for a problem of this size the 
row-by-row ART method of Herman et al. [9] [which is (2.17) with block size 
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L= 11 is not applicable in practice. Fortunately, there is an obvious way of 
choosing blocks of almost disjoint equations. We group together the equations 
for all the rays that lie in a fixed vertical plane. Thus, we choose L=29 and 
M=3556. Due to the ray spacing in the vertical direction, and the dimensions 
of the voxels (see [l]), almost no voxel is intersected by more than one ray 
from such groups of rays. Consequently, the matrices R,RT are diagonally 
dominant, and so are A,AT, where Ai =(hRi.Ei), where E, is the ith block of 
1 LM. Hence the discussion at the end of Section 2.3 is applicable, and 2’“’ can 
be chosen according to (2.18). We in fact selected C”‘) to be the diagonal 
matrix such that, for 1 G Z<L, 
(wl,l= 
0.85 
1+A2kTr [CRi,,),,,12 
(4.3) 
Note that this implies that the Zth component of Xcn)dCfl) in (4.2) can be 
calculated from x(“) using only the Zth rows of Ri and pi. 
The performance of this algorithm on a realistic three-dimensional image 
reconstruction example is illustrated in [l], where the choices of x0 and A in 
(4.1) are also discussed. We note that (4.2) was developed to avoid the 
impossible computation-time requirements of the ART-type method of [9] 
when applied to a truly three-dimensional problem; the theory reported in 
this paper is an outcome of our attempt at understanding the nature of this 
practically usable three-dimensional reconstruction algorithm. 
5. CONVERGENCE PROOF OF THE GENERALIZED KACZMARZ 
PROCEDURE 
In this section we give a proof of the theorems in Section 1. Since 
Theorems 1.2 and 1.3 are equivalent, it suffices to prove just one of them; we 
prefer to prove Theorem 1.2. Our proof is a generalization of Tanabe’s proof 
[22] of the convergence of the ordinary Kaczmarz algorithm (1.4) with 
Jn)=l for all n. 
First we transform (1.7) as follows. Since Y=(ZLM -AA’)Y +AA’Y, we 
have 
Yi =(E, -A,A+)Y+AiA+Y, (5.1) 
where Ei is the ith block of rows of I,,. It follows that the sequence (z(“)},, 
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generated by (1.7) satisfies 
+A;Q(“‘( Ei -AiA’)Y (5.2) 
for n=O,l,..., i=n mod M-t 1. 
Now let 
Pen) =I, -A’$?2’“‘Ai, i=n mod M+ 1, 
Q@)=A\Q2’“‘( Ei -A,A’), i=n mod M-t 1, 
(5.3) 
(5.4 
u(“) zz(“) -Aty. 
(5.5) 
Then 
u(“+l) ,p(nJ)(n) + py, 
(5.6) 
Using induction, we derive from (5.6) the recurrence relationship on .D(“~) 
(n=O,l,...): 
u((n+W) =R(“+)(“W + p’y, (5.7) 
where 
R(“, =p((n+l)M-l)p((n+l)M-2). . .p(nM) 
> (5.8) 
M-l 
(5.9) 
and so we may express u((“+~)~) as 
uKn+W) =R(“)R(“-~). . . R(o@‘) + ‘$“)y (5.10) 
with 
SC”’ = i R’“’ . . . R(k+ UT(k), (5.11) 
k=O 
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We prove Theorem 1.2 by proving convergence properties of the se- 
quence {u(“)},. The definition (5.5) provides the link between the { z(~))~ and 
the {D(“)}~. We study the behavior of the products 
g”)p”-l’. . .fp’ (5.12) 
as n + CO, and the consequent behavior of the SC”‘. 
We assume throughout this section that the convergence condition (1.8) of 
Theorem 1.2 holds. Hence there exist K > 0 and 0 < p < 1 such that 
I(Af(l, -ti(n))Ai((,4p for n>KM, (5.13) 
where i=n mod MS-l. 
To study the products (5.12) let us first look at the PC”) and the R(“‘. 
Observe that if a(“’ =I, then P(“) 1s an orthogonal projector. Although for 
general a(“) the matrix P (n) is not a projector, it still has properties similar to 
those of an orthogonal projector. 
NOTATION 5.1. If FE RNXM and C is a linear subspace of R”, then the 
restriction of F to C is denoted as F(,. The norm of F(, is given by 
(5.14) 
LEMMA 5.2. For all n, and for i= n mod M-t 1, 
P(%7(‘4,) =4&x(*,) (5.15) 
and 
PC”) maps ‘$I,( A?;) into itself. (5.16) 
Moreover, for n 3 KM, 
II P(n)lPR(‘4:.) 2w II (5.17) 
Proof. Clearly, P(“)(Z-A\Ai)=(Z, -A\Q(“)Ai)(Z, -AfAi)=Z, - 
A’A;. Since %(ZN -A\Ai)=%(Ai), this implies (5.15). 
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Also, 
Since %(AiiAi)=Ck(A\)=%(A~), (5.16) follows. Application of (5.13) gives 
(5.17). n 
An immediate consequence is the following. 
COROLLARY 5.3. For nZKM we have 
ilf, and only ifn:~!X(A~)for i=n modMf1. 
Now we can show the behavior of R(“). 
LEMMA 5.4. For all n we have 
and 
~Yxx(*) =M%(*,~ (5.18) 
R(“) maps C%( AT) into itself. (5.19) 
Moreover, there exists a< 1 such that, for all n> K, 
(p’“‘l,*,,‘,(12-. (5.20) 
Proof. Let XE%(A). Since %(A)= flEr%(Ai), it follows that P(“)x 
= x, by Lemma 5.2. Subsequently, since II(“) is a product of some of the PC*), 
@“)x=x too. This proves (5.18). 
Now let HE%. Then x=A+Ax, and P(“)~=AtAr-AiSt(“)Aix. Since 
%(A\)=%(Ali’)c%(AT), P (“)x E %( AT). Again, because II(“) is a product of 
some of the I’(“), RCnkE%(AT) as well. This is (5.19). 
The proof of (5.20) consists of two parts. First we show that, for n>K, 
and then we show, by contradiction, that these norms are uniformly bounded 
away from 1; i.e., that (5.20) holds. 
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Let n>K Since )I P(nM+k)~ I] s G 11 x I] s for all x and for all k>O, by Lemma 
5 2 it follows that 11 R(“)x ]I 
and only if, 
s G II x II s. It follows also that there is equality if, 
IIP (nM+k!l]2 = l]xlls for all factors P(nM+k) of R(“). Applying 
Corollary 5.3, we obtain that J]R(“)x]lz = IlxI] s if, and only if, XE%(A~) for 
i=l,..., M [equivalently, x E ??Z( A)]. Consequently 
IlR’“‘xll~llxll 2 
for all nonzero xEl(A)=$(Ar). Hence 
IIR(n)]c,RcA,,112<1 for n>K. (5.21) 
Now assume, by way of contradiction, that (5.20) does not hold. Then, in 
view of (5.21), there exists a strictly monotone sequence {ni}i such that 
So there exists {x?)}~ C%( Ar ) - {6} such that 
IIR (“Iq(z ---) 1 
IIx(i)llz ’ 
and, consequently, such that 
IF (n,M+Qq12 --$ 1 
IV’llZ 
i+cJo, 
i+m, (5.22) 
for all kj, O<ki <M. Let y(~)=~(~)/]]x(~)I] s, j-1,2,.... Because the sequence 
{Y~}~ is bounded, there exists a convergent subsequence. Without loss of 
generality, assume { 2~“‘)~ is convergent, 
lim y(i) =y*, 
j-cc 
Then IIy*Ils = 1 and y* E%(A~). Now we have that 
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for O<k, CM. By fixing the value of ki to be i- 1, we conclude (using 
Lemma 5.2) from (5.23) that y* E%( Ai). Since this holds for all i, 1 <if M, 
we have y* E?JZ( A). 
By construction, we had y* ~%jt(A~)=%c(A)~, so that y*=O, but this 
contradicts II y*II 2 = 1, proving (5.21). n 
Now we can prove the following crucial result. 
THEOREM 5.5. For every k, 
lim R(“)R(“P~). . .R(k) ~1, -AtA. 
n-am 
(5.24) 
Proof. By Lemma 5.4 (5.19), we have 
Hence R(“)R(“-l) . . .Rck)AtA = ( R(“)AtA) . . .( Rck)AtA), and, by (5.20) we 
obtain for k > K, 
Now, for all k. 
IIR(“)R(“-1). . .R(k)AtAII+,“-k+l~ 
R(“)R(“-1). . .R(k’_I, +AtA=R(“)R(n-I)... @‘AtA, (5.25) 
so that for k> K, we obtain (5.24). For k< K we obtain from (5.25) that 
(IR(n)R(n-l) _ . .Rck) -1, +A A112~,“-KIJR(K)R(K-1). . .R(k)ll,, (5.26) 
and hence (5.24) follows in this case too. q 
We need two more results before we can prove the convergence proper- 
ties of vCnM) in (5.10). 
LEMMA 5.6. For cl11 n, 
(5.27) 
(5.28) 
and 
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where 
B = z; llQ(% 
(5.29) 
is defined (i.e., B< 00). 
Proof. From (5.4) we get that Ck( Q “‘) c 3 (AT). Reasoning similarly to 
the proof of Lemma 5.4, we then obtain that 
n+1w-1). . .p(nM+k+l)Q(nM+k))~~,(A~), 
and so 
From (5.9) we easily derive (5.28) and (5.29), but we must show that 
Btco. We have 
JJ(IWJJZ= IIA$Jcn’( Ei -A,A+)I~, 
= JIA$(“)E,( I,, -AiA’)ll 
2 
by the assumption that {Q(“‘}, is bounded. This completes the proof. n 
COROLLARY 5.7. Zf (1.7) is periodic, then the sequence {SC”‘}, converges. 
Proof If (1.7) is periodic, then I@“) and T(“) do not depend on n. So we 
obtain from (5.11) that 
S(n) = 2 Rkl’. 
k=O 
By Lemma 5.6, T= A'A?', and so by (5.19) we have 
SC”, = i @TI+A)~T. 
k=O 
64 
Since by (5.20) 
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the series 
s= f$ (RA+A)~T 
k=O 
converges, and lim “-+ m SC”) = S. This completes the proof. n 
Now we are ready to prove the convergence properties of { D(“~)},. 
THEOREM 5.8. lf Az= Y is consistent, then the sequence { vCnM)},, gener- 
ated by (5.10) converges and AvCnM) -+O us n-+0. Zf v(O) E’%( AT), then 
lim vcnM) 10. 
n-a; 
Zf Az=Y is not consistent, but the method is periodic, then {v(“~‘}, 
converges. 
Proof. If Ax= Y is consistent, then Y=A AtY. By (5.4), Q(“)Y= 
A’$“‘(E, -AiA+)AA+Y=O. By (5JO), r$(n+r)M) =@“)@“-i) . . . @“)u(o’, so 
that using (5.24), lim., m v(“~) =( I, -AtA)@). It follows that AvcnM) ---) 0 as 
n-, co. If o(O) E%(A~), then we obtain v(“~)-,O as n* co. 
Now assume Az=Y is not consistent, but that the method is periodic. 
Then Corollary 5.7 says that lim.,, S’“’ = S exists. Consequently, we obtain 
from (5.10) and (5.24) that 
lim v(“~‘) =( I-A’A)v(” + SY. n 
n-+cc 
COROLLARY 5.9. lf Ax= Y is consistent, then the sequence {v(“)},, 
generated by (5.10) converges, and Au(“) -0, n+ 00. Zf, in addition, v(O) E 
69,,( AT), then 
lim v(“) 10. 
n~cc 
Proof. It follows from Theorem 5.8 that, if Az=Y is consistent, every 
subsequence {v (““+k))n, O<ktM, converges. (One shows that {u(“~+~)},, is
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generated by a relation similar to (5.10), but with R(“) and SC”) modified each 
R(“) still consists of products of P , (‘) but the order in which they appear is 
changed.) Let 
wCk) = lim yCnMfk) 
n+a 
Since by (5.6) 
(Q(“‘Y=O), we get by taking limits 
WCk+l) = ]im pCnMtk)w(k). 
n-ccc 
It follows that I/ ~(~+‘)ll s = II I.u(~)JI s, since otherwise, if II tdki-‘) II 2 -=c /I dk)II 2, 
we would obtain from 
U(n+lPf+k ,p(n+l)M+l-1 , . .p(nMtk+l)U(nM+kfl) 
that 
W(k) = ]im ~((“+l)M+l-1) , , .p(nM+k+l)W(k+l) 
n*m 
and so 
or 
IIw’k’ll,~ll~ ((n+l)M+k-1). . .p(nM+k+l) l1211W(k+1)l12’ 
((w(~)((,~((Iw(~+~)~~~: a contradiction. 
Now, from the fact that 
and from Lemma 5.2 and Corollary 5.3, it follows that 
lim p(nM+k)w(k) = w(k) 
n+cc 
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and hence that w(~+‘) =w(~). 
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So all the limits w(~), O<k< M, are equal. Since for all k, AU;(~) =O, we 
have Au(“) -+O as n+ 00. 
The additional conclusion that z)(~) -+O as n+ 00 if o(e) E%(Ar) is an 
easy consequence of Theorem 5.8. n 
Theorem 1.2 can now be proved by translating {u(“)},, of Theorem 5.8 
and Corollary 5.9 back into the {z(~)},, according to (5.5). 
The work of the authors is supported by NlH grants HL4664, HLl8968 
and RR7 as well as NC1 contract CB84235. 
We thank Drs. A. Bjorck and T. Elfving for comments on an earlier 
version of this paper. 
REFERENCES 
1 
2 
6 
7 
8 
9 
10 
M. D. Altschuler, Y. Censor, P. P. B. Eggermont, G. T. Herman, Y. H. Kuo, R. M. 
Lewitt, M. McKay, H. K. Tuy, J. K. Udupa, and M. M. Yau, Demonstration of a 
software package for the reconstruction of the dynamically changing structure of 
the human heart from cone-beam x-ray projections, in Proceedings of the 13th 
Hawaii lnternational Conference on Systems Sciences, Vol. III (B. Shriver and R. 
Sprague, Jr., Eds.), 1980, pp. 406-418. 
A. Ben-Israel and T. N. E. Greville, Generalized Inverses: Theory and Applica- 
tions, Wiley, New York, 1974. 
T. Elfving, Block-iterative methods for consistent and inconsistent linear equa- 
tions, Numer. Math., 35:1-12 (1980). 
P. F. C. Gilbert, Iterative methods for the three-dimensional reconstruction from 
projections, 1. Theoret. Biol. 36:105- 117 (1972). 
B. K. Gilbert, A. Chu, D. E. Atkins, E. E. Schwartzlander, and E. L. Ritman, 
Ultra highspeed transaxial image reconstruction of the heart, lung, and circula- 
tion, via numerical approximation methods and optimized processor architecture, 
Computers in Biomedical Research 12:17-38 (1979). 
R. Gordon, R. Bender, and G. T. Herman, Algebraic reconstruction techniques 
(ART) for three-dimensional electron microscopy and x-ray photography, J. Thee 
ret. Biol. 29:471-481 (1970). 
G. T. Herman, Image Reconstruction j&m Projections: the Fundamentals of 
Computerized Tomography, Academic Press, New York, 1980. 
G. T. Herman (Ed.), Image Reconstruction from Projections: Implementation and 
Applications, Springer, Berlin, 1979. 
G. T. Herman, H. Hurwitz, A. Lent, and H. P. Lung, On the Bayesian approach 
to image reconstruction, Information and Control 42:60-71 (1979). 
G. T. Herman and A. Lent, A computer implementation of a Bayesian analysis of 
image reconstruction, Infonatiun and Control 31:364-384 (1976). 
ITERATIVE ALGORITHMS 
11 G. T. Herman and A. Lent, Quadratic optimization for image reconstruction I, 
Cornput. Graphics and Image Processing 5:319-332 (1976). 
12 G. T. Herman and A. Lent, Iterative reconstruction algorithms, Comput. Biol. 
Med. 6:273-294 (1976). 
13 G. T. Herman, A. Lent, and P. H. Lutz, Relaxation methods for image recon- 
struction, &mm. ACM 21: 152- 158 (1978). 
14 G. T. Herman, A. Lent, and S. W. Rowland, Anr:mathematics and applications, J. 
Theoret. Biol. 42:1-32 (1973). 
15 S. Kaczmarz, Angenaherte Auflosing von Systemen linearer Gleichungen, Bull. 
Acad. Polon. Sci. Lettres A, 1937, pp. 355-357. 
16 A. V. Lakshminarayanan and A. Lent, Methods of least squares and SIRT in 
reconstruction, J. Theoret. Biol. 76:267-295 (1979). 
17 B. E. Oppenheim, More accurate algorithms for iterative Sdimensional recon- 
struction, IEEE Trans. NucE. Sci. NS-21:72-77 (1974). 
18 B. E. Oppenheim, Reconstruction tomography from incomplete projections, in: 
Reconstruction Tomography in Diagnostic Radiology and Nuclear Medicine 
(M. M. Ter-Pogossian et al., Eds.), University Park Press, 1977. 
19 K. T. Smith, D. C. Solmon, and S. L. Wagner, Practical and mathematical aspects 
of the problem of reconstructing objects from radiographs, BUZZ. Amer. Math. 
sot. 145:1-44 (1977). 
20 K. T. Smith, D. C. Salmon, S. L. Wagner, and C. Hamaker, Mathematical aspects 
of divergent beam radiography. Proc. Nat. Acad. Sci. (U.S.A.) 75:2055-2058 
(1978). 
21 G. W. Stewart, Introduction to Matrix Computations, Academic, New York, 1973. 
22 K. Tanabe, Projection method for solving a singular system of linear equations 
and its applications, Numer. Math. 17:203-214 (1971). 
23 K. Tanabe, Characterization of linear stationary iterative processes for solving a 
singular system of linear equations, Numer. Math. 22:349-359 (1974). 
24 A. N. Tikhonov, The stability of algorithms for the solution of degenerate systems 
of linear algebraic equations, J. Comp. Math. Physics 5:181- 188 (1965). 
25 D. M. Young, Iterative Solution of Large Linear Systems, Academic, New York, 
1971. 
