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1. INTRODUCTION 
In this paper we shall consider linear systems of m discrete inequalities 
involving functions of n independent variables. The origin of these 
inequalities is so called Gronwall’s type discrete inequalities. When m = 1, 
in [4] a discrete analogue of Riemann’s function has been obtained and 
employed to establish some best possible inequalities. This approach is 
motivated by the continuous inequalities [2, 131 and easily provides 
Wendroff type explicit estimates. Further, this technique has the advantage 
that it requires fewer restrictions on the functions that appear in the 
inequalities than are needed in direct methods, see, e.g., [3, 5, 11, 12, 15, 
161. When n = 1, several comparison results for the nonlinear systems were 
proved in [ 11. These results are very useful in establishing asymptotic 
behaviour, dependence on parameters, etc. for the systems of discrete 
equations. However, it does not provide explicit upper estimates on the 
unknown functions. For the general case m, n, nothing much seems to be 
known. In Section 2, we state a lemma which is needed in later sections and 
is of independent interest. In Section 3, we provide the best possible upper 
estimates on the unknown m-vector function U(X) satisfying (3.1). This 
estimate is in terms of the solution of an m x m matrix summation equation 
(equivalently, a discrete analogue of m x m matrix Riemann’s function), 
and is in fact a discrete analogue of the result proved in [7]. In Sections 4 
and 5, we shall use the method of splitting and the method of maxima 
respectively to obtain explicit upper estimates on U(X) satisfying (3.1). 
These techniques have been used for the continuous inequalities in [6, 8, 
9, 10, 14, 171. In Section 6, we use the best possible result of Section 3 and 
matrix norms to obtain explicit upper estimates on u(x) satisfying (3.1). 
Finally, in Section 7 we consider a more general inear inequality and show 
that the methods of Sections 4-6 can be used to obtain upper estimates on 
the function U(X) satisfying (7.1). 
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2. PRELIMINARIES 
Let N= (0, 1, . . . > be the set of natural numbers including zero, and the 
product N x ... x N (n times) be denoted by N”. A point (x,, . . . . x,) in N” 
is denoted by x, whereas 2, represents (x,, . . . . x,_ 1, x,, , , . . . . x,) and (,U,, r) 
stands for (x,, . . . . x,+ , , f, x,, , , . . . . xn). For all s, XE N”, 0 6 S< x, i.e., 
06si <xi, 1 d i6 n and anyf(x) defined on N”, C,“Z,’ f(p) represents the 
n-fold sum C”:’ .~.~~;~~,~f(p,, . . . . p,) and d;f(p) denotes d,, ... 
A,n fb, 9 . ..T P,,),~’ where A is the forward difference operator Af(t) = 
f(t + 1) -f(t). The empty sums and products are taken to be 0 and 1, 
respectively. 
We shall need the following lemma: 
LEMMA 2.1. Let the m x m matrix A(x) be defined and nonnegative on 
N”. Let the m-vector functions h(x) and u(x) be defined on N”. Further, let 
for all x E N” the following inequality be satisfied 
A:u(x) <A(x) u(x) + h(x), 
where 
U(Xi, 0) = 0, 1 di<n. 
Then, for all x E N”, 
u(x) d C V(s + 1; x) h(s), 
S=O 
where the m x m matrix V(s, x), s < x - 1, (s, x) E N” x N” is a solution of 
(- 1)” A: V(s; x) = V(s + 1; x) A(s) 
V(Si, xj; x) = I (m x m identity matrix), 1 < i < n, 
or equivalently, 
V(s;x)=Z+ 1 V(p+ 1;~) A(p). 
p=s 
Proof The proof is similar to the proof of Lemma 2.4 of [4]. 
3. BEST POSSIBLE RESULT 
THEOREM 3.1. Let the m x m matrices G(x) and H(x) be defined and 
nonnegative on N”. Let the m-vector functions a(x) and u(x) be defined on 
N”. Further, let for all x E N” the following inequality be satisfied, 
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.x- 1 
u(x) <a(x) + G(x) c H(s) u(s). 
S==O 
(3.1) 
Then, for all x E N”, 
u(x) f a(x) + G(x) C V(s + 1; x) H(s) a(s), (3.2) 
s=O 
where V(s; x) satisfies 
V(s; x) = I+ 1 V(p + 1; x) H(p) G(p). 
p=.S 
(3.3) 
Proof. Define a m-vector function d(x) such that 
x ~ 1 
d(x) = c ml 4s)v 
S=O 
then we have 
JMX) = WXMX) 
dtxi, O) = O, 1 $i<n. 
Since u(x) <a(x) + G(x) 4(x), we find that 
d”,qVx) <WY) 4x)+ H(x) ‘3x1 d(x). 
Now an application of Lemma 2.1 provides 
x - I 
4(x) 6 s;. w + 1; xl H(s) 4s). 
Using (3.4) in (3.1) the result (3.2) follows. 
Obviously equality in (3.1) implies the equality in (3.2). 
4. EXPLICIT BOUNDS: METHOD OF SPLITTING 
THEOREM 4.1. Let in addition to hypotheses of Theorem 3.1, u(x) 2 0 for 
all x E N”. Then, for all x E N”, 
uj(x) G aj(x) + g,‘(X) rob), (4.1) 
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where 
and 
v, I \,- I 
rob)= C a*(,f,,s,) n (1 +N-f,, t,)) 
i, =o I, =A, + 1 
k=l I=, i,=O 
b(x~d=,~f~mk;l ,;, c hk,(s,,X,)g,~(s,,X,). i, =o 
Proof: In component form inequality (3.1) is same as 
uj(x) d aj(x) + f &ktx) rk(x)? ldj6m 
k=l 
where 
rk(X) = 2 ‘;i’ hkh) %(S), 1 <k<m. 
We define 
/=I .s=o 
r(x)= 5 rJx). 
k=l 
Then, by (4.7) and (4.6), we have 
d.xLr(x)= f dy,rk(x) 
k=l 
m m ‘, ~ 1 
B c c c h&,,X,) 
k=l I=, s,=O 
x ad~,,xl)+ f gll(~I,xl)rm(~,,xl) 
[ x=1 1 
<a*(Z,, x,)+ 5 r,(x) 
x=1 
m I?- I, ~ 1 
x c 1 c ‘+&,>X,) g,c,(j,,X,), 
k=l /=I s,=O 
(4.2) 
(4.3) 
(4.4) 
(4.5)
(4.6) 
(4.7) 
(4.8) 
since each r, is an increasing function of each of its component variables. 
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Using (4.5) and (4.8), we obtain 
d,,r(x)6a*Gl, xl)+Wl, xl)+). (4.9) 
Summing the inequality (4.9) with respect to x1 for arbitrary Xi 20, e.g., 
see [4], we find 
r(x) 6 ro(x). (4.10) 
Now from (4.6) and (4.2), we have 
uj(x) G uj(x) + g,*tx) f rk(x) 
k=l 
= u,(x) + g;“(x) r(x). (4.11) 
Using (4.10) in (4.11) we get the required inequality (4.1). 
5. EXPLICIT BOUNDS: METHOD OF MAXIMA 
In addition to hypotheses of Theorem 4.1 we shall assume that a(x) > 0 
for all x E N”. Taking maxima in (4.6) over 1 d j < m to obtain 
u(x) < a(x) + t gktX) rk(x)T 
k=l 
(5.1) 
where 
u(x) = $yyrn Ujb) (5.2) . . 
a(x) = , yy:m +(x) . . (5.3 
gkcX) = 1 yT& g,ktX). 
. . 
Since h,,(x)>O, from (4.7) we find 
rk(X) Q f xi’ hklb) u(s) 
/=l s=o 
X-l 
= s;. h/c(S) U(S), (5.5) 
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where 
h&c) = f h,,(x). 
/= 1 
(5.6) 
Using (5.5) in (5.1), we get 
u(x) <a(x) + 1 gk(x) C hkb) u(s). (5.7) 
k=l s = 0 
For the inequality (5.7) we have obtained recursive upper bounds for 
u(x) in Theorem 3.3 [4]; however, these bounds are interms of a discrete 
analogue of Riemann’s function which is generally not known. We remark 
that recursive Wendroff type estimates are possible; however, these are 
rather complicated. To obtain, an easy (however crude) estimate, we define 
h(x) = , F;& h/c(X) . . (5.8) 
. 
dx)= c gktX) 
k=l 
(5.9) 
so that (5.7) can be written as 
.r - 1 
u(x) < 44 + g(x) C W u(s). 
s=O 
(5.10) 
Inequality (5.10) is exactly the same as (3.1) with m = 1 and hence from 
Theorem 3.1 we find that 
.r ~ 1 
u(x) d a(x) + g(x) c v(s + 1; x) h(s) a(s). (5.11) 
A=0 
In Corollary 4.3 [4] we have obtained an upper estimate on the function 
v(s, x) and it appears as 
v(s; x) < min l<i<n 
‘,-I 
l+ C Up)g(p) II . p, = f, (5.12) 
Using (5.12) in (5.1 l), we obtain an explicit upper estimate on u(x) 
u(x) d a(x) + g(x) c h(s) a(s) 
s=O 
x min 
I<r<n 
3, - 1 
l+ c W)g(p) . 
p, = s, 
(5.13) 
We summarize the above considerations in the following: 
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THEOREM 5.1. Let the m x m matrices G(x), H(x) and the m-vector func- 
tions a(x), u(x) be defined and nonnegative on N”. Further, let for all x E N” 
the inequality (3.1) be satisfied. Then, for all XE N” the inequality (5.13) 
holds, where g(x), h(x), a(x), and u(x) are defined in (5.9), (5.8), (5.3), and 
(5.2), respectively. 
THEOREM 5.2. Let in addition to hypotheses of Theorem 5.1, a(x) be 
nondecreasing and g(x) > 1 for all x E N”. Then, for all x E N”, 
.x, - 1 
1 + C h(p) g(p) 11 . p,=o (5.14) 
Proof Since a(x) is nondecreasing and g(x) >, 1, (5.11) gives 
*- I 
1+ c v(s+l;x)h(s)g(s) 
s=o 1 
and hence from (3.3), we get 
u(x) <a(x) g(x) ~(0; x). 
The result (5.14) now follows from (5.12). 
6. EXPLICIT BOUNDS FROM THE BEST POSSIBLE RESULT 
Let llG[l denote any m x m matrix norm which in addition to the usual 
conditions also satisfies 1 g, 1 < 11 Gil for all 1 < i, j < m. 
In component form inequality (3.2) is the same as 
uj(X)Gaj(X) + f f f gjitx) 
i=l k=l I=1 
x-1 
X 1 vik(s i- 1; X) hk,(S) a,(s). 
3=0 
(6.1) 
Hence, if all g,(x), hk,(x), and a,(x) are defined and nonnegative for all 
x E N”, then it follows that 
uj(x)Gaj(X)+ f f t g,itx) 
i=l k=l /=l 
x-1 
x c 11 v(s + 1; X)11 hk,(S) a,(s) 
s=O 
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u,(X) 6 uj(x) + f gjj(x) 
i= 1 
h,,(s) u,(4) I/% + 1; x)ll. (6.2) 
Next, from (3.3) we have 
II f’(s; XIII G 1 + c II V(P + 1; XIII IIfO)II IlG(~)ll (6.3) 
p = ., 
which is a l-dimensional inequality. Hence, Corollary 4.3 [4] gives that 
II V(s; x)ll < min l<i<n (‘f/ [ 1 + ‘;k’ lIffb)ll IIWII]}. (6.4) PI = J, p( = s, 
Using (6.4) in (6.2), we find 
x,- 1 
1+ c IIWp)ll IlW)II . (6.5) 
@,=F, 
Thus we have proved the following: 
THEOREM 6.1. Let the m x m matrices G(x) and H(x) be defined and 
nonnegative on N”. Let the m-vector functions a(x) and u(x) be defined and 
a(x) > 0 on N”. Further, let for all x E N” the inequality (3.1) be satisfied. 
Then, for all x E N” the inequality (6.5) holds, where JJGJJ is any m x m 
matrix norm such that I g, ( d IlGll. 
We also note that if Ilull is any m-vector norm and IlGll is the m xm 
matrix compatible norm, and the conditions of Theorem 5.1 are satisfied, 
then it is easy to get 
ll4x)ll G Il4x)ll + llG(x)ll s:. ,$i, . . 
x ixfi’ [ 1 + ‘2’ IIH(p)II IIG(P)I~]} IIH(s)ll Ilu(s) (6.6) 
PI = s, pr = s, 
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7. GENERAL LINEAR INEQUALITY 
THEOREM 7.1. Let the m x m matrix K(x, s) be defined and nonnegative 
for all (x, s) E N” x N”. Let the m-vector functions a(x) and u(x) be defined 
and nonnegative on N”. Further, let for all x E N” the following inequality be 
satisfied 
u(x) < a(x) + 1 K(x, s) u(s). 
S=O 
(7.1) 
Then, for all x E N”, 
C 
5- 1 
U(X) G I+ 1 T/b+ 1); x) K(x, s) a(x), 1 (7.2) s=O 
where a(x) = sup{a(p): 0 < p <x>, K(x, s) = sup{K(p, s): 0 < p <x} and 
V(s; x) satisfies 
x ~ I 
V(s;x)=Z+ 1 V(p+ 1;~) K(x, p). (7.3) 
s=O 
Proof: For any lied point X in N”, it follows that 
x - 1 
u(x)< a(W + 1 KW, s) u(s), 
3=0 
for all 0 d x 6 X. (7.4) 
Thus, Theorem 3.1 implies that 
[ 
.x-I 
u(x)< I+ c V(s+ 1; x, X) K(X, s) a(X), 
I 
for all O<xdX, (7.5) 
x=0 
where V(s; x, X) satisfies 
x - 1 
V(s;x,X)=Z+ c I’(p+l;x,X)K(X,p). (7.6) 
p=S 
In particular (7.5) holds for x=X. Replacing X by x in (7.5) and (7.6) 
and noting that V(s; x, x) = V(s; x), we get the desired inequality (7.2). 
Finally, we remark that the techniques of Sections 4-6 can be employed 
to inequality (7.4) to obtain explicit upper estimates on the function u(x) 
satisfying (7.1). 
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