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Abstract
Given a graph G, an edge-coloring of G with colors 1, 2, 3, . . . is consecutive if the colors of edges incident to each vertex are
distinct and form an interval of integers. The consecutive edge-coloring of graphs has important applications in scheduling theory
and was studied by the authors in [A.S. Asratian, T.M.J. Denley, R. Häggkviist, Bipartite Graphs and their Applications, Cambridge
University Press, Cambridge, 1998; K. Giaro, M. Kubale, M. Malaﬁejski, compact scheduling in open shop with zero-one time
operations, Infor 37 (1999) 37–47; K. Giaro, M. Kubale, Compact scheduling of zero-one time operations in multistage system,
Discrete Appl. Math. 145 (2004) 95–103]. The deﬁciency def(G) of G is the minimum number of pendant edges whose attachment
toGmakes it consecutively colorable.A generalized -graph, denoted by m, is a graph consisting ofm internal disjoint (u, v)-paths,
where 2m<∞. In this paper, we completely determine the deﬁciency def(m) of m and prove that S(m) lmax(m) + − 1,
where S(m) is the maximum number of colors allowing a consecutive edge-coloring and lmax(m) is the length of the longest
(u, v)-paths in m.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider a relatively new concept of graph coloring, namely a consecutive edge-coloring problem.
A proper edge-coloring of graph G = (V ,E) is a map c : E → S with c(e) = c(f ) for any adjacent edges e, f ,
where S is an available colors set. Given a proper edge-coloring of G with colors 1, 2, 3, . . . the coloring is said to be
a consecutive edge-coloring, in short CEC, if for each vertex the colors of edges incident from an interval of integers.
This model of coloring has immediate applications in scheduling theory, in the case when an optimal schedule without
waiting periods or idle times is searched for. In this application the problem can be modeled as a graph whose vertices
correspond to processors, edges represent unit execution time biprocessor tasks and colors correspond to assigned time
units [9].
This particular variation of edge-coloring apparently was ﬁrst studied under the name of ‘interval coloring’ by
Asratian and Kamalian [2] and by Sevastjanov [11] who proved that it is NP-complete to decide if a given bipartite
graph G admits a consecutive coloring of edges. In their papers, they mainly considered the bipartite graphs. Recently,
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Giaro [6] investigated CEC of general graphs (i.e. fans graphs Fn(n> 3), cycles, wheels, broken wheels, and complete
graphs).
Not all graphs have a CEC. A simple counterexample is K3. However, every G which is not consecutively colorable
can be augmented to a supergraph of G which has such a coloring by the attachment of some pendant edges to its
vertices. The minimum number of edges whose attachment to G makes it consecutively colorable is just deﬁciency
of G.
Deﬁnition 1.1. Given a ﬁnite subset A of N, by the deﬁciency def(A) of A we mean the number of integers between
minA and maxA not belonging to A.
Clearly, def(A) = maxA − minA − |A| + 1.
A set A of N with def(A) = 0 is an interval.
Deﬁnition 1.2. Given a graph G and its proper edge-coloring c : E(G) → N. Let E(v)={e ∈ E(G)|e is incident with
the vertex v} and c(v) = {c(e)|e ∈ E(v)}. In particular, def(c(v)) is the deﬁciency of c at vertex v. The deﬁciency of
coloring c is the sum of deﬁciencies of all vertices in G denoted def(G, c) =∑v∈V def(c(v)). The deﬁciency of graph
G, def(G), is the minimum def(G, c) among all possible proper colorings c of G. A graph G with deﬁciency d is called
d-deﬁcient, and a coloring c for which def(G, c) = 0 is called consecutive.
Let ′(G) be the chromatic index of G. Suppose G is 0-deﬁcient and let c be a CEC.We deﬁne sets Ei ={e ∈ E(G) :
c(e) ≡ i(mod )}, i = 1, 2, . . . ,, where  = (G). It is easy to see that each set Ei is a matching in G. Therefore
coloring the edges of Ei with color i for each i (1 i) gives a -coloring of G. Thus we have
Proposition 1.3 (Asratian and Kamalian [2], Giaro et al. [6]). If G is consecutively colorable, then ′(G) = .
A graph may have no CEC and the above result shows that a graph having CEC must be a graph of Class-I (i.e. a
graph with ′(G) = (G)). However, a graph of Class-I is not necessary consecutively colorable. For example, K1,1,3
is Class-I but not consecutively colorable.
Besides regular graphs of Class-I, simple examples of 0-deﬁcient graphs are trees, complete bipartite graphs, doubly
convex bipartite graphs [1], grid graphs [3], fans graphs Fn [6] (n> 3), bipartite outerplanar graphs [7], 2-processor
and 3-processor bipartite graphs [4], bipartite catci [5] as well as bipartite (2,)-regular graphs [8]. In particular, Giaro
[6] gave the deﬁciency of the following graphs: odd cycles, wheels, broken wheels, and complete graphs of odd order.
It seems very difﬁcult to characterize the graphs that have CEC and there is a few of such graphs characterized.
Deﬁnition 1.4. Let G be a graph of 0-deﬁcient. By the span s(G, c) of coloring c we mean the number of colors used in
the CEC. By s(G)(S(G)) we denote the minimum (maximum) span among all consecutive colorings of G, respectively.
Clearly, for any 0-deﬁcient graphs G
(G)s(G)S(G).
A generalized -graph is a graph consisting of m internal disjoint (u, v)-paths, where 2m<∞. Throughout the
paper, we denote the generalized -graph by m. A -graph is the m for m = 3. The rest of this paper is organized as
follows. In Section 2, we investigate the CEC problem for m. In particular, we determine the deﬁciency of -graph
and K1,1,n. Section 3 is devoted to m allowing CEC. The main result is that the maximal number of colors used for
m is bounded by lmax(m) +  − 1, where lmax(m) is the length of the longest (u, v)-paths of m.
2. The deﬁciency of m
Let Pn = v1v2 . . . vn be a (v1, vn)-path of length n − 1 and Pn is called odd if n − 1 is odd and even, otherwise. It
is easy to see that any path Pn has a CEC. Pn is said to be (i, j)-consecutively colorable if Pn has a CEC c such that
c(v1v2) = i and c(vn−1vn) = j . (We also say that Pn has an (i, j)-CEC.) Clearly, if Pn has an (i, j)-CEC, then Pn has
also a (j, i)-CEC. In the following lemmas, we construct the (i, j)-CEC for path Pn.
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Lemma 2.1. Let P2k be odd path, where k1. P2k is (i, j)-consecutively colorable if and only if i and j have the same
parity and |i − j |2k − 2.
Proof. Sufﬁciency: Suppose that i and j have the same parity and |i − j | = s.
Case 1: s = 0 or s = 2k − 2.
Clearly, the odd path P2k has an (i, i)-CEC and an (i, i + 2k − 2)-CEC.
Case 2: 0<s < 2k − 2.
We take two paths Pn1 and Pn2 from P2k = v1v2 . . . vs−1vs . . . v2k such that Pn1 = v1v2 . . . vs−1vs and Pn2 =
vs−1vs . . . v2k . Pn1 and Pn2 are all odd paths because s is even. By Case 1, we can get an (i, i + s)-CEC c1 for Pn1
and an (i + s, i + s)-CEC c2 for Pn2 . The colorings c1 and c2 clearly constitute an (i, i + s)-CEC of P2k . Hence the
sufﬁciency is proved.
Necessity: In fact, if P2k has an (i, j)-CEC c, then c colors odd and even alternatively on edges of P2k . Hence the
alternative parity on the edges of odd P2k implies that i and j have the same parity, and |i − j |2k − 2 is obvious. 
For the even path P2k+1, we can similarly prove the following lemma as in Lemma 2.1.
Lemma 2.2. Let P2k+1 be even path, where k0. P2k+1 is (i, j)-consecutively colorable if and only if i and j have
the different parity and |i − j |2k − 1.
Denote by Pn1 , Pn2 , . . . , Pnm all the (u, v)-paths of m, (m) the number of even paths among them and ◦(m)
the number of odd paths among them. Suppose that (m) = r and ◦(m) = t , and then r + t = m. Without loss of
generality, we assume that Pn1 , Pn2 , . . . , Pnr are the even paths and Pnr+1 , Pnr+2 , . . . , Pnr+t the odd paths. For a ﬁnite
subset A of N, let (A) = |{i ∈ A| i is even}| and ◦(A) = |{i ∈ A| i is odd}|. Now we have the following lemmas.
Lemma 2.3. Let m be a generalized -graph. If both (m) and ◦(m) are odd, then def(m) = 1.
Proof. We ﬁrst prove that def(m)> 0 by contradiction. Assume def(m) = 0, there exists a CEC c such that
def(m, c) = 0. It is easy to see that the coloring of c restricting on each (u, v)-path Pni is a CEC. Denote by
m[Pn1 , Pn2 , . . . , Pnr ] and m[Pnr+1 , Pnr+2 , . . . , Pnr+t ] the edge-induced subgraphs by even paths Pn1 , Pn2 , . . . , Pnr
and odd paths Pnr+1 , Pnr+2 , . . . , Pnr+t , respectively. Let c1 be the restriction of c on m[Pn1 , Pn2 , . . . , Pnr ] and
c2 the restriction of c on m[Pnr+1 , Pnr+2 , . . . , Pnr+t ]. Let A = c(u) and B = c(v). Since both r and t are odd,
|A| = d(u) = r + t = even and |B| = d(v) = r + t = even. Since A and B are intervals, (A) = (B)(= 12 (r + t)) and
◦(A) = ◦(B)(= 12 (r + t)).
Let A1 = c1(u), B1 = c1(v), A2 = c2(u) and B2 = c2(v). Obviously, A1 ∪ A2 = A and B1 ∪ B2 = B are disjoint
union. Hence (A1)+ (A2)= (B1)+ (B2) and ◦(A1)+ ◦(A2)= ◦(B1)+ ◦(B2). Since Pnr+i (i = 1, . . . , t) is odd
(u, v)-paths, by Lemma 2.1, (A2) = (B2) and ◦(A2) = ◦(B2). Then (A1) = (B1) and ◦(A1) = ◦(B1). Since Pni
(i=1, . . . , r) is even (u, v)-paths, by Lemma 2.2, (A1)=◦(B1). Therefore (A1)=◦(A1) and (A1)+◦(A1)=even.
But (A1) + ◦(A1) = |A1| = r is odd, this is a contradiction. Thus def(m)1.
Now we construct a proper edge-coloring c′ of m with def(m, c′)=1. By Lemmas 2.1 and 2.2, Pni has an (i, i+1)-
CEC c′i (i = 1, . . . , r) and Pnr+j has a (r + j + 1, r + j + 1)-CEC c′r+j (j = 1, . . . , t). Let us deﬁne an edge-coloring
c′ by
c′(e) =
{
c′i (e) if e ∈ Pni (i = 1, . . . , r),
c′r+j (e) if e ∈ Pnr+j (j = 1, . . . , t).
Then c′(u) = {1, 2, . . . , r, r + 2, . . . , r + t + 1}, c′(v) = {2, . . . , r, r + 1, r + 2, . . . , r + t + 1}, and c′(w) is an
interval(w ∈ V (m)\{u, v}). Hence def(m)def(m, c′)= def(m, c′(u))=1.A coloring c′ for which def(m, c′)=1
is shown in Fig. 1(a). 
Lemma 2.4. Let m be a generalized -graph. If (m) is odd and ◦(m) is even, then def(m) = 0.
Proof. Let (m) = r be an odd and ◦(m) = t = 2k be an even. By Lemmas 2.1 and 2.2, Pni has an (i, i + 1)-CEC
ci(i=1, . . . , r),Pnr+2j−1 has a (r+2j−1, r+2j+1)-CEC cr+2j−1(j=1, . . . , k) andPnr+2j has a (r+2j, r+2j)-CEC
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Fig. 1. m(a).
Fig. 2. A consecutive coloring of m.
cr+2j (j = 1, . . . , k). Now we deﬁne an edge-coloring c′′ by
c′′(e) =
{
ci(e) if e ∈ Pni (i = 1, . . . , r),
cr+2j−1(e) if e ∈ Pnr+2j−1(j = 1, . . . , k),
cr+2j (e) if e ∈ Pnr+2j (j = 1, . . . , k).
Then c′′(u)={1, 2, . . . , r, r +1, . . . , r + t} and c′′(v)={2, . . . , r, r +1, . . . , r + t +1} are intervals, and c′′(w) is also
an interval(w ∈ V (m)\{u, v}). Hence def(m)= 0.A coloring c′′ for which def(m, c′′)= 0 is shown in Fig. 2(b). 
Lemma 2.5. Let m be a generalized -graph. If (m) is an even, then def(m) = 0.
Proof. Let (m) = r = 2k be an even and ◦(m) = t . By Lemmas 2.1 and 2.2, Pn2i−1 has a (2i − 1, 2i)-CEC
c2i−1(i=1, . . . , k),Pn2i has a (2i, 2i−1)-CEC c2i (i=1, . . . , k) andPnr+j has a (r+j, r+j)-CEC cr+j (j =1, . . . , t).
Now we deﬁne an edge-coloring c′ by
c′(e) =
{
c2i−1(e) if e ∈ Pn2i−1(i = 1, . . . , k),
c2i (e) if e ∈ Pn2i (i = 1, . . . , k),
cr+j (e) if e ∈ Pnr+j (j = 1, . . . , t).
Then c′(u) = {1, 2, . . . , r, r + 1, . . . , r + t} and c′(v) = {1, 2, . . . , r, r + 1, . . . , r + t} are intervals, and c′(w) is also
an interval (w ∈ V (m)\{u, v}). Hence def(m)= 0. A coloring c′ for which def(m, c′)= 0 is shown in Fig. 2(c). 
Since the choice of them (u, v)-paths of m is arbitrary, the proof of the above Lemmas 2.3–2.5 implies the following
theorem.
Theorem 2.6. Let m be a generalized -graph. Then
def(m) =
{
1 if  (m) is odd and ◦ (m) is odd,
0 otherwise.
A -graph is the m for m = 3. Let G be a -graph, then m = (G) + ◦(G) = 3 is odd. Thus (G) and ◦(G) have
different parities, and by Theorem 2.6, def(G) = 0. It follows:
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Fig. 3. K1,1,n.
Corollary 2.7. Let G be a -graph. Then def(G) = 0.
We know that K1,1,3 is not 0-deﬁcient [6]. The following corollary gives the deﬁciency of K1,1,n.
Corollary 2.8. The deﬁciency of K1,1,n is
def(K1,1,n) =
{
1 if n is odd,
0 if n is even.
Proof. K1,1,n is the m consisting of n + 1 internal disjoint (u, v)-paths (n’s (u, v)-path of length 2, and one (u, v)-
path of length 1). If n is even, then (K1,1,n) = n is even and ◦(K1,1,n) = 1. By Theorem 2.6, def(K1,1,n) = 0.
If n is odd, then (K1,1,n) is odd and ◦(K1,1,n) = 1. By Theorem 2.6, def(K1,1,n) = 1. A coloring c for which
def(K1,1,2k)= def(K1,1,2k, c)= 0 and another coloring c′ for which def(K1,1,2k+1)= def(K1,1,2k+1, c′)= 1 are shown
in Fig. 3. 
3. The bounds on S(m) and s(m)
In this section, we always assume that m is 0-deﬁcient and will give the tight bounds of S(m) and s(m). For a
simple and connected 0-deﬁcient graph G= (V ,E), by  and we denote the number of vertices and maximum vertex
degree in G, respectively. In [1], Asratian proved S(G)2− 1. Later, Giaro [6] improved the bound in the following
theorem.
Theorem 3.1 (Giaro et al. [6]). If graph G is of 0-deﬁcient with 3 vertices, then
S(G)2 − 4. (3.1)
The bound (3.1) is very close to tight and can be further improved for the triangle-free graphs.
Theorem 3.2 (Astratian and Kamalian [2]). Let G be a triangle-free graph of 0-deﬁcient. Then
S(G) − 1. (3.2)
The bound (3.2) is tight for paths and complete bipartite graphs.
In order to prove our upper bound S(m), we need some additional notions, which were used by Giaro in [6]. Let m
be of 0-deﬁcient consisting of m internal disjoint (u, v)-paths, say Pn1 , Pn2 , . . . , Pnm . We denote by l(Pni ) the length
of Pni and let lmax(m) = max1 iml(Pni ) and lmin(m) = min1 iml(Pni ). Suppose c is a CEC of m. By cmin and
cmax we denote the minimum and maximum color used in c, respectively. Obviously, every integer between cmin
and cmax is a color of some edges. By an e-path in m we mean any simple path (e0, . . . , en) such that c(e0) = cmin
and c(en)= cmax(n1). For the e-path p = (e0, . . . , en), we may assume e0 ∈ Pni , en ∈ Pnj (1 i, jm), and divide
it into two types P′ and P′′ (see Fig. 4, the vertices u, v may not the endvertex of e0 or en) as follows:
(a) If i = j , the e-path p is denoted by P′ (see Fig. 4 (a)). Clearly, l(P′) lmax(m). From the consecutiveness of c,
cmax − cmin = c(en) − c(e0) =∑n−1i=0 [c(ei+1) − c(ei)] = [l(P′) − 1] lmax(m) − 1.
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Fig. 4. e-path.
(b) If i = j , then Pni and Pnj form a cycle C. Clearly, |E(C)|2lmax(m). There are two e-paths from e0 to en, we
take the shorter length as the e-path P′′(see Fig. 4(b)).
Obviously, l(P′′) lmax(m) + 1. In fact, the vertices of m have the degree two except u, v (d(u) = d(v) = ),
there is one pair of incident edges ei and ei+1 inP′′ such that 1c(ei+1)− c(ei)(− 1). Hence, cmax − cmin =∑n−1
i=0 [c(ei+1) − c(ei)][l(P′′) − 2] +  − 1 lmax(m) +  − 2.
Since S(m, c) = cmax − cmin + 1, from (a) and (b), we have the following theorem.
Theorem 3.3. Let m be a generalized -graph of 0-deﬁcient. Then
S(m) lmax(m) +  − 1. (3.3)
Note that C2k can be viewed as the m for m=2 such that l(Pn1)= l(Pn2)=k. By Theorem 3.3, S(C2k) lmax(m)+
− 1= k + 2 − 1= k + 1 and we can verify that S(C2k)= k + 1. While lmax(m)= lmin(m), we can prove the bound
(3.3) is tight.
Corollary 3.4. Let m be a generalized -graph such that lmax(m) = lmin(m). Then
S(m) = lmax(m) +  − 1.
Proof. Let m be a generalized -graph and l(Pn1) = l(Pn2) = · · · = l(Pnm) = n(n2). By Theorem 2.6, m has a
CEC. In fact,  = m, by Lemmas 2.1 and 2.2, we may construct the coloring c such that the restriction of c on each
Pni is (i, n+ i − 1)-consecutively colorable (i = 1, . . . , m). The minimum color of edges is 1 and the maximum color
of edge is n + m − 1. Thus S(m, c) = n + m − 1. By Theorem 3.3, S(G) lmax(m) +  − 1 = n + m − 1. Hence
S(m) = n + m − 1 and the bound (3.3) is tight for m while lmax(m) = lmin(m). 
Since m is a triangle-free graph while lmax(m)= lmin(m), by Theorem 3.2, S(m)(m)− 1 =m(n− 1)+ 2 −
1 = mn − m + 1. Clearly, n + m − 1<mn − m + 1(n> 2). Therefore the bound (3.3) is generally better than (3.2)
for the families of m.
When m = K2,n, the bound (3.3) equals the bound (3.2), which equals n + 1. Except this case, the bound (3.3) is
smaller than (3.2) for the other families of m. In addition, Theorem 3.3 is also ﬁt for m containing triangle and the
bound (3.3) is better than the bound (3.1).
From the proof of Lemmas 2.4 and 2.5, we can easily get the minimum span s(m).
Theorem 3.5. Let m be a generalized -graph of 0-deﬁcient. Then
s(m) =
{
m if  (m) is even,
m + 1 if  (m) is odd and ◦ (m) is even.
Proof. Assume that (m) is even. We deﬁne a coloring c′ of m, which was designed in proof of Lemma 2.5 (see
Fig. 2(c)). The minimum color of edges is 1 and the maximum color of edge is (r + t). Thus s(m, c′) = r + t = m.
Clearly, s(m)(m) = m. Hence s(m) = m while (m) is even. Suppose that (m) is odd and ◦(m) is even.
We ﬁrst prove that s(m)>(m) = m by contradiction. Now we assume that s(m) = m, there exists a CEC c such
that s(m, c) = m. It is easy to see that the coloring of c restricting on each (u, v)-path Pni is a CEC. Denote by
m[Pn1 , Pn2 , . . . , Pnr ] and m[Pnr+1 , Pnr+2 , . . . , Pnr+t ] the edge-induced subgraphs by even paths Pn1 , Pn2 , . . . , Pnr
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and odd paths Pnr+1 , Pnr+2 , . . . , Pnr+t , respectively. Let c1 be the restriction of con m[Pn1 , Pn2 , . . . , Pnr ] and c2 the
restriction of c on m[Pnr+1 , Pnr+2 , . . . , Pnr+t ]. Let c(u)=A and c(v)=B. Since s(m, c)=m= d(u)= d(v), A=B
and |A| = |B| = m. Hence (A) = (B) and ◦(A) = ◦(B).
Let A1 = c1(u), B1 = c1(v), A2 = c2(u) and B2 = c2(v). Obviously, A1 ∪ A2 = A and B1 ∪ B2 = B are disjoint
union. Hence (A1)+ (A2)= (B1)+ (B2) and ◦(A1)+ ◦(A2)= ◦(B1)+ ◦(B2). Since Pnr+i (i = 1, . . . , t) is odd
(u, v)-paths, by Lemma 2.1, (A2) = (B2) and ◦(A2) = ◦(B2). Then (A1) = (B1) and ◦(A1) = ◦(B1). Since Pni
(i=1, . . . , r) is even (u, v)-paths, by Lemma 2.2, (A1)=◦(B1). Therefore (A1)=◦(A1) and (A1)+◦(A1)=even.
But (A1) + ◦(A1) = |A1| = r is odd, this is a contradiction. Thus s(m)m + 1.
Now we deﬁne a coloring c′′ of m, which was designed in proof of Lemma 2.4 (see Fig. 2(b)). The minimum color
of edges is 1 and the maximum color of edge is (r + t + 1). Thus s(m, c′′) = m + 1. Hence s(m) = m + 1 while
(m) is odd and ◦(m) is even. 
In [10] the following property of trees and complete bipartite graphs has been shown: for any k ∈ {s(G), . . . , S(G)}
there is a CEC c such that s(G, c) = k. Now, we ask the following question.
Problem. For any k ∈ {s(m), . . . , S(m)}, whether there exists a CEC c such that s(m, c) = k, where m is a
generalized -graph of 0-deﬁcient?
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