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i内容梗概
近年のコンピュータ小型化に伴い，ユーザがコンピュータを常に身につけて生活す
るウェアラブルコンピューティングや，環境のあらゆる場所にコンピュータを埋め込
み，その存在を意識することなく利用するユビキタスコンピューティングに対する注
目が集まっている．ウェアラブル・ユビキタス環境では，ユーザが装着しているセン
サや環境に設置されているセンサを用いてユーザの行動や状況，周囲の環境などを認
識する状況認識技術を活用することで，システムはその時のユーザに合ったサービス
の提供や，日常生活の全てをデジタルデータとして保存するライフログが可能になる．
一般的に状況認識に利用されるセンサは加速度センサ，マイク等である．装着型加速度
センサの場合，ユーザ自身の動きは高い精度で認識できるが，どのような周辺環境に
おいてユーザがその動作を行ったのかは認識できない．マイクを用いる手法では，環
境音を解析することでユーザの周辺環境の状況を認識できるが，取得した音がユーザ
に関係しているかどうかが分からない．このように，ユーザの状況を認識するために
は，行動なら加速度，音声ならマイク，位置情報ならGPSといったように，取得した
い情報の種類によってそれぞれに専用のセンサと対応するデータが必要であり，今後
さらに増加する状況認識やライフログのためのデータ処理/管理が煩雑になると考えら
れる．
そこで本研究では，ユーザがライフログサービス等のために音声記録用マイクを常
時装着している環境を想定し，ユーザの行動，場所情報，周囲に居た人の情報等を全
て超音波化し，音声ファイル一つに集約する超音波を用いた状況認識技術の確立を目
指す．
本論文は 5章から構成され，その内容は次の通りである．まず，第 1章で序論とし
て研究の背景と目的について述べる．
第 2章では，ウェアラブルコンピューティング環境においてユーザ状況を超音波化
し，音声ファイル一つに集約する手法について述べる．ウェアラブルコンピューティン
グ環境では，ユーザのあらゆる状況を記録していくライフログが重要なアプリケーショ
ンの一つであるが，そのために様々なデータを処理/管理する必要があり，これらが煩
雑になると考えられる．そこで，ユーザ状況を超音波化し，音声ログの超音波領域に
埋め込む手法を提案する．ユーザがライフログサービス等のために音声記録用マイク
ii
を常時装着していることと，音量は音源からの距離に応じて変化するという特徴と音
源の動きの速さによって周波数が変化するドップラー効果に着目し，身体の部位に装
着した小型スピーカから出力した超音波の音量，ドップラー効果による周波数ピーク
値の変化，環境音の音響特徴量を組み合わせて状況認識を行う手法を提案する．また，
環境や人に超音波 IDを発信する小型スピーカを装着することで，ユーザがどこに居た
か，周囲に誰が居たかという情報も同時に記録できるため，会話音等の環境音，ジェ
スチャ，ユーザの居た場所，周囲に居た人のデータ全てがマイクのみで記録できる．提
案手法を実装したプロトタイプデバイスを作製し，実験により有効性を評価する．
第 3章では，第 2章で提案した手法のうち，超音波 IDに着目し，実環境で考え得る
提案手法の問題点と解決手法について述べる．超音波 IDの利用環境として，会場に複
数の展示や発表がある展示会や博物館のような場で音声ログを行い，後から特定の発
表者との会話や展示での音声を振り返る環境を想定する．超音波 IDによって音声ログ
へとタグを付与する手法を実イベントで運用したところ，録音デバイスの周囲環境 (装
着位置)によって取得できる超音波の音量が異なり，装着位置が認識精度に影響を及ぼ
すことが明らかになった．そこで，録音デバイスの装着位置を識別し，装着位置によっ
て認識処理を変更する手法を提案する．具体的には，録音デバイスから超音波スイー
プ信号を発信し，その応答により装着位置を認識する．そして装着位置の認識結果に
応じて，超音波 ID認識のためのしきい値を切り替える．提案手法を実装し，実際のデ
モ発表イベントで運用することにより評価する．
第 4章では，外部から視認できるような大きなジェスチャだけでなく，力の入れ具合
のような人体内部状態まで取得できるジェスチャ認識手法について述べる．我々の先
行研究でのジェスチャ認識手法では，超音波を人体外部方向へと発信することにより
ジェスチャ認識を行っていたが，腕のひねり等によってスピーカがマイクと逆方向を
向くと十分な音量を取得できないため，認識の難しいジェスチャがあった．また力の入
れ具合のような人体内部状態を認識できれば，スマートウォッチでの片手操作，秘匿通
信，ストレスのライフログなど，ウェアラブル環境においてインタフェースやライフ
ログとして有用である．そこで，人体内部へと音響信号を発信し，人体の動きにより
変化する音響信号の応答を用いたジェスチャ認識手法を提案する．具体的には，ユー
ザは身体にコンタクトスピーカとコンタクトマイクを装着する．スピーカから超音波
を発信し，マイクで体を伝播した超音波を取得する．身体の姿勢や力の入れ具合によっ
て超音波の伝播特性が変化し，ユーザの詳細なジェスチャや人体内部状態が取得可能
iii
である．提案手法を実装したプロトタイプデバイスを作製し，実験により有効性を評
価する．
第 5章では，本論文の成果を要約したのち，今後の研究課題について述べ，本論文
のまとめとする．
iv
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11 序章
1.1 研究の背景
近年のマイクロエレクトロニクス技術の発展によるコンピュータの小型化，高性能化，
軽量化に伴い，ユーザがコンピュータを身につけて生活するウェアラブルコンピュー
ティングや，環境やモノなどのあらゆる場所にコンピュータを埋め込み，その存在を
意識することなく利用する，ユビキタスコンピューティングに対する注目が集まって
いる．様々なセンサやコンピュータを身につけるウェアラブルコンピューティングは，
従来のデスクトップ環境でのコンピュータの利用形態と比較して次の 3つの特徴を持
つ [1]．
• ハンズフリー：
コンピュータを身体に装着しているため両手を使用せずに情報を参照できる．
• 常時電源ON：
コンピュータは常に電源が入っており，使いたいときにすぐ使える．
• 個人適用：
センサなどの利用によりユーザの詳細情報を得て，きめ細やかなサービスが提供
できる．
このようなウェアラブル・ユビキタスコンピューティング環境では，ユーザが装着
している各種センサや環境に設置されているセンサを用いてユーザの行動や状況，周
囲の環境などを認識することで，システムはその時のユーザの状況に合ったサービス
の提供や，日常生活の全てをデジタルデータとして保存していくライフログを実現し
ている．例えば，毎日の食事を記録することによって食事バランスを確認できるシス
テム [2]や，ジョギングした距離やコースを記録しておき，SNSと連携することで知人
に進展状況を公開したり，他人と競争することによりモチベーションの維持につなが
るシステム [3]，労働者の日常行動のサポートを行うシステム [4]，組立てやメンテナン
スタスクのサポート [5]など，様々なサービスが提供されたり，システムに関する研究
が行われたりしており，これらを使用することによって生活の質の向上を図ることが
できる．
21.2 状況認識技術
本論文では，ユーザの「歩いている」，「キーボードを操作している」，「会議室にいる」
といったユーザ自身の行動や状況，ユーザ周囲の環境をユーザ状況と定義する．ウェ
アラブル・ユビキタスコンピューティング環境では，身体に装着/環境に設置されたセ
ンサからデータを取得し，平均や分散などの特徴量を計算し，過去に学習したデータ
と比較することで，現在のユーザ状況が認識できる．状況認識には様々な手法が用い
られている．
以下に状況認識技術の例を紹介する．
• 加速度センサを用いる手法
ユーザ自身の状況を取得する際に最もよく用いられるのは，加速度センサだとい
える．加速度センサを身体に装着することで，「歩く」，「走る」のようなユーザの
行動から，「立っている」，「座っている」のような姿勢まで取得可能である [6, 7]．
近年のスマートフォン，スマートウォッチ [8]のようなデバイスには加速度センサ
が標準で搭載されており，座っている状態が続いていると運動を促したり，１日
の活動量を記録し生活改善に役立てるなど，加速度センサはユーザ状況認識に活
用されている．以上のように，加速度センサはユーザ自身の行動を高精度で取得
できる一方，ユーザ周囲の環境まで取得するのは難しい．
• カメラを用いる手法
カメラを用いる手法では，環境に設置された/身体に装着したカメラから取得し
た動画像を解析することで，ユーザ自身の行動やユーザ周囲環境を高精度で認識
できる [9, 10]．一方，設置型のカメラには大がかりな設備が要求されたり，カメ
ラの視野に入らない情報は取得できない．また，必要以上の情報を取得するため，
プライバシの面での考慮も必要である．
• マイクを用いる手法
マイクを用いる手法では，マイクから取得された環境音から音響特徴量を抽出す
ることにより，ユーザ状況が認識できる [11, 12, 13]．マイクで取得できる音声は，
ユーザ自身が発生する音のみではなく，ユーザ周囲の環境から発生する音も取得
できるため，ユーザ周囲環境の状況認識が可能である．また，可聴周波数の音波
は回折するため，マイクが音源から隠れていても音声を取得できる．一方，取得
3した音がユーザ自身に関係する音か周囲環境から発生した音かを判別することは
難しい．また，音声情報もプライバシに考慮する必要がある．
• 超音波を用いる手法
超音波とは，ヒトには聞こえない可聴周波数以上の周波数の音波のことを示し，
一般的には 20kHz以上の音波のことをいう．個人差はあるが，加齢に伴い可聴周
波数の上限は下がり，中高年であれば 14kHz程度以上の周波数はほとんど聞こ
えない [14]．従って，本研究では 18kHz以上の音波を超音波として用いている．
超音波の特徴としては，ヒトには認知できず，可聴音に比べて指向性が強い．コ
ウモリやイルカなどの動物は，自らが発信した超音波が対象に反射して帰ってく
るまでの時間から対象までの距離を推定する，エコーロケーションに用いている
[15]．また，音源と受信機との相対的な速度によって，取得できる周波数が変化
するドップラー効果が発生する．これらの特徴を持つ超音波を利用した状況認識
技術として，環境に設置した超音波発信機とユーザの装着した超音波受信機との
ドップラー効果や音の到達時間差を利用した位置測定システム [16, 17]，ドップ
ラー効果を利用したジェスチャ認識 [18]，反射時間差を利用した指先のトラッキ
ング [19]等がある．医療分野では，超音波エコー技術を人体内部に用いた，超音
波エコー検査がよく用いられている [20]．この手法では非侵襲で体内の状態を識
別し，可視化できるため，患者への負担が少なく正確な身体内部情報を取得でき
る．超音波の発信/受信には専用の超音波センサが用いられることもあるが，既
存デバイスのマイク/スピーカでも 22kHz程度までの受信/発信が可能であるの
で，既存デバイスのマイク/スピーカを用いて超音波による状況認識が可能であ
る．一方，超音波は可聴音に比べて指向性が強く減衰しやすいため．録音デバイ
スの周囲環境によって取得音量が大きく変化する点や，一部の動物や子供は超音
波を知覚可能なため，音量や周波数の考慮が必要である．
• フォトリフレクタを用いる手法
フォトリフレクタは発光部と受光部から構成されるセンサであり，発光部からの
光を対象が反射し，受光部で反射光を受光する．この光には一般的に赤外線が用
いられる．フォトリフレクタは小型で容易に物体との距離が測定できるため，人
体の形状変化等を取得するために，ウェアラブル環境においてよく用いられる．
眼鏡に装着したフォトリフレクタで表情を取得したり [21]，手首周囲のフォトリ
4フレクタアレイでハンドジェスチャを取得したり [22]，ポケットに装着したフォ
トリフレクタアレイによってポケット内部の物体認識 [23]が可能である．一方，
赤外線は太陽光に多く含まれているため，日中の屋外では誤認識を誘発する点に
考慮が必要である．
• 筋電センサを用いる手法
筋電センサは，筋の収縮によって生み出される筋電位を測定することで，ユーザ
の力み具合のような人体内部の状況を取得できる [24, 25]．一方，筋電はセンサ
の装着箇所により得られる値が大きく変化し，また電気的ノイズに影響されやす
い点に考慮が必要である．
• 複数のセンサを組み合わせる手法
一般的に複数のセンサを組み合わせることで，ユーザ状況をより効率的に，詳細
に取得できる．家庭内ユーザ状況認識システム [26]では，加速度センサとマイク
を組み合わせ，加速度センサにより作業状態と認識された時のみマイクを起動し，
作業状態分類を行う計算量を抑えた認識手法を取っている．看護師の日常行動認
識システム [4]では，加速度センサにより看護師の行動が，IR-ID受信器により
位置情報が取得でき，看護師の行動を記録する．木工作業での状況認識システム
[27]では，加速度センサとマイクを組み合わせることで，連続するユーザ状況 9
種類を認識している．メンテナンスタスクサポートシステム [5]では，加速度セ
ンサと超音波センサを用いて，自転車のメンテナンスを行う際のネジ回しや空気
入れなどの細かい動作を認識する．
1.3 研究目的
ウェアラブル・ユビキタスコンピューティング環境では，1.2節に述べたような様々
な手法を用いてユーザ状況を認識するが，詳細なユーザ状況を取得するためには多様
なセンサを装着し，センサごとに異なるデータを処理する必要があり，デバイスの構
成やデータ処理/管理が煩雑になることが想定される．本研究では，これらの状況認識
技術の運用上の問題の解決を目的とする．
• ユーザ状況の一元化
5ユーザの詳細な状況を取得するためには，行動なら加速度センサ，音声ならマイ
クといったように複数種類のセンサを組み合わせて使うことが一般的である．今
後の技術発展に伴って，装着したセンサや環境に設置されたセンサから取得でき
る情報はより増加すると想定される．しかし，取得できるデータの種類増加に
伴って，複数種類のデータを処理/管理する必要があり，これらが煩雑になると
考えられる．そこで本研究では，多様なユーザ情報を超音波化し音声に一元化す
ることを目的とする．
• 録音デバイス周囲環境の特定
ユーザ状況の超音波化を行うシステムの実環境での運用を考慮した際，スマート
フォン等の既存デバイスのマイクやスピーカを利用するが，デバイスごとの特性
や消費電力の問題，デバイス周囲環境の問題が考えられる．音波は周波数が高い
ほど指向性が強く，減衰しやすい特徴があるため，録音デバイスの周囲環境によ
り取得できる音響特性が変化すると想定される．そこで本研究では，録音デバイ
スの周囲環境 (装着位置)の問題に着目し，デバイス装着位置を識別し，装着位置
に応じた認識処理を行うシステムの構築を目的とする．
• 人体内部情報を含むジェスチャの取得
外部から視認できるような大きなジェスチャのみでなく，ユーザの力の入れ具合
のような人体内部情報まで利用したジェスチャ認識手法は，スマートウォッチに
おいての力を入れるアクションを含んだインタラクションや，ストレスのライフ
ログとして有用である．しかし，従来のセンサを用いた手法では，これらの情報
を取得するために加速度センサと筋電センサのような複数のセンサを組み合わせ
る必要があり，デバイス構成が煩雑になる．そこで本研究では，人体に超音波を
伝播しその応答を用いた，人体内部情報まで含めたジェスチャ認識を行うことを
目的とする．
1.4 研究内容
本論文では，ユーザ状況の一元化，録音デバイス周囲環境の特定，人体内部情報を
含むジェスチャの取得を目的として，超音波を用いた状況認識技術の確立について議
論する．具体的には以下に示す 3つの研究課題に取り組む．
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多様なセンサデータを用いた状況認識を行うには，様々なセンサデータを処理/
管理する必要があり，センサデータの種類増加に伴いこれらが煩雑になることが
想定される．そこで，音声ファイルの超音波領域は通常利用しない (空いている)
領域であることと，超音波は既存デバイスのマイク/スピーカで取得/発信が可能
である点に着目し，ユーザ状況を超音波化し，音声ログの超音波領域へ埋め込む
手法を提案する．ユーザがライフログサービス等のために音声記録用マイクを装
着している環境を想定し，ユーザのジェスチャに伴う超音波音量の変化とドップ
ラー効果による周波数変化に着目し，身体の部位に装着した小型スピーカから出
力した超音波の音量，ドップラー効果による周波数の変化，環境音の特徴量を組
み合わせて状況認識を行う．また環境や人に超音波 IDを発信する小型スピーカ
を設置/装着することで，ユーザがどこに居たか，周囲に誰が居たかという情報
も同時に記録できるため，会話音等の環境音，ジェスチャ，ユーザの居た場所，
周囲に居た人のデータ全てがマイクのみで記録できる．
• 超音波 IDによる音声ログへの人物/位置情報付与
超音波を用いるシステムでは，超音波の指向性と減衰のため録音デバイスの周囲
環境によって取得音量が変化し，認識精度が変化することが想定される．そこで
本研究の想定環境では，録音デバイスが録音と同時に自身の超音波 IDを発信する
ことと，デバイスの周囲環境によって自身の発信する音響信号の応答が異なる特
徴に着目し，録音デバイスから発信した超音波スイープ信号の周波数応答によっ
て録音デバイスの周囲環境を識別し，その周囲環境に応じた認識処理を行う．
• アクティブ音響センシングを用いたジェスチャ認識
外部から視認できるようなジェスチャのみでなく，ユーザの力の入れ具合のよう
な人体内部情報まで利用するには，加速度センサと筋電センサのような複数の
センサを組み合わせる必要があり，デバイス構成が煩雑になると想定される．そ
こで，音響信号を対象に発信しその応答から対象の状態を認識する，アクティブ
音響センシングを人体に適用したジェスチャ認識手法を提案する．身体に装着し
たコンタクトスピーカから超音波スイープ信号を発信し，人体を伝播した超音波
をコンタクトマイクで取得する．人体内部に超音波を伝播させるので，一組のコ
ンタクトマイクとコンタクトスピーカのみで，外部的に視認できる大きなジェス
7チャだけでなく，力の入れ具合のような人体内部状態まで取得できる．
1.5 本論文の構成
本論文は 5章から構成され，その内容は次の通りである．まず，第 2章では，ユー
ザ状況を超音波化し，音声ファイルに一元化する手法について述べる．ユーザがライ
フログサービス等のために音声記録用マイクを常時装着していることと，音量は音源
からの距離に応じて変化するという特徴と音源の動きの速さによって周波数が変化す
るドップラー効果に着目し，身体の部位に装着した小型スピーカから出力した超音波
の音量，ドップラー効果による周波数ピーク値の変化，環境音の音響特徴量を組み合
わせて状況認識を行う手法を提案する．また，環境や人に超音波 IDを発信する小型ス
ピーカを設置/装着することで，ユーザがどこに居たか，周囲に誰が居たかという情報
も同時に記録できるため，会話音等の環境音，ジェスチャ，ユーザの居た場所，周囲
に居た人のデータ全てがマイクのみで記録できる．提案手法を実装したプロトタイプ
デバイスを作製し，評価実験により有効性について検証する．
第 3章では，第 2章で提案した手法のうち超音波 IDに着目し，実環境で考え得る提
案手法の問題点と解決手法について述べる．超音波 IDの利用環境として，会場に複数
の展示や発表がある展示会や博物館のような場で音声ログを行い，後から特定の発表
者との会話や展示での音声を振り返る環境を想定する．超音波 IDによって音声ログへ
とタグを付与する手法を実イベントで運用したところ，録音デバイスの装着位置によっ
て取得できる超音波の音量が異なり，装着位置が認識精度に影響を及ぼすことが明ら
かになった．そこで，録音デバイスの装着位置を識別し，装着位置によって認識処理
を変更する手法を提案する．具体的には，録音デバイスから超音波スイープ信号を発
信し，その応答により装着位置を認識する．そして装着位置の認識結果に応じて，超
音波 ID認識のためのしきい値を切り替える．提案手法を実装し，実際のデモ発表イベ
ントで運用することにより評価する．
第 4章では，外部から視認できるような大きなジェスチャだけでなく，力の入れ具
合のような人体内部状態まで取得できるジェスチャ認識手法について述べる．我々の
先行研究でのジェスチャ認識手法では，超音波を人体外部方向へと発信することによ
りジェスチャ認識を行っていたが，腕のひねり等によってスピーカがマイクと逆方向
を向くと，十分な音量を取得できないため，認識の難しいジェスチャがあった．また
力の入れ具合のような人体内部状態を認識できれば，スマートウォッチでの片手操作，
8秘匿通信，ストレスのライフログなど，ウェアラブル環境においてインタフェースや
ライフログとして有用である．そこで，人体内部へと音響信号を発信し，人体の動き
により変化する音響信号の応答を用いたジェスチャ認識手法を提案する．具体的には，
ユーザは身体にコンタクトスピーカとコンタクトマイクを装着する．スピーカから超
音波を発信し，マイクで体を伝播した超音波を取得する．身体の姿勢や力の入れ具合
によって超音波の伝播特性が変化し，ユーザの詳細なジェスチャや人体内部状態が取
得可能であると考えられる．提案手法を実装したプロトタイプデバイスを作製し，評
価実験により有効性について検証する．
第 5章では，本論文の成果を要約したのち，今後の研究課題について述べ，本論文
のまとめとする．
なお，第 2章では，文献 [28, 29, 30, 31, 32, 33, 34, 35]で公表した結果に基づき論
述する．第 3章は，文献 [36, 37, 38]で公表した結果に基づき論述し，第 4章は，文献
[39, 40, 41, 42, 43]で公表した結果に基づき論述する．
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2 ユーザ状況の超音波を用いた音声データへの
埋め込み手法
2.1 まえがき
近年のコンピュータ小型化に伴い，ユーザがコンピュータを常に身につけて生活す
るウェアラブルコンピューティングに対する注目が高まっている．ウェアラブルコン
ピューティング環境では，ユーザが装着している各種センサを用いてユーザの行動や
状況，周りの環境 (これらをコンテキストと呼ぶ)を認識する状況認識技術を活用する
ことで，システムはその時のユーザの状況に合ったサービスを提供したり，日常生活
のすべてをデジタルデータとして保存するライフログが可能になる [2, 3, 44, 45, 46]．
一般的に状況認識に利用されるセンサは加速度センサ，マイク等である．しかし，装着
型加速度センサの場合，ユーザ自身の動きは高い精度で認識できるが，どのような周
辺環境においてユーザがその動作を行ったのかは認識できない．また，より複雑な行
動を認識するには，複数のセンサを身体の各部に装着し，これらのデータを統合する
ために無線/有線通信する必要がある．マイクを用いる手法では，環境音を解析するこ
とでユーザの周辺環境のコンテキストを認識できるが，取得した音がユーザに関係し
ているかどうかが分からない．そこで本研究では，ユーザがライフログサービス等の
ために音声記録用マイクを常時装着している環境を想定し，音量は音源からの距離に
応じて変化するという特徴と音源の動きの速さによって周波数が変化するドップラー
効果に着目し，身体の部位に装着した小型スピーカから出力した超音波の音量，ドッ
プラー効果による周波数ピーク値の変化，環境音の音響特徴量を組み合わせて状況認
識を行う手法を提案する．また，環境や人に超音波 IDを発信する小型スピーカを装着
することで，ユーザがどこに居たか，周囲に誰が居たかという情報も同時に記録でき
るため，会話音等の環境音，ジェスチャ，ユーザの居た場所，周囲に居た人のデータ
すべてがマイクのみで記録できる．提案手法では，スピーカは超音波を出しているだ
けでよく，またマイクは録音しているだけでよいので，データ記録や処理のための通
信が必要ない．
本研究では提案手法のプロトタイプデバイスを作製し，有効性を確かめるためにオ
フライン認識の評価実験を行った．被験者は 10名で，ユーザの行動は日常生活を想定
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した 9種類の行動である．ユーザ以外の他者や機器から発せられる環境音 (以降，他者
環境音と呼ぶ) がある場合，環境音によっては認識精度が大幅に下がった．そこで，他
者環境音が存在する場合，しない場合によって使用する特徴量を選択する，認識精度
の向上を図る認識手法を考案し，評価を行った．また，人物認識，場所認識，実生活
を想定したシナリオに沿った，連続する行動についても評価を行った．
以降，2.2節で本研究に関連する研究について述べ，2.3節では提案手法について述
べる．2.4節で実装を紹介し，2.5節で評価実験について示す．最後に 2.6節で本章をま
とめる．
2.2 関連研究
2.2.1 加速度センサを用いた行動認識
加速度センサを身体に装着してユーザの行動やジェスチャを認識する研究は多く行
われている [6, 7, 47, 48]．Baoらの研究 [6]では，身体のそれぞれ別の箇所に装着され
た 5つの 2軸加速度センサのデータからジェスチャを検出する手法を提案している．村
尾らの研究 [49]では，ボード上に配置された 9種類の加速度センサと角速度センサを
利用して 27種類のジェスチャを認識し，センサの位置や数を変えることによって認識
精度が変わることを示している．これらの研究では，会話のような，周辺環境の音に
関係するコンテキストを認識するのは困難であると考えられる．さらに，それぞれの
センサのデータ統合のためにはセンサ間の通信が必要となる．携帯電話内蔵の加速度
センサを用いた行動認識も行われている [50, 51, 52]．磯らの研究 [50]では，加速度セ
ンサが搭載された携帯電話を利用し，ユーザの行動を認識する．認識できるのは歩き，
早歩き，走る，階段上り，階段下りの 5種類である．多くの人々が個人のスマートフォ
ンや携帯電話を持っているため，この手法を用いると日常生活行動の認識が現実的に
なるが，ユーザの手の動きなどの細かい動作の認識は，追加のセンサと組み合わせる
などしないと困難だと考えられる．これらの研究ではユーザの行動のみを取得すると
いう点で本研究とは異なる．
2.2.2 様々なセンサを用いた行動認識
行動認識には様々な種類のセンサが用いられている．マイクを用いた音響特徴量に
よる認識の研究は多く行われている [11, 12, 13]．これらの研究では，音響特徴量のみ
を用いた認識という点で本研究とは異なる．
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大内らの研究 [26]では，加速度センサとマイクを組み合わせた行動認識が提案され
ている．加速度センサにより作業状態と認識されたときのみマイクを起動し，作業状
態分類を行う計算量を抑えた手法を取っている．しかし，この手法ではユーザの手の
細かい動きを認識するには新たなセンサを装着する必要や，他者環境音存在下での行
動を認識するのは難しいと考えられる．
Pirkl らの研究 [53] では，磁界を用いたジェスチャ認識の手法が研究されている．
Starnerらの研究 [10]では，ホームオートメーションシステムを手のジェスチャで操
作するためのデバイスが提案されている．デバイスはペンダントのような形をしてお
り，デバイスに搭載された小型カメラによってジェスチャを認識し，家電を制御する．
Mattmannらの研究 [54]では，上半身の姿勢を検出するために，張力センサを利用し
ている．身体に密着するような服の背中部分にセンサが複数取り付けられており，身
体の動きを認識している．Nayaらの研究 [4]では，看護師の仕事認識システムが提案
されている．このシステムでは，加速度センサによって看護師の動きが認識されてお
り，赤外線センサにより場所が認識されている．Wardらの研究 [27]では両腕の手首と
上腕部に装着した 2個の 3軸加速度センサとマイクによって，木工作業での連続する
コンテキスト 9種類 (のこぎり引き，ハンマー打ち，ドリル，サンドがけなど)を判別
している．今井らの研究 [55]では，机の四隅に荷重センサを設置し，荷重データから
机上動作を認識するシステムが提案されている．置かれた物体の重量を誤差約 0.07kg，
位置を誤差約 7cmで検出し，動作認識においては，布巾がけ，ノートパソコンの操作，
筆記動作を認識している．福本らの研究 [21]では，眼鏡に装着したフォトリフレクタ
で，笑顔を認識するシステムが提案されている．目じりと頬の上にフォトリフレクタ
が位置するようになっており，頬笑みと笑顔を認識して，録画した動画から笑顔のあっ
た場面を抜き出せる．小林らの研究 [56]では，においセンサを用いた認識システムを
構築しており，食事中やトイレ中など，加速度センサでは認識し難いコンテキストを
高い精度で認識している．また，このセンサを用いた健康のためのライフログシステ
ムを構築している．
これらの研究では，複数装着されたセンサのデータを統合するために，データ蓄積
または処理用のデバイスと有線/無線通信をする必要がある点で本研究とは異なる．
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2.2.3 超音波を用いた行動認識
行動認識に超音波も用いられており，超音波を用いてユーザの位置を追跡する手法
が提案されている [16, 17]．ユーザの位置はユーザと環境側の決まったところに設置さ
れた受信機または送信機間とのドップラー効果や音の到達時間を利用して認識されて
いる．加速度センサや角速度センサベースのシステムに超音波センサを組み合わせて
手の動きを認識するシステムも提案されている [57]．また，ドップラー効果を利用し，
手のジェスチャを取得するシステムも提案されている [18]．PCのスピーカから超音波
が出力されており，このPCの前に手をかざすと反射した超音波が同じPCのマイクで
取得できる．手を動かすと，ドップラー効果により反射される超音波の周波数が変化
し，手のジェスチャが取得できる．これらの研究では，超音波は位置認識や，決まった
場所でのジェスチャ取得にしか用いられていないという点で本研究と異なっている．
2.3 提案手法
本研究では，屋内での日常生活行動を想定し，環境音，ユーザのジェスチャ，位置
情報，周囲に居た人物情報の取得を目的とする．本研究の想定環境では，ユーザはボ
イスレコーダを胸に，ジェスチャ認識用のスピーカを両手首に，自分に向けて装着す
る．また，位置認識用のスピーカを環境に，人物認識用のスピーカをユーザの胸に装
着する．図 1と図 2にデバイスの構成を示す．ジェスチャ認識の際に両手の動きの違い
を認識するため，両手首のスピーカの周波数は異なる周波数に設定する．本論文では，
左手首のスピーカには 19kHzを，右手首のスピーカには 20kHzを使用した．また，位
置認識用と人物認識用のスピーカからの超音波 IDの違いを認識するために，19.5kHz
を位置認識用に，19.75kHzを人物認識用とした．それぞれの位置認識用，人物認識用
スピーカは，固有の IDを持っている．ボイスレコーダは周囲からの環境音，両手から
の超音波，環境側からの超音波，人物からの超音波をボイスレコーダで同時に取得す
る．図 3に周波数の分布イメージを示す．スピーカからの音は，可聴域の音だと不快
であるとともに，環境音とスピーカからの音を分離する必要があるため，超音波を用
いることとした．提案手法では，超音波受信機 (ボイスレコーダ)と超音波送信機 (小
型スピーカ)が一人の身体の内で完結しているため，ジェスチャ取得のために環境側の
正確な位置に受信機または送信機を設置する必要がない．また，スピーカは超音波を
発信するだけ，ボイスレコーダは音を記録するだけなので，データ通信のための無線/
有線通信が必要ない．表 1に示すように，ユーザは装着するデバイスによって，認識
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図 1: デバイスの構成
する対象を選択できる．マイクから取得した音を記録する際のサンプリング周波数は
44.1kHzとした．本節で述べる認識の処理の流れを図 4に示す．以下，それぞれの処理
について詳細に説明する．
2.3.1 音データの前処理
音の信号は低周波数成分が大きく，周波数が大きくなるにつれて次第に振幅スペク
トルが小さくなっていくという特徴がある．この周波数の偏りを修正するために，以
下の式に基づき高域を強調する処理を行う．N はサンプル数，αnは高域強調処理前の
n番目の音データ (n = 1, . . . , N)，α′nは処理後の n番目の音データとする．
α′n = αn − 0.97αn−1 (1)
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図 3: 周波数の分布イメージ
また，音データに処理を行う際に切り出した波形は，波形の始まりと終わりが不連続で
あり，フーリエ変換を使う際に不都合が生じる．そのため，切り出した波形に窓関数を
かけ合わせて，切り出した境界部分を滑らかにする．本論文ではハミング窓を使用した．
N は切り出した波形のデータ数，βnはハミング窓関数の n番目の値 (n = 1, . . . , N)，
窓関数をかけ合わせた後の n番目の値を γnとおくと，以下の式で表わされる．
βn = 0.54− 0.46 cos 2πn
N − 1 (2)
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表 1: デバイスの選択と認識可能対象の組合せ
Worn device Environment Gesture Location Person
Recorder ○ - - -
Recorder + Wrists1 ○ ○ - -
Recorder + Location2 ○ - ○ -
Recorder + Person3 ○ - - ○
Recorder + Wrists + Location ○ ○ ○ -
Recorder + Wrists + Person ○ ○ - ○
Recorder + Wrists + Location + Person ○ ○ ○ ○
1Speakers for gesture recognition 2Speaker for location recognition
3Speaker for person recognition
Environmental 
sound
Ultrasonic
sound
Voice Recorder
Pre-processing
FFT
MFCC
Volume
Doppler
Context
PC
図 4: 認識処理の流れ
γn = α
′
n × βn (3)
これらの処理を行ったデータを環境音と超音波に分離するため，高速フーリエ変換 (FFT:
Fast Furier Transform)によって図 5に示すような周波数スペクトルを求める．
2.3.2 ユーザ状況認識手法
一般的にセンサデータや音響データから状況の認識を行う際には，得られた値をそ
のまま使うのではなく，挙動を効率的に把握するために特徴量抽出と呼ばれる処理を
行う．本研究では，環境音の特徴量としてメル周波数ケプストラム係数 (MFCC: Mel
Frequency Cepstral Coefficient)を用いた．MFCCは人間の聴覚上重要な周波数成分を
17
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図 5: 周波数スペクトル
強調した特徴量であり，音声認識で一般的に利用される特徴量である [26]．得られた 20
次元の値のうち，一般的に低次成分 12次元の値をとる．計算方法としては，前節で求
めた周波数スペクトル (図 5)の 0Hzから 10kHzを環境音認識に使用する帯域とし，こ
の帯域に三角窓関数群をかけ合わせる．窓関数の数は経験的に 20個とする [58]．この
窓関数群はメルフィルタバンクといわれ，メル尺度上で等間隔になっている．メル尺
度とは人間の音の高さの知覚特性から得られた尺度であり，メル尺度の差が同じであ
れば，人間の感じる音高の差が同じになるように定められた尺度である．周波数 fをメ
ル尺度に変換した値mは次式のように表わされる．
m = 2595 log10(1 +
f
700
) (4)
窓関数の数だけ値が出てくるので，この 20次元の値の対数をとり，以下の式に基づき
コサイン変換する．窓関数の数をNwとおき，20次元の値のうち j番目の対数の値を
mj(j = 1, . . . , Nw)，コサイン変換後の i番目の値を ciとする (i = 1, . . . , Nw)．
ci =
√
2
Nw
Nw∑
j=1
mj cos
πi
Nw
(j − 0.5) (5)
ジェスチャの特徴量は超音波の音量の平均と分散を用いた．ドップラー効果により
両手の動きで周波数が若干変化すると考えられるので，幅を持たせるために両手から
の周波数の前後 15Hzを合計して認識に使用した．音量 V (T )の過去 10サンプルの平
均 μ(T )および分散 σ2(T )を以下の式に基づいて計算する．T は時刻を表す．得られる
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特徴量は 19kHzと 20kHzのそれぞれの平均，分散であるため，4次元の特徴量となる．
µ(T ) =
1
10
T∑
t=T−9
V (t) (6)
σ2(T ) =
1
10
T∑
t=T−9
{V (t)− µ(T )}2 (7)
また，ジェスチャの動きの速さを考慮するためにドップラー効果を利用する．動きの
速さによって周波数が変化するので，19kHzと 20kHzそれぞれの前後 50Hzで最も音量
の高い周波数を記録しておき，これらの過去 10サンプルの平均と分散を計算し，4次
元の特徴量として使用する．
以上の合計 20次元の特徴量はスケールが異なり対等に扱うことができないため，次
式に従い正規化し，20次元の特徴量 Z(T ) = (z1(T ), . . . , z20(T )) (平均 0，分散 1)を得
る．ここで，M および SはX(T ) = (x1(T ), . . . , x20(T ))の各成分の平均および標準偏
差である．T は時刻を表す．
Z(T ) =
X(T )−M
S
(8)
認識方法には k最近傍法 (k-NN: k-nearest neighbor algorithm)を用いた．それぞ
れのコンテキストに対して正規化した 20次元の特徴量を事前に計算し，学習データ
Zi = (zi1, . . . , zij, . . . , zi20)と未知のデータの 20次元特徴量の値Z = (z1, . . . , zj, . . . , z20)
とのユークリッド距離 diを次式に従い計算し，すべての学習データのうち未知のデー
タとの距離が近いもののラベル iを認識結果とする (k = 1)．
di =
√√√√ 20∑
j=1
(zij − zj)2 (9)
認識方法にはサポートベクタマシン (SVM: Support Vector Machine)や決定木などの，
様々な認識方法が考えられるが，本論文では提案手法のみによる精度の特徴を得るた
めに，一般的な手法であると考えられる k-NN法を用いた．
2.3.3 位置と人物の認識手法
位置認識用に環境に設置されたスピーカや，人物認識用に人に装着されたスピーカか
らは超音波 IDが発信される．本論文では，位置認識用に用いられる周波数は 19.5kHz，
人物認識用に用いられる周波数は 19.75kHzとした．IDは，図 6に示すように，ヘッダ
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図 6: 超音波 IDの一例
(ex. 1010)とメイン IDの部分からなっており，それぞれのスピーカに異なる IDが割
り当てられている．スピーカは 1の区間だけ発音し，0の区間は発音しない．システム
側では，対応する周波数の値がしきい値を超えたときのみ，1と認識するようにし，そ
れ以外の場合は 0と認識する．ヘッダを認識したときのみ，後に続くメイン IDの部分
を認識する．本論文ではメイン IDを 4ビットとした．それぞれの場所や人物には異な
るメイン IDが割り当てられたスピーカが設置/装着されており，これらと取得した ID
とを比較して位置や人物を認識できる．メイン IDを長くすることで認識可能数を増や
すことができる．IDの 1パルスの長さは 0.5秒とした．
2.4 実装
提案手法に基づきプロトタイプを実装する．両手首に装着されるデバイスは，図 7の
上側に示すように，スピーカ，Arduino Nano ver. 3.0，リチウムポリマバッテリ (3.7V，
2000mAh)，充電/昇圧器から構成されている．これらは着脱が可能なようにリストバン
ドに縫い付けられている．Arduino Nanoで生成した矩形波をスピーカを通じて再生し
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ている．位置認識，人物認識に用いられるデバイスは，図 7の下に示すように，スピー
カ，Arduino Uno R3，Wave Shield ver. 1.1，リチウムイオンバッテリ (5V，5400mAh)
から構成されている．音声編集/録音ソフトのAudacity[59]を用いて超音波 IDを生成
し，これを SDカードに記録し，Wave Shieldを通じて再生される．本論文での評価に
はこのプロトタイプを使用した．
このプロトタイプはスピーカのサイズが大きく，装着時の違和感が大きかった．そ
こで，より小さく，より簡単に着脱できる新デバイスを実装した．図 8の左に示すよ
うに，両手首用の新デバイスは，Arduino Pro Mini，リチウムイオンバッテリ，小型
の超音波スピーカから構成されている．このユニットを，iPod nano用のケースである
Style Case nanoに装着する．Style Case nanoは，手首にベルト部分をたたきつけるよ
うに当てると自然に巻きつくような構造になっているため，より簡単にデバイスの着
脱が可能である．図 8の右に示すように，ボイスレコーダにこのユニットを装着し，人
物認識用のスピーカとしても使用できる．デバイスを小型化したことで，図 9に示す
ように，デバイス装着時の外観が改善されたと考えられる．
さらに，スマートウォッチを両手首のデバイス代わりに使用することも考えられる．
Samusung Galaxy Gear[60]は，図 10に示すように，手首の内側にスピーカがある．超
音波を発信する自作のAndroidのプログラムを書き込み，超音波の発信が確認できた
ため，ジェスチャ認識用のデバイスとして使用できると考えている．スマートウォッチ
を使用することで，より自然な外観や着け心地が期待できる．
使用したボイスレコーダはSony社の ICD-TX50であり，録音形式はLPCM(44.1kHz，
16bit)である．本論文の評価ではボイスレコーダと人物認識用のスピーカを別々のデ
バイスとして用いたが，スマートフォンを使用すればこれらを一つにまとめられると
考えられる．そこで，超音波 ID発信と音声録音を同時に行うAndroidアプリケーショ
ンを作成した．図 11にアプリケーション画面を示す．音声録音は非圧縮のwav形式で
録音し，超音波 IDはあらかじめ IDを録音したwavファイルを読み込んで再生するよ
うにした．また，録音したファイルを一覧できる機能や，超音波 IDを変更する機能も
ある．
取得したデータを解析するためのソフトウェアはマイクロソフト社のVisual C#を
用いて開発した．アプリケーションの画面を図 12に示す．解析するwavファイルを指
定して読み込むと，ユーザの行動，居た場所，近くに居た人を示す 3つのバーが色分
けされる．図 12の場合だと，3分 16秒の時にRoom Bで person Aと話していること
21
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図 7: デバイス外観
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図 8: 新デバイス外観
を示している．このアプリケーションにより，ユーザは録音したデータの中から聞き
たい部分や重要な部分を容易に探し出せる．
使用した PCはパナソニック社の Let’s Note CF-S9LYYKDSである．
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図 9: 旧デバイス (左)と新デバイス (右)の比較
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図 10: GALAXY Gearの外観
2.5 評価
2.5.1 他者環境音無しの場合
日常生活を想定し，他者環境音が無い場合の行動として着席，歩行，ランニング，食
事，歯磨き，掃除機がけ，手洗い，タイピング，会話の 9種類を想定する．これらの行
動は，日常生活動作 (ADL: Activities of Daily Living)と手段的日常生活動作 (IADL:
Instrumental Activity of Daily Living)[61]から選択した．ADLとは歩行，食事，着席
など日常生活を営む上で最低限必要な基本的動作で，IADLとは歯磨き，掃除機がけな
ど日常生活を送る上で必要な動作のうち，ADLより複雑で高次な動作をさす．食事は
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フォークを使ってスパゲッティを食べる場合，歯磨きは電動のものではなく一般的な
歯ブラシ，会話は立った状態での会話を想定している．まず 20次元全ての特徴量を用
いた場合のコンテキスト判別精度を求め，次に特徴量の選択による認識精度の変化を
求めた．被験者は 10人であり，サンプリング周波数は 10Hzである．被験者はそれぞ
れの行動を 45秒間行い，学習データには被験者本人の各行動データの 50サンプルを
用いた．評価用データには各行動の学習データに使用しなかった任意の 100サンプル
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図 13: 他者環境音無しの場合の実験の様子
を用いた．実験の様子を図 13に示す．評価実験で使用した掃除機はDyson社のDC26
である．また，今回用いた初期プロトタイプのスピーカではノートPCでのタイピング
は困難であったため，ノートPCにキーボードを接続し，タイピングのデータを取得し
た．使用したキーボードはDELL社の SK-8115である．認識には k-NN法 (k = 5)を
用い，特徴量を計算するためのウインドウサイズは，環境音認識は 4096，ジェスチャ
認識は 10とした．
被験者 10人の平均の実験結果を表 2に，特徴量ごとの認識精度をまとめたものを表
3に示す．MFCCを特徴量として用いた場合，平均の認識率は 74.4%，音量を用いた場
合 78.7%，ドップラー効果を用いた場合 48.7%であった．MFCCのみを特徴量として
用いた場合，定常的に音を発しないランニング，食事，会話などは認識率が良くなかっ
た．一方，着席や掃除機などの特徴的な音を持つコンテキストでは認識率が良かった．
音量を特徴量としたとき，歯磨きは高い認識率を得られた．これは，歯磨きの時には
ユーザの利き手だけがマイクに近づき，特徴的な値を取ったためだと考えられる．ドッ
プラー効果のみでは，これらのコンテキストでは良い認識率を得られなかった．2種類
の特徴量を組み合わせた場合，平均の認識率が 13.4%上昇した．これは，それぞれの特
徴量が認識率の低い部分を補いあったためだと考えられる．3種類全ての特徴量を用い
た場合，平均の認識は 86.6%であった．以上より，特徴量を組み合わせることは有効で
あるといえ，他者環境音がない場合には 3種類全ての特徴量を使用して認識するべき
であると考えられる．
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表 2: 他者環境音無しの場合の平均認識精度 [%]
User’s Action Feature Values Sitting Walking Running Eating Typing Brushing Washing Cleaning Talking
MFCC 90.6 5.1 0.9 0.6 1.7 0.6 0.0 0.2 0.2
Volume 85.1 5.7 0.0 0.5 4.3 1.8 0.4 0.0 2.1
Doppler 97.5 0.0 0.0 1.4 0.5 0.0 0.5 0.0 0.1
Sitting M1 + V2 93.2 5.1 0.2 0.3 0.7 0.0 0.1 0.1 0.2
V + D3 88.7 0.0 0.0 0.5 3.4 0.0 0.3 0.0 7.1
M + D 97.7 0.1 0.0 0.7 1.4 0.0 0.1 0.0 0.1
All 98.9 0.0 0.0 0.3 0.4 0.0 0.1 0.0 0.2
MFCC 10.2 80.4 7.1 0.4 1.0 0.7 0.1 0.1 0.0
Volume 0.0 77.3 16.0 0.0 0.0 0.0 0.0 1.5 5.1
Doppler 0.6 60.1 28.1 0.1 0.2 2.2 1.8 6.2 0.7
Walking M + V 3.4 90.5 5.6 0.0 0.2 0.1 0.0 0.0 0.1
V + D 0.1 67.8 24.8 0.0 0.1 0.2 0.2 2.9 4.0
M + D 3.7 76.6 17.6 0.1 1.0 0.2 0.7 0.0 0.0
All 1.5 82.8 14.8 0.0 0.8 0.0 0.0 0.0 0.1
MFCC 6.6 29.2 60.6 1.0 0.7 0.5 0.5 0.7 0.2
Volume 3.5 19.6 68.4 0.0 0.0 0.0 0.0 1.3 7.3
Doppler 0.0 29.2 62.7 0.0 0.0 1.8 1.1 5.1 0.0
Running M + V 2.9 28.2 68.2 0.0 0.2 0.0 0.0 0.3 0.2
V + D 0.0 26.0 69.8 0.0 0.0 1.1 0.3 2.4 0.4
M + D 0.6 24.7 73.6 0.2 0.2 0.1 0.3 0.3 0.0
All 0.1 23.7 76.0 0.0 0.0 0.0 0.0 0.2 0.0
MFCC 16.6 7.0 2.1 63.4 2.6 4.8 1.9 0.8 0.8
Volume 2.9 0.0 0.0 64.0 3.2 8.0 21.0 0.9 0.0
Doppler 28.9 0.0 0.2 41.2 9.7 2.7 8.1 1.7 7.5
Eating M + V 8.5 1.4 0.6 77.3 3.3 4.5 3.4 0.6 0.3
V + D 4.1 0.0 0.0 70.2 7.6 4.3 12.8 1.2 0.0
M + D 19.5 0.2 0.1 70.2 5.4 1.1 1.7 0.4 1.2
All 9.5 0.1 0.0 82.0 4.1 1.3 2.5 0.3 0.2
MFCC 9.9 13.5 3.0 2.3 70.1 0.3 0.3 0.4 0.3
Volume 2.2 0.5 0.4 0.7 81.4 1.1 10.5 2.8 0.3
Doppler 26.9 0.0 0.3 35.4 24.8 3.4 1.5 0.4 7.4
Typing M + V 5.6 5.6 1.5 0.7 86.1 0.0 0.2 0.3 0.1
V + D 2.8 0.0 0.0 1.2 91.6 0.4 1.5 0.3 2.3
M + D 13.9 0.0 0.0 2.5 82.6 0.1 0.2 0.2 0.5
All 7.0 0.0 0.0 0.9 91.8 0.1 0.1 0.1 0.0
MFCC 7.5 7.5 5.0 7.4 3.7 66.6 2.2 0.1 0.1
Volume 0.0 0.6 0.0 0.3 1.6 95.5 1.0 0.0 1.0
Doppler 3.5 0.6 2.5 18.4 8.4 41.2 10.9 5.9 8.6
Brushing M + V 3.4 6.8 4.2 2.1 4.8 78.3 0.3 0.0 0.2
V + D 0.5 0.1 1.8 1.4 7.1 84.1 1.9 0.3 2.7
M + D 10.0 0.2 1.2 12.1 6.6 67.3 2.1 0.2 0.4
All 7.1 0.6 1.0 2.7 9.2 78.5 0.5 0.0 0.4
MFCC 2.8 6.0 5.5 0.9 4.1 2.1 77.6 0.4 0.5
Volume 4.7 0.2 1.2 2.4 5.8 0.0 79.9 5.7 0.0
Doppler 4.0 2.4 0.0 9.9 9.7 15.1 39.1 10.2 9.6
Washing M + V 2.6 3.4 1.4 0.5 4.7 0.1 86.6 0.5 0.2
V + D 3.2 1.8 0.0 1.9 5.8 0.2 80.0 6.8 0.2
M + D 2.3 3.6 0.1 1.5 5.6 2.6 82.3 1.0 0.9
All 2.1 3.3 0.1 0.4 4.8 0.1 88.0 1.1 0.3
MFCC 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 0.0
Volume 2.0 3.6 2.7 1.5 11.9 0.0 4.2 73.8 0.2
Doppler 1.7 5.5 1.9 0.9 1.7 10.0 20.5 48.0 9.7
Cleaning M + V 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 0.0
V + D 1.3 5.4 2.9 0.8 3.7 2.5 7.7 69.6 6.0
M + D 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 0.0
All 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0 0.0
MFCC 8.2 8.4 5.0 3.0 3.7 3.3 6.2 1.8 60.5
Volume 4.0 3.4 9.7 0.0 0.0 0.0 0.0 0.1 82.8
Doppler 39.9 0.4 0.7 11.9 9.0 5.7 6.9 1.8 23.7
Talking M + V 5.5 14.9 6.1 0.0 1.1 0.1 0.5 1.1 70.7
V + D 8.1 0.9 0.3 0.0 1.5 0.0 0.0 0.0 89.2
M + D 12.9 1.0 0.1 3.8 5.3 3.4 6.4 0.9 66.1
All 10.1 1.9 0.3 0.0 4.2 0.3 1.1 0.6 81.5
1MFCC 2Volume 3Doppler
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表 3: 他者環境音無しの場合の認識精度をまとめたもの [%]
Combination of
Feature Value Sitting Walking Running Eating Typing Brushing Washing Cleaning Talking Average
MFCC 90.6 80.4 60.6 63.4 70.1 66.6 77.6 100 60.5 74.4
Volume 85.1 77.3 68.4 64.0 81.4 95.5 79.9 73.8 82.8 78.7
Doppler 97.5 60.1 62.7 41.2 24.8 41.2 39.1 48.0 23.7 48.7
M1 + V2 93.2 90.5 68.2 77.3 86.1 78.3 86.6 100 70.7 83.4
V + D3 88.7 67.8 69.8 70.2 91.6 84.1 80.0 69.6 89.2 79.0
M + D 97.7 76.6 73.6 70.2 82.6 67.3 82.3 100 66.1 79.6
All 98.9 82.8 76.0 82.0 91.8 78.5 88.0 100 81.5 86.6
1MFCC 2Volume 3Doppler
2.5.2 他者環境音ありの場合
他者環境音がある場合についても評価を行った．他者環境音には，特徴的な環境音
だと考えられる歯磨き，掃除機がけ，手洗い，タイピング，会話の 5つを選択し，これ
らの環境音のもとで表 4に示すような組合せの行動を評価した．この環境音のもとで
のランニングは考えられにくいため，本論文では考慮しない．被験者は他者環境音無
しの場合と同じであり，それぞれの行動を約 45秒間行った．サンプリング周波数は約
10Hzである．学習データは他者環境音無しの時と同じものを用いた．実験の様子を図
14に示す．
まず，全ての特徴量を用いた認識を行ったところ，表 5に示すように，全体的に認
識率が下がっており，平均の認識率は 57.3%であった．これは，他者環境音が認識に悪
影響を及ぼしているからだと考えられる．特に，掃除機の音は他のコンテキストの音
と比べて十分大きいため，他者環境音が掃除のとき，ユーザの本来のコンテキストの
音をかき消してしまい，特徴量にMFCCを含んでいる場合の認識率が大幅に下がって
いる．
そこで，他者環境音がある場合には音の特徴量であるMFCCを除いた特徴量で，他
者環境音が無い場合には，全ての特徴量を使うと一番良い認識率が得られることが前節
の実験から分かっているので，全ての特徴量を使用する認識手法を用いるべきだと考え
た．具体的には，図 15に示すように，全ての特徴量を用いた場合の認識結果をコンテ
キストAとし，MFCCを除いた，ジェスチャの情報のみを用いて認識した時の結果を
上位から二つ，コンテキストB，コンテキストCとして認識結果を出しておく．コンテ
キストAがコンテキストBまたはコンテキストCと同じ認識結果であるなら，MFCC
を含んでいるコンテキストAが他者環境音の影響を受けていない状態と考えて，コン
テキストAを最終的な認識結果とする．また，コンテキストAがコンテキストB，コ
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表 4: 他者環境音とユーザの行動の組合せ
User’s
Action Environmental Sound of Others
Sitting Typing, Washing, Brushing, Cleaning, Talking
Walking Typing, Washing, Brushing, Cleaning, Talking
Running -
Eating Typing, Talking
Typing Typing, Washing, Brushing, Cleaning, Talking
Brushing Typing, Washing, Brushing, Cleaning, Talking
Washing Typing, Brushing, Cleaning, Talking
Cleaning Typing, Washing, Brushing, Talking
Talking Typing, Washing, Brushing, Cleaning, Talking
ンテキストCのどちらとも違っていた場合は，コンテキストAが他者環境音の影響を
受けていると考えて，MFCCを除いた動作情報のみのコンテキストB，コンテキスト
Cのうち順位の高い方を認識結果として採用する．改良手法を用いた場合の認識結果
を表 6に，従来手法と比較した結果を表 7に示す．認識率が下がったコンテキストもあ
るが，特に認識率が低かった，他者環境音が掃除の場合においては 45%程の認識率の
大幅な改善がみられ，全体の平均では 7.4%の改善がみられた．
また，この改良手法を他者環境音無しの場合に適用した際の認識結果を表 8に示す．
この表から分かるように，平均の認識精度は 83%であった．前節で求めた，3種類全て
の特徴量を用いた場合の平均の認識は 86.6%であるので，若干の認識率低下がみられ
るが，大きな差ではなく，他者環境音のある/無しに関わらず改良手法が有用であると
考えられる．
2.5.3 位置と人物の認識
位置認識，人物認識についても評価を行った．図 16に示すように，5つの部屋の机
の上にそれぞれ異なる IDを発する超音波スピーカを設置する．被験者は一人である．
被験者は机の前の椅子に 30秒間座り，次の部屋に移動する．これを 2セット繰り返し，
位置認識の精度を確認する．実験を行った 10箇所のうち，10箇所を認識することがで
きたが，そのうち 1箇所では，初めは正確に認識できていたが，途中から違う部屋と認
識してしまっていた．これは，ID取得の途中でスピーカの向きや音量の不足などの何
らかの影響で音が十分に届かず，誤認識を続けたままだったからだと考えられる．ま
た，同室の 5箇所で同時にこれらを用いた場合，それぞれの IDが干渉して，正確に認
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図 14: 他者環境音ありの場合の実験の様子
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図 15: 他者環境音がある場合の認識処理の流れ
識することができなかった．人物認識などのように，互いの音が干渉しあう距離で用
いるときは，IDの発信タイミングをずらすなど工夫をするべきだといえる．
人物認識については，3人の被験者で評価を行った．超音波 IDを発するスピーカを
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表 5: 他者環境音がある場合の認識精度 [%]
Others’
Sound
Feature
Values Sitting Walking Eating Typing Brushing Washing Cleaning Talking Average
MFCC 17.8 65.3 17.1 72.3 29.8 59.8 100 54.5 52.1
Volume 37.7 53.6 32.6 55.9 75.2 58.8 50.7 60.5 53.1
Doppler 89.6 52.2 45.6 23.8 29.7 31.8 43.4 13.2 41.2
Typing M1 + V2 16.9 80.7 32.3 67.0 48.9 76.7 100 62.9 60.7
V + D3 59.4 59.5 40.9 66.5 67.2 59.2 53.3 77.7 60.5
M + D 47.0 68.6 27.4 91.5 38.1 64.0 100 57.4 61.7
All 50.9 74.3 37.8 83.7 50.7 82.1 99.9 71.9 68.9
MFCC 17.6 57.3 - 43.6 17.6 - 99.3 50.5 47.7
Volume 43.1 55.1 - 45.1 77.4 - 36.7 61.8 53.2
Doppler 78.3 57.7 - 24.0 20.8 - 44.0 16.6 40.3
Washing M + V 23.5 75.0 - 44.6 39.6 - 99.5 62.8 57.5
V + D 57.2 63.4 - 55.8 63.7 - 48.5 82.8 61.9
M + D 54.4 68.5 - 66.6 19.6 - 99.3 54.9 60.5
All 71.4 73.9 - 68.5 41.8 - 99.2 73.4 71.3
MFCC 43.3 71.5 - 58.1 34.9 68.8 100 54.7 61.6
Volume 58.9 60.2 - 44.0 67.7 74.5 38.1 68.1 58.8
Doppler 95.7 59.1 - 28.7 33.7 40.0 45.0 10.2 44.6
Brushing M + V 58.5 85.0 - 53.1 51.9 84.8 100 65.4 71.2
V + D 70.4 66.8 - 62.6 59.8 75.2 51.2 79.5 66.5
M + D 74.2 73.1 - 83.4 41.2 74.6 99.9 55.2 71.6
All 82.5 77.9 - 78.9 51.6 90.7 99.8 73.5 79.3
MFCC 0.0 0.0 - 0.0 0.0 0.9 - 2.6 0.6
Volume 41.8 67.0 - 47.8 76.4 63.2 - 59.4 59.3
Doppler 65.1 48.1 - 24.4 40.4 34.6 - 5.3 36.3
Cleaning M + V 0.0 0.1 - 1.6 0.1 1.7 - 8.4 2.0
V + D 39.6 56.2 - 59.5 73.4 63.0 - 29.2 53.5
M + D 0.0 6.2 - 1.4 0.0 4.4 - 2.2 2.4
All 0.6 16.6 - 11.2 1.9 5.6 - 7.2 7.2
MFCC 16.9 32.6 17.8 17.2 11.8 46.4 99.9 64.6 38.4
Volume 59.0 67.8 37.9 57.5 76.7 80.9 41.4 60.5 60.2
Doppler 88.2 55.9 42.0 26.1 26.5 39.1 50.7 11.0 42.4
Talking M + V 23.2 46.2 30.2 20.3 29.0 72.5 99.9 76.5 49.7
V + D 59.7 62.9 45.2 66.0 66.3 76.9 55.0 84.5 64.6
M + D 28.1 56.5 30.8 37.4 17.1 54.9 99.9 68.1 49.1
All 34.6 64.0 37.6 45.1 34.5 79.4 99.7 84.3 59.9
1MFCC 2Volume 3Doppler
表 6: 改良手法を用いた場合の認識精度 [%]
Others’
Sound Sitting Walking Eating Typing Brushing Washing Cleaning Talking Average
Typing 57.7 69.8 41.4 71.2 66.6 64.0 67.5 79.4 64.7
Washing 61.1 70.3 - 59.8 62.5 - 59.7 83.1 66.1
Brushing 75.6 73.7 - 67.0 58.4 81.5 64.3 81.3 71.7
Cleaning 37.3 51.1 - 58.2 72.2 60.6 - 26.6 51.0
Talking 65.8 66.5 45.6 64.4 64.8 80.4 68.8 86.3 67.8
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表 7: 従来手法と改良手法との認識精度の比較
Sound Emitted Accuracy [%]
from Others Conventional Method Revised Method
Typing 68.9 64.7
Washing 71.3 66.1
Brushing 79.3 71.7
Cleaning 7.2 51.0
Talking 59.9 67.8
Average 57.3 64.3
表 8: 改良手法を用いた場合の他者環境音無しの認識精度 [%]
User’s
action Sitting Walking Running Eating Typing Brushing Washing Cleaning Talking
Sitting 89.3 0.0 0.0 0.5 3.0 0.0 0.3 0.0 6.9
Walking 0.0 76.8 17.7 0.0 0.1 0.2 0.2 1.5 3.5
Running 0.0 25.0 72.8 0.0 0.0 0.3 0.0 1.6 0.3
Eating 4.0 0.0 0.0 73.6 7.0 3.3 11.1 0.9 0.0
Typing 1.6 0.0 0.0 1.1 94.7 0.2 0.6 0.1 1.8
Brushing 0.6 0.2 0.7 1.2 7.1 86.8 1.4 0.3 1.7
Washing 2.5 2.2 0.0 1.3 5.3 0.2 83.2 5.1 0.2
Cleaning 1.1 4.3 2.0 0.6 2.7 1.6 4.7 78.6 4.3
Talking 7.7 0.8 0.3 0.0 0.2 0.0 0.0 0.1 90.9
胸に装着した 3人のユーザの内，一人がボイスレコーダを胸に装着し，約 2分間向か
い合って会話をした結果，約 1分間で 3人全員の被験者を認識できていた．本システ
ムでは，同時に認識する人数が増えるほど全員を認識するのに時間がかかってしまう．
今回は 1パルスの長さを 0.5秒と長く設定したため，その傾向が顕著であった．1パル
スの長さを短くすることで認識までの時間を短くできると考えられるので，今後適切
なパルスの長さを調査していく必要がある．
2.5.4 行動シナリオ認識
日常生活での実用性を確かめるために，表 9に示すようなシナリオに沿った日常生
活行動の認識を評価した．被験者は 3人の男性であり，録音時間は約 10分間，移動は
全て歩行とした．行動を行う一人のユーザはボイスレコーダを胸に，超音波スピーカ
を両手首に装着し，残り二人の被験者は person A，person Bとして，人物認識用 IDを
発するスピーカを胸に装着する．位置認識用の超音波スピーカは図 17に示すように 3
箇所に設置する．図 18の上には行動シナリオの正解データを，図 18の下には行動シナ
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図 16: 位置認識用スピーカの配置
リオの実験結果を表している．認識結果は過去 10秒間の認識結果の多数決を表してい
る．図 18が示すように，コンテキストは概ね正確に認識されている．しかし，Room
Bでのタイピングが認識されていなかった．これは，Room Bで使用したキーボードと
学習データに使用したキーボードの種類が違ったためだと考えられる．Room Aで用
いたキーボードは学習で用いたものと同じであり，認識できていた．位置認識に関し
ては，5箇所のうち，4箇所が正確に認識できていた．ユーザが person Aと会話して
いるときに位置情報が記録されていなかったが，これは音量が十分でなかったためだ
と考えられる．Room Bでの行動は全てスピーカの近くで行われたが，person Aとの
会話はRoom Aに設置されたスピーカから離れた場所で行われた．そのため，超音波
が十分にレコーダに届かず，位置 IDを認識しなかったと考えられる．より正確に認識
するには，スピーカの音量を大きくするか，音が被らない範囲で複数のスピーカを設
置するべきである．
person Aと person Bはどちらも正しく認識されていた．ユーザが掃除機を使用して
いるときに，位置や人物の誤認識が起こることがあった．これは，掃除機の音が位置
認識，人物認識にしている 19.5kHzと 19.75kHzを含んでいるからである．この問題を
解決するためには，掃除機に含まれる該当周波数の音量では誤認識しないよう適切な
しきい値を予備実験から設定するか，より高い，掃除機の音に含まれていないような
周波数を，位置と人物認識用の周波数に設定するなどの方法が考えられる．
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表 9: 行動シナリオ
# of
Context Context Location
Environmental
Sound of Others
1 Typing Room A Talking
2 Eating Room B Typing
3 Sitting Room B -
4 Talking with A Room A -
5 Cleaning Room A -
6 Talking with B Room B -
7 Typing Room B Typing
8 Brushing Room C -
9 Washing Room C -
Room A
Room B
Room C
Speaker for
Location Recognition
2
1
3
4
5
6
7
8 9
図 17: スピーカの配置とコンテキストの行われた位置
2.5.5 考察
本論文ではジェスチャ認識のシステム使用者が一人だけの場合の評価を行ったが，
ジェスチャ認識用デバイスを複数人が同時につけているときは，それぞれの両手首の
デバイスの周波数を少しずつ変えることで解決できると考えられる．また，ユーザの
手首から発信されるジェスチャ認識用の超音波は，ユーザの胸のマイクに到達できる
程度の音量で良いので，音量を適切に設定することで，他者の使用する超音波との重
なりを減少できる．
従来の音声ログではトイレにいるときなどのような，人に聞かれたくない音まで記
録してしまうプライバシの問題があったが，提案手法では記録した音声に適切なタグ
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図 18: 行動シナリオの正解データ (上)と実験結果 (下)
付けをすることにより，このようなプライベートな音声を削除するか暗号化すること
で解決できると考えられる．
本論文では一般的なボイスレコーダを用いてオフライン解析を行ったが，スマート
フォンのような録音とデータ解析ができるデバイスを用いればオンラインの認識も有
線/無線通信無しで可能である．スマートフォン上での解析アプリケーションの実装を
今後予定している．
20kHz付近の音は人間にはほとんど知覚できないが，犬や猫などの一部の動物は人
間に比べて幅広い可聴領域を持っているため，本論文で用いた周波数はペットにとっ
て不快なものとなる可能性がある．ペットなど動物の近くで使用する場合には音量の
設定や，使用する周波数の選択を慎重にする必要がある．
超音波は壁に反射するため，壁が近くにあるような狭い場所では反射が誤認識を引
き起こす可能性がある．本実験は十分に広い部屋で行われたため，そのような影響は
見られなかった．
本論文では，身体で一番動きがある両手にスピーカを，安定している場所として胸
にレコーダを装着したが，どの装着箇所が最も良いのか，装着箇所による音響特性の
変化はあるのか，デバイス装着数を増やす又は減らすとどうなるのか等の調査の余地
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がある．
2.6 むすび
本論文では身体の部位に装着した小型スピーカから出力した超音波の音量，ドップ
ラー効果による周波数ピーク値の変化，環境音の音響特徴量を組み合わせて状況認識
を行う手法を提案した．また，環境や人に超音波 IDを発信する小型スピーカを装着す
ることで，ユーザがどこに居たか，周囲に誰が居たかという情報も同時に記録した．評
価実験では，10人の被験者，9種類の日常生活行動に対して，他者環境音がない場合，
86.6%の認識率で，他者環境音がある場合，改良手法を用いて 64.3%で認識できた．ま
た，位置認識，人物認識，行動シナリオについての評価も行い，提案手法が有効であ
ることを確認した．
今後の課題として，認識アルゴリズムの改良を予定している．また，超音波と人間
の健康問題との関係がまだ明らかでないので，超音波による人間の健康問題や心理問
題についての調査や，本システムによる認識可能数の限界の調査も行っていく予定で
ある．
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3 超音波 IDによる音声ログへの人物/位置情報
付与
3.1 まえがき
近年のコンピュータ小型化に伴い，ユーザがコンピュータを常に身につけて生活す
るウェアラブルコンピューティングに対する注目が集まっている．ウェアラブルコン
ピューティング環境では，ユーザが装着している各種センサを用いてユーザの行動や状
況をデジタルデータとして保存するライフログが可能になる [44, 45, 46]．これらのデ
バイスはユーザの活動量を記録し，解析したデータを健康管理などに用いている．ラ
イフログは健康管理のみでなく，思い出を残すためや，自分の体験を他人と共有する
ため，行動パターンの解析から未来予測するなど，様々な利用の可能性が考えられる．
一般的にライフログに利用されるセンサは加速度センサやカメラであり，加速度センサ
ではユーザ自身の行動は取得できるが，ユーザの周囲状況を認識することはできない．
ウェアラブルカメラ [62]のようなデバイスを用いれば，常時録画によるユーザ周囲状
況の取得が可能であるが，カメラを常に人に向けることになり，プライバシの問題が
大きく，受け入れにはまだ時間を要すると考えられる．一方，音声だけでも人の会話，
周囲の環境音のみならず，場の雰囲気なども記録することが可能である．このように音
声ログはライフログとして有用であるが，長時間記録した音声ログは，どこにどのよ
うなデータがあるのか把握できないため，適切に目印 (タグ)をつける必要がある．音
声ログへのタグ付けとして，一般的には録音中に手動でタグをつけるものや，録音し
たデータを音響特徴量により解析することが考えられる．しかし，前者はタグ付けの
操作が可能な場合には有効であるが，そういった操作が行えない状態 (手が塞がってい
る，レコーダやスマートフォンの操作が憚られる場面)や，単純に手動でのタグ付けを
忘れてしまう場合が考えられる．後者は，様々な場面の学習データを集める必要があ
る．また，マイクと加速度センサ，Bluetooth，NFCなどの複数の情報を組み合わせて
タグ付けする手法も考えられるが，タグ情報記録のための新たなセンサが必要であり，
さらに複数種類のデータを取り扱うため，データ処理が煩雑になることが予想される．
筆者らの先行研究 [35]では，超音波を用いて音声へユーザの動きと超音波 IDを埋め
込む手法を提案した．提案手法では，会話音等の環境音，ジェスチャ，ユーザの居た場
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所，周囲に居た人のデータすべてがマイクのみで記録でき，録音した音声データファ
イル一つを解析するだけで，これらのユーザ状況が識別できる．スピーカは超音波を
発信しているだけでよく，マイクは録音しているだけでよいので，データ通信のため
の無線/有線通信が必要ない．本研究では，コマーシャルデバイスにおいても使用でき
るシステム構築を目的としているが，先行研究 [35]では，専用デバイスを用いていた
ため，コマーシャルデバイスで考え得る個々のデバイスの特性，装着位置が不定であ
ること，電力消費等の問題点について考慮していなかった．そこで本論文では，これ
らの問題点のうち装着位置の問題に着目し，実環境から得られたデータの分析に基づ
き，録音デバイスの装着位置を考慮した ID認識を行うシステムを提案する．
なお，一般的には 20kHz以上が超音波と呼ばれているが，本論文では成人には聞こ
えにくい周波数 (18kHz以上)も超音波と定義する．
以降，3.2節では本研究に関連する研究について述べ，3.3節で超音波 IDの埋め込み
手法について述べる．3.4節で実イベントでの実験について示し，3.5節でシステムの
改良を述べる．最後に 3.6節で本章をまとめる．
3.2 関連研究
音声ログへのタグ付けには様々な手法が考えられる．録音データを音響解析し，音
響特徴量により環境を推定する研究は多く行われている [63, 64, 65]. これらの研究で
は，MFCC(Mel Frequency Cepstral Coefficient)など音声認識で使用される音響特徴量
のみを用いた認識という点で本研究と異なる．
大内らの研究 [26]では，加速度センサとマイクを組み合わせた行動認識が提案され
ている．加速度センサにより作業状態と認識されたときのみマイクを起動し，作業状態
分類を行う計算量を抑えた手法をとっている．Choudhuryらの研究 [66]では，人間関
係を取得するために，赤外線センサとトランスミッタ，マイク，加速度センサを搭載し
たウェアラブルデバイスを開発し，センサデバイスでの人間関係取得の可能性を議論
している．近距離の端末同士の相対位置関係や近接性を取得する方法としてBluetooth
を用いた研究も行われている [67, 68]．しかしこれらの手法を本研究に適用すると，音
声に加えて他の種類のデータもタイムスタンプとともに取得し，それを後で音声と同
期する必要がある．本研究ではこのデータを超音波で取得しているので，音声ファイ
ル一つにすべてのデータが集約され，同期をとる必要がない．また，マイクで全ての
データを取得できるので追加のハードウェアが必要ない．本研究の目指すシンプルな
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ファイル管理/データ処理という観点からこれらの手法は本研究には適していない．
超音波を用いてユーザの位置を追跡する手法は複数提案されている [16, 17]．ユーザ
の位置は，ユーザと環境側の決まったところに設置された受信機または送信機間との
ドップラー効果や音の到達時間を利用して認識されている．この手法を用いればユー
ザが部屋のどの位置に居たのか正確に認識することができるが，環境側に正確にデバ
イスを設置する必要があり，設置コストが大きいと考えられる．本研究では小型の超
音波スピーカを認識したい場所に置いておくだけでよいという環境を目標としている．
音波で情報通信するものとしては可聴域に音声を埋め込む，音響透かし技術 [69, 70]
が用いられる．また，超音波帯域で情報通信を行う手法も存在し，様々な場面で用いら
れている．古くはテレビのリモコンの情報通信手段として用いられていた [71]．近年に
おいては，NTTドコモが人間の耳には聞こえない高周波を用いたチェックイン機能Air
Stamp[72]を提供している．また，他にもヤマハ株式会社の Infosound[73]，近距離通信
の Smart Sonic Communication[74]，Signal360[75]などがあげられる．これらの技術を
用いて，店舗のある商品の前に来た時に，その商品に関係するクーポンや情報をユー
ザのスマートフォンに提示するなどの使い方がある．二つの違う周波数の超音波を組
み合わせて信号としたもの (DTMF: Dual Tone Multi Frequency)を利用し，音楽作品
への応用を目的とした研究 [76]や，ビデオへのタグ付けとして利用する研究 [77]も行
われている．これらの超音波通信で必要なものは一般的なスピーカとマイクだけであ
るので，既存の設備に追加しやすい点や，特別な設定の必要なく，多数のデバイスへ
一斉にデータ送信が可能である点が特徴的である．ウェアラブル環境において，ユー
ザはマイクとスピーカを常時装着していると考えられるので，この技術は汎用的に利
用できる．
提案手法では，超音波 IDを音声ログへ同時に録音し，様々な情報を埋め込む．音声
へ情報を埋め込む，超音波領域で情報通信するという点では既存の技術，研究と同じ
であるが，本研究では，端末自身の発する超音波の周波数応答から端末の周囲環境 (装
着位置)を推定し，装着位置に応じた認識処理を行うという点で既存の研究と異なる．
3.3 超音波 IDの埋め込み手法
3.3.1 これまでの研究
筆者らの先行研究 [35]の想定環境では，ユーザはボイスレコーダを胸に，ジェスチャ
認識用のスピーカを両手首に，自分に向けて装着する．また，ユーザの位置認識用の
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スピーカを環境に，ユーザ周囲に居た人物認識用のスピーカをユーザ及び周囲人物の
胸に装着する．図 19にデバイスの構成を示す．ジェスチャ認識の際に両手の動きの違
いを認識するため，両手首のスピーカからの超音波は異なる周波数に設定する．音量
は音源からの距離に応じて変化するという特徴と音源の動きの速さによって周波数が
変化するドップラー効果に着目し，両手首に装着した小型スピーカから出力した超音
波の音量，ドップラー効果による周波数ピーク値の変化，環境音の音響特徴量を組み
合わせて状況認識を行う手法を提案した．また，位置認識用のスピーカ，人物認識用
のスピーカにはそれぞれ固有の IDが割り振られ，超音波により IDを定期的に発信し
ている．ボイスレコーダは周囲からの環境音，両手からの超音波，環境側からの超音
波，人物からの超音波を同時に取得する．スピーカからの音は，可聴域の音だと不快で
あるとともに，環境音とスピーカからの音を分離する必要があるため，超音波を用い
た．提案手法では，マイク一つであらゆるユーザ状況が取得でき，録音した音声デー
タファイルひとつを解析するだけで，これらのユーザ状況が識別できる．また，超音
波受信機 (ボイスレコーダ)と超音波発信機 (小型スピーカ)が一人の身体の内で完結し
ているため，ジェスチャ取得のために環境側の正確な位置に受信機または送信機を設
置する必要がない．さらに，スピーカは超音波を発信するだけ，ボイスレコーダは音
を記録するだけなので，データ通信のための有線/無線通信が必要ない．
3.3.2 想定環境
本章では，先行研究 [35]で提案した手法のうち，超音波 IDにのみ着目する．展示会
のような，会場に複数の展示や発表がある場で音声ログを行い，超音波 IDでタグを付
与することにより，後から特定の発表者との会話や展示での音声を振り返る環境を想
定する．また，コマーシャルデバイスを用いてこれらの人物認識，場所認識を行う．手
首内側にスピーカのあるスマートウォッチ (e.g. Galaxy Gear[60]) を使用すればコマー
シャルデバイスでもジェスチャについての評価が可能であるが，本論文では，実イベ
ントでの展示物/発表者の位置と話の内容の記録に焦点をあて，ジェスチャについては
考慮しない．
音声記録用のマイクとしてスマートフォンのマイクを，超音波 ID発信用のスピーカ
としてスマートフォン/PCのスピーカを使用する．想定環境では，ユーザのスマート
フォンは音声ログを行うと同時に，スピーカから自身の超音波 IDを発信する．
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図 19: デバイスの構成
3.3.3 超音波 IDのフォーマット
筆者らが先行研究 [35]で用いた超音波 IDは再生に時間がかかり，エラーへの対処を
していなかったため，本研究では文献 [35]とは異なる超音波 IDフォーマットを用いる．
具体的には，信号の変調にはパルス位置変調 (PPM: Pulse Position Modulation)を使
用し，赤外線リモコンのデータフォーマットを参考にした [78]．改良した超音波 IDの
一例を図 20右に示す．この図において，出力が 1となっている区間でスピーカは発音
し，0の区間では発音しない．超音波 IDはヘッダとメイン IDで構成されている．ヘッ
ダは一定期間の超音波の出力で表され，メイン IDは超音波の細かい立ち上がりと無音
期間の長さで 0と 1を表している．メイン IDの 0と 1の組み合わせの違いで，それぞ
れの超音波 IDの違いを認識している．なお本論文では，ヘッダの発音期間は 0.4秒，
メイン IDまでの無音期間は 0.2秒，メイン IDは，0.1秒の発音と 0.1秒の無音で 0を，
0.1秒の発音と 0.3秒の無音で 1を表している．
簡易的なエラーチェック機能として，偶数パリティチェックを実装している．これは，
ID中の 1の数が偶数個になるように，IDの末尾に 0または 1を付け加える手法で，受
信側では受け取った IDに奇数個の 1がある場合にはエラーと判断できる．
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図 20: 超音波 IDの一例
本論文では 19.5kHzのみを使用し，メイン IDの長さは 8ビットとしているため 256
個の IDを識別できるが，他の帯域も使用することやメイン IDのビット数を増やすこ
とで，より多くの超音波 IDを生成することが可能である．先行研究 [35]での手法と比
べて短い時間で，より多くの情報を伝達することが可能になった．
3.3.4 超音波 IDの認識処理
超音波 IDの認識処理の流れを図 21に示す．まず図 21上段に示すように，録音し
た音声データには超音波と環境音が混在しているため，高速フーリエ変換 (FFT: Fast
Fourier Transform)を行い，超音波部分の音量を取り出す．次に図 21中段に示すよう
に，19.5kHz付近の音量の時間変化を取得し，しきい値以上であれば 1，それ以下であ
れば 0で表す．最後に図 21下段に示すように，3.3.3節で述べた IDフォーマットをも
とに 0，1の組み合わせを取得し，あらかじめ登録している IDリストを参照すること
で取得した IDを認識する．
音源に近づく/遠ざかる動きにより，ドップラー効果で周波数が変化することが予想
される．日常の歩行速度を時速 4kmと仮定すると，19.5kHzに対してはドップラー効
果により約 60Hzの周波数変化が生じる．本論文では，デモ発表形式の実イベント利用
を想定しており，デモや展示を見ながらの移動はこの歩行速度より遅いと考えられる．
本研究でのサンプリング周波数は 44.1kHzであり，超音波 ID処理時の FFTのサンプ
ル数は 1024としたため，周波数分解能は約 43.1Hz(44100/1024)である．従って，本論
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図 21: 超音波 ID認識処理の流れ
文の認識処理では，ドップラー効果の影響を抑えるため 19.5kHzを含む周波数ビンの
前後 2つずつを合わせたものを 19.5kHzとして用いた．
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図 22: 実装したアプリケーション
3.3.5 アプリケーション
超音波でタグを付与された音声ログを解析し，音声ログの振り返りを可能にするア
プリケーションを実装した．図 22に実装したアプリケーションの画面を示す．図中央
の波形は取り込んだ音声ログの波形を示しており，その下のカラーバーは認識した ID
とその区間を示している．カラーバーの色はそれぞれ認識した IDに対応しており，こ
の図では，ID1，2，3がそれぞれオレンジ色，ピンク色，紫色で示されている．このカ
ラーバーによってユーザは自分の聞きたい箇所を視覚的に判別でき，シークバーを動
かすことで該当の箇所を選択できる．また，左上には認識した IDに対応する発表者の
リストと，その IDが認識された時間のリストが表示される．このリストをクリックす
ることでも対応する場所にシークバーが移動し，聞きたい箇所にアクセスできる．右
上には現在のタイムライン上の IDに対応するプロフィールや発表資料といった情報が
表示され，これらのアイコンをクリックすることで資料を閲覧できる．資料を閲覧しな
がら音声ログを聞くことで，イベント後のユーザ体験をより向上させられると考える．
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3.4 実イベントでの運用
実イベントで 3.3節に示す超音波 IDを用いた．なお，このイベントはもとより開催
が決定していたものであり，本システムの実験のために開催したものではない．イベン
ト会場はデモ形式の発表会場であり，発表者は前半 6人，後半 5人の合計 11人であっ
た．聴講者は約 30名であり，自由に発表を聞きながら会場を回る．会場の様子を図 23
に，発表者の位置関係を図 24に示す．図 24の番号は，発表者の ID番号を表している．
各デモ発表者は発表を行いながら，それぞれ固有の超音波 IDの音声ファイルを自分の
PCで再生し続ける．音声ファイルの長さは約 30秒であり，超音波 IDが一回だけ再生
されるようになっている．すなわち，この音声ファイルをループ再生することで約 30
秒間に一回超音波 IDを発信することになる．聴講者は各自のスマートフォンの録音ア
プリケーションで音声を録音しながら会場を回ってもらった．録音アプリケーションに
は，iOS端末の人は PCM録音 Lite[79]を，Android端末の人は PCM録音 [80]を使用
してもらった．音声ログを行った聴講者は 12名であった．スマートフォンの装着位置
は胸ポケットを推奨したが，胸ポケットが無い場合には任意の位置で行ってもらった．
録音のサンプリング周波数は 44.1kHzであり，1024サンプルごとにFFTを行った．録
音したデータの解析には，マイクロソフト社のVisual C#を用いて開発した解析ソフ
トウェアを使用した．また，解析に用いた PCは Lenovo社のX240sである．
図 25に実験結果の一部を示す．縦軸の 0から 10はそれぞれ発表者の ID番号に対応
しており，Errorは認識エラーを示している．図上の矢印と番号は正解データと期間を
表しており，この範囲内に同じ番号の IDが存在していたら正しく認識できていること
を示している．
正解データの通りに ID番号の変遷が見られる箇所もあるが，全体的にエラーが多く，
認識できていない状況が多く見られた．これは，一人の発表者に聴講者が集まりすぎ
て，音源から聴講者が遠かったこと，音源と聴講者との間に別の聴講者がおり，マイ
クへの超音波を妨げていたこと，聴講者のスマートフォンの装着位置により，マイク
入力に十分な音量が確保できていなかったことなどが原因であると考えられる．また，
同部屋に複数の IDが存在するときは互いに干渉して認識できないことや，同部屋の他
の IDが交互に認識されることが確認された．
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図 24: 発表者の位置関係
3.5 システムの改良
3.4節の予備実験により，スマートフォンに十分な音量の超音波が到達していないこ
とが主な問題であるとわかった．この原因として，音源との距離が離れている，録音
デバイスの装着位置によってデバイス周囲環境が異なる等の問題点があげられる．本
論文では展示会等での利用を想定しているため，前提としてユーザは展示 (スピーカ)
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図 25: 実イベント実験の結果の一部
から一定の距離にいる状況を想定し，まずはスピーカから一定距離にいる人に正しく
情報を伝えることを目的とする．音源とユーザとの距離を一定距離に設定した場合の
問題点としては，録音デバイスの装着位置が不定であることがあげられる．録音デバ
イスは装着位置ごとに異なるデバイス周囲環境を持っているため，取得できる超音波
IDの音量が異なる．つまり，手持ちのような密閉度のない場合は十分に超音波 IDを
取得でき，ズボンポケットのような密閉度の高い場合には取得できる超音波 IDが小さ
くなると考えられる．そこで，本論文では録音デバイスの装着位置による音響特性の
問題に取り組む．具体的には，録音端末の装着位置を検出し，その状態に応じた適切
な認識処理を行う改良手法を考案する．
図 26に改良手法の認識処理の流れを示す．まず，録音デバイスは録音と同時に自身
の超音波 IDを発信する．次に，自身の発した超音波 IDの周波数応答から録音デバイ
ス自身の周囲環境 (装着位置)を識別する．そして，識別結果に応じたしきい値に切り
替え，超音波 IDを認識する．
3.5.1 装着位置認識手法
本研究の想定環境として，録音デバイス自身からも超音波 IDを発信しているという
特徴に着目し，自身の発した超音波の応答から装着位置を認識する．具体的には，文
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図 26: 改良手法の認識処理の流れ
献 [81]を参考に，スイープ信号の周波数応答でデバイスの状態を認識する．装着位置
(胸ポケット，ズボンポケット等)によってデバイス周囲空間の密閉度等の違いにより音
響特性が異なるため，各装着位置によって取得できるスイープ信号の周波数応答が異
なると考えられる．この特性をデバイスの装着位置認識に利用する．
各装着位置によるスイープ信号の周波数応答を確認するための実験を行った．スマー
トフォンからスイープ信号を 5回発信し，同じスマートフォンで同時に録音した．ス
マートフォンの装着位置は図 27に示すように，胸ポケット，ズボンの前ポケット，ズ
ボンの後ろポケット，手持ちの 4つの状態を想定し，ポケットに入れる際にはマイク部
分を上側にした．スイープ信号は，0.5秒のうちに 18kHzから 22kHzまで変化するも
のを用いた．使用した端末は Samsung社のGalaxy Note3である．
それぞれの状態のスイープ信号の 5回分の平均周波数応答を図 28に示す．上記の 4
つの状態において，それぞれが若干異なる周波数応答を示している．これは，デバイ
ス周囲空間の密閉度によって変化していると考えられる．つまり，胸ポケットのよう
にデバイス周囲に空間がある程度あり，かつ密閉されているような場合にはスイープ
信号の反射が多く，大きな反応が得られている．ズボンポケットのように布地に密着
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図 27: 録音デバイスの装着位置
している場合や，手持ちのようにスイープ信号が空中に拡散し，反響が少ない場合は
胸ポケットよりも周波数応答が少なくなったと考えられる．
以上より，各デバイス装着位置によって取得できる周波数応答が異なるため，各装
着位置をスイープ信号で識別可能だと考えられる．
3.5.2 超音波 IDの改良
前節の結果より，超音波 IDのヘッダとしてスイープ信号を用いる．スイープ信号の
周波数応答によってスマートフォンの装着位置が取得できるので，その状態に応じた
認識処理を行う．すなわち，4つの状態それぞれに対応したしきい値を用意し，現在の
端末の状態に適したしきい値で認識を行う．なお，本論文では取得したデータを観察
して，4つの状態それぞれに適切と考えられるしきい値を設定した．
また，3.4節での実験より，偶数パリティチェックが有効でないことが判明したので，
誤り訂正符号として IDの後尾に 4ビットのハミング符号を付与し，誤り訂正ができる
ように改良した．
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図 28: スイープ信号の周波数応答
3.5.3 改良手法を用いた実験
改良手法の有効性を確認するための評価を行った．図 29に示す部屋に 3つの音源を
置き，ユーザは装着したスマートフォンで音声ログを行う．図 29中の数字は音源の ID
番号を表しており，ID番号に対応する超音波 IDを図 29 の記号の向きに発信している．
また，ユーザのスマートフォンからも ID0の超音波 IDを発信している．超音波 IDは
約 30秒間に一回発信される．ユーザは一つの音源の前に約 5分間滞在し，図 29に示
す矢印の順番に移動した．滞在中は超音波 IDの方向を向いて立った状態である．ユー
ザのスマートフォンの装着位置は，胸ポケット，ズボンの前ポケット，ズボンの後ろポ
ケット，手持ちの 4箇所とした．各装着状態において，録音したデータ中の任意のス
イープ信号ヘッダ 5つを学習データとし，認識手法には最近傍法を用いた．認識手法
としてはサポートベクタマシン (SVM: Support Vector Machine)なども考えられるが，
認識精度に大きな違いが見られなかったため，今回は最もシンプルな最近傍法を採用
した．録音用のアプリケーションは予備実験で使用したものと同じPCM録音アプリを
用い，サンプリング周波数は 44.1kHzである．被験者は 1名であり，録音に使用したス
マートフォンは Samsung社のGalaxy Note3である．音源に使用したデバイスは，ID1
が Samsung社のGalaxy Note3，ID2がマウスコンピュータ社の PC，ID3がApple社
のMacBook Airである．
端末の装着位置認識の精度を表 10に示す．この表が示すように，超音波スイープ信
号の周波数応答を用いた場合，胸ポケットは 9割近くの精度で，前ポケットと手持ち
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図 29: 音源の設置箇所とユーザの滞在順
表 10: 端末装着位置の認識結果
Input
Output
Accuracy[%]
Chest Front Back Hand
Chest 27 1 0 1 93.1
Front 0 20 3 6 70.0
Back 2 13 7 9 22.6
Hand 0 7 1 20 71.4
は約 7割の精度で認識ができたが，後ろポケットは 2割程度の認識率であり，平均で
64.0%の認識率であった．
図 30に，以下に示す 4つの認識手法を用いた場合の超音波 ID認識の結果を示す．
• 従来手法
装着位置認識を行わず，胸ポケット，前ポケット，後ろポケット，手持ちの 4つ
のしきい値の平均を用いて超音波 IDを認識する手法．
• 改良手法
装着位置認識を行い，その結果に応じて用いるしきい値を切り替える手法．
• 最適手法
常に最適なしきい値を用いて認識を行う手法．つまり，改良手法の装着位置認識
が 100%の認識率だった場合の認識結果．現実的には起こりえないが，しきい値
を切り替える手法自体が有効であることを明らかにするために示した．
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• 多数決処理
改良手法の直近 5つの認識結果で多数決処理を行った結果．
図上の矢印は，正解データを表しており，グラフは左から順に胸ポケット，前ポケッ
ト，後ろポケット，手持ちの結果を表している．この図に示すように，ID0が定期的に
認識されている．これは録音デバイス自身の IDである．また，全手法において胸ポケッ
ト，前ポケット，手持ちに関しては概ね正解データ通りの ID変遷が見られるが，後ろ
ポケットの場合には正解データ通りの ID変遷が見られなかった．これは，ユーザの背
後に録音デバイスがあるため，正解データであるユーザ前方の超音波 IDよりも，後方
からの超音波 IDの音量の方が大きかったためだと考えられる．
超音波 IDの認識結果をまとめたものを表 11に示す．実験では各 ID音源の前に 5分
(300秒)滞在しており，各 IDは 30秒に一回発信されているため，表中の数字の最大
値は 10となる．この表に示すように，従来手法で認識した結果より，最適手法で認識
した結果は 4つの状態全てにおいて同等以上の結果となっており，装着位置によって
しきい値を変化させる手法が有効だといえる．また，改良手法の結果は表 10に示す装
着位置認識の精度と似た傾向が見られた．装着位置の認識率が 9割程度であった胸ポ
ケットの時は，最適しきい値と同程度の認識精度であり，装着位置の認識率が 7割程
度であった前ポケットと手持ちの時にも，認識精度に改善が見られた．手持ち時の ID3
に関しては 6から 4へと減少しているが，手持ち全体の認識数自体は 16(6+4+6)から
17(6+7+4)へと増加しており，改良手法が有効であったと考える．装着位置認識精度
自体が低かった後ろポケットに関しては，しきい値調整がうまく適用されず，改善が
見られなかった．また，仮に装着位置認識精度がよく，常に後ろポケットにおける最
適しきい値で認識できたとしても，他の装着箇所に比べると認識精度がよくないこと
が，表 11の最適手法の結果から分かる．従って，本手法を用いる際は後ろポケット以
外に録音デバイスを配置する方が良いといえる．
図 30最下段に多数決処理の結果を，表 12にその結果をまとめたものを示す．なお，
ID0は録音デバイス自身の IDであるので，多数決処理時には除いて計算している．表
12は，正解数/各 ID音源滞在中に認識した ID数で表している．本研究の想定環境で
は，長時間の音声ログに大まかな目安として超音波 IDでタグを付与し，さらに細かい
部分は実際に音声ログを聞きながら絞り込んでいくことを想定している．実際の録音
データのタイムラインと超音波 IDの情報を見ながら主観的に判断したところ，70%程
度の超音波 ID認識精度があれば，想定環境での利用には問題ないと考える．表 12に示
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図 30: 実験結果
すように，後ろポケットを除く装着位置では，超音波 ID認識率は 62.4%であり 70%を
下回っているが，本実験での認識率低下の原因の一つは，録音デバイス自身の IDも含
めると，同部屋に超音波 IDを 4つ設置することによる超音波 IDの混信である．本実
験では，全ての超音波 IDが同じ周波数と発信間隔であったため，図 30に示すように，
混信によるエラーが生じたり，正解データとは別の IDが認識されるといった現象によ
り超音波 ID認識率の低下が見られた．これらの問題は，超音波 IDの発信間隔をラン
ダムに設定すること，他の周波数も用いて超音波 IDを生成することで回避でき，認識
精度のさらなる向上は可能であると考える．従って，本実験環境では 62.4%の認識精度
で提案手法が有効だと考える．
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表 11: 各手法に対する IDの認識数
Position ID Conventional Improved Optimal
1 10 10 10
Chest 2 4 8 8
3 4 4 4
1 3 3 4
Front 2 8 9 10
3 0 4 4
1 0 4 6
Back 2 4 0 1
3 0 0 2
1 6 6 6
Hand 2 4 7 7
3 6 4 4
表 12: 多数決後の ID認識数
ID 1 2 3
Chest 8/10 9/12 5/16
Front 2/2 9/9 5/7
Back 5/12 4/9 1/10
Hand 12/15 4/10 1/17
3.5.4 実環境での評価
改良手法の実環境での効果を確認するために，図 31に示すような実際のデモ発表イ
ベントで改良手法を用いた．なお，このイベントはもとより開催が決定していたもの
であり，本システムの実験のために開催したものではない．イベント会場はデモ形式
の発表会場であり，発表者は前半 4人，後半 4人の合計 8人であった．聴講者は約 40
名であり，自由に発表を聞きながら会場を回る．会場を一通り見て回るのには，前半，
後半ともに約 75分かかった．発表者の位置関係を図 32に示す．各デモ発表者は発表を
行いながら，それぞれ固有の超音波 IDの音声ファイルを自分の PCで再生し続ける．
音声ファイルの長さは約 15秒であり，超音波 IDが一回だけ再生されるようになって
いる．すなわち，この音声ファイルをループ再生することで約 15秒間に一回超音波 ID
を発信することになる．3.4節で行った実験と比べて，超音波 IDの発信間隔を短くす
ることで，超音波 ID認識の機会を多くしている．聴講者は各自のスマートフォンで，
スイープ信号発信と同時に録音アプリケーションで音声を録音しながら会場を回って
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もらった．なお，本イベントでは，聴講者の音声ログに発表者の情報をタグ付けするこ
とが目的であるので，聴講者自身に IDは割り振っていない．従って，聴講者のスマー
トフォンから再生される超音波情報はスイープ信号のみで，ID情報は含まれていない．
また，装着位置の認識精度を向上させるため，スイープ信号に変更を加えた．スイー
プ信号は 0.1秒間に 18kHzから 22kHzへと変化するものを用い，これを 5回繰り返し
たものを超音波 IDのヘッダとして用いた．さらに，スイープ信号解析時のみ FFT計
算のウィンドウサイズを 8192(約 0.19秒)とすることで，1回のFFTに少なくとも 1回
のスイープ信号を含むようにし，より安定した周波数応答を得る．録音アプリケーショ
ンには，iOS端末の人はAir Recorder[82]を，Android端末の人はPCM録音 [80]を使
用してもらった．デバイスの装着位置はユーザの判断に任せたが，後ろポケットにデ
バイスを入れたユーザはおらず，また 3.5.3節での実験から明らかになったように，後
ろポケットは装着位置として適していないので，本イベントでは装着位置としては胸
ポケット，前ポケット，手持ちの 3箇所のみを対象とする．認識のためのしきい値はデ
バイスごとに異なるため，録音データを観察し，手動で設定した．録音のサンプリン
グ周波数は 44.1kHzである．FFT計算のためのウィンドウサイズは 1024としたが，前
述したように，装着位置認識のためのスイープ信号を解析する時のみ，ウィンドウサ
イズを 8192とした．被験者として 12名の男女に改良手法を用いた録音を行ってもらっ
たが，被験者のほとんどが iOS端末であり，Air Recorderはデバイスがスリープ状態
に入ると録音/再生が停止してしまうため．イベント中に操作ミスで止めてしまった被
験者が多く，改良手法のデータを解析できたのは 12名のうち 3名であった．また，3名
のうち 1名は後半だけのデータであった．
認識結果の一例として，図 33に被験者 Aが改良手法を用いた場合の認識結果を示
す．矢印とその上の数字は正解の IDと期間を表している．上の二つのグラフは多数決
処理を行っていない認識結果であり，下二つは多数決処理を行った場合の認識結果で
ある．ID認識の結果が多数決処理後でもエラーであった場合は，最後に認識した IDに
置き換えている．また，ID7はどの被験者においても検出されなかったため，ID7の発
表者は，メディアプレイヤを間違って閉じた，スピーカのボリュームがゼロになってい
たなどの，何らかの理由で超音波 IDを発信できていなかったと考えられる．従って，
本イベントでは ID7については考慮していない．
表 13に装着位置の認識精度を示す．この表に示すように，装着位置の認識精度は平
均で 84.7%であった．表 14に超音波 IDの認識精度を示す．表のAll Dataは認識した
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図 31: イベントの様子
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図 32: 発表者の位置関係
IDの合計数を，Trueは正確に認識できた ID数を，Majorityは過去 60秒間の認識結果
による多数決処理を行った結果の認識精度を示している．60秒間の多数決処理を行う
と，認識結果に 30秒ほどの遅れが想定されるが，これはイベント時間 (約 75分間)と
比べて十分小さいため，問題ないと考える．表 14に示すように，多数決処理をするこ
とによって，ID認識精度は上がっている．従来手法では認識精度は 55.2%であったと
ころを，改良手法によって認識精度が 68.0%に向上している．結果の平均に着目する
56









     









     









     











     
 
	
  

	


  

	


  

	


  

	


				
図 33: 改良手法を用いた場合の被験者Aの超音波 ID認識結果
と，All Dataは減少し，Trueが増加している．つまり，改良手法によって余分な ID認
識を減少させ，音声ログへより正確にタグ情報を付与できたことを示している．
3.5.3節で述べたように，本研究の想定環境では，長時間の音声ログに大まかな目安
として超音波 IDでタグを付与するため，70%の超音波 ID認識精度で問題ないと考え
る．改良手法を用いた場合の認識精度は 68.0%であり，70%を下回っているが．本実験
での認識率低下の原因の一つは，図 32，33に示すように同部屋に複数の超音波 IDが
同じ発信間隔，同じ周波数で存在することによる混信だといえる．この問題は超音波
IDの発信間隔をランダムに設定すること，他の周波数も用いて超音波 IDを生成する
ことで回避でき，認識精度のさらなる向上は可能だと考える．従って，本実験の環境
では 68%の認識精度で，想定する用途に利用可能だと考える．
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表 13: 実イベントでの装着位置の認識結果
Subject Position Period Accuracy [%]
A Hand
1st 78.9
2nd 96.0
B Hand / Front
1st 96.5
2nd 61.5
C Front 2nd 90.4
Average 84.7
表 14: 実イベントでの超音波 IDの認識結果
Subject Device Period Processing
Conventional Method Improved Method
All Data True Accuracy [%] All Data True Accuracy [%]
1st
Normal 239 141 59.0 213 145 68.1
A iPhone 5
Majority 239 192 80.3 213 175 82.2
2nd
Normal 197 67 34.0 201 91 45.3
Majority 197 82 41.6 201 97 48.3
1st
Normal 144 63 43.8 102 51 50.0
B iPhone 6
Majority 144 70 48.6 102 64 62.8
2nd
Normal 152 58 38.2 143 60 42.0
Majority 152 67 44.1 143 100 69.9
C iPhone 5 2nd
Normal 85 29 34.1 65 28 43.1
Majority 85 52 61.2 65 50 76.9
Average
Normal 163.4 71.6 41.8 144.8 75.0 49.7
Majority 163.4 92.6 55.2 144.8 97.2 68.0
3.5.5 考察
改良手法の実イベントでの運用時には，超音波 IDの発信間隔を従来の 30秒から 15
秒へと短くすることで，ID認識の機会を多く設けた．一方，同部屋に複数の超音波 ID
が存在する場合は，より多くの超音波 IDの混信が生じる結果となった．超音波 ID混
信の解決手法としては，超音波 IDの発信間隔をランダムに設定すること，本研究で用
いた 19.5kHz以外も用いて超音波 IDを生成することを考えている．
提案手法で用いるスイープ信号は，身につけている服や体型によって変化する可能
性がある．提案手法では，それぞれのユーザ自身から学習用のデータを取得している
ため，学習データはこれらの情報を含んだデータである．
デバイスの種類によってマイクの入力特性が異なるため，本研究では，デバイスに
よって認識のためのしきい値をデータを見た上で手動で設定した．今後はマイクの特
性を考慮し，自動でしきい値を設定するような仕組みを実装することを予定している．
本研究では，ユーザは常に音源と一定の距離を保った位置にいることを想定して，デ
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バイスの装着位置による音量の変化のみに着目したが，音量は音源との位置によって
も変化する．今後は，スイープ信号で装着位置を推定した後に，取得できる超音波音
量を用いてユーザと音源との距離を推定した上で，これを考慮した認識を行えないか
調査を行う．
3.5.4節で用いた音源再生と録音が同時に可能なアプリケーションでは，スマートフォ
ンがスリープ状態になると機能が停止してしまうため，誤操作で録音ができていない
被験者が多く見られた．今後は，この問題を考慮した録音アプリケーションの開発が
必要である．
3.6 むすび
本章では，超音波 IDにより音声ログへ人物/場所情報を埋め込む手法を実環境のイ
ベントで運用した結果，デバイスの装着位置によって取得できる超音波音量が異なり，
超音波 IDの認識精度が減少することを明らかにした．そこで，超音波スイープ信号の
周波数応答により録音デバイスの装着位置を認識し，装着位置によって超音波 ID認識
のためのしきい値切り替えを行う改良手法を提案した．改良手法を実環境のイベント
で運用したところ，装着位置の認識率は 84.7%であり，超音波 IDの認識率は従来手法
では 55.2%であったところ，改良手法では 68.0%に向上した．
今後の課題として，個々のデバイスのスピーカ/マイク特性を考慮し，自動でしきい
値を設定するような仕組みの実装や，超音波 IDに複数の周波数を利用する，超音波 ID
の発信間隔をランダムに設定する，超音波 IDの混信が確認できた際に動的に利用する
周波数を変更するなど，超音波 IDの混信を避ける手法の実装が必要である．また，本
章での実運用は研究のデモ発表イベントのみであるが，展示会や美術館のような研究
への知識が少ない一般の方が集まる実際のイベントでもシステムの実運用を行いたい
と考えている．
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4 アクティブ音響センシングを用いたジェスチャ
認識手法
4.1 まえがき
ユーザの動きを識別するジェスチャ認識技術は，近年において重要な技術の一つと
なっている．ジェスチャ認識は直観的な入力インタフェースとして用いられ，既に商
品としてKinect[83]や Leap Motion[84]等が利用できる．ウェアラブルコンピューティ
ング環境においても，身体に装着したセンサを用いたジェスチャ認識技術は，ライフ
ログやハンズフリーでの機器の操作等に用いられる．一般的なジェスチャ認識には加
速度センサ [85]やカメラ [86]が用いられる．しかし，加速度センサはユーザの動きを
詳細に取得できるが，力の入れ具合や皮膚への圧力のような，人体内部や表面の変化
を取得することは難しい．カメラを用いる手法では，ジェスチャが認識できるのは環
境に設置したカメラまたは装着型カメラが映像を取得可能な限られた範囲のみであり，
サービスの常時利用を前提とするウェアラブルコンピューティング環境において望ま
しくない．また，力の入れ具合のような人体内部情報を取得できれば，ウェアラブル
環境においてインタフェースやライフログとして有用である．例えば，インタフェー
スとしては，両手が塞がっている時にはスマートウォッチ等を操作して通知内容を確認
することは困難であるが，力を入れるアクションで通知内容を確認したり，会議中等
の秘匿性が求められる場面で，大げさなジェスチャ動作を行わずに力を入れるアクショ
ンで情報を確認/送信できたり，ライフログとしては，日常生活の中で自覚できていな
い力の入り具合を記録し，思わぬ場面で力が入っているなど，ストレスの検出につな
がったりするといった活用が可能である．力の入れ具合のような人体内部状態を取得
するセンサとしては，筋電センサ [24]が主に用いられるが，筋電センサの変化量は微
量であり，電気的ノイズに影響されやすいため，日常生活で用いることは難しいと考
えられる．
そこで本研究では，対象物に音響信号を発信しその伝播応答から対象物の状態を識
別する，アクティブ音響センシング技術に着目し，これを人体に適用した手法を提案す
る．具体的には，ユーザは身体にコンタクトスピーカとコンタクトマイクを装着する．
スピーカから超音波を発信し，マイクで体を伝播した超音波を取得する．身体の姿勢
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や力の入れ具合によって超音波の伝播特性が変化し，ユーザの詳細なジェスチャや人
体内部状態が取得可能だと考えられる．提案手法の重要な特徴は，人体内部と表面に
超音波を発信するため，ユーザの外部から視認できるような大きな動き (外部的動作)
だけでなく，外部からは視認できない，力の入れ具合のような人体内部状態 (内部的動
作)を同時に取得できる点にある．従来のセンサを用いた手法では，これらの情報を取
得するためには，加速度センサや筋電センサのようなセンサを複数組み合わせる必要
があったところを，提案手法では安価でシンプルな構成の一組のコンタクトマイクと
コンタクトスピーカのみで取得できる．さらに，提案手法で用いるのは超音波領域の周
波数のため，環境や人体の動きで生じる可聴域の周波数の音には影響を受けない．提
案手法のプロトタイプデバイスを実装し，10人の被験者に対して 21種類のコンテキス
トで評価した結果，同じデータセット内の 10%で学習し，残りのデータで評価した場
合，適合率は 93.1%で再現率は 91.6%であった．同じ日の二つのデータセットのうち，
片方で学習しもう片方で評価した結果，適合率は 51.6%で再現率は 51.3%であった．
本研究での貢献は以下の通りである．
1) 人体表面/内部へと発信された超音波スイープ信号の伝播応答を利用したジェス
チャ認識手法を提案した．
2) 人体内部へと効果的に音を発信/取得するためのスピーカとマイクを設計し，実
装した．また，提案したデバイスは，サスペンション構造と粘着力によりデバイ
スのずれを軽減する．
3) 提案手法の日常生活での利用を想定して，別日にデバイスを付け直すことを考慮
した評価実験を行った．
以降，4.2節で関連研究を紹介し，4.3節で提案手法について述べる．4.4節で実装に
ついて紹介し，4.5節で評価実験を行う．最後に 4.6節で本章をまとめる．
4.2 関連研究
4.2.1 ジェスチャ認識手法
ジェスチャ認識には様々なセンサを用いた手法がある．一般的に用いられるのは加
速度センサを用いた手法であり，多くの研究が行われている．Muraoらの研究 [85]で
は，ボード上に配置された 9種類の加速度センサと角速度センサを利用して 27種類の
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ジェスチャを認識し，センサの位置や数を変えることによって認識精度が変わることを
示している．玉城らの研究 [9]では，カメラ動画像によるハンドジェスチャ認識で，従
来用いられる輪郭特徴情報に加え爪の位置情報を追加する事により，高精度なハンド
ジェスチャシステムを構築している．筆者らの先行研究 [32]では，ユーザの腕に小型の
超音波スピーカを，胸にマイクを装着することで，腕の動きによる超音波音量の変化
とドップラー効果による周波数変化を利用し，ジェスチャを認識している．ジェスチャ
を超音波化することにより，音声ログとともにジェスチャを記録できる．Stiefmeierら
の研究 [5]では，モーションセンサと超音波センサとを組み合わせて自転車のメンテナ
ンス作業の動きを取得している．SoundWave[18]ではドップラー効果を利用し，ハン
ドジェスチャを取得している．PCのスピーカから超音波が出力されており，このPC
の前に手をかざすと反射した超音波が同じPCのマイクで取得できる．手を動かすと，
ドップラー効果により反射される超音波の周波数が変わり，ハンドジェスチャが取得で
きる．Microsoft社のKinect[83]では，赤外線によりユーザのジェスチャを詳細に取得
できる．Pirklらの研究 [53]では，磁界を用いたジェスチャ認識の手法が研究されてい
る．Fukuiらの研究 [22]では，手首周囲に巻きつけた距離センサアレイにより手首形状
の変化を取得し，ハンドジェスチャの識別を行っている．Satoらの研究 [87]では，静
電容量変化を用いたタッチの検出や人の姿勢の検出を行っている．
これらの研究では外部的動作は取得できているが，内部的動作までは取得できてい
ない．さらにこれらの手法では環境に影響を受けやすいものがある．例えば，日光には
赤外線が含まれているため，屋外では赤外線センサを用いた手法を用いるのは難しい．
Mokayaら [88]は，激しい運動の動きの際の筋肉の活動を検出するウェアラブルシス
テムを開発した．しかし，この研究は加速度センサを用いる点で提案手法とは異なる．
Ammaらの研究 [24]では，筋電センサアレイを前腕に装着し，指の動きに伴う筋電
の変化を用いて 27種類の指の動きを認識している．しかし筋電は変化が微量で，ノイ
ズがのりやすく，日常生活を想定した利用は困難であると考えられる．
4.2.2 物体へのアクティブ音響センシング
アクティブ音響センシングは音響信号を対象に発信し，その応答を解析することで
対象の状態を識別するセンシング手法である．工業分野では，構造物内部の傷の検出や
材料特性の評価などに，超音波探傷試験が行われている [89]．構造物に音響信号を発信
し，正常時と違う反応であれば内部に亀裂があるなど何らかの問題があると発見でき
63
る．タッチパネル方式の一つである表面弾性波方式 (SAW: Surface Acoustic Wave)[90]
にもアクティブ音響センシングが用いられている．この方式ではガラスなどの基板の
隅に複数の圧電素子を取り付け振動波を発生させる．パネルをタッチした際に生じる
振動の減衰を検出することで，タッチ位置を推定する．
研究分野においては，Onoら [81]は，物体に一対のコンタクトマイクとコンタクト
スピーカを装着することでタッチ入力を認識し，既存の物体へのインタラクティブ性
を付与する手法を提案している．これにより，タッチ入力を扱う物体をプロトタイピ
ングする際のハードウェア構築を容易にする．Acoustruments[91]では，スマートフォ
ンのスピーカからマイクへと続く管のようなアタッチメントを装着し，スピーカから
超音波を発信する．ユーザがアタッチメントに触れる場所によって伝播の特性が変化
し，ユーザの操作が認識できる．アタッチメントの種類を変えることで近接センサや
圧力センサのような使い方もできる．SoQr[92]では，アクティブ音響センシングによ
り家庭用品の内容量が検出できるセンシング手法を提案している．筆者らの先行研究
であるUltraSoundLog[37]では，スマートフォンのスピーカから超音波スイープ信号を
発信し，同時にスマートフォンのマイクで取得する．超音波の応答の変化によりユー
ザの録音デバイス周囲環境を推定し，それに応じた超音波 ID認識処理を行う．
これらの研究では，アクティブ音響センシングを物体へと適用している．本研究の
着想はアクティブ音響センシング技術から得られたものだが，人体にこの技術を適用
し，ジェスチャを認識するという点でこれらの研究とは異なる．
4.2.3 人体へのアクティブ音響センシング
人体に超音波を発信し，反射した超音波の反応から身体の状態を計測する手法は多
く用いられている．医療分野では超音波エコー検査としてよく用いられており，古く
から研究が進められている [20]．この手法では非侵襲で体内の状態を識別し，可視化で
きるため，患者への負担が少なく正確な身体内部情報を取得できる．
研究分野においても用いられており，The Sound of Touch[93]では，片方の腕の複
数の発信機からそれぞれ異なる周波数の超音波を身体に伝播させ，もう片方の手の指
に装着した超音波受信機で発信機側の腕をタッチする．指でタッチする位置や強度に
よって，各周波数の取得音量に差が出るため，タッチ操作と強度が取得できる．また
発信機と受信機を腕の一カ所に同時設置した場合でも効果があることを確認している．
Takemuraらの研究 [94]では，骨にアクティブ音響センシングを適用し，骨伝導音から
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肘の角度を検出するウェアラブルシステムを提案している．
これらの研究では，一定周波数の音波のみを用いている．また，四肢を大きく動か
すようなジェスチャ(歩く，走る等)を想定した研究は行われていない．本研究では，ス
イープ信号と呼ばれる，一定期間に連続的に周波数が変化していくものを用いるため，
一定の周波数より多様な情報が得られる．また，先行研究 [93]では人体の表面波にの
み着目していたが，本研究では，人体内部へと超音波を発信し，人体内部からの応答
と表面波両方を利用する．さらに生活動作で起こりうる「歩く」「走る」などのように
四肢が大きく動作するジェスチャについても評価する．
4.3 提案手法
本研究の想定環境では，提案手法をスマートウォッチのような常時装着型のデバイス
に適用し，日常的にライフログやインタフェースとして用いることを想定する．また，
日常生活で考え得る動作の中で，同じ姿勢/動作でも力が入っている/入っていない状
態を識別することで，ウェアラブル環境におけるユーザ状況認識技術の拡張を目指す．
本研究の提案手法では，図 34に示すように，ユーザは身体にコンタクトスピーカと
コンタクトマイクを装着し，コンタクトスピーカから超音波周波数のスイープ信号を
繰り返し発信する．コンタクトマイクでは，身体を伝播してきた超音波を取得し，高速
フーリエ変換 (FFT: Fast Fourier Transform)を計算する．本研究で用いる録音のサン
プリング周波数は 96kHzで，FFT計算のためのサンプル数は 8192とした．図 35に示
すように，身体の姿勢や力の入れ具合による身体形状の変化に伴い，得られる周波数
特性が変化する．これによりユーザの姿勢や力の入れ具合が確認できる．また，ユー
ザの動きにより周波数特性が連続して変化するので，これを利用してジェスチャを認識
する．スピーカからの音は超音波であるので，空中に伝播した音は人には聞こえない．
4.3.1 人体における超音波伝播の特性
図 36に人体への超音波伝播のイメージを示す．音源から伝えられた信号はコンタク
トスピーカを振動させ，コンタクトスピーカに密着した皮膚が振動する．音波の一部
は表面で反射し (表面波)，残りの音波は人体内部へと伝播していく (透過波)[95]．音は
異なる媒質の境界を通過する際に，一部が透過し，一部が反射されることが知られて
いる (反射波)．この反射は媒質間の音響インピーダンスの差によって生じる．媒質間
の音響インピーダンスの差が大きければ反射が大きく，音響インピーダンスの差が小
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図 34: システム構成

	




 


 
図 35: 人体の動きに伴う周波数スペクトルの変化
さければ透過する音のほうが大きい．人体は脂肪，血液，骨等の様々な媒質から構成
されており，表 15に示すように，それぞれの媒質で密度と音の伝播速度が異なり，音
響インピーダンスに違いが現れる．人体中に発信された超音波はこれらの境界で反射
や透過を繰り返し，特徴的な音波の伝播特性を持つと考えられる．また，人体の動き
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図 36: 人体への超音波伝播の様子
表 15: 体内組織の音速と密度
Propagation Speed [m/s] Density [103kg/m3]
Water 1520 1.00
Air 330 0.0012
Blood 1570 1.05
Fat 1480 0.9
Muscle 1540–1630 1.1
Bone 2600–4200 1.4–1.8
による骨や筋肉の位置や形状の変化で，動的に音波の伝播特性が変化すると考えられ
る．本研究では，人体の動きによるこれらの伝播特性の変化を利用し，ユーザのジェ
スチャを認識する．先行研究での超音波利用 [93]では，市販の超音波スピーカ/マイク
を利用して皮膚上の表面波の伝播のみに着目しており，人体内部への超音波伝播や人
体内部状態は考慮していない．本研究では，コンタクトスピーカ/マイクと人体との音
響インピーダンスを考慮したデバイスを実装し，人体内部まで超音波を伝播させ，そ
の反射を利用する．
人体への超音波の使用は医療分野でよく用いられており．基本的に非侵襲で人体に
無害であるが，超音波の出力強度には注意する必要がある．国際放射線防護学会の定
めたガイドライン [96]によると，周波数が 25kHzから 50kHzの範囲では，110dB以下
である必要がある．従って，本研究では安全基準を満たした強度の超音波を使用する
ことで，人体への安全性を確保する．
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4.3.2 マイク/スピーカ設計
前節で述べたように，人体内部へと超音波を十分に伝導させるためには，コンタク
トスピーカ/マイク (圧電素子)と人体の音響インピーダンスを考慮する必要がある．一
般的なセラミック製圧電素子の音響インピーダンスは 30–35×106 kg/m2sであり，人体
の音響インピーダンスは約 1.5×106 kg/m2sであるため，圧電素子を肌に装着するだけ
では，超音波の大部分は反射され，皮膚の表面波しか取得できない．BodyBeat[97]で
は，non-speech body soundsを取得するために，圧電素子と肌との間にシリコン製の
薄膜を介することで，音響インピーダンスの問題を解決している．このデバイスを参
考にアクティブ音響センシング用のマイク/スピーカを設計する．図 37にコンタクト
マイク/スピーカの構成図を示す．3Dプリンタで作製したカプセルの中に人肌のゲル
(硬度 15)[98]を充填し，圧電素子を埋め込んだ状態で硬化させる．人肌のゲルとは超
軟質造形用樹脂であり，音響インピーダンスは約 1.7×106 kg/m2sである．これはセラ
ミックと比較して大幅に肌の音響インピーダンスに近いため，圧電素子単体の状態よ
りも人体に音を伝達/取得できると考えられる．提案したデバイスと従来の圧電素子の
特性を比較した．コンタクトマイクとスピーカを手首に装着した状態で，スピーカか
ら超音波スイープ信号を発信し，マイクでは人体を伝播した信号を取得する．図 38に
各デバイスの周波数特性を示す．この図が示すように，提案デバイスでは 20kHzから
40kHzの範囲では全ての周波数において従来のデバイスよりも取得音量が大きく，効
果的に超音波を発信/受信できていることがわかる．本研究では，マイクで検出した音
波は表面波と反射波が合成されたものであるが，これらを分離し，それぞれの特徴を
利用することは今後の課題である．
また，人の動きによるデバイスのずれや，摩擦音に含まれる超音波領域の音が認識
に影響を及ぼすと考え，BodyBeat[97]を参考に，ずれを軽減するための仕組みを実装
した．図 37に示すように，マイク/スピーカカプセルは伸縮性のある紐ゴムの張力に
よって，サスペンションカプセルから宙吊りになっている．マイク/スピーカカプセル
をサスペンションカプセルで覆うことで，外部からの衝撃が加わっても，サスペンショ
ンカプセルだけが影響を受け，マイク/スピーカはずれにくく，ゴムによってサスペン
ションカプセルは元の位置に戻る．さらに，人肌のゲル自体にも適度な粘着力があり，
マイク/スピーカがずれにくくなっている．デバイス使用に伴う汚れの付着で粘着力は
低下するが，水やアルコールで適宜汚れを取り除くことで粘着力は復活する．今回設
計したデバイスは，サスペンションカプセルの直径が 3.8 cmであり，日常的に装着す
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図 37: マイク/スピーカの構成
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図 38: 従来のデバイスと提案したデバイスの周波数特性の比較
るには大きいが，今後同様の構造で小型化が可能だと考える．
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4.3.3 スイープ信号
コンタクトスピーカからの音響信号には超音波周波数のスイープ信号を採用した．ス
イープ信号とは，一定期間に連続的に周波数を変化させた信号のことで，1つの信号で
一度に任意の周波数帯域の特性を測定したいときに用いられる．本研究では，20ms間
に 20kHzから 40kHzへと遷移するスイープ信号を，繰り返しコンタクトスピーカから
発信する．スイープ信号を超音波領域の周波数 (20kHz以上)にすることで，空気中に
伝播した音は人には聞こえない．また超音波領域のみに着目するので，ユーザの動き
によって生じたノイズやユーザ周囲の環境音に影響を受けにくい．また，本手法の利用
環境として，ウェアラブルコンピューティング環境での使用を想定しているが，ハイエ
ンドのオーディオ機器やスマートフォンでは音声記録のサンプリング周波数が 96kHz
であり，ナイキスト周波数は 48kHzとなる．そこで余裕を持って，スイープ信号の上
限を 40kHzに設定した．周期を 20msに設定した理由は，一度の FFTに複数のスイー
プ信号を含めるためである．サンプリング周波数 96kHz，FFTのポイント数 8192で計
算すると，FFT計算のためのウインドウ幅は約 85.3msになる．これは一回のスイープ
信号よりも十分大きく，取得した音声データのどこを計算しても，4回分のスイープ信
号の反応を解析できるので，解析時に出力信号と同期する必要がない．さらに，複数
回のスイープ信号の反応をみることで，安定した反応が見込まれる．
4.3.4 ジェスチャ認識手法
コンタクトマイクから得られた音声データに対して，FFTを計算し周波数スペクト
ルを得る．サンプリング周波数は 96kHzで，FFT計算時のサンプル数は 8192とした．
FFT計算のウインドウは 8192サンプルずつずらし，重複させていない．得られた周波
数スペクトルのうち，スイープ信号の出力範囲である 20kHzから 40kHzにのみ着目し，
挙動を効率的に把握するために特徴量抽出を行う．先行研究 [97, 99]に基づき，以下の
25次元の特徴量を毎フレームの周波数スペクトルの 20kHzから 40kHzの範囲に対して
計算する．
• Mel-Frequency Cepstral Coefficients (MFCC): MFCCは音響解析に一般的に用い
られる特徴量である [99]．MFCCでは人間の聴覚特性を考慮したメルフィルダバ
ンクが用いられるが，本研究では人の聴覚特性を考慮した認識を行う必要はなく，
超音波領域の特徴変量化を均等に利用したいため，MFCC計算の際にメルフィル
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タバンクを利用していない．メルフィルタバンクの代わりに周波数軸上で等間隔
に 20分割した窓関数群を用いた．
• Spectral Centroid: 周波数スペクトルの重心であり，以下の式により算出される．
f(k)は 20kHzから 40kHzの周波数スペクトルにおいて k番目の周波数ビンを，N
は 20kHzから 40kHzの周波数ビンの総数を表す．
Spectral Centroid =
∑N
k=1 kf(k)∑N
k=1 f(k)
(10)
• Spectral Flux: 直前のフレームの周波数スペクトルとのパワーの差であり，以下
の式により算出される．ft(k)と ft−1(k)は，それぞれ現在のフレームと直前のフ
レームの周波数スペクトルを表す．
Spectral Flux =
N∑
k=1
(ft(k)− ft−1(k))2 (11)
• Spectral Skewness: 周波数分布の非対称性を示し，以下の式により算出される．
µは平均値，σは標準偏差を表す．
Spectral Skewness =
∑N
k=1(f(k)− µ)3
Nσ3
(12)
• Spectral Kurtosis: 周波数分布の鋭さを表す尺度であり，以下の式により算出さ
れる．
Spectral Kurtosis =
∑N
k=1(f(k)− µ)4
Nσ4
(13)
• Spectral Rolloff of 93 %: 周波数パワーの累積値が，周波数全体のパワーの 93%に
なる周波数ビンを表し，以下の式により算出される．
Spectral Rolloff = max(h |
h∑
k=1
f(k) < threshold) (14)
さらに，動作による特徴量の時間変化を取得するために，これら 25次元の特徴量の
平均値と分散値を計算し，合計 50次元の特徴量を取得する．平均値，分散値計算のた
めのウインドウサイズは 30(約 3秒)とした．これは，評価時に用いたコンテキストの
一回の動作が 3秒程度のものが複数あったからである．これらの特徴量を用いてジェス
チャ認識を行う．分類には機械学習のフリーソフトウェアであるWEKA[100]を用い，
分類器にはWEKA上で最近傍法を実装した IB1を使用した．分類器には．サポート
ベクタマシン (SVM: Support Vector Machine)や決定木を用いる方法も考えられるが，
本研究では最近傍法が最も認識精度が良かったため，この手法を採用した．
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図 39: 実装したマイクとスピーカ
4.4 実装
提案手法を実装したプロトタイプデバイスを作製した．図 39に実装したマイクとス
ピーカを示す．コンタクトスピーカにはThrive OMR20F10-BP310を，コンタクトマ
イクにはMurata 7BB-20-6L0を使用した．これらの圧電素子は 3Dプリントで出力さ
れたABS樹脂製のカプセルに充填された人肌のゲル (硬度: 15)中に埋め込まれ，サス
ペンションカプセルからゴム紐で宙吊りされている．マイクとスピーカはスナップボ
タンによりサポータに一定の間隔で取り付けられており，容易に着脱可能である．こ
れらのデバイスは図 39右下のようにサポータで巻いて身体に装着する．
図 40にプロトタイプデバイスの全体を示す．超音波信号発信デバイスはARM社の
mbed NXP LPC1768，リチウムイオン電池 (850mAh，3.7V)，昇圧モジュール (LMR62421)，
Power Cell LiPo電池充電器から構成されている．この基板はマジックテープにより
サポータの外側から装着できる．mbedのローカルストレージに，20msで 20kHzから
40kHzに遷移するスイープ信号の音声ファイルを配置し，それを読み込み，mbedのアナ
ログ出力から発信する．スイープ信号の音声ファイルはフリーソフトであるAudacity[59]
のチャープ信号 (スイープ信号)機能で作成した．リピートのタイミングで音声信号が円
滑に続くように，スイープ信号の開始と終了の 1ms間にそれぞれフェードイン，フェー
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図 40: プロトタイプデバイス
ドアウトの処理を施した．mbedから出力された信号は，十分な振動をコンタクトス
ピーカに伝えるため，昇圧モジュールで 12Vに昇圧される．出力された超音波音量を
計測したところ，最大音量の周波数で 60dB程度の出力であり，文献 [96]の安全基準で
ある 110dB以下の条件を満たしている．
データ取得のためのボイスレコーダにはTASCAM DR-05を使用した．録音のサン
プリング周波数は 96kHz，量子化ビット数は 16bitとした．マイクからの信号を有線
ケーブルでボイスレコーダへと入力する．マイクからの信号は微小なため，マイクシー
ルドを用いてノイズを抑え，ボイスレコーダ内部で増幅され，記録される．
取得したデータを解析する PCには，Apple社のMacBook Pro(CPU: Intel Core i7
3.1GHz, RAM: 16GB)を使用し，データ解析用のソフトウェアは C++を用いて実装
した．
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表 16: 各装着位置における認識結果 [%]
Position Precision Recall
1 95.2 95.1
2 99.8 99.8
Arm
3 99.3 99.3
4 98.2 98.2
5 100.0 100.0
6 97.9 97.7
7 71.5 71.5
8 99.9 99.9
Leg
9 99.7 99.7
10 78.4 78.2
11 96.2 96.0
12 99.2 99.2
4.5 評価
4.5.1 装着位置
コンタクトマイクとコンタクトスピーカの適切な装着位置を明らかにするための評
価実験を行った．本研究の目的はジェスチャを認識することであるが，まず装着位置に
よって姿勢や力の入れ具合によりどの程度の変化が波形に現れ，識別できるのかを調
査した．被験者は図 41に示すような 12通りの場所にコンタクトマイクとコンタクト
スピーカを装着する．それぞれの場所で，前腕と上腕又は大腿と下腿の角度が 180度，
90度の状態で力を入れる/入れないの 4通りについて，姿勢が認識できているかを評価
した．サンプリング周波数は 96kHzで，FFTのサンプル数は 8192である．各姿勢に
おいて約 30秒間のデータを取得し，4.3.4節に示した方法で特徴量を抽出した．取得し
たデータのうち 10%を学習用のデータとし，残りを評価データとした．被験者は 3名
で 22歳から 26歳の男性である．
実験結果を表 16に示す．認識率は全般的に高いが，position7，10の時に認識率が他
の positionと比較して低くなっている．これは，図 41に示すように，position7，10は
足へのデバイス装着であり，全ての装着位置の中で最もコンタクトマイクとコンタク
トスピーカの距離が離れている．従って伝播の過程で超音波信号が減衰し，姿勢を識
別できるだけの十分な周波数の変化が得られなかったからだと考えられる．
以上より，装着の容易性と認識率の観点から，コンタクトマイクとコンタクトスピー
カは互いに近くに配置するのがよいといえる．
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図 41: デバイス装着位置
4.5.2 ジェスチャ認識
実験手順 提案手法の有効性を検証するための実験を行った．提案手法をスマートウォッ
チのような常時装着型のデバイスに適用し，日常的にライフログやインタフェースと
して用いることを想定し，モバイルデバイスとのインタラクション，環境とのインタラ
クション，姿勢，行動の 4つの状況を想定した．表 17に示すように，この 4つの状況か
ら日常生活で考え得る行動を選択した．提案手法の特徴の一つとして，外部的動作だ
けでなく内部的動作まで取得し，インタフェースやライフログとして用いるため，評価
するコンテキストには同じ姿勢/行動でも力の入れ具合が異なるコンテキストを含むよ
うにした．例えば，wristwatch tightening musclesは，両手が塞がっている時にスマー
トウォッチでの通知内容を確認するため用い，sitting/standing with tightening muscles
は秘匿通信やストレスのライフログとして用いることを想定している．
力を入れたスマートフォンのタップ操作は iPhone 6sの感圧タッチセンサを利用し
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表 17: 実験でのデータ取得順
Order Context Situation
1 Sitting Posture
2 Sitting Tightening Muscles Posture
3 Typing Behavior
4 Writing Behavior
5 Scrolling Mobile
6 Tapping Mobile
7 Strong Tapping Mobile
8 Wristwatch Mobile
9 Wristwatch Tightening Muscles Mobile
10 Drawer Environment
11 Standing Posture
12 Standing Tightening Muscles Posture
13 Door Environment
14 Twisting Tap Environment
15 Refrigerator Environment
16 Switch Environment
17 Window Environment
18 Going Up/Down Stairs Behavior
19 Walking Behavior
20 Jogging Behavior
21 Bicycling Behavior
た．また，ドアの開閉は押すタイプのドアを，スイッチは一般的な電灯のスイッチを，
窓は横にスライドするタイプの窓を用いた．被験者は 22歳から 27歳の男性 8名，女
性 2名である．被験者は 21種類の各コンテキストをそれぞれ 1分間ずつ行い，データ
を取得する．データの取得順は表 17に示す通りである．この一周を 1セットとし，各
被験者は同じ日にデバイスを着脱せずに 2セット行う．さらに別日にも同様に 2セット
の実験を行う．別日にデバイスを装着する際には，初日とおおよそ同じ場所に装着し
たが，装着位置の微妙なずれによる変化を確認するために，厳密な指定はしていない．
最終的に，10人の被験者が 1日 2セットの実験を二日分行うため，40セット (2セット
×2日×10人)のデータセットが得られる．これらのデータを用い，同日の別セットに
よる学習，別日のデータセットによる学習と評価も考慮した．
図 42にデバイス装着位置を示す．デバイスの装着位置は前節の結果と装着性を考慮
して，手首外側の短母指伸筋付近 (position 5)と腓腹筋下側付近 (position 12)に装着し
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図 42: デバイスの装着位置
た．また予備実験から，腕のスピーカからの音が脚側のマイクに影響したり，脚のス
ピーカからの音が腕側のマイクに影響したりといった現象は確認されなかったので，腕
と脚に同時にデバイスを装着し，実験を行った．ボイスレコーダはステレオで録音し
ており，左チャンネルに脚のマイクからの入力を，右チャンネルに腕のマイクからの
入力を録音した．この二つのマイクからの入力に対してそれぞれ特徴量を計算し，組
み合わせて行動認識に用いた．
予備実験より，デバイスにゲルを用いたことで，装着後一定時間は時間経過ととも
に若干の周波数特性の変化が見られたので，デバイスを装着してから約 10分経過して
から実験を行った．音声のサンプリング周波数は 96kHzで量子化ビット数は 16bitで
ある．FFTのサンプル数が 8192であるので，特徴量の得られるサンプリング周波数は
11Hz(96000/8192)である．
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表 18: 同データセットを分割して学習/評価した結果 [%]
Day 1 Day 2
Subject 1st 2nd 1st 2nd
P1 R2 P R P R P R
A 94.0 91.7 91.4 89.2 94.6 93.7 87.5 85.5
B 95.6 94.8 98.2 98.1 98.2 98.0 96.9 96.6
C 96.4 96.2 89.9 85.2 92.6 91.7 95.8 94.5
D 95.9 95.4 98.0 97.5 86.9 85.9 94.5 93.3
E 92.3 90.7 93.5 91.9 90.3 86.5 90.3 87.0
F 93.7 93.3 94.4 92.7 93.0 89.6 95.8 94.8
G 89.9 88.2 85.9 82.4 92.9 91.6 88.1 86.0
H 92.9 91.9 98.6 98.5 90.4 87.3 92.9 91.9
I 92.9 91.9 97.4 96.0 87.5 84.1 85.8 81.6
J 94.6 94.3 93.0 93.0 97.3 97.1 95.2 94.5
Average 93.8 92.8 94.0 92.5 92.4 90.6 92.3 90.6
1Precision 2Recall
結果 取得したデータのうち 10%を学習用のデータとして使用し，残りを評価用のデー
タとした．得られた平均の認識精度を表 18に示す．この表に示すように，全てのデー
タセットにおいて平均で 90%程度の高い認識率が得られた．また，図 43に全被験者の
コンフュージョンマトリクスを合算したものを示す．図中のラベル番号は表 17のコン
テキストに対応している．ユーザが静止状態での力のあり/なし (ラベル 1，2，11，12)
では，適合率 96.5%，再現率 96.8%となり，95%以上の精度で認識できている．ユーザ
が動作中の力の強弱 (ラベル 6–9)の識別は，適合率 81.0%，再現率 82.0%となり，姿勢
よりも認識精度が低下するが，80%程度の識別精度が得られた．また，その他のコンテ
キストに関しては，ラベル 13から 17の環境とのインタラクションのように，認識にば
らつきが見られるコンテキストもあったが，適合率 93.5%，再現率 92.6%の精度で認識
できた．
以上より，提案手法ではユーザの外部的動作だけでなく，同じ姿勢/行動での力のあ
り/なしのような内部的動作までも識別できるといえる．
次に，同日のうち片方のデータセットを用いて学習し，学習に用いなかったデータ
セットで評価した場合と，学習と評価のデータを別日にした場合の認識精度を，それ
ぞれ表 19，20に示す．表 19に示すように，同日同士のデータセットでも認識精度に低
下が見られる．これは，表 17に示すように，データセットの後半でジョギング，自転
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図 43: 同データセットを分割して学習/評価した場合のコンフュージョンマトリクス
表 19: 同日のデータセットで学習/評価した結果 [%]
Day 1 Day 2
Subject Train 1st Test 2nd Train 2nd Test 1st Train 1st Test 2nd Train 2nd Test 1st
Precision Recall Precision Recall Precision Recall Precision Recall
A 63.4 65.0 58.6 56.3 85.0 82.3 72.0 70.8
B 29.2 37.5 63.1 65.5 68.3 70.2 71.7 69.6
C 27.8 29.1 29.1 28.2 60.3 59.7 76.8 71.8
D 51.5 54.6 55.6 58.4 50.8 39.5 50.7 53.2
E 42.8 41.1 35.2 41.4 25.4 24.4 22.0 20.7
F 43.9 46.8 72.6 69.2 58.5 63.6 65.9 63.7
G 48.2 47.1 60.8 59.6 39.7 34.7 35.0 36.9
H 66.0 51.6 68.0 48.7 37.9 49.0 71.6 63.2
I 15.7 25.9 22.3 24.8 31.6 33.7 33.7 40.1
J 74.0 69.8 48.6 57.6 64.8 62.5 66.0 62.2
Average 46.3 46.9 51.4 51.0 52.2 52.0 56.5 55.2
車のような激しい運動があり，これらの運動によってデバイスの装着位置や装着強度
が変化し，周波数特性が変化したことが原因であると考えられる．一例として図 44に
被験者 Eの全 4セットの着座における周波数スペクトルを示す．グラフの概形を示す
ため，20kHzから 40kHzの周波数スペクトルを 20分割し，各区間での平均値を示して
いる．図 44に示すように，同じ姿勢でも，各データセットにおいて周波数スペクトル
の違いが確認できる．
コンフュージョンマトリクスを図 45に示す．全体的に識別結果がばらついているこ
とが確認できる．しかし，ラベル 18から 20の階段昇降，歩く，ジョギング等の行動は
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表 20: 別日のデータで学習/評価した結果 [%]
Train Day 1 Test Day 2 Train Day 2 Test Day 1Subject
Precision Recall Precision Recall
A 32.4 34.4 23.6 21.8
B 32.5 35.7 34.7 32.8
C 15.0 15.3 9.2 12.4
D 7.3 14.3 10.4 14.7
E 23.3 16.0 15.5 13.2
F 12.3 11.9 15.2 16.7
G 13.0 14.1 4.4 5.4
H 24.0 22.0 16.4 14.4
I 10.0 15.9 16.8 10.6
J 18.0 23.0 25.3 19.6
Average 18.8 20.3 17.2 16.2
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図 44: 各データセットにおける着座の周波数スペクトル (20–40kHz)
よく認識できている．これらのコンテキストは動きが大きいために周波数スペクトル
の変化も大きく，他のコンテキストよりも特徴的であったため，比較的よく識別がで
きていたと考える．
表 20に示すように，別日のデータセットで学習，評価を行った場合，認識精度が
20%程度で，ほとんど正確に認識することができていない．デバイスの装着位置は目
視でおおよそ同じような場所に装着するようにしたが，装着位置の微妙なずれや，装
着圧力の違いから周波数スペクトルの特性に変化が現れ，認識できていなかったと考
えられる．
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図 45: 別のデータセットで学習/評価した場合のコンフュージョンマトリクス
4.5.3 改良手法
同セット以外のデータを用いたときに生じる認識精度の減少を抑えるための改良認
識手法を考案した．図 44に示すように，データセットごとに基準となる周波数スペク
トルが変わることが問題であると考え，各データセットにおける 1番目のコンテキス
トである着座を基準とし，そこからの変化量を特徴量の計算に用いた．さらに，元々
の音量が小さな周波数の変化を見逃さないために，各周波数を基準の対応する周波数
の大きさで除算し，小さな信号の変化は大きく，大きな信号の変化は小さくなるよう
に変化倍率を変え，基準からの各周波数の変化を用いて特徴量を計算した．認識結果
を表 21と表 22に示す．
表 19，20と表 21，22を比較すると，認識精度が上がった被験者やデータセットも
確認できたが，大きな改善は見られなかった．
4.5.4 考察
別日のデータセットを用いた場合に，認識精度が著しく低下した．これは，同じ姿
勢であっても取得できる周波数特性に変化が見られるためである．この周波数特性の
変化の要因としては，デバイスの装着位置の変化，デバイスの装着締め付け強度の変
化，日による体の特性の変化の 3つが可能性として考えられる．これら 3つの要因が
それぞれどのように周波数特性に影響してくるのかを定量的に解明し，要因の変化に
も頑健な認識アルゴリズムを構築することが今後の課題である．
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表 21: 改良手法を用いた場合の同日のデータセットで学習/評価した認識精度 [%]
Day 1 Day 2
Subject Train 1st Test 2nd Train 2nd Test 1st Train 1st Test 2nd Train 2nd Test 1st
Precision Recall Precision Recall Precision Recall Precision Recall
A 72.7 69.1 59.1 51.1 79.0 75.0 70.5 65.8
B 39.3 43.8 66.2 63.2 66.3 68.6 68.7 59.4
C 39.9 43.6 29.8 33.2 80.2 73.5 63.3 64.5
D 56.9 58.4 64.5 66.9 54.7 46.4 33.0 31.6
E 39.0 40.7 36.7 42.5 23.8 27.4 22.9 21.6
F 80.2 81.4 69.9 68.3 63.6 68.2 61.2 59.5
G 58.2 45.5 57.1 52.6 29.3 28.7 30.3 31.0
H 70.6 74.7 58.1 54.4 45.5 52.1 39.8 44.7
I 12.8 15.7 15.1 19.4 31.4 26.3 30.2 32.0
J 73.2 67.6 45.9 46.4 69.7 67.6 65.9 63.0
Average 54.3 54.1 50.2 49.8 54.4 53.4 48.6 47.3
表 22: 改良手法を用いた場合の別日のデータで学習/評価した認識精度 [%]
Train Day 1 Test Day 2 Train Day 2 Test Day 1Subject
Precision Recall Precision Recall
A 28.7 17.6 36.0 37.2
B 25.1 27.8 38.1 28.3
C 22.5 17.5 17.4 15.0
D 10.7 14.3 9.4 16.6
E 13.5 12.1 15.1 16.0
F 10.4 10.8 13.0 19.0
G 13.9 7.5 15.8 11.9
H 12.0 11.3 34.2 21.7
I 13.4 15.5 14.3 17.8
J 16.3 14.7 23.6 23.8
Average 16.7 14.9 21.7 20.7
運用上の解決手法としては，デバイスの装着位置と装着強度を毎装着時に可能なか
ぎり一定に保つことを考えている．具体的には，デバイスを小型ユニット化し，既存
のスマートウォッチに統合する．腕時計型であれば，装着し直しても装着位置はほとん
ど同じ場所に固定され，装着強度に関しても，一般的な腕時計用バンドでは，バンド
のどの穴を利用するかで締め付けの強さは決定する．使用する穴は人により固定され
てくるので，一定の装着強度を保つことが可能だと考える．また，今後の調査で日に
よる体の特性の変化が確認できれば，それに対応するために，その日最初の装着時に
一度キャリブレーションを行い，その日の体の特性を考慮した学習データを用いるな
どして対応することを考えている．
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サンプリングレートや計算量に関しては，提案手法では 96kHzでのサンプリングが必
要であるが，加速度センサでは 20–100Hz程度のサンプリング，筋電センサでは 2kHz程
度のサンプリングと，従来手法よりもコストのかかるものとなっている．しかし，デー
タ処理専用のデジタルシグナルプロセッサを搭載することで，この問題を解決する予
定である．
装着性については，提案手法の特性上，マイクとスピーカを肌に密着させる必要が
あるが，スマートウォッチのような身につけていても違和感のない装着型デバイスに統
合することで，ユーザへの負担を軽減する．また従来手法である筋電センサを利用す
る場合も肌へセンサを密着させる必要があるが，筋電センサではユーザの外部的動作
まで取得することは困難である．提案手法では密着させたセンサで，外部的動作と内
部的動作を同時に取得できるという点で優位性があると考える．
システム構成としては，超音波スピーカとマイクのみで，外部的動作と内部的動作
が同時に取得できる点が本手法最大の優位性である．従来手法ではこれらの情報を取
得するためには，加速度センサと筋電センサ等の複数のセンサを組み合わせる必要が
あったところを，一組のマイクとスピーカのみで代用できる．今後，提案手法を小型
ユニットにまとめたデバイスを実装し，既存のスマートウォッチに統合することを考え
ているが，スマートウォッチの性能の発展に伴い，スマートウォッチ内蔵のマイクとス
ピーカを利用した実装の可能性についても調査していく予定である．
本研究では超音波領域にのみ着目したが，場合によっては，筋肉の動きのような生
体音響信号を用いることも効果的であると考える．ジェスチャや場面によっては，可
聴域と超音波領域を組み合わせた認識についても調査していく予定である．
コンタクトマイクで取得できる音は表面波と反射波が合成されたものであるが，こ
れらを分離し，それぞれの特徴を利用できれば，より効果的な識別が可能であると考
える．表面波により人体表面の変化を，反射波により人体内部の変化を認識し，より
詳細な認識を行うことは今後の課題である．
本研究では，人間の体のうち四肢が最も動きのある部分であると考え，デバイス装
着位置を手足とした．しかし，提案手法は腹部や顔等にも適用できる可能性がある．今
後は手足以外の装着位置についても考慮していく予定である．
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4.6 むすび
本研究では，人体へ音響信号を発信しその応答からユーザのジェスチャを識別する，
アクティブ音響センシングを用いたジェスチャ認識手法を提案した．提案手法では，ユー
ザの外部的動作と内部的動作を一組のコンタクトスピーカとマイクで取得可能である．
人体への伝播特性と動きによるデバイスのずれを考慮したプロトタイプデバイスを作
製し，評価実験を行った．10人の被験者に対して 21種類のコンテキストで評価した結
果，同じデータセット内の 10%で学習し，残りで評価した場合，適合率は 93.1%で再
現率は 91.6%であった．同じ日の二つのデータセットのうち，片方で学習し，もう片方
で評価した結果，適合率は 51.6%で再現率は 51.3%であった．
今後の課題として，プロトタイプデバイスを小型化し，既存のスマートウォッチに
統合することを予定している．また，実験により確認された，日による周波数の変化
とデバイスの装着位置，装着強度，体の特性の変化との関係を定量的に解明し，これ
らの変化に頑健な認識アルゴリズムの構築を予定している．
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5 結論
5.1 本論文のまとめ
本論文では，ウェアラブル・ユビキタスコンピューティング環境においてシンプル
なデバイス構成とデータ処理/管理を可能にする，超音波を用いた状況認識技術の確立
について議論した．
まず第 1章では，ウェアラブル・ユビキタスコンピューティング環境の発展に伴い
想定されるデバイス構成とデータ処理/管理の煩雑さを明らかにし，超音波を用いた状
況認識技術の確立の必要性について述べた．
第 2章では，ユーザの動作・人物・位置情報を超音波化し，音声ログの超音波領域
に埋め込む，超音波を用いた状況認識技術の基盤技術となる手法を提案した．身体の
部位に装着した小型スピーカから出力した超音波の音量，ドップラー効果による周波
数ピーク値の変化，環境音の音響特徴量を組み合わせて状況認識を行う．また，環境
や人に超音波 IDを発信する小型スピーカを装着することで，ユーザがどこに居たか，
周囲に誰が居たかという情報も同時に記録した．提案手法の有効性を検証するために
実験を行い，提案手法で従来手法と同程度の認識率が得られることを確認した．本章
の研究により，従来は複数種類のデータを取り扱う必要があったところを，音声デー
タにユーザの動作・人物・位置情報等を一元化し，状況認識システム運用上のデータ
処理/管理の煩雑さの問題に取り組んだ．
第 3章では，第 2章で提案した手法のうち超音波 IDに着目し，超音波 IDにより音
声ログへ人物/場所情報を埋め込む手法を実環境のイベントで運用した．その結果，デ
バイスの装着位置によって取得できる超音波音量が異なり，超音波 IDの認識精度が減
少することを明らかにした．そこで，超音波スイープ信号の周波数応答により録音デ
バイスの装着位置を認識し，装着位置によって超音波 ID認識のためのしきい値切り替
えを行う改良手法を提案した．改良手法の有効性を検証するために実イベントで実験
を行い，超音波 IDの認識精度が改善することを確認した．本章の研究により，実環境
での超音波による状況認識システム運用上の問題のうち，録音デバイスの周囲環境に
より音響特性が変化するという問題に取り組んだ．
第 4章では，人体へ音響信号を発信し，その応答からユーザのジェスチャを識別す
る，アクティブ音響センシングを用いたジェスチャ認識手法を提案した．提案手法で
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は，ユーザの外部的動作と内部的動作を一組のコンタクトスピーカとマイクで取得可
能である．人体への伝播特性と動きによるデバイスのずれを考慮したプロトタイプデ
バイスを設計し，実装した．提案手法の有効性を検証するために実験を行った結果，同
データセットのうち 10%で学習し，残りのデータで評価したところ，同じ姿勢/行動で
の力のあり/なしのような人体内部状態を含めたジェスチャを高精度に識別できた．本
章の研究により，従来手法では複数のセンサを組み合わせる必要があった外部的動作
と内部的動作を，一組のコンタクトマイクとコンタクトスピーカによって取得し，状
況認識システム運用上のデバイス構成とデータ処理の煩雑さの問題に取り組んだ．
5.2 検討課題
本論文では，今後のウェアラブル・ユビキタスコンピューティング環境下における
状況認識のためのデバイス構成とデータ処理/管理の煩雑さを考慮して，超音波を用い
た状況認識技術の確立を提案し，そのうち，ユーザ状況の超音波を用いた音声データ
への埋め込み手法，録音デバイスの周囲環境の特定，アクティブ音響センシングを用
いたジェスチャ認識手法を提案した．しかし，超音波を用いた状況認識技術の確立の
ためには，考慮すべき点が今後の課題として残されている．本節では，今後検討する
予定である超音波を用いた状況認識技術の課題について述べる．
超音波帯域の制限 本研究では，18kHz以上を超音波として利用したが，現在一般的
なデバイスで取得可能な周波数の上限は 22kHz程度であり，一度に利用できる帯域は
限られる．今後のハイレゾリューションオーディオの登場に伴い，この上限は増えて
いくと考えられるが，そのような環境においても，他に超音波通信をしているデバイ
スを検知した時には動的に利用する周波数帯域を変化させるような通信プロトコルの
作成が必要である．
超音波周波数利用のガイドライン ヤマハの Infosound[73]等，超音波通信自体は既に
複数の実用例があるが，各自が独自の使用周波数や音量を定めており，日常的な超音
波領域の利用において，周波数と使用用途を定めた共通のガイドラインは筆者の知る
限り存在しない．今後の超音波を用いた状況認識技術の利用環境において超音波情報
が混信しないよう，電波における周波数割り当てのように，超音波周波数と使用用途
のガイドラインを策定する必要がある．また超音波周波数が聞こえる子供や，犬や猫
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等のペット，コウモリのような野生動物の聴覚も考慮して周波数と音の強度を定める
必要がある．今後は日常生活のあらゆる場面において，どのような周波数がどの程度
の音量で用いられているのか/発生しているのかを明らかにし，超音波利用のガイドラ
インを策定する予定である．
秘匿性 本研究で用いた超音波化では，ユーザ情報の秘匿性については考慮していな
かった．不正に取得されたデータが利用されないように，またデータが通信途中で改
ざんされないような，既存の情報通信の暗号化を音響通信に適用した秘匿性を保った
通信の構築が必要である．
容量 一般的な音声圧縮技術を用いると超音波帯域を大幅にカットしてしまうため，本
研究での音声記録では非圧縮で記録する必要があった．しかし，長時間録音時のデー
タ容量を考慮すると，圧縮技術を用いた音声記録が望ましい．今後は既存のMP3等の
音声圧縮技術を拡張した音声圧縮アルゴリズムの作成を予定している．既存の音声圧
縮技術では，ローパスフィルタにより高周波成分を削減するが，この際に利用する超
音波領域は残しながら高周波を削減することを考えている．
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