AppendixC
The Ideal Bayesian Observer
C.l Overview
This Appendix gives the mathematical derivation of the SNR I (presented in Equation 3.10). The first section introduces the concept of using the likelihood ratio as a decision function to determine in which of two possible alternative categories an image belongs (e.g., the patient's clinical condition being either normal or abnormal). It is then shown that, for the simple case of a task with SKE/BKE, where the only fluctuations in the data are due to noise, the likelihood ratio can be calculated from the image data, the system transfer function, the difference between the objects in the two possible categories and the inverse of the image noise power.
The likelihood ratio decision function may be implemented for this problem by weighting the image data with a simple template. The shape of the template is equal to the difference between the signal expected in the two cases, while the noise factor removes any correlations, or structure, that may be present in the noise, converting it (for the purpose of the analysis) to white noise. The decision as to which class the image belongs is then made on whether or not the output from the template exceeds a threshold value.
Finally, using the fact that the SNR is simply a measure of the overlap between the probability distributions corresponding to the possible values of the likelihood ratio in each of the two states, the SNR I is derived. The equation for SNR I is given both for the general case (Equation C.6) and when the imaging system is linear, shift invariant and the noise can be assumed to be additive (Equation C.8).
The reason for adopting this approach is that decisions based on the likelihood ratio give the highest possible ROC curve, i.e., the ideal observer is one whose performance at analyzing the data cannot be bettered.
C.2 Mathematical Derivation of the Ideal
Observer Signal-to-Noise Ratio
The ideal observer is the Bayesian decision maker who minimizes the cost or risk when determining a decision strategy for a given task. The ideal observer decision function is monotonically related to and, hence, completely equivalent to, the likelihood-ratio decision function. The most commonly considered task is that of simple hypothesis testing with two possible alternative categories, e.g., "normal" (hypothesis HI) vs. "abnormal" (hypothesis Hz) and, in fact, corresponds to the kinds of tasks usually considered when test objects and phantoms are designed.
The decision maker is given the image data set, g, and must decide which of two hypotheses, HI or Hz, is more compatible with this data set. The decision maker calculates the posterior "betting odds" for hypothesis Hz vs. HI: p(H2Ig)/P(HIlg). Bayes' theorem is then applied to give the posterior probabilities p(H k I g) in terms of the more readily calculable conditional probability distributions for the data given each hypothesis, p(gl H k ) (Fukunaga, 1972) :
The ratio of these expressions under the two hypotheses is proportional to the likelihood ratio, L, which is, therefore, an equivalent decision function:
The likelihood ratio is a scalar random variable that depends on the random data values but not on the prior probabilities. Given a data set, the ideal observer chooses between the two hypotheses by forming the likelihood ratio and comparing it to a criterion, or threshold, saying Hz is true if the likelihood ratio is above the threshold and H I is true if the likelihood ratio is below the threshold. Any monotonic function of L is exactly equivalent to the ideal decision function (L I ) and will result in the same functional relationship between true-positive and false-positive error rates. The hypothesis HI or Hz is chosen depending on whether
respectively, where Lc is the threshold or cut-off level set by the observer according to some criterion. One approach is to set Lc in order to minimize the expected decision cost, or, equivalently, to maximize expected utility (Green and Swets, 1966) . Another approach is to set the cut-off level to meet a specified false-positive response rate and to compare systems based on the true-positive rates. More generally, the dependence of the TPF as a function of the FPF can be studied as this threshold is varied. The resulting function is called an ROC curve, and systems can then be compared based on their ROC curves (see Section 4).
The simplest type of decision task is the case where the signal and background in the object are known exactly (SKE/BKE) and the only fluctuations in the data g are due to noise. For a linear system transfer function H acting on an input signal f with additive, zero-mean, and Gaussian distributed noise, the data can be completely characterized by their mean values, gk = Hfk and their covariance matrix, C n , under , k
hypothesis Hk (see Section 3.2.3). For the commonly encountered case of C n ] = C n2 = Cn, i.e., the noise is additive (independent of amplitude and therefore independent of hypothesis), the decision function is linear in g (Fukunaga, 1972):
where .1f = f2 -f1' i.e., the difference between the input signals under the two hypotheses, and the superscript t indicates the transpose. The ideal observer weights the data by the expected difference signal, i.e., "looks most closely" where the expected difference in the data is greatest, and weights inversely by the noise. This is seen explicitly when the noise is uncorrelated, or "white," since then the correlation matrix and its inverse are diagonal, with (C~l)jj = (1/ ~). If, in addition, the noise is constant as a function of position, C n is proportional to the identity matrix, C n = ~I. The decision function becomes a simple template match as shown in Figure  C .1. That is, the ideal observer constructs a template from the expected difference signal, places it over the region of the expected signal and multiplies the acquired data point-by-point with this template, accumulating the total sum as it goes along. The decision, H2 or HI, is then made depending on whether this accumulated value is greater than or less than the criterion, or threshold setting, of the decision function. When the noise is correlated, the ideal decision maker uses knowledge of the noise correlations to decorrelate or "whiten" the noise. The above discussion then holds with respect to the whitened image.
It is now possible to calculate a figure of merit for the ideal decision maker. The decision variable has a distribution under each of the hypotheses; how much these distributions overlap determines how well the ideal observer will be able to correctly discriminate between data from the two hypotheses. A simple example is given in Figure C .2. Ideal observer performance can be quantified by calculating the mean, (Lj)k, and variance, a~, of the decision variable L j under each hypothesis, k = 1,2. The Ideal Observer SNR squared, SNRj 2, is then defined as the ratio of the square of the difference of the means to the average of the variances:
For example, for the case of Gaussian distributed noise and equal covariance matrices (C n = C n ] = C nz )' the decision function Lj is linear in the data, so that it is also Gaussian distributed. The difference of the means turns out to be identical to the averaged variance; their cancellation leaves the SNR¥ equal to one power of the difference of the means, namely
(C.6) Note how this may be either written in the image domain as L1gtc~ 1 L1g or in the object domain as MtCi1M where Ci 1 == HtC~lH is the image noise covariance as referred to the object domain.
For stationary noise, it is usually more convenient to work in the spatial-frequency domain with the (inherently diagonal) noise power spectrum rather than in the spatial domain with the autocorrelation function. Therefore, most of the examples which are presented in this Report will be worked out in the spatial-frequency domain, where with Wn the noise power and OTF the optical transfer function (whose magnitude is the MTF).
The following are the notational conventions to be used here. When going from the present discrete representation (with matrix sums) to a continuous representation (with integrals) for the linear shiftinvariant case with stationary noise, only a simple notational modification will be made: The bold (matrix) notation will be unbolded, and an argument (in parentheses) will be added to the quantity; the quantity is then to be understood as a density. For example, for the case of stationary noise, the continuous noise power W will be modified to the noise power spectral density W(). In addition, the continuous representation used throughout the Appendices will be extended to two or more dimensions by the use of bold arguments, r for spatial coordinates, and v for spatial frequency variables. The dimensionality of these vectors, and integrations carried out over them, will be obvious from the context.
Given that the stationary noise is diagonal in the spatial-frequency domain, i.e., the frequency channels are independent, one may simply integrate over frequencies v:
where .:1f *(v) is the complex conjugate Fourier transform of the difference between the signals under the two hypotheses. Lj is the so-called PWMF for the SKE/BKE task in additive Gaussian noise. The prewhitening has the effect of playing down frequencies where the noise is greater, the L1f*(v) matching has the effect of playing up frequencies where the expected signal strength is greater; and the presence of the OTF factor in the weighting has the effect of modifying the expected signal strength according to how strongly it passes through the system. The ideal filter looks most keenly where the signal is most expected and least keenly where the noise is most expected. This basic principle carries through all of signal detection theory and statistical decision theory, although it may become more complicated as uncertainties in signal parameters are introduced.
It is now possible to calculate a figure of merit for the ideal decision maker in the frequency domain. This is obtained by calculating the mean and variance of the decision function Lj under both hypotheses, as was done in the spatial domain. Now, however, given independent frequency channels it is straightforward to carry out the calculation. Identifying g (v) as the random variable and KllrOTF*(v)/Wn(v) as its weighting factor in each frequency channel in the expression for L], the difference of means and average variance of the decision function in the frequency domain are once again identical and, from the form of Equation C.5, equal to SNRr. Therefore, the figure of merit for the ideal decision maker in the frequency domain is:
where MTF is the modulation transfer function. This result for a linear system may be adapted to nonlinear systems by replacing K with K, or by working with relative quantities, or contrasts, and by adopting the small-signal approximations of Section 3.2.1. In the latter case one obtains (C.8b) where the subscript "reI" means the measured variable is normalized by its mean value over the smallsignal operating range. The range of validity of this approximate result must be established for each application. The notation d'SKE refers to the "detectability index" which, for this case, is the SNRj for the SKE/BKE case. Other subscripts and superscripts are used with the symbol d depending upon the type of observer and method of obtaining the index (see Section 4.2.3).
