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Consider the linear differential operator associated with an n-dimensional 
first order linear system of time varying ordinary differential equations. Condi- 
tions are given on the system for time near plus and minus infinity which 
guarantee that the operator is Fredholm. The splitting index is introduced and 
it is shown to be the negative of the ordinary index of a Fredholm operator. 
The splitting index is shown to be invariant under appropriate perturbations 
and is computable in terms of the asymptotic properties of the coefficient matrix 
for a wide class of systems. The asymptotic conditions on the system are dis- 
cussed in various function space topologies and a new concept of admissibility 
of a pair of Banach spaces is introduced whereby a pair is admissible with 
respect to all operators whose coefficients lie in a given function space. 
1. INTRODUCTION 
Consider the n-dimensional real or complex linear systems 
X’ = A(t)x, (l-1) 
x’ = d(t)x + f(t) (1.2) 
defined for all t E IR. Let X = UP or C” and assume f belongs to some Banach 
space B’(n) of functions from R to X. Let Q(t) denote the fundamental solution 
operator of (1.1) satisfying @(O) = I = identity. Equation (1 .I) is said to admit 
an exponential dichotomy if there exists a projection P: X+ X and positive 
constants K and 01 such that 
and 
/ G(t) P@-l(s)1 < Ke-a(t-s), t 2 s, 
j @(t)[I - P] @-l(s)1 < Ke-d(s-f), t < s, 
(1.3) 
where 1 . 1 denotes the operator norm induced by the usual euclidean norm 
11 . /I on X. If (1.1) admits an exponential dichotomy and g(n) is (for example) 
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the space of bounded continuous functions with the sup norm then for each 
f EL%(~) (1.2) has a unique bounded solution F E S&,(n), the bounded uniformly 
continuous functions where ‘p is given by 
&) = It a(t) RF(s)f(s) ds - lw @@)[I - P] CD-l(s)f(s) ds, (1.4) 
-co 
i.e., if we define the differential operator L by 
(Lx)(t) = x’(t) - A(t) x(t) (W 
then L has a bounded right inverse z where 9) = @ is given by (1.4). The non- 
linear problem 
Lx = Nx, 
where (N%)(t) = f( , * ( )) h t r t t en reduces to finding a fixed point 
x = Jwx f L&(n). 
The literature concerning the solution of the nonlinear problem is vast and it is 
generally assumed that the linear operator L is a Fredholm operator, [17]. 
We mention a few of these works where extensive references are also to be found: 
[l, 2, 5, 6, 9, 10, 181. 
Under certain conditions imposed on the limiting behavior of A(t) at +-co 
and -co we will define an integer valued function S(Aj which we call the 
splitting index of A. S(A) is computable in certain cases and is invariant under 
appropriate perturbations. It is then shown, under these same conditions, that 
for certain admissible pairs of Banach space S@,,(n), L@(z) the operator L: So(n) + 
B(n) is a Fredholm operator and 
S(A) = --i(L), 
where ;( *) is the usual index of such an operator, [17], 
i(L) = dim(Null-space (L)) - codim(Range (L)). 
The approach here is via the theory of linear skew-product dynamica systems 
[12, 16, 201 in which one imbeds A in a function space cpt appropriately topo- 
logized so that the shift mapping 
cr:ax[w-+Gr (1.6j 
is continuous where o(B, T) = B, and B,(t) = B(t + 7). The mapping then 
defines a flow on GY. Throughout this paper we will assume that the hull 
H(,4) = c&(A, 7): 7 E R> 
505l3313-7 
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is a compact subset of OZ. In the remainder of this section we will discuss some 
important examples of function spaces Q! and conditions on A guaranteeing 
the compactness of the hull. Further examples of the Banach space g’(n) of 
admissiblef will be given followed by the definition of admissible pairs (g,, ,9). 
The question of d a missibility is discussed more fully in Section 5. Section 1 
concludes with a brief review of the essential features of skew-product dynamical 
systems. In section 2 the splitting index is defined for operators (1.5) having 
trivial null space and in section 3 the general case is treated. In section 4 the 
behavior of S(A) under perturbations of A is treated along with several examples 
in which S(A) is computable. The notions of dichotomies and admissibility 
are discussed in [8] from a different point of view. 
Let V denote either the reals R or the complex numbers C, let P denote the 
corresponding n-dimensional euclidean space and let I?,,, denote the collection 
of 1~2 x n matrices with entries in V. For x E V” or VW’,,, let ]I x I] = (xa 1 X~ ja)rjn 
where X, varies over all the entries of X. 
Define $r = C(R, V) to be the space of continuous functions from R to IT 
with the topology of uniform convergence on compact subsets, i.e., with metric 
given by 
d(f? g) = 5 z-k min{1y dk(f7 d>, 
k=l 
(1.7) 
&(f, g) = sup{/ f@) - $$)I: --K < t < & 
Defme $s = L&&R, Y), 1 < p < co, to be the space of Lebesgue measurable 
functions from R to V which belong to Lp(K, V) for every compact KC [w, 
i.e., f EL&JR, V) if and only 
where p is Lebesgue measure. The topology of 9s is that of LP convergence on 
compact subsets, i.e., with metric given by (1.7) with 
Define $a = P’(R, I’) to be space of Lebesgue measurable f from R to V 
having the property that for any compact KC R, f belongs to Lm(K, If), i.e., 
ess. sup{1 j(t)l: t E K) -c co. 
We consider the topology on $s , called the induced weak-star topology. It is 
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generated by the weak-star topology on L”(I, V) where I runs through the 
collection of all compact intervals in R and noting that the dual 
U(I, iq* = Lap, V). 
Thus, a generalized sequence fn E $s converges to f E $A if for every compact 
interval I and every g(.) ~Ll(1, V) one has 
s I rfa -fHi g(t) 44) - 0 
(cf. [19] and [16]). 
Forv= 1,2or3defineQ?& to be the collection of matrix valued functions 
M: Iw -+ I/‘,, 
whose elements rnij E gV. We give a&, the product topology considering it as an 
mn-fold product of $” . Let @i be denoted simply by a%‘. CYi,z will be denoted 
also by &Jp) whenever the particular value of p is important in a discussion. 
It is shown in [19] that the mapping (1.6) defines a flow when OZ is any of the 
spaces Czy,,, , v = 1,2, or 3. The following three propositions are also proved in 
P91- 
PROPOSITION 1. Let A E a;,. Then H(A) is compact if and only if A is 
bounded and zcnifarmly contimious on all of R. 
PR~POSXTION 2. Let A E t%‘;,(p). Then H(,4) is compact ;f and on& if 
(A) there is a 3 > 0 such that 
I‘ ’ II A(t + W 44) < 3 0 
for all t E R, arid 
(B) for every E > 0 there exists a 6 > 0 such that 
s ’ II 40 + t + 4 - 40 + t)ll” 44) < 6 0 
whenever 1 h I < 6 and t E R. 
PROPOSITION 3. Let A E GZL,. Then H(A) is compact if and only if 
/I 4 llco = ess. sup{/1 A(t)\\: t E R) < 00. 
It should be noted that if A E GZnv for Y = I, 2 or 3 then A is 1ocalIy integrable 
and therefore the initial value problem for x’ = A(t)x has a unique solution 
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in the Caratheodory sense which is continuable to all of R. The following facts 
will also be needed. The proofs are left to the reader. 
PROPOSITION 4. (A) Let A: R -+ V,, be bounded on all of [w and piecewise 
continuous on every compact interval. Then A E ain n OZ& and H(A) C 6?:,, is 
compact. If in addition the limits lim A(t) as t -+ + 03 and t + - 0~) exist then 
H(A) _C IZ?~, is compact. If stillfurther A is continuous then H(A) C @A, is compact. 
(B) Let v = 1,2, or 3. If AEGZnY, BE@&, cE@& andDECPI,Y then 
If in additon H(A) C anv, H(B) C Prim , H(C) C Q&, and H(D) _C GZav are compact, 
then H(a) !Z m&Pa is compact. 
PROPOSITION 5. (A) The inclusion map il : 6?1$,, -+ O!&, is continuous 
P) Let -% C fl,,, denote the subspace of functions A E G!:, such that 
ess. sup(ll A(t) t EI) < CCI 
for every compact interval I C Iw. Then the inclusion map iz : Lg”,,+ OZ:, is 
continuous. 
(C) The inclusion map i3 = iz 0 i1 : GZ;, + G%!i, is continuous. 
These function spaces will be discussed further in section 4. 
We now discuss the spaces in which the function f in (1.2) is assumed to lie. 
Define aI = BC(R, V) to be the space of bounded continuous function 
f: R -+ V with the sup-norm 
Ilflla, = suP{lfw: t E w- 
Define 39’ = LP(R, V), 1 < p < co to be the space of Lebesgue measurable 
functionsf: R + V such that 
for 1 <p < co, andforp = co, 
11 f llm = ess. sup{1 f (t)l : t E W> < 00. 
Define SYa = M(R, V) to be the space of Lebesgue measurable fi R -+ V 
which are locally integrable and 
llflls?2 =su~(Stl+'If(s)ld~(s):t~R) -=c 00. 
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The space ,F?& is discussed further in [4, 7, 81. If 9 denotes one of the above 
spaces, let S(n) be the space off: R -+ P such that each component fj ~9. 
Let v be 1, 2 or 3, let $ = jV and t%& = &“. In all that follows we consider, 
for each integer k > 0, 
L = L, : 9&,(k) -+ B(k) 
where 9 is one of the above Banach spaces and go 2a is a subspace chosen so 
that the pair (BO ,98) is admissibb for $, i.e., for any k > 0 an integer, let 
A E Q& be such that H(A) is compact and let L be given by (1.5). Then 
(1) There exists a dense subset 9 C&$,(k) on which L is defined 
(2) CJJ E 9 implies Lg, E&f(k), i.e., 9 C a(,&) the domain of L 
(3) Whenever A admits an exponential dichotomy and f EB(K) then 
‘fp = i: f E 3(L) where E, defined by (1.4), is a bounded linear operator & 
B(k) + S?,,(k). 
(4) If p: W -+ P is continuous and satisfies 
then q~ E 3&,(k). 
(5) If p: R -+ Vk satisfies either 
The admissibility of a pair depends on the space f in which the elements of A 
are located. Several examples are discussed in Section 5. 
In regard to (3) it is also shown in Section 5 that whenever A admits an ex- 
ponential dichotomy then e considered as a mapping from B(k) to &fJk) is also 
continuous. 
Next we consider the skew-product dynamical system (T, X x Y) associated 
with (1.1). Here Y C GZ = GZnV is a compact u-invariant subset containing A 
t e.g., Y = H(,4)) and 7~ is the flow on X x Y defined by 
where dq, , B, T) is the solution, at time 7, of the initial value problem 
x’ = B(t)x, x(0) = x0 (1.9) 
(cf. [12, 16, 201). 
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For M _C Y a compact u-invariant subset. we define the bounded set, stable s&t 
and mstable set: 
a(M) = {(%Y)EX x M: sup 
tER 
II dx, t>ll 
Y’(M) = ((x, y) E X x M: 11 p(x, T, t)ll -+ 0 as t + + oo>, 
S(M) = {(x, y) E X x M: 11 ~(x, y, t)ll -+ 0 as t + -031, 
and the corresponding sections at an arbitrary y E M, 
g(y) = lx E X: (x, Y) ~g’(M)l, (1.10) 
etc. The point (x0 , B) E 93’(M) if the solution of (1.9) is bounded on all of R. 
Remark 1. In [12] it was shown that whenever fl[A) is compact then the 
existence of an exponential dichotomy. (1.3) implies that the dynamical system 
(7r, X x H(A)) splits into a Whitney sum 
x x H(A) =’ Y(H(i4)) f %(H(A)) (1.11) 
of the invariant subbundles Y and a. Conversely the splitting (1 .ll) implies 
the exponential dichotomy 
1 @(B, t) P(B) CF(B, s)l < Ke-a(t-s), t 3 s, 
/ @(B, t) [I - P(B)] CP1(B, s)I < K.e-or(s-t), t < s, 
for all B E H(A) where P(B) varies continuously over H(A) and @(B, t) is the 
fundamental solution operator of x’ = B(t) x satisfying @(B, 0) = I. For each 
B E H(A), P(B) is the projection operator in X such that the range B! and 
null-space JV satisfy 
I’) = yw, &“(P(B)) = cql?). 
Remark 2. In [13] it was shown that whenever M is a compact chain- 
recurrent set (every Q! and w-limit set is chain-recurrent) then the assumption 
a(M) = (0} x M 
implies the invariant splitting over M 
X x M = Y(M) + 4(M). (1.12) 
Whenever M is connected and (1.12) holds it follows that the functions dim 
y(y) and dim 4%!(y) are constant over M. We call these constant values dim 
Y(M) and dim @(Al). 
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Remark 3. Whenever H(A) is compact and g(H(A)) = {Oj x N(A) then 
the splittings over CL(A) and w(A) (g-u aranteed to exist by Remark 2) satisfy the 
condition 
dim 9’(w(i4) < dim SP(ol(A)). 
If equality holds then these “compatible” splittings extend to all of H(A), i.e., 
(1.11) holds, [13]. 
Remmk 4. Whenever H(4) is compact and 
and 
L%(c@)) = {O} x cd(A) 
then [14] 
L%+(A)) = (0) x w(A) 
dim Y(A) = dim 9+(A)), 
dim %(A) = dim @(or(A)), 
and there exist constants K and a > 0 such that for Y E 9’(A) 
II P,(x, 4 t)ll < KII Y,(x, 4 s)ll e--a’t--s), t 3 s 
whiIe for x E @(A) 
11 c~(x, 4 t>ll < Kll V(X, 4 411 ea(t-s), f d s 
Further, for any x 6 9’(A) one has 11 T(X, A, t)lj -+ w as t -+ +UJ and for any 
x $ %(A) one has Ij P(X, A, t)ll + c as t + -ok. 
2. THE CASE OF A TRIWAL BOUNDED SET 
In this section we assume that Y = H(A) is compact and that 
g(Y) = (0) x Y. (24 
For MC Y a compact invariant subset one clearly has LB(M) LB(Y) and 
therefore from Remark 2 we may define 
and 
L = dim Y(cu(A)) 
S + = dim 9(w(A)). 
(2.2) 
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We then define the splitting index 
S(A) = se - s+ . (2.3) 
Summarizing Remarks 1, 2 and 3 we have 
THEOREM 1. If H(A) is compact and (2.1) holds then 
(A) O<S(A)<n=dimX 
(B) S(A) = 0 if and only if the dynamical system (r, X x Y) admits a 
splitting (1.11) 
We next consider the case 
S(A) > 0 (2.4) 
and prove the following 
THEOREM 2. Assume the hull H(A) is compact and (2.1) holds. Let ,& denote 
the range of the operator L: 5&,(n) -+2?(n) where (9&, ,9) is an admissible pair 
pair of Banach spaces. Then 
a(n) =.&ON, 
where .N is a linear subspace of B(n) and 
dim JV = S(A). 
The proof will consist of a series of Lemmas. 
LEMMA ‘1. Let 9(A) and 9(A) be the sections of the stable and unstable 
sets at A, cf. (1.10) and let m be the splitting index m = S(A) > 0. Then 
(i) Y(A) n %(A) = {O}. 
(ii) dim[P’(A) + @(A)] = n - m. 
(iii) For any x 6 Y(A) one has /I q~(x, A, t)ll -+ CCI as t -+ + co and for any 
x $ &(A) one has II p)(x, A, t)ll -+ 00 as t -+ -co. 
Proof. (i) follows from (2.1) since 9(A) n &(A) CB(A) and (iii) follows 
from Remark 4. To prove (ii) we note that from Remark 4, dim Y(A) = s+ 
and dim &(A) = n - s- . Thus 
dim[Y(A) + S(A)] = dim Y(A) + dim&(A) =n- (s---s+) =a--m. Q.E.D. 
Now define W = W(A) to be the orthogonal complement in X of the space 
9’(A) + @(A) and let C be the matrix of a linear transformation (relative to 
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some fixed basis) from P into X having unit norm j C 1 = 1. Assume further 
that the transformation is a one-to-one mapping onto IV* Then 
m, = min{l\ C.lc 11: x E P, /I x: /j = l> > 0. 
Let L(X) denote the class of linear operators on X = P and let I, E L(X) denote 
the identity. 
LEMMA 2. Let p > 0 be arbitrary and let J and j’ EL(X) satigy 
IJ-ALI+lJr--InI -=q 
If a E P’m and b E X are vectors such that 
b + v&a E Y(4 
b - pyCa E %!(A) 
Then a = 0 and b = 0. 
Proof. If a = 0 then b E: Y(4) n s(9) and by Lemma 1, b = 0. Thus 
assume a # 0. Subtracting, we obtain 
p(J + J’) Ca E y(4 + W-4. 
Define 6 = a//] a // and obtain 
(J + J’) Cd E Y(A) + @(A). 
Now (J + j’) Cd = 219. + (J - I,) CZ + (J’ - 1J CZ. Taking the inner 
product with 
(J-t J’)Ca 
and noting that C6 E W we get 
li(J + I’) Ca II = ((J - L) Ca, w> + ((I - Li Ca, w> 
~IJ-I,I+lJ’-w=+ 
On the other hand for all x f V”, /\ x /I = 1, one has 
In particuiar for x = & we obtain a contradiction. Q.E.D. 
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Let us consider the system 
x; = D(t) Xl ) 
(2.5) 
x; = cx, + A(t) x, , 
where x, E Vm, xs E Vn. The m x m matrix D(t) is defined by D(t). = +(t)&,, 
where #: R -+ R is defined as 
i 
t < -(P + Y>, 
Y -(B + Y> < t -=c --A W) = ( 
i 
0, -B<ttPB, 
(f - I+ ) 
Y B<t<P+r, -v, t>Bi-Y, 
where the positive constants v, j3 and y are to be chosen later. Let us rewrite 
(2.5) as 
x = M(t)x, x= Xl 
( 1 x2 ’ W4 
If GY,, represents any of the spaces QZnv, v = 1,2,3, discussed in Section 1, then 
A E GZ,, implies, by Proposition 4, that ME O&,,+ and H(M) C GZnatn is compact. 
If M* E w(M), the w-limit set of M, then 
for some A* E co(A) _C @I, . Similarly if i@ E a(M), the ol-limit set of M, then 
for some A^E a(A) C 6X,, . It is then straightforward to verify that x’ = M*(t)x 
admits a nontrivial bounded solution if and only if x6 = A*(t)x, admits one 
and similarly for n;f and 8. Thus condition (2.1) implies 
I’) = to> x u(M), 
c@(cx(M)) = {0} x a(M) 
relative to the linear skew-product dynamical system (;i, Vmfn x H(M)) 
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associated with (2.6). By.-Remark 2 one then has that the restricted systems 
(77, vm+r, x a(M)) and (;i, Vm+n x w(M)) admit invariant splittings. For the 
flow 3 one than has 
LEMMA 3. dim 9(&V)) = s- = dim ~‘(w(M)) where s is de$%ed by (2.2). 
Proof. To prove the left equality consider the system x’ = Aa( for some 
A2 E @l). In component form 
x; = vx, ) 
(2.7) 
A”;1 = cx, + A(t) x2 . 
Let x1 = a, xa = b be an initial vector in Y(a), i.e., if xg = (E) and 9(x0, %, t) = 
y(t) denotes the solution of (2.7) with ~(x,, , A& 0) = x0, then // y(t)]1 -+ 0 as 
t-+co.Nowcphastheform 
tpl(t) = e%, 
g)&) = @z@, 4 b + W)a, 
where $(A^, t) is the fundamental solution of x.i = a(t), satisfying &(A, 0) = 
& . Thus a = 0 and we must have b E Y(A). Therefore dim 9(&l~)) < s- = 
dim Y(a). The opposite inequality follows once we notice that any initial vector 
(t) with a = 0 and b E a) gives rise to a solution y(t) whose norm tends to zero 
kBt-+a3. 
To prove the second equality consider the system x’ = M*(t)x for some 
Al* E u(M). In component form 
x; = -vx1 ) 
Let q(t) = col(~r(t), va(t)) be the solution having initial condition (f) E &(M*). 
Then since yr(t) = e-“*g, one must have a = 0 and b E “z(A*). Therefore 
dim %(AP) < dim %!(A*). The opposite inequality follows since any initial 
vector with a = 0 and b E %(A*) generates a solution v(t) whose norm tends 
tends to zero as t ---f ---co. Thus 
dim %(M*) = dim @(A*) = FZ - s+ . 
Since (5, IJm+n x w(M)) splits, we have 
dim 9(-M*) = m $ n - dim Y/(&1*) 
= m + ?z - (n - s+) = ??a + s+ = s- . Q.E.D. 
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LEMMA 4. There exist positive Y, j3 and y such that (2.5). admits no nontrivial 
bounded solution. 
Proof. Let djl(t) and t&(t) denote the normalized fundamental matrices 
(identity at t = 0) of xi = D(t)x, and xi = A(t)x2 respectively. Thus 
@&) = Imes: tbkhzs = 
418 + r) < t d --B, 
-B<t<P, (2.8) 
B<t<B+r, 
tbP+r* 
The solution of (2.5) with initial vector (g) at t = 0 is 
dt) = @&)a, 
q+(t) = %(t)b + Iot @&> @2(s) C%(s)a OT.T. 
(2.9) 
Since the hull H(A) C CYm is compact one has (cf. proof of Lemma 6 of [15]) 
] c&(t) @;l(s)l < K,e+Sl (2.10) 
for some positive constants K, and A and all t and s. 
For t > 0 we write the second component as 
q+(t) = @,(t)[b + EW - lrn %(t> @i’(s) C@&)a & (2.11) 
where 
E= j-m ~;f(~) e.fh‘)du ds. 
0 
The convergence of the integrals is guaranteed by (2.8) and (2.10) and choosing v 
sufficiently large. Similarly for t < 0 we write 
where 
F2(t) = @(t)[b - E’Ca] + j’ &z(t) @cl(s) C@,(s)a ds, 
-co 
(2.12) 
Using (2.8) we write 
El = 
s 
en CD,‘(S) ds, 
0 
E2 = im @jil(s) e .@‘;l(“)du s.
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Since @z(O) = 1= and @z is continuous we have 
where p-l 1 h(p)/ -+ 0 as p -+ 0. Using (2.10) we have 
I 4 I d K,e“(B+“) ( Y + A) 
provided Y is sufliciently large. 
Similarly E’ = Ei + El, where 
E; = #K + h’(B), 13-l I w9I - 0 as /3 --+ 0, 
and Ei satisfies the same estimate as E, . From (2.8) and (2.9) it follows that 
vr(t) is bounded on R. Using (2.8) and (2.10) it follows that the integral in (2.11) 
is bounded for t > 0 and the integral in (2.12) is bounded for t < 0. Thus in 
order to show that (2.5) admits no nontrivial bounded solution we must show 
that for any choice of a and b, not both zero, one of tbe following expressions 
arising from (2.11) and (2.12) is unbounded on the indicated interval: 
@,(t)P + EC4 t E [OS a>, (2.13) 
$(t)[b - E’Cu], tE(-m, 01. (2.14) 
To this end we choose /3 > 0 so small that 
(2.15) 
(ma der’ined before Lemma 2). Now fix fl and choose v so large and y > 0 so 
smal1 that 
j(lEsl+ l&l) -=+ (2.16) 
Then 
and 
Now arguing negatively, assume a and b are not both zero and both expressions 
(2.13) and (2.14) are bounded. From Lemma 1 (iii) it follows that 
b + ECa E 9(A) and b - E’Ca E @(A). 
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Noting the estimates (2.15) and (2.16), L emma 2 tells us that a = 0 and b = 0, 
a contradiction. Q.E.D. 
Summarizing the preceding lemmas we have the following 
LEMMA 5. Given the n-dimensional system x’ = A(t)x with A E 0& such that 
(1) H(A) is co7?zp@, 
(3) S’(A) = nz > 0. 
Then thme exists an n + m dimensional block triangular system x’ = M(t) x with 
satisfying 
(1’) H(M) is compact, 
(2’) =wvq) = to> x fwo 
(3’) S(M) = 0. 
Now applying Theorem 1 and Remark 3 we see that the system 
x’ = M(t)x 
admits an exponential dichotomy 
1 G(t) P@-l(s)I < Koe-~(f-s), 
1 @(t)[I - P] @-l(s)/ < Koe-a+t), 
t b s, 
(2.17) 
s > t. 
It follows that if F(t) = (,[,) where f E a(n), then the unique bounded solution 
(use estimate (5.15) of Section 5) of 
x’ = M(t)x + F(t) (2.18) 
is 
p(t) = j” CD(t) m-‘(s)F(s) d/L(s) - Srn ayt)[I - P] a-l(S)F(S) d/L(s) (2.19) 
-cc t 
and v satisfies the estimate (part (3) in definition of admissibility) 
(2.20) 
for some constant Kr > 0 which is independent of F. 
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Now let us write y = (E;) 
P=(? 22, @1(t) 0 @(9 = (H(t) ) CD&) ’ 
where @r and @a are the riormalized fundamental solutions of xl = D(t)x, and 
xi = A(t)xa respectively. Carrying out all the indicated multiplications in 
(2.19) we obtain 
Then C’s),(t) = (Kf)(t) where K: g’(n) -L@(n) is the linear operator 
(2.21) 
Since Cp, is a fundamental solution of a system of m ordinary differential equations 
we see that K has finite rank and in fact 
[2.22) 
Also, (2.20) tells us that K is bounded (recall 33$(n) is a subspace of 33(a)). 
Substituting v1 into the second equation in (2.5) we see that yz is a bounded 
solution of the equation 
4 = A(t) x2 + ([If Jqf)(Q (2.23) 
where I represents the identity operator on B(n). 
Now v E @,,(n + m) implies that pla E L%,,(~z) and therefore if we define J&’ = 
&f(L), the range of L, i.e., 
&’ = {g E LX?(E): xi = A(t) xa + g(t) has a solution ~a E go(n)} 
then we have shown that 
B(I + K) c ,#Y. 
We now prove even more. 
(2.24) 
LEMMA 6. (A) I + K is a projection operator in B(n), 
(B) 3(1+ K) = &, 
(C) dV(I + K) = W(K) has dimension m, 
(D) L%@) = &’ @L%(K). 
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Proof. From (2.24) it follows that 
codim ~$2 < codim 9(I + K). 
Since K is compact one has (cf. [ll; p. 1031) 
codim W(.Z + K) = dim A’(1 + K). 
But for any operator M(1+ K) C W(K). Thus one has 
codim A’ < dim JV(I + K) < dim C@(K) < m. (2.25) 
We now obtain the opposite inequality. 
In Lemma 4 we showed that (2.5) admits no nontrivial bounded solution. 
Thus for any initial vector x0 # 0 either x0 $ Y(M) or x0 4 @(M). By Remark 4 
it then follows that the solution p)(t) = ~(x,, , &.?, t) satisfies either [I p(t)11 -+ 03 
as t -+ + co or 11 ~)(t)lj --+ co t -+ -co. By the construction of the coefficient 
matrix D(t) it is also clear that the m independent solutions of the system 
x; = D(t) x1 
given by yr,i(t) = @r(t)Uj , j = l,..., m, where the aj form a basis for V”, 
are all bounded by a decaying exponential 
II Yl,&)ll G ce+ 
for some constants c, y > 0 (cf. (2.8) and (2.9)). Thus if we define 
Ii(t) = C@l(OT 
then fj pa. Here we use part (4) of the definition of admissibility. It is also 
clear from (2.5) that the fi h ave the property that the solution p)a,Jt) of 
satisfy either ]I ~)~,(t)ll + co as t + $-cc or II v2,Jt)ll + 03 as t -+ co. Thus by 
property (5) of the definition of admissibility v2,j 6 a,,(n). Thus, since C has 
maximal rank 
codim A 3 m. 
Therefore equality holds in (2.25) and in particular 
dim N(1+ K) = dim 9(K) = m. 
Since Jr/-(1 + K) C S(K) one has 
&‘-(I + K) = W(K) (2.26) 
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which proves (C). From this it follows that (I + K)K = 0 and therefore 
(I+Ky=I+K 
thus proving (A). Since I + K is a projection one has 
qn) = B(I + K) @W(K). 
From the above argument we see that 9(K) is contained in the span of fj , 
j = l,..., riz and therefore B(K) = span{fr ,...,fJ. In particular J?! n .9(K) = 
(01. This fact and (2.24) implies W(I + K) = A? which proves (B) and (D). 
Q.E.D. 
Theorem 1 is now completely proved. 
3. THE GENERAL CASE 
In this section we continue to assume that IT = H(A) is compact but replace 
(2.1) by the weaker assumptions 
g’(+o = (0) x 44, 
sqa(A)) = {O} x a(A). 
(3.1) 
Thus, by Remark 2, the splitting index 
S(A) = dim Y(oI(A)) - dim Y(w(A)) 
is defined and clearly 
Define 
--n < S(A) < n. 
4 = dimg(A) < n, (34 
where B(A) is the bounded solution set at A defined after (1.9). Since 4 = 0 
and (3.1) are equivalent to (2.1) we consider only the case q > 0 in this section. 
Let E, : P -+ V be a linear mapping such that Es \ B(A) is an isomorphism 
and let E be the matris of E,, relative to some fixed basis. Consider the augmented 
system 
x’ = A(t)x, 
E’ = E&)X + Ed% 
(3.3) 
where x E Vn and 6 E Vq and El and Ez are given by the following lemma. 
505/33/3-8 
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LEMMA 7. There exist T > 0, El E UZCpn a d E2 E G&, hnaing the properties 
that supp (E,) is compact, E,(t) = I = identity for t 3 T and E,(t) = -I for 
t < -T and such that system (3.3) admits no mntriuial bounded solution. 
Proof. Let 6 be positive and consider the discontinuous case in which 
E,(t) = E, 0 < t < 6 and zero otherwise while E,(t) = I for t > 6, E,(t) = --I 
for t < 0 and zero otherwise. 
Let y(t) = col(x(t), f(t)) be th e solution of (3.3) satisfyingy(0) = col(a, b) + 
col(0, 0), a E I;‘“, b E VQ. F or t < 0 we have t(t) = be& and therefore if b f 0, 
y(t) is unbounded. Thus consider the case b = 0. If x(t) is bounded, i.e., a Ed, 
then c(O) = Ex(0) = En # 0 due to the assumption on E. Thus if S > 0 is 
sufficiently small, one has /j E(t)11 > 0 for 0 < t < 6. But then for t >, 6 we have 
from (3.3), f(t) = f(S)et-* h h w ic is clearly unbounded for t > 6. 
If IY = @for v = 2 or 3 then the lemma is already proved since by Proposition 
4 of Section 1, El E 0&, and E2 E UZqQ . If v = 1 we must approximate El and E, 
by continuous functions and argue as follows: Let 
denote the matrix of (3.3) with the discontinuous Eio just constructed. As an 
element of @~+&l), A, h as a compact hull (cf. Propositions 4 and 5), and as we 
have just shown (3.3) admits no nontrivial bounded solution. Now given any 
E > 0 we may approximate E,O and E,O by continuous functions E, and E, 
having all the desired properties and such 
Then if we define 
we see (Proposition 1) that H(a) C GZi+, is compact and in GZf+,(l) the hull 
H(a) is as close as we wish in the Hausdorff sense to H(A,), both considered as 
subsets of a:+,(l). Now if A- E ~$4,) = a(A) then 
for some A- E a(A), where 1, is the q x q identy. Thus g(aQl,)) = {O] x a(A,). 
Similarly if a+ E w(A,) = ~(a) then 
(3.6) 
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for some A + E w(A). Thus ~(~(4,)) = (0) >( ~(~4,). Combining all this .we 
see that &?(H(A,)) = {0} x N(A,). But this last property is an “open” property 
(cf. (2) in proof of Prop. 7), i.e., if H(A) is sufficiently close, in the Hausdorff 
topology, to H(A,), then 
LqH(A)) = (0) x H(A). (3.7) 
In particular, (3.3) with the coefficient matrix A admits no nontrivial bounded 
solutions. QED. 
For the operator 
(Lx)(t) = x’(t) - A(t) x(t) 
considered as an operator from ~&Yz) to a(n) one sees from (3.2) and lemma 11 
of Section 5 that its null-space satisfies 
Q = dim M(L). 
From (3.5) it follows that 
and from (3.6) 
dim Y(cL(~)) = dim Y(a(A)) + Q 
dim Y(w(A^)) = dim Y(u(A)). 
Combining these we see that the splitting index satisfies 
S(A) = S(A) -I- q = m 2 0. 
The inequality follows from (3.7) and Remark 3 of section 1 while the last 
equality defines wt. 
LEMMA 8. (1) A? = w(L) is closed, 
(2) B(n) = A @ Jlrfor some subspace JV’ satisfvilzg 
(3) dim M = m = S(A) + q. 
Proof. Define the operator J?: gO(n + Q) - B(n + Q) by 
@d(t) = ?7’@) - 44 4”). 
Since the pair (a,, , aA) is admissible and (3.7) holds we can apply Theorem 2 
to obtain @n + q) = A? @p w h ere J& = 9(x) is closed and dim JP = m. 
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Let P be the continuous projection operator in B(n + q) onto the subspace 
of function f = col(f, ,..., fm , 0 ,..., 0), i.e., the range of P can be identified 
with B(n). We will show that 
from which it follows that & is closed. If (3 E JA? then 
x’ = A(+ +f(t>, 
4’ = &(t)x + J%(~)5 + s(t) 
has a solution (2) ~s,Jn + q) from which it follows that 
(3.8) 
x' = A(t)x +f(t) (3.9) 
has a solution v1 E go(n), i.e., f E A. Thus PA? _C A. Conversely, if f E A? 
then (3.9) has a solution v1 ~g,,(n). Define g(t) = --E,(t) q~(t). Then (,‘) E 
TFc+pqL2and (3) ~a& + d is a solution of (3.8). Therefore (3 E,&, i.e., 
We now’construct the space JV. If f $ A’. If f # A!’ then (3.9) does not have a 
solution y1 ~a,-,(%). Therefore, (3.8), with g = 0, does not have a solution 
v = col(v, , ~a) E ga(n + q), i.e., col( f, 0) $ A@. Therefore codim A? > codim A%?‘, 
i.e., dim J > codim A!, or 
codim A’ < m. 
We will now construct m elements fi ,..., frrL E P%(n) such that fi $ A. Then it 
will follow that codim A > m, i.e., codim A! = m and if JV = span{f, ,..., fm} 
then (2) and (3) hold. 
First let us notice that by Remark 4 of Section 1, the stable and unstable 
sets of A satisfy 
dim[Y(A) + @(A)] = dim Y(A) + dim 4(,4), 
-dim Y(A) n @(A) = s+(a) + n - s&4) - q, 
= n - S(A) - q = n - S(A) = n - m. 
Let p,(t),..., p,&t) be n - m independent solutions of x’ = A(t)% such 
thatforeachTE%andl <j<n--m 
Choose u, ,..., U, E V” and E > 0 sufficiently small such that the collection 
ct = @I ,**-, %I 9 p,w.., A2-&)~ 
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forms a basis of P for each t E [0, E]. We now perform a change of coordinates 
on this interva1 using C, as our new basis. The equation x’ = .4(t)x now takes 
the form 
Y’ = 4(t)y, 
on 0 < t < E where y E P, v E Vn-m, i.e., ST, 0 < Q- < E, is described by the 
equation y = 0. 
Now consider the equation 
Y’ = 4Y)Y +m 
7’ = -~&)Y + 4(t)% 
(3.10) 
where f is one of the m functions 
where ej E Pa has a 1 in thejth. position and zeros elsewhere and p: R --+ [O, 11 
is a continuous function with supp(p) C [0, ~1. From Remark 4 and part (5) of 
the definition of admissibihty we see that if # = (2) is a sobrtion of (3.10) 
with # E~&TE) then $r(O) and &( E must be zero, since #(T) must be in ~77-4~) ) 
for P > E and b(t) must be in %(9,) f or 7 < 0. We will now choose E > 0 and 
the function p such that $r(O) = #r(c) = 0 . - IS rm p ossible. First choose p,,(t) = I 
on [O, ~1 and zero otherwise. Then consider the initial value problem 
Y’ = -%WY -t-f&>, 
y(0) = 0. 
Since y;(O) = fj(0) f 0 it follows that if E > 0 is sufficiently small then y+(e) # 0. 
Now approximate p,, in Lr(R, R) by a continuous p such that supp(p) C [0, G] 
and such that the solutionsyi(t) of the approximate equation still satisfy yj(E) f 0. 
Q.E.D. 
We can now prove the main theorem. Recall that 6& = 02,; is space of 
matrix vahred function whose entries lie in the space ,$= y9 (cf. Sec. 1). 
THEOREM 3. Let L: BO(n) + S?(n) be the d@kential operator 
(Lx)(t) = x’(t) - s(t) x(t), 
where A E Oc, satisJies 
(-4) H(A) _C GZn is compact, 
(B) @@)) = {O> x a(A), 
9qw(A)) = (0) x w(a), 
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am! assume 
(C) (9&, , 2) is an admissible pair for $. 
Then L is a Fredholm operator with idex 
i(L) = -S(A), 
where S(A) is the splitting index of A. 
Proof. From the definition of admissibility, L is densely defined on Be(n). 
To see that L is closed let P).,~ E 9(L), Lq, = fm , with qn - 9) ~29~(n) and 
fn + f in g(fz). 
Let [a, , b] be an arbitrary compact interval in R. Since convergence in 
S&,(~r) implies convergence in Ll([a, - 1, b], P) we see that there exists a 
subsequence, again call it qzm , which converges pointwise almost everywhere 
in [a, - 1, b]. In particular there exists an a E [a, - 1, a,) such that 
(3.13) 
Again since convergence in B(?z) implies convergence in U([a, b], VI*) we have 
Thus if we define, for t E [a, b], 
and setting ll!l = M,-, + .Mr , we have from (3.13) 
h,(t) < nf + lt I 441 h,(s) 444. 
From the Gromvall inequality we then conclude 
h,(t) < M [I + Ib I A(s)\ eS~‘A(u)‘d“(u) c(s)] 
a 
and since -4 is locally integrable, kn(t) < 44, < co for all t E [a, b]. Thus 
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and using Lebesgue’s Dominated Convergence Theorem in (3.13) 
Hence, for almost all t E [a, b] 
or Lg, = J Therefore L is closed. 
We next observe that the range B?(L) is closed by Lemma 8, (1). From the 
preceding discussion we have dim N(L) = q and from Lemma 8, codim 
W(L) = dim M = nz < CO. Finally 
i(L) = dim N(L) - codim 92(L) 
= q - 112 = q - (S(d) + q) = -S(A). Q.E.D. 
4. PERTURBATIONS 
In this section we discuss the dependence of the splitting index S(A) on A 
which is assumed to lie in one of the spaces O? = flm discussed in Section 1. 
Since S(,4) is determined on the limit sets of A it follows that the index will 
be invariant under perturbations B(t) which are “small” for large values OF j t j 
where the smallness is measured in the topology of OZ. Several examples will be 
discussed which illustrate the advantages of the various topologies introduced 
in Section 1. The following Proposition generalizes Theorem 6 of [15]. Becall 
the definition of the flow (J, cf. (1.6). 
PROPOSITION 7. Let MO C C!? be a compact a-irzvariafzt s&et of the Hausdorff 
space Ol and assume the dynamical system ( r, X X MO) admits an invariant 
splittkg 
Then there exists an open neighborhood V, MO C ,Y G Cl, such that if M is any 
compact o-invariant subset with MC V then (rr, X x M) admits a split&~ 
x x M = MY + %qM). 
Fz*ythermore, the restktions 950) j i@ and a(o)/ I!@ are co~ztiizzlozis at each point 
of h? = u {MC V: M compact, u-inaaviazt). IFZ particular, if dim 9’(y) is 
constant over- MQ then Y can be chosen so that dim 9(y) is coftstant az~r l@ 
Proof. By Theorem 4 of [12], MO may be expressed as the union of compact 
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invariant subsets on each of which dim 9(y) is constant. Thus without loss 
of generality, let us assume M, itself has this property. Define 
A?” = &(a) = (M C GE M is compact, o-invariant). 
(1) We will need the following elementary fact concerning the compact 
subset A&, of the Hausdorff space GE Let D be a directed set and let {U, : CL E D) 
be a complete system of neighborhoods of MO. Then if (yol : 01 E A} is a net 
where -4 is cofinal in D and yz E %, for each 01 E A, then there exists a sub-net 
(ya : ol E A’, A’ confinal in A} which converges to some ya E M0 . 
(2) We first prove there exists an open neighborhood A? of M,, such that 
M C Z and M invariant imply 59(M) = (0} x M. If not we obtain a complete 
system of neighborhoods w!ol : 01 ED} of MO, a collection (n/r, : 01 ED} of 
invariant sets with Mg C GVU , and a net (zn , yJ E X x M, such that 1) xE 1) = 1 
and sup{]/ v(~~, ya , t)[l : t E R} < 2. In particular there exist nets of extended 
real numbers (a,, : ol~Dj+--~~and(b,:ru.~Dj-+~~)suchthata,<b,and 
sup{II q& , yo! , t)li : t E (am , b,)) < 2. 
We now show that this last assertion leads to a contradiction. From (1) choose 
a cofinal A C D such that (y= : 01 E A> -+ y,, E Ms . By compactness of the unit 
sphere in X there exists cofinal A’ C ,4 and an x E X, jl zc 11 = 1, such that 
(‘% 7 yE) -+ (x, y,,) E X x Ms . But then by continuity of g, one gets 11 rp(3c, y,, , t)ll < 
2 for all t E [w, a contradiction to the splitting of X x MO . 
(3) We next show that if WE : 01 E D} is a complete system of 
neighborhoods of MO and for all 01 .il!C& C ~7 with ll& E MO then lim sup 
9’(yU) C Y(y,) and lim sup %!(ya) _C @(y,,). The proof follows closely the 
proof of Lemma 4.4 of [14]. Let K = lim sup Y(y,) and assume, arguing 
negatively, there exists x E K - Y(y,), jl x 11 = 1. By Remark 4,II q(3c, y,, , t)lj + CO 
as t -+ co. Let x, E Y(y,), I/ x, 11 = 1 and IV, -+x. Define S, = sup([( y(xol , 
ya, t)ll : t > 0). Since 11 v(x&, y&, t)ll+ 0 as t--t co, for each fixed 01, 
there exists s, 3 0 and t, >, 0 such that S, = jj 9)(x= , ya , t,)ll and 
II vk , Y=, t, + 4ll = a. Define (t: , 7,) = (v(G, yE , &A ya . t,) and G = 
QS, so that /I ,$,I/ = 1. Then vn E M, and II v(& , yar , t)ll < 1 for t E (-tu , s,). 
By continuity of the flow, S, - co, t, -+ a and s, - co. But this leads to a 
contradiction as shown in part (2). The second assertion is proved similarly. 
(4) We next show that there exists an open V, M,, C 9- C 9, such that 
if ME Z% is a minimal set and MC V, then dim Y’(M) = dim 9(fi&,) and 
dim @‘71(M) = dim %f(MJ. To prove this note that from (3) it follows that there 
exists an open neighborhood r’r of M,, , f _C A? such that s = dim Y(M) < 
so = dim Y(M,,) and u = dim @(Al) ,( u,, = dim @(M,,). But s, + u0 = n 
from the assumed s$itting over M,, and since M is minimal and M C &+ it 
follows from [12; Theorem 31 that s + u = n. Thus s = ss and u = u0 , i.e., 
the splitting are compatible. 
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(5) Finally if .M E X is arbitrary and M _C Y’- then. from (4) every minimal 
subset of M admits a splitting compatible with the splitting over M,, e It then 
follows from [13; p. 4891 that M admits a splitting compatible with MO . 
(6) If &? = u{MEX:MCV} th en the continuity assertion of the 
theorem follows by choosing an arbitrary M’ E L%?, M’ C V, calling it M,, and 
applying the above argument to it while noting that as a result of (5) the inclusions 
proved in (3) are actually equalities. Q.E.D. 
Remark. Theorem 2 of [3] can be obtained as a corollary to the above 
proposition. The condition (1) of [3] implies H(4) and H(A + B) _C C&s are 
compact. Formula (7) of [3] implies a splitting over II(A) while (8) guarantees 
closeness of H(a + B) to H(B) in the topology of 6Zn3. 
Let us recall that the splitting index S(A) is defined for ,:2 E @t whenever 
and 
H(A) C @ is compact (4.1) 
Lqa(A)) = (0) x a(A), 
9&+4)) = {O> x w(A). 
(4.2) 
Then 
S(4) = dim ,sP(ol(,!I)) - dim Y(w(B)). (4.3) 
As an immediate application of Proposition 7 we have 
THEOREM 4. Let A E Ql satisfv (4.1) and (4.2). Tim there exist opm nezkh- 
borhoods Y$ and VW in GZ with a(A) C “t’--, , w(A) C 9: such that if A^ E Ol m% 
E?(A) is compact and 
then 5’(A) = S(A). 
COROLLARY. Let B E OC be such that B, + 0 (in c?f) as / 7 j + a3 and let A E G$f 
satisfy (4.1) and (4.2). Then A + B satisfies (4.1) and (4.2) and 
S(A + B) = S(A). 
LEMMA 9. Let B E 0&, and assume 
(i) I/ B ljio = ess. sup(lj B(t)11 : t E R) < co, and 
(ii) For eaery compact internal I C R 
1 W) 44tj - 0 
‘I 
as j T j -+ ;r3. Then B, + 0 in Oli,, as I T j + cc 
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Proof. We must show that for each element b(t) of B(t), for each compact 
I _C R and for each x( .) E L1(I, V) one has 
I b(t + T) x(t) d/L(t) -+ 0 I 
as 1 r j -+ 03. Since the step functions are dense in L1(I, V) and since by (i), 
b is bounded it suffices to know that for any compact interval jS R, 
as / 7 [ --+ ox But this follows from (ii). Q.E.D. 
LEMMA 10. Let B(s) be an n x n matrix such that each entry is Lebesgue 
measurable az.d 
Assume that for some integer v > 0, each entry g(s) of B(s) satisfies the following 
conditions where G(t) = Jig(s) d,u(s): 
(i) (1:: + s,“) (’ - ‘,i G(t”) dp(t) -+ 0 
as S, T-+ +co, and 
(ii) G(t”) -+Oas ItI--+m. 
p-1 
Then q&t) = B(t”) one has 8, + 0 in GY,: as j T I+ KI. 
Proof. By Lemma 9 it suffices to show that for every compact interval 
I = [a, b] 
s 
b 
s,(t) 440 - 0 
a 
as ( 7 1 -+ co, i.e., 
s bfr g(t”j dp(t) + 0 0+7 
for each entry g(s) in B(s). But 
The rest follows by integration by parts. Q.E.D. 
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Remnrk. (i) is equivalent to 
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EXAMPLE 1. Let A be an 12 x a matrix whose elements are bounded con- 
tinuous real (or complex) valued function on R and assume 
lim A(t) = d, , 
t-t+CO 
lim A(t) = 9- . 
t-1-cc 
(4.4) 
Then H(A) _C 6Yn is compact. Assume that & and A- have no eigenvalues 
with zero real part and let s+ be the number of eigenvalues of & having negative 
real parts. Then (4.2) is satisfied and 
S(A) = se - s+ . 
EXAMPLE 2. Let B be an n x n matrix whose elements are continuous 
functions on R such that 
and let -4 be as in Example 1. Then B, - 0 in 0&l, B + B satisfies conditions 
(4.1) and (4.2) and 
S(A + B) = S(A). 
EXAMPLE 3. Let 3 be an ?z x n matrix whose elements are Lebesgue 
measurable on R and satisfy 
for some p, 1 <p<m. If 1=[u,6] 1s any compact interval then clearly 
from which it follows that B, - 0 in GZfi2 = QZfi2(p). Let ,g be as in Example 1 
so that N(B) _C G&l is compact. Then by Proposition 5(A), H(A) _C GZn2 is 
compact. Clearly then, from the Corollary to Theorem 4, N(A + B) C 0&a is 
compact and 
S(A + B) = S(s4). 
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EXAMPLE 4. Again let A be as in Example 1 so that H(A) C GZn3 is compact 
(either by Proposition 3 or Proposition 2(C)). Let M be a matrix, each element 
of which is a finite sum 
1 Dj sin& + t”j) 
where Dj and & are constants and vi > 1 are integers. Then III can be expressed 
as a finite sum of matrices each of which satisfies the conditions of Lemma 10. 
Therefore iI!l, -+ 0 in 0Zn3 and 
S(A + M) = S(A). 
5. ADMISSIBLE PAIRS OF SPACES---EXAMPLES 
We consider the linear differential operator L: Z&,(n) -+9?(n), 
(Lx)(t) = x’(t) - A(t) x(t), (5.1) 
where A E G&A, h = 1, 2 or 3; H(A) C 6Yah is compact and 
iqc@)) = (0) x a(A), 
2qw(A)) = (0) x w(a). 
(5.2) 
We continue to let 98 denote any of the Banach spaces of functions f: Ii + V 
discussed in Section 1 andg(n) the space ofj: R + V” such that each component 
fj E J%. Let h = 1, 2 or 3 let JF = XA and C& = Q&A (cf. Sec. 1) A pair of Banach 
spaces (9?,, ,9?) with &?,, c 9 is said to be admissible for 2 if for any k > 0 an 
integer and any d E OZk with H(A) compact and L = L, : B,,(k) +a(k) given 
by (5.1), 
(1) There exists a dense subset 9 CBo(k) on which L is defined. 
(2) If v E 9 then Lp ~9? (k), i.e., 9 C 9(L), the domain of L. 
(3) Whenever A admits an exponential dichotomy and f ~92(k) then 
9 =Ef&(L) h w ere L, the right inverse of L defined by (1.4) is a bounded 
linear operator 
z: 93(k) +9$(k). 
(4) If v: R + Vk is continuous and satisfies 
II &)I/ < Kef 
for all t E R and some K,, , a: > 0, then q~ egg. 
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(5) If v: R --t 8% satisfies either 
From (5.2) and Remark 4 we see that if F: R + f+ is bounded and Lp, = 0 
then rp satisfies (4) above and hence v E A’-(L) the null-space of L. Conversely 
if p? E N(L) then neither of the conditions (5.3) may hold, we see from Remark 4 
that y is bounded. Thus we have 
~EIVIMA 11. Assume conditions (5.1) and (5.2) JzoZd. Thetz the nulkpace M(L) 
consists precisely of those (absolutely continuous) functions p: R -+ V” such that 
Lp = 0 and sup(j/ ill : t E R) < co. Thus M(L) cS?,,(n) n gl(n) where Bl 
is the Banach space of bounded continuous functions with the szrp-novnz. 
The choice of an admissible pair depends on two things, First, the conditions 
A satisfies dictate to some extent the structure of the target space 9&‘(n). For 
example if A is just measurable, it is not reasonable to choose -B(n) to consist of 
continuous functions, for then the domain 9(L) G @a(~) would be quite small. 
Second, a-priori conditions on f or the solution 9 of Ly = f may dictate the 
choice of spaces B,, and 99 (compare examples 7 and 8). 
In what follows we will give some examples of admissible pairs for various 
choices of d E aQ”, h = 1,2, 3. We will need the following smootlzing operator 
Jy : Let Y > 0 be given and let h, : R + R satisfy (I) supp h, C E-V, v], (2) 
Jz,,(t) > 0 tit E R, (3) jiw h,(t) dt = I (4) h, E C’l(R, 21). For f EL&(R, P) 
define J,f by 
(J”f )(t) = s, h,(t - s) f (s) dPN* (5.4) 
Let us also observe that if A admits an exponential dichotomy then (1.4) 
can be written as 
v(t) = (lf )(t) = s, WY s) f (s) dcL(s), (5.5) 
where 
Q(t) P@-‘(s), 
K(ts , = L(t)pr - P] @-l(s), 
t > s, 
t < s, 
satisfies 
(5-e) 
1 K(t, s)l < Kge-alt--si (5.7) 
for all t, s and for some K,, , Q > 0. 
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E~AAMPLE 5. Let A E f&l. Then the assumption that H(A) is compact 
implies 4(t) is bounded and uniformly continuous (Proposition 1). Set 
93 = .9& = BC(R, V) 
the bounded continuous functions from R to V and 
cC&, = BlJC(R, V) 
the functions in g which are uniformly continuous on R. We will show that 
this pair is admissible for 9r . First note that 9, the Cr functions having bounded 
derivatives are dense in go(n). To see this simply note that for g E 99*(1z) one 
has J,,g E 9 and 
lI(Jvg)(O - .dOl G s, k(u) II At - 4 - gWl444 
64 II go - 4 - &)I/ 444 
The last term can be made small for small v using the uniform continuity of g. 
Clearly for g E 9, one has g’ EB(~). Also (4g)(t) = A(t)g(t) is bounded and 
continuous and therefore g E 9 implies Lg ~99(n). Finally, if f E~~(Tz) and A 
admits an exponential dichotomy then from (5.5) we have 
and using (5.7) 
and therefore 
y; II doll < KI :y; Ilf (t>ll, 
I.e., 
ll~fll.&?&, G KI llf II&d - (5-S) 
From the differential equation v’ = -4p, + f it follows then that p’ is bounded 
and hence v E 98&n). Conditions (4) and (5) are trivially satisfied. 
EXAMPLE 6. Let ,4 E G&3. From the compactness of H(A) it follows 
(Proposition 3) that 
11 A(t)ll, = ess. sup I A(t)] < co. 
tER 
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In this case set 
with the norm /j . /Ice , and 
sY&z) = BUC(R, V”). 
The rest goes as in Examples 5, 
“IyE II doll d Kl llfllm 
or 
lImla,cn) G Kl Ilflle&d * (5.9) 
EXAMPLE 7. Let A E 6&a(p), 1 < p < co, i.e., the elements aij of A belong 
to L&,(R; I’). From the compactness of H(A) one has (Proposition 2) 
s 
t-t1 
sup /4(S)l~~[~(S) -=I 03. (5.1Oj 
teR t 
For any y, 1 < y < p, define 
@&2) = a(n) = LY(R, V”) 
For a dense subset take 9 to be all Cr functions with compact support. Then 
clearly g E 9 implies g’ ~g(n). If supp g c 1, I compact, then 
j II ~q~>g(w 44) < c 1 I A(W 444 
R 
< c;;(I)p-“!” [j, / $(t)pJ d/L(qP < a. 
Thus g E 9 implies Lg E B’(n). 
To verify (3) we notice that from (5.5) and (5.Q 
If y = 1 then by integrating we see that 9 ~Ll(li, VI). If y > 1 then 
/I p(t)lp < K,Y (jR e(--aQfi)lul dz~)“~ jR e(--nv/2)!ui !lf(t - u)iiy dp(2.d) 
= KY1 
s 
R e-+lzll llf(t - u)IIy &L(U), 
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where /3 = ~~y/2 and l/y + l/q = 1. Integrating over R we see that if f E L” 
then g, ELY and 
ll-cf /l~&d G K2 Ilf Illh) * (5.11) 
Again (4) and (5) are trivial. 
EXAMPLE 8. In this example we again treat the case in which the elements of 
A(t) are locally Ls integrable but now the target space 9(n) contains functions 
which are bounded but not Lp integrable on all of R. The sacrifice which we 
are forced to make is that the Banach space a,,(n) has a more complicated 
characterization than in the other examples. 
Thus, assume A E &s(p), 1 < p < 03, and define 
99 = M(R, V) 
the set of Lebesgue measurable f: R -+ V which are locally integrable and 
!If II.. = sup 1”” If(S)1 44) < 03. 
tER t 
Define 
It is easily verified that g,,(n) is a closed linear subspace of a(l(n). Define 
523 = (g ~g,,(n): g = Jvf for some u E (0, I] and f IBM}. 
We will show that 9 is dense inG&,(n). DefinefY = Jf. Then 
Integrating IIf”(s over [t, t + l] we get i]f’ /190(uz) < 11 f ]ja,(n) and therefore 
f” E 37(72). Similarly 
fT”@) -f”(t) = JR h(4{f7(t - 4 - f (t - 4 444 
and therefore 
IlfT” -f” IIW,h) 9 IIf7 -f Il~&d 
from which it follows that Jy maps 9,,(n) into itself. Finally, for f Ed,-, 
f”(t) - f (t> = JR waf(t - 4 - f(t)1 444 
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from which it follows that 
which can be made arbitrarily small by choosing Y small. Therefore 9 C 9#&n) 
is dense. 
Next observe that for each fixed v E (0, I], 
and therefore 
Thus if g E 9 then g’ E a(a). Further 
Thus, for fixed v, 
s+1 
< II 4) w - 4ll444 llf(4li 444 
But h, is bounded: 11 h,(t)jl f M(v) and from (5.10) 
for all s E R. Thus 
Combining this with (5.11) we see that Lg E Lo whenever g E 3. 
50513313-9 
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Before continuing with the example we prove the following lemma. Let 
xn(.) denote the characteristic function of the interval [- 1 lz 1, 1 Jz I]. Let @(I?, t) 
denote the fundamental solution of % = B(t)x satisfying @(II, 0) = I where 
B EH(A). Then in (5.6), D(t) = @(A, t) and P = P(A) (cf. Remark 1, 
Section 1). 
LEMMA 12. If H(A) is compact hen there exist constants C > 0 and a > 0 
and a non-negatiwe function v0 : [-1, l] + R satisfying v,(h) + 0 as h --+ 0 
such that 
/ K(t + h, s) - K(t, s)I < CX,([ t - s I) + q,(h)e-*l*-sI (5.12) 
for all t and s where K(t, s) is dejined by (5.6). 
Proof. We write (5.6) as K = Kl + K2 where 
@(A, t) P(A) Q-l@, s), K&s > = lo, t 2 s, t < s. 
We will verify (5.12) for Kl in the case h > 0. The remaining cases are similar. 
Set 
Then 
d = K,(t + h, s) - K,(t, s). 
I 
0, t<s-h, 
d = [@(A, t + h) - @(A, t)] P(A) W(A, s), t > s, (5.13) 
@(A, t + h) P(A) F(A, s), s-h.<t<s. 
For the second expression A, in (5.13) we have 
[@(,4, t + 4 - @(A, t>l = PVJt , 4 - 4 @(A, t). 
Since H(A) is compact we have that CD is uniformly continuous on H(A) x [0, 1] 
and therefore 7(h) = sup{1 @(B, h) - 11 : B E H(A)} -+ 0 as 12 + 0. From 
the estimate (5.7) 
1 d, ) < vo(h)e-ult--sl, 
where v,(h) = K, S(h). Simply define A, = 0 for t < s + h so that the above 
estimate holds for all t and s. 
For the third expression d, in (5.13) we have s < t + h < s + h and therefore 
from (5.6) and (5.7) we have 
1 @(A, t + h) P(4) @-l(A, s)l < K,,e-alt+h-sl < K, 
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for 1 t - s ] < 12. Define d, = 0 for [ t - s j > h. Then d = d, + as for ah 
t and s and the result follows. Q.E.D. 
We finally verify item (3) in the definition of admissibility. Thus let f ~&(a) 
and assume A admits an exponential dichotomy. Then if a) = rf we have 
?J(t) = JRKC4 4f(4  
= -R K(t, t - u)f(t - 2.4) dp(u) s 
and therefore from (5.7) 
II Pwlt 6 %I s, ,d”’ IIf@ - 4ll444 
from which it follows that 
(5.14) 
Furthermore 
YJ(t t h) - p(t) = s, rw + Jh s) - qt, S)lf(S) 44) 
=- I [K(t + h, t. - u) - K(t,  - u)]f(t - u) d&&(u). R 
Then using Lemma 12 
Integrating with respect to t over [s, s + l] we get 
which approaches zero as h --+ 0. Therefore p was. Since Lp = f we have 
p E 9(L). 
As before items (4) and (5) are trivially satisfied. 
W.e conclude by verifying the continuity of the right inverse in the strong sense 
whenever B admits an exponential dichotomy, i.e., 
For Examples 5 and 6 this is just (5.8) and (5.9). For the other examples we see 
from (5.14) that v = i?If satisfies 
(5.16) 
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For Example 7 we apply Halder’s inequality 
= c llfll5z&, 
from which (5.15) follows. For Example 8 one writes (5.16) as 
11 p(t)11 < K, f lk+’ e--+I llf(t - u)ll4-44 
kc--m k 
< K, f e-nlkl / 
k+l 
II f(t - 4ll4-44 
0 k 
+Ko: 
s 
k+l 
e-alk+ll k IIf@ - u)II 444 
-02 
from which (5.15) follows. 
REFERENCES 
1. H. A. ANTOSIEWCZ, Some remarks on the existence of periodic solutions, t, 
“MELANGES” (Th. Vogel Anniversary Dedication), pp. l-17, University c 
Brussels, 1979. 
2. L. C&SARI, Nonlinear oscillations in the frame of alternative methods, in “Dynamicz 
Systems”, pp. 29-50 Vol. I, (Cesari, Hale and La Salle, Eds.), Academic Press, Nel 
York, 1976. 
3. W. A. COPPEL, Dichotomies and reducibility, II, J. Di&ventiuZ Equations 4 (1968: 
386-398. 
4. C. CORDUNRANU, “Integral Equations and Stability of Feedback Systems,” Academi 
Press, New York, 1973. 
5. J. CRONIN, Equations with bounded nonlinearities, J. Differential Equations I 
(1973), 581-596. 
6. J. HALE, “Ordinary Differential Equations,” Chap. 9, Wiley, New York, 1969. 
7. P. HARTMAN, “Ordinary Differential Equations,” Wiley, New York, 1964. 
8. J. L. MA~SERA AND J. J. SCHAFFER, “Linear Differential Equations and Functio 
Spaces,” Academic Press, New York, 1966. 
9. J. MA~HIN, Equivalence theorems for nonlinear operator equations and coincident 
degree theory, etc., J. Difezntid Equations 12 (1972), 610-636. 
10. L. NIRENBERG, Generalized degree and nonlinear problems in “Contributions t 
Nonlinear Functional Analysis: Proceedings” (E. A. Zarantonello, Ed.), p. l-5 
Academic Press, New York, 1971. 
11. W. RUDIN, “Functional Analysis,” McGraw-Hill, New York, 1973. 
12. R. J. SACKER AND G. R. SELL, Existence of dichotomies and invariant splittings fa 
linear differential systems, I, J. Differential E&ations IS (1974). 429-458. 
SPLITTING INDEX 405 
13. R. J. SACKER AND G. R. SELL, Existence of dichotomies and invariant splittings for 
linear differential systems, II, J. Differential Equations 22 (1976), 478-496. 
14. R. J. SACKEH, Existence of dichotomies and invariant splittings for linear differential 
systems, IV, J. Dijferentid Equations 27 (1978), IOCGl31. 
IS. R. J. SACKER rn~ G. R. SELL, A spectral theory for linear differential systems, 
J. Dzjferednl Equations 27 (1978), 320-358. 
16. R. J. SACKER AND G. R. SELL, “Linear Skew-Product Dynamical Systems,” to appear. 
I?. M. SCHECHTER, “Principles of Functional Analysis,” Academic Press, New York, 
1971. 
18. K. SCHMITT, Fixed point and coincidence theorems with applications to nonlinear 
differential and inhgral equations, to appear. 
19. G. R. SELL, “Lectures on Topological Dynamics and Ordinary Differential 
Equations,” Van Nostrand-Reinhold, New York, 1971. 
20. G. R. SELL, Lectures on linear differential systems, Wniversity of Minnesota Notes, 
1975. 
