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Abstract
The purpose of this paper is to generalize the familiar Stickelberger’s theorem to zero-dimensional
systems of polynomial equations and polynomial inequations over a field of characteristic 0.
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1. Introduction
Let K be a field of characteristic 0 with algebraic closure , and let K[x1, . . . , xn] be the
polynomial ring over K in n variables x1, . . . , xn. For a finite subset F of K[x1, . . . , xn], denote
by Id(F ) (resp. Id(F )) the ideal of K[x1, . . . , xn] (resp. [x1, . . . , xn]) generated by F , and
write Z(F ) for the zero set of F in n, i.e. Z(F ) :={α ∈ n|f (α) = 0 for all f ∈ F }. For
the sake of simplicity, write V FK for the ring K[x1, . . . , xn]/Id(F ) of residue classes, and V F for
the ring [x1, . . . , xn]/Id(F ) of residue classes. Then V FK may be regarded as a K[x1, . . . , xn]-
algebra, and V F may be regarded as an [x1, . . . , xn]-algebra. Hence V FK may be considered as
a K-vector space, and V F may be considered as an -vector space. For α ∈ n, we may obtain
a multiplicative subset of the ring V F as follows:
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Sα :={p + Id(F )|p ∈ [x1, . . . , xn], and p(α) + f (α) /= 0 for some f ∈ Id(F )}.
Denote by
(
V F
)
α
the localization of V F at α, i.e.
(
V F
)
α
is the ring of fractions of V F with
denominator set Sα . Obviously,
(
V F
)
α
may be considered as an-vector space. It is well-known
that
(
V F
)
α
is a null -vector space if α /∈Z(F ), and
(
V F
)
α
is a finite-dimensional -vector
space if α ∈Z(F ) andZ(F ) consists of finitely many zeros. When α ∈Z(F ) andZ(F )
consists of finitely many zeros, the dimension of
(
V F
)
α
is called the multiplicity of α inZ(F ).
Now the familiar Stickelberger’s theorem may be mentioned as follows:
Stickelberger’s theorem. Let the notations be as above, and assume that Z(F ) consists
of finitely many zeros (i.e. the ideal Id(F ) is zero-dimensional). For h ∈ K[x1, . . . , xn], denote
by Lh the K-linear transformation of V FK defined by Lh(p + Id(F )) = hp + Id(F ) for all p ∈
K[x1, . . . , xn]. Then the eigenvalues of Lh are exactly the scalars h(α), α ∈Z(F ), and their
multiplicities are respectively∑
β∈Z(F ),h(β)=h(α)
μ(β),
where μ(β) stands for the multiplicity of β inZ(F ) for β ∈Z(F ).
Stickelberger’s theorem is very useful in computer algebra and algorithmic algebra. Based
on Stickelberger’s theorem, Rouillier [5] proposed a new method for solving zero-dimensional
systems of polynomial equations by introducing the so-called Rational Univariate Representation
(RUR). Also, some important applications of Stickelberger’s theorem may be found in other
references, eg. see [1,2,4].
The purpose of this paper is to generalize Stickelberger’s theorem to more general zero-
dimensional systems, which consist of polynomial equations and polynomial inequations over a
field of characteristic 0.
Throughout this paper, the above-mentioned notations will be kept.
2. Generalized Stickelberger’s theorem
In this section, we shall generalize Stickelberger’s theorem to zero-dimensional systems of
polynomial equations and polynomial inequations over the field K . For a polynomial approach
to linear algebra, refer to Ref. [3].
For another finite subset G of K[x1, . . . , xn], we may obtain the subset of n as follows:
Z(F |G) :={α ∈ n|f (α) = 0, but g(α) /= 0 for all f ∈ F and g ∈ G}.
Denote by (F |G) the system of equations f = 0 (f ∈ F ) and inequations g /= 0 (g ∈ G).
WhenZ(F |G) is a nonempty subset of finitely many points in n, we shall say that the system
(F |G) is zero-dimensional.
Put SG :={g1 . . . gm|gi = 1 or gi ∈ G, i = 1, . . . , , m}. Then SG is a multiplicative subset of
K[x1, . . . , xn], and SG :={s + Id(F )|s ∈ SG} is a multiplicative subset of K[x1, . . . , xn]/Id(F ).
Denote by
(
V FK
)
G
the ring of fractions of V FK with denominator set SG. Obviously,
(
V FK
)
G
may
be considered as a K[x1, . . . , xn]-algebra, and is hence a K-vector space.
Lemma 2.1. Let the notations be as above,and assume that the system (F |G) is zero-dimensional.
Then
(
V FK
)
G
is a finite-dimensional K-vector space.
Proof. Write u for the product of all the polynomials in G, i.e. u := ∏g∈G g. Let y be a new
variable, and put F ∗ :=F ∪ {uy − 1}. Then F ∗ is a finite subset of K[x1, . . . , xn, y]. Write V F ∗K
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for K[x1, . . . , xn, y]/Id(F ∗). Then V F ∗K not only is a K[x1, . . . , xn, y]-algebra, but also is a
K[x1, . . . , xn]-algebra. Of course, V F ∗K may be considered as a K-vector space. Obviously, there
is a bijection ofZ(F |G) ontoZ(F ∗) such that α → (α, u(α)−1). This implies thatZ(F ∗)
is a finite subset ofn+1. Hence K[x1, . . . , xn, y]/Id(F ∗) is a finite-dimensional K-vector space.
By the definition of SG, it is easy to see that, for every s ∈ SG, there exists a s′ ∈ SG such
that ss′ = uk where k is a positive integer. Let s′′ be another element in SG such that ss′′ = u
for some positive integer . Without loss of generality, we may assume that k  . In this case,
we have s′′ = s′u−k . Hence s′yk − s′′y = s′yk − s′u−ky = s′yk(u−ky−k − 1) ∈ Id(F ∗),
and s′yk + Id(F ∗) = s′′y + Id(F ∗). So we may define such a mapping of (V FK )G into V F ∗K as
follows:
θ : p + Id(F )
s + Id(F ) → s
′ykp + Id(F ∗),
where p ∈ K[x1, . . . , xn], s ∈ SG, and s′ is an element in SG associated with s such that ss′ = uk
for some positive integer k.
Assume that p1+Id(F )
s1+Id(F ) =
p2+Id(F )
s2+Id(F ) , where pi ∈ K[x1, . . . , xn], and si ∈ SG, i = 1, 2. Then
there exists a s ∈ SG such that
(s + Id(F ))((p1 + Id(F ))(s2 + Id(F )) − (p2 + Id(F ))(s1 + Id(F ))) = 0 + Id(F ).
Observing that Id(F ) ⊂ Id(F ∗), we have
ss2p1 + Id(F ∗) = ss1p2 + Id(F ∗).
By the preceding argument, there exist s, s′1, s′2 ∈ SG such that ss′ = uk , s1s′1 = uk1 and
s2s
′
2 = uk2 where k, k1 and k2 are positive integers. From the equality uy + Id(F ∗) = 1 + Id(F ∗),
it follows that ss′yk + Id(F ∗) = s1s′1yk1 + Id(F ∗) = s2s′2yk2 + Id(F ∗) = 1 + Id(F ∗). So we
have
s′1yk1p1 + Id(F ∗)=(ss′yk + Id(F ∗))(s2s′2yk2 + Id(F ∗))(s′1yk1p1 + Id(F ∗))
= (ss2p1 + Id(F ∗))(s′s′1s′2yk+k1+k2 + Id(F ∗))
= (ss1p2 + Id(F ∗))(s′s′1s′2yk+k1+k2 + Id(F ∗))
= (ss′yk + Id(F ∗))(s1s′1yk1 + Id(F ∗))(s′2yk2p2 + Id(F ∗))
= s′2yk2p2 + Id(F ∗).
Hence θ is well-defined.
Let p1, p2 ∈ K[x1, . . . , xn], and s1, s2 ∈ SG. Then there exist s′1, s′2 ∈ SG such that s1s′1 = uk
and s2s′2 = u for two positive integers k, . Observing that (s1s2)(s′1s′2) = uk+ and ukyk +
Id(F ∗) = uy + Id(F ∗) = 1 + Id(F ∗), we have
θ
(
p1 + Id(F )
s1 + Id(F ) +
p2 + Id(F )
s2 + Id(F )
)
= θ
(
(s2p1 + s1p2) + Id(F )
s1s2 + Id(F )
)
= s′1s′2yk+(s2p1 + s1p2) + Id(F ∗)
= (s′1s′2yk+s2p1 + Id(F ∗)) + (s′1s′2yk+s1p2 + Id(F ∗))
= (s′1uyk+p1 + Id(F ∗) + (s′2ukyk+p2 + Id(F ∗)
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= (s′1ykp1 + Id(F ∗)) + (s′2yp2 + Id(F ∗))
= θ
(
p1 + Id(F )
s1 + Id(F )
)
+ θ
(
p2 + Id(F )
s2 + Id(F )
)
.
Also, we have
θ
(
p1 + Id(F )
s1 + Id(F ) ·
p2 + Id(F )
s2 + Id(F )
)
= θ
(
(p1p2) + Id(F )
s1s2 + Id(F )
)
= s′1s′2yk+p1p2 + Id(F ∗)
= (s′1ykp1 + Id(F ∗)) · (s′2yp2 + Id(F ∗))
= θ
(
p1 + Id(F )
s1 + Id(F )
)
· θ
(
p2 + Id(F )
s2 + Id(F )
)
.
Moreover, if h ∈ K[x1, . . . , xn], p ∈ K[x1, . . . , xn] and s ∈ SG, we have
θ
(
h · p + Id(F )
s + Id(F )
)
= θ
(
hp + Id(F )
s + Id(F )
)
= s′ykhp + Id(F ∗)
= h · (s′ykp + Id(F ∗))
= h · θ
(
p + Id(F )
s + Id(F )
)
,
where s′ is an element in SG associated with s such that ss′ = uk for some positive integer
k.
By the above argument, θ is a K[x1, . . . , xn]-algebra homomorphism of
(
V FK
)
G
into V F ∗K , and
θ is hence a K-linear mapping of
(
V FK
)
G
into V F ∗K as K-vector spaces.
Let ψ(x1, . . . , xn, y) ∈ K[x1, . . . , xn, y]. Then ψ(x1, . . . , xn, y) − ψ(x1, . . . , xn, u−1) =
(y − u−1), where  ∈ K[x1, . . . , xn, y, u−1]. Clearly, there exists a sufficiently large posi-
tive integer k such that ukψ(x1, . . . , xn, u−1) ∈ K[x1, . . . , xn] and uk ∈ K[x1, . . . , xn, y]. Put
v :=uk+1ψ(x1, . . . , xn, u−1). Then v ∈ K[x1, . . . , xn], and we have
ψ(x1, . . . , xn, y) − yk+1v
= (1 − uk+1yk+1)ψ(x1, . . . , xn, y) + yk+1(uy − 1)(uk) ∈ Id(F ∗).
This yields
ψ(x1, . . . , xn, y) + Id(F ∗) = yk+1v + Id(F ∗) = θ
(
v + Id(F )
uk+1 + Id(F )
)
.
Hence, θ is a surjection.
Now assume θ
(
p+Id(F )
s+Id(F )
)
= 0 + Id(F ∗), where p ∈ K[x1, . . . , xn], and s ∈ SG. Pick out one
s′ ∈ SG such that s′s = uk for some positive integer k. Then s′ykp + Id(F ∗) = 0 + Id(F ∗),
and s′ykp ∈ Id(F ∗). It follows that s′p = uk(s′ykp) − s′p(ukyk − 1) ∈ Id(F ∗). Putting F :=
{f1, . . . , fm}, we have
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s′p =
m∑
i=1
ψifi + ψ(uy − 1),
where ψ , ψ1, . . . , ψm ∈ K[x1, . . . , xn, y].
Substituting u−1 for y in the above identity, we get s′p = ∑mi=1 ψi(x1, . . . , xn, u−1)fi . Hence
s′up ∈ Id(F ) for a sufficiently large positive integer . This implies p+Id(F )
s+Id(F ) = 0+Id(F )1+Id(F ) . Thus θ
is an injection.
Therefore, θ is a K[x1, . . . , xn]-algebra isomorphism of
(
V FK
)
G
onto V F
∗
K , and is hence an
isomorphism of K-vector spaces. Hence
(
V FK
)
G
is a finite-dimensional K-vector space. This
completes the proof. 
Lemma 2.2. Let the notations be as in Lemma 2.1, and F ∗ = F ∪ {uy − 1} where u := ∏g∈G g.
If the system (F |G) is zero-dimensional, then the multiplicity of α inZ(F ) is the same as that
of (α, u(α)−1) inZ(F ∗) for α ∈Z(F |G).
Proof. As in the introduction, write V F for the ring [x1, . . . , xn]/Id(F ) of residue classes,
and V F ∗ for the ring[x1, . . . , xn, y]/Id(F ∗) of residue classes. Put α∗ := (α, u(α)−1), we may
obtain respectively the multiplicative subsets Sα , Sα∗ of the rings V F , V F
∗
 as follows:
Sα :={p + Id(F )|p ∈ [x1, . . . , xn], and p(α) /= 0},
Sα∗ :={q + Id(F ∗)|q ∈ [x1, . . . , xn, y], and q(α∗) /= 0}.
Obviously, p + Id(F ∗) ∈ Sα∗ for all p ∈ [x1, . . . , xn] with p(α) /= 0. Thereby, we may
define a mapping of
(
V F
)
α
into
(
V F
∗

)
α∗
as follows:
τ : f + Id(F )
p + Id(F ) →
f + Id(F ∗)
p + Id(F ∗) ,
where f , p ∈ [x1, . . . , xn], and p(α) /= 0.
If f1+Id(F )
p1+Id(F ) =
f2+Id(F )
p2+Id(F ) , where fi , pi ∈ [x1, . . . , xn], and pi(α) /= 0, i = 1, 2, then there
exists a p ∈ [x1, . . . , xn] with p(α) /= 0 such that
(p + Id(F ))((f1 + Id(F ))(p2 + Id(F )) − (f2 + Id(F ))(p1 + Id(F )))
= 0 + Id(F ).
Observing that Id(F ) ⊂ Id(F ∗), we have
(p + Id(F ∗))((f1 + Id(F ∗))(p2 + Id(F ∗)) − (f2 + Id(F ∗))(p1 + Id(F ∗)))
= 0 + Id(F ∗).
This implies f1+Id(F
∗)
p1+Id(F ∗) =
f2+Id(F ∗)
p2+Id(F ∗) . Hence τ is well-defined.
It is easy to verify that τ is a linear mapping of
(
V F
)
α
into
(
V F
∗

)
α∗
as -vector spaces.
Assume that τ
(
f+Id(F )
p+Id(F )
)
= 0+Id(F ∗)1+Id(F ∗) , i.e.
f+Id(F ∗)
p+Id(F ∗) = 0+Id(F
∗)
1+Id(F ∗) . Then there exists a q ∈
[x1, . . . , xn, y] with q(α∗) /= 0 such that qf ∈ Id(F ∗). By the same argument as in the proof
of Lemma 2.1, there is a polynomial v in[x1, . . . , xn] such that q − yk+1v ∈ Id(F ∗) for some
positive integer k. It follows that u(α)−k−1v(α) = q(α∗) /= 0, and v(α) /= 0. Clearly, yk+1vf ∈
Id(F ∗). Putting F :={f1, . . . , fm}, we have
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yk+1vf =
m∑
i=1
ψifi + ψ(uy − 1),
where ψ , ψ1, . . . , ψm ∈ [x1, . . . , xn, y].
Substituting u−1 for y in the above identity, we get u−k−1vf = ∑mi=1 ψi(x1, . . . , xn, u−1)fi .
Hence uvf ∈ Id(F ) for a sufficiently large positive integer . Since uv + Id(F ) ∈ Sα , it
follows that f+Id(F )
p+Id(F ) =
uvf+Id(F )
uvp+Id(F ) =
0+Id(F )
1+Id(F ) . Thus τ is an injection.
Now let ψ+Id(F
∗)
q+Id(F ∗) ∈ (V F
∗
 )α∗ , where ψ , q ∈ [x1, . . . , xn, y], and q(α∗) /= 0. By the same
argument as in the proof of Lemma 2.1, there are two polynomials v1, v2 in [x1, . . . , xn]
such that ψ − yk+1v1, q − y+1v2 ∈ Id(F ∗) for two positive integers k, . It follows that
u(α)−−1v2(α) = q(α∗) /= 0, and y+1v2 ∈ Sα∗ . Hence yk+1v1+Id(F ∗)y+1v2+Id(F ∗) ∈ (V
F ∗
 )α∗ . Observing
that uy + Id(F ∗) = 1 + Id(F ∗), we have
ψ + Id(F ∗)
q + Id(F ∗) =
yk+1v1 + Id(F ∗)
y+1v2 + Id(F ∗) =
uk++1yk+1v1 + Id(F ∗)
uk++1y+1v2 + Id(F ∗)
= u
v1 + Id(F ∗)
ukv2 + Id(F ∗) = τ
(
uv1 + Id(F )
ukv2 + Id(F )
)
.
Hence, θ is a surjection.
Therefore, τ is an isomorphism of
(
V F
)
α
onto
(
V F
∗

)
α∗
as -vector spaces. This completes
the proof. 
Now, we may establish the generalized Stickelberger’s theorem as follows:
Theorem 2.3. Let the notations be as in Lemma 2.1, and assume thatZ(F |G) consists of finitely
many zeros. For h ∈ K[x1, . . . , xn], denote by Lh the K-linear transformation of
(
V FK
)
G
defined
by Lh
(
p+Id(F )
s+Id(F )
)
= hp+Id(F )
s+Id(F ) for all p ∈ K[x1, . . . , xn] and s ∈ SG. Then the eigenvalues of Lh
are exactly the scalars h(α), α ∈Z(F |G), and their multiplicities are respectively∑
β∈Z(F |G),h(β)=h(α)
μ(β),
where μ(β) stands for the multiplicity of β inZ(F ) for β ∈Z(F |G).
Proof. As in the proof of Lemma 2.1, we adopt the same notations F ∗, V F ∗K and others. According
to the proof of Lemma 2.1, there is a K[x1, . . . , xn]-algebra isomorphism θ of
(
V FK
)
G
onto V F
∗
K
such that θ
(
p+Id(F )
s+Id(F )
)
= s′ykp + Id(F ∗), where p ∈ K[x1, . . . , xn], s ∈ SG, and s′ is an element
in SG associated with s such that ss′ = uk for some positive integer k. Of course, θ is also an
isomorphism of
(
V FK
)
G
onto V F
∗
K as K-vector spaces.
Observe that h ∈ K[x1, . . . , xn] ⊂ K[x1, . . . , xn, y]. Thereby, a K-linear transformation L∗h
of V F ∗K may be obtained by defining
L∗h(ψ + Id(F ∗)) = hψ + Id(F ∗) for all ψ ∈ K[x1, . . . , xn, y].
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For any p ∈ K[x1, . . . , xn] and any s ∈ SG, we obtain the equality as follows:
θ
(
Lh
(
p + Id(F )
s + Id(F )
))
= θ
(
hp + Id(F )
s + Id(F )
)
= s′ykhp + Id(F ∗)
= L∗h
(
(s′ykp) + Id(F ∗)
)
= L∗h
(
θ
(
p + Id(F )
s + Id(F )
))
,
where s′ ∈ SG is an element associated with s such that s′s = uk for some positive integer k.
Choosing a base e1, . . . , ed of the K-vector space
(
V FK
)
G
, we get a base θ(e1), . . . , θ(ed) of
V F
∗
K . The above equality implies that the matrix of Lh relative to the base e1, . . . , ed is the same
as that of L∗h relative to the base θ(e1), . . . , θ(ed). Hence, the eigenvalues of Lh in are the same
as those of L∗h. By Stickelberger’s theorem, the eigenvalues of L∗h are exactly the scalars h(α∗),
α∗ ∈Z(F ∗), and their multiplicities are respectively∑
β∗∈Z(F ∗),h(β∗)=h(α∗)
μ(β∗),
where μ(β∗) stands for the multiplicity of β∗ inZ(F ∗) for β∗ ∈Z(F ∗).
Since there is a bijection of Z(F |G) onto Z(F ∗) such that α → (α, u(α)−1), we have
{h(α∗)|α∗ ∈Z(F ∗)} = {h(α)|α ∈Z(F |G)}.
Observe thath(β∗) = h(β) forβ∗ ∈Z(F ∗) andβ ∈Z(F |G), wheneverβ∗ = (β, u(β)−1).
By Lemma 2.2, when α ∈Z(F |G) and α∗ = (α, u(α)−1), the following equality holds:∑
β∗∈Z(F ∗),h(β∗)=h(α∗)
μ(β∗) =
∑
β∈Z(F |G),h(β)=h(α)
μ(β).
This completes the proof of the theorem. 
Remark. The original version of Stickelberger’s theorem may be considered as a consequence
of Theorem 2.3 in the case when G = {1}.
For every ξ ∈ (V FK )G, we obtain a linear transformation Lξ of
(
V FK
)
G
by defining Lξ (z) =
ξz for all z ∈ (V FK )G. Now let h be a fixed polynomial in K[x1, . . . , xn]. Since
(
V FK
)
G
is a
K[x1, . . . , xn]-algebra, hξη ∈ (V FK )G for any ξ , η ∈ (V FK )G. Denote by Tr(Lhξη) the trace of the
linear transformation Lhξη of the K-vector space
(
V FK
)
G
, where ξ , η ∈ (V FK )G. Then, we obtain
a symmetric K-bilinear mapping Bh of
(
V FK
)
G
× (V FK )G into K defined by Bh(ξ, η) = Tr(Lhξη)
for all (ξ, η) ∈ (V FK )G × (V FK )G.
Now we can establish the following result, which is a generalization of Theorem 2.2 in [5].
Theorem 2.4. Let the notations be as above, and assume thatZ(F |G) consists of finitely many
zeros. If h ∈ K[x1, . . . , xn], then the rank of Bh is equal to #{α ∈Z(F |G)|h(α) /= 0}, where
#{α ∈Z(F |G)|h(α) /= 0} stands for the number of elements in {α ∈Z(F |G)|h(α) /= 0}.
Proof. Adopt the same notations as in the proof of Lemma 2.1. According to the proof of Lemma
2.1, there is a K[x1, . . . , xn]-algebra isomorphism θ of
(
V FK
)
G
onto V F
∗
K such that θ
(
p+Id(F )
s+Id(F )
)
=
s′ykp + Id(F ∗), where p ∈ K[x1, . . . , xn], s ∈ SG, and s′ is an element in SG associated with s
such that ss′ = uk for some positive integer k. Of course, θ may be considered as an isomorphism
of
(
V FK
)
G
onto V F
∗
K as K-vector spaces.
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Likewise, for every φ ∈ V F ∗K , such a K-linear transformation L∗φ of V F
∗
K is defined as follows:
L∗φ(ψ) = φψ for all ψ ∈ V F
∗
K .
Observing that θ(ξη) = θ(ξ)θ(η) for ξ , η ∈ (V FK )G, we have the following claim:
Given ξ ∈ (V FK )G, θ
(
Lξ (η)
) = L∗θ(ξ)(θ(η)) for all η ∈ (V FK )G.
For a fixed base e1, . . . , ed of the K-vector space (V FK )G, we get a base θ(e1), . . . , θ(ed)
of V F ∗K . The above claim implies that the matrix of the linear transformation Lξ relative to
the base e1, . . . , ed is the same as that of L∗θ(ξ) relative to the base θ(e1), . . . , θ(ed). Hence
Tr(Lξ ) = Tr(L∗θ(ξ)) for all ξ ∈ (V FK )G.
Since V F ∗K is also a K[x1, . . . , xn]-algebra, a K-bilinear mapping B∗h of V F
∗
K × V F
∗
K into K
may be obtained by defining
B∗h(ξ∗, η∗) = Tr(L∗hξ∗η∗) for all (ξ∗, η∗) ∈ V F
∗
K × V F
∗
K .
For ξ , η ∈ (V FK )G, we have the equality as follows:
B∗h(θ(ξ), θ(η)) = Tr(L∗hθ(ξ)θ(η)) = Tr(L∗θ(hξη)) = Tr(Lhξη) = Bh(ξ, η).
Choosing a base e1, . . . , ed of the K-vector space (V FK )G, we get a base θ(e1), . . . , θ(ed) of
V F
∗
K . The above equality implies that the matrix of Bh relative to the base e1, . . . , ed is the same
as that of B∗h relative to the base θ(e1), . . . , θ(ed). Hence, the rank of Bh is the same as that of
B∗h . According to Theorem 2.2 in [5], the rank of B∗h is equal to #{α∗ ∈Z(F ∗)|h(α∗) /= 0}.
Observe that #{α∗ ∈Z(F ∗)|h(α∗) /= 0} = #{α ∈Z(F |G)|h(α) /= 0}. Hence the rank of Bh
is equal to #{α ∈Z(F |G)|h(α) /= 0}. This completes the proof. 
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