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Abstract
The present research is motivated by the recent results of Jeanblanc and Song (2011) [10,11]. Our aim
is to demonstrate, with the help of multiplicative systems introduced in Meyer (1979) [21], that for any
given positive F-submartingale F such that F∞ = 1, there exists a random time τ on some extension of the
filtered probability space such that the Aze´ma submartingale associated with τ coincides with F . Pertinent
properties of this construction are studied and it is subsequently extended to the case of several correlated
random times with the predetermined univariate conditional distributions.
c⃝ 2012 Elsevier B.V. All rights reserved.
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1. Introduction
For an arbitrary random time τ with values in R¯+ = R+ ∪ ∞, defined on a probability
space (Ω ,F ,P) endowed with a filtration F = (Ft )t∈R¯+ satisfying the usual conditions, the
Aze´ma supermartingale of τ is defined by the equality Gτt = P (τ > t |Ft ) for all t ∈ R¯+
(see [1]). It is clear that the process Gτ is a supermartingale (the ca`dla`g version) satisfying the
inequalities 0 ≤ Gτt ≤ 1 for every t ∈ R+ with Gτ∞ = 0 (Gτ∞ should not be confused with
Gτ∞− := limt→∞ Gτt ). The Aze´ma supermartingale of a random time is a central object in the
study of the progressive enlargement of F through observations of a random time, since for some
classes of random times their probabilistic properties can be characterized in terms the associated
Aze´ma supermartingale (see, e.g., [13–15,26]). In particular, the semimartingale decomposition
of a (P,F)-semimartingale with respect to the enlarged filtration can sometimes be written using
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the Aze´ma supermartingale Gτ or, equivalently, the Aze´ma submartingale Fτ = 1 − Gτ . Note
that in the following general definition no explicit reference to a random time is made.
Definition 1.1. Any (ca`dla`g) submartingale F = (Ft )t∈R¯+ , defined on a filtered probability
space (Ω ,F ,F,P), satisfying 0 ≤ Ft ≤ 1 for every t ∈ R+ and F∞ = 1, is called the Aze´ma
submartingale.
It is not clear a priori whether a random time associated with an arbitrary Aze´ma
submartingale F exists and how to construct random times associated with F . The goal of
this work is to clarify these issues. It is assumed throughout that a probability space (Ω ,F ,P)
endowed with a filtration F = (Ft )t∈R¯+ satisfying the usual conditions and an Aze´ma
submartingale F are given in advance. By contrast, a random time τ is left unspecified and
thus the crucial issue is to provide an explicit construction of τ consistent with the above-
mentioned probabilistic data set: the filtered probability space (Ω ,F ,F,P) and the Aze´ma
submartingale F . Formally, by a random time τ associated with F , we mean any random time
τ , defined on some extension (Ω , F ,F,Q) of the underlying probability space (Ω ,F ,F,P),
such that Q(τ ≤ t | Ft ) = Ft for all t ∈ R¯+ and Q coincides with P on F, meaning that the
equality Q|Ft = P|Ft holds for all t ∈ R¯+. The main goal of this work is to show that for any
submartingale F satisfying Definition 1.1, there exists a random time τ on a canonical extension
(Ω , F ,F,P) of the underlying probability space (Ω ,F ,F,P) such that P = P on F and F
is the Aze´ma submartingale of τ . We also address the related issue of uniqueness of a (P,F)-
conditional distribution associated with an Aze´ma submartingale under alternative assumptions.
The existence of a random time τ associated with F is well known when F is an increasing
process, since in that case it suffices to use the so-called canonical construction (see, e.g., Section
8.2.1 in [3]). For a non-trivial case, when F fails to be an increasing process, some preliminary
results were established by Gapeev et al. [9] who studied the case of the Brownian filtration F
under the following assumption.
Assumption 1.1. The processes (N ,Λ) defined on the underlying probability space (Ω ,F ,F,P)
satisfy the following conditions:
(i) the process (Λt )t∈R+ is continuous, increasing, such that Λ0 = 0 and Λ∞ = ∞,
(ii) the process (Nt )t∈R+ is a positive, continuous (P,F)-martingale such that N0 = 1,
(iii) the submartingale F := 1− Ne−Λ satisfies F0 = 0 and 0 < Ft ≤ 1 for every t > 0.
It was shown in [9] that, under mild integrability conditions, it is possible to define a
probability Q and a random time τ on an extension of the probability space (Ω ,F ,F,P) such
that Q = P on F and F is the Aze´ma submartingale of τ under Q, that is,
Q (τ ≤ |Ft ) = 1− Nt e−Λt , ∀ t ∈ R¯+.
The approach developed in [9] hinges on the combination of the canonical construction of a
random time associated with am increasing Aze´ma submartingale 1 − e−Λ with a judiciously
chosen equivalent change of a probability measure; hence this method can be referred to as the
change of measure approach. The present research was directly motivated by the recent papers by
Jeanblanc and Song [10,11] in which the authors proposed another construction of a random time
with a given in advance Aze´ma supermartingale G with known multiplicative decomposition
G = Ne−Λ. Although there is a clear overlap between the present work and [10,11], the two
approaches differ in several respects. First, the method proposed by Jeanblanc and Song [10]
L. Li, M. Rutkowski / Stochastic Processes and their Applications 122 (2012) 2053–2077 2055
focuses on a construction of the probability measure on the canonical space Ω × R+. Second,
they start by postulating the hypothesis (D P) (see Section 2.2) for all 0 ≤ u ≤ s ≤ t
P(τ ≤ u | Fs)
P(τ ≤ s | Fs) ≥
P(τ ≤ u | Ft )
P(τ ≤ u | Ft ) . (1)
It is shown in [10] that, under some continuity assumptions on processes N and Λ, condition (1)
leads to the unique probability measure on the canonical space Ω × R+, which is given by an
explicit formula and thus is provides a solution to the problem at hand. Subsequently, Jeanblanc
and Song [10] extend their construction to a more general class of Aze´ma supermartingales, but
still maintaining certain technical assumptions (see the assumption Hy(N ,Λ) and Theorem 3.1
in [10]).
In contrast to the cases studied in [9–11], the Aze´ma supermartingales associated with random
times studied in a recent paper by Nikeghbali and Yor [24] are allowed to hit 1 and stay at that
level for an arbitrary length of time. It is thus worth noting that our results cover the class of
Aze´ma supermartingales investigated by Nikeghbali and Yor [24], although the random times
considered here and in [24] still have different probabilistic properties. In a recent paper by
Kardaras [17], the author examines the problem of universality of the canonical construction
of a random time. However, his goal is to study stochastic processes stopped at a random
time, whereas in [10,11], the present paper and the follow-up work [18], the emphasis is on
explicit constructions of a random time and the study of conditional distributions for non-stopped
processes. Hence the paper [17] deals with issues dissimilar from the problems examined in
the above mentioned papers. Specifically, the main result in [17] (see Theorem 4.4 therein)
shows that, under certain technical assumptions, for the study of probabilistic properties of an
F-optional process stopped at a random time τ the canonical construction of τ is essentially
sufficient.
The paper is organized as follows. In Section 2, we examine the properties of (P,F)-
conditional distributions of random times. We deal there with recently proposed hypotheses (HP)
(for proportionality) and (D P) (for decreasing proportionality), the (complete) separability of
conditional distributions of a random time, as well as with the non-uniqueness of conditional
distributions consistent with a predetermined Aze´ma submartingale. In Section 3, we provide
an explicit general construction of a random time τ , given on an extension (Ω , F ,F,P) of the
probability space (Ω ,F ,F,P), such that the Aze´ma submartingale of τ coincides with F . A
proposed solution is formulated in terms of a generator D of F , that is, an increasing (non-
adapted) process D defined on (Ω ,F ,F,P) such that F is the (P,F)-optional projection of D.
We then solve a similar inverse problem when a (P,F)-conditional distribution (Fu,t )u,t∈R¯+ of
a random time is prescribed, by showing that the general construction can be applied to the
increasing process Dt = Ft,∞. We have here more a priori information about the probabilistic
properties of a random time and we show that the equalityP(τ ≤ u | Ft ) = Fu,t holds for every
u, t ∈ R¯+. It is also shown, in Section 3.3, that our approach can be easily extended to a finite
family of correlated random times with predetermined Aze´ma submartingales. The advantage of
the method presented here is that it is more straightforward and general than the constructions
developed in [9,10].
In Section 4, we revisit the concepts of predictable and optional multiplicative systems
associated with a submartingale, introduced by Meyer [21]. Subsequently, in Section 5, we
present applications of multiplicative systems to constructions of random times. The main goal
is to provide an explicit admissible construction of a single random time with a given in advance
Aze´ma submartingale F satisfying Definition 1.1. To this end, we first employ the multiplicative
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system associated with F in order to construct a random field representing the (P,F)-conditional
distributions of τ . We show that the construction proposed in [10] can be obtained as a special
case of the multiplicative approach. It is also demonstrated that any honest time can be obtained
in that way and the class of honest times can be characterized as the set of all F∞-measurable
random times that satisfy the hypothesis (HP). For further studies of properties of alternative
constructions of random times and the corresponding enlargements of filtrations, we refer to the
follow-up paper by Li and Rutkowski [18].
2. Conditional distributions of random times
In this section, we examine the general properties of the conditional distribution of a random
time with respect to some reference filtration. We work throughout on a complete probability
space (Ω ,F ,F,P) endowed with the filtration F = (Ft )t∈R that satisfies the usual conditions.
We set F∞− = t∈R Ft and we find it convenient to postulate that F∞ = F∞−. We say that
P = Q on F whenever the equality Q|Ft = P|Ft holds for all t ∈ R¯+. Unless explicitly stated
otherwise, all stochastic processes are assumed to be ca`dla`g, but they are not postulated to be
F-adapted. For an arbitrary stochastic process X , not necessarily F-adapted, we denote by FX
the filtration generated by X and satisfying the usual conditions.
2.1. Characteristics of random times
Let us first introduce the notation for several pertinent characteristics of a random time τ
defined on a filtered probability space (Ω ,F ,F,Q). We start by defining the indicator process
H := 1[[τ,∞]]. Next, we introduce the associated increasing process D, such that 0 ≤ Dt ≤ 1
and Dt is F∞-measurable, by setting for all t ∈ R¯+
Dt := Q(τ ≤ t | F∞) = EQ(Ht | F∞). (2)
Finally, we define the (Q,F)-submartingale F associated with τ by setting
Ft := Q(τ ≤ t | Ft ) = EQ(Dt | Ft ) = EP(Dt | Ft )
where P is any probability measure on (Ω ,F) such that P = Q on F. The (Q,F)-supermartingale
G t = 1 − Ft = Q(τ > t | Ft ) is commonly known as the Aze´ma supermartingale of τ .
Therefore, we find it natural to refer to the (Q,F)-submartingale F as the Aze´ma submartingale
of τ (note that F is also a (P,F)-submartingale).
Definition 2.1. The (Q,F)-conditional distribution of τ is the random field (Fu,t )u,t∈R¯+ given
by
Fu,t := Q(τ ≤ u | Ft ), ∀ u, t ∈ R¯+.
The (Q,F)-conditional survival distribution of τ is the random field (Gu,t )u,t∈R¯+ given by
Gu,t := Q(τ > u | Ft ) = 1− Fu,t , ∀ u, t ∈ R¯+.
Note that the following equalities are valid, for all t ≤ u,
Fu,t = EQ(Hu | Ft ) = EQ(Fu | Ft ) = EP(Fu | Ft ) (3)
and thus, in particular, the equality Ft = Ft,t holds for all t ∈ R¯+. It is also worth noting
that Dt = Ft,∞ for all t ∈ R¯+. It is obvious that the random field (Fu,t )u,t∈R¯+ provides more
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information about the probabilistic properties of a random time then its Aze´ma submartingale F .
We will later argue that the knowledge of a process D conveys more information than the Aze´ma
submartingale F . This is intuitively clear since when a random time τ is not known then F can
always be recovered from D, but the converse implication does not hold, in general. It appears
that, for a given Aze´ma submartingale F , one may find several increasing processes D such that
Dt is F∞-measurable and D generates F through the equality Ft = EP(Dt | Ft ).
2.2. Inverse problems
Generally speaking, by an inverse problem we mean a problem of finding random times with
some predetermined probabilistic properties with respect to a reference filtration.
2.2.1. Random time associated with an Aze´ma submartingale
The first inverse problem reads: construct a random time associated with a predetermined
Aze´ma submartingale, where by an Aze´ma submartingale we mean any process F satisfying
Definition 1.1.
Definition 2.2. Let (Ω , F ,F,Q) be any extension of the underlying space (Ω ,F ,F,P) such
that Q = P on F. A random time associated with F is any random variable τ : Ω → R¯+ such
that Q(τ ≤ t | Ft ) = Ft for all t ∈ R¯+.
If τ can be defined on (Ω ,F ,P) as an F∞-measurable random variable then one may take
Q = P. However, it is not obvious a priori whether a random time τ can be defined on the original
space (Ω ,F ,F,P), that is, whether the underlying probability space need to be modified.
To analyze the uniqueness of a (P,F)-conditional distribution of a random time associated
with F , we need first to make precise the concept of F-equivalence.
Definition 2.3. The random fields (F iu,t )u,t∈R¯+ , i = 1, 2 are said to be indistinguishable if the
equality F1·,·(ω) = F2·,·(ω) holds for almost all ω. Two random times τ i , i = 1, 2 given on some
extensions (Ω i , F i ,Fi ,Qi ), i = 1, 2 of the underlying probability space (Ω ,F ,F,P) such that
Q1 = Q2 = P on F are said to be (P,F)-equivalent if the (P,F)-conditional distributions of τ 1
and τ 2 are indistinguishable.
Remark 2.1. Observe that for any random time τ associated with F and any t ≤ u we have that
Q(τ ≤ u | Ft ) = EQ

Q(τ ≤ u | Fu) | Ft
 = EQ(Fu | Ft ) = EP(Fu | Ft ).
Therefore, in the study of (P,F)-equivalence of random times associated with the same Aze´ma
submartingale, it suffices to focus on the conditional probabilities Q(τ ≤ u | Ft ) for an arbitrary
u ∈ R+ and all t ≥ u.
The main motivation for the study of the existence and uniqueness of a random time associated
with a predetermined Aze´ma submartingale comes from the reduced-form approach to credit
risk modeling, where it is common to specify explicitly the dynamics of default intensities
(i.e., hazard rates) with respect to some reference filtration representing the information flow of
market data. In this context, the problem of constructing alternative models of default times for
a predetermined family of intensity processes and the study of the properties of a market model
arise in a natural way. The first inverse problem is studied here for general Aze´ma submartingales
both for a single random time (see Section 3.1) and for a finite family of random times (see
Section 3.3).
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2.2.2. Random time consistent with a conditional distribution
To formulate the second inverse problem, we need first to introduce the following definition,
in which the existence of a random time τ is not postulated a priori. It is clear, however, that
the (P,F)-conditional distribution of an arbitrary random time τ necessarily satisfies conditions
(i)–(iii) of Definition 2.4 irrespective of the choice of a reference filtration F.
Definition 2.4. A random field (Fu,t )u,t∈R¯+ on a filtered probability space (Ω ,F ,F,P) is said
to be an (P,F)-conditional distribution if it satisfies:
(i) for every u ∈ R¯+ and t ∈ R¯+, we have 0 ≤ Fu,t ≤ 1,P-a.s.,
(ii) for every u ∈ R¯+, the process (Fu,t )t∈R¯+ is a (P,F)-martingale,
(iii) for every t ∈ R¯+, the process (Fu,t )u∈R¯+ is right-continuous, increasing and F∞,t = 1.
A random field (Gu,t )u,t∈R¯+ is said to be an (P,F)-conditional survival distribution whenever
Fu,t = 1− Gu,t is a (P,F)-conditional distribution.
Note that for every u ∈ R¯+, conditions (i)–(ii) in Definition 2.4 imply that Fu,∞ =
limt→∞ Fu,t and Fu,t = EP(Fu,∞ | Ft ) for every t ∈ R¯+. Since (iii) yields Fu,t ≤ Fs,t for all
u ≤ s, the (non-adapted) process (Fu,∞)u∈R¯+ is increasing and thus it admits a ca`dla`g version.
If a (P,F)-conditional distribution is given in advance, it is natural to ponder whether one may
construct a random time consistent with this distribution. Hence the following inverse problem
arises: construct a random time consistent with a predetermined (P,F)-conditional distribution,
where the consistency is defined as follows.
Definition 2.5. A random time τ consistent with a (P,F)-conditional distribution (Fu,t )u,t∈R¯+ is
any random time τ defined on some extension (Ω , F ,F,Q) of the underlying space (Ω ,F ,F,P)
such that the equality Q(τ ≤ u | Ft ) = Fu,t holds for all u, t ∈ R+ and Q = P on F.
It is easy to check that for any (P,F)-conditional distribution (Fu,t )u,t∈R¯+ the process Ft,t
satisfies Definition 1.1 of an Aze´ma submartingale. In particular, for all t ≤ s
EP(Fs,s | Ft ) = EP

EP(Fs,∞ | Fs) | Ft
 ≥ EPEP(Ft,∞ | Fs) | Ft
= EP(Ft,∞ | Ft ) = Ft,t .
Any random time consistent with (Fu,t )u,t∈R¯+ is also associated with the Aze´ma submartingale
Ft := Ft,t for all t ∈ R¯+. The converse implication does not hold, however, since an
Aze´ma submartingale F does not specify a unique (P,F)-conditional distribution (Fu,t )u,t∈R¯+ ,
unless some additional properties are postulated. Hence, to examine the issue of existence and
uniqueness of (P,F)-conditional distribution (Fu,t )u,t∈R¯+ associated with F , we will introduce
in Section 2.3 some specific classes of (P,F)-conditional distributions.
Assume that a random time τ (or, equivalently, its indicator process H ) is not observed. Then
the Aze´ma submartingale F can be interpreted as the signaling process for the non-observable
process H . In a typical situation where the filtration F is generated by some process X , assumed
to be observable, the signaling process F is given as a non-anticipating functional of the sample
paths of X . The problem of finding the (P,F)-conditional distribution of τ can thus be seen as a
non-standard form of the non-linear filtering problem for H when the signaling process equals F .
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2.3. Properties of conditional distributions
We are now going to analyze some general properties of (P,F)-conditional distributions of
random times. We first focus on the recently proposed hypotheses (HP) and (D P). We also recall
the classic hypothesis (H), which was studied in numerous papers (see, for instance, [4] or [5]).
Next, we examine the so-called separability of a random time representing a (P,F)-conditional
distribution. Throughout this section, by a (P,F)-conditional distribution we mean any random
field (Fu,t )u,t∈R¯+ satisfying Definition 2.4.
Definition 2.6. A (P,F)-conditional distribution (Fu,t )u,t∈R¯+ is said to satisfy:
(i) the hypothesis (H) whenever for all 0 ≤ u ≤ s < t
Fu,s = Fu,t , (4)
(ii) the hypothesis (HP) (or the proportionality property) whenever for all 0 ≤ u < s < t
Fu,s Fs,t = Fs,s Fu,t (5)
(iii) the hypothesis (D P) (or the decreasing proportionality property) whenever for all 0 ≤ u <
s < t
Fu,s Ft,t ≥ Fs,s Fu,t . (6)
Suppose that a random time τ consistent with a (P,F)-conditional distribution (Fu,t )u,t∈R¯+
is given on (Ω ,F ,F,P) (or on some extension (Ω , F ,F,Q) of this space). Then the hypothesis
(HP) can also be explained in terms of a peculiar behavior of F-adapted processes with respect
to the enlarged filtration G = F ∨ H where H is the natural filtration of the indicator process
H . To this end, let us denote by X any F-adapted process given on (Ω ,F ,F,P), and thus also
on (Ω , F ,F,Q). Then the dynamics of X with respect to the filtration G have a feature that can
be informally stated as follows: the (P,F)-conditional distributions of increments of X change
when τ occurs, but the dynamics of X after τ are independent of the value of τ .
This property is reminiscent of a similar property of an honest time τ , which is manifested
by the well-known G-semimartingale decomposition formula for an F-local martingale (see, for
instance, [15]). In fact, there is a strong connection between honest times and a larger class of
random times satisfying the hypothesis (HP). Specifically, any honest time with respect to F
satisfies the hypothesis (HP) and any F∞-measurable random time satisfying the hypothesis
(HP) is an honest time (see Proposition 5.2).
Example 2.1. Assuming that τ models a default time of a firm, the hypothesis (HP) has the
following interpretation. The dynamics of all F-adapted price processes change at the moment
of default, but their behavior after default does not depend on the timing of default. It is an open
question whether this feature is a desirable property of a credit risk model.
The following result is an immediate consequence of Definition 2.6 and thus its proof is
omitted.
Lemma 2.1. The following implications are valid: (H) H⇒ (H P) H⇒ (D P).
Remark 2.2. The hypothesis (D P) was first introduced in the working paper by S. Song in
2009, and it was subsequently termed the conditional proportionality hypothesis in [10]. The
hypothesis (HP) is termed the conditional law invariance in [10]. Note that any F-stopping time
manifestly satisfies all three hypotheses of Definition 2.6.
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Let Fu,t = Q (τ ≤ u |Ft ) where τ is any random time defined on a filtered probability
space (Ω ,F ,F,Q). Then the hypothesis (HP) is equivalent to the following equalities, for all
0 ≤ u < s < t ,
Fu,s
Fs,s
= Q (τ ≤ u |Fs)
Q (τ ≤ s |Fs) =
Q (τ ≤ u |Ft )
Q (τ ≤ s |Ft ) =
Fu,t
Fs,t
, (7)
where, by convention, we set 0/0 = 0. Similarly, the hypothesis (D P) can be represented as
follows, for all 0 ≤ u < s < t ,
Fu,s
Fs,s
= Q (τ ≤ u |Fs)
Q (τ ≤ s |Fs) ≥
Q (τ ≤ u |Ft )
Q (τ ≤ t |Ft ) =
Fu,t
Ft,t
. (8)
The arguments used in the study of degenerate cases when denominators are equal to zero are
the same as in the proof of Lemma 2.2, so they are not repeated here.
2.3.1. Uniqueness of conditional distributions under hypothesis (HP)
We will now show that the uniqueness of conditional distributions holds under Hypothesis
(HP), provided that some additional technical conditions are met. We will need the following
general definition.
Definition 2.7. A random field (Cu,t )u∈R+,t≥u is said to be multiplicative if the equality
Cu,sCs,t = Cu,t holds for every u ≤ s ≤ t .
Lemma 2.2. A (P,F)-conditional distribution (Fu,t )u,t∈R¯+ satisfies the hypothesis (HP) if and
only if the random field (Cu,t )u∈R+,t≥u is multiplicative, where
Cu,t := Fu,tFt,t . (9)
Proof. Since, by convention, 0/0 = 0, the random field (Cu,t )u∈R+,t≥u given by (9) is well
defined (since clearly {Ft,t = 0} ⊂ {Fu,t = 0} for t ≥ u). Let us first show that the hypothesis
(HP) implies the multiplicative property: Cu,sCs,t = Cu,t . On the event where the denominators
are strictly positive, this implication is obvious. It thus remains to consider two degenerate cases,
namely, the events {Fs,s = 0} and {Ft,t = 0}. For the first case, we note that Cu,s := Fu,sFs,s = 0 on
the event {Fs,s = 0} since, obviously, Fu,s ≤ Fs,s and thus {Fs,s = 0} ⊂ {Fu,s = 0}. Hence, if
the hypothesis (HP) holds, then we get on the event {Fs,s = 0}
0 = Cu,sCs,t = Fu,sFs,s Fs,tFt,t (HP)= Fs,s Fu,tFs,s Ft,t = 0 = Fu,tFt,t = Cu,t . (10)
We also used here the inclusion A := {Fu,s = 0} ⊂ {Fu,t = 0}, which holds since A belongs to
the Fs (hence to Ft ) so that 0 = EP(1A Fu,s) = EP(1A Fu,t ) where Fu,t ≥ 0 and thus Fu,t = 0
on A (alternatively, we note that once a positive martingale Fu,· hits zero, it will stay at zero).
For the second case, we note that the inclusions {Ft,t = 0} ⊂ {Fs,t = 0} ⊂ {Fu,t = 0} hold since
Fu,t ≤ Fs,t ≤ Ft,t for 0 ≤ u < s < t . Hence all equalities in (10) hold on the event {Ft,t = 0}.
To show that the multiplicative property of the random field Cu,t implies the hypothesis (HP),
we note first that (9) and the multiplicative property of Cu,t yield, for all 0 ≤ u < s < t ,
Fu,s
Fs,s
Fs,t
Ft,t
= Fu,t
Ft,t
.
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On the event where Ft,t and Fs,s are strictly positive, we can simply multiply the equality above
by Ft,t Fs,s to show that the hypothesis (HP) holds. Let us now consider the degenerate cases.
Since {Fs,s = 0} ⊂ {Fu,s = 0}, we see that the equality Fu,s Fs,t = 0 = Fs,s Fu,t holds trivially
on {Fs,s = 0}. Similarly, since {Ft,t = 0} ⊂ {Fs,t = 0} ⊂ {Fu,t = 0}, we conclude that the
equality Fu,s Fs,t = 0 = Fs,s Fu,t is satisfied on the event {Ft,t = 0} as well. 
We are in a position to establish the following uniqueness result.
Proposition 2.1. Let (F iu,t )u,t∈R¯+ , i = 1, 2 be (P,F)-conditional distributions associated with
an Aze´ma submartingale F. Assume that:
(i) the hypothesis (HP) holds for F iu,t for i = 1, 2,
(ii) for any fixed u ≥ 0, the F-adapted processes (C iu,t )t≥u, i = 1, 2, given by
C iu,t := F iu,tFt , (11)
are (P,F)-predictable.
Then the (P,F)-conditional distributions F1u,t and F2u,t are indistinguishable.
Proof. By assumption, the hypothesis (HP) is satisfied by F1u,t and F
2
u,t . From Lemma 2.2, we
deduce that the random fields C1u,t and C2u,t are multiplicative. From (11), it is obvious that C1u,t
and C2u,t are increasing in u. By Lemma 2.1, the hypothesis (HP) implies the hypothesis (D P),
which in turn implies that, for a fixed u, the processes C1u,t and C2u,t are decreasing in t . We also
have that, for every t ∈ R+,
EP(C it,∞F∞ | Ft ) = EP(C it,∞ | Ft ) = EP(F it,∞ | Ft ) = F it,t = Ft .
In view of assumption (ii), we conclude that the random fields C1u,t and C2u,t are two predictable
multiplicative systems associated with the (P,F)-submartingale F , in the sense of Definition 4.2.
It thus follows from Theorem 4.2 that the random fields F1u,t and F
2
u,t are indistinguishable. 
Remark 2.3. Condition (ii) in Proposition 2.1 is necessary, in general. Example 5.1 shows that
it is possible to construct two different (P,F)-conditional distributions associated with the same
Aze´ma supermartingale and satisfying the hypothesis (HP).
2.3.2. Separability of conditional distributions
We will now focus on the separability property of a (P,F)-conditional distribution. The main
goal is to establish the equivalence of some form of separability and the hypothesis (HP), under
mild technical assumptions. Separability was previously observed for solutions of certain non-
linear filtering problems (see, e.g., Section 2.1 in [9]). Intuitively, it is related to the fact that the
dynamics of an observed process, denoted by U in [9], change when τ occurs, but the (P,F)-
conditional distributions of the increments of U after τ do not depend on the value of τ . The
following special feature of a (P,F)-conditional distribution was postulated in [9], where the
change of measure approach to a construction of a random time was developed.
Definition 2.8. We say that a (P,F)-conditional distribution (Fu,t )u,t∈R¯+ is completely
separable if there exists a positive, F-adapted, increasing process K and a positive (P,F)-
martingale L such that Fu,t = Ku L t for every u, t ∈ R+ such that u ≤ t .
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It is easily seen that the complete separability of Fu,t implies that the hypothesis (HP)
holds. Indeed, we have that Fu,s Fs,t = (Ku Ls)(Ks L t ) = (Ks Ls)(Ku L t ) = Fs,s Fu,t for all
0 ≤ u < s < t . It appears, however, that the property of complete separability is too restrictive,
since it does not cover all cases of interest. This motivates the introduction of a weaker notion
of separability, which will be shown to imply the hypothesis (HP) if a random time is strictly
positive.
Definition 2.9. We say that a (P,F)-conditional distribution (Fu,t )u,t∈R¯+ is separable at v ≥ 0
if there exist a positive (P,F)-martingale (Lvt )t∈R+ and a positive, F-adapted, increasing process
(K vu )u∈[v,∞) such that the equality Fu,t = K vu Lvt holds for every v ≤ u ≤ t . An (P,F)-
conditional distribution Fu,t is called separable if it is separable at all v > 0.
It is clear from Definitions 2.8 and 2.9 that a (P,F)-conditional distribution Fu,t is completely
separable whenever it is separable at 0.
Lemma 2.3. The following implications hold for any (P,F)-conditional distribution:
(i) if Fu,t is separable at v ≥ 0 then it is also separable at all s ≥ v,
(ii) if Fu,t is separable at v ≥ 0 then the proportionality property (5) holds for all v ≤ u < s <
t .
Proof. For part (i), suppose that a (P,F)-conditional distribution Fu,t is separable at v so that,
for all v ≤ u < t , we can write Fu,t = K vu Lvt . By simply setting Lst := Lvt and K su := K vu ,
we see that the (P,F)-conditional distribution Fu,t is also separable at s ≥ v. To prove part (ii),
suppose that a (P,F)-conditional distribution is separable at v. Then the equalities
Fu,s Fs,t = (K vu Lvs )(K vs Lvt ) = (K vs Lvs )(K vu Lvt ) = Fs,s Fu,t
hold for all u < s < t such that u ≥ v. 
It appears that the separability of Fu,t implies the hypothesis (HP) when F0 = 0, that is, when
the random time τ is strictly positive.
Proposition 2.2. If the (P,F)-conditional distribution of τ is separable and F0 = 0 then the
hypothesis (HP) holds.
Proof. Suppose the (P,F)-conditional distribution Fu,t is separable. We wish to show that the
proportionality property Fu,s Fs,t = Fs,s Fu,t is satisfied for all 0 ≤ u < s < t . By part (ii) in
Lemma 2.3, we only need to consider the case 0 = u ≤ s ≤ t . However, the assumption that
F0 = 0 implies that F0,s = F0,t = 0 for all 0 < s < t and thus F0,s Fs,t = Fs,s F0,t = 0. Hence
the proportionality property (5) holds for all 0 ≤ u ≤ s ≤ t , meaning that the hypothesis (HP) is
satisfied. 
It is natural to conjecture that in the non-degenerate case when Fu,t > 0 for all u, t > 0 the
converse implication also holds, that is, if the hypothesis (HP) is valid then Fu,t is separable.
This is indeed the case, as the following result shows.
Proposition 2.3. Suppose that a non-degenerate (P,F)-conditional distribution (Fu,t )u,t∈R¯+
satisfies the hypothesis (HP). Then the random field Fu,t is separable.
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Proof. Since Fu,t satisfies the hypothesis (HP) and is non-degenerate, it can be represented as
follows, for all 0 < v ≤ u < t ,
Fu,t = Fu,uFv,u Fv,t = K
v
u L
v
t ,
where we set K vu = Fu,u(Fv,u)−1 and Lvt = Fv,t for every v ≤ u ≤ t . To conclude that the
(P,F)-conditional distribution of τ is separable at v, it suffices to note that the process K v is
increasing (this follows from (6) and Lemma 2.1), strictly positive and F-adapted. Also, Lv is a
strictly positive (P,F)-martingale. 
3. Extended canonical constructions
The goal of this section is to present a fairly general method of producing a random time either
associated with a predetermined Aze´ma submartingale or consistent with a given in advance
conditional distribution with respect to a reference filtration. It can be viewed as extensions of
the classic canonical construction of a random time with an increasing hazard process.
In Section 3.1, we will argue that for any Aze´ma submartingale F the associated (non-unique)
random time can be constructed in two steps. In the first step, one has to construct (or select) a
generator D of F on the underlying probability space (Ω ,F ,F,P). The second step hinges on
an ansatz that an increasing process D is the Aze´ma submartingale with respect to the filtration
FD of some random time associated with F . One can thus apply the canonical construction of
a random time associated with an increasing Aze´ma submartingale and check that the random
time defined in this way is indeed associated with F . Note that the first step can be seen as
‘smoothing’ of F by enlarging the original filtration F to the filtration F∞ such that F∞t = F∞
for all t ∈ R¯+, where the term ‘smoothing’ refers to the fact that the martingale component of F
is formally eliminated through the transition from the submartingale F to the increasing process
D such that Ft = EP(Dt | Ft ).
In Section 3.2, we present an alternative, but related, approach based on the following steps.
For a given Aze´ma submartingale F , one needs first to construct the associated (P,F)-conditional
distribution Fu,t , as specified in Definition 2.4. The next step hinges again on the extended
canonical construction based on the increasing process Dt = Ft,∞. Note that the (P,F)-
conditional distribution Fu,t associated with F is typically not unique (see Section 5.2) and
indeed it can be specified through an arbitrary mean. For a survey of methods used to obtain
the (P,F)-conditional distribution the reader is referred to El Karoui et al. [7], who focus on the
so-called density approach in which additional regularity of conditional distribution is imposed
(see also [6–8]).
Finally, in Section 3.3, we show that both methods can be easily extended to the case of a
finite family (τ1, . . . , τn) of random times associated with Aze´ma submartingales F1, . . . , Fn
and coupled together through an arbitrarily chosen copula function.
3.1. Random time with a predetermined generator
Let us first recall the concept of a generator of a process F satisfying Definition 1.1.
Definition 3.1. Let (Dt )t∈R¯+ be an increasing, positive and bounded by 1 process defined on
(Ω ,F ,F,P) such that Dt is F∞-measurable. We say that D is a generator of an Aze´ma
submartingale F whenever F is the (P,F)-optional projection of D, that is, the equality
Ft = EP(Dt | Ft ) holds for every t ∈ R¯+.
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Note that a generator D of F is a non-adapted process, in general. From results of Aze´ma [2]
and Meyer [20,21], it follows that any positive and bounded submartingale F admits a generator.
The well known method of obtaining a generator of F hinges on the notion of a multiplicative
system associated with a submartingale; we present this method in Section 4.
In the context of the inverse problem formulated in Section 2.2.1, it is natural to conjecture
that Dt may be interpreted as the conditional probabilityQ(τ ≤ t | F∞), where a yet unspecified
probability measure Q is given on an extended space and coincides with P on F. The last
condition yields immediately the equality EQ(Dt | Ft ) = EP(Dt | Ft ) = Ft , since Dt is
F∞-measurable.
To construct τ and Q in a canonical way, we extend the underlying probability space
(Ω ,F ,F,P) by setting Ω := Ω × [0, 1], F := F ⊗B[0, 1],F := F⊗B[0, 1] andP = P⊗ λ
where λ is the Lebesgue measure on [0, 1]. We note that the equality P|Ft = P|Ft holds for
every t ∈ R¯+, that is,P = P on F. A uniformly distributed random variable U on (Ω , F ,F,P)
is given by U (ω) = U (ω, x) = x . We decided to denote the extension of P byP, rather than Q,
to emphasize the canonical character of construction described in Lemma 3.1.
Lemma 3.1. Let F be an arbitrary Aze´ma submartingale and let D be any generator of F. Then
the random time τ = inf{t ∈ R+ : Dt ≥ U }, defined on (Ω , F ,F,P), is associated with F.
Proof. Since the equality {τ ≤ t} = {Dt ≥ U } is valid, the F∞-conditional distribution of τ
satisfiesP(τ ≤ t | F∞) =P(Dt ≥ U | F∞) =P(U ≤ x)|x=Dt = Dt . (12)
Consequently, for all t ∈ R¯+,P(τ ≤ t | Ft ) = EP(Dt | Ft ) = EP(Dt | Ft ) = Ft .
More generally, for all u ∈ R¯+,P(τ ≤ u | Ft ) = EP(Du | Ft )
and thus, in particular, P(τ ≤ u | Ft ) = EP(Fu | Ft ) for all 0 ≤ t ≤ u. Note that when
the underlying probability space is sufficiently rich, so that it supports a uniformly distributed
random variable U independent of F∞, then τ may be defined on the original space. 
Remark 3.1. It is worth pointing out that in any construction of τ associated with an Aze´ma
submartingale F satisfying Definition 1.1, the (P,F)-conditional distribution Fu,t of the random
time τ , for a fixed u and any t ∈ [0, u), is invariably given by
Fu,t = P(τ ≤ u | Ft ) = EP(Fu | Ft ).
Hence the alternative constructions of τ associated with the same F may only differ in the
specification of Fu,t for t ∈ (u,∞].
3.2. Random time with a predetermined conditional distribution
We now examine a construction of a random time consistent with a predetermined (P,F)-
conditional distribution. Note that we do not postulate here that this random time is necessarily
consistent with some given in advance Aze´ma submartingale. The next result is a counterpart of
Lemma 3.1.
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Lemma 3.2. Let Fu,t be an arbitrary (P,F)-conditional distribution. Then the random time
τ = inf{t ∈ R+ : Ft,∞ ≥ U }, defined on the extension (Ω , F ,F,P) of (Ω ,F ,F,P), is
consistent with Fu,t .
Proof. It suffices to apply the construction of Lemma 3.1 to the increasing process Ft,∞. Hence
the equality {τ ≤ t} = {Ft,∞ ≥ U } is valid, the F∞-conditional distribution of τ satisfiesP (τ ≤ t |F∞) =P  Ft,∞ ≥ U F∞ =P(U ≤ x)|x=Ft,∞ = Ft,∞. (13)
Consequently, using the (P,F)-martingale property of (Fu,t )t∈R¯+ , we obtainP(τ ≤ u | Ft ) = EP(Fu,∞ | Ft ) = EP(Fu,∞ | Ft ) = Fu,t .
In particular, the equalityP (τ ≤ t |Ft ) = Ft,t holds for every t ∈ R¯+. 
Remark 3.2. A multiplicative system associated with F can also be used to explicitly specify the
(P,F)-conditional distribution of a random time associated with a predetermined process F (see
Lemma 5.1). However, other methods are also available for this purpose, so the multiplicative
approach to the conditional distribution of a random time is merely one possible option.
3.3. Family of random times
In this subsection, we assume that we are given a family of positive submartingales F i
for i = 1, . . . , n defined on (Ω ,F ,F,P), such that for each i , the submartingale F i satisfies
Definition 1.1. For each F i we denote by F iu,t any (P,F)-conditional distribution consistent with
F i and by Di a generator of F i , so that EP(Dit | Ft ) = F it for every i = 1, . . . , n and t ∈ R¯+.
Since no predetermined dependence structure is imposed a priori on the family τ1, . . . , τn ,
there is a lot of flexibility in specifying this dependence. To achieve our goal, we will rely
on a common approach based on the concept of the copula function. Let us thus denote by
ϕ : [0, 1]n → [0, 1] an arbitrary n-dimensional copula function, that is, an n-variate cumulative
distribution function on [0, 1]n with uniform marginal distributions, so that, in particular, we
have that ϕi (xi ) := ϕ(1, . . . , 1, xi , 1, . . . , 1) = xi for every xi ∈ [0, 1] and i = 1, . . . , n. In the
next result, αiu stands either for D
i
u or F
i
u,∞.
Proposition 3.1. Assume that we are given a finite family of submartingales F i , i = 1, 2, . . . , n
defined on a filtered probability space (Ω ,F ,F,P) and satisfying Definition 1.1 and an n-
dimensional copula function ϕ. Then there exist random times τi , i = 1, 2, . . . , n on an extension
(Ω , F ,F,P) of (Ω ,F ,F,P) such thatP = P on F and:
(i) The joint (P,F)-conditional distribution of (τ1, τ2, . . . , τn) is given by the following
expression, for every u1, u2, . . . , un, t ∈ R+,P (τ1 ≤ u1, τ2 ≤ u2, . . . , τn ≤ un |Ft ) = EP ϕ(α1u1 , α2u2 , . . . , αnun ) Ft .
(ii) If αiu = Diu then for i = 1, 2, . . . , n and 0 ≤ t ≤ uP (τi ≤ u |Ft ) = EP(F iu | Ft ). (14)
(iii) If αiu = F iu,∞ then for i = 1, 2, . . . , n and all u, t ∈ R¯+P (τi ≤ u |Ft ) = F iu,t . (15)
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Proof. Since the proof of part (i) for a general n is identical, we will focus on the case of
n = 2. In that case, the copula function ϕ defines a probability measure µϕ on the space
([0, 1]2,B([0, 1]2)) with uniform marginal probability distributions, specifically, µϕ([0, x1] ×
[0, x2]) = ϕ(x1, x2) for every (x1, x2) ∈ [0, 1]2. Let (U1(x1),U2(x2)) = (x1, x2) be the identity
map on [0, 1]2. Then Ui , i = 1, 2 are uniformly distributed random variables on the probability
space ([0, 1]2,B([0, 1]2)) with the joint distribution µϕ . We define an extension of the filtered
probability space (Ω ,F ,F,P) by settingΩ = Ω × [0, 1]2, F = F ⊗B([0, 1]2), F = F⊗B([0, 1]2),P = P⊗ µϕ .
We also formally extend random variables Ui , i = 1, 2, originally given on ([0, 1]2,B([0, 1]2)),
to random variables on (Ω , F ,F,P) by setting Ui (ω, xi ) = Ui (xi ). Therefore, by construction,
the random variable (U1,U2), which is defined on (Ω , F ,F,P), is independent of F∞ underP.
For i = 1, 2, we define the random time τi on (Ω , F ,F,P) by setting τi = inf{u ∈ R+ : αiu ≥
Ui }. Then {τi ≤ ui } = {αiui ≥ Ui } and thus, for all u1, u2 ∈ R+,P (τ1 ≤ u1, τ2 ≤ u2 |F∞) = P U1 ≤ α1u1 , U2 ≤ α2u2 F∞
= P(U1 ≤ x1,U2 ≤ x2)|x1=α1u1 , x2=α2u2
= ϕ(α1u1 , α2u2).
Consequently, the joint (P,F)-conditional distribution of (τ1, τ2) is given by the formulaP (τ1 ≤ u1, τ2 ≤ u2 |Ft ) = EPϕ(α1u1 , α2u2) | Ft.
To establish parts (ii) and (iii), we need also to show that we have the desired marginal conditional
distributions. By construction, we have that {τ2 ≥ 0} = {U2 ≤ 1} and thusP (τ1 ≤ u1 |F∞) = P (τ1 ≤ u1, τ2 ≥ 0 |F∞) =P(U1 ≤ x1,U2 ≤ 1)|x1=α1u1
= ϕ(α1u1 , 1) = α1u1
since ϕ(x1, 1) = x1 for every x1 ∈ [0, 1]. By taking the conditional expectation with respect to
Ft , we obtainP (τ1 ≤ u1 |Ft ) = EPα1u1 | Ft.
Hence for α1u1 = D1u1 we get (14), whereas by setting α1u1 = F1u1,∞ we obtain (15). 
4. Multiplicative systems
In the multiplicative approach to construction of a random time with a given Aze´ma
submartingale, we employ the notion of a multiplicative system introduced in [21] (see also
[2,20]). Hence, for the reader’s convenience, we will first summarize the most pertinent
definitions and results from [21]. We work here on a complete probability space (Ω ,F ,F,P)
with the filtration F = (Ft )t∈R satisfies the usual conditions. As in Section 2, we set F∞− =
t∈R Ft and we postulate that F∞ = F∞−. We denote by Y = (Yt )t∈R¯+ a positive (ca`dla`g)
submartingale and we set X t = EP(Y∞ | Ft ) − Yt for every t ∈ R¯+, so that the process
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X = (X t )t∈R¯+ is a positive (ca`dla`g) supermartingale with X∞ = 0. The process Y is allowed to
have a non-negative jump at infinity, specifically,
Y∞− := lim
t→∞ Yt ≤ limt→∞EP (Y∞ |Ft ) = EP (Y∞ |F∞−) = EP (Y∞ |F∞) = Y∞,
P-a.s.
By the usual convention, we set Y0− = 0 so that Y is continuous at 0 whenever Y0 = 0.
4.1. Multiplicative systems associated with a submartingale
The following definition is borrowed from Meyer [21].
Definition 4.1. A multiplicative system is a positive random field (Cu,t )u,t∈R¯+ satisfying the
following conditions:
(i) for all u ≤ s ≤ t the equality Cu,sCs,t = Cu,t holds; moreover, Cu,t = 1 for u ≥ t ,
(ii) for any fixed u ∈ R+, the process (Cu,t )t∈R¯+ is F-adapted and decreasing,
(iii) for any fixed t ∈ R+, the process (Cu,t )u∈R¯+ is right-continuous and increasing.
A multiplicative system is called predictable (optional, resp.) when the process (Cu,t )t∈R¯+ is
F-predictable (F-optional, resp.).
By convention, we set C0−,t = 0 for every t ∈ R¯+. It should be stressed that the decreasing
process (Cu,t )t∈R¯+ arising in condition (ii) is not necessarily right- or left-continuous, whereas
the increasing process (Cu,t )u∈R¯+ , defined in condition (iii), is not necessarily F-adapted. We
denote by (Dt )t∈R¯+ the increasing and positive (but non-adapted) process given by Dt := Ct,∞.
It is easily seen that Dt is F∞-measurable and 0 ≤ Dt ≤ 1 for every t ∈ R¯+.
Definition 4.2. Given a positive submartingale Y = (Yt )t∈R¯+ , we say that (Cu,t )u,t∈R¯+ is a
multiplicative system associated with Y if, in addition to conditions (i)–(iii) of Definition 4.1, we
have, for all t ∈ R¯+,
EP (Dt Y∞ |Ft ) = EP

Ct,∞Y∞
Ft = Yt . (16)
Observe that if Y∞ = 1 then (16) means that the submartingale Y is the optional projection
of D since obviously EP(Dt | Ft ) = Yt for all t ∈ R¯+ (note that here D∞ = 1). Hence D is a
generator of Y , in the sense of Definition 3.1. The following lemma is a rather straightforward
consequence of Definitions 4.1 and 4.2.
Lemma 4.1. Let (Cu,t )u,t∈R¯+ be a multiplicative system associated with Y . Then, for any fixed
u ∈ R+, the process (Qu,t = Cu,t Yt )t∈[u,∞] is a uniformly integrable (P,F)-martingale.
Remark 4.1. Since a multiplicative system Cu,t associated with a supermartingale Y may not
be right- or left-continuous in the second index, we would like to point out that in the rest of the
paper, we always work with the ca`dla`g version of the (P,F)-martingale Qu,t := Cu,t Yt .
4.2. Predictable multiplicative systems
We will now focus our attention on predictable multiplicative systems. We denote by p Z the
(P,F)-predictable projection of a process Z . The following result is easy to establish.
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Lemma 4.2. Let (Cu,t )u,t∈R¯+ be a predictable multiplicative system associated with Y . Then:
(i) for any fixed u, the process (Cu−,t Yt )t∈[u,∞] is a (P,F)-martingale,
(ii) the following relationship holds, for every 0 ≤ u < t ,Cu,t pYt = Cu,t−Yt−. (17)
We will also need the following well known property of predictable projection.
Lemma 4.3. Let Y be a positive measurable process such that Yt > 0 for every t ∈ R+. Then
the (P,F)-predictable projection pY satisfies pYt > 0 for every t ∈ R+.
Assume that Y∞ = 1. Then Y is a positive submartingale of class (D) defined on [0,∞),
since the equality Y∞ = 1 implies that 0 ≤ Yt ≤ 1 for all t ∈ R+. Let Y = M + B be the
Doob–Meyer decomposition of Y where M is a uniformly integrable martingale M0 = 0 and B
is an F-predictable, increasing process with B0 = Y0 (see, e.g., [25]). We adopt the convention
that M∞ = M∞− := limt→∞ Mt so that Mt = EP(M∞ | Ft ). Consequently, the process B has
a jump at infinity of the size equal to the jump of the process Y at infinity, that is, 1B∞ = 1Y∞.
Let us finally observe that the supermartingale X = 1 − Y is generated by the F-predictable,
increasing process B, in the sense that, for all t ∈ R¯+,
X t := EP(B∞ − Bt | Ft ). (18)
The following theorem, due to Meyer [21] (see also [2] for similar results), establishes the
existence of an associated predictable multiplicative system for every positive submartingale
Y = (Yt )t∈R¯+ such that Y∞ = 1.
Theorem 4.1. (i) Any positive submartingale Y = (Yt )t∈R¯+ with Y∞ = 1 admits an associated
predictable multiplicative system (Cu,t )u,t∈R¯+ .
(ii) If Yt > 0 for every t > 0 then it suffices to set, for all 0 ≤ u ≤ t ≤ ∞,
Cu,t = exp− 
(u,t]
d Bcs
pYs
 
u<s≤t

1− 1BspYs

(19)
where pY is the (P,F)-predictable projection of Y, B is the F-predictable, increasing
process from the Doob–Meyer decomposition of Y and Bc is the path-by-path continuous
component of B.
(iii) For a fixed u ∈ R+, the process (Cu,t )t∈[u,∞] satisfies Cu,u = 1 and
dCu,t = −Cu,t−(pYt )−1 d Bt . (20)
(iv) For any fixed u, the uniformly integrable (P,F)-martingale (Qu,t = Cu,t Yt )t∈[u,∞] satisfies
dQu,t = Cu,t d Mt . (21)
(v) The process Dt = Ct,∞ is positive, increasing and bounded by 1. It generates the
submartingale Y , in the sense that, for all t ∈ R¯+,
Yt = EP(Dt | Ft ). (22)
As opposed to the F-predictable process B appearing in (18), the process D is not even
assumed to be F-adapted. Intuitively, the generator D keeps track of the fluctuations of Y up
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to infinity and thus it has enough flexibility to be bounded by Y∞. For the proof of Theorem 4.1,
the interested reader is referred to Meyer [21]. Let us only mention that to obtain equality (21),
it suffices to apply a version of the Itoˆ formula (see formula (9.3.6) in [12])
d(Cu,t Yt ) = Cu,t dYt + Yt− dCu,t = Cu,t dYt − Cu,t−Yt− (pYt )−1 d Bt
= Cu,t (dYt − d Bt )
where we used (17) in the last equality. To obtain (21), we observe that Y − B = M .
Remark 4.2. Just as we postulated that Y0− = 0, we will also adopt the convention thatQ0−,t = 0 for all t ∈ R¯+.
It should be stressed that a predictable multiplicative system associated with a positive
submartingale Y is not unique, in general. The following result is borrowed from Meyer [21].
Theorem 4.2. Let Cu,t and Cu,t be two predictable multiplicative systems associated with a
positive submartingale Y = (Yt )t∈R¯+ . Then the random fields Qu,t = Cu,t Yt and Qu,t =Cu,t Yt are indistinguishable. In particular, the generators Dt = Ct,∞ and Dt = Ct,∞ are
indistinguishable.
We will sometimes consider strictly positive submartingales satisfying the following
assumption.
Assumption 4.1. The positive submartingale Y = (Yt )t∈R¯+ with Y∞ = 1 is defined on the
filtered probability space (Ω ,F ,F,P) and satisfies Yt > 0 and Yt− > 0 for every t > 0.
The following corollary to Theorems 4.1 and 4.2 will prove useful in the sequel.
Corollary 4.1. (i) Assume that Yt > 0 for every t > 0. Then the random field Cu,t given by
formula (19) is the unique predictable multiplicative system associated with Y .
(ii) Assume that Y satisfies Assumption 4.1. Then the unique predictable multiplicative system
associated with Y satisfies the inequality Cu,t > 0 and equals, for every 0 ≤ u ≤ t ,
Cu,t = C0,tC0,u =
Et

− 
(0,·](
pYs)−1 d Bs

Eu

− 
(0,·](pYs)−1 d Bs
 (23)
where Et (U ) stands for the stochastic exponential of the process U, that is, the unique
solution to the stochastic differential equation dEt (U ) = Et−(U ) (pYt )−1 d Bt with E0(U )
= 1.
4.3. Optional multiplicative systems
Inspired by Meyer [21] and Kardaras in [17,16], we will now demonstrate the existence of
an optional multiplicative system C¯u,t associated with the Aze´ma submartingale of a random
time. Suppose that we are given a random time τ : Ω → R¯+ defined on the filtered probability
space (Ω ,F,P). We denote by A¯ the dual (P,F)-optional projection of a (non-F-adapted) process
H := 1[[τ,∞]]. The (P,F)-optional projection of H is denoted by F , so that Ft = P(τ ≤ t | Ft ).
Finally, V stands for the (P,F)-optional projection of 1[[0,τ ]]. At infinity, we have that F∞ = 1,
whereas for the dual F-optional projection we set A¯∞ := A¯∞− + 1F∞. Let us first recall the
following well known result.
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Proposition 4.1. The process G is generated by A¯, that is, for all t ≥ 0
G t = EP( A¯∞ − A¯t | Ft ) = M¯t − A¯t
where the positive (P,F)-martingale M¯ is defined by M¯t := EP( A¯∞ | Ft ).
Our aim is to show the existence of an optional multiplicative system associated with the
submartingale F . We first consider the case of a strictly positive submartingale F .
Lemma 4.4. Assume that the submartingale Ft = P (τ ≤ t |Ft ) is bounded below by a strictly
positive constant. Let the random field C¯u,t be defined by C¯u,t = 1 for all u ≥ t and
dC¯u,t = −C¯u,t−(Ft )−1 d A¯t , ∀ t ≥ u. (24)
Then the random field C¯u,t is an optional multiplicative system and, for any fixed u ≥ 0, the
process (Q¯u,t := C¯u,t Ft )t∈[u,∞] is a positive (P,F)-martingale bounded by 1 and it satisfies
d Q¯u,t = −C¯u,t− d M¯t . (25)
Proof. We will first show that, for any fixed u, the process (C¯u,t )t∈[0,∞] is positive and bounded
by 1. To this end, it suffices to observe that it is a decreasing process with C¯u,t = 1 for t ≤ u
and with the jump at t satisfying C¯u,t = C¯u,t−(1 − F−1t 1 A¯t ) for t ≥ u. Since G t = Vt −1 A¯t
(see [13, page 576]), we obtain
0 ≤ (1− Vt )F−1t = 1− F−1t 1 A¯t ≤ 1,
and thus we conclude that the process (C¯u,t )t∈[0,∞] is positive and bounded by 1. Therefore, the
processes (Q¯u,t = C¯u,t Ft )t∈[u,∞] are positive and bounded by 1. Next, we show that the process
(Q¯u,t )t∈[u,∞] is an F-martingale. To this end, we observe that formula (9.3.5) in [12] yields
d Q¯u,t = C¯u,t− d Ft + Ft dC¯u,t = C¯u,t− d Ft − C¯u,t− d A¯t = −C¯u,t− d M¯t .
Since the process (Q¯u,t )t∈[u,∞] is bounded by 1, we conclude by recalling that a bounded local
martingale is a martingale. 
Remark 4.3. For every u ≥ 0, the process (Q¯u,t )t∈[u,∞] is a positive supermartingale and the
equality limt→∞ Q¯u,t = C¯u,∞−F∞− holds. One can check that, under our convention, for every
u ≥ 0 the (P,F)-martingale (Q¯u,t )t∈[u,∞] is continuous at infinity, since 1M¯∞ = 0 and thus the
equality 1Q¯u,∞ = −C¯u,∞−1M¯∞ = 0 is satisfied for every u ≥ 0.
We are ready to establish the existence of an optional multiplicative system associated with
the submartingale F .
Corollary 4.2. There exists an optional multiplicative system associated with Ft = P(τ ≤
t |Ft ).
Proof. We set C¯u,t := limϵ↓0 C¯ϵu,t where C¯ϵu,t is defined in Lemma 4.4 for Fϵ = F + ϵ. It is
obvious that the process C¯ϵu,t is decreasing in t and increasing in u. Moreover,
EP

F∞C¯u,∞ | Fu
 = EPlim
ϵ↓0 (F∞ + ϵ)C¯
ϵ
u,∞ | Fu

= lim
ϵ↓0 EP

(F∞ + ϵ)C¯ϵu,∞ | Fu

= lim
ϵ↓0 (Fu + ϵ) = Fu
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where the second equality holds by the monotone convergence theorem and the third equality is
a consequence of Lemma 4.4. 
5. Multiplicative approach to random times
Our next goal is to apply the concepts and results presented in preceding sections to establish
the existence of an explicit solution to the problem of a construction of a random time with a
predetermined Aze´ma submartingale. We first prove that any multiplicative system associated
with F can be used to define a (P,F)-conditional distribution associated with F and the resulting
(P,F)-conditional distribution always satisfies the hypothesis (HP). In Section 5.2, we show
that the uniqueness of a (P,F)-conditional distribution obtained in this way does not hold. If,
however, we chose any predictable multiplicative system associated with F , then the generator D
of F , as well as the (P,F)-conditional distribution Fu,t associated with F are unique and, under
mild technical assumption, the random field Fu,t is completely separable. The paper concludes
with a brief analysis of honest times.
5.1. Multiplicative construction of a random time
Let F be an arbitrary Aze´ma submartingale. We will now show that a multiplicative system
associated with F can be used to construct the (P,F)-conditional distribution Fu,t such that
Ft,t = Ft for all t ∈ R¯+.
Lemma 5.1. Let F be an arbitrary Aze´ma submartingale and let (Cu,t )u,t∈R¯+ be any
multiplicative system associated with F. We define the random field (Fu,t )u,t∈R¯+ by setting
Fu,t =

EP ( Fu |Ft ) , t ∈ [0, u),
Cu,t Ft , t ∈ [u,∞]. (26)
Then Fu,t satisfies Definition 2.4 of a (P,F)-conditional distribution and Ft,t = Ft . Moreover,
the hypothesis (HP) holds.
Proof. The equality Ft,t = Ft is obvious since Ct,t = 1. Therefore, it suffices to show that Fu,t
satisfies conditions (i)–(iii) of Definition 2.4.
Condition (i). Let us first check that 0 ≤ Fu,t ≤ 1. This is obvious for t < u since 0 ≤ F ≤ 1.
For t ≥ u, it is enough to use the properties of the multiplicative system. Recall that Cu,t is
increasing in u and Cu,t = 1 if u ≥ t and the process F satisfies 0 ≤ F ≤ 1.
Condition (ii). Let us fix u. It suffices to check this condition for u ≤ t , since it is obvious for
t ≤ u and there is no jump at u. By Lemma 4.1, the process Cu,t Ft is a martingale for t ≥ u.
Condition (iii). Let us fix t . We first observe that the process (Fu,t )t≤u is increasing in u. Indeed,
F is a submartingale and thus, for all t ≤ u ≤ s
Fu,t = EP ( Fu |Ft ) ≤ EP ( Fs |Ft ) = Fs,t .
Furthermore, condition (iii) in Definition 4.1 of a multiplicative system implies that the process
(Fu,t )t≥u is increasing in u. We also have that F∞,t = 1 since Cu,t = 1 for u ≥ t and F∞ = 1.
Since Cu,t is a multiplicative random field, we obtain, for all 0 ≤ u < s < t ,
Fu,t
Ft,t
= Cu,t = Cu,sCs,t = Fu,sFs,s
Fs,t
Ft,t
. (27)
We thus see from (5) that the hypothesis (HP) is indeed satisfied. 
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We are in a position to establish the result, which furnishes an explicit solution to the
problem of construction of τ associated with a predetermined Aze´ma submartingale F . To prove
Theorem 5.1, it suffices to combine Lemmas 3.2 and 5.1.
Theorem 5.1. Let F be any Aze´ma submartingale and let Cu,t be any multiplicative system
associated with F. Then there exists a random time τ on the extension (Ω , F ,F,P) of the
underlying probability space (Ω ,F ,F,P) such that the (P,F)-conditional distribution of τ
underP equals
Fu,t =P(τ ≤ u | Ft ) = EP ( Fu |Ft ) , t ∈ [0, u),Cu,t Ft , t ∈ [u,∞]. (28)
In particular, the equalityP (τ ≤ t |Ft ) = Ft holds for every t ∈ R¯+ andP = P on F.
Recall that Theorem 4.1 ensures the existence of a predictable multiplicative system
associated with F . It is also evident from Theorem 4.2 that, although a predictable multiplicative
system associated with the positive submartingale F may not be unique, the (P,F)-conditional
distribution Fu,t constructed from any predictable multiplicative systems Cu,t associated with
F is unique and satisfies, for all 0 ≤ u ≤ t , the equality Fu,t = Cu,t Ft =: Qu,t where,
by Lemma 4.1, for a fixed u ∈ R+, the process (Qu,t )t≥u is a uniformly integrable (P,F)-
martingale. Let us also observe that in Theorem 5.1 we only need to deal with the random field
(Cu,t )u∈R+, t≥u since for u = ∞ we always have that F∞,t = C∞,t = 1.
The following assumption corresponds to Assumption 4.1.
Assumption 5.1. The submartingale F = (Ft )t∈R¯+ with F∞ = 1, given on the filtered
probability space (Ω ,F ,F,P), is such that Ft > 0 and Ft− > 0 for every t > 0.
Recall that the equality F = M + B is the Doob–Meyer decomposition of the bounded
(P,F)-submartingale F .
Corollary 5.1. Under Assumption 5.1, the unique predictable multiplicative system associated
with F is given by
Cu,t = C0,tC0,u =
Et

− 
(0,·](
p Fs)−1 d Bs

Eu

− 
(0,·](p Fs)−1 d Bs
 (29)
and the random field Fu,t is strictly positive, except perhaps for F0,0 = F0.
Proof. Formula (29) is an immediate consequence of (23). Moreover, from part (ii) in
Corollary 4.1, we see that Cu,t > 0 for all u ≤ t and thus Fu,t = Cu,t Ft > 0 for all u ≤ t, t > 0.
Also Fu,t = EP ( Fu |Ft ) > 0 for all u > t . Hence the random field Fu,t is strictly positive,
except perhaps for F0,0 = F0. 
The following result shows that Fu,t is completely separable if Assumption 5.1 is satisfied.
Proposition 5.1. Under Assumption 5.1, let the (P,F)-conditional distribution Fu,t = P(τ ≤
u | Ft ) be given by (28) with the predictable multiplicative system Cu,t given by (29). Then the
random field Fu,t = Cu,t Ft is completely separable, namely, for all 0 ≤ u ≤ t ,
Fu,t = Ft C0,tC0,u =
Q0,tC0,u = Ku L t
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where the strictly positive, F-adapted, increasing process K is given by
Ku = (C0,u)−1 = Eu− 
(0,·]
(p Fs)
−1 d Bs
−1
and the strictly positive, uniformly integrable (P,F)-martingale L equals
L t = Q0,t = Ft Et− 
(0,·]
(p Fs)
−1 d Bs

. (30)
Remark 5.1. It is preferable to work under Assumption 5.1, since it allows us to write down
explicitly the form of the predictable multiplicative system associated with F , which is desirable
in applications. Moreover, it also allows one to see that, under Assumption 5.1, the process
(Fu,t )t≥u := Cu,t Ft coincides with the basic i MZ introduced in [11]. In view of Lemma 2.1, the
pair (τ,P) constructed in Theorem 5.1 satisfies the hypothesis (D P) as well, whereas it is clear
that the hypothesis (H) need not to be fulfilled by the pair (τ,P), in general. Furthermore, since
a multiplicative system Cu,t is decreasing in t , we obtain directly, for all 0 ≤ u < s < t ,P (τ ≤ u |Fs)P (τ ≤ s |Fs) = Fu,sFs,s = Cu,s ≥ Cu,t = Fu,tFt,t =
P (τ ≤ u |Ft )P (τ ≤ t |Ft ) .
The last observation can be seen as an independent motivation for the hypothesis (D P). In
fact, in the paper by Jeanblanc and Song [10], the hypothesis (D P) is postulated a priori
and is subsequently used, under some technical assumptions on the process G = Ne−Λ, to
obtain a solution to the problem of existence of a random time with a predetermined Aze´ma
supermartingale G.
5.2. Non-uniqueness of conditional distributions
We now show, by means of a counterexample, that condition (ii) in Proposition 2.1 is
necessary. We claim that it is possible to construct two random times associated the same Aze´ma
submartingale and satisfying hypothesis (HP), but with different (P,F)-conditional distributions.
To justify this statement, let us assume that we are given a strictly positive Aze´ma submartingale
F with F0 = 0. By applying Theorem 5.1 to a predictable multiplicative system Cu,t , we obtain
the existence of a random time τ satisfying the hypothesis (HP). Given the random time τ , we
can apply Corollary 4.2 to show the existence of an optional (non-predictable) multiplicative
system C¯u,t associated with F . Therefore, by an application of Theorem 5.1 to C¯u,t , we obtain
the existence of another random time, τ¯ say, such that:
(i) the process F is the Aze´ma submartingale of τ and τ¯ ,
(ii) the random times τ and τ¯ satisfy the hypothesis (HP),
(iii) the (P,F)-conditional distributions of τ and τ¯ are different, in general.
Property (iii) holds since the (P,F)-conditional distributions of τ and τ¯ are given by Fu,t =Cu,t Ft = Qu,t and F¯u,t = C¯u,t Ft = Q¯u,t for all u ≤ t , where in turn (see (21) and (25))
dQu,t = Cu,t d Mt , d Q¯u,t = −C¯u,t− d M¯t . (31)
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Equivalently, in view of (20) and (24)
Cu,t = 1− 
(u,t]
Cu,s−
p Fs
d Aτs , C¯u,t = 1−

(u,t]
C¯u,s−
Fs
d A¯τs
where A¯τ and Aτ denote the dual F-optional and F-predictable projections of 1[[τ,∞]]. Sadly, it
is not easy to give an explicit non-trivial example of a random time for which the dual optional
projection is known and thus is it more convenient to focus instead on dynamics (31).
Example 5.1. To give an explicit (albeit somewhat artificial) counterexample, suppose that T1
is the first jump time of a Poisson process with intensity λ. Let the filtration F be generated by
the process H1t = 1{T1≤t}. Then, for any 0 < ϵ < 1, the process Ft = 1 − (1 − ϵ)(1 − H1t ) is
strictly positive, increasing and satisfies Definition 1.1. On the one hand, it is easy to check that
the random field C¯u,t := Fu F−1t for u ≤ t is an optional multiplicative system associated with
F . By an application of Theorem 5.1 to F and Cu,t = C¯u,t , we obtain the existence of a random
time τ¯ associated with the Aze´ma submartingale F and satisfying the hypothesis (HP). In fact,
τ¯ satisfies the hypothesis (H) since it equals (see Lemma 3.2)
τ¯ = inf{t ∈ R+ : Ft,∞ ≥ U } = inf{t ∈ R+ : Ft ≥ U }
with an increasing, F-adapted process F and thus Fu,u = Fu,t = Fu,∞ for all 0 ≤ u < t . On the
other hand, the Doob–Meyer decomposition of F reads
Ft = Mt + Bt = (1− ϵ)(H1t − λ(T1 ∧ t))+ ϵ + λ(1− ϵ)(T1 ∧ t). (32)
Since B is continuous and p Mt = Mt− (see Theorem 4.5 in [22]), we deduce from (32) that
p Ft = Ft− for all t ∈ R+. Hence, from Theorem 4.1, the unique predictable multiplicative
system associated with F equals, for all u ≤ t (see Eq. (19))
Cu,t := exp− 
(u∧T1,t∧T1]
λ(1− ϵ)
ϵ + (1− ϵ)1{T1<s}
ds

.
By applying Theorem 5.1 to Cu,t , we obtain the existence of a random time τ such that (P,F)-
conditional distribution of τ satisfies Fu,t = Cu,t Ft for all u ≤ t . We observe that τ satisfies
the hypothesis (HP), but the hypothesis (H) fails to hold. Finally, the dynamics of the (P,F)-
conditional distributions of τ and τ¯ for a fixed u and t ≥ u differ since the dynamics of Fu,t are
driven by the martingale M (see (31)), whereas the process F¯u,t = Fu is constant for t ≥ u.
Remark 5.2. Observe that τ¯ is a pseudo-stopping time (since the hypothesis (H) holds for τ¯ ) and
thus M¯ is necessarily a constant martingale (see Theorem 1 in [23]). A similar argument can be
used to show that the construction based on Theorem 5.1 with an optional multiplicative system
C¯u,t is not capable of producing non-trivial pseudo-stopping times, that is, pseudo-stopping times
for which the hypothesis (H) fails to hold.
5.3. Honest times
Let us now make a few comments regarding an important class of random times extending the
class of F-stopping times, namely, the honest times. They were studied, for instance, by Jeulin
and Yor [14,15], Yor [26], Nikeghbali and Yor [24] and Kardaras [17].
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Definition 5.1. A positive random variable τ defined on a filtered probability space (Ω ,F ,F,P)
is called an honest time if, for every t > 0, there exists an Ft -measurable random variable τt
such that τ is equal to τt on the event {τ ≤ t}, that is, τ1{τ≤t} = τt1{τ≤t}.
An honest time can be alternatively defined as the end of an optional set. The hypothesis (H)
fails to hold for an honest time, unless it is an F-stopping time, since an honest time is an F∞-
measurable random variable. The following result shows, in particular, that the class of random
times satisfying the hypothesis (HP) encompasses honest times.
Lemma 5.2. Let τ be an honest time τ on a filtered probability space (Ω ,F ,F,P). Then
there exists a multiplicative system (Cu,t )u,t∈R¯+ associated with the Aze´ma submartingale
Ft = P(τ ≤ t | Ft ), such that Ct,∞ = 1{τ≤t}, that is, the increasing process Ct,∞ takes
only the values 0 and 1. The (P,F)-conditional distribution of τ satisfies the hypothesis (HP).
Proof. We set Cu,t = 1{τt≤u}. It is easy to see that Cu,t is increasing and right-continuous in u
and is F-adapted and decreasing in t . It is clear that the equality τu = τt holds on {τt ≤ u} and
thus Cu,t is multiplicative since, for all 0 ≤ u < s < t ,
Cu,sCs,t = 1{τs≤u}1{τt≤s} = 1{τt≤u} = Cu,t .
By setting t = ∞, we obtain Cu,∞ = 1{τ≤u}. Finally, condition (16) holds trivially, since for all
u ≥ 0
EP

Cu,∞
Fu = P(τ ≤ u | Fu) = Fu .
We conclude that Cu,t = 1{τt≤u} is a multiplicative system associated with F . Furthermore,
the (P,F)-conditional distribution of τ satisfies Fu,t = EP(Fu | Ft ) for u ≥ t and Fu,t =
Ft1{τt≤u} = Ft Cu,t for u < t . Hence the hypothesis (HP) holds by Lemma 2.2 (or by
Lemma 5.1). 
Let us now consider an arbitrary multiplicative system Cu,t . For every t > 0, let L t be an
Ft -measurable random time given by
L t = sup{0 < u ≤ t : Cu,t = 0} = sup{0 < u ≤ t : Cu−,t = 0}. (33)
Then L t ≤ Ls for t ≤ s. In particular, L t ≤ L∞ where
L∞ = sup {u > 0 : Cu,∞ = 0}. (34)
Since Cu,t is a multiplicative system, it is easy to see that Cs,t = 0 for every s ∈ [0, L t ). The
following lemma is easy to prove.
Lemma 5.3. The following properties are valid:
(i) the increasing process (L t )t∈R+ is F-adapted,
(ii) for every t > 0, the equality L∞ = L t holds on {L∞ < t} so that L∞ is an honest time.
Example 5.2. Consider Lemma 5.1 with a multiplicative system Cu,t associated with F . Assume
that the increasing process Ct,∞ takes only values 0 and 1. Then the random time τ introduced
in Lemma 3.1 equals τ = inf{u ∈ R+ : Cu,∞ = 1} and thus τ = L∞ where L∞ is defined in
(34). Hence, by part (ii) in Lemma 5.3, τ is an honest time.
The following result characterizes honest times as F∞-measurable random times satisfying
the hypothesis (HP).
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Proposition 5.2. Let τ be a random time on a filtered probability space (Ω ,F ,F,P). Then τ is
an honest time if and only if τ is F∞-measurable and satisfies the hypothesis (HP).
Proof. The ‘only if’ part follows from Definition 5.1 and Lemma 5.2. To prove the ‘if’ part, let
us assume that τ is F∞-measurable and satisfies the hypothesis (HP). Then, by Lemma 2.2, the
random field (Cu,t )u∈R¯+, t≥u , given by Cu,t := Fu,t F−1t , is a multiplicative system. Moreover,
by part (ii) in Lemma 5.3, the random time L∞ given by (34) is an honest time. The assumption
that the random time τ is F∞-measurable implies that Cu,∞ = 1{τ≤u} and thus τ = L∞. Hence
τ is an honest time. 
From the proof of Lemma 5.2, the (P,F)-conditional distribution of the end of an optional
set can be expressed in terms of its Aze´ma submartingale F and the family τt of Ft -measurable
random variables. This is not a fully satisfactory characterization of Fu,t when we address the
problem of finding a random time associated with F , since the random times τt are not given
a priori. A stronger result is known to hold for ends of predictable sets: if τ is the end of a
predictable set then the (P,F)-conditional distribution is given in terms of F only; specifically,
Fu,t = EP(Fu | Ft ) for t ≤ u and Fu,t = Ft1{τt≤u} for t > u where τt := sup{0 < u ≤
t : Fu− = 0} (see [19]). Of course, the random field Fu,t satisfies the hypothesis (HP). Using
Lemma 3.2, one may thus construct a random time τ on the extended probability space consistent
with Fu,t . In view of Proposition 5.2, the random time τ obtained in this way is an honest time,
since it satisfies the hypothesis (HP) and is F∞-measurable (the latter property is true since Ft,∞
takes only values 0 and 1).
The natural question is then to characterize the class of all Aze´ma submartingales
corresponding to honest times. It is common in the literature to work under the assumption that
all F-martingales are continuous, so that any optional set is predictable. Under this postulate,
the (P,F)-conditional distribution of an honest time is uniquely determined by its Aze´ma
submartingale. In particular, if Ft− > 0 for every t > 0 then an honest time τ satisfies (H)
and thus it is a stopping time. The interested reader is referred to Nikeghbali and Yor [24] and
Kardaras [17] for a detailed study of honest times that avoid all F-stopping times and their Aze´ma
submartingales.
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