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ABSTRACT 
We examine a direct method based on an LU decomposition of the rectangular 
coefficient matrix for the solution of sparse linear least squares problems. We wish to 
develop a method which is also stable for weighted systems and at the same time 
preserves much of the original sparsity. We also describe a general updating scheme 
for modifying the solution when extra equations are added. This is particularly useful 
in the case when these added equations are nonsparse. We illustrate our description 
and analyses by runs on test examples. 
1. INTRODUCTION 
We consider an algorithm for the direct solution of the linear least 
squares problem 
minllb-ArII, (14 
x 
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where A is an m x n sparse matrix. Duff and Reid [7] compared variants of 
four methods for solving (1.1) from the point of view of preserving sparsity. 
They concluded from numerical examples that when stability is important, 
the method of Peters and Wilkinson [14] was the best in this respect. In 
particular, they found that methods based on orthogonal transformations 
which hold these transformations explicitly are particularly bad at preserving 
sparsity. However, for problems which do not have very heavily weighted 
rows (see Sec. 4), recent work of George and Heath [lo] avoids this problem 
by discarding these orthogonal factors and working with the normal equa- 
tions where the Cholesky factors are obtained using orthogonal transforma- 
tions. 
In this paper, we develop and extend the method of Peters and Wilkin- 
son. We discuss the basic method and some minor modifications to it in 
Sec. 2. We allow the rows of b -Ax to have widely differing weights and also 
allow linear constraints for which we do not have to introduce an artificial 
weighting. In Sec. 3 we discuss the stability of our techniques and in Sec. 4 
we consider weighted problems. Pivoting strategies for preserving sparsity 
are discussed in Sec. 5. 
In some problems, the matrix A can have a few nonsparse rows, which, if 
included, would cause severe fill-in in the sparse factorizationa For such 
problems, we suggest in Sec. 6 the use of an updating algorithm which 
efficiently updates the solution when a few equations and/or constraints are 
added. A new feature of this algorithm (compare [9]) is that the initial 
problem is allowed to be rank deficient. 
Throughout this paper, we illustrate our discussion with results of runs on 
test examples. The examples we use are similar to those in [7], to which we 
have added two problems discussed in [17] and some small illustrative 
examples described in this text. All our programs have been written in 
FORTRAN and compiled using the IBM FORTRAN H extended (enhanced) 
compiler with OPT=~. All arithmetic is in IBM double precision (approxi- 
mately 16 decimals), and timings are in milliseconds on an IBM 3033. 
2. THE METHOD OF PETERS AND WILKINSON 
We now describe a slightly modified version of the method of Peters and 
Wilkinson [14]. The modified method has advantages for solving problems 
where the system Ax= b is consistent or nearly consistent. We also discuss 
how the method can be easily extended to handle linear constraints. 
The first step is to compute an LU factorization of the rectangular matrix 
A, using Gaussian elimination with both row and column interchanges. This 
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is equivalent to multiplying a permutation of A from the left by the product, 
M, of a sequence of elementary elimination matrices. 
If we carry out the same transformations on the right hand side, we 
obtain 
where PI, Pz are permutation matrices, and U is an r Xn upper trapezoidal 
matrix with r = rank( A). 
If we look at this in terms of an LU decomposition of A, 
P,AP,=LU, (2.3) 
with L a unit lower trapezoidal m X T matrix, then we have 
Now if x, is any solution of the system 
UP&=c, 
the residual norm corresponding to it is given by (cf. [l]) 
lb-Ax,llz= llP,(b-Ad/I, 
=IILc+w4, 
= Ildll,. 
[from (2.3), (2.4), and (2.5)] 
(2.5) 
(2.6) 
Thus, if (Id /I2 <E (E some suitable tolerance), then x, is a solution to (1.1) 
with a slightly perturbed right hand side b, and we can immediately accept 
x, as the solution to our problem at the cost of a simple forward elimination 
(2.2) and back substitution (2.5). We show in Table 1 the savings which can 
be achieved in such a case. 
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TABLE 1 
RESULTS COMPARINGTHEMODIFIEDPETERS-WILKINSON ALG~RITHMAGAINSTTHE 
ORIGINAL FOR CONSISTENT ABLE FLATNESS E~nn.9 
M, number of rows 84 144 220 
N, number of columns 64 160 144 
NZ, number of nonzeros 252 432 660 
Time for initial 
decomposition (2.3) 40 78 
Time for forward 
elimination (2.2) 1 2 
Total time for 
solution (fulI P&W) 114 226 
Total time for solution 
(using consistency) 
Final residual (P&W) 9X lO-4i 5X 10-y 
Final residual 
(consistent method) 5x 10-14 1x10-‘3 
*Threshold parameter in the initial decomposition was 0.01. 
126 
3 
381 
131 
7x 10-14 
5x 10-14 
However, if 1) d 11 2 is larger, we would like to be able to solve the least 
squares problem for our initial decomposition (2.1) and (2.2). For an arbitrary 
x we have that 
P,(b-Ax)=Lc+ ; -LUP,‘x 
( 1 
= -LZ, (2.7) 
where UP,Tx=c+z. (2.8) 
Hence, x is a least squares solution of (1.1) if it satisfies (2.8), where z is 
the solution of 
[from (2.7)] (2.9) 
Since we formed L by pivoting on A, the least squares problem (2.9) can 
be solved by the method of normal equations: 
LTLz= LT (2.10) 
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using the Cholesky decomposition 
LTL = ET. (2.11) 
Another advantage of this modification of Peters and Wilkinson’s method 
is that Eq. (2.10) is only used to compute a correction to the equations (2.8), 
and so, for problems with small residuals (11 d (1 2)r this method should be 
more stable, since any mild ill-conditioning in L will only affect the correc- 
tion x. 
Suppose we now have p constraints which are linearly independent. 
Since our pivoting strategy (Sec. 4) will effectively pivot on them first, we let 
them be the first p equations in P, Ax= PI b. We then have the decomposi- 
tion shown in Fig. 1 (note that our pivoting may also interchange columns). 
FIG. 1. 
partitioned 
is mXn. 
- 
P 
LU decomposition of P,AP, and effect of forward elimination 
according to T (rank of A) and p (number of constraint equations). 
on P,b 
System 
Now, since our solution x is required to satisfy the first p equations, the 
first p rows of Lz in Eq. (2.7) must be zero, implying that the first p 
components of z must be zero, and so z is of the form 
( ) 0 >P 22 (2.12) 
Thus with the partitioning of L given in Fig. 1, we get from Eq. (2.7) that z2 
is a least squares solution of 
L,z,= 0 1-p ( 1 d }m-7’ (2.13) 
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the solution to which can be obtained using the normal equations 
Then the solution x= P23i: to the constrained, 
problem is obtained by the back substitution 
(2.14) 
rank deficient least squares 
(Ul 4 4:)=( ca:“2)’ (2.15) 
where the undetermined components Z2 are normally set to zero. 
We remark that if linearly dependent constraints occur, this will be 
detected during the factorization of A, and it is simple to add a check for 
consistency of such constraints. 
3. STABILITY 
One of the principal reasons for studying the method of Peters and 
Wilkinson is the known stability problems in using the normal equations 
approach. This is highlighted in an example in the following section on 
weighted least squares problems. In this section we examine the stability of 
our modification of Peters and Wilkinson. 
Clearly, we would expect to require as numerically satisfactory a pivoting 
strategy for the initial LU decomposition (2.3) as in the solution of linear 
equations by Gaussian elimination. However, in the least squares case, there 
are additional features which make life a little more difficult. Clearly, we 
cannot scale the rows of the coefficient matrix without changing the least 
squares objective function. Also, any ill-conditioning in L will affect us to a 
worse degree than for linear equations, since here we are forming LTL and 
thus squaring the condition number. Furthermore, it is not true we can 
immediately take nonzeros in singleton rows (that is rows with only one 
nonzero in them) as pivot, since the situation 
E 0 
I I 11, &<l 1 2 
is quite possible when solving a least squares problem (even of full rank), 
while such an occurrence in the solution of linear equations implies the 
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matrix is singular. Obviously, pivoting on E would be disastrous, and in 
general partial pivoting either by rows or columns is not sufficient. 
For these reasons, Peters and Wilkinson [14] use complete pivoting in 
their LU factorization. We cannot afford to do this in the sparse case, 
because then we would not be able to preserve sparsity. We therefore relax 
the stability criterion by allowing a nonzero uiy to be the pivot at the kth 
step if 
(3.1) 
where u is a preset parameter in the range 0 to 1. As in the solution of linear 
equations, we call u the threshold (parameter) and the pivoting criterion 
(3.1) threshold pivoting, and will normally recommend a compromise value 
for u of about 0.1. We are, of course, assuming that the whole of the active 
matrix can be held in core in order that we can implement this pivot 
selection technique efficiently. 
This threshold criterion (3.1) will cause the elements in L to satisfy the 
bound 
lZikl <u-r, i>k, (3 *2) 
and will also ensure that for k= 1 2 > ,...> rr 
kx~nla~;+‘)) <(l+~-‘)~~;~lu$)l, k<i<m, (3.3) 
where A, = {uif)} is the reduced matrix at the start of the kth elimination 
step. By an obvious extension of the result of Reid [16], we can see that the 
factorization we obtain is exact for the perturbed matrix 
A+E 
with E = {eii}, where 
max Jejil < 3.01~$~(1 +u-‘)Ei max lUii(, 
l<j<n l<j<n 
(3.4) 
where .$ is no greater than the number of nonzeros in row i of L and 
corresponds to the maximum number of operations performed on any 
columns up to stage min(i - 1, j). This gives a bound for the relative 
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perturbation in each row of A and shows that the factorization (2.3) is stable 
even when the row norms of A differ widely. 
It is well known that even when u = 1, the inequality (3.2) does not mean 
that L (and therefore L*L) will be well conditioned. However, in practice, as 
a result of our pivotal strategy, any ill-conditioning of A will usually be fully 
reflected in U, and L will be well-conditioned (see [14]). In the next section 
we show that the situation is essentially the same for weighted least squares 
problems, even when the weights differ greatly in magnitude. 
4. WEIGHTED LEAST SQUARES PROBLEMS 
We now consider the weighted least squares problem 
(4.1) 
where W is a non$ngular (often diagonal) weighting matrix. In the following, 
we will assume A to be row equilibrated, so that all rows of A have equal 
norm. It follows from [18] that :uch a row sc$ing will approximately 
minimize the condition number of A. It is then K(A) rather than K( WA) that 
determines the conditioning of the problem (4.1). 
Note that for the statistical linear model 
where r is an unknown noise vector of zero mean and covariance S, the 
correct choice of weighting is W= S - ‘I2 Here, we will consider only the . 
case 
W=D=diag{d,,d, ,..., d,}. 
We remark that in practice the weights di may vary widely in size, e.g. when 
certain linear combinations of the unknowns are known to high accuracy. 
To illustrate the stability of our methods we will study the particular 
weighting 
D=diag{w,w,w ,..., w,l,l,..., l} 
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with to>> 1 and p < n. We denote the corresponding scaled quantities by 
(4.2) 
where each row of A, and 6, is multiplied by w. 
For the largest_ singular value of A we immediately get the estimate 
o,,( A,) 2 wo,,( A, )a If we assume that the singular vector _corresponding 
to the smallest singular value of A, lies in the nullspace of A,, we further 
have a,,,( A,) = a,,,( A,) and the inequality 
K(Aw) >w %,(4) 
urnin(A2) * 
We conclude that even when the matrix A^ is well conditioned, the method 
of normal equations can break down if w > (macheps) - ‘12, where macheps is 
the machine precision. Indeed, formation of the normal equations gives 
thus czusing loss of all information in A, and g2 unless A, only involves 
rank( A,) of the variables. We illustrate this by running our codes on the 
consistent system 
w w w 
I II 
3w 
1 
1 X= 1 
1 
1 1 
with varying values of w. The results are shown in Table 2. 
TABLE 2 
FAILUREOF NORMAL EQUATIONSONWEIGHTEDPROBLEMS 
(4.3) 
* 
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Powell and Reid [15] have shown how pivoting can be used with 
orthogonal methods to produce satisfactory algorithms even in the presence 
of widely differing weights. We illustrate the similar good behavior of the 
Peters-Wilkinson technique on the example (4.2). In the following, we 
always indicate explicitly the dependence on w. The LV factorization of A, 
will have the form 
4 =( w-l;:: L22)( w”‘w~;). 
where L,, is p by p, and so the matrix of the reduced normal equations, LTL, 
is of the form 
LTL_ L:,L,, +w-2L;,L21 
-( 
which is almost block diagonal and with condition number almost indepen- 
dent of w. The Cholesky factorization of LTL will yield 
where 
p= ~~+0W2) I w-‘E,‘L;,L,+o(w-3) 0 i ;‘+o(w-y ’ 
where L”, and i2 are the Cholesky factors of LT,L,, and LLL,, respec- 
tively. 
In the original method of Peters and Wilkinson, we must solve 
fL”ry = LT 
Wd, I I E;, ’ 
but the heavy weighting on the rows of 6, will not cause us any instability 
because the elements in the (2,l) block of L” are of order w-i. There is even 
less of a problem with our modified method, since the right hand side of our 
reduced equations will have order unity. 
One way of handling linear constraints (for example, [12, Chapter 221) is 
to assign large weights to these equations, where “large” is defined to be a 
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weighting at least (macheps)- ‘i2 greater than for any nonconstraint equa- 
tion. We do not pursue this approach, for two reasons. Clearly, as we 
illustrated in Sec. 2, our algorithm simplifies in the presence of constraints 
(giving us a smaller least squares problem to solve), and secondly, in order to 
choose a sensible weighting for constraints, we need to know the other 
weights a priori and also be assured that A is well scaled. Thus, we 
effectively assign infinite weights to constraints so that they are always 
pivoted on first, or at least before any other equations whose pivot variable 
also appears in a constraint equation. The use of these “infinite” weights 
does not cause us any trouble in our implementation, because there we do 
not work with explicitly scaled equations. Thus, our threshold criterion (3.1) 
becomes 
and we obtain a factorization 
of the unscaled matrix A. 
If D=diag{d,, d, ,..., d,}, and A = DA etc., then this factorization is 
related to our earlier one (2.3)-(2.4) through 
L=D-'LD, fi=D-'U, 
and 
and if SD-'z, Eqs. (2.14) and (2.15) can be written 
Provided that the scaling itself does not introduce any roundoff, we will get 
the same numerical results whether or not the equations are explicitly scaled. 
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This property of scaling invariance was shown to hold for Gaussian elimina- 
tion by Bauer [2], and our result above is an easy generalization of this. 
We end this section by establishing an a posteriori error analysis for the 
weighted problem. This is similar to. the result in [19] for unweighted 
problems. We state our result as a theorem. 
THEOREM 4.1. Let X and ? be the computed solution and residuul to the 
least squares problem 
Then, if b = W- and A = WA, X and 5 are the exact solution and residual fm 
the perturbed problem 
min]](b+e)-(A+E)xl]e 
r (4.5) 
with 
E=- WWT?TTA 
II W’~ll~ 
(4.6) 
and 
e= E?. (4.7) 
Proof. Because of the relationship (4.7) between e and E, the residual 
corresponding to taking X as the solution of (4.5) is 
(b+e)-(A+E)%=b-A%=+, 
and so to prove the theorem we have only to show that 
(A+E)*i'=O. 
But 
(A + E)T+ AT+ ATeTwwTf 
lWTd 
[from (4.6)] 
=ATO=O. 
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One consequence of this result is that we can provide a criterion for 
estimatingwhen our computed solution is satisfactory. This will be when the 
norm of E (= W- ‘E) is small relative to the norm of A^. If we consider a 
diagonal scaling W= D, then 
and so the relevant test is in terms of the unscaled quantities 
II~D2T^I12 < to1 11412 ) D241,, 
where we have put 
5. PRESERVATION OF SPARSITY 
There are three stages in Peters and Wilkinson’s method at which we can 
lose sparsity present in the original system. These are 
(i) the original LU decomposition, 
(ii) the formation of the reduced normal equations LTL, and 
(iii) the Cholesky factorization of LTL. 
We preserve sparsity when factoring LTL, (iii), by choosing as pivot at each 
stage that nonzero from the diagonal with the least number of nonzeros in its 
row. This minimum degree criterion has proved itself effective over a wide 
range of matrices, and we know of no other technique competitive for 
general systems. Fill-in (when a zero element becomes nonzero) in steps (i) 
and (ii) is controlled by sparsity pivoting in the initial decomposition, and it 
is this which we now consider. 
We compare three methods of pivoting for sparsity in the LU decomposi- 
tion (i). The first is the well tried and tested criterion due to Markowitz [13], 
where the nonzero chosen as pivot minimizes the product of the number of 
other nonzeros in its row and the number of other nonzeros in its column, 
subject to the threshold criterion (3.1) [or (4.4)] being satisfied. However, 
since we are more concerned with keeping the number of nonzeros in L low, 
there are strong arguments for adopting a simpler strategy where the pivot at 
each stage is chosen from the column with the least number of nonzero 
elements, and within that column we select the nonzero with the least 
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number of nonzeros in its row, subject to our threshold criterion again being 
satisfied. We call this criterion ci. 
A third criterion aimed at avoiding creating nonzeros in LTL was 
suggested by Bjorck [4]. Let si, k < i $ m, be the number of nonzeros in the 
ith row of the computed part of L. An upper bound on the number of 
nonzeros added to the lower triangular part of LTL when the pivot is chosen 
from the jth column is 
kj= z (Si+l)* 
iEBi 
where Bi is the set of row indices of the nonzero elements in the jth column. 
TABLE 3 
A COMPARISON OF DIFFERENT ORDERINGS FOR INITIAL LU DECOMPOSITION* 
Problem Pl P2 P3 P4 P5 P6 P7 
Number of equations 197 220 100 1850 958 313 313 
Number of variables 150 144 50 713 292 176 176 
Nonzeros in A 546 660 300 10608 1916 1557 1557 
NonzerosinL+U 
Markowitz 546 1504 300 18270 1936 1818 1877 
No&?ros 2. in L 
868 1522 386 19578 3234 2803 3142 
825 1540 369 19355 3226 3005 3083 
Markowitz 394 998 250 14935 1634 1374 1428 
ci 515 1032 307 15984 2701 2047 2329 
ki 484 1050 294 15732 2698 2204 2251 
Nonzeros in LTL 
Markowitz 628 1712 512 10687 1253 1572 1604 
‘i 1499 1685 725 10985 1922 2447 2701 
4 1239 1722 651 10554 1930 2555 2577 
Time for L U decomp . 
Markowitz 29 195 15 3230 227 166 164 
ci 61 114 25 3210 234 228 268 
k, 71 126 27 3149 263 284 295 
Total time for soln . 
Markowitz 145 446 81 5266 542 399 399 
Zi 272 48 375 91 100 5856 01 688 710 660 756 751 45
‘The threshold parameter was set to 0.01 except for the last column, where it 
was 0.25. The test problems are: Pl: random columns from 199; P2: table 
flatness; P3: random matrix; P4: [17]; P5-P7: surveying. 
SPARSE LINEAR LEAST SQUARES PROBLEMS 57 
The column which minimizes ki is chosen as pivotal column, and then the 
nonzero in this column with least nonzeros in its row is taken as pivot, 
subject to satisfying the numerical criterion. 
It is hard to show the superiority of any one of these strategies, particu- 
larly since there is, in general, no monotonicity between the number of 
nonzeros in L, the number in LTL, and the number in L”, the Cholesky factor 
of LTL. We have therefore run these three strategies on all of our test 
examples with several different values for u, the threshold parameter. We 
show results from a representative sample of these runs in Table 3. Problem 
P4 is from [17]. The other problems are similar to those described in [7l; 
however, their order is different, because different random number genera- 
tors were used in this case, the surveying problems are from slightly different 
sources, and the table flatness example is larger than those used in that 
paper. 
As is quite clear from these results, the Markowitz criterion is, in general, 
by far the best, and we have no hesitation in recommending its use as 
sparsity criterion for the initial LU decomposition of A. All of our other runs 
for this paper use this criterion. The results of Table 3 also confirm the 
findings of Duff and Reid [I, who compared the first two criteria described 
in this section, viz. Markowitz and ci. 
One practical bonus of this result is that the well-tested code of Duff [S] 
can be used as the basis for producing this initial decomposition. We do 
need, however, to make some minor changes, which we now discuss. 
The ~~28 code [6] first permutes the matrix to block lower triangular 
form; if this were done on the example (4.3), the following form could result: 
so that the heavily weighted equation is not included in the solution process. 
Although this is fine for the consistent system given, it would wreak havoc 
for an inconsistent set. Although there is a switch to ignore this option, we 
choose to modify the code, since the resulting program is considerably 
simpler: not only are calls to the block triangularization routines removed, 
but also one level of loop structure is removed from the main subroutine, 
MA30A. 
Our pivoting strategy (3.1) or (4.4) requires that we test for stability by 
columns as well as by rows. In order to avoid excessive searching during the 
pivot selection stage, we include an additional real array holding the current 
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maximum element in each column. This makes it very easy to test for 
stability by columns, but we must, of course, keep updating this maximum 
element array. Such care is not required in the solution of square nonsingular 
equations and so in MAZY we pivoted by rows only. As in MA28, we can obtain 
an a posteriori bound on the growth to give us some indication of the 
accuracy of our decomposition. 
Finally, so that we can handle weighted problems with constraints (see 
Sec. 4), we introduce a real vector of weights and use the stability criterion 
(4.4). We set W(I) = -d, for constraint equations and W(I) =0 for equa- 
tions on which we do not wish to pivot (see Sec. 6 on updating solution); 
otherwise W(I) is set to di, the weight for equation I. 
6. UPDATING THE SOLUTION 
It is quite common in the formulation of a least squares problem for the 
matrix A to have a few very dense rows. If these were used as pivot rows 
during the initial decomposition, severe fill-in would result. However, even if 
pivots were not chosen from these rows, there would still be a grave fill-in 
problem when forming and factorizing LTL. In this section, we propose a 
method which avoids this problem. 
An example of such a problem is given by the following set of equations: 
Xi-Xi=bii, i=1,2 ,..., n, j>i, i: x,=1. (6.1) 
i=l 
Obviously the first n( n - 1)/2 equations, which are very sparse, only de- 
termine the xi up to a constant, and a constraint is added to normalize the 
solution. This corresponds to a dense row in A and will cause LTL to fill in 
completely. 
Our solution is to treat problems of this type in two steps, where the 
dense equations are added in the second “updating” step. It is important to 
realize that we update the solutio:~ rather than the factorization, since we 
wish to preserve the spar&y of the original decomposition and to preserve 
the ability to update our solution more than once. We note that a similar 
idea is used in the capacitance matrix method for solving the discrete Poisson 
equation on an irregular region described by Buzbee et al. [5]. There, the 
solution to be updated corresponds to a problem on a rectangular region for 
which fast direct methods exist. 
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We assume, in the following, that the data are partitioned as 
A= b= 
59 
1 Ml 
1 M2 ’ 
so that in the second step we will add ~2 equations and/or constraints. We 
refer to the least squares problem 
min 114 -Al412 (64 
as the unaugmented problem, and (1.1) as the full least squares problem. 
Although updating schemes for the least squares problem have been with 
us since the days of Gauss (see the survey by Farebrother [9]), the novel 
features of the method we now describe (in addition to being spar&y 
oriented) are that we allow A, to be rank deficient and A, to contain a 
mixture of equations and constraints. 
We assume that p, and p, rows of A, and A, respectively correspond to 
linear constraints, and denote by r the rank of A,. In the initial LU 
factorization A, and b, are adjoined and operated on, but we never pivot on 
rows in A,. After r elimination steps the transformed matrix and vector are 
structured as in Fig. 2. For ease of notation we assume, in the following, that 
the rows and columns in A are in pivotal order. 
Ml 
M2 
1 L 
0 
L b2 21 b.3 
--- 
PI ‘-PI n--r 
FIG. 2. Initial LU factorization performed on A and b. 
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The solution 
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x(o)= XF’ >r ( 1 0 }“-r 
to the unaugmented least squares problem can be computed as in Sec. 2, 
where the last n - r components of the solution are taken to be zero. Thus, 
with the notation of Fig. 2, we have the following equations corresponding 
to Eqs. (2.15) and (2.14) respectively: 
(6.2) 
with z(O) given by the solution of the ( r - p, ) X (r - p, ) set of equations 
(6.3) 
which we solve by using the Cholesky decomposition 
L;gL,,=Z. (6.4) 
The complete residual vector corresponding to the above solution x(O) is 
given by [cf. Eq. (2.13)] 
r1 
‘O’=bl-Alr’%( g), Q=( ;)-L,,z(", 
(6.5) 
F? 
(0)=b2_A2x(o)=e-L,z(o) 
Now let 
X= 
be any vector which satisfies the p, constraints in block A,, and define 
z=n(‘)+Az by 
(6.6) 
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It follows that we can write the corresponding residual vector as 
r,=b,-A,x= * 
( ) f.12 ’ 
712 = r12 (0)-LL1aAZ (6.7a) 
61 
and 
r2=b2-A2x=rZ(“-( L,, (6.7b) 
From (6.3) and (6.5) it follows that T$ is orthogonal to the columns of L,, 
and therefore 
11~111; = lk:“11: + IL2 A4 (6.8) 
directly from Eq. (6.7a). If we change variables to 
u= LTAz, (6.9) 
where L” is the Cholesky factor defined in Eq. (6.4), then because of the 
orthogonality of L,,L”- T we have from (6.8) that 
Therefore the problem of choosing x to solve the full least squares 
problem, including the p, constraints in block A,, is equivalent to 
u II( III 
2 
min 
rz 2’ 
subject to the constraints (6.7b), which we now write 
Here 
(6.10) 
(6.11) 
c= L22L”-T of dimension M2 by r - pi, 
B=L, of dimension M2 by n - r, 
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and JMZ is the identity matrix of order M2 with p, elements equal to zero 
corresponding to constraints among equations in block A,. We now perform 
r’ = rank(C JMz) elimination steps on the equations in (6.11) with the vector 
ra@ appended. Since this system is small [~2 X (n - p, + MZ)], we use complete 
pivoting but do not pivot on B. We show the factors diagrammatically in Fig. 
3, where U, is an r’ X (r- p, + M2) unit trapezoidal matrix. 
r-p,+MZ n--r 
M2 [r=iIr’ 
FIG. 3. LU factorization performed on (6.11). 
The constraints (6.11) then become (using notation in Fig. 3) 
For any fixed x2 satisfying the last M2-r’ constraint equations above, the 
problem (6.10)-(6.11) becomes 
min subject to 4 ;)=szl3 
where 
(6.13) 
This is a minimum norm problem, with the solution 
where we have used the Cholesky decomposition 
up,’ = L, LT. (6.15) 
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Then from (6.14), using the orthogonality of U,‘z,- ‘, we get 
Thus we can now find x2 by solving the reduced r’ X (n - r) constrained 
least squares problem 
subject to U,,x, = T&. (6.16) 
We then compute u using (6.14) as 
u=(Lp, 0 ) u,TL”, ‘L”, lszl ) (6.17) 
AZ from (6.9), and finally x1 from (6.6). 
Note that the dimensions of the matrices in (6.16) and (6.17) are small: Lc 
is an r’ XT' matrix, and the least squares problem (6.16) has dimension 
r'X(n-r), where n--T is the rank deficiency of A,. 
We thus obtain: 
OUTLINE FOR UPDATING ALGORITHM. 
(1) Decompose A r to obtain L,, , and perform forward elimination on the 
right hand side and on the equations of block A, to obtain L,,, L,, c, d, and 
e (see Fig. 2). Factor the reduced normal equations to get the Cholesky 
factor L and z , (O) the solution to that 
(2) Compute 
problem,-according to (6.2)- (6.4). - 
fp’ = e- L,z(O) 
(3) Solve iCT= LL to obtain 
c= L&T. 
(4) Perform elimination steps, using full pivoting on columns of C and 
Jm, on 
(C JMz B rz”‘), 
where B= L, to obtain 
V,, usl, Usz, ad&/r& as in Fig. 3. 
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(5) Form U,,U~* and perform Cholesky decomposition to obtain L”, [Eq. 
(6.15)]. 
(6) Form ii ‘(Us, r&) and compute xa as the solution to the constrained 
least squares problem (6.16). 
(7) Compute first szl =r,l, - U,,x, and then u from Eq. (6.17). 
(8) Solve 
PAZ=U [Es. (6.9) 1 
for AZ, and put n=~(~)+Az. 
(9) Hence the solution to the full least squares problem is 
where [Eq. (S.S)] 
&Xl =c+ 0 >PL _ux ( > 25 } ‘-p, 2 2 
with 
U, an rX(n-r) matrix, 
Vi an r X T nonsingular matrix. 
N 
M 
1 -1 
2 -1 
2 -1 
-1 
2 -1 
._ 1 1 1 . . . 1 1 
FIG. 4. Form of matrix used for results in Table 4. 
We have written a computer program to implement this updating 
scheme, and we illustrate the effectiveness of this strategy by some results in 
Table 4. We have chosen a sequence of very simple matrices of the form 
shown in Fig. 4, where the matrix of the unaugmented system corresponds to 
the first M - 1 rows of the matrix in that figure. We have shown runs with N 
set to 10, 20, and 30 where in each case M = N+ 1. In all cases, the right 
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TABLE 4 
ILLUSTRATIONOFEFFECTIVENESSOFUPDATINGSCHEME 
Number of variables ,N= 
Number of nonzeros in 
reduced normal equations 
matrix ( I,:, L ,.J : 
Using P + W 
Using updating scheme 
Time for solution of 
complete least squares 
problem: 
Using P+ W 
Using updating scheme 
Residual measure 
(see Sec. 4) 
Using P+ W 
Using updating scheme 
10 20 30 
55 210 465 
11 31 51 
7 20 44 
5 10 15 
6x10-l5 4x10-14 7x10-13 
7x10-‘5 9x10-‘5 6x10-l4 
hand sides were generated by a pseudo-random-number generator. It is 
appropriate to give just the number of nonzeros in the factors of L:,L,,, 
because this is proportional to the total storage required for the solution of 
the reduced equations. The storage for the full matrix code update is 
minimal and can be overlaid with storage used in the sparse matrix code 
parts of the algorithm. 
7. CONCLUSIONS 
We have developed a stable direct method for solving sparse linear least 
squares problems. One useful feature of the method is that it detects 
consistency and treats consistent problems by solving a set of linear equa- 
tions by a standard method. Also, a general updating algorithm is given, 
which allows adding a small number of nonsparse equations after the sparse 
solution phase. We remark that is is possible to let the algorithm select these 
nonsparse equations automatically, and will develop this idea in a later 
paper. In many practical applications the user may wish to obtain explicit 
values of entries in the variance-covariance matrix [(ATA)-’ in our terminol- 
ogy]. Since this matrix is generally full, it would be impractical to generate it 
in cases with many variables. Additionally, our partitioning and updating 
scheme discussed in Sec. 6 causes further complications. We plan at a later 
date to devise efficient methods for obtaining specific variances or covari- 
antes based on generalizations of work by Erisman and Tinney 181. 
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It should be pointed out that for well-conditioned sparse problems, 
especially using double precision, the method of normal equations usually 
gives a solution of sufficient accuracy. Although nothing can be said in 
general, the method of normal equations is then often faster and uses less 
storage. However, note that our algorithm is also stable for weighted systems, 
even when the weights vary widely in size. For such problems the method of 
normal equations should be avoided if possible. 
The authors would like to thank Mike Powell for stimulating discussim 
during this work. In particular the decision to include the updating step is 
due to one of his comments. 
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