Solutions exist for the problems of canceling sinusoidal disturbances and compensating input delays. In this paper, two problems are considered simultaneously and an adaptive controller is designed to cancel unknown sinusoidal disturbances forcing an unknown linear time-invariant system in controllable canonical form despite input delay. The design is based on three steps, (1) parametrization of the sinusoidal disturbance as the output of a known feedback system with an unknown output vector that depends on unknown disturbance parameters, (2) representation of the delay as a transport PDE, (3) design of the adaptive controller by using the backstepping boundary control technique for PDEs. It is proven that the equilibrium of the closed loop system is stable and the state of the considered system converges to zero as t → ∞ with perfect disturbance estimation. The effectiveness of the controller is illustrated with a simulation example of a second order system.
Introduction
The problem of canceling sinusoidal disturbances in dynamical systems is a fundamental control problem, with many applications such as active noise control (Bodson, Jensen, & Douglas, 2001) , rotating mechanisms control (Gentili & Marconi, 2003) , and marine vehicles (Basturk & Krstic, 2013b; Basturk, Rosenthal, & Krstic, 2013; Marconi, Isidori, & Serrani, 2002) . The common method to approach this problem is the internal model principle for which a general solution is given in Francis and Wonham (1975) and Johnson (1971) in the case of linear systems. In the internal model approach, the disturbance is modeled as the output of a linear dynamic system which is called an exosystem.
The output regulation problem for minimum phase, uncertain nonlinear systems is solved in Serrani and Isidori (2000) , Serrani, Isidori, and Marconi (2001) , and extended for non-minimum phase plants in Marconi, Isidori, and Serrani (2004) . Moreover, designs for nonlinear systems are proposed in Ding (2003) , Marino and Santosuosso (2005) , Marino and Tomei (2005) and Nikiforov (2001) . The Niculescu and Annaswamy (2003) . The robustness of the standard adaptive backstepping technique with respect to time delay in input and unmodeled dynamics in the system is studied in Zhou, Wang, and Wen (2009) . Adaptive controllers for unknown delays are given in Bekiaris-Liberis and Krstic (2010a) and Bresch-Pietri and Krstic (2010) . The designs of trajectory tracking for uncertain linear systems with unknown input delay are given in Bresch-Pietri and Krstic (2009) and Bresch-Pietri, Chauvin, and Petit (2012) . Controller designs for canceling unknown sinusoidal disturbances with input delay are considered in Bobtsov and Pyrkin (2008) , Bobtsov, Kolyubin, and Pyrkin (2010) and Pyrkin et al. (2010a,b) . However, in these references, the disturbance cancellation algorithms are given for systems whose parameters are assumed to be known. We present a method that does not require to know the actual value of the parameters of the system. This is the main contribution of the presented work and provides an important advantage for the application of the result.
In this note, an adaptive controller is designed to estimate and cancel the unknown sinusoidal disturbances forcing general LTI systems in the controllable canonical form with input delay and unknown system parameters by full state feedback. The unknown disturbance is represented in a parameterized form by using the technique given in Nikiforov (2004) . The essence of the approach for the compensation of the input delay is predictor feedback which has been shown in Krstic and Symslayev (2008a) to be a form of backstepping boundary control for PDEs (Krstic & Symslayev, 2008b) . The results given in Krstic and Symslayev (2008a) and Nikiforov (2004) allow us to reformulate the problem as an adaptive control problem for an uncertain PDE-ODE coupled system. Update laws for uncertain parameters are based on normalized Lyapunov-based tuning which is a similar approach given in Bresch-Pietri and Krstic (2009) . Finally, it is proven that the equilibrium of the closed loop system is stable and the state converges to zero as t → ∞ with perfect disturbance estimation.
In Section 2, the problem is introduced. The representation of unknown sinusoidal disturbances is given in Section 3. In Section 4, the main design is presented and the stability theorem is stated. In Section 5, the proof of the stability theorem is given. A simulation example is presented in Section 6.
Problem statement
We consider the single-input LTI systeṁ
where
n , the input U ∈ R, and the unknown sinusoidal disturbance ν ∈ R given by ν(t) = g sin(ωt + φ), (2) where ω, g, φ ∈ R.
The sinusoidal disturbance ν can be represented as the output of a linear exosystem,
depends on the unknown frequency of the sinusoidal disturbance ν, while the uncertainty of amplitude and phase is related to the unknown initial condition of (3).
The system parameters γ and b are unknown, the input delay D is known. The disturbance ν(t) is not measured. The measurement of the state X is available for feedback.
We make the following assumptions regarding the plant (1) and the exosystem (3)- (4): The main aim is to design an adaptive controller to achieve the stability of the equilibrium of the closed loop system and the convergence of the state X (t) to zero as t → ∞ despite the input delay, unmeasured sinusoidal disturbance and uncertain system parameters.
Disturbance representation
The disturbance is parameterized by following (Nikiforov, 2004 
is invertible (Chen, 1984) . The change of coordinates Z (t) = MW (t) transforms the exosystem (3)-(4) into the forṁ
Since there is a delay in the input, the disturbance ν(t) needs to be represented with a delayed Z (t) to be able to design an adaptive controller. The following lemma establishes this result.
Lemma 1. The disturbance can be represented as
Proof. Using (2), the necessary trigonometric calculations yield
Substituting (7) and (8) into (11), we get (9).
Since ν(t) is not measured, the state Z (t) cannot be used in the design. To overcome this problem, an observer is designed. The following lemma establishes the properties of the observer and the representation of the unknown disturbance.
Lemma 2. The unknown disturbance ν(t) can be represented in the form
The observer filters are given bẏ
and 
Proof. Following (Nikiforov, 2004) , the estimation error δ(t) is given by
Using (18) and the fact that NA 0 = 0 and NB = l, the time derivative of (18) in view of (1), (13)- (15) yields (17). Representing
by using (18) and substituting it into (9), we get (12).
The representation (12) established with Lemmas 1 and 2, allows us to represent a time-varying unknown sinusoidal disturbance ν(t) as a constant unknown vector multiplied by a known regressor which is delayed, plus an unknown exponentially decaying disturbance δ(t).
Defining the bound of the unknown vector θ is necessary for the update law. The parametric solution of (5) is given by
The extreme values of θ 1 (ω) and θ 2 (ω) for ω ∈ [ω min , ω max ] are defined by taking the first derivative with respect to ω and finding the roots. Define the sets Ω i = {ω ∈ R|ω min ≥ ω ≥ ω max and
The maximum value of |θ 1 |, |θ 2 | can be defined as follows
Main result-design and stability statement
The delayed signals are represented as the boundary of a transport PDE to prepare the system for the design. This idea for delay systems is given and discussed in Krstic and Symslayev (2008a) . Substituting (12) into (1) and representing the delayed signals as the boundary of a transport PDE, the ODE-PDE coupled system is written asẊ
The solutions of the transport PDEs are given by u(
. The adaptive controller for the system (21)- (29) is given by
where the control gain K ∈ R 1×n is chosen so that
 is Hurwitz and the positive definite matrices P and P G are solutions of the matrix equations
The update laws are given bẏ
where κ ∈ [0, κ * [ (κ * is given in the analysis) and
with
where c w >
Using Assumptions 1-4 and (20) with β u = bθ , β i = a i θ for i = 1, . . . , n. the sets of parameters are given by
The standard projection operators are given by
where τ b (t) = u(0)τ c (t) and
wherek, represents the estimate of the parameter and k, k are the maximum and minimum bounds of the parameter, respectively. The inverse of the transformation (42) is given by
Using (18), (24), (26) and (28), Eq. (50) is written as
where 
Furthermore,
(55)
Stability proof
The transformed system is given bẏ
Before the main proof of theorem, we state the following lemma.
Lemma 3. There exists a constant M c such that the following bounds holḋ b(t)
γ (t)
θ T (t)
and using Assumptions 1 and 2, the fact that Z (t) = MW (t) and the parametric solution of M, the bound for Z (t) is given by
Proof. It is possible to show the bounds by using the CauchySchwarz and Young's inequalities, the change of coordinates for the double integrals, and (18), (51).
Proof of Theorem. Consider the following Lyapunov function
Substituting (35)- (39), using
Lemma 3 and Young's inequality for cross terms, the time derivative of (77) is given bẏ
By choosing
and
we obtainV (t) ≤ 0 and
From the transformation (42) and its inverse (50), by using (18) and (34), the inequalities between the states are written as
where r 1 , r 2 , s 1 , s 2 are sufficiently large positive constants. From (77) and (84), it follows that
From the definition Υ (t), it follows that
where R =  (83), we obtain
Therefore we obtain the stability result in theorem. We now prove the convergence of the state X (t). From (82), we obtain the uniform boundedness of |X(t)|, ∥ξ (Liu & Krstic, 2001) that X → 0 as t → ∞. Moreover, from (82) it follows that ∥w(t)∥, ∥ξ X (t)∥, ∥ξ a i (t)∥ are square integrable. From (84), we obtain the square integrability of ∥u β u (t)∥. In addition to this, from (16) and (82), it follows that |Ξ X (t)| and |Ξ i | are also square integrable. Therefore, using (30), the square integrability ofb(t)U(t) + β − Ke
The signalsḃ(t),γ (t),θ (t),β i (t),β u (t) are uniformly bounded over t ≥ 0 according to (35)-(39). From (18), it follows that ∥ξ U (t)∥ is bounded. Consequently, from (50), the boundedness of ∥u(t)∥ is obtained. Moreover, by using the uniform boundedness of X (t),Ẋ(t), ∥ζ (t)∥, U(t), Ξ U (t) and the parameter estimations, we obtain the uniform boundedness of d
Then, from Barbalat's lemma (Liu & Krstic, 2001 ) that b (t)U(t) + β T u (t)Ξ u (t)  → 0 as t → ∞. By using (14), (13), (17) and (24)-(27) and the fact that X → 0 as t → ∞ and G is Hurwitz, it is concluded that Ξ X (t), Ξ i (t), δ(t) → 0 as t → ∞. Therefore, considering (21) and the fact that b (t)U(t) +β ν(t) as t → ∞.
Simulation results
We illustrate the performance of our controller with a second- 
Conclusions
The problem of disturbance cancellation for unknown linear systems with input delay is considered. The problem is converted to an adaptive control problem by representing the disturbance as a constant unknown vector multiplied by a known regressor plus an exponentially decaying disturbance. The delay is represented as a transport PDE. Using the certainty equivalence principle and the backstepping boundary control procedure for PDEs, an adaptive controller is designed and it is shown that the equilibrium of the closed loop system is stable. Moreover, it is proven that the state X (t) converges to zero as t → ∞ with perfect disturbance estimation. The effectiveness of the controller is demonstrated with a numerical example.
