We study a collector's problem with K renewal arrival processes for different type items, where the objective is to collect complete sets. In particular, we derive the asymptotic distribution of the sequence of interarrival times between set completions.
Introduction
The original collector's problem deals with the probability distributions arising when collecting complete sets from sequentially arriving items of K different types. For recent work on this classical problem and its ramifications, we refer the reader to [1] , [4] , and [6] ; for surveys on discrete-time models (i.e. new items are obtained at every time instant t = 1, 2, . . .), see [2] and [5] for more recent contributions and [7] for older work.
In this paper we tackle the situation when the arrival times of the items are random, which to the authors' knowledge has not been studied before. In principle, we can consider a general marked point process on (0, ∞) with one of K different marks assigned to each point. The times of interest to the collector are the arrival times of points completing a set of K points with different marks. Each completed set is immediately put aside and the waiting for the completion of the next set begins. In this paper we will study the sequence of intercompletion times in the special case that, for every mark k ∈ {1, . . . , K}, the arrival times of items marked k form a renewal stream. We will suppose that the K renewal processes are independent, but our results will also be seen to hold under a slightly weaker assumption.
Technically, let {X k n | n ≥ 1}, k = 1, . . . , K, be K independent sequences of independent and identically distributed (i.i.d.) positive random variables with distribution functions
. . are the arrival times of items of type k. Now define M n = max 1≤k≤K S k n ; clearly, M n is the time at which the nth complete set can be formed.
In the corresponding discrete-time models, the basic collector's problem is to determine the expected number of items arriving before obtaining a complete set. In our situation we can start by deriving the expected value of the time T of the first completion and the expected number A collector's problem with renewal arrival processes 611 of items of type k obtained before T . Of course, T = max 1≤k≤K X k 1 , so that
For the expected number of items of a given type that have arrived before T , we obtain the following result. 
Proof. The assumption that F 1 , . . . , F K are continuous excludes ties with probability 1. For any k, j ∈ {1, . . . , K}, let m k,j (x) be the conditional expected number of items of type k obtained before time
Note that F k (x) = 0 implies that N k (x) = 0, and, for those values of x, we set the right-hand side of (2) equal to 0 (which is obviously the value of m kj (x) in this case). As
which is tantamount to (1).
The main results of this paper concern the sequence Y n = M n − M n−1 of intercompletion times. Of course, Y 1 , Y 2 , . . . are neither independent nor identically distributed. We could try to approach Y n by embedding M n into a complicated high-dimensional Markov chain, say Z n . The components of Z n are M n itself, the index κ n for which max 1≤k≤K S k n is taken, and, for every k ∈ {1, . . . , K} \ {κ n }, the sequence 
It is interesting (and maybe counterintuitive) to note that, for k 0 = 2, the weights are independent of the variances σ 2 1 and σ 2 2 . Since σ 1 Z 1 − σ 2 Z 2 is normally distributed with mean 0, its distribution is symmetric around 0 so that
and, of course, π 2 2 = 1 2 also. For k 0 > 2, the weights do depend on the variances in an intricate way. We will show how to compute the π k 0 k in closed form. The weak limit of the entire tail sequence (Y n+N ) N≥1 as n → ∞ is given by the mixture of independent i.i.d. sequences
. .) with the same mixing coefficients π
We also present an extension to the case of infinite variances, using the theory of stable laws.
The core result
In the proofs below we need the following general proposition for which no reference could be found. Let ' d − → ' and ' p − → ' denote convergence in distribution and in probability, respectively. Proposition 2. Let G and G n , n ≥ 1, be distribution functions, and let ξ n and η n (n ≥ 1) be random variables such that ξ n ∼ G n and η n
Proof. All we need is to show that the probability that 1 {ξ n +η n >0} − 1 {ξ n >0} is not 0 converges to 0. For any > 0 for which − is a continuity point of G, we have
and since 0 is a continuity point of G, the right-hand side converges to 0 as ↓ 0. Similarly, if > 0 is a continuity point of G, 
Proof. Obviously,
By (6),
can be written as a sum of products, each having at least one term of the form 1 {ξ k n +η k n >0} − 1 {ξ k n >0} for some k ∈ {1, . . . , K}. Since this term converges in probability to 0 as n → ∞, it follows that each product and, hence, also the whole sum converges in probability to 0. 
. . are the arrival times of items of type k. Finally, we set M n = max 1≤k≤K S k n , so that M n is the time at which the nth complete set can be formed, and 
we have 
where e k is a unit vector with a 1 in the kth coordinate and 0 elsewhere.
Proof. We first note that
which implies that 
Actually, (12) implies that the probability that the sum in (13) is equal to 0 tends to 1 as n → ∞. Thus, it will be enough to show (12) and that
Now fix k. Letting
we can write
Since E(X 1 ) 2 < ∞, we have (X n ) 2 /n → 0 a.s. and, thus, η n p − → 0 (in fact, even a.s.). Rewriting ξ n as
it can be seen that ξ n
. The distribution function of the limit is continuous everywhere, in particular at 0. Thus, the conditions of Corollary 1 are met and, thus, (13) indeed holds.
Next we note that
where
. Thus, to complete the proof, it suffices to show that κ n d − → κ. This can be concluded from
where the ξ n are as in (16). Note that (ξ n ) ∈{1,...,K}\{k} is of the form (V k n − V n ) ∈{1,...,K}\{k} , where V 1 n , . . . , V K n are independent and V n
..,K}\{k} as n → ∞.
As the function h :
and since the distribution of the latter is continuous, the right-hand side of (18) converges to P[κ = k], as desired.
Generalizations
Theorem 1 can be generalized in several ways.
Extension 1.
Instead of assuming that the K renewal processes are independent, it is sufficient to suppose that the K-vectors {(X 1 n , . . . , X K n ) | n ≥ 1} of interarrival times are i.i.d. with a positive definite covariance matrix. In this case the vector (V 1 n , . . . , V K n ) converges to a nondegenerate K-dimensional normal distribution from which the distribution of κ can be derived. The means µ 1 , . . . , µ K do not have to be equal. Let us assume that
Extension 2.
By the strong law of large numbers,
Thus, the second sum in (19) converges to 0 a.s. and can be neglected; the proof can then proceed as in Section 2.
Extension 3. Theorem 1 gives the asymptotic distribution of Y n . We can even obtain the asymptotic distribution of the tail (Y n+N ) N≥1 of the entire sequence as n → ∞. This distribution turns out to be the mixture obtained from the infinite product distributions of the sequences (X k 1 , X k 2 , . . .), k ∈ {1, . . . , K}, by choosing k according to the distribution
. It suffices to determine the limiting finite-dimensional distributions. We show that, for any N ∈ N,
It is enough to prove that 
To prove (22), fix k and l, k = l. Then
O. KELLA AND W. STADJE where R n = S k n − S l n . Choose an arbitrary > 0. We have
By the central limit theorem, lim
Furthermore, R n+N−1 − R n has the same distribution as S k N−1 − S l N−1 , which is independent of n, and, therefore, lim n→∞ J n ( ) = 0 for every > 0.
The latter two relations together imply that
as remained to be shown.
Extension 4.
The distribution functions F 1 , . . . , F K do not have to be continuous. If at least two of the F k have discontinuities, it is possible that S k n = S n = max l S l n for some n, k, . However,
and, for any fixed indices k and l, k = l, it is clear that lim n→∞ P[S k n −S l n = 0] = 0. Therefore, κ n is unambiguously defined on a set A n satisfying lim n→∞ P[A n ] = 0. The nonuniqueness of κ n on A n does not disturb the line of reasoning in the proof of Theorem 1. (We may define κ n in general to be the smallest index k ∈ {1, . . . , K} for which the maximum of S k n−1 is attained.) Summarizing, we obtain the following theorem. 
Theorem 2. Assume that the K-vectors
we have, for every N ∈ N,
We can also extend the result to the case of infinite variances, using the theory of stable laws. Again, for simplicity, assume that F 1 , . . . , F K have the same mean µ. Fix an arbitrary α ∈ (1, 2) . We impose the following condition. S n−1 − (n − 1)µ a n−1
proving (29). Next, note that (30) would follow from Thus, the series ∞ n=1 (1 − F k (a k n−1 )) converges for every > 0 if and only if it converges for = 1. Therefore, (C3) yields (32), and the proof is complete.
The weights of the mixture for the superposition of independent renewal processes
In the case of independent renewal processes with equal means and finite variances for the interarrival times (which we considered in Theorem 1), the weights of the limiting mixture are given by π
. Conditioning on Z k , it is easily seen that π K k can be written in terms of the density ϕ and the distribution function of N(0, 1) as follows:
These integrals can be computed recursively. Define the auxiliary functions 
