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ABSTRACT 
Some Stochastic Properties  
of Random Classical and Carlitz Compositions 
Boris Leonid Kheyfets 
Pawel Hitczenko, Ph.D. 
 
 
 
 
Several stochastic parameters of random classical and Carlitz (adjacent parts 
are different) compositions of integer  n  are considered. An exact formula is obtained 
for the average multiplicity and the variance of the multiplicity of a given part size in 
the classical case. Furthermore, an asymptotic estimate of the average number of 
distinct part sizes of a given multiplicity for Carlitz compositions is established. An 
extension of the Problem of Wilf to the Carlitz case is also presented. 
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1.  INTRODUCTION: BASIC COMBINATORIAL STRUCTURES 
 
Perhaps one of the fastest-growing areas of modern mathematics is 
combinatorics. Combinatorics is that branch of mathematics that deals with counting. 
It concerns with the study of arrangements, patterns, designs, assignments, schedules, 
connections, and configurations. Modern combinatorics has high impact on 
theoretical computer science. Development of high performing computers motivated 
numerous enhancements of natural algorithms, and in many cases, such as dynamic 
hashing, searching and sorting, pattern matching, conflict resolution, coding, and so 
forth, a development of brand new ones. This, in turn, triggered a development of 
theoretical methods of comparison of their quality, and also development of general 
principles of good combinatorial algorithms. 
There are three basic problems of combinatorics. They are the existence 
problem, the counting problem, and the optimization problem. The existence problem 
deals with the question: Is there at least one arrangement of a particular kind? The 
counting problem asks: How many arrangements are there? The optimization problem 
is concerned with choosing, among all possible arrangements, that which is best 
according to some criterion.  
     In a very generic form a counting problem can be presented as follows. Let  S  
be a set of cardinality  n, so nS = , and  T  be a subset of  S,  defined via some 
property of its elements. We want to find  Tnf =)(  .  It is very often the case that an 
explicit form of  f(n) is very hard or even impossible to determine. In some cases, 
such a form, even if known, does not allow to compare  f(n) to other quantities. In 
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such cases one would use an asymptotic analysis. For example [17, Chapter 9], there 
is (apparently) no closed form for the sum: 
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we say that the sum is “asymptotic to”  . The more detailed information, 
however, is: 
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which gives us a “relative error of order 2
1
n
”, but even this does not tell us enough 
about how big  Sn  is comparing with other quantities, say, with the Fibonacci number 
F4n  (Fibonacci numbers are defined by the recurrence:  F1 = F2 = 1,  Fn+2 = Fn+1 + 
Fn).  For  n = 2, we have  S2 = 22 >  F8 = 21, but F4n   is eventually larger, since 
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The word asymptotic stems from a Greek root meaning “not falling together”. When 
ancient Greek mathematicians studied conic sections, they considered hyperbolas like 
the graph of 21 xy += , 
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Figure 1. Graph of hyperbolic function with asymptotes.  
 
which has the lines  y = x  and  y = -x  as “asymptotes”. The curve approaches but 
never quite touches these asymptotes, when ±∞→x  (see Fig. 1). Nowadays we use 
“asymptotic” in a broader sense to mean any approximate value that gets closer and 
closer to the truth, when some parameter approaches a limiting value. For us, 
asymptotic means “almost falling together”. 
 
 
1.1. Partitions of Integers 
 
In this and in the following paragraph we want to introduce two combinatorial 
structures, which, on one hand, play one of the central roles in combinatorics, and on 
the other, are the most relevant to the subject of the given thesis. First of such 
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structures is a  partition of an integer. A  partition  λ  of a positive integer  n  is a 
finite non-increasing sequence of positive integers rλλλ ≥≥≥ K21 such that  
n
r
i
i =∑
=1
λ .                                                                    (1.1.1) 
 
The iλ  are called the parts of the partition. For example, the following partition of 
number 10: 5 + 2 + 2 + 1 has 4 parts. One of the first counting problems concerning 
partitions, that emerges, is a question, how many distinct partitions of  n  have exactly  
m  parts. Let us denote this quantity as pm(n) . The asymptotic answer to the question 
is given in the Erdös-Lehner theorem [10]: 
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The crowning achievement in the theory of partitions is an exact formula for 
, the total number of partitions of  n. It was mostly completed by D.H. Hardy 
and S. Ramanujan [19] and fully completed and perfected by H. Rademacher [34]. 
The authors have shown [1, Chapter 5] that  is the integer nearest to 
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An asymptotic approximation to (1.1.2) can be written as: 
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1.2. Compositions of Integers 
 
Another important combinatorial structure is a composition of an integer. A 
composition  nκ  of an integer n in  k  parts is defined as a k-tuple ( )kγγ ,,1 K  of 
positive integers kγγ ,,1 K , such that 
 
nk
j j
=∑ =1γ .                                                           (1.2.1) 
 
The values of jγ ’s are called “part sizes”. The multiplicity of a part size is the 
number of parts with that size. For example, the following composition of 10: 1 + 4 + 
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2 + 1 + 2  contains 5 parts, 3 part sizes, two of which (1 and 2) have multiplicity 2. 
There are exactly  different compositions of  n (see, for example [1, Example 3, 
p.63]).  We will refer to the above defined objects as to classical (unrestricted) 
compositions. Compositions are often restricted in many different ways. One example 
of this is presented in Section 2.2, where the number of parts is restricted by a given 
number  N. 
12 −n
Another example of a restricted composition can be obtained by a constraint 
1+≤ kk γγ  for all .  This gives us partitions, defined the Section 1.1.  A 
restriction 
1,,1 −= rk K
1+≠ ii γγ  for 1,,1 −= ki K , leads to compositions in the sense of Carlitz 
[5], that we shall call Carlitz compositions, another interesting class of combinatorial 
objects, treated in the Section 3.2. The new results presented in the given thesis only 
relate to classical and Carlitz compositions of an integer. 
 
 
1.3. Discrete Random Measure on a Set of Objects 
 
  In our study of compositions we will follow a widely adapted approach based 
on probabilistic considerations. Let nΩ  denote a finite set of combinatorial objects, 
depending on a parameter  n.  Besides partitions and compositions of integer  n it 
could be a set of permutations of  n  letters, partitions of a set of  n  elements, 2-
regular graph with  n  vertices, polynomials of degree  n  over the field , etc. If 
cardinality of , say , is known, we can define a uniform discrete probability 
)(qGF
nΩ )(nc
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measure on . This means that the probability of any element of  to be chosen 
at random is equal to 
nΩ nΩ
)(
1
nc
. This allows to look at the quantities associated with nΩ , 
as at random variables, defined on an appropriate probability space, and study their 
stochastic parameters. Of particular interest is the situation in which the underlying 
combinatorial structure is decomposable [2], that is, it can be represented as 
 
nnCCC nn
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where  is the number of component elements of size  i.  In the case of random 
partitions i   represents a part size, in the case of random permutations it is a cycle 
length, etc.  Clearly, ’s  are random variables and in some cases even their 
distributions are known. For example in the case of random permutations the joint 
distribution of  is given by: 
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As it will be described in the Section 2.3. random permutations can also be used as an 
example where discrete random measure other than uniform is used. Ewans Sampling 
Formula ESF(θ), which is used in population genetics, defines a probabilistic model 
on the set of permutations of  n  letters, depending on the value of parameter θ. The 
case θ = 1 corresponds to a uniform measure, so ESF(1) is equivalent to (1.3.2). 
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In most of the cases, however, the distributions of component sizes are unknown, 
so researchers focus on estimating, at least asymptotically, various stochastic 
characteristics of decomposable combinatorial structures. 
For combinatorial structures satisfying (1.3.1), a key common feature is that for each 
 the joint distribution satisfies the Conditioning Relation ,1≥n
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for a fixed sequence of independent random variables  taking values in Z+, 
where 
K,, 21 ZZ
nn nZZZT +++= K210 2  and denoting convergence in distribution. For 
example for permutations of  n  letters, and  being the number of cycles of length 
j,  are independent Poisson variables with 
⇒
)(n
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),,,( 21 nZZZ K ( ) jZ j 1=Ε  [2]. 
 In the case of random partitions Fristedt [14] proved that if  represents 
multiplicity of a part size  j  a stronger version of (1.3.3) holds. Specifically,  
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where  are independent random variables and for jZ K,2,1=j    is geometric 
with parameter  . 
1+jZ
10,1 <<− qq j
In the case of classical random compositions it is known [23] that parts are 
closely related to independent identically distributed random variables, and their 
common distribution is geometric with parameter ½. More  precisely, let 
be  i.i.d. random variables, such that  ,,, 21 KΓΓ { } K,2,1,21 ===ΓΡ − jj j , and  
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2. APPLICATIONS OF BASIC COMBINATORIAL STRUCTURES 
 
 As it has been pointed out in Chapter 1, basic combinatorial structures find 
their broad applications in different areas of Mathematics and Sciences. In this 
chapter we want to consider a few examples, where partitions and compositions of 
integers emerge in such areas as Abstract Algebra ([1, Chapter 13], [31]), Statistical 
Physics ([18],[37]), and Theoretical Computer Science ([20],[7]). Among the other 
applications of basic combinatorial structures one could mention application of 
restricted partitions to an analysis of direct compact lattice animals and infinite-state 
Potts models [44], or to the composite fermion model of the fractional quantum Hall 
effect [33]. Other examples would include crystal growth [38], lattice polygons [40], 
dimer coverings [9] and rhombus tilings [41]. 
 
 
 
2.1. Partitions of Integers and Group Theory 
 
 One of the most natural applications of integer partitions to abstract algebra is 
a cardinality estimation of different character classes of the symmetric group  Sn  of  n  
letters. Let  C  be a conjugacy class of  Sn .  It is known  [31] that the total number of 
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different C’s  is equal to p(n) (see Section 1.1. for the definition of  p(n)). As before, 
we denote the cardinality of  C  as  |C| .  The following inequality holds for an 
arbitrarily small 0>ε  [11]:   
   
( ) ( ) nnnn
enCen
22 ln
4
61ln
4
61
!! π
επε −−+− ≤≤ ,                                             (2.1.1) 
 
which holds for almost all classes  C,  i.e. with the exception of   classes at 
most. The following corollary of (2.1.1) was proved in [36]. Denoting the characters 
that belong to irreducible representations of Sn  by  
))(( npo
)(,,1),( npC K=νχν , we have 
for an arbitrarily small 0>ε  and almost all  C’s  the inequality: 
 
( ) nn
eC
2ln
8
6
1
)( π
ε
νχ +≤  
 
for all ν’s  and this is no longer true for all ν’s replacing 1 + ε  by  1- ε.   
Let ),,( 1 mλλ K=Π  be a partititon of  n, defined in Section 1.1. Using the fact that 
conjugate classes of  Sn  are in one-to-one correspondence with Π’s,  we will use the 
notation )(EΠχ  rather than )(Eνχ , where E   stands for the unit class of  Sn .  The 
following formula of Frobenius-Shur [31, p.119] holds: 
 ( )
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A probabilistic treatment of this expression involved an investigation of the 
distribution of summands of Π. Such an investigation resulted in the following 
theorem [36]: 
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Theorem.  For an arbitrarily small 0>ε  and )(0 εnn >  the number of Π’s, satisfying 
the inequality  
ncnAnnE 48
7
ln!ln)(ln <+−Πχ  
 
is greater than )()1( npε− , where A  and  c  are  well-defined constants, and 
02.062 ⋅> πA . 
 
 
2.2. Partitions of Integers and Statistical Thermodynamics 
 
 Partitions of integers emerge in the studies of microcanonical fluctuations for 
an ideal Bose gas, trapped in an isotropic harmonic potential with oscillator frequency 
ω .  We denote by  n  the number of excitation quanta for some pre-assigned value of 
the excitation energy  E [18]: 
 
ωh
En =  . 
 
The task is to determine the number ( )NnΩ  of microstates. Since there are generally 
many microstates where only a part of the  N  particles carries all  n  excitation 
quanta, leaving the other particles in the ground state, ( )NnΩ  equals the number of 
possibilities for distributing the  n  quanta over at most  N  Bose particles. Then the 
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difference ( ) ( 1−Ω−Ω exex NnNn ) is the number of possibilities for distributing  n  
quanta over exactly  particles, with running from 1 to N, so that exN exN
 
( ) ( ) ( )( ) NNNn
NnNn
nNp ex
exex
exex ,,2,1,
1 K=Ω
−Ω−Ω= , 
 
is the probability of finding  excited particles out of  N  total when the total 
excitation energy is 
exN
ωhn .  
 A treatment of condensate fluctuations in a one-dimensional oscillator 
potential can be conducted by implementing the theory of partitions of integers. 
Indeed, the number ( NnΩ ) of microstates corresponds to the number of partitions of 
the integer  n  into at most  N  parts. The commutative property of the parts reflects 
the indistinguishability of the Bosons. Two distinct cases must be considered: if 
, then the fact that the number of particles is finite has no impact on the 
enumeration of microstates, and we are dealing with unrestricted partitions of  n.  If  
, the partitions of  n  are restricted by the requirement that the number of parts, 
corresponding to the number of excited particles, does not exceed  N. 
Nn ≤
Nn >
 Let us first consider the case Nn ≤ . Introducing dimensionless inverse 
temperature  
 
TkB
ωξ h=  , 
 
where  T - is a temperature , and  - is the Boltzmann constant, it can be shown that Bk
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This means that the generating function  for  corresponds to the canonical 
partition function of a fictitious system of infinitely many distinguishable harmonic 
oscillators with frequencies that are multiples of 
)(np
ω . Defining the canonical entropy 
 ( ) ( )ξξξ ∞+= Znk
S
B
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and applying Bethe’s theorem, we obtain: 
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The right-hand side is nothing but the formula (1.1.1). 
Now we can turn to the case , where the number of quanta exceeds the number 
of particles, and have to determine the number 
Nn >
( ) )(npNn N=Ω  of restricted 
partitions of n. In principle, one can proceed as in the previous case, since there is the 
identity 
( )ξξξ N
N
j
j
n
n
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This means that the generating function  for , which is a canonical partition 
function for  N  ideal Bosons trapped by one-dimensional harmonic potential, equals 
the canonical partition function of a system of  N  harmonic oscillators with 
frequencies 
)(npN
ωωω N,,2, K . The corresponding asymptotic formula for , which )(npN
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is rather intricate, has been given by Auluck and Kothari [3]. However, a beautiful 
theorem due to Erdös and Lehner[10] helped to simplify the analysis: if, for some 
given  n and  x,  the number  N  obeys  
 
nx
C
nnN += ln   with 
3
2π=C , 
 
then 
Cx
e
CN
n
e
np
np 2
1
2
)(
)(lim
−−
∞→ = . 
 
Hence, for given large n  and  N, we prescribe x  the value: 
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and obtain the approximation 
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2.3. Partitions of Integers and Population Genetics 
 
 One of the most striking results of theoretical research of population genetics 
is the Ewens Sampling Formula (2.3.1)  annunciated in Ewens [12]. The process 
ESF(θ) can be viewed as a device for generating uniform random permutations as an 
ordered product of cycles. The process can be described as following [2]. The integer 
1 starts the first cycle. Integer 2 is either placed in a new cycle (with probability 
θ/(θ+1)), or is otherwise inserted to the right of 1 in the first cycle. If a permutation in  
15  
 
 
 
Sn-1  has been generated, then integer  n  either starts a new cycle (with probability 
θ/(θ+n-1)),  or is otherwise inserted to the right of one of the  n - 1 integers already 
assigned to cycles; in this latter case, any of the  n – 1 insertion positions are equally 
likely. This process represents the following theoretical model [26]. Let, under 
suitable conditions, n  be a sample of gametes, taken from a population, and classified 
according to the gene at a particular locus, then, according to ESF(θ) for some θ > 0, 
the probability that there are  a1  alleles represented once in the sample, a2  
represented twice, a3  trice, and so on is 
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Clearly, vector ( )naa ,,1 K  defines a partition of  n, where aj is a multiplicity of the 
part size  j. 
Most of the models for which this has been established share three broad features: 
(a) the size of the population is large compared to  n,  and the expected total number 
of mutations per generation is moderate (and in fact differs from θ  by a constant 
factor depending on the reproductive mechanism), 
(b) the population is in statistical equilibrium under mutation and genetic drift, with 
selection at the locus playing a negligible role, and 
(c) mutation is non-recurrent, so that every mutant allele is a completely novel one. 
There is no process with these three features for which (2.3.1) has been found not to 
be valid. 
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2.4. Compositions of Integers and Modeling of the Walsh-Hadamard Transform 
 
The Walsh-Hadamard transform (WHT) is a transform used in signal and image 
processing and coding theory [4,8,30] along with the other types of a transform. In 
practice the WHT is computed by using divide and conquer algorithms. These 
algorithms arise from arbitrary compositions of integers of the exponent  n  of the 
size of the transform. nN 2=
 The WHT [20] of a signal  x  of size , is the matrix-vector product 
,  where: 
nN 2=
xWN
 
DDDW
n
i
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K
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The matrix  
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⎡
−= 11
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is the 2-point DFT matrix, and ⊗  denotes the tensor or Kronecker product. The 
tensor product of two matrices is obtained by replacing each entry of the first matrix 
by that element multiplied by the second matrix. For example: 
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−−
−−
−−=⎥⎦
⎤⎢⎣
⎡
−⊗⎥⎦
⎤⎢⎣
⎡
−=
1111
1111
1111
1111
11
11
11
11
4W  . 
 
17  
 
 
 
 Algorithms for computing the WHT can be derived using properties of the 
tensor product [25,39]. They can be represented by structured factorization of the 
WHT matrix, using multiplicative property of tensor products:  
 ( )( ) BDACDCBA ⊗=⊗⊗ . 
 
For example, a recursive algorithm for the WHT is obtained from the factorization: 
 ( )( )11 22222 −− ⊗⊗= nnn WIIWW                                        (2.4.1) 
 
where  is the identity matrix. An iterative algorithm for computing the 
WHT is obtained from the factorization 
mI mm×
 
( inin IWIW n
i
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= 2
2
1
22 1
)
)
                                         (2.4.2)      
 
which can be proven (see [25]) using induction and the multiplicative property along 
with the identity .  mnnm III =⊗
More generally, one can consider algorithms, that encompass both strategies. Let 
( tnn ,,1 K=κ  be a t-tuple such that 
 
∑
=
=
t
i
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1
.                                                                                       (2.4.3) 
 
A factorization formula, associated with κ can be written as follows [20]: 
 
( ) ( )tninininnn IWIW t
i
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KK 111 22
1
22
κ   ,                                                               (2.4.4) 
Alternative algorithms can be obtained by applying different sequences . 
Each algorithm obtained this way can be represented as a tree, called a partition tree 
[20].  The root of such a tree corresponding to an algorithm for computing , 
( )tnn ,,1 K
NW
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where   is labeled with  n.  Each application of the equation (2.4.4) 
corresponds to an expansion of a node into children whose sum is equal to the node. 
Leaf nodes in the tree correspond to the base case of the recursion. A node labeled 
with  m corresponds to the computation of  .  If the node is in the tree rooted with  
n,  the computation of   is performed  times. The partition trees for purely 
iterative and recursive algorithms for  n  = 4 are presented on the Fig. 2.  
nN 2=
mW2
mW2
mn−2
 
 
11 1 1
4
1
4
 
 
 
2
1
1
1
3
 
 
 
 
 
 
 
Figure 2.  Partition trees for iterative and recursive WHT algorithms. 
 
 
It is common practice to analyze the average case behavior of algorithms, 
making certain assumptions about their properties. In this setting the assumption is 
that the composition κ  is picked uniformly randomly out of the set of all possible 
compositions of  n  with at least two parts. A performance of a WHT algorithm is 
modeled by a family of recurrence relations that determine the number of 
instructions required to execute a given algorithm [20]. Let tNNN K1= , where 
, and let  denote the vector iniN 2= )( ,msbx ( )smbxsbxbx )1((),(),( −++ K . Then 
evaluation of  using (2.4.4) can be described by the following pseudo-code: xWN
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R := N; S := 1 ; 
for  i =1,…,t 
     R := R/Ni ; 
     for j = 0,…,R –1 
         for k = 0,…,S – 1 
             i
ii
i
i
N
SkSjNN
N
SkSjN xWx ,, : ++ =
     S :=  S ·Ni ; 
 
Figure 3. Pseudo-code of an algorithm implementing WHT . 
 
 
Let A(n) be the number of times the recursive WHT procedure is called, Al(n) the 
number of times the straight-line code for  is called, L1(n) the number of times the 
outer loop is executed, L2(n) the number of times the middle loop is executed, L3(n) 
the number of times the inner-most loop is executed. Then the number of instructions 
required to execute  is equal to 
lW2
nW2
 
)()()(
3
1
nLnAnA i
i
i
l
ll ∑∑
=
++ βαα  ,                                                          (2.4.5) 
 
where α  is the number of instructions for the code in the compiled WHT procedure 
executed outside the loops, lα  is the number of instructions in the compiled straight-
line code implementations of small WHT’s (the largest size of an unrolled code 
considered in practice is 8), and 3,2,1, =iiβ  is the number of instructions executed 
in the outer-most, middle, and inner-most loops in the compiled WHT procedure.  
 Let κ ′  be a t-tuple  obtained from κ  by inversing, say, nj   and  nk . Let )(2 nL′  
and  be the numbers of times middle and inner-most loops are executed in the 
case of algorithm corresponding to 
)(3 nL′
κ ′ . Clearly in general  )()( 22 nLnL ′≠  and 
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),()( 33 nLnL ′≠  so the algorithms, have different performance. This is the reason why  
κ  should be viewed as a composition rather than a partition of  n.   
The main difficulty is to analyze that aspect of performance of WHT 
procedure, that is determined by the third term in (2.4.5). Let n
nLnF
2
)()( = , where 
 is the number of times a particular loop of the algorithm is executed. In order to 
study a distribution of  one first needs to find its expected value and the 
variance. Given a composition of n  let  be the multiplicity of a part size  k  and 
let  be the expected multiplicity of that part size. Let  denote the expected 
value of , then [20]: 
)(nL
)(nF
)(n
km
)(n
kµ )(nf
)(nF
 
)()(
12
2)(
1
1
)(
1
1
ntkfnf
n
k
n
kn
n
+−= ∑
−
=
−
−
µ ,                                                                (2.4.6) 
 
where  is a known function depending on a particular loop. The exact formula for 
 is derived in Section 3.1. of  the given thesis. The obtained result has been 
successfully used in [20] for the further analysis of recurrence (2.4.6). 
)(nt
)(n
kµ
 
 
3. SOME STOCHASTIC  PROPERTIES OF COMPOSITIONS 
 
 Random partitions and compositions of integers are used as theoretical models 
for many applications. Numerous important stochastic characteristics of them have 
been already studied. The total number of parts was studied in Erdös and Lehner [10] 
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for partitions, in Hitczenko and Savage [23] for classical compositions, in 
Knopfmacher and Prodinger [27] for Carlitz compositions. The number of distinct 
part sizes was considered in Wilf [42] and in Goh and Schmutz [16] for partitions, in  
Hitczenko and Louchard [21] for classical compositions, in Goh and Hitczenko [15] 
for Carlitz compositions. Multiplicity of a part size is a natural and important 
parameter that characterizes the degree of distinctness of a random partition or a 
composition. It was studied in Corteel et al. [6], in Hwang and Yeh [24], in Odlyzko 
and Richmond [32] for partitions and classical compositions. Multiplicity of a given 
part size in classical compositions along with the average number of distinct part 
sizes of a given multiplicity in Carlitz compositions constitute a main subject of the 
given thesis. The latter characteristic for the classical case was studied in Hitczenko 
and Savage [23] as well as in Louchard [29]. 
 
 
 
3.1. Multiplicity of a Given Part Size in Classical Compositions 
 
  An exact value of the average and the variance of a multiplicity of a given part  
size is a stochastic parameter, that characterizes a random composition of an integer. 
The role of this parameter in the analysis of computing Walsh-Hadamard transform 
can demonstrate, how it can be utilized in a context of Theoretical Computer Science. 
Let us denote the multiplicity of part size  j  in a random composition nκ  
as .  More precisely, let jnX , nκ  be a composition of  n,  uniformly randomly selected 
from the set of  2n-1  such compositions, and let  j  be a given part size. Thus a 
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multiplicity of a  part size j  in a composition nκ  is a random variable . The 
following theorem takes place. 
jnX ,
Theorem 3.1.1.   For any  and 2≥n ,11 −≤≤ nj  the expected value and the variance 
of   satisfy the equalities: jnX ,
 
(i) [ ] 1, 23+−+= jjn jnXE  ; 
(ii)  [ ] 12, 4 1114523 + +−+−= jjn jnnjjXVar   . 
 
Proof.  Let  be the count of compositions of integer  n, in which part size  j  
has multiplicity  m.  Consider a generating function: 
),( mng j
 
∑
≥
≥
=
0
1
),(),(
m
n
mn
jj uzmnguzG  . 
 
It is known [22] that: 
 
1
)1()1(21
1),( −−−+−
−=
zzuz
zuzG jj  ;                                                          (3.1.1) 
 
We want to introduce a generatingfunctionology notation [43, p.108]. If 
 then  With this in mind, we denote 
, then 
∑=
n
n
n xaxA )( , ).(][ xAxa
n
n =
),(][)(, uzGzuG j
n
jn =
 
[ ]
)1(
)1(
,
,
,
jn
jn
jn G
G
XE
′=  .                                                                                             (3.1.2) 
 
For any  and  one can write: 2≥n 1−≤ nj
 { } )()(),()1(][)( ,1,, uFuFuzHzzuG jnjnjnjn −−=−= ,                                             (3.1.3) 
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where 
 
),(][)(, uzHzuF j
n
jn =   , 
 
and 
 
))1)(1(2(1
1),(
uzzz
uzH jj −−−−=  ; 
 
Using geometric series expansion, and then – twice the Binomial theorem, we get: 
 
∑∑∑
≥ =
−
=
−+−−−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
⎟⎟⎠
⎞
⎜⎜⎝
⎛−=
0 0 0
)( ;)1(2)1(),(
q
q
s
sq
p
pqsqjsqsp
j zup
sq
s
q
uzH  
 
We want to implement a substitution: npqsqj =−+− )( . In order to do that we need 
to consider the following system of inequalities: 
 
⎪⎭
⎪⎬
⎫−≤≤
≤≤
⇔
⎪⎪⎭
⎪⎪⎬
⎫
−+
++≤≤
+
++≤≤
⇔
⎪⎭
⎪⎬
⎫
−≤≤
≤≤
=−−+
j
snp
ns
s
j
jspnp
j
jspns
sqp
qs
npjsqj
0
0
1
0
1
0
0
0
)1(
  . 
 
Hence, the expression for can be written as follows: ),( uzH j
 
{ } nsqn
n
n
s
j
sn
p
nsp
jspnjj zup
sq
s
q
IuzH n −
=
⎥⎦
⎥⎢⎣
⎢ −
=
+++ −⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
⎟⎟⎠
⎞
⎜⎜⎝
⎛−= ∑∑ ∑ )1(2)1(),(
0 0
)()1(  , 
 
where 
 
1+
++=
j
jspnqn   .                                                                                          (3.1.4) 
 
This yields: 
 
{ } sqn
n
s
j
sn
p
nsp
jspnjjn
nu
p
sq
s
q
IuF −
=
⎥⎦
⎥⎢⎣
⎢ −
=
+++ −⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
⎟⎟⎠
⎞
⎜⎜⎝
⎛−= ∑ ∑ )1(2)1()(
0 0
)()1(,                        (3.1.5) 
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The next step is to  calculate . Clearly, the only terms that do not vanish are 
those with . If then .  Combining 
)1(, jnF
0=− sqn 0>p 0=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
p
sqn sqn = ,  and 
(3.1.4), we obtain . Hence: 
0=p
ns =
 
n
jnF 2)1(, =  . 
 
In a view of  (3.1.3) this yields: 
 
11
, 222)1(
−− =−= nnnjnG  .                                                                         (3.1.6) 
 
This makes perfect sense since  is just a count for those compositions of  n  
where part  j  has any multiplicity. Now we want to differentiate . To this end 
let us first note that 
)1(, jnG
)(, uG jn
)()()( ,1,, uFuFuG jnjnjn −′−′=′ . Differentiating (3.1.5), we obtain: 
{ } 1
1
0 0
1
)()1(, )1(2)()1()(
−−−
=
⎥⎦
⎥⎢⎣
⎢ −
=
+
+++ −⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
⎟⎟⎠
⎞
⎜⎜⎝
⎛−−=′ ∑ ∑ sqnn
s
j
sn
p
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n
p
jspnjjn
nu
p
sq
s
q
sqIuF  .    (3.1.7) 
 
In order to calculate   we will repeat the same argument as above. All the non-
zero terms in (3.1.7) must have   
)1(, jnF ′
01=−− sqn .                                                                (3.1.8) 
 
Since only if  or 0
1 ≠⎟⎟⎠
⎞
⎜⎜⎝
⎛
p
0=p 1=p , these are the only two values of  p,  that we 
need to consider. 
If   then combining  (3.1.8) and (3.1.4), we get: 0=p
 
11
1
−−=⇒+=+
+ jnss
j
jsn , 
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and, hence 
 
jns
s
s
s
qn −=+=⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
1
. 
 
This gives us the term: ( )jnjn −− −− 12  . 
If  then (3.1.8) and (3.1.4) give us: 1=p
jnss
j
jsn −=⇒+=+
+ 1
1
, 
 
which yields: 
 
11
1 +−=+=⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=⎟⎟⎠
⎞
⎜⎜⎝
⎛ jns
s
s
s
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The corresponding term evaluates to ( )12 +−− jnjn  .  Adding up both terms we get: 
 
)2(2)1(2)(2)1( 11, +−=+−+−−=′ −−−−− jnjnjnF jnjnjnjn  . 
 
Thus 
)3(2)1()1()1( 2,1,, +−=′−′=′ −−− jnFFG jnjnjnjn  . 
 
Combining this with (3.1.2) and (3.1.6), we complete the proof of claim (i). 
In order to show (ii) we recall from [43] that 
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,
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Differentiating (3.1.7) we obtain: 
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1
0 0
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We need to evaluate the above function at 1=u . We will use the same technique as 
in the proof of claim (i). The only non-vanishing terms must have . 
Since  for any , we  will have only three terms left. Let us denote: 
02 =−− sqn
0
2 =⎟⎟⎠
⎞
⎜⎜⎝
⎛
p
2>p
210, )1( AAAF jn ++=′′   . 
 
0=p  yields ; )2)(12(2 220 jnjnA jn −−−= −−
1=p  yields  ; )12)(2(2 21 +−−−= − jnjnA jn
2=p  yields  . )22)(12(2 22 +−+−= − jnjnA jn
 
Hence 
 
( ).8)72)(2(2
)22)(12(2)12)(2(2)2)(12(2)1(
22
2222
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Thus 
 ( ) ;14)2(9)2(2)1()1()1( 232,1,, +−+−=′′−′′=′′ −−− jnjnFFG jnjnjnjn  
                   
and, finally, using (3.1.9), 
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j
n
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n
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This completes the proof of Theorem 3.1.1. 
 
 
 
3.2. Average Number of Distinct Part Sizes of a Given Multiplicity in Carlitz  
       Compositions 
 
The aim of this section is to obtain precise asymptotics, as , for the 
expected multiplicity of a given part size in a random Carlitz composition of an 
∞→n
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integer  n.  Following Section 1.3. we denote the set of all Carlitz compositions of  n  
by .  Consequently, a  “random Carlitz composition” means a composition chosen 
accordingly to the uniform probability measure on 
nΩ
nΩ . The stochastic properties of 
the m-distinctness of random compositions have been studied in Louchard, [29]. In 
the conclusion of that paper the author emphasized that an extension of his results to 
the Carlitz case would constitute an interesting open problem. This part of the 
dissertation is a step in that direction. More precisely, this is an extension of the result 
obtained by P. Hitczenko and C.D. Savage in [23] to the Carlitz case. Sections 3.2.1 
through 3.2.4 are devoted to the number of distinct part sizes of a given multiplicity, 
while an extension of the Problem of Wilf is presented in the Section 3.2.5. 
 Let  be the number of part sizes of multiplicity m  in a random Carlitz 
composition 
)()( κmnU
κ  of an integer  n, and  be the set of such part sizes. Then )( mnℑ
[ ] { .)()()( ∑∑ ℑ∈Ρ=⎥⎥⎦
⎤
⎢⎢⎣
⎡ ΙΕ=Ε
⎭⎬
⎫
⎩⎨
⎧ ℑ∈ j
n
j j
m
n
m
m
n
jU }                             (3.2.1) 
 
Let c(n)  be the number of  Carlitz compositions of an integer  n, and  g(n,j,m)  be the 
number of such compositions where part size  j  has multiplicity  m.  Then: 
 { }
)(
),,()(
nc
mjngj
m
n =ℑ∈Ρ                                                           (3.2.2) 
 
It has been shown in [27] that  where nAnc −ρ~)( ...,456387.0
)(
1 =′= ρσρA  
...571349.0=ρ  
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3.2.1. Main Result 
 
The main result of this section is the following. 
Theorem 3.2.1.  
 
[ ] ∞→
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⎡
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)(
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where   is a fractional part of  a, and  Γ  denotes the gamma function. As 
it has been discussed in [22], the above series, considered as a function of 
⎣ ⎦aaa −=}{
⎭⎬
⎫
⎩⎨
⎧
′ )(log 1 ρσρ
n , has periodic oscillations and the series converges quite rapidly. Even 
the first term does not exceed .  The corresponding problem for the classical case 
was treated in [23], using probabilistic approach, and in [22], where the advantage of 
generating functions machinery was taken. Since the first approach did not seem to be 
working in the Carlitz case, we followed the second one, which turned out to be very 
powerful. In other words, the proof of Theorem 3.2.1 will be delivered via 
singularities analysis of corresponding generating functions. 
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3.2.2. Generating functions 
 
 
Let  be the number of Carlitz compositions of n, such that part size  j  has 
multiplicity  m.  We will prove the following statement. 
),,( mjng
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}
Proposition 3.2.2.  Let  be the generating  function of the sequence 
. Then 
)(, zG mj
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(3.2.3) 
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We postpone the proof of Proposition 3.2.2, and consider the following lemmas. 
Lemma 3.2.3.  The recurrence 
,,1,0;1321 K==++ ++++ qxxx qqqq αγβ  
 
where α, β, and γ are given numbers, with the boundary conditions: ,021 == ++ NN xx  
for some  N satisfies the following initial condition: 
q
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Proof of Lemma 3.2.3. The above recurrence along with the boundary condition is 
equivalent to the linear system  of algebraic equations cMx = , where 
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where  M  is  N ×N  matrix. 
Now  we can split  M  as the difference: ,TIM −=   where 
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Since operator  T  is nilpotent ( ), this allows for the following expansion: 0=NT
 
( ) 1211 −−− ++++=−= NTTTITIM K  
 
It can be easily seen that the element  of the matrix ),1( q 1−jT  can be calculated as  
follows: 
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This delivers the statement. 
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Proof of Lemma 3.2.4.  Let us denote the number of Carlitz compositions of integer  
n  with  k  parts, such that part size  j  has multiplicity  m  by , and the 
number of Carlitz compositions satisfying all of the above plus having number  p as 
the last part by . Using classical technique of “adding a slice” (see [27] 
for example), one arrives at the recurrence: 
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where . ),,,(),,( jmjnamjnb kk =
For  we define the following generating functions: 1≥k
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which allows: 
 
32  
 
 
 
∑
≥
≥
=
0
1,
),,()1,,,(
m
jn
mjn
kk vuzmjnavuzf . 
 
Applying standard technique (see for example, [15],  Section 2) we come up with the 
following functional equation: 
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(3.2.4) 
 
One may notice that the above equation contains two unknown sequences:  and 
.  They are however related in a following way. We have: 
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Iterating this recurrence yields the following formula: 
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Applying this to (3.2.3), and noticing that 
u
uwvuzf −= 1),,,(0 , we can sum up over 
. We get: 0≥k
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we arrive at the following functional equation: 
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u
u
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zwwvuzF
ϕ  
 
Substituting  w for  zw  in the above equation, and iterating it as in [27, Section 1], or 
[15, Section 2], after plugging in 1=w  and denoting )1,,,(),,( vuzFvuxG = , we get: 
 
∑
∑ ∑
≥
++
≥ ≥
+
−−−
−−+−−−
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⎞⎜⎝
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1,
0 1
1
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),()1(),,(
1
)(),,(
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l l
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vuzzGvv
vuzzGvzvuzv
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u
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ϕ
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or, in a more compact form: 
 [ ] ∑∑
≥
+
≥
+−−−=−
1 0
.),,()1()1(),,(),,()(1
l
qlq
q
ql vuzzGvvvuzvuzGz ψσ  
 
Since 
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,),,()1(),,()1(),,()1(1
),,()1(
1 01 1
1 0
⎥⎦
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≥
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≥ ≥
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+
≥
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q
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q
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one can write 
 [ ] ∑ ∑
≥ ≥
+ −+−−=−
1 1
1 .),,()1(),,()1(),,(),,()(1
l l
lllll vuzzGvuzzGvvuzvuzGz ψσ  
 
Substituting  u for  zu  and iterating as before we finally arrive at the following 
functional equation: 
 
).,,(),,(),(),,(),,( 2 vuzzvGvzuzGvzvuzvuzG −−= βα  
 
We denote .  After applying Lemma 3.2.3, and 
letting , the claim of the lemma follows. 
),,();,,( 11 vuzzvuzzGx
q
q
q
q αα == ++
∞→N
Now we can return to the  
Proof of Proposition 3.2.2.  Using the binomial formula, it can be verified that 
( ) ( ) rqprqprqp
r
rqp
qp
qp vzz
r
qp
z
vz −−−−
−
=
−−
−
− −⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−= ∑ )()(2)1())(1( 1)),(( 0 σσσβ  . 
 
Combining this with the result of Lemma 3.2.4 allows the following extraction from 
the generation function : ),,( vuzG
( ) ( )
( )∑∑∑≥ =
−
=
+−
−
−−
+
−
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
⎟⎟⎠
⎞
⎜⎜⎝
⎛−
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0 0 0
)( ),,(][
)(1
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p
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q
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r
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rqpr
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j
j
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z
zz
r
qp
q
p
vuzGuvzG
ασ
σσ  ; 
(3.2.6) 
 
After collecting alike terms with respect to power of  v  in ),,( vuzα  and denoting  
p – r = m  we obtain the following: 
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)(1
)(2
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where 
 
v
z
zzzzzz
z
zzzvz
jjjjjjj
j )(1
)1()1)((
)(1
)1)((
),(
2
σ
σ
σ
σγ −
+−+++−
−+=  , 
 
or,  after changing the order of summation and using the binomial summation formula 
we arrive at: 
m
m
m
j
m
j
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j
p
m
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p
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m
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v
z
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z
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m
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⎤⎢⎣
⎡ −−⎥⎦
⎤⎢⎣
⎡
−
−⎟⎟⎠
⎞
⎜⎜⎝
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0
1
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)(1
)(21
)(1
)(
),(
)(1
)(
)(1
)(2)1(),(),(
σ
σ
σ
σ
γ
σ
σ
σ
σγ
  
 
Introducing the notation:  and ),(][)(, vzGvzG j
m
mj = )(1)( ,, zGzC mjmj +=  delivers 
the claim of Proposition 3.2.2. 
 
 
3.2.3. Singularities Analysis 
 
 
It is a known fact (see [27]) that the generating function of total number of Carlitz 
compositions has the unique singularity in the disc { }75.0: ≤zz . This singularity is 
the unique real root , ρ,  of the equation 1)( =xσ  on .  The numerical 
approximation of that root is 
]1,0[
K571349.0=ρ . It is easy to see that the singularities of 
the function  are zeros of the following function: )(, zG mj
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)()1(21)( zzzzQ jjj σ+−+= . 
 
We need the following claims: 
Claim 1:  has a unique zero in the disc )(zQ j { }73.0: ≤zz  for all  .  We  2≥j
               denote it as jρ ; 
Claim 2: jρ  are strictly decreasing for  and 2≥j ρρ →j  as ; ∞→j
Proof of the claims.  In order to prove the first claim we represent  as follows: )(zQ j
 
)()1()( zzzQ j
j
j ϕ+= , 
 
where 
 
;
11
12.0)(,
1
8.1)(),()()(
11
10
1
∑∑
≥= +−+−=+−=+= m m
m
jj
m
m
m
jj z
z
z
zh
z
zzfzhzfzϕ  
 
Consider the equation .  It is equivalent to the polynomial equation of order 
45. It can be verified using Maple that it has a unique (and hence real) root in the disc 
0)( =zf
{ 73.0: ≤zz }.  The numerical approximation of that root is . 
The next step is to compute a lower estimate for .  It can be noticed that 
for any two 
K7238862780.0* =z
|)(|min
73.0||
zf
z =
{ rzzzz =∈ :, 10 } the following inequalities take place: 
 
( )∑
∑
≥
−
=
−
−≤−−≤
++
−≤−≤−
1
4
01
2
1
01
10
1 01
01
0101
.
1
||
)1(
||
|1||1|
||)()(|)(||)(|
m
m
m
m
mm
r
zz
r
mrzz
zz
zzzfzfzfzf
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Hence  is a Lipshitz  function  with the  constant   on the  circle )(zf 4)1( −−= rL
{ rzz =: }.  By taking five points on the circle and using Maple one can obtain the 
following estimate:  
 
54.2|)(|min
73.0||
≥= zfz  ; 
 
On the other hand for : 73.0=r
 
41.2
)1)(1(1
12.0
11
1
11
12.0|)(|
11
11
2
11
11
11
11
2
11
22
≤−−+−+=
−+−≤−+−+≤ ∑∑ ≥ −≥
rr
r
r
r
r
r
rr
r
r
zh
m
m
m
m
m
 
 
Since 12 jj rr <  for any  it follows that 12 jj > rzjzh j ≤≥∀≤ ||,241.2)( .  
Let us define a disk { 73.0||: }≤= zzγ , and let the circle { }73.0||: == zzγ  be a 
boundary of that disk. Clearly, both functions  and  are analytic on )(zf )(zh j γ . We 
just have shown that  on |)(||)(| zhzf j> γ . According to the Rouche theorem, the 
number of zeros of the function )()( zhzf j+  on the open disk γγ \  is equal to the 
number of zeros of the function  in that region.  has a unique (and, hence, 
real) root inside the disk 
)(zf )(zf
γ , and so does )()()( zhzfz jj +=ϕ . Claim 1 follows. 
In order to handle the second claim let us consider the function of a real variable 
 for some , implicitly defined by the equation ),[),( 0 ∞∈= tttpp 10 ≥t 0),( =ptS , 
where: 
)()1(21),( pppptS tt σ+−+=  . 
 
Clearly  
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( )
( ))(2)()1(
)(2ln
)()1()(2
)(lnln2
1
1
11 ptppp
pp
ppptptp
pppppp tt
p
t
ttt
tt
t σσ
σ
σσ
σ
−−′+
−=′+−−
−=′− −−−   . 
 
We denote: 
 
{ } { } ;;0)(max;)(2min
73.073.0 B
ACpBpA
pp
=>′=−=
≤≤
σσ  
 
Since )(xσ  is monotonically increasing as a function of real variable and 
,96.1)73.0( <σ  we make a conclusion that  A > 0  and  hence C > 0.  Thus: 
1
1
)1(
ln
−−+≥′− tt
p
t
t tpCp
p
p   . 
 
Since  as 073.0 11 →< −− tt ttp ∞→t ,  we conclude that  
 
Ctpttt t <>∀≥∃ −100 :1  . 
 
Hence:  
 
0
)1(
ln 1 >−+≥′− CCp
p
p t
p
t
t  
 
This delivers the second claim. 
 
 
 
 
3.2.4. Asymptotics 
 
We now use the generating function  of the sequence )(, zG mj { } 0,),,( ≥nmjng  in order 
to analyze the asymptotic behavior of the quantity  as  According to 
(3.2.3), poles of  are zeros of the following function of a complex variable: 
),,( mjng .∞→n
)(, zG mj
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)](2[)(1)( zzzzQ jj σσ −+−=                                     (3.2.7) 
 
As it has been demonstrated above, it has a zero jρ , such that 66.057.0 << jρ  and 
no other zeros in the disc { 73.0|| ≤zz }. The function  can be represented as: )(, zG mj
[ ] 1,, )( )()( += mj mjmj zQ
zP
zG  ; 
 
jρ  is a simple root of  and )(zQ j 0)(, ≠jmjP ρ . Thus,   has the following 
Laurent expansion: 
)(, zG mj
[ ] .)()()( )( 0
1
1
1
, ∑∑
≥
+
=
−
+ −+−= s
s
js
m
k
k
j
k
m
j
mj zc
z
c
zQ
zP ρρ  
 
Following [22] we obtain an asymptotic estimate of  [ ] )(),,( , zGzmjng mjn= . The 
theoretical background of such an estimate could be found, for example, in [43, 
Theorem 5.2.1]. The following statement holds: 
 
Let  f  be analytic in a region ℜ containing the origin, except for finitely many 
poles. Let R > 0 be the modulus of the pole(s) of smallest modulus, and let 
be all of the poles of  whose modulus is R. Further, let szz ,,0 K )(zf RR >′  be the 
modulus of the pole(s) of next- smallest modulus of  f,  and let 0>ε  be given. Then  
 
[ ] [ ] ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ +′+⎭⎬
⎫
⎩⎨
⎧= ∑
=
ns
j
j
nn
R
OzfLzzfz ε1;)(
0
 . 
 
where ( )jzfL ;  is a Laurent expansion of  f  at  . Using the Laurent expansion for 
 and the above theorem, one can write: 
jz
)(, zG mj
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[ ] ⎟⎟⎠⎞⎜⎜⎝⎛ ⎟⎠⎞⎜⎝⎛+′−⎟⎟⎠
⎞
⎜⎜⎝
⎛ += + nOQ
P
m
mn
mjng
n
j
m
jjj
jmj 11
)(
)(
),,( 1
,
ρρρ
ρ
,                     (3.2.8) 
 
Combining now (3.2.2) and (3.2.8) we get: 
 
{ }
[ ] ⎟
⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛+
⎟⎟⎠
⎞
⎜⎜⎝
⎛′−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=ℑ∈Ρ
+
n
O
Q
P
m
mn
A
j n
jm
jjj
jmj
n
m 11
)(
)(1
1
,)(
ρ
ρρρ
ρ
.      (3.2.9) 
 
In order to estimate components in this expression we want to apply “bootstrapping 
method” (see, for example, [15]) to the equation 0)( =jjQ ρ . First we re-write it in a 
form: 
j
j
j ρρσ +−= 1
12)( ,                                                                      (3.2.10) 
 
Recalling that ρ is the real root of the equation 1)( =zσ  in the unit disc, we denote 
jj ερρ += , where 0>jε . We get: 
j
j
j )(1
12)( ερερσ ++−=+  
 
Applying now Taylor expansion on both sides we obtain: 
 
( )jjj O 2)( ρρσρε ±′=  . 
 
Hence 
 
( jjj O 2)( ρρσρρρ ±′+= ) .                                                                 (3.2.11) 
 
Lemma 3.2.5.   as a function of real variable is monotonically decreasing on )(xQ j
)1,[ρ . 
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Proof of Lemma 3.2.5.  According to (3.2.7): 
]1)[(]2)([)( 1 jjj xxxjxxQ +′+−=′− − σσ  ; 
  
Assuming that )(xσ and )(xσ ′  are both monotonically increasing on )1,[ρ , one can 
write: 
11 8.38.3)1)(()( −− −+>+′+−>′− jjjjj jjxQ ρρρρσρ  . 
 
Since function , assumes its maximum at 1,)( 1 ≥= − xxxf xρ
...786495.1
ln
1
1
* ==
ρ
x  so that , we can write: ...15028.1)()( * =≤ xfxf
016.18.38.3)( >−+>′− jj xQ ρ  . 
 
Since monotonicity of  )(xσ  is trivial, it remains to show that 0)( >′′ xσ  for   
)1,[ρ∈x . Indeed: 
∑
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≥
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+
+
≥
+
≥
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x
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d
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This completes the proof of Lemma 3.2.5. 
 
 
Lemma 3.2.6.   
(i)  For all : 1≥j
j
j ρρρ +<  
 
(ii) There exists  such that for all : 10 ≥j 0jj ≥
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21
1
+−
>
j
j ρρ
ρ . 
 
Proof of Lemma 3.2.6. Let us define: 
 
;;
1
1
2
j
j
j
j ba ρρ
ρρ
+=
−
=
+
 
 
(i) In a view of Lemma 3.2.5, it is enough to show that 0)( <jj bQ . Since )(xσ  is   
    convex on  we have: ]1,0[
 ( )[ ]( )[ ][ ][ ][ ][ ] 0)1()(8.3 )1()()(
)1()1()()(
)(21)(11
)(21)(1)(
1503.11
1
11
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ρρρρσρρ
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(ii) We can rewrite:  
 
3
4
1 +
+
−+= j
j
ja ρ
ρρ  . 
 
Using (3.2.11) we obtain: 
 
( ) ( ) ( )( ).03.0
1)(
1
1)(
2
4
4
2
3
4
jjjjj
j
jj
jj OOOa ρρρρ
ρ
ρσρρρ
ρ
ρσ
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⎤⎢⎣
⎡
−−′≥−−−′>− +
+
 
This completes the proof of Lemma 3.2.6. 
Now we are ready to start proving Theorem 3.2.1. First, we combine (3.2.1) and 
(3.2.9), and observe that: 
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Second, by using Lemma 3.2.6 along with the fact that   for , we 
get: 
nxn ex <+ )1( 1−>x
 
                                     
11 −−>
⎟⎟⎠
⎞
⎜⎜⎝
⎛
jn
n
j
e ρ
ρ
ρ  ,  for ,                                 (3.2.13) 1≥j
 
and  
 
31 +−<
⎟⎟⎠
⎞
⎜⎜⎝
⎛
jn
n
j
e ρ
ρ
ρ , for . 0jj ≥
 
Now we want to find such that all the terms in the sum (3.2.12), corresponding 
to  are negligible. Let: 
)(nq
)(nqj ≤
 
3
ln
)1ln(lnlnln)(
1
−+−−=
ρ
mnnnq  ; 
 
then for  we can estimate )(0 nqjj ≤< n
j
mn
⎟⎟⎠
⎞
⎜⎜⎝
⎛
ρ
ρ  using the following inequality: 
 
n
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n
j
m 13 ≤<
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⎞
⎜⎜⎝
⎛
+− ρ
ρ
ρ   , 
 
which yields the following estimate for the sum of corresponding terms in (3.2.12): 
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                                        (3.2.14) 
                          
Hence it is enough to only take into consideration the terms with . We will 
need the following lemma. 
)(nqj >
Lemma 3.2.7.  For  the following asymptotic estimate takes place: )(nqj >
⎟⎟⎠
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⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛+=
⎟⎟⎠
⎞
⎜⎜⎝
⎛
′−
−
n
nOe
jn
n
j
2
)( ln11
1
ρσ
ρ
ρ
ρ . 
 
Proof of Lemma 3.2.7.  Using  (3.2.11), we obtain: 
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On the other hand 
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This completes the proof of Lemma 3.2.7. 
Considering (3.2.14), one can write: 
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Now estimating coefficients: 
 ( )( ) ( )( )jjmjmjjjjmjjjmj OP ρρρσρρσρρ +=−−= + 1)(1)()( 1,  ; ( )[ ] [ ] ( )( )1111 1)( −+++ +′=′− jmmmjjj OQ ρρσρρρ   
 
and combining this with (3.2.15) we obtain: 
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Now we need to compute the following sum: 
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In order to calculate this sum, following [22], we start with Mellin’s formula: 
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assuming 
)(ρσ
ρλ ′=
jn  . The method of Mellin’s transform is explained in a great 
detail in [28, pp. 131-134]. It is also treated in [29, Chapter 7]. One can write: 
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which completes the proof of Theorem 3.2.1. 
 
3.2.5. The Problem of Wilf for Carlitz compositions 
 
 
 The Problem of Wilf for classical compositions was solved in [23], see also 
[22]. This is how the problem is defined: determine asymptotically as  the 
probability that a randomly chosen part size of a random composition of n  has 
multiplicity  m. For partitions this problem was solved in [6]. Based upon  
∞→n
Theorem 3.2.1, it is easy now to formulate the solution to the problem extended to the 
case of Carlitz compositions. Recall that a composition κ is a k-tuple ( )kγγ ,,1 K , and 
the number of distinct part sizes of κ can be defined as following: 
{ }∑
=
−=≠+=
k
jn j
ID
2
1,,1,1)(
ν
νγγνκ K . 
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We consider the following experiment. In a random Carlitz composition defined in 
Section 1 we chose uniformly at random one of all distinct part sizes. Our aim is to 
asymptotically estimate the unconditional probability that the multiplicity of a chosen 
part size is  m. We denote this event as . Clearly: )(mnA
{ } ⎥⎦
⎤⎢⎣
⎡=Ρ
n
m
nm
n D
U
EA
)(
)(  .                                                                           (3.2.17) 
 
It has been shown in [23] and [22] that in the classical case { })(mnAΡ  tends to zero at 
the rate 
nln
1 . We will show, that in Carlitz case this probability tends to zero at the 
rate 
n
ρ
1log
1 . Following the technique developed in [22], we will show that  is 
heavily concentrated around its mean and hence: 
nD
{ } [ ][ ]n
m
nm
n DE
UEA
)(
)( ~Ρ  . 
 
The following theorem takes place. 
Theorem 3.2.8.  
 
{ } )1()ln(1log )(1 onchBmAn mmn ++=Ρ⎟⎠⎞⎜⎝⎛ ρ , as , ∞→n
 
where 
ρ
1ln
1=B , and are mean zero functions of period 1 whose Fourier 
coefficients are given by 
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0,
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2
!
1
1
)( ≠⎟⎟⎠
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Bm
m
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and  c  is some well defined constant. 
Proof of Theorem 3.2.8.  According to (3.2.3) the g.f. of the number of Carlitz 
compositions not using part size  j  is: 
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If  )()( κϑκϑ n=  is the set of distinct part sizes of a random composition κ, and 
)(κϑ=nD , then 
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We can write: 
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It directly follows from (3.2.10) and (3.2.11) that 
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Using (3.2.13), we can write: 
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For the lower bound we have 
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All we need to show is that the last two terms of this sum can be neglected. Since 
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Using (3.2.9) and (3.2.15) for 0=m and (3.2.13) we obtain: 
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For the second term we can write 
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Hence 
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which in a view of Theorem 3.2.1 delivers the claim of Theorem 3.2.8. 
 
 
 
 
4.  CONCLUSION 
 
 
 As it has been pointed out in the beginning of the previous section, and 
illustrated in the Section 2, partitions and compositions of integers are widely used as 
theoretical models for evolutionary processes in different contexts. Measures of 
distinctness of random partitions and compositions merit a lot of attention in the past 
two decades. Stochastic characteristics considered in the give thesis is an adequate 
contribution of the author to that effort. Some of these results are summarized in the 
table below. 
 
 Partitions Classical 
Compositions 
Carlitz 
Compositions 
Total Number of 
Parts 
[10] [23] [27] 
Number of Distinct 
Part Sizes 
[42], [16] [21] [15] 
Number of parts of a 
given multiplicity 
[6] [29] [*] 
Multiplicity of a 
given part size 
[6] [*]  
 
Figure 4. Stochastic characteristics of random partitions and compositions. 
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The results presented in the given thesis are marked as [*]. Morestochastic 
characteristics of random partitions and compositions including those that constitute 
open problems can be found in [24] and [29]. 
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