We show that the closed 3-manifold invariants of G. Kuperberg constructed from an involutive Hopf algebra H can be extended to invariants of balanced sutured 3manifolds endowed with a representation of the fundamental group into the automorphism group of H. These invariants are computed from a sutured Heegaard diagram via some form of Fox calculus and, provided H is Z-graded, they can be twisted to define polynomial invariants. Whenever H is an exterior algebra, we show that the twisted invariant computes twisted Reidemeister torsion via Fox calculus.
Introduction
Topological invariants of knots and 3-manifolds may be constructed essentially from two methods. On one hand, classical algebraic topology leads to the Alexander polynomial of a knot and, more generally, Reidemeister torsion of 3-manifolds. These invariants contain a lot of topological information and can be further strengthened by being enhanced with a representation of the fundamental group. The resulting twisted invariants turn out to be extremely powerful, for instance, they can detect mutation and non-invertibility of some knots and, when taken all together, they detect the genus of a knot and whether a 3-manifold fibers over the circle, cf. [8, 9, 16, 17, 23, 38] .
On the other hand, representation theory of the Hopf algebra U q (sl 2 ) leads to the Jones polynomial of a knot [12] and to the Witten-Reshetikhin-Turaev (WRT) invariants of closed 3-manifolds [31, 39] , the latter provided q is specialized to a root of unity. One can also construct closed 3-manifold invariants directly from an arbitrary finite dimensional Hopf algebra H via the theory of Hopf algebra (co)integrals. This method was introduced by Kuperberg [18, 19] and Hennings [11] , the latter further needing H to be ribbon. The Kuperberg invariant for a Hopf algebra H is related to the Hennings invariant of the Drinfeld double D(H) [3] and this in turn relates to the WRT invariants when H is the Borel subalgebra of U q (sl 2 ) at a root of unity, at least for homology 3-spheres [4] . These are usually referred to as quantum invariants because of their striking connections with quantum field theory [39] , though their topological content is not quite well understood.
It turns out, however, that some invariants constructed from algebraic topology can also be seen as quantum invariants. For instance, the Alexander polynomial of a link L ⊂ S 3 can be obtained from the representation theory of U q (gl(1|1)) [30, 32] or from that of U q (sl 2 ) at q = i [25] . More recently, it was shown that the abelian Reidemeister torsion of a closed 3-manifold can be obtained from the representation theory of an "unrolled" version of U q (sl 2 ) at q = i [2] and that it extends to a non-semisimple TQFT. These results rely on the skein relation or state sum characterization of the Alexander polynomial. In [24] , we added a similar result to this list through Kuperberg's (involutive) Hopf algebra approach. However, this differs from the preceding results in that it recovers the abelian relative torsion of balanced sutured 3-manifolds, and it does so via Fox calculus.
In this paper, we attempt to make the realization of torsion invariants as quantum invariants more general and explicit by extending the results of [24] to the non-abelian and twisted cases. In particular, we show that twisted Reidemeister torsion, and hence twisted Alexander polynomials, is a special case of an appropriate generalization of Kuperberg invariants to sutured 3-manifolds. More details are given below.
1.1. Involutive Kuperberg invariants. Let (H, ·, 1 H , ∆, ǫ, S) be a finite dimensional Hopf superalgebra over a field K. There is a unique element (up to scalar) c r ∈ H such that c r · x = c r · ǫ(x) for all x ∈ H, this is the right cointegral of H. One says that H is unimodular if the right cointegral is also left. Suppose H is involutive, that is S 2 = id H , and that H and H * are unimodular. Then, given a closed oriented 3-manifold Y , G. Kuperberg constructed in [18] a topological invariant Z Kup H (Y ) ∈ K. This invariant is computed directly from a Heegaard diagram presentation of Y using the structure tensors of H together with the Hopf algebra cointegral and integral, whose defining equations translate into handlesliding invariance of Z Kup H (Y ).
1.2. Main results. Now let (M, γ) be a balanced sutured 3-manifold, that is, M is a compact oriented 3-manifold with non-empty boundary and γ ⊂ ∂M is a collection of annuli dividing ∂M into two subsurfaces R ± (γ) of equal genus [10] , [13] . This notion generalizes closed 3-manifolds, link complements and Seifert surface complements (in arbitrary closed 3-manifolds). Let H be a Hopf superalgebra as above (finite dimensional, involutive, unimodular and counimodular) and let Aut(H) denote the group of Hopf algebra automorphisms. If c denotes the cointegral of H, then there is a group homomorphism r H : Aut(H) → K × characterized by α(c) = r H (α)c for any α ∈ Aut(H). To simplify the statements below, we suppose c is in degree zero. Corollary 1. Let M be the complement of an oriented knot K in S 3 and let γ consist of two meridional sutures in ∂M . If ρ is irreducible with ρ| Ker (h) non-trivial, then
where m is a meridian of K, t is the image of m in H 1 (M ) ∼ = Z, n = dim(V ) and ∆ ρ⊗h K is the twisted Alexander polynomial of K.
In view of Theorem 2, the invariant Z ρ H has to be seen as a relative quantum invariant, relative to half the boundary of M . This seems to be the correct point of view to define numerical invariants of sutured 3-manifolds, together with the balanced condition χ(M, R − (γ)) = 0. Indeed, the (absolute) Reidemeister torsion τ (M ) is defined only when χ(M ) = 0, that is for closed 3-manifolds and link complements, but the relative torsion τ (M, R − (γ)) is defined for any balanced sutured 3-manifold. [18] to non-involutive Hopf algebras, but this needs the 3-manifold Y to be framed, that is, to be endowed with a trivialization of its tangent bundle. This extension is desirable since the involutivity condition is quite retrictive, for example, it is equivalent to semisimplicity for ungraded Hopf algebras over a characteristic zero field [21, 22] . The situation for Hopf superalgebras is slightly better, since there are involutive non-semisimple examples, such as exterior algebras. We hope the results of the present paper can be extended to the non-involutive and non-unimodular situations.
On the other hand, one knows from the works of and 9] that twisted Reidemeister torsion is an extremely powerful invariant. It would be interesting to see whether some of these results extend to twisted Kuperberg invariants for other (Z-graded) Hopf algebras.
Finally, note that if (M, γ) is a balanced sutured 3-manifold then the abelian Reidemeister torsion τ h (M, R − (γ)) ∈ Z[H 1 (M )] is the Euler characteristic of an homological invariant, the so called sutured Floer homology SF H(M, γ) defined by Juhász in [13] . The proof that χ(SF H(M, γ)) = τ h (M, R − ) of [6] uses the Fox calculus expression of the torsion. Since our construction recovers this Fox calculus computation at a specific Hopf algebra, it may be possible that Kuperberg invariants for other Hopf algebras could be categorified via Lagrangian Floer homology.
1.4. Structure of the paper. We begin by reviewing some Hopf algebra theory in Section 2. In Section 3 we introduce sutured manifolds, their Heegaard diagrams and Spin c structures. In Section 4 we define the invariant of Theorem 1, first when Im (ρ) ⊂ Ker (r H ) and then we treat the general case with Spin c structures. We explain how to twist these invariants in Subsection 4.9. We discuss the relation to twisted Reidemeister torsion in Section 5, where we prove Theorem 2. Finally, we explain in Section 6 how our definition of Z ρ H comes naturally from considering the semidirect product K[Aut(H)] ⋉ H and explain the relation with [37] and our previous work [24] . 1.5. Acknowledgments. I would like to thank my advisor Christian Blanchet for all his support and suggestions during the course of this PhD. I would also like to thank Anna Beliakova, Andrés Fontalvo-Orozco, Krzysztof Putyra and Alexis Virelizier for many interesting conversations. This project has received funding from the European Union's Horizon 2020
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Some Hopf algebra theory
In this section, we review some basics of Hopf algebra theory. Namely, we define integrals and cointegrals and discuss the involutivity property for Hopf superalgebras. More details can be found in [29] . In what follows, we let K be a field.
2.1. Hopf superalgebras. By a super-vector space, we mean a vector space V endowed with a direct sum decomposition
where the indices are taken mod 2. We denote by τ V,W the symmetry map defined on homogeneous elements by
By a superalgebra we mean a K-algebra (A, m, η), where m is the multiplication and η : K → A is the unit, in which A has a super-vector space structure satisfying m(A i ⊗ A j ) ⊂ A i+j for any i, j. If A, B are superalgebras, then A ⊗ B is a superalgebra with the product defined over homogeneous elements by
Definition 2.1. A Hopf superalgebra is a superalgebra (H, m, η) endowed with degree zero linear maps ∆ : H → H ⊗ H, ǫ : H → K and S : H → H satisfying the following axioms:
(1) ∆ is a superalgebra morphism for the above superalgebra structure on H ⊗ H.
(2) ǫ is a superalgebra morphism, where K is concentrated in degree zero.
(3) One has
We call ∆ the coproduct, ǫ the counit and S the antipode. As a consequence of the above axioms, the antipode is an algebra and coalgebra antihomomorphism, that is
for any homogeneous x, y ∈ H. Here we used Sweedler's notation for the coproduct, that is, we note ∆(x) = x (1) ⊗x (2) . Any (ungraded) Hopf algebra can be seen as a Hopf superalgebra concentrated in degree zero. In what follows we reserve the term Hopf algebra exclusively for the ungraded case.
If H is a Hopf superalgebra, we denote by H op the Hopf superalgebra with the same underlying super-coalgebra structure and with multiplication m op := m • τ H,H . The antipode is S op := S −1 . Similarly, we let H cop be the Hopf superalgebra with the same underlying superalgebra structure, but with coproduct ∆ op := τ H,H • ∆ and antipode S cop := S −1 . If H is a finite dimensional Hopf superalgebra, then the dual vector space H * becomes a Hopf superalgebra if we set H * i = (H i ) * for i = 0, 1 and m H * := ∆ * , ∆ H * := m * . This requires an identification (H ⊗ H) * ∼ = H * ⊗ H * which we take as
Note that there is no sign in the latter equation, this ensures that ∆ H * is a superalgebra morphism. 
for all g ∈ G.
Remark 2.5. By results of Larson-Radford [21, 22] a finite dimensional (ungraded) Hopf algebra over a field K of characteristic zero is involutive if and only if it is semisimple. As far as the author knows, all finite dimensional semisimple Hopf algebras over a field of characteristic zero are built from group algebras in some way. Therefore the above is the prototypical example of an involutive Hopf algebra in characteristic zero. Example 2.6. Let V be a finite dimensional vector space. The exterior algebra Λ(V ) on V is the quotient of the tensor algebra T (V ) = ⊕ n≥0 V ⊗n (where V ⊗0 = K) by the ideal generated by the elements of the form v ⊗ w + w ⊗ v with v, w ∈ V . This becomes a superalgebra by letting V ⊂ Λ(V ) be in degree one and it is a Hopf superalgebra if we set
for any v ∈ V and extend ∆, ǫ (resp. S) by letting them be superalgebra homomorphisms (resp. antihomomorphism). This is a commutative, cocommutative, involutive and nonsemisimple (provided V = 0) Hopf superalgebra. 
Here G(H) is the group of group-likes of H, that is, the elements that satisfy ∆(g) = g ⊗ g and ǫ(g) = 1, P (H) is the Lie algebra of primitive elements, i.e. those elements satisfying ∆(v) = 1 ⊗ v + v ⊗ 1 and U (P (H)) is the universal enveloping algebra of P (H). Note that if we wish U (P (H)) to be finite dimensional, then P (H) is forced to be an abelian Lie algebra concentrated in degree one, so U (P (H)) is just an exterior algebra as above. Therefore, a finite dimensional cocommutative Hopf superalgebra over a characteristic zero field is necessarily constructed from the above two examples.
In view of the above remarks, if one wishes to find an example of a finite dimensional involutive Hopf superalgebra considerably different from the above two easy examples, then one has to look for non-commutative and non-cocommutative Hopf superalgebras. The quantum group U q (gl(1|1)) at a root of unity (see e.g. [33] ) is such an example, for another one see [15, Example 5.6 ].
2.3.
Integrals and cointegrals. The theory of Hopf algebra (co)integrals was introduced in [20] . For more details see [29, Chapter 10] . In what follows, we let H be a finite dimensional Hopf superalgebra.
Equivalently, a right integral over H is the same as a right cointegral of H * .
If H is a finite dimensional Hopf superalgebra over an arbitrary field K, then there is a right cointegral and it is unique up to scalar [20] . By applying this theorem to H op or H * one also obtains existence and uniqueness (up to scalar) of left cointegrals and right or left integrals. Note that if H is ungraded involutive and char (K) = 0, then it is semisimple (see Remark 2.5) and so cointegrals are two-sided but if H is a Hopf superalgebra with H 1 = 0, then H is non-semisimple [1] and there is no reason for left and right cointegrals to coincide. Definition 2.9. A Hopf superalgebra H is said to be unimodular if any right cointegral is also a left cointegral. We say that H is counimodular if H * is unimodular. Now let c r be a right cointegral in H and let α ∈ Aut(H). Clearly, α(c r ) is a right cointegral so by uniqueness, there is a scalar r H (α) ∈ K × such that α(c r ) = r H (α)c r for all α ∈ Aut(H). This defines a group homomorphism r H : Aut(H) → K × . Note that a Hopf algebra is semisimple if and only if ǫ(c r ) = 0 ([20, Proposition 3]) and so r H ≡ 1 in this case. Moreover, if H is semisimple and the base field has characteristic zero, then Aut(H) is a finite group by [28] . Therefore Aut(H) may be infinite and r H non-trivial only in the non-semisimple situation.
Remark 2.10. The homomorphism r H can be thought as the comodulus of the Hopf Galgebra H associated to K[G] ⋉ H with G = Aut(H), see Proposition 6.2. Therefore, if r H = 1, then H is non-unimodular even if H is unimodular. This happens already for the exterior algebras below. Example 2.11. Let Λ(V ) be the exterior algebra on a finite dimensional vector space V . Any automorphism of Λ(V ) defines a linear isomorphism over its subspace of primitive elements, which is V . Conversely, any linear isomorphism of V extends to a Hopf automorphism of Λ(V ) so Aut(Λ(V )) ∼ = GL(V ). If X 1 , . . . , X n is a basis of V , then the cointegral of Λ(V ) is the product c = X 1 . . . X n so that
Proposition 2.12. Let H be an unimodular Hopf superalgebra and c be its two-sided cointegral. Then the following holds:
(1) S(c) = (−1) |c| c,
where µ r is the right integral of H and r H is the homomorphism Aut(H) → K × defined above.
Proof. The first two properties are standard, cf. [29, Chapter 10] . The third one follows from uniqueness of integrals: if µ r is a right integral, then µ r • α = r ′ H (α)µ r for some scalar r ′ H (α) ∈ K × . Since µ r (c r ) = 0 it follows that r ′ H (α) = r H (α) for any α.
Sutured manifolds and Heegaard diagrams
In this section we recall a few concepts from sutured manifold theory. We will follow [13] , [14] closely. In what follows, all 3-manifolds will be assumed to be compact and oriented.
3.1. Sutured manifolds. Sutured manifolds were introduced by Gabai [10] in its study of foliations of 3-manifolds. Here we give a slightly less general definition, as in [13] .
Definition 3.1. A sutured manifold is a 3-manifold-with-boundary M endowed with a collection γ of pairwise disjoint annuli in ∂M subject to the following properties:
(1) Each annuli is the tubular neighborhood of an oriented simple closed curve called a suture. The collection of sutures is denoted by s(γ). (2) The surface R = ∂M \ γ is oriented and each (oriented) component of ∂R is parallel to some (oriented) suture. We denote by R + (γ) (resp. R − (γ)) the union of the components of R whose orientation coincide (resp. is opposite) with the induced orientation in ∂M . We say that (M, γ) is balanced if M has no closed components, each component of ∂M has at least one suture and χ(R − (γ)) = χ(R + (γ)). Seifert surface complements can also be given the structure of a balanced sutured manifold, see [13] .
3.2. Sutured Heegaard diagrams. As for closed 3-manifolds, sutured 3-manifolds can be described by Heegaard diagrams, with the single difference that Heegaard surfaces have boundary. We will need our Heegaard diagrams to be embedded as in [14] .
Definition 3.6. Let (M, γ) be a sutured 3-manifold. An (embedded) sutured Heegaard diagram is a tuple H = (Σ, α, β) consisting of the following data:
(1) A compact oriented surface-with-boundary Σ embedded in M with ∂Σ = s(γ) as oriented 1-manifolds. (2) A set α (resp. β) of pairwise disjoint simple closed curves in Σ bounding disks to the negative (resp. positive) side of Σ. (3) Compressing Σ along the disks corresponding to α (resp. β) results in a surface isotopic to R − (γ) (resp. R + (γ)) relative to γ. In other words, we require Σ to split M into two sutured compression bodies U α and U β , where U α is obtained by attaching one handles to It is proved in [13] that any sutured manifold has an embedded Heegaard diagram. Moreover, a sutured manifold is balanced if and only if its diagrams are balanced. The Reidemeister-Singer theorem extends to sutured manifolds: any two sutured Heegaard diagrams of a given sutured manifold are related by Heegaard moves, see [14, Proposition 2.36 ] for a precise version in the embedded case.
We now recall some definitions from [24] . In what follows, we let R be a compact orientable surface-with-boundary. We suppose R has no closed components. Suppose R is connected and is given a handlebody decomposition with a single 0-handle and no 2-handles. Then the cocores of the 1-handles define a cut system of R, and viceversa. Thus, a cut system is equivalent to a handlebody decomposition of the surface. Definition 3.9. Let H = (Σ, α, β) be a Heegaard diagram of a sutured manifold (M, γ). A cut system of (Σ, α) consists of a set of pairwise disjoint properly embedded arcs a ⊂ Σ \ α such that a is a cut system of Σ[α], the surface obtained by surgering Σ along the disks (in U α ) bounded by α. An extended Heegaard diagram is a Heegaard diagram (Σ, α, β) endowed with a cut system a of (Σ, α). Usually, we denote α e = α∪a and if |α| = d, |a| = l, then we denote α = {α 1 , . . . , α d } and a = {α d+1 , . . . , α d+l }.
It is shown in [24] that any two extended Heegaard diagrams of (M, γ) are related by extended Heegaard moves. These consist of the following:
(1) Usual Heegaard moves of (Σ, α, β), just that we always suppose the α's are isotoped or handleslided in the complement of the arcs in a.
(2) Isotopies of arcs.
(3) Handlesliding an arc over an arc. (4) Handlesliding an arc over a curve. Note that the definition of extended Heegaard diagram of [24] includes also a cut system of (Σ, β), we do not require this in the present paper.
3.3. Dual curves. Let (M, γ) be a balanced sutured 3-manifold with a basepoint p ∈ s(γ) and suppose that R − (γ) is connected. Let H = (Σ, α e , β) be an extended Heegaard diagram of (M, γ).
Suppose H is oriented and that the arcs in a are also oriented (though the orientation of the arcs will be irrelevant soon). One can construct elements α * ∈ π 1 (M, p) for each α ∈ α e as follows. Let α e = α ∪ a where α = {α 1 , . . . , α d } are the closed curves and a = {α d+1 , . . . , α d+l } is a cut system of (Σ, α). Write M = U α ∪ U β where U α , U β denote respectively the lower and upper compression bodies associated to H. We can think of U α as constructed from R − × I by attaching 3-dimensional 1-handles with belt circles the closed α curves. The cocores of these 1-handles are disks
Definition 3.11. For each i = 1, . . . , d + l we let α * i ∈ π 1 (M, p) be the homotopy class of a loop based at p contained in U α which intersects D 1 ∪ · · · ∪ D d+l only at a single point in D i . We orient α * i in such a way that α i · α * i = +1 when α * i is represented as a curve in Σ. Remark 3.12. We will need to understand how the elements α * i ∈ π 1 (M, p) change when performing extended Heegaard moves:
(1) Suppose α j is handleslided over α i (with (α j , α i ) / ∈ α × a) and let α ′ j , α ′ i denote the curves after handlesliding. If P denotes the handlesliding region, we suppose p / ∈ P (this matters when one of α i , α j is an arc). If the curves α i , α j , α ′ j are oriented so that ∂P = α i ∪ α j ∪ −α ′ j in H 1 (Σ, ∂Σ)) as oriented 1-manifolds (P has the induced orientation from Σ), then (α ′ j ) * = α * j and
(2) Suppose an arc a ∈ a is isotoped along ∂Σ past the basepoint p. We suppose the arc a is oriented so that a · δ = +1 where δ is the oriented boundary component of ∂Σ containing p. Suppose further that the arc a is isotoped to the right of p (this has sense since Σ is oriented), and denote by a ′ the new arc and by H ′ the new extended Heegaard diagram. If we denote by α ′ i the curves
Now let c ⊂ Σ be an embedded oriented arc or an embedded oriented circle with a basepoint (which we can consider as an oriented arc by deleting a small neighborhood of the basepoint). Suppose c is transversal to α e and has endpoints in Σ \ α e . a a a i a i p p δ δ Figure 1 . An arc a is slided past the basepoint p ∈ δ ⊂ ∂Σ. On the left we draw a * i as γA i γ −1 , where A i is a circle in int (Σ) intersecting α e once at a i and γ is an arc from the basepoint to a point in A i . On the right we see that the arc γ has to be slided over a * to avoid an intersection with a. This shows that (a ′ i ) * = a * a * i (a * ) −1 .
Definition 3.13. We let c ∈ π 1 (M, p) be the homotopy class of the loop obtained by joining the basepoint p to the beginning point of c by an arc contained in
, then following c according to its orientation and finally coming back to the basepoint p by an arc contained in B α e . Equivalently, c is obtained by taking the product from left to right of the (α * ) m(x) 's for each x ∈ α e ∩ c, ordered by their appearance along c and where m(x) ∈ {±1} is the sign of the intersection.
The orientation of the arcs in a is needed to write c as a word in the α * 's, but as an element of π 1 (M, p), c is independent of this. Note that if c ⊂ Σ is an oriented circle with a basepoint, then changing the basepoint along c leaves the conjugacy class of c unchanged. 
Proof. This is direct from Van Kampen's theorem.
Definition 3.15. Suppose a curve β ∈ β is oriented and has a basepoint q ∈ β \ α e . For each x ∈ β ∩ α let q x ∈ β be a point defined as follows: if the crossing at x is positive (resp. negative), then q x is right before (resp. after) x along β. Then we denote β x = c x where c x is the subarc of β starting at q and ending at q x . More precisely, suppose that
is the product of the α * 's corresponding to the crossings of β that precede (resp. succeed) x. Then
Remark 3.16. With this notation the Fox derivatives are computed by
for any β ∈ β, where F is the free group generated by α * 1 , . . . , α * d+l .
Lemma 3.17. The elements β x defined above do not depend on the orientation of β and they are invariant under isotopy and handlesliding in α e , provided the basepoint p is outside the isotopy or handlesliding region. Isotoping an arc a past the basepoint conjugates the β x 's by (a * ) ±1 , for each β ∈ β and x ∈ β ∩ α.
Proof. This follows directly from Remark 3.12. [13, 26] . This map satisfies that
where ǫ(x, y) is some homology class in H 1 (M ) [13, Lemma 4.7] . See Lemma 4.15 below for an explicit description of this class.
3.5. Homology orientations. Let H = (Σ, α, β) be a balanced Heegaard diagram of a sutured 3-manifold (M, γ) and let d = |α| = |β|. An homology orientation is an orientation ω of the vector space H * (M, R − (γ); R). It is shown in [6] that an homology orientation is equivalent to a sign-ordering of H, that is, it determines an orientation and an ordering of the curves in α∪β up to some equivalence. We refer the reader to [6] for this correspondence. 
Twisted Kuperberg invariants
In this section we construct the sutured manifold invariant of Theorem 1. We proceed in various stages. First, we assume that both the sutured manifold M and the subsurface R − (γ) of ∂M are connected. After recalling the original construction of Kuperberg [18] (M, γ, s, ω) . The case when R − (γ) is disconnected is discussed in Subsection 4.8. The most general definition of the invariant of Theorem 1 is given as Definition 4.18. Finally, in Subsection 4.9 we explain how to lift these invariants to polynomials whenever the Hopf superalgebra H is Z-graded.
Throughout all this section, we let H be a finite dimensional, involutive, unimodular, counimodular Hopf superalgebra over a field K. We let c ∈ H be a two-sided cointegral and µ ∈ H * a two-sided integral normalized by µ(c) = 1. We denote by r H : Aut(H) → K × the homomorphism characterized by α(c) = r H (α)c. We also let (M, γ) be a connected balanced sutured 3-manifold with connected R − (γ), endowed with a representation ρ : π 1 (M, p) → Aut(H), where p ∈ s(γ), and with an orientation ω of H * (M, R − (γ); R).
4.1.
Tensors associated to Heegaard diagrams. Let H = (Σ, α, β) be an embedded Heegaard diagram of (M, γ). We let d = |α| = |β|.
Definition 4.1. We say that H is ordered if the sets α and β are totally ordered. We say that H is based if each curve α ∈ α (resp. β ∈ β) has a basepoint p ∈ α \ β (resp. q ∈ β \ α). Suppose H is ordered, oriented and based. We denote by I the set of crossings of H, that is, I = α ∩ β. For each i = 1, . . . , d, the basepoint of α i together with its orientation determine a total ordering on the set of crossing through α i . Using the total ordering of α, we get a total ordering on the set I. We denote by I α the set I with the total ordering coming from α. Similarly, the ordering, orientation and basepoints of β determine a total ordering on I, we denote by I β the set of crossings with this ordering. These orderings differ by some permutation, giving a map
where N is the total number of crossings of H. Now, for each α ∈ α, let |α| be the number of crossings through α and similarly we define |β| for β ∈ β. We set
Here ∆ k : H → H ⊗k and m k : H ⊗k → H denote iterated coproducts and products for each k ≥ 0. For k = 0 we set ∆ 0 = ǫ, m 0 = η while for k = 1, ∆ 1 = id H = m 1 . Finally, we define
Note that in this tensor product, the order of I α is relevant. If S β denotes the tensor product of the same maps, but using the order of I β , then this relates to the previous tensor by P H S α = S β P H .
Kuperberg invariants.
We briefly recall the original construction of [18] . Let Y be a closed 3-manifold and let H = (Σ, α, β) be a Heegaard diagram of Y in the usual sense, so Σ is closed and |α| = |β| = g(Σ). The tensors defined above do not require the surface to have boundary, so they are equally defined for H. Equivalently, we can delete a small disk 
It is shown in [18] 4.3. Refining Kuperberg invariants. Definition 4.3 can be generalized to sutured manifolds in a straightforward way. To obtain more powerful invariants, however, we introduce the representation ρ : π 1 (M ) → Aut(H). The origin of the formulas below will be explained in Section 6.
Let H = (Σ, α e , β) be an extended embedded diagram of (M, γ), which we suppose is ordered, oriented and based, that is, both sets α, β are ordered, oriented and based. We note α e = α ∪ a where the α are closed curves and a consists of arcs, we let d = |α| = |β| as before and l = |a|. We suppose the basepoints on β are disjoint from α e . Recall that for each β ∈ β and x ∈ β \ α e there is an element β x ∈ π 1 (M, p) obtained by joining the basepoint p to the basepoint of β through an arc in Σ \ α e , traversing β until reaching x, and joining x back to the basepoint p through an arc in Σ \ α e (Definition 3.15). These elements depend only on the orientations of the curves in α and the basepoints of β. They appear when expanding the Fox derivatives ∂β/∂α * , see Remark 3.16. 
In particular, if the cointegral has degree zero then δ ω (H) = 1. Consider the (oriented, based) Heegaard diagram of Figure 2 . For simplicity of notation, we denote α * , a * ∈ π 1 (M ) and ρ(α * ), ρ(a * ) ∈ Aut(H) just by α, a. If x 1 , x 2 , x 3 are the points of β ∩ α, encountered as one follows the orientation of β starting from the given basepoint, then β x 1 = a, β x 2 = aαa −1 α −1 and β x 3 = aαa −1 α −1 a −1 . Hence K ρ (H) : H → H is given by
). As an example, let H = Λ be an exterior algebra on one generator X, so that Aut(Λ) ∼ = K × . Then ρ descends to H 1 (M ; Z) ∼ = Z which is generated by a * . If a = ρ(a * ) satisfies a(X) = tX, then we get Z ρ H (H) = µ(K ρ (H)(X)) = µ(a(X (1) ) · S(X (2) ) · a −1 (X (3) )) = µ(a(X)) + µ(S(X)) + µ(a −1 (X))
the Alexander polynomial of K. 
where we use the commutator notation [a, α] := aαa −1 α −1 (considered as an element of Aut(H)) for simplicity. Note that if H is cocommutative, then this can be rewritten as a convolution product
The second equality follows from Lemma 5.8 below together with r Λ(C 2 ) = det, see Example 2.11. This is the SL(2, C) Alexander polynomial of K up to a factor, cf. 
. Changing the basepoints along the α's has no effect on Z ρ H (H). Proof. Denote β = β i . By defintion of Z ρ H (H), changing the basepoint of β changes the β x 's and also changes the order in which the elements are multiplied along β i . By the trace property of the integral (Proposition 2.12, which uses unimodularity of H), the (cyclic) order of the multiplication is irrelevant so we only need to take care of the β x 's. For each x ∈ β ∩ α we let β x ∈ π 1 (M, p) (resp. β ′ x ∈ π 1 (M, p)) be the element that keeps track of the intersections with the α's along the arc from q i (resp. q ′ i ) to x. These are related by
where the automorphism ρ(b) on the right hand side is applied on the i-th copy of H. 
Reversing the orientation of a curve in β has no effect in Z ρ H . Proof. Let α = α i . Denote H ′ = (Σ, α ′ , β), that is, α ′ = α but with the orientation of α = α i reversed. Using that S is a coalgebra antiautomorphism and that S 2 = id H , one finds P H ′ S α ′ ∆ α ′ = P H S α ∆ α as in [18] . Now let β ′ x be the elements of π 1 (M ) defined in Notation 3.15 corresponding to H ′ . For any 
Since φ is a Hopf automorphism, we have
Therefore, by definition of r H and Proposition 2.12, we get Proof. Note that changing the path δ by another path changes C [δ] by an inner automorphism of π 1 (M, p 2 ). Therefore, by Proposition 4.10, it suffices to prove the corollary for a specific path δ. Let α * p i ∈ π 1 (M, p i ) be the dual curves of the α's coming from the diagram H with basepoint p i , i = 1, 2. If we just let δ be a path from p 1 to p 2 contained in Σ \α (which is connected) then α * (H, ω) is unchanged. Therefore, we only need to take care of extended Heegaard moves.
(1) Isotopy inside α ∪ β follows from the antipode axiom as in [18] . Now consider the case we isotope an arc in a past the basepoint p ∈ s(γ). Let H ′ be the diagram obtained by isotoping an arc a through p. Then all the dual curves become conjugated by (a * ) ±1 , see Remark 3.12.
. This equals Z ρ (H) by Proposition 4.10. (2) If an arc is handleslided over an arc or curve, then the β x 's do not change by Lemma 3.17, provided the basepoint p does not lies on the handlesliding region (which can be supposed by isotopy invariance). Therefore K ρ H (H) is unchanged and hence so is Z ρ H (H). When handlesliding a closed curve over another, the proof is similar to that of [18, 24, 37] and follows from the defining equations of the cointegral and integral. More precisely, as we show in Section 6, the formula we give for Z ρ H (H) is the same as the one obtained by specializing the formulas of [37] to a semidirect product K[Aut(H)] ⋉ H and extending to sutured 3-manifolds. The proof of handlesliding invariance given in [37] does not requires the Heegaard surface to have boundary and so extends to our situation. (H, ω) where H is any ordered, oriented, based extended Heegaard diagram of (M, γ). If further the cointegral of H has degree zero, so δ ω (H) = 1, we denote this simply by Z ρ H (M, γ). 4.6. Multipoints and basepoints. In order to fix the indeterminacy of Z ρ H (H) coming from the basepoints and orientations of the curves in H and to obtain a topological invariant defined for an arbitrary ρ we will pick the basepoints in a very special way. The following is [24, Definition 5.22 ].
Definition 4.14. Let H be an oriented extended Heegaard diagram and let x ∈ T α ∩ T β be a multipoint in H, say x = {x 1 , . . . , x d } where x i ∈ α i ∩ β i for each i = 1, . . . , d. For each i, we let q i ∈ β i be a basepoint defined as follows: if the crossing x i is positive (resp. negative), then q i lies just before x i (resp. after x i ) when following the orientation of β i , see Figure 3 . If H is based with these basepoints on β and arbitrary basepoints on α, we denote the tensor Z ρ H (H) (resp. Z ρ H (H, ω)) by Z ρ H (H, x) (resp. Z ρ H (H, x, ω) ). Proof. We have to show that the scalar r H • ρ(h s,x )Z ρ H (H, x, ω) is independent of the multipoint x ∈ T α ∩ T β and independent of the orientation of H. This follows as in [24] , we sketch the proof for completeness. Independence of the ordering and of extended Heegaard moves is proven in the same way as before.
(1) Independence of the multipoint x ∈ T α ∩ T β : let y ∈ T α ∩ T β be another multipoint and for each i = 1, . . . , d, let b i ⊂ β i be the arc from q i (x) to q i (y). Then H, y) . where we used Equation (3) from [13, Lemma 4.7] in the third equality. Hence Thus if Im (ρ) ⊂ Ker (r H ), Proposition 4.8 implies that Z ρ⊗h H M depends on the Spin c structure only up to multiplication by f |c| , where f ∈ H 1 (M ). Hence, we can drop the Spin c structure and the homology orientation only up to a ±H 1 (M ) indeterminacy, and denote
. If the cointegral of H has degree zero, we can further drop the sign indeterminacy.
Reidemeister torsion and Hopf algebras
In this section we prove that our invariant recovers the twisted (relative) Reidemeister torsion τ ρ⊗h (M, R − ) and hence twisted Alexander polynomials. We assume some basics of torsion theory, an excellent treatment is given in [35] . We recall how to compute Reidemeister torsion via Fox calculus and how it relates to twisted Alexander polynomials. Theorem 2 is proved in Subsection 5.3.
Twisted Reidemeister torsion.
In all what follows, we let X be a finite connected CW complex and Y a (possibly empty) subcomplex such that χ(X, Y ) = 0. Let p : X → X be the universal covering space of X and Y ′ := p −1 (Y ). Let x 0 ∈ Y be a basepoint (just x 0 ∈ X if Y is empty) and let π = π 1 (X, x 0 ).
Consider the cellular chain complex C * ( X, Y ′ ). This becomes a left Z[π]-module if we let π act by Deck transformations and it is a free Z[π]-module with basis in bijection with the cells of X \ Y . We will rather consider C * ( X, Y ′ ) as a right Z[π]-module by letting c · g := g −1 c where g ∈ π and c is a cell of X (this is the same convention as in [5, 7] ). Now let ρ : π → GL(V ) be a representation, where V is a finitely generated free module over some commutative domain with unit R. Then V becomes a Z[π]-module on the left via ρ. We thus get a complex of R-modules defined by
We denote the homology of this complex by H ρ * (X, Y ). Suppose the cells of X \ Y are ordered and oriented and let e be a choice of lifts to X of the cells of X \ Y . Then e defines an (ordered, oriented) Z[π]-basis of C * ( X, Y ′ ) and tensoring with an R-basis of V we get a basis e of C ρ * (X, Y ). More precisely, if e = (e 1 , . . . , e k ) and (v 1 , . . . , v n ) is an ordered basis of V , then e is ordered by e = (e 1 ⊗ v 1 , . . . , e 1 ⊗ v n , . . . , e k ⊗ v 1 , . . . , e k ⊗ v n ). For the definition of the torsion of a (based) complex see [35] .
Definition 5.1. Let e be a choice of lifts to X of the cells of X \ Y . The Reidemeister torsion τ ρ (X, Y, e) is defined as the torsion of the based complex (C ρ * (X, Y ), e), that is,
where the Z[π]-module structure of V is defined via ρ. Here Q(R) denotes the fraction field of R. The torsion τ ρ (X, ∅, e) is denoted just by τ ρ (X, e).
Changing the basis of V multiplies τ ρ (X, Y, e) by det(A) χ(X,Y ) where A ∈ M n×n (R) is the change of basis matrix. Since χ(X, Y ) = 0, the torsion only depends on the choice of lifts e. Changing the choice e of lifts of the cells of X \ Y or changing the order and orientation of the cells of X multiplies τ ρ (X, Y, e) by ± det(ρ(g)) for some g ∈ π.
Now suppose we have a representation ρ : π → GL(V ), where V is a finite dimensional vector space over a field K. Let h : π → F X be the projection onto the free abelian group F X := H 1 (X)/Tors H 1 (X). Note that K[F X ] is a domain. Then we get a tensor product representation
Definition 5.2. Given a representation ρ : π 1 (X, x 0 ) → GL(V ) where V is a finite dimensional vector space over a field K, the twisted Reidemeister torsion of (X, Y ) is the Reidemeister torsion τ ρ⊗h (X, Y, e) ∈ K(F X ).
By the remarks above, changing the choice of lifts e multiplies the twisted torsion by ± det(ρ(g))f for some g ∈ π and f ∈ F X . We will denote by τ ρ (X, Y ) the torsion up to this ambiguity. Note that if ρ takes values in SL(n, K), the indeterminacy is only an element of ±F . This ambiguity can be fixed by picking a combinatorial Euler structure of X \ Y (cf. [35] ), which corresponds to a Spin c structure if X = M is a balanced sutured manifold and Y = R − (γ) [6] . The torsion of a CW pair (X, Y ) is always invariant under cellular subdivision and so it defines a topological invariant when X is a 3-manifold (since piecewise-linear and topological categories coincide in dimension 3).
Definition 5.3. Let X, ρ : π → GL(V ) and h : π → F X be as above. The i-th twisted Alexander polynomial of X, denoted ∆ ρ⊗h X,i , is the order of the K[F X ]-module H ρ⊗h i (X). This is an element of K[F X ] defined up to multiplication by a unit of K[F X ]. If X is the complement of a link L in a closed 3-manifold Y , then we call ∆ ρ⊗h X,1 the twisted Alexander polynomial of L and we denote it by ∆ ρ⊗h L . The twisted torsion is related to the twisted Alexander polynomials by the following formula, cf. [35, Theorem 4.7] : if ∆ ρ⊗h X,i = 0 for all i then
where= means equality up to multiplication by a unit of K[F X ].
5.2.
Twisted torsion of sutured manifolds. We now show how to compute the twisted torsion of a balanced sutured 3-manifold represented by a Heegaard diagram. It turns out that the torsion has a very simple expression in this case.
Let (M, γ) be a balanced sutured 3-manifold with connected R − = R − (γ). Let p ∈ s(γ) be a basepoint and ρ : π → GL(V ) be a representation, where π = π 1 (M, p) and V is an n-dimensional vector space over a field K. Let h : π → F M = H 1 (M )/Tors H 1 (M ) be the projection. Let H = (Σ, α e , β) be an extended Heegaard diagram of M which is ordered, oriented and based. Then we get a presentation of the fundamental group of the form
cf. Subsection 3.3. Note that each word β i depends of the orientation and basepoint of β i . Fox calculus gives elements
for all i, j, cf. [35] . Let A be the d × d-matrix with Z[π] coefficients whose (i, j)-entry is ∂β j /∂α * i . Let σ : Z[π] → Z[π] be the map defined by σ(g) = g −1 for each g ∈ π. Let σ(A) be the matrix obtained by applying this map to each entry of A. 
, v ∈ V and c is a cell of M , the boundary operator ∂ ρ⊗h 2 is represented by the matrix (ρ ⊗ h)(σ(A)). Thus, the torsion of the complex C ρ⊗h * (M, R − ) is the determinant of this matrix, proving the proposition.
Remark 5.5. The right hand side of the above proposition is defined as an element of K[H 1 (M )]. Therefore, we will consider the twisted torsion of a balanced sutured 3-manifold as an element of K[H 1 (M )]. Note however that if we want to express the torsion in terms of twisted Alexander polynomials (as in Corollary 5.6 below), then one has to pass to K[F M ], which is a Noetherian UFD. Now let L be an oriented link in a closed oriented 3-manifold Y , with components L 1 , . . . , L m . Let (M, γ) be the associated sutured manifold (see Example 3.3), that is, M = Y \ N (L), where N (L) is a tubular neighborhood of L and γ consists of a pair of annuli, one pair for each component of ∂M . Then R = R − (γ) consists of one annuli R i ⊂ N (L i ) for each i = 1, . . . , m. For each i, let y i ∈ R i be a basepoint and a * i be a generator of π 1 (R i , y i ). This is canonically oriented, from the orientation of L. We let t i be its image in F M . Note that a * i is defined in π 1 (M, p) up to conjugation, so det(t i ρ(a * i ) − I n ) is well-defined. 
The above holds for m = 1 whenever ρ is irreducible and non-trivial over Ker (h). If ρ ≡ 1 one has τ h (M, R − ) = ∆ L , the Alexander polynomial of L.
Proof. Indeed, since χ(R − ) = 0 we have τ ρ⊗h (M, (6) relating torsion to twisted Alexander polynomials we find
. Now we use that ∆ ρ⊗h L,3 = 1 always holds, that ∆ ρ⊗h L,2 = 1 holds provided ∆ ρ⊗h L,1 = 0 and that ∆ ρ⊗h L,0 = 1 if m > 1 or m = 1 and ρ is irreducible and non-trivial over Ker (h), see [7, Proposition 3.2] . If m = 1 and ρ is trivial over Ker (h), then ∆ ρ⊗h L,0 = det(t i ρ(α * i ) − I n ) and we obtain the second assertion. This completes the proof.
5.3.
Proof of Theorem 2. We deduce our second main theorem from Proposition 5.7 below. This in turn follows from commutativity and cocommutativity of Λ(V ) together with the fact that r Λ(V ) = det, see Example 2.11. As before, let (M, γ) be a balanced sutured 3-manifold with connected R − (γ), p ∈ s(γ) and let ρ : π 1 (M, p) → GL(V ) be a representation. Let H = (Σ, α e , β) be an extended Heegaard diagram of (M, γ) which is ordered, oriented and based. This determines a presentation of π 1 (M, p) as in (7) . Proof of Theorem 2. Suppose first that R − (γ) is connected. Note that the inverse-transpose satisfies (ρ ⊗ h) −t (σ(x)) = (ρ ⊗ h)(x) t for any x ∈ Z[π], where recall that σ :
is the map defined by σ(g) = g −1 for g ∈ π. Then we get
where we use Proposition 5.7 in the second equality and Proposition 5.4 in the last equality.
where the last equality follows from [6, Lemma 3.20] .
Corollary 1 follows from Theorem 2 together with Corollary 5.6 above. Note that if we had used the convention that (g ·c)⊗v = c⊗(ρ(g) t (v)) for the tensor product C * ( M )⊗ Z[π] V (as in [27] ), then Z ρ⊗h Λ(V ) would be exactly τ ρ⊗h . To prove Proposition 5.7, we need some easy linear algebra lemmas. Note that a linear map T : V → W between vector spaces V, W induces a Hopf morphism Λ(T ) : Λ(V ) → Λ(W ) between the corresponding exterior algebras.
Lemma 5.8. If T 1 , T 2 : V → W are linear maps, then
In other words, the exterior algebra functor transforms operator sum into convolution product.
Proof. Indeed, it is easy to see that the right hand side is an algebra morphism by commutativity of Λ(W ). The left hand side is an algebra morphism by definition. Since both coincide over V ⊂ Λ(V ) (a generating set of Λ(V )), the lemma follows.
For the next lemma, note that there is a natural isomorphism
Lemma 5.9. Under the above natural isomorphism, one has
Proof. As above, one can see that both sides are algebra morphisms and coincide over V ⊕ W , so they are equal. Now let T be an endomorphism of a direct sum V 1 ⊕ · · · ⊕ V d . Then by induction we get
where Λ(T i * ) := Λ(T i1 ) ⊗ . . . ⊗ Λ(T id ) for each i = 1, . . . , d. Here P d is the isomorphism
induced from the symmetry of the category of super vector spaces by the permutation defined by P d ((k − 1) 
Proof of Theorem 5.7. For simplicity, we will suppose d = 2, the general case is proved similarly. We will denote T ij = ρ(∂β j /∂α * i ) ∈ End(V ) and T x = ρ(β x ) ∈ GL(V ) for any x ∈ α ∩ β and β ∈ β, so that
for any i, j (Remark 3.16). Let T be the endomorphism of V ⊕2 with components the T ij , that is, T ij = π j T ι i where ι i (resp. π j ) is the inclusion of V (resp. projection) into the i-th factor of V ⊕2 (resp. j-th factor). Then Λ(T ) is a Hopf endomorphism of Λ(V ) ⊗2 and by Lemma 5.9 we have
where m, ∆ are the structure constants of the Hopf algebra Λ(V ). Now, by Lemma 5.8 each ΛT ij can be expressed as a convolution
where k ij := |α i ∩ β j | (here m (n) : H ⊗n → H denotes iterated multiplication and similarly for ∆ (n) ) and
Hence, by coassociativity of ∆ we can write
and similarly for (ΛT 21 ⊗ ΛT 22 )∆. Thus, we have
By commutativity and cocommutativity of Λ(V ), the terms inside the last tensor can be reordered. More precisely, let P α i (i = 1, 2) be the permutation of the set of crossings through α i that puts the crossings of α i ∩ β 1 first, and then those of α i ∩ β 2 . Similarly, let P β j be the inverse of the permutation of the crossings through β j that puts the crossings of α 1 ∩ β j first, and then those of α 2 ∩ β j . Then it is clear that
By commutativity and cocommutativity of Λ(V ) we have
Note that ρ(β x ) = Λ(T x ) under the isomorphism GL(V ) ∼ = Aut(Λ(V )). Hence, we have Λ(T ) = K ρ Λ(V ) (H) and so
as was to be shown. The case of general d is proved by a similar component-wise argument, using Equation (8).
Fox calculus and semidirect products
In this section, we explain how the tensor K ρ H (H) of Definition 4.4 appears naturally as the graded extension of Kuperberg's construction of [37] restricted to the semidirect product K[Aut(H)] ⋉ H and extended to sutured Heegaard diagrams. We also explain how this relates to our previous work [24] . 6.1. Hopf G-algebras. In [34] , Turaev introduces the notion of Hopf G-coalgebra. The theory of Hopf algebra integrals for Hopf G-coalgebras was developed in [36] . Here we prefer to work with the dual notion, since semidirect products provide a general class of examples. All the results of [36] apply to our setting. Definition 6.1. Let G be a group. A Hopf G-algebra is a family of coalgebras H = {(H α , ∆ α , ǫ α )} α∈G indexed by α ∈ G endowed with coalgebra morphisms
a unit 1 ∈ H 1 G and maps S α : H α → H α −1 satisfying graded versions of the associativity, unitality and antipode axioms (see [36] for the dual notion). Note that H 1 G is a Hopf algebra in the usual sense. We say that H is involutive if S α −1 S α = id Hα for each α ∈ G. We say that H is of finite type if each H α is finite dimensional. If H is of finite type, a right cointegral is a family c = {c α } α∈G , where c α ∈ H α for each α ∈ G, satisfying c α 1 · x = ǫ α 2 (x) · c α 1 α 2 for all α 1 , α 2 ∈ G and x ∈ H α 2 .
Let H = {H α } α∈G be a finite type Hopf G-algebra. Since the dual of a Hopf G-algebra is a Hopf G-coalgebra, the existence and uniqueness theorems of integrals of [36] have analogous statements in the G-algebra case. In particular, there exists a unique family g * = {g * α } α∈G where g * α ∈ H * α satisfying x · c α 2 = c α 1 α 2 · g * α 1 (x) for all x ∈ H α 1 and α 1 , α 2 ∈ G. We call g * the comodulus of H. Now let H be a finite dimensional Hopf algebra with automorphism group G. Recall that the semidirect product K[G] ⋉ H is a Hopf algebra with the tensor product coalgebra structure and with the algebra structure given by α · x = α(x) · α for α ∈ G, x ∈ H. Proof. That H is a Hopf G-algebra follows from the definitions, for instance, if xα 1 ∈ H α 1 , x ′ α 2 ∈ H α 2 then (xα 1 )(x ′ α 2 ) = x(α 1 (x ′ ))α 1 α 2 ∈ H α 1 α 2 .
For the second assertion, let x α 2 = xα 2 ∈ H α 2 then c α 1 · x α 2 = cα 1 xα 2 = cα 1 (x)α 1 α 2 = cǫ(α 1 (x))α 1 α 2 = cǫ(x)α 1 α 2 = c α 1 α 2 ǫ α 2 (x α 2 ) so that (c · α) is a right integral in H. For the third assertion, let x α 1 = xα 1 ∈ H α 1 (x ∈ H) then one has
x α 1 · c α 2 = (xα 1 )(cα 2 ) = xα 1 (c)α 1 α 2 = r H (α 1 )xcα 1 α 2 = r H (α 1 )g * 1 (x)cα 1 α 2 proving the assertion.
In particular, if H is unimodular, the comodulus of H is g * α = r H (α)ǫ α , see Remark 2.10.
6.2.
Kuperberg's construction for Hopf G-algebras. We now sketch the dual construction of [37], using an involutive finite type Hopf G-algebra H. Let Y be a closed oriented 3-manifold endowed with a representation ρ : π 1 (Y ) → G. Let H = (Σ, α, β) be an ordered, oriented, based Heegaard diagram of Y . For simplicity, we note H α instead of H ρ(α * ) for each α ∈ α. Suppose a curve β ∈ β has associated the word
when starting from its basepoint and following its orientation. Since β = 1 in π 1 (M, p), we get a multiplication In the first equalities we used the semidirect product relation αx = α(x)α for α ∈ G, x ∈ H and in the second-to-last equality we used that α 1 . . . α k = 1 in G. This proves what we wanted. If a crossing x i is negative, then from
we get the α −1 x i term at the end of β x i as desired. Now let κ : H ⊗d+l → ⊗ d+l i=1 H α i be the tensor product of the identifications H ∼ = H α i , x → xα i . Proposition 6.4. Let ρ : π 1 (M ) → Aut(H) be a representation. Then We used that the κ α 's are coalgebra morphisms in the second equality and Lemma 6.3 in the fourth one. This proves what we want. The second assertion follows directly from the first.
6.4. Relation to previous work. We now explain how the invariant of Theorem 1 relates to the construction of our previous work [24] . There we introduced the concept of relative integral and relative cointegral, where a relative integral in a Hopf superalgebra H consists of a central Hopf subalgebra B of H together with a B-linear map µ : H → B satisfying a relation generalizing the usual Hopf algebra integral. We further required the existence of a Hopf morphism π : H → B such that π| B = id B .
It turns out that this data defines a Hopf G-coalgebra (the dual notion of Hopf G-algebra) with a distinguished group-like π g ∈ H * g for every g ∈ G where G := Hom alg (B, K). Indeed, for any g ∈ G set H g := H/I g where I g is the two-sided ideal generated by the elements of the form b − g(b)1 H for b ∈ B. It is easy to see that H = {H g } g∈G is a Hopf G-coalgebra. If µ, π : H → B are as in the definition of a relative integral, then for any g ∈ G the composition g • µ descends to a G-integral µ g : H g → K and the projection π : H → B descends to an algebra morphism π g : H g → K satisfying (π g 1 ⊗ π g 2 )∆ g 1 g 2 = π g 1 g 2 . Dually, if (A, ι, i A , π A ) is a relative cointegral in the sense of [24] , then we get a Hopf G-algebra with G = G(A). The advantage of working with Hopf G-algebras (or G-coalgebras) is that cointegrals come from free by the results of [36] and we do not need to worry about the compatibility conditions stated in [24] , which also follow from results in [36] in the Hopf G-algebra setting.
For another hand, in [24] we also showed that the abelian Reidemeister torsion τ ρ (M, R − ) of a balanced sutured 3-manifold (M, γ) is recovered whenever one specializes the construction to the Borel subalgebra H of U q (gl(1|1)) at a root of unity, say of order n. Here the relative integral is defined as follows: the central subalgebra B is the subalgebra generated by the group-likes K ±1 and µ, π : H → B are defined by µ(K i X j ) = K i δ j,1 , µ(K i X j ) = K i ∆ j,0 . It turns out that the dual of H is isomorphic to the semi-direct product K[Z/nZ]⋉Λ where Λ is an exterior algebra on one generator, so it embeds into K[Aut(Λ)] ⋉ Λ. Thus, that example (or rather its dual) is covered by the present paper.
