The quality of experience (QoE) is known to be subjective and context-dependent. Identifying and calculating the factors that affect QoE is indeed a difficult task. Recently, a lot of effort has been devoted to estimate the users' QoE in order to improve video delivery. In the literature, most of the QoE-driven optimization schemes that realize trade-offs among different quality metrics have been addressed under the assumption of homogenous populations. Nevertheless, people perceptions on a given video quality may not be the same, which makes the QoE optimization a hard task. This paper aims at taking a step further in order to address this limitation and meet users' profiles. Specifically, we propose a closedloop control framework based on the users' (subjective) feedbacks to learn the QoE function and optimize it at the same time. Extensive simulation results show that the proposed scheme converges to a steady state, where the resulting QoE function noticeably improves the users' feedbacks.
I. INTRODUCTION
Due to the emergence of smartphones in human daily life and the tremendous advances in broadband access technologies, video streaming services have greatly evolved over the last years to become one of the most provided services in the Internet. According to Cisco [1], http video streaming will be 82% of all internet consumers' traffic by 2020, up from 70% in 2015. It is then well understood that more and more interest is being today accorded to video streaming services in the hope of making all people satisfied with the video quality. Nevertheless, satisfying all users at once is a hard task; in fact, someone may appreciate a video quality that someone else may not appreciate at all. This makes the study of the QoE too complex.
In the literature, different studies have been explored to express the user's QoE as an explicit function of some metrics. Some works claim that the QoE can be directly mapped to some QoS metrics such as the throughput, the jitter and the packet loss [2] , [3] . Other recent works found that the QoE could be expressed through some application metrics such as the frequency of video freezing (stalls), the startup delay, the average video quality and the dynamic of the quality changing during the streaming session [4] , [5] . However, the QoE may change depending on the video context and some other external factors linked to the user himself [6] , which explains the trend of using new standardized subjective metrics such as the MOS (Mean Opinion Score) and the users' engagement rate [7] - [9] .
In the industry, various adaptive video streaming solutions based on the well-known DASH (Dynamic Adaptive Streaming over HTTP) standard have been explored to meet the users' expectations. Despite the emergence of several proposals to improve the QoE, there is still no consensus across these solutions since the users' perceptions are quite different.
The main motivation of this work is to make DASH deal with the very wide heterogeneity of people. At the core, lies the idea of performing real time supervision on the users' real perceptions to permanently improve the performance of quality adaptation. To the best of our knowledge, such a paradigm has not been yet investigated with adaptive video streaming.
In particular, we combine machine learning with a QoE-maximization problem in a closed-loop architecture to dynamically adapt the quality of the video with respect to the users' feedbacks. We focus on two main ideas: maximizing the feedbacks returned by users and exploiting the knowledge of future throughput. Note that, thanks to the exploitation of Big Data in network capacity modelling and prediction, throughput estimation becomes possible today and may go up to few seconds to the future [10] . Though, very few papers were exploiting the knowledge of future throughput variation [11] - [13] .
Our contribution in this paper is twofold: First, (i) we exploit the knowledge of future throughput variations in order to solve the optimization problem addressed in [14] in a smoother and faster manner based on similar mathematical analysis than in [12] . Second, (ii) we design a closed-loop framework based on client-server interactions to learn the overall users' perceptions and to fittingly optimize the quality of the streaming.
The paper is organized as follows: In Section II, we formulate the single-user QoE-optimization problem. Then, in Section III, we discuss the strategy of the optimal solution and propose a heuristic that performs close to the optimal solution. In Section IV, we address the multi-user case and propose a closed-loop based framework using neural networks. Then, in Section V, we evaluate the performance of this framework through extensive numerical results. Section VI concludes the paper.
II. SINGLE-USER QOE PROBLEM FORMULATION

A. The video streaming model
We model a video as a set of segments (or chunks) of equal duration in seconds. Each segment is composed of frames and is stored on the streaming server at different quality representations. Each representation designs a video encoding rate (hereinafter called bitrate). Denote by 1 , 2 , . . . , the available video bitrates where < for < . We suppose that all the video frames are played with a deterministic rate , e.g., 30 frames per second (fps).
Before streaming each segment, the player indicates to the server the quality needed for it. Let ( ) be the bitrate associated to segment and ℬ = { (1) , . . . , ( ) } be the set of bitrates associated to all video segments. We assume that the video playback buffer is big enough to avoid eventual buffer overflows. We denote by ( ) the number of segments that the playback buffer contains at time . At the beginning of the streaming session, a prefetching stage is introduced to avoid future buffer underflows; 0 seconds of video (corresponding to 0 segments) have to be completely loaded to the buffer before starting playing the video. When there are no segments in the playback buffer, the video stops and a new prefetching stage is introduced to load again 0 seconds of video before pursuing the lecture. This event is, hereinafter, referred to as video stall.
In our study, we exploit the knowledge of the user's throughput over a given horizon to the future ℋ=[ 1 . . . ]. Before starting the session, we propose to set all the video segments' bitrates to be optimally streamed over that horizon. We denote by ( ) the user's estimated throughput at time , ∈ [1 . . . ] and by the video bitrate scheduled to be streamed at that time. Note that depends only on the throughput variation and the set of segments' bitrates ℬ. In the following, we denote it by (ℬ, ). To model the dynamic of the playback buffer, we define two phases:
• The start-up/rebuffering phase: referred to as BaWphase (for Buffer and Wait), where the media player only downloads the video without playing it. • The playback phase: referred to as BaP-phase (for Buffer and Play), where the player downloads and plays the video at the same time.
Depending on the state of the buffer at each time of observation , we define two variables ( ) and ( ) as follows: 1) if the player is on a BaP-phase, ( ) defines the time at which that phase started, 2) if the player is on a BaW-phase, ( ) defines the time at which the next BaP-phase will start, 3) if the buffer is empty, ( ) determines the duration of the resulting BaW-phase, 4) if the buffer is not empty, ( ) is set to zero. This translates mathematically as
where ( )
Hence, the dynamic of the playback buffer can be written as
where { } + = { , 0} is used to ensure that the playback buffer occupancy cannot be negative. 
B. The QoE-Optimization Problem
To express our QoE objective function we use five of the most common key QoE metrics:
1) The average video quality (denoted by 1 ), which is the average per-segment quality over all segments given by
2) The startup delay ratio (denoted by 2 ), which is the proportion of time that takes the first BaW-phase before starting the video:
where is the video length in seconds.
3) The average number of video quality switching (denoted by 3 ) given by
4) The number of video stalls (denoted by 4 ) given by
5) The rebuffering delay ratio (denoted by 5 ), which is the proportion of time that take all the rebuffering events, namely
As the user's preference on each of these QoE metrics may not be the same, we assign to each metric a weighting parameter to adjust its impact on the global QoE variation. As done in previous work [14] , we model our global QoE as a linear function of the weighted five aforementioned QoE metrics, namely
where 1 ≥ 0 and ≤ 0, ∀ ∈ 2, . . . , 5. Let = ( 1 , . . . , 5 ) ⊤ be the vector of weights and Φ(ℬ) = ( 1 (ℬ), . . . , 5 (ℬ)) ⊤ be the vector of QoE metrics. If we assume that the user tolerates at most stalls during the hole session, we end up formulating our single-user QoE optimization problem as follows
s.t.
where the first constraint ensures that the whole video will be streamed by the end of the future horizon.
III. PROPOSED SOLUTION FOR SINGLE-USER QOE OPTIMIZATION
A. Propriety of the optimal solution: Ascending bitrate strategy per BaW-BaP cycle: Definition 1. A bitrate strategy is said to be ascending per BaW-BaP cycle, if the quality level of the segments increases during each BaW-BaP cycle of the streaming session.
Proposition 1. Assume that there exists a solution ℬ that satisfies the constraints in (10) . Then, there exists an ascending bitrate per BaW-BaP cycle solution ℬ that optimizes the problem in (10) .
Proof. Because of space limitation, we put the proof details available online in [15] .
B. Heuristic for a sub-optimal solution
The key idea of this algorithm is stall enforcement: As we assume knowing the future throughput, we are able to enforce stalls at any moment of the streaming session. Once we locate the stalls' positions (at the level of witch segment each stall must happen), we divide the session into multiple BaW-BaP cycles and find each cycle's best strategy independently.
Here are the main steps we use to build an ascending bitrate strategy over one BaW-BaP cycle: (i) We start by finding all the possible ascending bitrate combinations of the BaW-phase that allow to build an ascending bitrate strategy over the hole cycle (step A and B in Fig. 2 ). Then, (ii) for each BaW-phase combination, we find all the possible ascending strategies that satisfy the constraints of (10) (steps 1, 2 and 3 in Fig. 2) . These strategies are obtained through a progressive increase of the bitrates starting by the end of the cycle till reaching the point (segment) at the level of which a stall will happen if we keep increasing the quality (5 ℎ segment in step A-2 and 7 ℎ segment in step A-3 of Fig. 2 ). Finally, (iii) we compute the QoE metrics of all the obtained strategies and apply the vector of weights to pick the best strategy that maximizes the QoE function over the cycle.
As for the stalls' number and positions, we process as follows: We start by finding the best strategy with zero stalls. Then, we check if the global QoE will increase with one stall enforcement (we try all the possible positions). If it does, we try to enforce a second stall. Otherwise, we stop and return the latest strategy. We keep increasing the number of stalls as mentioned till reaching stalls or till the QoE function decreases. More algorithmic details are available online in [15] . 
IV. MULTI-USER QOE OPTIMIZATION PROBLEM
A. Problem formulation
In this section, we extend the QoE optimization problem to the multi-user case. We propose to find the vector of weights * that maximizes the QoE among all users. The main objective is to maximize the users' feedbacks on the video delivery using a synthetic QoE dataset. The QoE problem of the multi-user case can be mathematically expressed as * ∈ argmax
where is the throughput of user and ℱ ( ) is his feedback on the quality he received after QoE optimization (10) using vector .
B. Practical solution:
Closed-loop-based framework with users' feedbacks 1) Framework design: The multi-user QoE optimization problem requires to solve problem (10) for each user ∈ {1, . . . , }, knowing the exact value of vector * that meets all the users' preferences. The challenge is then to combine single user QoE optimization with a QoE training mechanism in a closed-loop manner to progressively learn the value of * . To do so, we develop two sub-frameworks and make them interact together within a closed-loop based framework: one is for single user QoE optimization (as described in (10)) and the other one is for QoE training (see Fig. 3 ). Closed-loop based framework for multi-user QoEoptimization.
2) QoE training tool:
To compute * , we use a simple neural network, where the training samples are couples of QoE metrics and user feedback. We define the training dataset as {(Φ * , ℱ )} 1≤ ≤ , where Φ * is the vector of QoE metrics delivered by (10) under throughput and vector . ℱ being the corresponding feedback.
We define the activation function of the neural network as a linear function ℎ (Φ) = ⊤ Φ, where Φ is the input vector and is the vector of weights to learn. For the training, we use a mini-batch learning algorithm based on the gradient descent. We put more details on that in [15] .
V. NUMERICAL RESULTS
A. Simulation environment
We evaluate the performance of the proposed framework through extensive simulations using NS3 and Matlab. NS3 was used to generate standard-compliant correlated throughputs. To get many throughput samples, we performed extensive simulations of an LTE network by varying the mobility of users each time. We put all NS3 parameter settings in [15] . The QoE optimization sub-framework and the QoE trainer were both developed using Matlab. As in real world, we consider users' feedbacks as scores rated from 1 to 5. When a quality Φ * is delivered to a user, we look through the predefined synthetic QoE dataset to find the score it may give. In the dataset, we put all the possible values of vector Φ * in a specific priority order, i.e., | satll | >> | rebuffering | >> | average-quality | >> | startup | >> | switching |. These vectors were then grouped in classes. To each class we associated a MOS and a specific distribution of scores. When Φ * is delivered, we determine the class to which it belongs. Then, according to that class we randomly generate a score based on the distribution of scores in the dataset. Note that the throughput samples used at the level of the QoE optimization sub-framework were randomly selected (according to a Uniform distribution) among 1000 throughput samples generated with NS3. All Matlab parameter settings are listed in Table I 
B. Performance results
The performance evaluation of the closed-loop based framework allows us to show that (i) the learning converges ultimately to a steady state, in which the learning output is a quasi-constant vector * , and that (ii), more importantly, this vector * achieves the highest QoE compared to the other vectors computed throughout the learning process.
In Fig. 4 , we show the evolution of the mean square variation of vector during the learning process for different values of the mini-batch size. Results show that for all cases, the variation tends to zero, although the decrease is slow in some cases (case of 5 and 50 scores). A fast convergence is however noticed in the case of 10 scores. The difference in the convergence time is actually due to the random character of the throughput selection and the scores generation. In a second step, we were comparing the final outputs * . We noticed that they were not exactly the same. Hence, we computed the MOS when each of the previous updated values of was applied with the QoE optimization sub-framework under 1000 randomly selected throughputs. Fig. 5 shows that for the four mini-batch sizes, the MOS experiences some fluctuations with the first values of . Then, when it tends to the values obtained at the steady state, it converges to the highest MOS value (around 4.8 for the four cases). These results offer hope that the proposed closed-loop based framework can be designed around QoE optimization for video adaptation and delivery in real-world environment. 
VI. CONCLUSION
In this paper, we have addressed a QoE optimization problem with machine learning to optimize the quality of the delivered video by fitting the real profiles of the users. We have proposed a closed-loop framework based on the users' feedbacks to learn their corresponding QoE function and to proceed to their QoE optimization. By using a synthetic QoE dataset, we have shown the efficiency of the proposed closed-loop system. Indeed, the QoE function learned at the steady state ensures a high quality delivery for the majority of users. These promising results allow us to gain insight on how QoE optimization problem can be handled in a heterogeneous population. As a future step, real scores on real video streaming will be collected in order to study the robustness of the proposed solution.
