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Abstract
An alternating cycle in a 2-two-edge-colored graph is a cycle such that any
two consecutive edges have different colors. Let G1, . . . , Gk be a collection of
pairwise vertex disjoint 2-edge-colored graphs. The colored generalized sum of
G1, . . . , Gk, denoted by ⊕ki=1Gi, is the set of all 2-edge-colored graphs G such
that: (i) V (G) =
⋃k
i=1 V (Gi), (ii) G〈V (Gi)〉 ∼= Gi for i = 1, . . . , k as edge-
colored graphs where G〈V (Gi)〉 has the same coloring as Gi and (iii) between
each pair of vertices in different summands of G there is exactly one edge, with
an arbitrary but fixed color. A graph G in ⊕ki=1Gi will be called a colored
generalized sum (c.g.s.) and we will say that e ∈ E(G) is an exterior edge iff
e ∈ E(G) \
(⋃k
i=1E(Gi)
)
. The set of exterior edges will be denoted by E⊕.
A colored graph G is said to be a vertex alternating-pancyclic graph, whenever
for each vertex v in G, and for each l ∈ {3, . . . , |V (G)|}, there exists in G an
alternating cycle of length l passing through v.
The topics of pancyclism and vertex-pancyclism are deeply and widely stud-
ied by several authors. The existence of alternating cycles in 2-edge-colored
graphs has been studied because of its many applications. In this paper, we
give sufficient conditions for a graph G ∈ ⊕ki=1Gi to be a vertex alternating-
pancyclic graph.
Keywords: 2-edge-colored graph, alternating cycle, vertex
alternating-pancyclic graph
1. Introduction
Let G be an edge-colored multigraph. An alternating walk in G, is a walk
such that any two consecutive edges have different colors.
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Several problems have been modeled by edge-colored multigraphs, the study
of applications of alternating walks seems to have started in [13], according to
[1], and ever since it has crossed diverse fields, such as genetics [6, 7, 8, 14],
transportation and connectivity problems [11, 16], social sciences [3] and graph
models for conflict resolutions [17, 18, 19], as pointed out in [4].
The Hamiltonian alternating path and cycle problems areNP-complete even
for two colors, it was proved in [10], and so the problem of deciding if a given
graph is alternating-pancyclic is as difficult as those two problems.
In [5], Das characterized 2-edge-colored complete bipartite multigraphs which
are vertex alternating-pancyclic and, in [1], Bang-Jensen and Gutin character-
ized 2-edge-colored complete multigraphs which are vertex alternating-pancyclic.
In other publications, such as [9] and [15], authors studied the existence of
alternating cycles of certain lengths in terms of vertex degrees.
In this paper we study a broad class of 2-edge-colored graphs, namely the
colored generalized sum of 2-edge-colored graphs, we give sufficient conditions
for a graph in the c.g.s. of k Hamiltonian alternating graphs to be a vertex
alternating-pancyclic graph:
A graph G ∈ ⊕ki=1Gi, where G1, G2, . . . , Gk is a collection of k ≥ 2
vertex disjoint graphs with Hamiltonian alternating cycles, C1, C2, . . . , Ck,
respectively, is vertex alternating-pancyclic if G contains no good cycle and, for
each pair of different indices i, j ∈ [1, k], in Ci there is a non-singular vertex
with respect to Cj .
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It should be noted that the proofs in this paper carry on an implicit algorithm
to construct the alternating cycles.
2. Definitions
In this paper G = (V (G), E(G)) will denote a simple graph. A k-edge-
coloring of G is a function c from the edge set, E(G), to a set of k colors,
{1, 2, . . . , k}. A graph G provided with a k-edge-coloring is a k-colored-graph.
A path or a cycle in G will be called an alternating path or an alternating
cycle whenever two consecutive edges have different colors. An alternating cycle
containing each vertex of the graph is a Hamiltonian alternating cycle and a
graph containing a Hamiltonian alternating cycle will be called a Hamiltonian
alternating graph. A 2-edge-colored graph G of order 2n is vertex alternating-
pancyclic iff, for each vertex v ∈ V (G) and each k ∈ {2, . . . , n}, G contains an
alternating cycle of length 2k passing through v.
For further details we refer the reader to [2] pages 608-610.
Remark 1. Clearly the c.g.s. of two vertex disjoint graphs if well defined. Let
G1, G2, G3 be three vertex disjoint 2-edge-colored graphs. It is easy to see that
1The definition of good cycle is in Section 4 and the definition of non-singular vertex is in
Section 2.
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yt−1 yt yt+1 yt+2
xs−2 xs−1 xs xs+1
C1
C2
∼ red
− blue
Figure 1: A good pair of edges.
the sets (G1⊕G2)⊕G3 defined as
⋃
G∈G1⊕G2 G⊕G3 and G1⊕(G2⊕G3) defined
as
⋃
G′∈G2⊕G3 G1⊕G′ are equal, thus ⊕3i=1Gi = (G1⊕G2)⊕G3 = G1⊕(G2⊕G3)
is well defined. By means of an inductive process it is easy to see that the c.g.s.
of k vertex disjoint 2-edge-colored graphs is well defined and associative.
Remark 2. Let G1, G2, . . . , Gk be a collection of pairwise vertex disjoint 2-
edge-colored graphs; G ∈ ⊕ki=1Gi; and J ⊂ [1, k]. The induced subgraph of G
by
⋃
j∈J V (Gj), H = G〈
⋃
j∈J V (Gj)〉, belongs to the c.g.s. of {Gj}j∈J .
Notation 3. Let k1 and k2 be two positive integers, where k1 ≤ k2. We will
denote by [k1, k2] the set of integers {k1, k1 + 1, . . . , k2}.
Notation 4. Let C = x0x1 · · ·x2n−1x0 be an alternating cycle. For each v ∈
V (C), we will denote by vr (resp. vb) the vertex in C such that vvr ∈ E(C) is red
(resp. vvb ∈ E(C) is blue). Notice that if v = xi then {xi−1, xi+1} = {vr, vb}.
If more that one alternating cycle contains v, we will write vrC (resp. v
b
C).
Definition 5. Let G be a 2-edge-colored graph and let C1 = x0x1 · · ·x2n−1x0
and C2 = y0y1 · · · y2m−1y0 be two vertex disjoint alternating cycles. Let vw be
an edge with v ∈ V (C1) and w ∈ V (C2). If c(vw) = red (resp. c(vw) = blue)
we will say that vw, vrwr (resp. vw, vbwb) is a good pair of edges whenever
c(vrwr) = red (resp. c(vbwb) = blue).
Whenever there is a good pair of edges between two vertex disjoint alternat-
ing cycles C1 and C2, we simply say that there is a good pair.
Remark 6. Notice that vvrwrwv (resp. vvbwbwv) is a monochromatic 4-cycle
whenever vw, vrwr (resp. vw, vbwb) is a good pair.
Remark 7. Let G be a 2-edge-colored graph and let C1 = x0x1 · · ·x2n−1x0
and C2 = y0y1 · · · y2m−1y0 be two vertex disjoint alternating cycles. A pair of
edges xsyt, xs′yt′ with s ∈ [0, 2n − 1], s′ ∈ {s − 1, s + 1}, t ∈ [0, 2m − 1], t′ ∈
{t−1, t+1} where all the subscripts are taken modulo 2n and 2m, respectively,
is a good pair whenever xsxs′yt′ytxs is a monochromatic 4-cycle (Figure 1).
This is consequence of the definition of a good pair and Notation 4.
3
. . . •
. . . •
•
•
•
•
• . . .
• . . .
yt−1 yt yt+1 yt+2
xs−2 xs−1 xs xs+1
C1
C2
::: red
∼ red
− blue
Figure 2: A cycle using a good pair of edges.
In the study of alternating cycles, the more general case is the one with two
colors and so we will work with 2-edge-colored graphs. In what follows: any
graph G will denote a 2-edge-colored graph and c : E(G)→ {red, blue} will de-
note its edge coloring and we will simply say a graph instead of a 2-edge-colored
graph; a 2-edge-colored cycle C which is properly colored will simply be called
an alternating cycle. In our figures curly lines will represent red edges while
straight lines will represent blue edges, sometimes we will use dotted lines to
represent edges that we ignore to construct a cycle, we will use double-dotted
lines for red edges and dotted lines for blue edges.
From now on the subscripts for vertices in C1 = x0x1 · · ·x2n−1x0 will be
taken modulo 2n and for vertices in C2 = y0y1 · · · y2m−1y0 will be taken modulo
2m.
3. Preliminary results
In this section we will see a series of results that describe the behavior of
exterior edges in a c.g.s. of two 2-edge-colored graphs.
Proposition 8. Let C1 and C2 be two disjoint alternating cycles in a graph G.
If there is a good pair of edges between them, then there is an alternating cycle
with the vertex set V (C1) ∪ V (C2).
Proof. Let C1 = x0x1 · · ·x2n−1x0 and C2 = y0y1 · · · y2m−1y0 be two vertex
disjoint alternating cycles in G.
Let xsyt and xs′yt′ be a good pair, as in Remark 7. Without loss of generality
suppose that xsxs′yt′ytxs is a red monochromatic 4-cycle.
We will prove the case where xs′ = xs−1 and yt′ = yt+1, i.e., xsxs−1,
xs−1yt+1, yt+1yt and ytxs are red. The other three cases can be proved in a
similar way. Since C1 and C2 are alternating cycles, we have that the edges
xs−2xs−1, xsxs+1, yt−1yt and yt+1yt+2 must be blue.
Hence, C = xsC1xs−1yt+1C2ytxs is an alternating cycle with vertex set
V (C) = V (C1) ∪ V (C2) (Figure 2).
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v0 v1 v2 v3 v4
u0 u1 u2 u3 u4C1
C2
∼ red
− blue
Figure 3: The parallel class of u0v0, Pu0v0 .
Definition 9. Let G1 and G2 be two vertex disjoint graphs with Hamiltonian
alternating cycles C1 = x0x1 · · ·x2n−1x0 and C2 = y0y1 · · · y2m−1y0, respec-
tively; G ∈ G1 ⊕G2 be a c.g.s. with no good pair. For each exterior edge u0v0,
u0 ∈ V (C1) and v0 ∈ V (C2), we construct a sequence of edges as follows: (i)
If u0v0 is red (blue), let u1 ∈ V (C1) and v1 ∈ V (C2) such that, u0u1 ∈ E(C1)
is red (blue) and v0v1 ∈ E(C2) is red (blue). Since G has no good pair, we
have that u1v1 is blue (red). Observe that u0v0 and u1v1 have different col-
ors. (ii) Assume that u0v0, u1v1, . . . , uivi have been constructed in such a way
that u0, u1, . . . , ui ∈ V (C1), v0, v1, . . . , vi ∈ V (C2), c(ujvj) 6= c(uj+1vj+1),
c(ujuj+1) = c(vjvj+1) for each j, 0 ≤ j ≤ i − 1, and the sequence u0u1 · · ·ui
(resp. v0v1 · · · vi) is a walk (notice that: when l(C1) 6= l(C2) a same vertex can
appear more than once in this process) contained in C1 (resp. C2) that moves
along C1 (resp. C2) in the same direction or in the opposite direction (thus,
consecutive edges have different colors). (iii) Now, we construct ui+1vi+1. If
uivi is red (blue), let ui+1 ∈ V (C1) and vi+1 ∈ V (C2) such that uiui+1 ∈ E(C1)
is red (blue) and vivi+1 ∈ E(C2) is red (blue). Since G has no good pair, we
have that ui+1vi+1 is blue (red). (iv) The sequence finishes the first time that
ukvk = u0v0. That is when k = lcm(2n, 2m). Notice that uivi and ui+1vi+1
have different colors (and they are different edges), and thus c(uivi) = c(ujvj)
if and only if i ≡ j (mod 2) (Figure 3).
The parallel class of u0v0 denoted by Pu0v0 is the set {uivi | 0 ≤ i ≤ k − 1}
and two exterior edges e1, e2 will be named parallel whenever there exists an
exterior edge zw such that e1, e2 ∈ Pzw.
Since k = lcm(2n, 2m), for each vertex w ∈ V (Ci), i ∈ {1, 2}, there exists at
least one edge in the parallel class Pu0v0 incident with w.
Remark 10. As a consequence of Definition 9 we have that for any uv ∈ E⊕, the
following assertions hold: (i) uv ∈ Puv; (ii) |Puv| = lcm(2n, 2m) = 2 lcm(n,m);
(iii) Puv has lcm(n,m) red edges and lcm(n,m) blue edges; (iv) if Puv∩Pwz 6= ∅,
then Puv = Pwz.
Observe that, whenever n 6= m it may be more than one edge in Puv incident
with u or v.
Remark 11. Notice that, in view of Remark 10, the set of parallel classes,
P = {Puv | uv ∈ E⊕}, becomes a partition of the exterior edges.
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Notation 12. Let C be an alternating cycle, given an arbitrary but fixed de-
scription of its vertices as C = x0x1 · · ·x2n−1x0, we will say that two vertices
x, y ∈ V (C) are congruent modulo 2, whenever their subscripts in C are congru-
ent modulo 2, and we will write x ≡ y (mod 2) (or by x ≡C y (mod 2), when
x and y belong to more than one cycle).
Notation 13. Let G1, G2, . . . , Gk be a collection of pairwise vertex disjoint
2-edge-colored graphs and take G in ⊕ki=1Gi. For each v ∈ V (G), we will denote
by dr(v) (resp. db(v)) the number of red (resp. blue) exterior edges of G incident
with v.
Lemma 14. Let C1 = x0x1 · · ·x2n−1x0 and C2 = y0y1 · · · y2m−1y0 be two vertex
disjoint alternating cycles and G be a graph in C1⊕C2 such that G has no good
pair. The following assertions hold: (i) There are exactly 2mn exterior edges
of each color in G; (ii) Let Puv be a parallel class, each vertex w ∈ V (Ci)
is incident with lcm(n,m)n edges in Puv for i = 1;
lcm(n,m)
m edges in Puv for
i = 2; and all of them are colored alike. Moreover, for vertices w, x ∈ V (Ci),
the edges in Puv incident with w are colored alike as those incident with x if
and only if w ≡ x (mod 2); (iii) For each vertex w ∈ V (Ci), if dr(w) = t and
db(w) = |V (C3−i)|−t, then dr(x) = |V (C3−i)|−t = db(w) and db(x) = t = dr(w)
for each x ∈ {wr, wb}. Furthermore, if w, x ∈ V (Ci) then:
dr(x) =
{
dr(w) iff w ≡ x (mod 2)
|V (C3−i)| − dr(w) iff w 6≡ x (mod 2).
Proof. Let G be as in the hypothesis.
(i) Clearly, G has 4mn exterior edges and, from Remark 10, there are the same
number of red exterior edges as blue exterior edges. Then there are 2mn red
exterior edges and 2mn blue exterior edges.
(ii) Recall that from Remark 10 (i) uv ∈ Puv. Let Puv = {uv = u0v0, u1v1,. . . ,
uk−1vk−1}, where k = lcm(2n, 2m), as in Definition 9. By Definition 9, we
have the following assertions: (a) c(wjzj) = c(w0z0) iff j ≡ 0 (mod 2); (b)
k = lcm(2n, 2m) = 2 lcm(n,m) (so k, 2n and 2m are even numbers); (c) u0 = uj
iff j ≡ 0 (mod l(Ci)), where u = u0 ∈ V (Ci). Hence, the edges in Pwz incident
with u = u0 are
lcm(n,m)
n if i = 1,
lcm(n,m)
m if i = 2; and all of them are colored
alike.
Clearly (a) and (b) imply the last assertion in (ii).
(iii) By Remark 11, P = {Puv | uv ∈ E⊕} is a partition of E⊕. From (ii) in
this lemma, for each Puv the number of edges incident with w, w
r and wb is
2 lcm(n,m)
l(Ci)
as w,wr, wb ∈ V (Ci), for some i ∈ {1, 2}, and wr ≡ wb (mod 2).
Hence, the edges in a parallel class incident with wr and those incident with wb
are colored alike, and those incident with w have a different color, because each
parallel class is a sequence of edges with alternating colors and if two edges are
consecutive in this sequence, their ends are consecutive vertices in the cycles Ci
and C3−i. Therefore, if dr(w) = t then db(w) = |V (C3−i)| − t, dr(x) = db(w)
and db(x) = dr(w) for x ∈ {wr, wb}.
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The last assertion in (iii) follows directly from above, because Ci is alternat-
ing, for each i ∈ {1, 2}.
Definition 15. Let F = {C1, C2} be an alternating cycle factor in a graph
G. A vertex v ∈ V (Ci) is red-singular (blue-singular) with respect to C3−i
if {vu | u ∈ V (C3−i)} is not empty and all the edges in {vu | u ∈ V (C3−i)}
are red (blue); v is singular with respect to C3−i, if it is either red-singular or
blue-singular with respect to C3−i.
Let F ′ = {C,H} be a factor in a graphG, where C is an alternating cycle and
H is a subgraph. A vertex v ∈ V (C) is red-singular (blue-singular) with respect
to H, if {vu | u ∈ V (C3−i)} is not empty and all the edges in {vu | u ∈ V (H)}
are red (blue); v is singular with respect to H if it is either red-singular or
blue-singular with respect to H.
Now we will prove a lemma that is useful in the proofs of Propositions 18 and
21 which give sufficient conditions for a graph in the c.g.s. of two Hamiltonian
alternating 2-edge-colored graphs to be a vertex alternating-pancyclic graph.
Lemma 16. Let G1 and G2 be two vertex disjoint graphs with Hamiltonian al-
ternating cycles, C1 = x0x1 · · ·x2n−1x0 and C2 = y0y1 · · · y2m−1y0, respectively,
and G ∈ G1⊕G2. If there is no good pair in G, and for each i ∈ {1, 2}, there is
a non-singular vertex with respect to C3−i in Ci. Then there exist r ∈ [0, 2m−1]
and s ∈ [0, 2n−1] such that x0yryr+1yr+2x0 and y0xsxs+1xs+2y0 are alternating
4-cycles. (Figure 4).
Proof. Since there are non-singular vertices u ∈ V (C1) with respect to C2 and
v ∈ V (C2) with respect to C1. Then there are red and blue exterior edges
incident with u (resp. v). Hence, dr(u) ≥ 1, db(u) ≥ 1, dr(v) ≥ 1, db(v) ≥ 1.
Since there is no good pair, by Lemma 14 (ii), dr(w) ≥ 1, db(w) ≥ 1 for each
w ∈ V (C1) ∪ V (C2) = V (G), and thus Ci has no singular vertex with respect
to C3−i, for each i{1, 2}.
. . . •
. . . •
•
•
•
•
• . . .
• . . .
yr yr+1 yr+2 yr+3
x2n−1 x0 x1 x2
C1
C2
∼ red
− blue
Figure 4: An alternating 4-cycle x0yr′yryr′′x0.
Proceeding by contradiction, suppose w.l.o.g. that there is no such r ∈
[0, 2m−1] (in the case in which there is no such s ∈ [0, 2n−1] the contradiction
arises in a very similar way).
Take x0yh an exterior blue edge. Then yhyh+1 or yhyh−1 is red, w.l.o.g.
we assume that yhyh+1is red, for a fixed h ∈ [0, 2m − 1]. Our assumption
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implies that x0yh+2 is blue. Now, take x0yh+2, arguing as before, we get that
x0yh+4 is blue. Continuing this way, we conclude that x0yh+2j is blue for each
j ∈ [0,m − 1]. Since Ci has no singular vertices with respect to C3−i, there is
a x0yh+2t+1 red exterior edge, for some t ∈ [0,m− 1]. Since yh+2t+1yh+2t+2 is
blue, arguing as above we get that x0yh+2t+1 is red for each t ∈ [0,m− 1].
Recall that G has no good pair. Therefore, by Lemma 14 (ii) all edges
parallel to x0yh+2j having yh as an end are blue and those parallel to x0yh+2j+1
having yh as an end are blue, for each j ∈ [0,m− 1]. So we conclude that yh is
a blue-singular vertex, a contradiction.
In the next two propositions, for a graph G in the c.g.s. of tho Hamiltonian
alternating 2-edge-colored graphs, G1 and G2, which contains no good pair, we
will construct, for each v ∈ V (G), alternating cycles of each even length passing
through v.
Notation 17. Let k be a positive integer andA be a set of non-negative integers.
We will denote by kA to the set of products {ka | a ∈ A}.
Proposition 18. Let G1 and G2 be two vertex disjoint graphs with Hamil-
tonian alternating cycles, C1 = x0x1 · · ·x2n−1x0 and C2 = y0y1 · · · y2m−1y0,
respectively, and G ∈ G1 ⊕ G2. If there is no good pair in G, and for each
i ∈ {1, 2}, in Ci there is a non-singular vertex with respect to C3−i. Then
for each vertex v ∈ V (G) there is an alternating cycle of each even length in
[4, 4m1]∪[2M2, 2n+2m], where m1 = min{n,m} and M2 = max{n,m}, passing
through v.
Proof. Suppose w.l.o.g. that n ≥ m.
By Lemma 16, there exists r ∈ [0, 2m − 1] such that x0yryr+1yr+2x0 is an
alternating 4-cycle.
Assume w.l.o.g. that x0yr is blue, then yryr+1 and x0yr+2 are red and
yr+1yr+2 is blue. As C2 is an alternating cycle yr+2jyr+2j+1 is red for each
j ∈ [0,m− 1] and yr+2j+1yr+2j+2 is blue for each j ∈ [0,m− 1].
We may assume x0x1 is red. Since G has no good pair, the next assertions
follow directly from Definition 9 and Lemma 14 (ii):
• x2n−2jyr−2j is an exterior blue edge for each j ∈ [0, l − 1], where l =
lcm(n,m), (i.e. x2jyr+2j is an exterior blue edge for each j ∈ [0, l − 1]).
• x2n−2j−1yr−2j−1 is an exterior red edge for each j ∈ [0, l − 1], where l =
lcm(n,m), (i.e. x2j+1yr+2j+1 is an exterior red edge for each j ∈ [0, l−1]).
• x0yr+2 is red.
• x2jyr+2j+2 is red for each j ∈ [0, l − 1].
• x2j+1yr+2j+3 is blue for each j ∈ [0, l − 1].
(Figure 5.)
Let t ∈ [0, 2n − 1] and h ∈ [0, 2m − 3]. Consider the cycle αth =
xtyr+tyr+t+1 · · · yr+t+h+2xt+hxt+h−1 · · ·xt.
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yr yr+1 yr+2 yr+3 yr+4
x2n−2 x2n−1 x0 x1 x2C1
C2
∼ red
− blue
Figure 5: Parallel classes of x0yr and x0yr+2.
Claim 19. The cycle αth is alternating for each t ∈ [0, 2n−1] and h ∈ [0, 2m−3].
We have four possibilities for the parities of t and h.
Case 1 : t is even. Then xtyr+t is blue, xtyr+t+2 is red, yr+tyr+t+1 is red.
Case 1.1 : h is even. Then yr+tyr+t+1 · · · yr+t+h is an alternating path
whose first edge is red and its last edge is blue, xt+hyr+h+2 is red and
xt+hxt+h−1 · · ·xt is an alternating path whose first edge is blue and its
last edge is red.
Case 1.2 : h is odd. Then yr+tyr+t+1 · · · yr+t+h is an alternating path whose
first and last edges are red, xt+hyr+h+2 is blue and xt+hxt+h−1 · · ·xt is
an alternating path whose first and last edges are red.
Case 2 : t is odd. Then xtyr+t is red, xtyr+t+2 is blue, yr+tyr+t+1 is blue.
Case 2.1 : h is even. Then yr+tyr+t+1 · · · yr+t+h is an alternating path
whose first edge is blue and its last edge is red, xt+hyr+h+2 is blue and
xt+hxt+h−1 · · ·xt is an alternating path whose first edge is red and its last
edge is blue.
Case 2.2 : h is odd. Then yr+tyr+t+1 · · · yr+t+h is an alternating path whose
first and last edges are blue, xt+hyr+h+2 is red and xt+hxt+h−1 · · ·xt is
an alternating path whose first and last edges are blue.
Hence, the cycle αth is alternating for each t ∈ [0, 2n − 1] and each h ∈
[0, 2m− 3].
The cycle αth has length l(α
t
h) = 1 + (h + 2) + 1 + h = 2h + 4 for each
h ∈ [0, 2m− 3]. Therefore, there exists an alternating cycle of each even length
in [4, 4m] passing through xt and yr+t, for each t ∈ [0, 2n− 1].
Let t ∈ [0, 2n − 1]. The cycle βt = xtyr+t+2xt+2xt+3 · · ·xt is alternating
since it is obtained from C1 by exchanging the alternating subpath xtxt+1xt+2
of C1 by the path xtyr+t+2xt+2; notice that c(xtxt+1) = c(xtyr+t+2) and
c(xt+1xt+2) = c(yr+t+2xt+2).
Therefore, for each t ∈ [0, 2n − 1], βt is an alternating cycle of length 2n
containing xt and yr+t+2. Hence, for each vertex w ∈ V (G) there exists an
alternating cycle of length 2n passing through w.
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Finally, let t ∈ 2[0, n − 1] and h ∈ [0,m − 1]. Now consider the cycle γth =
xtyr+t+2yr+t+1xt+1xt+2yr+t+4yr+t+3xt+3 · · ·xt+2hyr+t+2h+2yr+t+2h+1xt+2h+1
xt+2h+2C1xt
Claim 20. The cycle γth is alternating for each t ∈ 2[0, n−1] and h ∈ [0,m−1].
As t is even xt+2jyr+t+2j+2 is red, yr+t+2j+2yr+t+2j+1 is blue,
yr+t+2j+1xt+2j+1 is red and xt+2j+1xt+2j+2 is blue for each j ∈ [0,m − 1]
and xt−1xt is blue. Therefore, γth is alternating for each t ∈ 2[0, n − 1] and
h ∈ [0,m− 1]. (Figure 6.)
. . . • • • • . . . • • • • • • . . .
. . . • • • • . . . • • • • • • • . . .
yr+t+2h+2 yr+t yr+t+1 yr+t+2 yr+t+3 yr+t+4
xt+2h xt+2h+1 xt−2 xt−1 xt xt+1 xt+2C1
C2
∼, ::: red
−, ... blue
Figure 6: An alternating γth cycle in G.
Now, the cycle γth has length l(γ
t
h) = 2n+ 2h+ 2 for each h ∈ [0,m− 1] and
thus we have alternating cycles of each even length in [2n+ 2, 2n+ 2m] passing
through xt, yr+t+1 and yr+t+s for each t ∈ [0, 2n − 1]. Since n ≥ m we have
that for each w ∈ V (G) there exist an alternating cycle of each even length in
[2n+ 2, 2n+ 2m] passing through w.
Proposition 21. Let G1 and G2 be two vertex disjoint graphs with Hamil-
tonian alternating cycles, C1 = x0x1 · · ·x2n−1x0 and C2 = y0y1 · · · y2m−1y0,
respectively, and G ∈ G1 ⊕ G2. If there is no good pair in G, and for each
i ∈ {1, 2}, in Ci there is a non-singular vertex with respect to C3−i. Then
for each vertex v ∈ V (G) there is an alternating cycle of each even length in
[4m1, 2M2], where m1 = min{n, m} and M2 = max{n, m}, passing through
v.
Proof. Suppose w.l.o.g. that n ≥ m.
By Lemma 16, there exists s ∈ [0, 2n − 1] such that y0xsxs+1xs+2y0 is an
alternating 4-cycle.
Assume w.l.o.g. that y0xs is blue, then xsxs+1 and y0xs+2 are red and
xs+1xs+2 is blue. As C1 is an alternating cycle xs+2ixs+2i+1 is red for each
i ∈ [0, n− 1] and xs+2i+1xs+2i+2 is blue for each i ∈ [0, n− 1].
We may assume y0y1 is red. Since G has no good pair, the next assertions
follow directly from Definition 9 and Lemma 14 (ii):
• y2m−2jxs−2j is an exterior blue edge for each j ∈ [0, l − 1], where l =
lcm(n,m), (i.e. y2jxs+2j is an exterior blue edge for each j ∈ [0, l − 1]).
• y2m−2j−1xs−2j−1 is an exterior red edge for each j ∈ [0, l − 1], where l =
lcm(n,m), (i.e. y2j+1xs+2j+1 is an exterior red edge for each j ∈ [0, l−1]).
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• y0xs+2 is red.
• y2jxs+2j+2 is red for each j ∈ [0, l − 1].
• y2j+1xs+2j+3 is blue for each j ∈ [0, l − 1].
Moreover, since y2jxs+2j is an exterior blue edge for each j ∈ [0, l−1] we have,
in particular, that y2mjxs+2mj is an exterior blue edge for each j ∈ [0, lm − 1],
where y2mj = y0 as 2mj ≡ 0 (mod 2m).
Consider d = gcd(n,m), then l/m =
(
nm
d
)
/m = n/d = n′. Hence, y0xs+2mj
is an exterior blue edge for each j ∈ [0, n′ − 1].
Observe that the sets of indices {s+ 2mj}n′−1j=0 and {s+ 2dj}n
′−1
j=0 are equal
modulo 2n and thus y0xs+2dj is an exterior blue edge for each j ∈ [0, n′ − 1].
Then, again by Definition 9 and Lemma 14 (ii), we have that y2ixs+2dj+2i
is an exterior blue edge for each i ∈ [0, l − 1] and each j ∈ [0, n′ − 1] and
y2i+1xs+2dj+2i+1 is an exterior red edge for each i ∈ [0, l − 1] and each j ∈
[0, n′ − 1].
Let r ∈ [1, n′ − 1], h ∈ [0, d − 1] and t ∈ [0, l − 1]. Consider the cycle
ξ(r, h, t) = y2txs+2txs+2t+1 · · ·xs+2t+2dr+hy2t+hy2t+h−1 · · · y2t.
Claim 22. ξ(r, h, t) is alternating for each r ∈ [1, n′−1], each h ∈ [0, d−1] and
each t ∈ [0, l − 1].
We know that the edge y2txs+2t is blue. As xs+2ixs+2i+1 is red for each
i ∈ [0, n − 1] and xs+2i+1xs+2i+2 is blue for each i ∈ [0, n − 1], it follows
that the alternating path xs+2txs+2t+1 · · ·xs+2t+2dr+h starts at a red edge and,
depending on the parity of h, it ends at a blue edge whenever h is even and it
ends at a red edge whenever h is odd.
Moreover, since y2jxs+2j+2 is red for each j ∈ [0, l − 1] and y2j+1xs+2j+3 is
blue for each j ∈ [0, l − 1]; we have that xs+2t+2dr+hy2t+h is red whenever h is
even and it is blue whenever h is odd.
Observe that, as y0y1 is red, the edges in C2 satisfy y2iy2i+1 is red for each
i ∈ [0,m−1] and y2i+1y2i+2 is blue for each i ∈ [0,m−1]. Hence, the alternating
path y2t+hy2t+h−1 · · · y2t, ends at a red edge and starts at a blue edge if h is
even and at a red edge it h is odd.
Therefore, ξ(r, h, t) is alternating for each r ∈ [1, n′ − 1], each h ∈ [0, d− 1]
and each t ∈ [0, l − 1].
The cycle ξ(r, h, t) has length l(ξ(r, h, t)) = 1+(2dr+h)+1+h = 2+2dr+2h
for each r ∈ [1, n′−1] and each h ∈ [0, d−1] and thus we have alternating cycles
of each even length in [2 + 2d, 2 + 2d(n′ − 1) + 2(d− 1)] = [2 + 2d, 2n] passing
through y2t and xs+2t, for each t ∈ [0, l − 1].
Now, take r ∈ [1, n′−1], h ∈ [0, d−1] and t ∈ [0, l−1] and consider the cycle
ξ(r, h, t+ 1) = y2t+1xs+2t+1xs+2t+2 · · ·xs+2t+1+2dr+hy2t+1+hy2t+h · · · y2t+1.
In a similar way it can be proved that ξ(r, h, t+ 1) is an alternating cycle of
length 2 + 2dr + 2h passing through y2t+1 and xs+2t+1, for each t ∈ [0, l − 1].
Therefore, for each vertex w ∈ V (G) and each even length l in [2 + 2d, 2n],
there exists an alternating cycle in G of length l passing through w.
Given that d = gcd(n,m) we have that 2 + 2d ≤ 4m, and thus we have the
result.
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• • • •
• • • •
x0 x1 x2 x3
y0 y1 y2 y3
∼ red− blue
Figure 7: Graph G ∈ C1 ⊕ C2
As a consequence of Propositions 18 and 21 we have the next result:
Theorem 23. Let G1 and G2 be two vertex disjoint graphs with Hamiltonian
alternating cycles, C1 = x0x1 · · ·x2n−1x0 and C2 = y0y1 · · · y2m−1y0, respec-
tively, and G ∈ G1 ⊕G2. If there is no good pair in G, and for each i ∈ {1, 2},
in Ci there is a non-singular vertex with respect to C3−i. Then G is vertex
alternating-pancyclic.
Consider the following construction: Given a bipartite complete 2-edge-
colored graph G, with partition (X,Y ), he constructs a complete 2-edge-colored
graph H from G by adding all edges between vertices in X with red color and all
edges between vertices in Y with blue color. This is, the induced subgraph of H
by X is a complete red monochromatic graph and the induced subgraph of H by
Y is a complete blue monochromatic graph. In this way, H is a complete 2-edge-
colored graph such that every alternating cycle in H is an alternating cycle in
G, as no alternating cycle in H contains edges in H〈X〉 or H〈Y 〉; and thus, H is
(vertex) alternating-pancyclic if and only if G is (vertex) alternating-pancyclic.
This construction is due to Das [5] and later by Ha¨ggkvist and Manoussakis
[12], it was used to study Hamiltonian alternating cycles in bipartite complete
2-edge-colored graphs and it is known as DHM-construction [2].
Now we will give an example which shows that we are unable to use a similar
construction to prove our results. Consider the graph in Figure 7. A DHM type
construction would add edges to this graph until a complete graph is obtained,
the goal of this construction is that the complete graph and the original graph
have the same set of alternating cycles. However, it is impossible to do that
in this graph. Observe that the graph in Figure 7 satisfies the hypothesis of
Theorem 23 and thus it is vertex alternating-pancyclic. This simple example
shows that the assertions in this paper work for different graphs from bipartite
complete and complete 2-edge-colored graphs.
4. Main result
In this section we will generalize Theorem 23 for a graph G in the c.g.s. of k
vertex disjoint Hamiltonian alternating graphs. But first we will define a good
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cycle.
From the definition of good pair of edges and Remarks 6 and 7 we obtain
the following remark.
Remark 24. Let G be a graph and let C1 = x0x1 · · ·x2n−1x0 and C2 =
y0y1 · · · y2m−1y0 be two vertex disjoint alternating cycles in G. If xsyt and
yt′xs′ is a good pair of edges. Then C = xsxs′yt′ytxs is a monochromatic 4-
cycle such that its edges are alternatively in E⊕ and E(C1) ∪ E(C2), namely
xs′yt′ , ytxs ∈ E⊕, xsxs′ ∈ E(C1) and yt′yt ∈ E(C2).
Definition 25. Let G1, G2, . . . , Gk be a collection of pairwise vertex disjoint
2-edge-colored graphs, G ∈ ⊕ki=1Gi. A monochromatic 4-cycle C = v0v1v2v3v0
in G will be called a good cycle when either v0v1, v2v3 ∈ E⊕ or v1v2, v3v0 ∈ E⊕,
or both. This is, when two opposite edges in C are exterior.
Notice that all proofs up to this point have been algorithmic, this is, we
construct cycles step by step. Proceeding by induction on k it is easy to prove
the next theorem which is the main result of this paper.
Theorem 26. Let G1, G2, . . . , Gk be a collection of k ≥ 2 vertex disjoint
graphs with Hamiltonian alternating cycles, C1, C2, . . . , Ck, respectively, and
G ∈ ⊕ki=1Gi. If there is no good cycle in G and, for each pair of different indices
i, j ∈ [1, k], in Ci there is a non-singular vertex with respect to Cj. Then G is
vertex alternating-pancyclic.
In this paper we considered colored generalized sums of Hamiltonian alter-
nating graphs which contain no good pair (or its generalization, good monochro-
matic 4-cycle) and obtained conditions that are easy to check to determine if
a c.g.s. is vertex alternating-pancyclic. The study of the case when good pairs
appear will be treated in a forthcoming paper.
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