We develop a Bayesian hierarchical semiparametric model for phenomena related to time series of counts. The main feature of the model is its capability to learn a latent pattern of heterogeneity in the distribution of the process innovation rates, which are softly clustered through time with the help of a Dirichlet process placed at the top of the model hierarchy. The probabilistic forecasting capabilities of the model are put to test in the analysis of crime data in Pittsburgh, with favorable results.
Introduction
Time series of counts are associated with a multiplicity of phenomena in fields as diverse as epidemiology, econometrics, finance, environmental studies, and public policy [1] . In this paper, we develop a model for this kind of data, taking into account the possible existence of heterogeneities in the process distribution as it evolves through time.
In a general setting, we consider a Markovian process, for which the current count is modeled as some functional of the count at the previous epoch, plus a stochastic innovation, whose expectation may be specific to the current epoch. Modeling these unobservable innovation rates hierarchically in a suitable way, we can learn a latent pattern of heterogeneity in their distribution, and this information can be incorporated in the forecasting of future counts.
Our investigation implements this general idea in a particular setting built from two main components. Initially, we generalize the first-order integer autoregressive model (INAR(1) model hereafter), introduced in the seminal papers of McKenzie [2] and AlOsh and Alzaid [3] , allowing for different values of the innovation rates at different times. Subsequently, this generalized model is extended hierarchically, with the help of a Dirichlet process [4] . This gives us a semiparametric model, which, due to the properties of the Dirichlet process, is capable of clustering the values of the innovation rates through time, based on the information contained in the observed counts, thereby allowing us to identify different innovation regimes in the time evolution of the process. Forecasting within this probabilistic model is made straightforwardly through the appropriate posterior predictive distributions.
The paper is organized as follows. In Section 2, we generalize the original INAR(1) model, allowing for distinct innovation rates at different epochs of the process. In Section 3, this generalized INAR(1) model is data augmented, leading to a conditional specification of the model which enables the derivation of simple forms for the model parameters and latent variables full conditional distributions. The necessary Dirichlet process definitions and properties are briefly reviewed in Section 4. In Section 5, we set up the DP-INAR(1) model introducing a Dirichlet process at the top of the hierarchy developed in Section 2. After the forms of the prior distributions have been specified, we derive simple closed forms for the full conditional distributions of the model parameters and latent variables. We carefully consider the choice of prior parameters in Section 6. In Section 7, we show how to use the DP-INAR(1) model to do Bayesian forecasting. In Section 8, we put all the analytical results to work in the forecasting of crime data in Pittsburgh, US. In this application, the DP-INAR(1) model outperforms the original INAR(1) model in the majority of the patrol areas.
This model can be interpreted as specifying a birth-and-death process, in which, at epoch t, the number of cases Y t is equal to the new cases Z t plus the cases that survived from the previous epoch; the role of the binomial thinning operator being to remove a random number of the Y t−1 cases present at the previous epoch t − 1.
Let y = (y 1 , . . . , y T ) denote the values of an observed time series. For simplicity, we assume that Y 1 = y 1 with probability one. Since the process {Y t } t≥1 is Markovian, the joint distribution of Y 1 , . . . , Y T , given parameters α and λ = (λ 2 , . . . , λ T ), can be factored as
Since, with probability one, α•Y t−1 ≤ Y t−1 and Z t ≥ 0, by the law of total probability and the definition of the generalized INAR(1) model we have that
Hence, the generalized INAR(1) model likelihood function is given by
In the next section, we show how the introduction of certain latent (unobservable) random variables allows us to specify the generalized INAR(1) model in terms of a set of conditional distributions. This alternative representation leads to a factorization of the model joint distribution which is the key element propelling our Monte Carlo simulations.
Data augmentation
In the generalized INAR(1) model, suppose that, in addition to the values of the counts Y 1 , . . . , Y T , we could observe the values of the maturations M t = α • Y t−1 . The M t 's would tell us the number of cases that matured (survived) from the previous epoch, breaking down Y t into two parcels: maturations plus innovations. This is an example of data augmentation [5, 6] , in which the introduction of the unobservable maturations, with suitable conditional distributions, factors the model into more manageable pieces. Within this data augmentation scheme, we postulate that
in which I A denotes the indicator function of the set A, defined by I A (x) = 1, if x ∈ A, and
Using the law of total probability and the product rule, we have that
in which, following the data augmentation scheme, we took advantage of the appropriate conditional independences.
Since
comparing the expression above for Pr{Y t = y t | Y t−1 = y t−1 , α, λ t } with the results in the previous section, we come to the conclusion that this is a valid data augmentation scheme, since it induces the same generalized INAR(1) model likelihood function.
In the next section, we recollect the main definitions and results related to the Dirichlet Process which are necessary to build-up our semiparametric hierarchical model. The data augmentation scheme developed above will come in handy in the derivation of the full conditional distributions of the complete model.
The Dirichlet process
Suppose that we represent our uncertainties about quantities assuming values in a sampling space X , with sigma-field B, by means of an underlying probability space (Ω, F , Pr).
A mapping G : B × Ω → [0, 1] is a random probability measure if G( · , ω) is a probability measure over (X , B), for every ω ∈ Ω, and G(B) = G(B, · ) is a random variable, for each B ∈ B.
Ferguson [4] defined a random probability measure G descriptively as follows. Let β be a finite nonzero measure over (X , B) and postulate that for each B-measurable partition {B 1 , . . . , B k } of X the random vector (G(B 1 ), . . . , G(B k )) has the ordinary Dirichlet distribution with parameters (β(B 1 ), . . . , β(B k )). In this case, we say that G is a Dirichlet process with base measure β, and use the notation G ∼ DP(β). Ferguson proved that G is a properly defined random process in the sense of Kolmogorov's consistency theorem.
Defining the concentration parameter τ = β(X ), and the base probability measure G 0 by G 0 (B) = β(B)/β(X ), it follows from the usual properties of the Dirichlet distribution
Therefore, G is centered on G 0 , and τ controls the concentration of G around G 0 . In terms of the concentration parameter and the base probability measure, we write G ∼ DP(τ G 0 ).
Inference with the Dirichlet process is tractable. In particular, Ferguson proved that the Dirichlet process is closed under sampling: if X 1 , . . . , X n are conditionally independent and identically distributed, given
.
Notice that, using the law of total expectation, we have
almost surely, for every B in B, in which the second equality follows from the conditional independence of the X i 's. Hence, the posterior predictive distribution is
This expression of the posterior predictive distribution unleashes important features of the Dirichlet process, thereby showing how it can be used as a modeling tool. In particular, it defines a data generating process known as the Pólya-Blackwell-MacQueen urn [7] . If we imagine the sequential generation of the X i 's, for i = 1, . . . , n, we see that a value is generated anew from G 0 with probability proportional to τ , or we repeat one the previously generated values with probability proportional to its multiplicity. This shows that, almost surely, realizations of a Dirichlet process G are discrete probability measures, maybe with denumerably infinite support, depending on the nature of G 0 . Also, this data generating process associated with the Pólya-Blackwell-MacQueen urn implies that the X i 's are clustered, which is the main feature of the Dirichlet process that we rely on to build our semiparametric model. Antoniak [8] derived the conditional distribution of the number of distinct X i 's, that is, the number of clusters K, given the concentration parameter τ , as
in which S(n, k) denotes the unsigned Stirling number of the first kind.
In the next section, we place a Dirichlet process at the top of the hierarchy of the generalized INAR(1) model, completing the specification of our semiparametric model, thereby being able to represent our uncertainty about the values of the unobservable innovation rates λ t 's, given the information contained in the observed counts. In doing so, we benefit from the clustering properties of the Dirichlet process described above, identifying different regimes for the innovation rates as the process evolves through time.
The data augmented DP-INAR(1) model.
DP-INAR(1) model
The DP-INAR(1) model completes the generalized INAR(1) model defined in Section 2, placing a Dirichlet process at the top of the hierarchy. Formally, we model the innovation rates λ 2 , . . . , λ T , given G ∼ DP(τ G 0 ), as conditionally independent and identically distributed, with Pr{λ t ∈ B | G = G} = G(B), for every Borel set B. The prior distributions for α and τ are Beta(a
, respectively. The base probability measure G 0 is a Gamma(a
) distribution. In Section 6, we discuss in detail the choice of prior parameters. (1) model. In the graph, absence of an arrow connecting two random objects means that they are conditionally independent given their parents (see [9] for a witful discussion of graphical models). Our next step is to derive the full conditional distributions for all latent variables and model parameters. For convenience, we adopt a simplified notation in the following derivations, using the same letter p to denote different probability functions or densities, with distinctions made clear from the context. Define m = (m 2 , . . . , m T ), and let µ G denote the distribution of G. Marginalizing G on the graph, we have
In this expression, the last integral is the joint distribution p(λ 2 , . . . , λ T ), pointing out that the random vector (λ 2 , . . . , λ T ) has an exchangeable distribution. Due to this distributional symmetry and the product rule, we can always make p(λ 2 , . . . , λ T ) depend on a certain λ t only through p(λ t | λ \t ), in which λ \t denotes the vector λ with the component λ t removed. Using the symbol ∝ to denote proportionality up to a suitable normalization factor, and the label "all others" to designate the observed counts y, and all the other latent variables and model parameters, with the exception of the one under consideration, we have that
Therefore, the Pólya-Blackwell-MacQueen urn process yields the full conditional distribution of λ t as the mixture
in which δ {λr} denotes a point mass at λ r . In the former expression we suppressed the normalization constant which makes all mixture weights add up to one.
The derivations of the full conditionals for α and m t are straightforward.
West [10] shows how to derive the full conditional distribution of the concentration parameter τ in simple closed form, after the introduction of an auxiliary random variable U . Using this technique, we have the full conditionals
in which we suppressed the normalization constant which makes the two mixture weights add up to one.
These full conditional distributions allow us to explore the model posterior distribution by coding a plain Gibbs sampler [11] . Experimentation with this Gibbs sampler shows that, as pointed out by Escobar and West [12] in a similar context, we can improve mixing by resampling simultaneously the values of all λ t 's inside the same cluster at the end of each iteration. Formally, let (λ * 1 , . . . , λ * k ) be the k unique values among (λ 2 , . . . , λ T ) and define the number of occupants of cluster j by n j = T t=2 I {λ * j } (λ t ). It follows that
for j = 1, . . . , k. After the λ * j 's are sampled from this distribution, we update the values of all λ t 's inside each cluster by the corresponding λ * j . In the next section, we discuss how to choose the prior parameters for the DP-INAR(1) model.
Choice of prior parameters
Extending the original scheme proposed by Dorazio [13] , we choose the parameters a 0 of the τ prior by minimizing the Kullback-Leibler divergence between the prior distribution of the number of clusters K and a uniform discrete distribution on a suitable range. Using the results in Section 4, the marginal probability function of K can be computed as
Using the information available about the phenomena under consideration to make a sensible choice for the integers k min and k max , and letting q be the probability function of a uniform discrete distribution on {k min , . . . , k max }, that is
we find, by numerical integration and optimization, the values of a 0 that minimize the Kullback-Leibler divergence
We choose the parameters a
of the base probability density g 0 in a similar fashion, minimizing the Kullback-Leibler divergence between g 0 and a uniform distribution on a suitable range [0, λ max ], in which λ max is chosen by taking into consideration the available information on the studied phenomena. Letting h be a uniform density on [0, λ max ], that is
we find, by numerical optimization, the values of a
and b
Choosing the parameters for the α prior is more straightforward, with a 
Bayesian forecasting
The Gibbs sampler described in Section 5 yields, marginally, a sample {α
from the posterior distribution. Note that, for n = 1, . . . , N , we can obtain the number of clusters k (n) as the number of distinct entries in the vector λ (n) = (λ
T ). Uncertainty about future counts is represented by the h-steps-ahead posterior predictive distribution
for some target h ≥ 1. In particular, a pointwise forecast is obtained as a suitable summary of this posterior predictive distribution.
Using the law of total probability, the product rule, and simplifying the conditional independences in the model, we can write the posterior predictive probability function as
A nice property of the DP-INAR(1) model is that we can derive a simple analytical expression for the first factor in the integrand above.
Proposition 7.1. The probability function of Y t+h , given Y t = y t , α, and (λ t+1 , . . . , λ t+h ), can be writen as the convolution of a Bin(y t , α h ) distribution and a Poisson(µ h ) distribution,
in which
Proof. We prove the result by induction. For h = 1, using a simplified notation, the conditional moment generating function is given by
But since {Z t } t≥2 is a sequence of conditionally independent random variables, which is also conditionally independent of {B i (t) : i ≥ 0, t ≥ 2}, we have that
which is the product of the generating functions of a Binomial(Y t , α) random variable and a Poisson(λ t+1 ) random variable. Now, suppose the result holds for an arbitrary h ≥ 2. Then,
in which we defined e u = αe s + (1 − α). Consequently, from the induction hypothesis, we have that
in which µ h+1 = αµ h + λ t+h+1 . Hence, the result holds for h + 1, completing the proof.
Using the Pólya-Blackwell-MacQueen urn process repeatedly, for n = 1 . . . , N , we draw a sample {λ follows:
. . .
Combining all these elements, we approximate the integral representation of the hsteps-ahead posterior predictive probability function by the Monte Carlo average
for y T +h ≥ 0.
As a pointwise forecastŷ T +h , we compute the generalized median of the h-steps-ahead posterior predictive distribution, defined bŷ
We use a form of cross-validation to evaluate the forecasting performance of the model. For an observed time series y 1 , . . . , y T , we pick some T * < T , and treat the counts y T * , . . . , y T as a holdout (test) sample. For t ≥ T * , we train the model conditioning only on the values y 1 , . . . , y t−1 and making an h-steps-ahead predictionŷ t+h . To score the forecast performance, we average the median deviations |ŷ t+h − y t+h | over all predictions. This cross-validation procedure is depicted in Figure 2 .
In the next section, we assess the forecasting performance of the DP-INAR(1) model, analyzing monthly time series of burglary occurrences in Pittsburgh, USA. 
Pittsburgh crime data
In this section, we analyze monthly time series of burglary events in Pittsburgh, USA, from January 1990 to December 2001 [14] . In this dataset, each time series has a length of 144 months and corresponds to a certain patrol area. With regard to the forecasting performance within this dataset, Tables 1, 2 , and 3 present the mean absolute deviations for one, two and three-steps-ahead forecasts for both the DP-INAR(1) and the original INAR(1) model. In these tables, the mean absolute deviations are computed predicting the values of the last 42, 43, and 44 months of each time series, according to the desired number of steps ahead, using the cross-validation procedure described in Section 7. The tables show that the DP-INAR(1) model outperforms the INAR(1) in the majority of the districts. 
