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AND ALESSANDRO TOIGO
Abstract. Determining the state of a quantum system is a con-
suming procedure. For this reason, whenever one is interested
only in some particular property of a state, it would be desirable
to design a measurement setup that reveals this property with as
little effort as possible. Here we investigate whether, in order to
successfully complete a given task of this kind, one needs an infor-
mationally complete measurement, or if something less demanding
would suffice. The first alternative means that in order to com-
plete the task, one needs a measurement which fully determines
the state. We formulate the task as a membership problem re-
lated to a partitioning of the quantum state space and, in doing
so, connect it to the geometry of the state space. For a general
membership problem we prove various sufficient criteria that force
informational completeness, and we explicitly treat several physi-
cally relevant examples. For the specific cases that do not require
informational completeness, we also determine bounds on the min-
imal number of measurement outcomes needed to ensure success
in the task.
1. Introduction.
When a quantum system undergoes a particular preparation pro-
cedure, it is left in a well-defined quantum state. In order to gain
information about the state, one must perform measurements on the
system. With a sufficiently large number of measurement runs it is
possible to perform full state tomography, that is, to reconstruct the
state and thus reveal all of the system’s properties [1]. A measurement
set-up which is sufficient for this task is called informationally complete
[2]. However, full state tomography is a consuming task, and in many
cases one might well be satisfied with only partial information about
the system. For instance, when an experimental set-up is built with
the aim of preparing a specific quantum state, one may want to check
that the device works as planned up to a certain error threshold. This
task amounts to designing a measurement set-up that simply verifies if
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the prepared state is close to the target state with respect to a given
distance measure. Another aim could be to check the quality of the
preparation procedure by estimating some bound on the von Neumann
entropy of the quantum state, but not aiming to know anything more.
Since these tasks are simple yes/no-questions, one might hope to
achieve the answers with a measurement with two outcomes, or at least
with something less than an informationally complete set-up. However,
the formalism of quantum theory puts limitations on the possible mea-
surements, so it is far from obvious that this can be done. Indeed,
it was recently shown that the binary question of whether a bipartite
state is entangled or separable requires an informationally complete
measurement [3, 4].
In this work, we study the problem of deciding which one among
finitely many mutually exclusive properties a quantum system pos-
sesses. We formulate this as a membership problem: each of the prop-
erties corresponds to a subset Pj of the state space S of the system,
and we want to know what kind of measurements allow us to infer
which subset an unknown state belongs to. In particular, our main
focus is on the following structural question on the duality of states
and measurements:
What properties of an unknown quantum state can be
inferred without resorting to full state tomography?
We consider this problem on the general level, as well as through
some physically relevant examples. The general results of Section 3
highlight the role played by the geometry of the subsets of states rep-
resenting the properties, and we find many conditions which force the
successful set-ups to be informationally complete. In Section 4 we
consider the problem for specific examples such as the quality control
problems outlined above. For the cases that do not require full state
reconstruction, we also obtain bounds on the minimal number of out-
comes that the optimal measurements must have. These are discussed
in Section 5. The conclusion are presented in Section 6.
2. Preliminaries.
2.1. Quantum state space. he mathematical description of a d-level
quantum system is based on the Hilbert space H = Cd. We denote
by L(H) the space of linear operators on H, and by Ls(H) the real
subspace of selfadjoint (i.e. Hermitian) operators. The states of the
system are represented by positive unit trace operators, and we denote
by S = {% ∈ Ls(H) ∶ % ≥ 0, tr [%] = 1} the state space of the system. The
state space is therefore a convex subset of Ls(H), and its affine hull, i.e.
3the smallest affine space containing it, is the space of selfadjoint trace
one operators. The state space is equipped with the natural topology
coming from the trace norm ∥A∥1 = tr [√A∗A], and it is compact inLs(H) with respect to this topology. In particular S is a compact
convex set with nonempty interior in its affine hull, and hence can be
viewed as a convex body. At some points, we are also going to use the
Hilbert-Schmidt norm ∥A∥2 = √tr [A∗A].
We say that a state % ∈ S belongs to the (geometric) interior of the
state space, denoted by IntS, if for each σ ∈ S there exists a σ′ ∈ S
and t ∈ (0,1) such that % = tσ + (1 − t)σ′. The geometric interior ofS coincides with the usual notion of relative interior of a convex set
(see e.g. [5, Theorem 6.4]), which is the topological interior of S when
viewed as a subset of its affine hull. It is easy to see that a state % is in
the interior if and only if it has full rank, i.e., rank% = d (see e.g. [6]).
The complement of the interior with respect to the state space is
called the boundary of the state space, and we denote it by ∂S. A state
is thus on the boundary if and only if it has 0 as an eigenvalue. A
special class of boundary states consists of extreme elements of S, and
these are called pure states. Pure states correspond to one-dimensional
projections.
2.2. Quantum measurements. A measurement performed on a quan-
tum system is represented by a positive operator valued measure (or
POVM for short) [7]. A POVM with finitely many outcomes is a map
E that assigns a positive operator Ej to each outcome j and satisfies
the normalization condition ∑j Ej = 1. Given a system in a state % ∈ S,
the outcomes of a statistical experiment are then distributed according
to the probabilities pj = tr [%Ej].
Since we are interested on the amount of information about the state
that can be extracted in a statistical experiment, we can switch to a
slightly more flexible mathematical description and ignore the specific
outcomes of a measurement. Indeed, using linearity we can instead
consider the real linear span of the POVM, RE = {∑j rjEj ∶ rj ∈ R}.
The numbers tr [%A], A ∈ RE, can be calculated from the probabil-
ities pj, and vice versa. The subspace RE ⊆ Ls(H) is closed under
taking adjoints and contains the identity; hence it is an operator sys-
tem (see e.g. [8, Chapter 2]). Any operator system can be generated
by a POVM [9], but we can equally well consider any other collectionA = {A1,A2, . . . ,An} of selfadjoint operators which, together with the
identity 1, generate the same operator system. The numbers tr [%Aj]
then correspond to expectation values of measurements rather than
just probabilities.
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One can think of an operator system as an equivalence class of
POVMs; two POVMs are equivalent if they span the same operator
system. The questions we will investigate do not depend on the spe-
cific POVM but only on the generated operator system. Hence, by a
quantum measurement we will mean either a POVM or an operator
system, this leading to no confusion.
2.3. Distinguishing states. In a measurement of a POVM E, two
states %1, %2 ∈ S give the same outcome probability distribution if and
only if tr [(%1 − %2)Ej] = 0 for all outcomes j. By linearity, this means
that the selfadjoint operator ∆ = %1 − %2 is orthogonal to the operator
system RE with respect to the (real) Hilbert-Schmidt inner product⟨S ∣ T ⟩2 = tr [ST ]. More generally, when we describe a measure-
ment setting in terms of an operator system R, it is the orthogonal
complement R⊥ in Ls(H) that describes the measurement’s ability to
distinguish between states. Since R contains the identity operator 1,
the orthogonal complement R⊥ is a subspace of the real vector space
of traceless selfadjoint operators, denoted by T0. Conversely, for any
subspace X ⊆ T0, the orthogonal complement X ⊥ of X in Ls(H) is an
operator system and thus generated by some POVM (see, for instance,
[9, Proposition 1]).
A measurement that can distinguish between any two different states
is called informationally complete [2, 10]. In terms of operator systems,
this means that R = Ls(H) [11, 12], or equivalently, R⊥ = {0}. Indeed,
if R⊥ contains a nonzero operator ∆, then we can write ∆ = ∆+ −∆−,
where ±∆± are the positive and negative parts of ∆ as given by the
spectral decomposition. Since tr [∆] = 0, we have tr [∆+] = tr [∆−] ≡
λ > 0, hence ∆ = λ(%+ − %−), for the two different states %± = ∆±/λ.
But this means precisely that %+ and %− are indistinguishable by the
measurement in question.
3. Membership problem
3.1. General formulation. We consider a quantum system which
possesses one of N mutually exclusive properties. Mathematically, each
property corresponds to a subset Pj of the state space, and the task is
to identify which subset a given state belongs to. We assume that the
system possesses one of the properties, so that in general our member-
ship problem is defined by specifying a partitioning S = ⊍jPj. Here the
symbol ⊍ underlines the fact that we are assuming the subsets Pj to be
mutually disjoint, reflecting the fact that the properties are mutually
exclusive. Our task is to infer the index j for which % ∈ Pj by perform-
ing some measurement, and the main question is whether or not this
5can be done without requiring the measurement to be informationally
complete.
An operator system R solves the membership problem S = ⊍jPj if
and only if for all %j ∈ Pj and %k ∈ Pk with j ≠ k we have %j −%k ∉R⊥, as
otherwise those two states would be indistinguishable byR and it would
not be possible to infer their respective properties. In particular, the
membership problem can be solved without informational completeness
if and only if we can find an R such that R⊥ ≠ {0}, but which still
succeeds in the task. Decreasing the size of R⊥ (i.e., adding more
measurement outcomes) does not affect the condition %j − %k ∉ R⊥.
Hence, it is enough to study the cases where R⊥ is one-dimensional.
By turning this around, we conclude that informational completeness
is needed if and only if any measurement with one-dimensional spaceR⊥ is such that %j − %k ∈R⊥ for some j ≠ k and %j ∈ Pj and %k ∈ Pk.
The membership problem can be understood intuitively as a question
about the geometry of the corresponding subsets of states [3]. Indeed,
by writing R⊥ = R∆ for the one-dimensional space in the previous para-
graph, the relevant question is whether or not some nonzero traceless
operator ∆ allows a decomposition of the form ∆ = λ(%j − %k), with
λ ∈ R and the states coming from different subsets Pj and Pk. The
following theorem now characterizes the membership problems which
require informational completeness. For any two subsets Pj,Pk ⊂ S, we
denote R(Pj − Pk) = {λ(%j − %k) ∶ %j ∈ Pj, %k ∈ Pk, λ ∈ R}. Moreover,
recall that T0 = {∆ ∈ Ls(H) ∶ tr [∆] = 0}.
Theorem 3.1. A membership problem S = ⊍jPj cannot be solved with-
out an informationally complete measurement if and only if⋃
j≠kR(Pj −Pk) = T0 .
Proof. We have seen that the membership problem requires an infor-
mationally complete measurement if and only if, for any ∆ ∈ T0, there
exist two states %j ∈ Pj and %k ∈ Pk with j ≠ k, and a λ ∈ R such that
∆ = λ(%j − %k). The indices j and k may depend on the operator ∆,
hence this is equivalent to T0 ⊆ ⋃j≠kR(Pj −Pk). The other inclusion is
trivial, thus the two sets are equal. 
In the present context, it is natural to call any nonzero operator
∆ ∈ T0 a perturbation operator. This terminology is further justified by
Fig. 1, which serves as a graphical illustration of our previous discus-
sion. Moreover, Proposition 3.1 below formalizes the idea for a mem-
bership problem involving two blocks, P and PC . As explained at the
end of Section 2.2.3 by decomposing ∆ into its positive and negative
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parts, any perturbation operator is, up to a nonzero scalar multiple, a
difference of two distinct states.
ρj
ρk
λ−1∆
Pk
PsPj
Figure 1
FIGURE 1. In geometric terms, we can in-
terpret a perturbation operator ∆ as a di-
rection in the state space, and we need
to see if in that direction it is possible
to cross the boundary between blocks Pj
and Pk. Indeed, solving ∆ = λ(%j − %k)
for %j = %k + λ−1∆, the question in The-
orem 3.1 then reduces to the existence of
some %k ∈ Pk such that, by adding a small
perturbation λ−1∆, we cross the boundary
and obtain a state %j ∈ Pj.
Proposition 3.1. A membership problem S = P ⊍PC cannot be solved
without an informationally complete measurement if and only if for any
perturbation operator ∆, there is a state % ∈ P and a λ ∈ R such that
% + λ∆ ∈ PC.
Proof. According to Theorem 3.1, the necessity of informational com-
pleteness is equivalent to the condition R(P − PC) = T0, which means
that any perturbation operator ∆ can be written as ∆ = λ′(% − %′) for
some nonzero λ′ ∈ R and % ∈ P, %′ ∈ PC . Solving for %′ = % − λ′−1∆ and
setting λ = −λ′−1, the claim follows. 
(a)
PC P
(b)
P PC
Figure 2. Two partitions where (a) does not require
informational completeness while (b) does.
The intuitive content of Proposition 3.1 is that a membership prob-
lem S = P ⊍ PC can be solved without an informationally complete
measurement if and only if there is at least one direction such that
no line parallel to it touches both P and PC . This is schematically
depicted in Fig. 2.
73.2. Qubit membership problem with two blocks. The simplest
class of membership problems are those where the qubit state space is
partitioned into two blocks, P and PC . In the Bloch ball representation
all qubit states are written as %r = 12(1 + r ⋅ σ), r ∈ R3, ∥r∥ ≤ 1, where
r ⋅σ = rxσx+ryσy+rzσz. Therefore, we can think of P as a subset of the
unit ball in R3. All perturbation operators are of the form ∆a = a ⋅ σ
for some nonzero a ∈ R3.
Suppose that the membership problem S = P ⊍ PC can be solved
without an informationally complete measurement. By Proposition 3.1,
this means that there exists a perturbation operator ∆a such that, if P
contains a state %r, then it must also contain all states %r+λ∆a = %r+λa,
and there are no other conditions. We have thus obtained the following
geometric characterization of those qubit membership problems with
two blocks that can be solved without an informationally complete
measurement.
Proposition 3.2. A qubit membership problem S = P ⊍ PC can be
solved without an informationally complete measurement if and only ifP is an intersection of the Bloch ball with a family of parallel lines.
Two illustrative examples of Proposition 3.2 are depicted in Fig. 3.
(a)
𝒫
𝒫c
𝒫c
(b)
𝒫
𝒫c
𝒫
Figure 3. Two Bloch ball partitions where the sep-
arations are formed with (a) parallel lines and (b) non-
parallel lines. The membership problem (a) can be solved
without an informationally complete observable, while
(b) cannot.
3.3. Boundary criterion. A simple example of a membership prob-
lem that requires informational completeness is given by the parti-
tioning of the state space into its interior and boundary points, S =
IntS ⊍ ∂S. This is rather obvious from the geometric point of view:
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since the state space can be viewed as a convex body, any direction in
it can be written as a difference of an interior point and a boundary
point.
This situation can be generalized a bit; it is enough that one of
the blocks is contained in IntS. Recall that the interior IntS consists
exactly of states with full rank.
Proposition 3.3. Let S = ⊍jPj. If one of the blocks Pj contains only
interior points of S, then the membership problem cannot be solved
without an informationally complete measurement.
Proof. Suppose Pj ⊆ IntS. Let ∆ be a perturbation operator and let
%1 ∈ Pj. We denote by λmin the smallest eigenvalue of the operator√
%−11 ∆√%−11 and define
%2 = √%1(1 − λ−1min√%−11 ∆√%−11 )√%1.
Since λmin < 0, the largest eigenvalue of the operator λ−1min√%−11 ∆√%−11
is 1. It follows that 1−λ−1min√%−11 ∆√%−11 is a positive operator with the
smallest eigenvalue being 0. Since tr [%2] = 1, the operator %2 is a state;
moreover, %2 has 0 as an eigenvalue, hence it is in the boundary ∂S ofS. In particular, since Pj contains only interior points, we have %2 ∈ Pk
for some k ≠ j. Since λmin(%1 − %2) = ∆, the claim follows by Theorem
3.1. 
3.4. Strictly convex block. In general, the convexity of a block P has
no implications on the corresponding membership problem S = P ⊍PC .
On the one hand, by cutting the full state space with a hyperplane, we
can divide the states into two convex blocks such that the membership
problem does not require informational completeness. For instance,
in the qubit case we can set P = {%r ∈ S ∶ rz ≤ 0} so that the mem-
bership problem can be solved simply by measuring σz. On the other
hand, by taking any convex subset contained in the interior of the state
space we have a membership problem which, by Proposition 3.3, can-
not be solved without informational completeness. Therefore, we need
to have a stronger assumption than the convexity in order to conclude
something about the corresponding membership problem S = P ⊍PC .
For a convex subset P ⊂ S, the interior IntP is defined similarly as
for the whole state space S, that is, as the interior in the affine hull
of P. In contrast, in the definition of the boundary the complement
is taken with respect to P rather than the full state space. In other
words, we set ∂P = P ∖ IntP. We remark that this definition of the
boundary slightly differs from the usual one of e.g. [5, Section 6]. In
9particular, a boundary in our sense may be empty, such as in the caseP = IntS.
We say that a convex subset P ⊂ S is strictly convex if, for all %, σ ∈ P,
% ≠ σ, and 0 < t < 1, the mixture t%+(1−t)σ is in the interior of P. This
is still not strong enough property to have conclusive implications for a
membership problem. Namely, a strictly convex subset in the interior
obviously requires informational completeness by Proposition 3.3, but
in general this need not be the case. As an example, suppose that
dim H ≥ 3 and decompose the Hilbert space as a direct sumH = H1⊕H2
with dim H2 = 2. For the subset P, take those states whose support is
contained in H2. Then P ≃ S(H2) so that it is strictly convex, but the
membership problem S = P ⊍ PC can be solved without informational
completeness. In fact, the binary POVM E1 = P , E2 = 1 − P , where P
is the projection onto H1, works in this case. The essential point here is
that P, or more specifically its boundary, does not contain any points
from the interior of the state space. By adding this extra assumption,
we obtain the following result.
Proposition 3.4. Let P ⊂ S be a strictly convex set such that the
boundary ∂P contains an interior point of S. Then the membership
problem S = P ⊍ PC cannot be solved without an informationally com-
plete measurement.
Proof. We apply Proposition 3.1. Let ∆ be a perturbation operator.
Fix % ∈ ∂P ∩ IntS and a nonzero λ ∈ R which is small enough so that
% ± λ∆ ∈ S. If one of these states is in PC the claim follows, so we
assume that % ± λ∆ ∈ P. But then % = 12(% + λ∆) + 12(% − λ∆) which,
by the strict convexity, contradicts the fact that % is on the boundary
of P. Therefore, one of the states must be in PC . 
The above result is local in nature. Indeed, the strict convexity
assumption in Proposition 3.4 can be relaxed as follows.
P
PC
ρ
U
Figure 4
Proposition 3.5. Let P ⊂ S, and sup-
pose that
(1) there exists an open set U ⊂
IntS such that the intesectionP ∩ U is strictly convex;
(2) the boundary ∂(P ∩ U) is
nonempty.
Then the membership problem S = P ⊍PC cannot be solved without an infor-
mationally complete measurement.
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Proof. Let % ∈ ∂(P ∩U). Since U is open, for any perturbation operator
∆ there exists a suitably small nonzero λ ∈ R such that %±λ∆ ∈ U . As
in the previous proof, we assume that % ± λ∆ ∈ P, and then we obtain
the contradiction % ∉ ∂(P ∩ U) by strict convexity of P ∩ U . 
The geometrical content of proposition 3.5 is illustrated by the setP in figure 4.
3.5. Sublevel set of a strictly convex function. We now consider
another instance which captures the previously described idea of strict
convexity. For any function f ∶ S → R and any ε ∈ R, we denoteS≤εf = {% ∈ S ∶ f(%) ≤ ε} , S>εf = {% ∈ S ∶ f(%) > ε} ,
and we consider the membership problem S = S≤εf ⊍ S>εf for a specific
class of functions.
A function f ∶ S → R is called strictly convex if, for all %1 ≠ %2 and
0 < t < 1, we have
f(t%1 + (1 − t)%2) < tf(%1) + (1 − t)f(%2) . (1)
In the statement of Proposition 3.6 below the seemingly weaker hy-
pothesis of strict mid-point convexity will suffice, which requires that
the inequality (1) holds for t = 12 . In the case of convexity (i.e., with≤ instead of <) it is well-known that for continuous functions these
two notions coincide [13, Proposition 1.3 and the subsequent remark].
Actually, it can be proved that the same is true for strict convexity.
The sublevel sets of a strictly convex continuous function defined on a
strictly convex domain are themselves strictly convex. One might then
be tempted to think that Proposition 3.4 implies that the membership
problem S = S≤εf ⊍ S>εf cannot be solved without an informationally
complete measurement in the case of strictly convex functions. How-
ever, the domain S is not strictly convex, so we can not conclude that
the sublevel sets are strictly convex in our setting (see e.g. Section 4.4.2
below). Actually, a moment’s thought shows why this may not happen.
For instance, consider the function f ∶R2 → R , f(x, y) = x2 + y2. It is
strictly convex, but, if we restrict it to the unit square [0,1]× [0,1], its
sublevel sets are not. The point here is that the domain [0,1] × [0,1]
is not strictly convex, hence its boundary contains nontrivial convex
pieces, and such pieces can be included in the sublevel sets of f .
We now proceed to prove our result concerning the membership prob-
lem for the sublevel set of a strictly convex continuous function.
Proposition 3.6. Let f ∶ S → R be a strictly mid-point convex contin-
uous function on S. If ε ∈ R is such that min f < ε < max f , then the
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membership problem S = S≤εf ⊍ S>εf cannot be solved without an infor-
mationally complete measurement.
Clearly, if the function f ∶ S → R is strictly mid-point concave, that
is, −f is strictly mid-point convex, the previous proposition can be
restated for the membership problem S = S≥εf ⊍ S<εf . Note that in this
case the sublevel set S≤εf is replaced by S<εf = {% ∈ S ∶ f(%) < ε}.
Proof. Let %min, %max ∈ S be such that f(%min) = min f and f(%max) =
max f . Clearly, %min ∈ S≤εf and %max ∈ S>εf , hence the sets S≤εf and S>εf
are nonempty. As S≤εf ∪S>εf = S, at least one of the two sets S≤ε or S>ε
contains a full rank state %0. If %0 ∈ S≤ε, then, choosing an arbitrary
%1 ∈ S>ε, for all t ∈ [0,1) the state %t = t%1 + (1 − t)%0 has full rank.
By continuity of the map f and the intermediate value theorem, there
exists t¯ ∈ [0,1) such that f(%t¯) = ε. Otherwise, if %0 ∈ S>ε, then for all
t ∈ [0,1) the state %t = t%min + (1 − t)%0 has full rank, and continuity
of f and the intermediate value theorem again imply the existence of
t¯ ∈ [0,1) such that f(%t¯) = ε. In both cases, we obtain a full rank state
%t¯ such that f(%t¯) = ε.
For any perturbation operator ∆, for sufficiently small nonzero λ ∈ R
we then have %t¯ ± λ∆ ∈ S. The remaining thing is to observe that at
least one of the states %t¯+λ∆ or %t¯−λ∆ is in S>εf ; indeed, since %t¯ ∈ S≤εf ,
by Proposition 3.1 this is enough to prove the thesis. This is shown by
contradiction: if %t¯ ± λ∆ ∈ S≤εf , then by the strict mid-point convexity
we get
f(%t¯) = f (1
2
(%t¯ + λ∆) + 1
2
(%t¯ − λ∆)) < 1
2
f(%t¯+λ∆)+1
2
f(%t¯−λ∆) ≤ f(%t¯) .

As an example of the usage of Proposition 3.6, consider the problem
of deciding if a qubit state is close to a fixed reference state %r in trace
distance. To apply Proposition 3.6, we choose for the function f the
square of the trace distance, f(%) = ∥%−%r∥21. The reason for taking the
square is that while the trace distance is not strictly convex, its square
is. To see this, note that the trace distance between two qubit states
can be expressed in the Bloch representation as ∥%a − %r∥1 = ∥a − r∥.
Since the Euclidian norm satisfies the parallellogram law, we have that
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for any two distinct states %a and %b,
f (12%a + 12%b) = ∥12(%a − %r) + 12(%b − %r)∥21 = ∥12(a − r) + 12(b − r)∥2= 2 ∥12(a − r)∥2 + 2 ∥12(b − r)∥2 − ∥12(a − r) − 12(b − r)∥2= 12 ∥a − r∥2 + 12 ∥b − r∥2 − ∥12(a − b)∥2< 12f(%a) + 12f(%b),
so that f is stricly mid-point convex. The ε-sublevel sets for the trace
distance are just S≤ε2f , so we can conclude that answering the member-
ship problem as to whether or not a state is close to a fixed qubit state
in trace norm requires informational completeness.
4. Specific membership problems
4.1. Norm distance membership problem. Earlier we have seen
that the trace distance membership problem for a qubit cannot be
solved without an informationally complete measurement. The key
observation was that the trace distance between states reduces to the
Euclidean distance between the corresponding Bloch vectors, so that
the parallellogram law holds. In a real vector space, a norm satisfies
the parallellogram law if and only if it comes from an inner product.
For this reason, we study the norm distance membership problem for
the Hilbert-Schmidt norm.
To this end, let σ ∈ S be a fixed reference state, and define f ∶ S → R,
f(%) = ∥% − σ∥22. Using the parallellogram law and making the same
calculation as before, we then have, for any %1, %2 ∈ S,
f (12%1 + 12%2) < 12f(%1) + 12f(%2)
so that f is strictly mid-point convex. Proposition 3.6 then immediately
tells us that whenever the two sets S≤ε2f ≡ Bε(σ) and S>ε2f ≡ Bε(σ)C are
both nonempty, the membership problem S = Bε(σ) ⊍ Bε(σ)C can-
not be solved without informational completeness. Since the square of
the norm is not relevant for the geometry of the sublevel sets, we can
conclude that for any 0 < ε < max%∈S ∥% − σ∥2, the norm distance mem-
bership problem cannot be solved without an informationally complete
measurement.
The situation changes drastically if we consider the case ε = 0. This
means that our task is to say if the state is exactly the same as the
reference state. If σ is a pure state, then the answer is simple. By
measuring just the binary POVM E1 = σ, E2 = 1 − σ we can find out
if % = σ. Hence, the membership problem S = {σ} ⊍ {σ}C can be
solved without informational completeness. If, on the other hand, σ
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is in the interior of the state space, then we need an informationally
complete measurement to solve the membership problem; this follows
immediately from Proposition 3.3. In order to see that the intermediate
cases 1 < rankσ < d do not require informational completeness, it is
enough to find one perturbation operator ∆ such that σ + λ∆ ∉ S
for any nonzero λ ∈ R. For this, we write the spectral decomposition
σ = ∑rj=1 µj ∣φj⟩⟨φj ∣ where r = rankσ and define
∆ = ∣φr⟩⟨φr+1∣ + ∣φr+1⟩⟨φr∣ ∈ T0 .
In matrix form, we then have
σ + λ∆ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
µ1 ⋱
µr λ
λ 0 ⋱
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
which is not positive since it has a negative minor
∣µr λ
λ 0
∣ = −λ2 < 0
whenever λ ≠ 0. We conclude that to decide if the state is exactly
the same as a reference state σ requires an informationally complete
measurement if and only if σ is a full rank state.
4.2. Fidelity membership problem. As another example of a mem-
bership problem related to the closeness of states, we consider the fi-
delity with respect to a fixed reference state σ. The fidelity F (%, σ) of
two states % and σ is defined as
F (%, σ) = tr [√√%σ√%] .
The fidelity is symmetric with respect to its arguments, and it takes
its values in the interval [0,1] with 1 corresponding to the states be-
ing equal, and 0 to the states having disjoint supports. Moreover the
fidelity is a concave function, i.e.,
F (t%1 + (1 − t)%2, σ) ≥ tF (%1, σ) + (1 − t)F (%2, σ) .
For any 0 ≤ ε ≤ 1, we denoteS≥εF (⋅,σ) = {% ∈ S ∶ F (%, σ) ≥ ε} , S<εF (⋅,σ) = {% ∈ S ∶ F (%, σ) < ε} ,
and the membership problem is thus S = S≥ε
F (⋅,σ) ⊍ S<εF (⋅,σ).
Let us first suppose that σ is on the boundary of the state space.
Then we can always find a perturbation operator ∆ such that
√
σ∆
√
σ =
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0. In fact, taking the spectral decomposition σ = ∑rj=1 µj ∣φj⟩⟨φj ∣, and
∆ = ∣φr⟩⟨φr+1∣ + ∣φr+1⟩⟨φr∣ gives√
σ∆
√
σ = r∑
j,k=1
√
µjµk ∣φj⟩⟨φj ∣(∣φr⟩⟨φr+1∣ + ∣φr+1⟩⟨φr∣)∣φk⟩⟨φk∣ = 0 .
But with this choice we have
F (% + λ∆, σ) = tr [√√σ(% + λ∆)√σ] = tr [√√σ%√σ] = F (%, σ) (2)
for all % ∈ S. In particular, % + λ∆ ∈ S≥ε
F (⋅,σ) for all % ∈ S≥εF (⋅,σ) so that by
Proposition 3.1 the membership problem S≥ε
F (⋅,σ) ⊍ S<εF (⋅,σ) can be solved
without an informationally complete measurement.
As an interesting consequence of (2) with % ∈ IntS, we have that,
although the fidelity is a concave function, it is not strictly concave
when σ is a boundary state.
The previous argument does not work when σ is in the interior of the
state space, and this case requires a separate inspection. From spectral
calculus and [14, Theorem 2.10] we know that the trace functional
A↦ tr [√A] is continuous and strictly mid-point concave on the set of
the positive operators L+(H) ⊂ Ls(H). If σ is an interior state, then
the affine map % ↦ √σ%√σ is injective on S, hence the composition
% ↦ −F (%, σ) satisfies the hypotheses of Proposition 3.6. Therefore,
the membership problem S≥ε
F (⋅,σ) ⊍ S<εF (⋅,σ) cannot be solved without an
informationally complete measurement set-up.
4.3. Purity membership problem. Suppose that our task is to de-
cide if an unknown state % is pure or mixed. The corresponding mem-
bership problem is hence S = Spure ⊍ Smixed. Our first observation is
that a measurement is capable of solving this membership problem if
and only if it can uniquely determine every pure state among all states.
Indeed, the sufficiency of the latter property is obvious. To prove its
necessity, let E be a POVM such that there exist a pure state %1 and
another state %2 ≠ %1 such that tr [%1Ej] = tr [%2Ej] for all j. Then
tr [(12%1 + 12%2)Ej] = 12tr [%1Ej] + 12tr [%2Ej] = tr [%1Ej]
for all j, which shows that the mixed state 12%1 + 12%2 cannot be dis-
tinguished from the pure state %1. In other words, E fails to solve
the membership problem. This means that if a measurement can solve
the membership problem, then the measurement outcome distribution
corresponding to a pure state determines the state uniquely among all
states.
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It is known that for dimensions d = 2 and d = 3 a collection of mea-
surements that gives a unique measurement statistics to every pure
state among all states must be informationally complete [15]. There-
fore, for qubits and qutrits, the membership problem cannot be solved
without an informationally complete measurement. We can see this
directly by observing that an arbitrary perturbation operator ∆ can
be written, up to a scaling, as a difference of a pure state and a mixed
state. In the qubit case, if U is a unitary operator that diagonalizes ∆,
we have
U∆U∗ = [λ 0
0 −λ ] = −2λ([ 0 00 1 ] − [ 12 00 12 ]) ,
which is a difference of a mixed state and pure state. In the qutrit case
this fact follows from the previous equation whenever rank ∆ = 2, and
from
U∆U∗ = ⎡⎢⎢⎢⎢⎢⎣
λ 0 0
0 µ 0
0 0 −λ − µ
⎤⎥⎥⎥⎥⎥⎦ = −(λ + µ)
⎛⎜⎝
⎡⎢⎢⎢⎢⎢⎣
0 0 0
0 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦ −
⎡⎢⎢⎢⎢⎢⎣
λ
λ+µ 0 0
0 µλ+µ 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎠
with λ,µ > 0 when rank ∆ = 3.
In dimensions d ≥ 4, there are measurements that solve the mem-
bership problem S = Spure ⊍Smixed, or, equivalently, give a unique mea-
surement statistics to every pure state among all states, but fail to be
informationally complete [16]. To see this, we choose a perturbation
operator
∆ = ∣φ1⟩⟨φ1∣ + ∣φ2⟩⟨φ2∣ − ∣φ3⟩⟨φ3∣ − ∣φ4⟩⟨φ4∣ ,
where {φj}dj=1 is an orthonormal basis. By Weyl’s inequalities [17,
Theorem III.2.1], λ∆ cannot be written as a difference of a pure state
and a mixed state for any λ ∈ R. Therefore, any measurement withR⊥ = R∆ solves the membership problem S = Spure ⊍ Smixed, but is
not informationally complete as it can not distinguish the mixed states(∣φ1⟩⟨φ1∣ + ∣φ2⟩⟨φ2∣)/2 and (∣φ3⟩⟨φ3∣ + ∣φ4⟩⟨φ4∣)/2.
We can try to relax the problem by asking if the unknown state is
almost pure. There are two natural ways to quantify this: the purity
f1(%) = tr [%2] and the von Neumann entropy f2(%) = −tr [% log2 %].
Purity takes its values in the interval [1/d,1] with 1 corresponding to
a pure state, whereas von Neumann entropy is in [0, log2 d] with pure
states giving the value 0. However, the purity is strictly convex since it
is just the square of the Hilbert-Schmidt norm. Also, the von Neumann
entropy is strictly concave [14, Theorem 2.10], hence the function −f2 is
strictly convex. As a direct consequence of Proposition 3.6, we conclude
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that the membership problems S = S≤εf1 ⊍ S>εf1 and S = S≥εf2 ⊍ S<εf2 cannot
be solved without an informationally complete measurement.
4.4. Rank membership problem. Since in dimensions d ≥ 4 it is
possible to decide if a state is pure without an informationally complete
measurement, it makes sense to ask if we can also determine the rank
of the state without identifying it. We denote Srrank = {% ∈ S ∶ rank% =
r} and the membership problem is hence S = ⊍dr=1 Srrank. However,
since Sdrank is the interior of S, Proposition 3.3 immediately tells us
that the membership problem cannot be solved without informational
completeness. We can relax the problem and consider whether or not
the rank of the state is below some value r ≤ d−1, i.e., the membership
problem is then S = S≤rrank ⊍ S>rrank. As we will see, the solution of this
membership problem depends on the bound r.
To this aim, we first recall that for a perturbation operator ∆, we
write ∆ = ∆+ −∆−, where ±∆± are the positive and negative parts of
∆ as given by the spectral decomposition. It follows that rank ∆+ +
rank ∆− = rank ∆, and this decomposition is minimal in ranks in the
following sense: whenever ∆ = λ(%1 − %2) for some λ > 0 and %1, %2 ∈ S,
then rank%1 ≥ rank ∆+ and rank%2 ≥ rank ∆−; see e.g. [15, Lemma
1.(c)] for a proof.
We now split the treatment into two cases. Let us first consider the
case when the bound r < ⌊d/2⌋, where ⌊d/2⌋ denotes the largest integer
not greater than d/2. We choose a perturbation operator ∆ such that
rank ∆± = ⌊d/2⌋ > r. By the earlier remark, then in any decomposition
∆ = λ(%1−%2) we always have %1, %2 ∈ S>rrank. Hence, Theorem 3.1 implies
that in this case the membership problem S = S≤rrank⊍S>rrank can be solved
without an informationally complete measurement.
We now move to the case r ≥ ⌊d/2⌋, and show that in this case
informational completeness is needed. Since for any perturbation op-
erator ∆ = ∆+ − ∆− we have rank ∆+ + rank ∆− ≤ d, we must have
rank ∆+ ≤ r or rank ∆− ≤ r. If one of the ranks, say rank ∆−, is
strictly greater than r, then we can define % = ∆−/tr [∆−] ∈ S>rrank so
that % +∆/tr [∆−] = ∆+/tr [∆−] is a state and
rank (% +∆/tr [∆−]) = rank (∆+/tr [∆−]) ≤ r .
Hence, % + ∆/tr [∆−] ∈ S≤rrank. If, on the other hand, both rank ∆± ≤
r then we have two possibilities. If rank ∣∆∣ > r then we set % =∣∆∣ /tr [∣∆∣] ∈ S>rrank and we have
% +∆/tr [∣∆∣] = 2∆+/tr [∣∆∣] ∈ S≤rrank .
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If rank ∣∆∣ ≤ r then, since r ≤ d−1, we can pick an orthogonal projection
P onto a (r+1−rank ∣∆∣)-dimensional subspace orthogonal to supp ∣∆∣.
For such a projection, we have
rank (∣∆∣ + P ) = r + 1 > r
but
rank (2∆+ + P ) = rank (∆+ + P ) = rank (∣∆∣ + P ) − rank ∆− ≤ r .
We can then set
% = (∣∆∣ + P )/tr [∣∆∣ + P ] ∈ S>rrank ,
so that we have
% +∆/tr [∣∆∣ + P ] = (2∆+ + P )/tr [∣∆∣ + P ] ∈ S≤rrank .
In all the cases, we have found a state % ∈ S>rrank and λ ∈ R such that
% + λ∆ ∈ S≤rrank. By Proposition 3.1 we conclude that the membership
problem S = S≤rrank ⊍ S>rrank with r ≥ ⌊d/2⌋ cannot be solved without an
informationally complete measurement set-up, as claimed.
Summing up, the membership problem S = S≤rrank ⊍S>rrank can be solved
without an informationally complete measurement if and only if r <⌊d/2⌋.
5. Minimal number of outcomes
5.1. General formulation. Whenever a membership problem can be
solved without an informationally complete measurement, it is natural
to ask what are the optimal measurements for solving the problem. One
possible way to quantify optimality is in terms of the minimal number
of measurement outcomes: we look for a POVM consisting of as few
operators as possible while retaining the ability to solve the problem.
This question has recently been studied extensively for various tomo-
graphic problems where prior information is exploited to reduce the
number of outcomes [9, 16, 18, 19, 20, 21, 22, 23, 24]. In this section
we make some observations on the membership problems studied in
Section 4.
Recall that from the point of view of state distinguishability, it
is the operator system R generated by the POVM that is the rele-
vant mathematical object. Although the same operator system can
be generated by many different POVMs, there always exist generat-
ing POVMs having dimR different elements by [9, Proposition 1].
Clearly, no POVM with less elements can generate the same opera-
tor system. Hence, the minimal number of measurement outcomes
for a given membership problem is given by the minimal dimension of
the operator system which succeeds in the task. Furthermore, since
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dimLs(H) = d2 = dimR + dimR⊥, we can equivalently search for the
maximal dimension of the orthogonal complement R⊥.
In Section 3 we noted that an operator system R solves the member-
ship problem S = ⊍jPj if and only if for any %j ∈ Pj and %k ∈ Pk with
j ≠ k, we have %j − %k ∉R⊥. This can be restated as
[⋃
j≠k(Pj −Pk)] ∩R⊥ = ∅ , (3)
and the question hence boils down to finding the maximal dimension
of a subspace R⊥ ⊂ T0 which satisfies (3).
5.2. State identification. Let σ ∈ S be a fixed reference state with
r = rankσ < d, and consider the problem of determining if an unknown
state % ∈ S is equal to σ, i.e., the membership problem is S = {σ}⊍{σ}C .
As we have seen earlier, this can be solved without informational com-
pleteness (see Section 4.4.1). Further, it is relatively easy to calculate
the minimal number of outcomes. To this end, note that σ is on the
face F(σ) = {% ∈ S ∶ supp% ⊆ suppσ} of the state space and we haveF(σ) ≃ S(Cr). We can thus view σ as an interior point of S(Cr), and
therefore distinguishing a state % ∈ F(σ) from σ requires “informational
completeness on the face F(σ)”. In other words, the minimal number
of outcomes is at least r2.
On the other hand, suppose that we have r2 linearly independent
positive operators E1, . . . ,Er2 which sum up to the projection onto
suppσ, that we denote byQ. By adding one more element Er2+1 = 1−Q,
which corresponds to verifying if the state % is actually on the faceF(σ), we have constructed a POVM with r2+1 outcomes which solves
the membership problem S = {σ} ⊍ {σ}C .
In order to show that r2 + 1 (and not r2) is actually the minimal
number of outcomes, it is enough to prove that the set R({σ} − {σ}C)
contains a r2-dimensional linear subspace X ⊂ T0. Indeed, (3) then im-
plies that X ∩R⊥ = {0} for any R that solves the membership problem.
Hence dimX + dimR⊥ ≤ dimT0 = d2 − 1, implying dimR ≥ r2 + 1. So,
we fix a state τ with supp τ ⊈ suppσ and denoteX = {λ[σ − (t% + (1 − t)τ)] ∶ λ ∈ R, t ∈ [0,1], % ∈ F(σ)} ,
and we claim that the set X is as stated above. For the linear combi-
nation of elements of X , we have
λ1[σ − (t1%1 + (1 − t1)τ)] + λ2[σ − (t2%2 + (1 − t2)τ)] = ∆ + µ(σ − τ) (4)
where ∆ = λ1t1(σ − %1) + λ2t2(σ − %2) and µ = λ1(1 − t1) + λ2(1 − t2). If
∆ = 0, (4) is clearly an element in X . Otherwise, ∆ is a perturbation
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operator with supp ∆ ⊆ suppσ, hence it is given by λ(σ − %λ) for suffi-
ciently large ∣λ∣ ∈ R and %λ = σ − λ−1∆ ∈ F(σ). The linear combination
(4) is then
λ(σ − %λ) + µ(σ − τ) ,
and to prove that it is still an element of X , it suffices to show that
λ = λ′t and µ = λ′(1 − t) for some λ′ ∈ R, t ∈ [0,1]
for sufficiently large ∣λ∣. Solving the latter equations, we get λ′ = λ + µ
and t = λ/(λ + µ) ∈ [0,1] if λ is chosen with the same sign as µ. This
completes the proof that X is a linear space. Since X is generated by
the linear subspace
T0(σ) = {λ(σ − %) ∶ λ ∈ R, % ∈ F(σ)} = {∆ ∈ T0 ∶ supp ∆ ⊆ suppσ}
together with the operator σ − τ ∈ T0 ∖ T0(σ), it follows that dimX =
dimT0(σ) + 1 = r2, as claimed.
5.3. Fidelity separation. Let σ ∈ S again be a fixed reference state on
the boundary of the state space, and consider the fidelity membership
problem S = S≥ε
F (⋅,σ) ⊍ S<εF (⋅,σ). As discussed earlier, the perturbation
operators ∆ with
√
σ∆
√
σ = 0 satisfy F (%+∆, σ) = F (%, σ). Therefore,
if we set R⊥ = {∆ ∈ T0 ∶ √σ∆√σ = 0} we have (S≥εF (⋅,σ) − S<εF (⋅,σ)) ∩R⊥ = ∅ and thus R is an operator system which solves the membership
problem. By computing the dimension of R⊥ we then have an upper
bound on the minimal number of outcomes for the fidelity membership
problem.
By using the spectral decomposition σ = ∑rj=1 µj ∣φj⟩⟨φj ∣ where r =
rankσ, we have that√
σ∆
√
σ = r∑
j,k=1
√
µjµk⟨φj ∣∆φk⟩∣φj⟩⟨φk∣ = 0
if and only if ⟨φj ∣∆φk⟩ = 0 for all j, k = 1, . . . , r. Since ∆∗ = ∆ and
tr [∆] = 0, a simple calculation shows that there are still d2 − r2 −1 free
real parameters in ∆. In other words, dim R⊥ = d2 − r2 − 1. It follows
that
dim R = d2 − dim R⊥ = r2 + 1
which gives us an upper bound for the minimal number of outcomes
for the membership problem S = S≥ε
F (⋅,σ) ⊍ S<εF (⋅,σ).
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5.4. Rank separation. We have already noted in Section 4.4.3 that
any measurement set-up which is capable of telling if a state is pure
or not must distinguish any pure state from all other states. We will
now prove that the rank membership problem S = S≤rrank ⊍ S>rrank, with
r ≤ d − 1, shows a similar effect, namely, that a measurement set-up
which solves this problem must distinguish any state in S≤rrank from any
other state.
To see this, letR be an operator system which solves the membership
problem. It is enough to show thatR distinguishes every state %1 ∈ S≤rrank
from all other states %2 ∈ S≤rrank, as for %2 ∈ S>rrank this is already implied by
the starting assumption. So, suppose by contradiction that %1−%2 ∈R⊥
for some %1, %2 ∈ S≤r; we are then going to prove that there exist % ∈ S≤r
and σ ∈ S>r such that %1 − %2 = λ(% − σ). This shows that R does not
distinguish between % and σ, and thus gives the desired contradiction.
For ∆ = %1 − %2, notice that
∆ = ∣∆∣ − 2∆−
where −∆− is the negative part of ∆. We have the inequalities rank ∆− <
rank ∣∆∣ and rank ∆− ≤ r. The latter inequality follows from the rela-
tion ∆ = %1 − %2 and [15, Lemma 1.(c)]. If rank ∣∆∣ > r we are done,
since we have
∆ = tr [∣∆∣] (% − σ)
with % = ∣∆∣ /tr [∣∆∣] and σ = 2∆−/tr [∣∆∣]. Otherwise, if rank ∣∆∣ ≤ r,
then we can pick an orthogonal projection P onto a (r + 1 − rank ∣∆∣)-
dimensional subspace orthogonal to supp ∣∆∣. We have
rank (2∆− + P ) < rank (∣∆∣ + P ) = r + 1 ,
and we can write ∆ = −tr [∣∆∣ + P ] (% − σ) with
% = (2∆− + P )/tr [∣∆∣ + P ] ∈ S≤r , σ = (∣∆∣ + P )/tr [∣∆∣ + P ] ∈ S>r .
We conclude that the search for the minimal number of outcomes for
the membership problem S = S≤rrank ⊍ S>rrank is equivalent to the problem
for measurements distinguishing states in S≤rrank from all other states.
In [16, Theorem 2] it was shown that there exist 4r(d − r) + d − 2r − 1
selfadjoint operators which succeed in the task, and this corresponds to
4r(d−r)+d−2r POVM outcomes by [9, Proposition 3]. This is therefore
an upper bound for the minimal number of outcomes for a POVM that
solves the rank separation membership problem. Accordingly to what
we have shown in Section 4.4, when r ≥ ⌊d2⌋ the above upper bound
becomes trivial.
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6. Conclusion
Any partitioning of the quantum state space defines the correspond-
ing membership problem, namely, the problem of deciding to which
subset a given unknown state belongs to. Based on the amount of in-
formation (number of measurement outcomes) needed to solve them,
the difficulty of the membership problems can be compared. In this
sense, the membership problems that require an informationally com-
plete measurement form the class of problems most difficult to solve.
Here we have proved various general criteria of a geometric nature,
which force a membership problem to fall into this class. We have also
dealt with different explicit examples such as the problem of deciding if
a prepared state is close to a target state, or if the rank of an unknown
state is below a given bound. For the cases that do not require in-
formational completeness, we have studied in more detail the minimal
number of measurement outcomes needed for solving the membership
problem.
Our approach is based on performing individual measurements on
single copies of a quantum state. As such, it should be compared
with the collective measurement approach, where instead N identical
copies of the same state are subject to a global measurement on the
tensor product space. A survey on quantum property detection by
means of collective measurement is provided e.g. in [25, Section 4] (see
also the references therein); applications to entanglement detection can
be found in [26] and [27]. We remark that all membership problems
involving sublevel sets of polynomial functions of the state can be solved
within the collective framework [28].
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