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Les thèmes de cette thèse se situent dans le domaine de la géométrie conforme et l'étude
des champs de particules sans masse. Elle est portée sur l'étude des morphismes harmoniques
et des applications semi-conformes entre les variétés riemanniennes et semi-riemannienes avec
ses aspects spinoriels.
La base de notre étude est la correspondance twistorielle de Penrose qui associe à chaque
géodésique dans l'espace de Minkowski, un point d'une hypersurface de l'espace complexe
projectif de dimension 3, ainsi, la résolution d'une équation aux dérivées partielles devient
un problème (d'ordre 1) de la géométrie complexe analytique. Les deux objects qui nous
permettront de généraliser des constructions connues à d'autres situations, par exemple aux
espaces temps avec courbure, aux graphes nis, sont (i) une application semi-conforme, et
(ii) une congruence de rayons de lumière sans cisaillement ("shear-free ray congruence" que
nous abrégerons ultérieurement par SFR). En eet, une SFR correspond à une famille d'ap-
plications semi-conformes évoluant dans le temps (voir le chapitre 3), cette dernière est bien
adaptée à un cadre plus général. Cette perspective nous permet d'achever partiellement notre
but c'est-à-dire d'obtenir une description combinatoire des champs dans l'esprit des "spin
networks" introduits par Penrose en 1971 [22].
Un aspect de mon travail est l'étude des morphismes harmoniques, dénis sur un espace-
temps à valeurs dans une surface, leurs relations avec les applications semi-conformes (consi-
dérées comme des champs physiques) en dimension 3 ainsi que l'évolution de celles-ci au
cours du temps. D'autre part, on développe la théorie des applications semi-conformes adap-
tée à nos besoins. On démontre notamment l'existence des coordonnées canoniques pour de
telles applications ; une loi de conservation lorsque les bres sont de dimension 1 ; la conser-
vation de la semi-conformalité d'une application par rapport a une évolution naturelle ; on
classie les applications semi-conformes biharmoniques dans R3 dont les bres sont des arcs
de cercles et on obtient une formule intégrale pour la representation d'une famille d'appli-
cations biharmoniques (pas nécessairement semi-conformes) plus générale. On va mettre au
point un formalisme élégant pour étudier les espaces-temps à quatre dimensions, les applica-
tions semi-conformes et les morphismes harmoniques dénis sur cet espace, en faisant appel
à des objets appelés spineurs. Ce formalisme nous permet d'étudier l'évolution des appli-
cations semi-conformes, ainsi l'évolution d'un champ de vecteurs tangents aux feuilletages
conformes de ces applications.
Lorsqu'on prolonge nos idées aux graphes, on étudie la notion d'applications harmoniques
et semi-conformes dans les graphes, dont la dénition est proposée par H.Urakawa en 1997
[25]. On étudie les applications dénies sur les graphes ainsi que leur évolution par rap-
port à l'équation de la chaleur (en temps discret). On dénit la notion de courbure sur un
graphe et on donne un analogue au théorème de Gauss-Bonnet [7] dans le cas discret. An
de développer la théorie des twisteurs sur un graphe, on introduit notre propre dénition
d'une fonction holomorphe sur un graphe. Par ailleurs, on introduit la notion de graphe
dual twistoriel, autrement connue sous le nom de "line graph". La correspondance entre un
graphe et son dual twistoriel montre des aspects tout à fait analogues au cas continu, par
exemple un sommet du graphe correspond à un sous graphe complet du graphe dual, qu'on
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doit considérer comme la correspondance entre un point de l'espace de Minkowski et une
copie de CP 1 dans l'espace des twisteurs. Dans le reste de cette introduction, on aborde les
quatre chapitres de la thèse de manière plus détaillée.
Dans le premier chapitre, on présente les notions de base : variété riemannienne, semi-
riemannienne, application semi-conforme, application harmonique et biharmonique, en dé-
montrant certains nouveaux résultats qui seront utiles par la suite. D'abord, on démontre
que les applications semi-conformes sont des applications minimisantes pour une fonction-
nelle conformément invariante, formée de la densité d'énergie et du jacobien de l'application
(Proposition 1.2.2). Ce résultat est important si l'on veut considérer une application semi-
conforme comme un champ physique. Ensuite, on donne une loi de conservation pour les
applications semi-conformes (Lemme 1.3.3). Or, en partant d'une application semi-conforme
' entre deux variétés riemanniennes (Mn+1; g) et (Nn; h) de dilatation , dont U est le




ment invariante et indépendante de S, où S est une hypersurface dans Mn+1. On rappelle
aussi les applications biharmoniques entre les variétés semi-riemanniennes et on obtient une
caractérisation des applications biharmoniques semi-conformes dont les bres sont des arcs
de cercles (Théorème 1.4.2). En eet, pour une application biharmonique semi-conforme z
dénie sur un ouvert de R3 à valeurs dans C, telles que les bres de z sont des arcs de cercles,
la fonction z est localement donnée par
2z(x1; x2; x3) =
 jxj2   2iA:x+ jAj2
x1  ix2 + ai b ;
où A = (a; b; c) est un vecteur de R3. On montre aussi l'existence des coordonnées ca-
noniques pour les applications semi-conformes (Théorème 1.2.1), et on caractérise locale-
ment la métrique de départ des ces applications dénies entre deux variétés riemanniennes.
On obtient que dans le cas d'une projection semi-conforme de Rm dans Rn(m  n), telle






, avec a; b = 1; :::; n; j = 1; :::; n; r; s = n + 1; :::;m; ars = grs; fir =
gir=; 
2 = det(ars); A
rs = 2ars et ars = (ars) 1. On introduit aussi le concept de graphe
ou réseau qui sera l'objet de base quand on discutera des champs combinatoires dans le qua-
trième chapitre. Par ailleurs, on aborde la notion d'application semi-conforme entre graphes,
proposée par H.Urakawa. Par ailleurs l'on propose une dénition des fonctions holomorphes
dénies sur les graphes.
Dans le deuxième chapitre, on étudie la théorie des twisteurs, initialement développée
par Roger Penrose en 1967 : c'est la théorie mathématique qui fait correspondre les objets
géométriques de l'espace temps à quatre dimensions (espace de Minkowski) à la géométrie
des objets d'espace complexe de dimension quatre avec la signature de la métrique (1,3)
. Les coordonnées dans cet espace sont appelées "twisteurs" dont un rayon de lumière est
l'objet le plus fondamentale. Or, la représentation d'un rayon de lumière par une paire de
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spineurs, l'un dénissant la direction de ce rayon, l'autre son moment par rapport à l'origine,
donne un type simple d'un twisteur, avec quatre composantes complexes. On propose dans ce
chapitre une reformulation spinorielle des applications semi-conformes dénies sur un ouvert
de R3, mais aussi sur un ouvert de l'espace de MinkowskiM, variété semi-riemanniene. Or un
spineur est un objet introduit par Elie Cartan [8], dont un cas particulier est le suivant : un
couple (2-uplet) de nombres complexes associés à deux vecteurs de l'espace 3D. On obtient
une correspondance entre les morphismes harmoniques dénis sur un ouvert de l'espace de
Minkowski à valeurs dans C, et une paire de champs spinoriels(Théorème 2.2.2) (A; A0)
sur cet ouvert qui vérie les équations suivantes(
rAA0AB0 = 0
rAB0CB0 = 0;
où rAA0 est la dérivée covariante dénie par la correspondance
rAA0= 1p2

@0 + @1 @2   i@3






où @i est la dérivée partielle par rapport à la i-ème variable. On va utiliser cette reformulation
pour montrer que dans le cas d'un morphisme harmonique f déni sur un ouvert de l'espace
de Minkowski M à valeurs dans C, il existe deux champs spinoriels A et A0, qui seront
les seules deux directions possibles d'un champ isotrope dans ker df . De plus, un de ces
deux champs spinoriels est une "congruence de rayons de lumière sans cisaillement (SFR)",
c'est-à-dire qu'il forme un feuilletage conforme par des lignes isotropes dans cet ouvert de
M (Théorème 2.5.1). En eet ce résultat est une généralisation de Baird-Wood [1], qui
l'ont démontré mais avec des conditions d'analyticité sur tout object. On étudie enn les
conditions d'intégrabilité d'une application semi-conforme dénie sur un domaine de R3. Or,
' est une application semi-conforme, si et seulement si il existe un champ spinoriel A, tel





@2   i@3  @1








Tout au long du troisième chapitre, on étudie l'évolution des applications semi-conformes
au cours du temps : applications vues comme des champs physiques. On rappelle également
la construction de base d'une SFR et l'on montre que les équations qui dénissent ces SFR
sont équivalentes à celles des évolutions des applications semi-conformes au cours de temps
(Proposition 3.1.2). En eet, on montre que le champ spinoriel A représente une SFR si et
seulement si  = 0=1 vérie les deux équations suivantes :(
@t+ @q+ 
2@q = 0
@1  2@q+ @q = 0
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où q = x2 + ix3. La première est l'équation d'évolution des applications semi-conformes,
tandis que la deuxième est l'équation qui détermine un feuilletage conforme. On donne aussi
une condition pour  de telle sorte que le vecteur V = (jj2 1)@1+2@q+2@q soit tangent
à un feuilletage conforme géodésique (Proposition 3.1.3), la condition sera donnée par le fait
que @t = 0, c'est-à-dire que son évolution au cours de temps est constante. Pour comprendre
géométriquement ces résultats, on dénit pour un point x 2 R3t et un champ de vecteurs
unitaires Ut(x) 2 TxR3t , la géodésique isotrope déterminée par Ut(x) pour être le rayon de
lumière passant par x engendré par le vecteur isotrope @t+Ut(x), ainsi trouve-t-on l'équation
d'évolution du vecteur Ut(x) tangent aux feuilletages d'une application semi-conforme dénie




On trouve aussi une équivalente à l'équation fondamentale des applications semi-conformes




) =  d't(rUU) = ('t)
où  est le champ de tension de ' (Proposition 3.2.1).
Le problème de Cauchy en relativité générale est le suivant : Pour des données initiales
sur une variété M3 de dimension 3, plonger M3 dans un espace temps M4 qui vérie les
équations d'Einstein. An que ce problème soit bien posé, on prescrit la première forme
fondamentale gij et la seconde forme fondamentale bij de M3 dans M4. C'est-à-dire que si
G est la métrique sur M4, on veut que g = GjTM3 et que b(X; Y ) = G( rGXn; Y ), pour tout
X;Y 2 TxM3 où n est la normale unitaire à M3 dans M4, voir [18] pour une discussion.
A la n du chapitre 3, on considère un problème similaire, mais au lieu de regarder une
métrique d'Einstein, on suppose donné un triplet (M3; g0; U0) d'une variété de dimension 3,
munie d'une métrique riemannienne g0 et un champ de vecteurs U0 tangent à un feuilletage
conforme. Alors, on essaye de plonger (M3; g0) dans un espace-temps (M4;G) de telle façon
que g0 soit la première forme fondamentale, et que le champ U0 se prolonge en un champ
spatial U dont les courbes isotropes engendrées par U sont géodésiques et U détermine une
SFR, c'est-à-dire que U est tangent à un feuilletage conforme sur des tranches spatiales
(Théorème 3.3.1).
Dans le chapitre quatre, On introduit la notion de fonction holomorphe sur un graphe. Une
notion d'holomorphicité dans un contexte discret a été introduite par Dun (1968) [11] et
par I. Bobenko et C. Mercat (2001) [6] dans le cadre des graphes appelés rhombiques ou quad-
graphes, qui sont constitués de faces rhombiques. Cette dernière permet bien de donner une
version discrète des équations Cauchy-Riemann en exploitant les quatre sommets de chaque
face. Par exemple, pour le graphe Z2 dont les sommets sont les points (m;n) dans le plan
(dont deux sommets sont connectés si et seulement si leurs coordonnées diérent par 1 dans
un et seulement un des coecients), une fonction  vérie les equations de Cauchy-Riemann
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si et seulement si
(m;n+ 1)  (m+ 1; n) = i((m+ 1; n+ 1)  (m;n)):
On propose une dénition qu'on va justier dans la suite, qui nous paraît tout à fait naturelle
et qui est bien denie pour tout graphe.
Soit   = (V;E) un graphe, et soit  : V ! C une fonction à valeurs complexes. Alors on dit
que  est holomorphe si pour tout x 2 V ,X
yx
((y)  (x))2 = 0;
où x  y note le fait que x et y sont voisins, c'est-à-dire liés par une arête. Cette équation


















ce qui englobe l'holomorphicité ou l'anti-holomorphicité de . Mais notons que sur un graphe,
en général, on ne possède pas la notion d'orientation pour distinguer entre + holomorphe
et - holomorphe. Une des conséquences de notre étude est de montrer la richesse de l'étude
de ces fonctions par rapport à la structure combinatoire du graphe. En eet, le problème de
classier les graphes nis qui admettent une fonction holomorphe est un problème ouvert
très dicile.
Dans le cas continu, une application semi-conforme est une généralisation d'une applica-
tion conforme dans le plan, qui est évidemment harmonique. Or, une fonction harmonique
complexe dénie sur un graphe ni est nécessairement constante, ce qui n'est pas vrai dans
le cas des fonctions holomorphes. C'est l'un des aspects fascinants de ces objets. Dans le
cas continu aussi, on considère une application semi-conforme comme un champ physique,
cette application semi-conforme est parfaitement dénissable sur un corps ni graphique. On
va étudier dans ce chapitre aussi l'évolution, par l'équation de la chaleur, des applications
dénies sur un graphe. On montre que l'énergie d'une application dénie sur un graphe, di-
minue sous l'équation de la chaleur (Proposition 4.1.1). En eet, Soit   = (V;E) un graphe
ni, ffngn2N une famille des fonctions dénies sur   à valeurs dans RN , N 2 N, vériant






(dfn; dfn)  0;
avec égalité si et seulement si, ou bien fn = 0, ou bien il existe un vecteur constant v 2 Rn
tel que (fn + v) = 2(fn + v), c'est-à-dire que, sous l'addition d'une constante, chaque
composante de fn est un vecteur propre du Laplacien associé à la valeur propre 2 ; et on
montre dans le théorème 4.1.1 que cette famille converge vers une application constante, en
particulier, une application harmonique.
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On donne ensuite la notion de la courbure K sur un graphe ni ; dans ce cas le théorème de
Gauss-Bonnet prend la forme : K( ) = 2( ), où ( ) est la caractéristique d'Euler de  .
On dénit aussi dans ce chapitre le graphe dual souvent connu sous le nom de line graph.
Or, pour un graphe   sur lequel on dénit une fonction holomorphe ' : V ( )! C, où V ( )
est l'ensemble des sommets de  , on peut associer un graphe dual L( ), dont les sommets
sont les arêtes du graphe  , ainsi qu'une fonction  : V (T )! C. La correspondance entre  
et son dual L( ) est l'analogue de la correspondance twistorielle de Penrose entre un rayon





Dans ce premier chapitre, on présente les notions de base : variété riemannienne, semi-
riemannienne, application semi-conforme, application harmonique et biharmonique, en dé-
montrant certains nouveaux résultats qui seront utiles par le suite, notamment une loi de
conservation pour les applications semi-conformes et une caractérisation des applications bi-
harmoniques semi-conformes dont les bres sont des arcs de cercles. Ces derniers exemples
fournissent des champs physiques sur l'espace temps qui seront discrets plus tard dans la
thèse.
On introduit aussi le concept de graphe ou de réseau, objet de base lorsqu'on discutera des
champs combinatoires dans le quatrième chapitre. La notion d'application semi-conforme
entre graphes a été proposée par H.Urakawa en 2000 [25]. On introduit nalement notre
propre dénition de fonction holomorphe sur un graphe, uniquement en terme de propriétés
combinatoires des graphes.
1.1 Variétés riemaniennes et semi-riemanniennes
Une variété riemannienne est une variété diérentielle ayant une structure supplémentaire
permettant de dénir la longueur d'un chemin entre deux points de la variété.
Dénition 1.1.1. Une variété riemannienne de classe C1 est un couple (Mn; g) où Mn est
une variété de classe C1 et g une métrique riemannienne C1, c'est-à-dire que pour chaque
x 2M , gx : TxM  TxM ! R est symétrique et dénie positive et dépend que de façon C1
sur x.
Une variété semi-riemannienne, aussi appelée variété pseudo-riemannienne, est une généra-
lisation d'une variété riemannienne. La seule diérence avec la variété riemannienne, est le
fait que la métrique n'est plus une métrique dénie positive.
Dénition 1.1.2. Une variété semi-riemannienne de classe C1 est un couple (Mn; g) où
Mn est une variété de classe C1 et g est une métrique semi-riemannienne. Il s'agit alors
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d'une métrique g qui est une section C1 de 2T M , dénissant un produit scalaire non
dégénéré de signature constante (p,q) sur chaque espace tangent (q=n-p).
Remarque 1.1.1. Une métrique semi-riemannienne de signature (0,n) n'est qu'une mé-
trique riemannienne.
Si Mn est munie d'un système de coordonnées (xi), alors une métrique riemannienne ou










 dxj + dxj 
 dxi):
L'espace de Minkowski est un exemple d'une variété semi-riemannienne que l'on va utiliser
dans la suite de la thèse.
Exemple 1.1.1. L'espace de Minkowski (appelé aussi espace temps de Minkowski) est l'es-
pace R4 souvent noté par M4 ou tout simplement M, muni d'une métrique standard de
signature (1,3) dénie par
g =  dt2 + dx21 + dx22 + dx23:
Un référentiel de l'espace de Minkowski est un référentiel galiléen pour un observateur :
choix d'un lieu et moment de référence, choix d'axes tridimensionnels et d'un temps. Un
observateur, et son référentiel, étant plongé dans cet espace, il repère un événement (point
de l'espace-temps) par ses coordonnées temporelles t et spatiales (x; y; z).
Dans la suite, x = (t; x1; x2; x3) désigne un élément de l'espace de Minkowski M, et on note
par h:; :i1 le produit scalaire déterminé par g :
hv; wi1 =  v0w0 + v1w1 + v2w2 + v3w3













Une connexion sur une variété nous donne le moyen de dériver un champ de vecteurs (ou
plus généralement, une section d'un bré) par rapport à un vecteur en chaque point. Sur
une variété riemannienne ou semi-riemannienne (M; g), on dénit la connexion de Levi-
Civita comme la connexion unique r qui est sans torsion : rXY   rYX = [X; Y ] pour
tout X;Y 2 C1(TM), et qui est métrique : rg = 0. Explicitement, pour chaque x 2 M ,
r : TxM  C1(TM)! TxM et pour X 2 TxM , Y; Z 2 C1(TM) on a
Z(g(X;Y )) = g(rXY; Z) + g(Y;rXZ):



















gkl(@igjl + @jgil   @lgij), où @i = @
@xi
.
A partir de la connexion r, on dénit le tenseur de courbure R, qui en chaque point x 2M ,
détermine une application multilinéaire Rx : TxM  TxM  TxM ! TxM dénie par :
Rx(X;Y )Z = rXrYZ  rYrXZ  r[X;Y ]Z:
En coordonnées locales, en écrivant R(@i; @j)@k =
P
l
Rlijk@l; on a la formule suivante :
Rlijk = @i 
l
jk   @j lik +  mjk lim    mik ljm:
La courbure de Ricci, est le tenseur symétrique donné par la trace de R :




où (ei) est une base orthonormée de TxM en chaque x 2M ; et la courbure scalaire S est la





Deux métriques g et ~g sont conformément équivalentes (on dit aussi que ~g est une déformation
conforme de la métrique g), s'il existe une fonction C1, a : M ! R (> 0) telle que ~g = a2g:
On peut alors calculer les nouveaux symboles de Christoel
e kij =  kij + @i ln akj + @j ln aki   gijX
l
gkl@l ln a
qui déterminent les transformées de diérentes courbures par une déformation conforme.
Dans cette thèse on est particulièrement concerné par des équations ou des intégrales qui
sont invariantes par une déformation conforme.
Dans une variété riemannienne ou semi-riemannienne (M; g) munie de sa connexion de Levi-




0(t) = rM0(t)0(t) = u(t)0(t)
pour chaque t 2 [a; b] et pour une fonction u(t), où r 1 est la connexion du bré pull-back
 1TM , et où an de dénir la dérivée covariante r00, on prolonge 0 dans un voisinage
de  ; le résultat est indépendant de ce prolongement.
Dans une variété riemannienne, une géodésique est un point critique de la fonctionnelle de




g(0(t); 0(t))dt. Cette fonctionnelle est indépendante de la paramé-
trisation de . Si  est une courbe régulière (0(t) 6= 0 pour tout t), on peut reparamétrsier 
par rapport à l'abscisse curviligne : S(t) =
R t
a
j0(t)jdt. Par rapport à cette paramétrisation,
 est géodésique si et seulement si
r0(s)0(s) = 0:
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Dans une variété semi-riemannienne (M; g), une courbe  : [a; b] ! M s'appelle isotrope si
son vecteur 0(t) vérie
g(0(t); 0(t)) = 0;
pour tout t 2 [a; b]. La dénition d'une géodésique donnée ci-dessus s'applique aussi bien
aux courbes isotropes. Dans un espace (M; g) de signature (1,3), une géodésique isotrope
s'appelle un rayon de lumière.
Soit (M; g) = M l'espace de Minkowski, alors une courbe isotrope  : [a; b]! M est dirigée




; 0(u)) > 0





où u(s) est un vecteur spatial (g(
@
@t
; u(s)) = 0) vériant g(u(s); u(s)) = 1 pour tout s. Alors
u(s) représente la direction de la courbe dans la sphère céleste.
1.2 Applications semi-conformes
1.2.1 Dénition
Soient (Mm; g) et (Nn; h) deux variétés riemanniennes. Pour tout x 2 M , on dénit les
deux espaces, vertical et horizontal de  en x, respectivement par Vx = ker dx et Hx = V?x
comme complément orthogonal de Vx. L'espace tangent au point x 2M se décompose alors
de la façon suivante : TxM = Hx  Vx.
Dans la suite on suppose que m  n.
Dénition 1.2.1. Soit ' : (Mm; g) ! (Nn; h) une application C1 entre deux variétés
riemanniennes, et x 2M . On dit que ' est semi-conforme en x si
1. ou bien d'x = 0 (c'est-à-dire que x est un point singulier).
2. ou bien d'x est surjective et il existe (x) 6= 0, tel que
h(d'x(X); d'x(Y )) = (x)g(X;Y ),
où X et Y sont deux vecteurs horizontaux dans (ker d'x)
?. Si ' est semi-conforme en tout
point x 2M , on dit que ' est semi-conforme. De plus, si tous les points de M sont réguliers,
on dit que ' est une submersion semi-conforme.
Cette dénition s'adapte dans le cas des applications semi-conformes entre les variétés semi-
riemanniennes, sauf que dans ce cas là, (x) peut prendre des valeurs négatives [14].
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où feig est une base orthonormale de TxM . La fonction  est alors lisse sur M , même
aux points critiques. Dans le cas où M est une variété riemannienne,   0 et sa racine
carrée  =
p
 est appelée la dilatation de l'application '. On munit (Mn; g) et (Nn; h) de
coordonnées locales (xi) et (y) de telle sorte que g = gijdxidxj et h = hdydy, où ici et
dans la suite, on somme sur les indices répétés (sommation d'Einstein). On écrit ' = y '
et 'i = (@'
)=(@xi). Alors , dans ces coordonnées locales,
jd'xj2 = gij'i 'j h:
On dénit le pull-back 'h de la métrique h par :
'h(E;F ) = h(d'x(E); d'x(F )) (E;F 2 TxM):
Alors on a




Le tenseur 'h est symétrique et semi-dénie positive en chaque point x 2 M , alors ses
valeurs propres sont positives ou nulles, et on les note par 21,...,
2
m, pour des i  0 mais
non nécessairement distinctes. On suppose que les ffigi=1;:::m sont les vecteurs propres cor-
respondants, qui forment une base orthonormée, alors
'h(fi; fj) = h(d'x(fi); d'x(fj)) = ij2i :





Soit ' : (Mm; g)! (Nn; h) une application semi-conforme entre deux variétés reimanniennes





où  est la dilatation de l'application '. Notons que la composée de deux applications semi-
conformes est semi-conforme.
Exemple 1.2.1. Les applications de Hopf : S3 ! S2, S7 ! S4, S15 ! S8, S2n+1 ! CPn+1,
S4n+1 ! HPn sont toutes des submersions semi-conformes de dilatation constante.
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Exemple 1.2.2. La projection radiale : pour tout m 2 f1; 2; :::g; l'application
Rm n f0g ! Sm 1; x! x=jxj
est une submersion semi-conforme de dilatation (x) = 1=jxj:
Plus tard, on verra que ces exemples sont des morphismes harmoniques.
Exemple 1.2.3. Soit ' : S3 ! S2 l'application dénie par :
'(cos(s)ei; sin(s)ei) = (cos(s); sin(s)ei(k+l))
où l'on considère
S3 = f(w; z) 2 C2 : jwj2 + jzj2 = 1g
= f(cos(s)ei; sin(s)ei : s 2 [0; =2]; ;  2 Rg
et où  : [0; =2]! [0; ] vérie (0) = 0, (=2) = . Lorsque (k; l) = (1; 1) et (s) = 2s,
' est isométrique à la bration de Hopf.




k2 sin2(s) + l2 cos2(s)
sin(s) cos(s)
:
On peut intégrer cette équation explicitement, en vériant les conditions de bord : si k = l,
on obtient
(s) = 2 arctan(C tank(s))
pour une constante arbitraire C > 0 ; si l > k > 0, on obtient
(s) = 2 arctan
(
C
fl cosec (s) pl2 cot2 s+ k2gl
fpk2 tan2 s+ l2   k sec (s)gk
)
pour une constante arbitraire C > 0. Si jkj 6= jlj, alors cette application est semi-conforme
non-harmonique (car les bres ne sont pas géodésiques ; voir la section 1.4.1 ci-dessous).
Cas particulier :
Les fonctions dénies sur une variété riemannienne (Mn; g) à valeurs dans C.
Dans ce cas,  peut s'écrire sous la forme  = f + ih où f et h sont deux fonctions à
valeurs réelles.
La propriété suivante découle facilement de la caractérisation des applications semi-conformes.
Proposition 1.2.1. Soit  : (Mn; g) ! C une application lisse, alors  est semi-conforme









En d'autres termes, si et seulement si
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hrf;rhi = 0 et jrf j = jrhj:
Si c'est le cas,  sera donnée par
2 = jrf j2 = jrhj2
Exemple 1.2.4. Application de Hopf. Soit l'application :
H : R3 
 1  ! S3  ! S2  ! R2
où  désigne la projection stéreographique de Sn dans Rn [f1g et  1 son inverse,  est la
bration de Hopf de S3 dans S2 qui est donnée par :
(z; w) = (jzj2   jwj2; 2zw), z; w 2 C; jzj2 + jwj2 = 1:
Alors, explicitement H est donnée par







































C'est un exemple d'une application semi-conforme puisque
hrf;rhi = 0 et jrf j = jrgj:
Sinon, elle est la composée d'applications semi-conformes. Par conséquent, on peut calculer
la dilatation













Remarquablement, cet exemple est aussi biharmonique et on y reviendra dans la partie 1.4.2.
1.2.2 Formulation variationnelle
Dans le chapitre 3 et 4, nous adoptons la perspective qu'une application semi-conforme
à valeurs dans une surface est un potentiel pour un champ physique. Il est alors important
de savoir que ces objets sont minimisantes pour une certaine fonctionnelle ; ce que nous
démontrons dans ce paragraphe.
Lemme 1.2.1. Soit ' : (Mm; g) ! (Nn; h) une application C1 entre deux variétés rie-
manniennes, alors : ' est semi-conforme si et seulement si pour tout x 2 M , i = 1; :::; n,
2i (x) = 
2(x), où i sont les valeurs propres de '
h, et  la dilatation de '.
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Preuve Il sut de remarquer que 'h(ei; ej) = ij2i , et que l'application ' est semi-
conforme si et seulement si
('h)x=HxHx = 
2(x)gx=HxHx ;
où  est le facteur de semi-conformalité. 
Supposons maintenant que la dimension du codomaine N est 2, donc 'h a deux valeurs



















On remarque alors que e'   j'  0 avec égalité si et seulement si ' est semi-conforme.
Proposition 1.2.2. Soit ' : (Mm; g)! (N2; h) une application entre deux variétés rieman-





est une intégrale invariante par une déformation conforme de la métrique de départ. En
générale, I(')  0, avec égalité si et seulement si ' est semi-conforme.











Soit f1, f2 deux vecteurs propres associés aux valeurs propres 1 et 2. Alors on a :
2i g(fi; :) = '
h(fi; :)e2i ~g(fi; :) = 'h(fi; :)
pour i=1,2;
ce qui revient à dire que
e2i a2g(fi; :) = 'h(fi; :) (i = 1; 2):
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Par l'unicité d'une valeur propre, on en déduit que ei = i=a, ce qui montre que e' = a 2e'



















Etant donné une classe d'homotopie ['] 2 C(Mm; N2) (Mm et N2 sont munies de métriques
riemanniennes), il est inconnu en général si ['] contient un représentant semi-conforme, c'est-
à-dire que si la fonctionnelle I atteint le minimum 0 dans [']. L'exemple 1.2.3 montre que
c'est le cas pour les classes d'homotopies 3(S2) = C(S3; S2) = Z qui sont paramétrées par
l'entier kl (l'invariant de Hopf), où l'on suppose S3; S2 munies de leurs métriques canoniques.
Pourtant, si M3 est une variété hyperbolique (à courbure constante négative) compacte sans
bord, il est connu qu'il n'existe pas d'application semi-conforme harmonique non-constante
de M3 dans N2 [1]. Il serait intéressant de savoir si, dans ce cas, il existe une application
semi-conforme non-constante.
1.2.3 Les coordonnées canoniques d'une application semi-conforme
Dans ce paragraphe, on cherche à caractériser localement la métrique de départ g d'une
application semi-conforme dénie sur une variété de dimension m, et à valeurs dans une
autre variété de dimension n, tel que m  n.
Théorème 1.2.1. Soit ' : Rm ! Rn la projection :
'(x1; :::; xm) = (x1; :::; xn) (m  n):
Soit h = hijdy
idyj une métrique riemannienne sur Rn. Alors dans le cas où ' est semi-
conforme, la métrique g sera donnée par
(gab) =
0@hij2 + Arsfirfjs fir
fjs ars
1A
avec a; b = 1; :::m ; i; j = 1; :::; n ; r; s = n + 1; :::;m ; 2 = det(ars) ; A




Preuve Soit ars = grs et fir = gir=. Puisque l'application ' est semi-conforme, alors,




2hij ) gij = 2hij ('ia = ia):
Il s'ensuit que
gij = 2hij ) gijhjk = 2hijhjk = 2ik
) gaigijhjk = 2ikgai = 2gak
) gabgbjhjk   gargrjhjk = 2gak
) jahjk   gargrjhjk = 2gak
Pour a = i : hik   girgrjhjk = 2gik(1.3)
Pour a = s :   gsrgrjhjk = 2gsk:
D'où
  arsgsjhjk = 2gkr
)  atrarsgsjhjk = 2gkrart
)  gtjhjk = 2gkrart:(1.4)






2 + arsgirgjs = hij
2 + 2arsfirfjs:

Remarque 1.2.1. Une autre écriture pour la métrique g
(gab) =
0@hij2 + arsfirfjs fir
fjs ars
1A ;
se déduit en écrivant eir = fir ; on obtient alors
(1.5) (gab) =
0@hij2 + arseirejs eir
ejs ars
1A
Nous étudierons un cas special lorsque m = n+ 1 dans le paragraphe 1.3.1.
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1.2.4 Feuilletages conformes
Soit F un feuilletage C1 d'une variété riemannienne (Mm; g) de codimension n, c'est-
à-dire que F détermine une décomposition de M en sous-ensembles connexes fLg (les
feuilles), tel que pour chaque x 2 M , il existe un voisinage W de x et une submersion
' : W ! Nn à valeurs dans une variété de dimension n, telle que les bres de ' correspondent
aux composantes connexes deW \L. L'application ' est appelée une submersion distinguée
par rapport à F . Notons que les feuilles L déterminent une décomposition TxM = HxVx
en chaque point, où Vx est tangent aux feuilles et Hx = V?x . Alors, F est dite conforme (ou
parfois transversalement conforme) si pour tout x 2M , V 2 Vx, X;Y 2 Hx :
(LV g)(X; Y ) = a(V )g(X;Y )
où a est une fonction qui ne dépend que de x et de V .
Le lien entre les feuilletages conformes et les applications semi-conformes est donné par le
résultat suivant :
Théorème 1.2.2. [1] Soit ' : (Mm; g) ! (Nn; h) une submersion semi-conforme. Alors
les bres de ' déterminent un feuilletage conforme de Mm. Réciproquement, si F est un
feuilletage conforme de (Mm; g), alors pour tout x 2 M , il existe un voisinage W de x,
une submersion distinguée ' : W ! Nn et une métrique h sur Nn par rapport à laquelle
' : (W; g=W )! (Nn; h) est semi-conforme.
Dans le cas où le feuilletage conforme F est de dimension 1, on peut démontrer facilement
que
(1.6) (LV g(X; Y )) =  2V (ln)g(X;Y ) (V 2 Vx; X; Y 2 Hx)
où  est la dilatation associée à la submersion distinguée dans le théorème précèdent.
Le lemme suivant est utile pour les calculs.
Lemme 1.2.2. Soit F un feuilletage C1 d'une variété riemannienne (Mm; g). Alors F est
conforme si et seulement si la distribution orthogonale H est ambilique, c'est-à-dire
g(V;BH(X;Y )) = (V )g(X; Y )
pour une fonction  ne depends que de H et de V , où BH(X; Y ) = 1
2
(rXY +rYX)? est la
seconde forme fondamentale de la distribution H. En particulier, si H est intégrable, alors
F est conforme si et seulement si les sous-variétés intégrables de H sont des sous-variétés
ambiliques.
Preuve Il sut de noter que
(LV g)(X; Y ) = V (g(X; Y ))  g(LVX; Y )  g(X;LV Y )
= g(rVX;Y ) + g(X;rV Y )  g(rVX  rXV; Y )  g(X;rV Y  rY V )
= g(rXV; Y ) + g(X;rY V )
=  g(V;rXY +rYX):
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Alors, si F est un feuilletage de dimension 1 d'une variété M3 de dimension 3, en supposant
X;Y orthonormés, on remarque que F est conforme si et seulement si
g(V;rXX) = g(V;rY Y ) et g(V;rXY +rYX) = 0.
En écrivant Z = X  iY et en prolongant g au bré tangent complexié TCM3 par linéarité,
on voit que F est conforme si et seulement si
g(V;rZZ) = 0:
Cette équation sera utile pour le chapitre 3.
Le lemme nous permet aussi de construire de nombreux exemples de feuilletages conformes.
Par exemple, supposons M3 = R3 munie de sa métrique canonique et soit  une courbe C1
dans R3, x 2 . Dans un voisinage A de x, on peut construire une famille de surfaces am-
biliques (par exemple des plans) orthogonaux à  et si A est assez petit, ces surfaces seront
disjoints dans A. Soit U le champ de vecteurs unitaires orthogonal aux surfaces. Alors, par
le lemme 1.2.2, U est tangent à un feuilletage conforme dont une des feuilles est la courbe
 \ A.
1.3 Applications semi-conformes avec bres de dimen-
sion 1
Le cas où ' : (Mm+1; g) ! (Nn; h) est une submersion semi-conforme entre variétés
orientées avec bres de dimension 1 est spécial, car les bres déterminent un champ de
vecteurs unitaires avec des propriétés qu'on va exploiter dans la suite. Une conséquence
particulièrement intéressante est l'existence d'une intégrale sur une hypersurface invariante
par déformation conforme qui détecte les singularités encloses à l'intérieur.
1.3.1 Coordonnées canoniques avec bres de dimension 1
Dans la thèse, on s'intéresse à des applications semi-conformes dénies sur un ouvert de R3
à valeurs dans une surface. Alors, en appliquant le théorème 1 dans le cas où m = 3, n = 2,
on retrouve le résultat pour les coordonnées canoniques d'une application semi-conforme
dénie sur un ouvert de R3 à valeurs dans une surface.
Lemme 1.3.1. Soit ' : R3 ! R2 la projection :
'(x1; x2; x3) = (x1; x2):
Soit h = hijdy
idyj une métrique sur R2. Alors, dans le cas où ' est semi-conforme, la
métrique g sera donnée par :
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(gab) =





Preuve Il sut d'utiliser la métrique g donnée par l'équation (1.5) pour ei = afi et ars = a2:

Lemme 1.3.2. Soit ' : (M3; g) ! (N3; h) une application semi-conforme, avec dilatation









Preuve ' est semi-conforme si et seulement si pour tout X, Y 2 Hx = (ker d'x)?, on a :
2g(X; Y ) = 'h(X; Y ):





L'expression en terme de coordonnées canoniques est fournie par le lemme 1.3.1. 
1.3.2 Feuilletages conformes par des cercles dans R3
Ce paragraphe sera également utile pour donner une représentation des applications
biharmoniques semi-conformes, qui ont des cercles comme bres. Dans l'annexe, on verra
comment cette représentation peut être appliquée pour obtenir une formule intégrale d'une
classe d'applications biharmoniques (non semi-conformes).
Soit C un cercle orienté dans R3, de centre a = (a1; a2; a3) 2 R3, de rayon r et de direction
normale n = (n1; n2; n3) avec jnj = r. La direction normale n est choisie de sorte que
fX;Y; n=jnjg forme un repère orthonormé après avoir choisi deux vecteurs orthonormaux X
et Y dans le plan de ce cercle.
Alors, l'équation de ce cercle est donnée par :
jxj2 + 2:x+ 2 = 0;
où j =  aj + inj pour j = 1; 2; 3.










Théorème 1.3.1. [2] Soit z : V  R3 ! C une submersion lisse. Alors z est semi-conforme,
avec des arcs de cercles comme bres, si et seulement si, z est localement déterminée par
l'équation :
(1.8) jxj2 + 2(z):x+ (z)2 = 0
où (z) = (1(z); 2(z); 3(z)) est holomorphe en z, x 2 R3.
Exemple 1.3.1. Soit z : A  R3 ! C une application semi-conforme, qui admet des arcs
de cercles comme bres donnés par :
jxj2 + 2(z):x+ (z)2 = 0
où (z) = ( z; iz; 0). En écrivant z = u+ iv, on en déduit que a = (u; v; 0) et n = ( v; u; 0).
Le but de cet exemple sera de chercher le vecteur tangent à ces bres, qui détermine un
feuilletage conforme. L'équation (1.8), s'écrit alors sous la forme :
jxj2   2z(x1   ix2) = 0:
On paramétrise d'abord les bres par s, soit :
s 7! (u; v; 0) + cos s(u; v; 0) + sin s(0; 0; jzj):
Donc x(s) = (z; 0) + (z; 0) cos s+ (0; jzj) sin s est le bre déterminé par z.




ce qui montre que le vecteur tangent aux bres au point x(s) = ((1 + cos s)z; jzj sin s) est
donné par :
U = (  zjzj sin s; cos s):
Il reste à calculer U en fonction de x1, x2 et x3 ; par un simple calcul, on obtient :
U(x1; x2; x3) = (2x1x3;2x2x3; x21 + x22   x23):
On verra après qu'il s'agit d'un exemple d'une application biharmonique et non-harmonique.
1.3.3 Quantité conservée pour les applications semi-conformes
Par la suite, U désigne le vecteur unitaire tangent au feuilletage conforme d'une appli-
cation semi-conforme ' : (Mm; g) ! (Nn; h) entre deux variétés riemanniennes orientées.
Pour les applications semi-conformes ' = f + ih dénies sur un ouvert de R3 à valeurs dans





Lemme 1.3.3. Soient (Mn+1; g) et (Nn; h) deux variétés riemanniennes orientées, ' :
(Mn+1; g) ! (Nn; h) une application semi-conforme de dilatation , U le vecteur unitaire
tangent aux bres de '. Alors :
div(nU) = 0.
Preuve Par le théorème 1.2.2 et l'équation (1.6), U est un vecteur tangent à un feuilletage
conforme, alors :
(1.10) LUg(X; Y ) =  2U(ln)g(X;Y )
pour tout X;Y 2 (U?).
Soit fe1; e2; :::; en+1 = Ug une base orthonormée de Mn. Rappelons qu'on somme sur les
indices répétés. Dans la suite, l'indice i 2 f1; :::; ng. D'une part,
divU = rei(hU; :i)(ei) +rU(hU; :i)(U)
= ei(hU; eii)  hU;reieii
=  hU;reieii
= hreiU; eii :
D'autre part,
(LUg)(ei; ei) = 2g(LUei; ei)
=  2g(rUei  reiU; ei)
=  2g(rUei; ei) + 2g(reiU; ei)
=  Ufg(ei; ei)g+ 2g(reiU; ei))
= +2g(reiU; ei)
= 2divU:
Mais par l'équation (1.10),
(LUg)(ei; ei) =  2U(ln)g(ei; ei)
=  2nU(ln)
et donc divU =  nU(ln). Si on multiplie U par une fonction f on obtient :
div(fU) = hU; grad ln(f)i+ fdiv(U);
alors,
div(fU) = 0 , hU; grad ln(f)i+ fdivU = 0
, hU; grad ln(f)i   n hU; grad ln()i = 0
, 
U; grad ln(f n = 0
, f = an
pour une constante a. 
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Corollaire 1.3.1. Soit V un ouvert de Mn+1 dont la frontière @V = S1 [ S2 est la réunion











nU):d~ est bien dénie et indépendante du choix de S tout en évitant
les singularités de '.







où d~ est l'élément de surface sur @v. Puisque la frontière orientée @V = S1   S2, on en










nU):d~ est conformément invariante.
Preuve Soit eg = a2g une nouvelle métrique,
i 





a2gij ) e = a
de =pdet~g dxdx=pa4detg dxdx = a2d
mais, ~U = U
a






















nU)d~ dépend du choix de la métrique sur N .
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Exemple 1.3.2. La projection radiale est dénie par :
 : R3 ! S2
x! xjxj :
Alors  = 1jxj ; et si S
2(r) est la sphère de rayon r dont le centre est l'origine munie de son








4r2 = 4. 
Exemple 1.3.3. L'exemple du disque :
Soit D le disque f(x1; x2; x3) 2 R3;x1 = 0; x22 + x23  a2g où a est un nombre quelconque.
Soit  : R3=D ! S2 l'application dénie par :
 (s; ; ) = (cos ;
sin (s cos  + a sin)p
a2 + s2
;
sin ( a cos+ s sin )p
a2 + s2
)
= (cos t; sin t exp(i))
où t =  et  =  arctan(a
s








= 1; s  0
x1 = s cos 
x2 =
p
a2 + s2 sin  cos
x3 =
p
a2 + s2 sin  sin:








ds2 + (s2 + a2cos2)d2 + (a2 + s2)sin2d2:








0 s2 + a2 cos2  0
0 0 (a2 + s2) sin2 

= (s2 + a2cos2)2sin2;
alors, dvg = (s
2 + a2cos2) sin dsdd.
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Pour l'élément d'aire d, on considère la forme classique d =
p
EG  F 2dd, où S =
~X(U)
~X(; ) = (s cos ;
p
a2 + s2 sin  cos;
p
a2 + s2 sin  sin)
et
I = Ed2 + 2Fdd+Gd2
est la première forme fondamentale de S avec
E = ~X: ~X, F = ~X: ~X, G = ~X: ~X:
On calcule alors :
E = s2 sin2  + (a2 + s2) cos2  = s2 + a2 cos2 
F = 0
G = (a2 + s2)sin2
d =
p
(a2 + s2)(s2 + a2 cos2 ) sin dd:
Les bres de  sont déterminées par les équations :




, s = a cot(+ c):
Notons que :
cos = cos(+ c  c)
=
s cos c+ a sin cp
a2 + s2
sin = sin(+ c  c)
=
a cos c  s sin cp
a2 + s2
:
On paramétrise les bres dans le système de coordonnées (s; ; ) par :











hU; ni = g(u; n) =
r
a2 + s2
s2 + a2 cos2 
 s
2 + a2 cos2 
a2 + s2




Alors on trouve que :
2 =
1















sin dd = 4
Observons que lorsque a! 0, cet exemple tend vers l'exemple 1.3.2.
1.4 Morphismes harmoniques, applications biharmoniques
An d'étudier les morphismes harmoniques et les applications semi-conformes dénies sur
l'espace de Minkowski (variété semi-riemannienne), on va rappeler les notions de morphismes
harmoniques dénis sur une variété semi-riemannienne.
1.4.1 Applications et morphismes harmoniques
Les applications harmoniques entre deux variétés semi-riemanniennes se dénissent à
l'aide de l'énergie, elles sont donc solutions d'un problème variationnel pour les applications
de M dans N .
Soit (Mm; g) une variété semi-riemannienne, le Laplacien  = M est donné, dans un
































Une fonction de classe C2, dénie sur une variété semi-riemennienne (M; g) à valeurs dans
C est harmonique, si et seulement si M(f) = 0. Un exemple : une fonction f(t; x1; x2; x3) =
(t+ x1), où  ne dépend que d'une seule variable, ce qui montre qu'on n'a pas la régularité
associée aux fonctions harmoniques sur une variété riemannienne (il sut de prendre une
fonction  de classe C2 mais pas de classe C3).
Soient maintenant (Mm; g) et (Nn; h) deux variétés semi-riemanniennes, ' : M ! N une
application C2. La densité d'énergie de ' est dénie par : e' = 12 jd'j2, où j:j2 désigne la
norme carrée de Hilbert-Schmidt sur T M 
 ' 1TN induite par les métriques sur M et N,
alors,




où fXig est une base arbitraire, feig est une base orthonormale et "i = g(ei; ei) = 1. Dans







Ici 'i désigne la dérivée partielle @'
=@xi, (gij) dénote la métrique tenseur dans M avec un
choix convenable de coordonnées locales, h la métrique tenseur dans N . On note que e(')
peut prendre des valeurs négatives ou nulles, pour une application non-constante '.





où vg est l'élément de volume dansM déni par la métrique g, dans les coordonnées locales on
écrit vg =
pjdet(gij)jdx1:::dxm. Encore, et contrairement au cas des variétés riemmaniennes,
E(';D) peut prendre des valeurs négatives ou nulles, pour une application non-constante.
Dénition 1.4.1. Soient (Mm; g) et (Nn; h) deux variétés semi-riemanniennes, une appli-
cation ' 2 C2(M;N) est dite harmonique si elle est un point critique de la fonctionnelle
d'énergie (1.13) pour tout domaine compact D  M , c'est à dire si elle est une solution de
l'équation d'Euler-Lagrange :
(') = 0;
où (') est donnée par :







Dénition 1.4.2. Soit ' : (Mm; g) ! (Nn; h). L'application ' est un morphisme harmo-
nique si elle préserve l'équation de Laplace : pour toute fonction f : V ! R harmonique sur
V  N ouvert avec ' 1(V ) non vide, alors la composée f  ' est harmonique sur ' 1(V )
dans M .
Ce qui se traduit de la manière suivante :
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Proposition 1.4.1. Soit ' : (Mm; g)! (Nn; h) une application de classe C1. Alors ' est
un morphisme harmonique si et seulement si, pour toute fonction f réelle C1 dénie sur
un ouvert V de N tel que ' 1(V ) soit non vide, M(f  ') = ((Nf)  '), où  est une
fonction C1 sur M .
Théorème 1.4.1. [14][15] Soit ' : (Mm; g) ! (Nn; h). L'application ' est un morphisme
harmonique si et seulement si elle est à la fois une application semi-conforme et harmonique.
Exemple 1.4.2. Soit ' une fonction dénie sur un ouvert de l'espace de Minkoswki M à
valeurs dans C, alors ' est un morphisme harmonique si et seulement si elle est solution


























On note qu'un morphisme harmonique, déni sur un ouvert de l'espace de Minkowski, est
solution de l'équation des ondes : ' = 0 vériant la condition supplémentaire (1.15). On
appellera une telle fonction "solution isotrope de l'équation des ondes".
1.4.2 Applications biharmoniques dont les bres sont des arcs de
cercles
Soient (Mm; g) et (Nn; h) deux variétés riemanniennes. Pour chaque fonction ' 2 C2(M;N),







et le 2-champ de tension




(r'eir'ei   r'reiei) (feig un repère orthonormé) est le Laplacien sur les
sections du bré  1TN et RN désigne le tenseur de courbure sur (Nn; h).
Dénition 1.4.3. Soient (Mm; g) et (Nn; h) deux variétés riemanniennes. Une application
' 2 C4(M;N) est dite biharmonique si elle est un point critique de la fonctionnelle bi-énergie
(1.16), c'est à dire si elle est une solution de l'équation d'Euler-Lagrange associée :
2(') = 0:
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Il est clair que toute application harmonique est biharmonique. L'inverse n'est pas vrai :
c'est le cas de l'application de Hopf dans l'exemple 1.2.4.
Cas particulier :
Soit f une application dénie sur un ouvert de R3 à valeurs dans RN(N  1). Alors f est
une application biharmonique si le bilaplacien de f est nul, i.e. (f) = 0.
On peut maintenant donner un résultat concernant les applications biharmoniques semi-
conformes, dont les bres sont des arcs de cercles ; c'est un résultat quelque part similaire à
celui du théorème de Weierstrass [1] qui donne tous les morphismes harmoniques dénis sur
un ouvert de R3 à valeurs dans C.
Pour deux vecteurs v = (v1; v2; v3), w = (w1; w2; w3) 2 C3 on dénit le produit symétrique :
v:w = v1w1 + v2w2 + v3w3
et on écrit : v2 = v12 + v22 + v32
Théorème 1.4.2. Soit z : B  R3 ! C une application semi-conforme biharmonique,
dénie sur un ouvert B de R3 à valeurs dans C, telle que les bres de z sont données par des
arcs de cercles, alors, quitte à eectuer une isométrie et une dilatation dans R3, localement
z est donné par :
(1.18) 2z(x1; x2; x3) =
 jxj2   2iA:x+ jAj2
x1  ix2 + ai b
où A = (a; b; c) 2 R3
Avant de démontrer notre théorème, on va établir deux lemmes.
Dans la suite, (z) = (1(z); 2(z); 3(z)) est holomorphe en z.
Lemme 1.4.1. Soit z : B  R3 ! C une application semi-conforme qui est une solution de
jxj2 + 2(z):x+ (z)2 = 0, alors le bilaplacien de z est donné par :
(z) =
00:(x+ ) + 02
[0:(x+ )]3
où . est le produit scalaire réel.







+ 2j + 2xj = 0
, @z
@xj
=   (xj + j)
0:(x+ )
(0:(x+ ) 6= 0):
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On dérive encore une fois par rapport à la même variable xj, on somme les diérentes







)2 = 0, on trouve que
(1.19) z =   1
0:(x+ )
:
On fait la même manipulation pour z, autrement dit on calcule les dérivées partielles de









On dérive encore une fois cette expression par rapport à xj et on somme, on obtient :
((z)) =




Lemme 1.4.2. Soit z : B  R3 ! C une application semi-conforme biharmonique, qui est
localement une solution de l'équation jxj2+2(z):x+ (z)2 = 0 ; Alors, quitte à eectuer une
isométrie et une dilatation dans R3, les j sont données par
 = (z + ai;iz + bi; ci)
où (a; b; c) 2 R3
Preuve D'après le lemme 1.4.1, le bilaplacien de z est donné par
((z)) =
00:(x+ ) + 02
[0:(x+ )]3
;
ce qui montre que z est biharmonique si et seulement si :
00:(x+ ) + 02 = 0 (condition de biharmonicité):



















=   (xj + j)
0:(x+ )
, ce qui montre que :
[0:(x+ )]00 = [000:(x+ ) + 3000][ + x]:
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En faisant le produit scalaire des deux côtés de cette dernière équation avec 0, on obtient,
soit 0:(x+ ) = 0, soit,
(1.20) [0:(x+ )]00 = (00:0)(x+ ):
Mais on calcule en un point régulier et d'après (1.19) 0:(x+ ) 6= 0.
Or, 0:(x + ) et 00:0 sont deux scalaires, alors 00 est proportionnel à (x + ), d'où par
l'équation (1.8), 00:(x + ) = 0, et d'après la condition de biharmonicité on obtient que
02 = 0 ) 0:00 = 0. Il s'ensuit alors que, 00 = 0 d'après l'équation (1.20). On obtient
nalement que les deux quantités 02 et 00 sont nulles.
Maintenant, on considère l'eet d'une isométrie et une dilatation sur la représentation
jxj2 + 2:x+ 2 = (x+ ):(x+ ) = 0:
En eet, si x! bx est une transformée conforme de R3, alors le feuilletage conforme par des
cercles donnée par cette équation est transformé en un nouveau feuilletage conforme donné
par une équation
jbxj2 + 2b:bx+ b2 = 0:
On voit alors que : (i) si bx = Bx, B 2 O(3) une transformation orthogonale, alors b = Bt
où Bt est la transposée de B ; (ii) si bx = x  v, v 2 R3 est une translation, alors b =    v ;
(iii) si bx = x,  2 R est une dilatation, alors b = . On peut alors transformer par
une isométrie et une dilatation le vecteur isotrope constant 0 en (1;i; 0). En intégrant, on
obtient  = (z + ;iz + ; ), (; ;  2 C). Mais, en appliquant une translation, on peut
supposer que ;  et  sont imaginaires, d'où, l'obtention de la forme
 = (z + ai;zi+ bi; ci); (a; b; c 2 R):

Maintenant on peut montrer le théorème .
Preuve D'après le théorème 1.3.1, z est une application semi-conforme avec des arcs de
cercles comme bres, alors z est localement donnée par l'équation
jxj2 + 2(z):x+ (z)2 = 0:
On utilise le lemme 1.4.2 pour montrer que  s'écrit sous la forme  = (z + ai;iz + bi; ci),
avec ; a; b; c 2 R.
En remplaçant  par cette expression, on obtient par simple calcul que
2z(x1; x2; x3) =
 jxj2   2iA:x+ jAj2
x1  ix2 + ai b

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Exemple 1.4.3. Application de Hopf : Dans l'exemple 1.2.4, on a montré que l'application
de Hopf est une application semi-conforme, un simple calcul montre que le laplacien de H,
H =  x2=(x22+x23) ; alors H n'est pas une application harmonique. Cependant, pour le cal-
cul du bilaplacien on trouve zéro, ce qui montre qu'il s'agit d'une application biharmonique ;
d'où l'exemple d'une application biharmonique qui n'est pas harmonique.












donc jxj2   2 + 2ip2x1 + 2qz = 0, soit  = (i
p
2; z; iz). Quitte à eectuer une isométrie,
 est de la forme comme dans le lemme 1.4.2. On obtient nalement que dans l'exemple de
Hopf, A = (
p
2; 0; 0)
Exemple 1.4.4. On construit une application biharmonique z : R3 n f0g ! C [ f1g dont
les bres sont les arcs des cercles qui passent par l'origine et qui sont tangent à l'axe des x3
en ce point. En écrivant z = u+ iv, le bre déterminé par z est le cercle de centre (u; v; 0),
de rayon jzj avec un vecteur normal donné par n = ( v; u; 0). Alors :
 =  (u; v; 0) + i( v; u; 0)
=  z + iz
= z( 1; i; 0)
qui, quitte à remplacer z par  z,  est de la forme du lemme 1.4.2 avec A = (a; b; c) = 0:





Elle est singulière lorsque x1 = x2 = x3 = 0, mais se prolonge en 1 2 C [ f1g lorsque
x1 = x2 = 0, et x3 6= 0.
1.5 Graphes et réseaux
Plus tard dans la thèse, on prend la perspective que le concept d'espace se déduit d'objets
plus fondamentaux de nature combinatoire. Cette perspective a été proposé par R.Penrose
en 1971. Or, physiquement, on ne peut pas armer que toutes les matières sont continues :
on étudie aussi le cas discret. Pour cela, on ne se limitera pas à l'étude des applications
harmoniques entre les variétés riemanniennes et semi-riemanniennes(cas continu), mais on
va aller plus loin pour étudier les fonctions harmoniques et holomorphes sur les graphes :
mathématiquement, il s'agit du cas discret.
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Un réseau est constitué d'une innité d'éléments discrets, qui interagissent entre eux. Ces
éléments sont considérés comme les sommets d'un graphe, et les segments qui lient ces
sommets précisent la façon dont les éléments réagissent. Ce modèle d'interaction est souvent
formulé sous forme d'un graphe.
Un graphe est la donnée de deux ensembles   = (V;E), V étant l'ensemble des sommets et
E étant l'ensemble des arêtes reliant ces sommets. On peut noter l'arête allant de ai à aj par
aiaj ou
  !aiaj selon que l'arête est orientée ou non. On note   !aiaj l'arête orientée qui va de ai à
aj . Lorsqu'il existe une arête joignant ai et aj , on note ai  aj. On suppose qu'il n'existe pas
d'arêtes bouclées, c'est-à-dire qu'on ne pourra pas avoir une arête dont les extrémités sont le
même sommet. On suppose aussi la non-existence d'arêtes multiples, dénies comme étant
deux arêtes diérentes reliant les mêmes sommets. En outre, nos dénitions se prolongent à
ces cas.
On peut également dénir les graphes métriques, là où on munit les arêtes d'un poids.
Mathématiquement, on dénit la distance d(x; y) entre deux sommets x; y 2 V par
d(x; y)=inf{Longueur L(x; y) des chemins joignant x et y}. Pour un graphe non-métrique,
la longueur d'un chemin est tout simplement le nombre d'arêtes contenues dans le chemin.
Pour un graphe métrique on tient compte du poids de chaque arête. Par la suite, on suppose
que les graphes sont non-métriques.
Un graphe est ni si la cardinalité de V est nie, dans le cas contraire, on dit que   est un
graphe inni. On donne la notion d'une fonction harmonique sur un graphe. En eet, pour
un graphe  , on dénit




f(z); x 2 V; f 2 C(V );
où m(x) est le nombre de sommets voisins de x. Il en découle qu'une fonction f dénie sur
un graphe  = (V;E) est harmonique si et seulement si f(x) = 0 en tout point x 2 V .
C'est-à-dire que la fonction vérie la propriété de moyenne : sa valeur en un sommet est la
moyenne des valeurs sur les sommets voisins. Il s'ensuit que sur un graphe ni, toute fonction
harmonique est constante. Dans [20] on introduit la notion des applications harmoniques
entre graphes nis munis d'un poids, avec un théorème d'existence et d'unicité, analogue aux
théorèmes classiques de Eells-Sampson-Hartman. Ces applications harmoniques donnent lieu
ensuite à une nouvelle démonstration élémentaire d'un théorème de superrigidité.
Notre but sera de trouver des analogues à nos théorèmes trouvés dans cette thèse, dans le
cas des fonctions ou applications dénies sur des graphes.
Soit  1 = (V1; E1) et  2 = (V2; E2) deux graphes. Une application ' :  1 !  2 entre
deux graphes (ou un homomorphisme des graphes) est une application entre les sommets
' : V1 ! V2 telle que si x  y, alors, soit '(x) = '(y), soit '(x)  '(y). Selon Urukawa [25],
une application ' :  1 = (V1; E1)!  2 = (V2; E2) entre deux graphes est semi-conforme en
un point x 2 V1 si, en notant par z = '(x), pour tout z0  z, le nombre
(x; z0) := #fx0  x;'(x0) = z0g
est bien déni et dépend seulement de x (c'est-à-dire qu'il est indépendant du choix de z0).
Dans ce cas, on note : (x) = (x; z0). On dit que l'application ' est semi-conforme si elle
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est semi-conforme en tout point x 2 V1. Dans le cas où x 2 V1 est tel que '(y) = '(x) pour
tout y  x, on pose (x) = 0 et l'on obtient une fonction bien dénie,  : V1 ! N, appelée
la dilatation de l'application '.
On introduit maintenant l'un des concepts les plus importants dans notre étude, celui des
fonctions holomorphes dénies sur un graphe à valeurs dans l'espace des nombres complexes.
Dénition 1.5.1. Soit   = (V;E) un graphe (non nécessairement ni), alors une fonction





('(y)  '(x))2 = 0:
On dit que ' est holomorphe, si elle est holomorphe en tout sommet x 2 V .






qui caractérise une application semi-conforme ' : V  Rn ! C d'un domaine de Rn à valeurs







ce qui caractérise les fonctions holomorphes ou anti-holomorphes dans le plan. La distinction
entre holomorphe et anti-holomorphe dans le plan correspond au choix de l'orientation.
Or, sur un graphe quelconque, on n'a pas de telle notion sans introduire d'autres concepts
(plus tard, on introduira la notion d'orientation comme une coloration des arêtes). Il nous
paraît alors naturel d'appeler les fonctions de la dénition 1.5.1, holomorphes. Par contre,
le terme holomorphe a été employé par I. Bobenko et C. Mercat [6] pour des fonctions à
valeurs complexes dénies sur un graphe rhombique, en termes d'une version discrète des
équations de Cauchy-Riemann. Notre dénition est valable sur tout graphe. Par contre, la
caractérisation des graphes nis qui admettent une fonction holomorphe non-constante est




L'espace de Minkowski, algèbre de
spineurs
La théorie des twisteurs, initialement introduite par Roger Penrose en 1967, est la théorie
mathématique qui fait correspondre les objets géométriques de l'espace twistoriel complexe
CP 3 dans la géométrie des rayons de lumière dans l'espace temps (espace de Minkowski).
Dans cet espace, Les coordonnées sont appelées "twisteurs". Grâce à cette théorie, certaines
équations importantes, par exemple les équations des champs sans masse et l'équation des
applications harmoniques, peuvent être résolues dans l'espace twistoriel. Certains aspects
sont attirants dans cette théorie. Tout d'abord, l'espace twistoriel devient l'espace de base
de sorte que les rayons de lumière sont les objets les plus fondamentaux de l'espace-temps,
qui est l'espace dérivé. Puis les quantités discrètes sont reétées dans les valeurs discrètes
obtenues par contour de l'intégration, Enn l'élégance et la simplicité de la théorie.
Dans ce chapitre on donne les notations spinorielles des éléments de l'espace de Minkowski
M, qui seront utiles pour reformuler spinoriellement les morphismes harmoniques et les ap-
plications semi-conformes. On va utiliser cette reformulation pour montrer que dans le cas
d'un morphisme harmonique f déni sur un ouvert de M à valeurs dans C, il existe deux
champs spinoriels A et A0 qui seront les seules deux directions possibles d'un champ iso-
trope dans ker df . De plus, un de ces deux champs spinoriels est une "congruence de rayons
de lumière sans cisaillement (SFR)", c'est-à-dire qu'il forme un feuilletage conforme par des
droites isotropes dans cet ouvert de M. On peut considérer une SFR comme un object qui
correspond à un champ physique. Plus précisément, la direction de chaque rayon en un point
détermine un champ spinoriel qui vérie une équation diérentielle décrivant une particule.
On étudie aussi les équations des ondes. Or, une application qui est solution isotrope de
l'équation des ondes est un morphisme harmonique.
41
2.1 Notation spinorielle
En physique, le modèle standard classe les particules élémentaires en deux grandes fa-
milles : les fermions et les bosons. Formellement, les bosons sont caractérisés par le fait qu'ils
peuvent être décrits par les champs de tenseurs dans l'espace de Minkowski. Par exemple,
le photon est un boson : ainsi, son champ électromagnétique est représenté par une 2-forme
dans M. D'autre part, les fermions ne sont pas décrits par des tenseurs : pour ces derniers,
on a besoin des champs spinoriels [17].
On introduit alors un système d'étiquetage
L = fA;B;C; :::; Z; A0; B0; C 0; :::; Z 0g
pour l'espace spin et son dual, tel que, les éléments de L prennent les valeurs 0 et 1. On
note par va = (v0; v1; v2; v3) un élément de l'espace de Minkowski. La métrique g dans M
sera donnée par gab, alors le carré de la longueur d'un vecteur va est donnée par gabvavb. Les
indices seront abaissés et élevés par gab et son inverse : gab. Donc, si va est un vecteur dans
M, alors va = gabvb est la 1-forme correspondante.
On note par  le d'Alembertien dans M, alors,
 = gabrarb;
où ra est la dérivée covariante dans M, donnée par ra = (@0; @1; @2; @3).
L'espace spin est un espace vectoriel complexe de dimension 2, noté par S, équipé d'une
forme symplectique, c'est-à-dire d'une forme complexe bilinéaire anti-symétrique notée "AB.
Un élément de cet espace s'écrit sous la forme A, alors que les éléments de la forme A
représentent les éléments de l'espace spin dual, noté par S. On a alors l'identication A =






On peut donner une version primée de l'espace de spin : cet espace sera noté par S dont
les éléments s'écrivent sous la forme A
0
(A0 2 f0; 1g), où A0 = A. On dénit aussi l'espace
spin primé dual, noté par S.
En particulier, "A0B0 et "A
0B0 sont deux formes symplectiques dans l'espace spin primé et son
dual.
Un spineur mixte est un élément du produit tensoriel des diérents espaces spin : par exemple,
le spineur  ABA0 est un élément de S 
 S 
 S.
Soit M l'espace de Minkowski de dimension 4, on considère l'identication
(va) = (v0; v1; v2; v3)$ 1p
2

v0 + v1 v2 + iv3





d'un vecteur (va) dans M et d'un spineur (vAA0).
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2.2 Reformulation spinorielle
On va donner une reformulation spinorielle des morphismes harmoniques et des applica-
tions semi-conformes. On note qu'on a une diérence entre les notations spinorielles dans
l'espace R4 et celles dans l'espace de Minkowski.
2.2.1 Les morphismes harmoniques dénis sur R4 en terme de spi-
neurs
Un vecteur xa dans l'espace euclidien R4 est exprimé spinoriellement par la correspon-
dance :
(xa) = (x0; x1; x2; x3)$ 1p
2

ix0 + x1 x2 + ix3





Une fonction ' : B  R4 ! C, B ouvert de R4, est semi-conforme si et seulement si la








cette équation se traduit par le fait que detrAA0' = 0; où rAA0 est l'opérateur diérentiel
déni par :
rAA0= 1p2
  i@0 + @1 @2   i@3







ce qui montre que ' est semi-conforme si et seulement si
rAA0' = AA0 ;
avec A et A0 deux champs spinoriels dénis sur B  R4.






Cette équation s'écrit sous une autre forme : rAA0rAA0' = 0, on en déduit que ' est un
morphisme harmonique si et seulement si
rAA0AA0 = 0:
Réciproquement, étant donné qu'il existe une paire de champs spinoriels A; A0 dans B, on va
chercher ces conditions qui assurent que ces champs déterminent un morphisme harmonique.
On considère maintenant le produit AA0 qui détermine un champ de vecteurs isotropes.
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An que AA0 = rAA0' pour une fonction ', on a besoin du fait que r[avb] soit nul. Cela
est calculé pour être l'équivalent des six équations suivantes :8>>>>>>>><>>>>>>>>:
(i) r110110  r000000 = 0
(ii) r010010  r100100 = 0
(iii) rA00A10 = 0
(iv) rA10A00 = 0
(v) r0B01B0 = 0
(vi) r1B00B0 = 0
Le théorème suivant montre une correspondance entre les morphismes harmoniques et les
champs spinoriels.
Théorème 2.2.1. Il existe une correspondance entre les morphismes harmoniques ' : B 
R4 ! C, et une paire de champs spinoriels (A; A0) satisfaisant :(
rAA0AB0 = 0
rAB0CB0 = 0
Preuve En partant de nos deux équations, on peut facilement montrer les six équations
ci-dessus et l'équation rAA0AA0 . Ce qui montre l'existence d'un morphisme harmonique.
Réciproquement, Donné un morphisme harmonique ', alors rAA0AA0 = 0 et (i) ! (vi)
sont vériées. On montre que rAA0AB0 = 0 dans le cas ou A0 = B0 = 0. On démontre
d'une manière similaire pour les autres valeurs de A0 et B0. Or
r000000 +r100100 = (r000000 +r110110 +r100100 +r010010)=2 d'après (i) et (ii)
= 0 car rAA0AA0 = 0:

Exemple 2.2.1. On considère l'exemple des applications qui admettent des bres totalement
géodésiques. Elles sont classiées en [4]. Si ' : B  R4 ! C est un morphisme harmonique







où x = (x0; x1; x2; x3), i(z) est holomorphe en z pour chaque i = 0; 1; 2; 3 et 
2 = 0. On
peut paramétriser  sous la forme  = (1=2h)(1   f 2   g2; i(1 + f 2 + g2); 2f; 2g) où
f; g; h : U  C! C [ f1g sont des fonctions méromorphes. En dérivant cette équation par











rAA0' =   1
0:x
  i0 + 1 2   i3
2 + i3  i0   1

:












( f + ig; 1)
2.2.2 Les morphismes harmoniques dénis sur l'espace de Min-
kowski en terme de spineurs
On dénit la correspondance spinorielle dans M par :
(t; x1; x2; x3)$ 1p
2

t+ x1 x2 + ix3





Notons en particulier que pour (t; x1; x2; x3) réel, la matrice X = (xAA
0




On considère une application ' : B M! C , où B est un ouvert de l'espace de Minkowski,

















C'est-à-dire que la fonction ' est un morphisme harmonique, autrement dit, une solution
isotrope de l'équation des ondes.
Une reformulation spinorielle est donnée comme dans le cas de R4. Pour la dérivée cova-
riante, on a la correspondance suivante :
rAA0= 1p2

@0 + @1 @2   i@3







Par un calcul similaire au cas des morphismes harmoniques dénis sur R4, on obtient le
théorème suivant :
Théorème 2.2.2. Il existe une correspondance entre les morphismes harmoniques dénis
sur un ouvert de l'espace de Minkowski et une paire de champs spinoriels (A; A
0
) sur cet





2.2.3 Notation spinorielle dans R3
On dénit la correspondance spinorielle dans R3 par :
(xa) = (x1; x2; x3)$ 1p
2

x2 + ix3  x1
 x1  x2 + ix3

= (xAB)





@2   i@3  @1








Notons que pour une application ' : B  R3 ! C, où B est un ouvert de R3, la matrice
(DAB') est maintenant symétrique. Comme dans les cas précédents, ' est semi-conforme si
et seulement si detDAB' = 0, si et seulement si DAB' = AB pour un champ spinoriel A
déni dans B. Par analogie avec le théorème 2.2.1, on obtient la caractérisation suivante des
morphismes harmoniques dénis sur un domaine de R3.
Théorème 2.2.3. Il existe une correspondance entre les morphismes harmoniques ' : B 
R3 ! C, où B est un ouvert de R3 et un champ spinoriel A qui satisfait :
DAB
AC = 0






où  = (1=2h)(1   g2; i(1 + g2); 2g) avec f et g deux fonctions méromorphes dénies sur

















































Lemme 2.2.1. Soit B un ouvert de R3. On suppose qu'il existe une application, ' : B ! C
de classe C1, alors les deux armations suivantes sont équivalentes :
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1. ' est semi-conforme.
2. det(DAB') est nul, ce qui est équivalent à DAB' = AB pour un champ spinoriel A
dans A.
Dans ce cas, [A] 2CP 1 = S2 correspond à U , vecteur tangent aux bres de '.
Preuve si l'application  : A! C est semi-conforme, alorsP3j=1( @'@xj )2 = 0; ce qui montre





































On identie un point [0; 1] 2 CP 1 avec le point  1(1
0












)= 1j0j2+j1j2 (j0j2   j1j2; 01 + 0 1; i( 01   0 1)) = U .
Un simple calcul nous montre que
U:grad' = 0,
où grad = (@1'; @2'; @3') est le gradient de ', ce qui montre que d'(U) = 0 et U est
tangent aux bres de '. 





Donc  représente la direction U 2 S2 tangent aux bres d'une application semi-conforme
' : A  R3 ! C, dans la carte donnée par la projection stéréographique :  = (U).
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2.3 Correspondance twistorielle
Dans le premier chapitre, on a donné un exemple d'un morphisme harmonique : la bra-
tion de Hopf dénie sur CP3 à valeurs dans HP1 = S4 où H est l'espace des quaternions.
Cette application est donnée par :
([f; g; h; k]) = [f + gj; h+ kj]
où on identie l'ensemble des quaternions H avec fz + jw : z; w 2 C; ij =  ji; j2 =  1g.
Soit S3  S4, où S3 = (0; x1; x2; x3)  S4, N 5  CP3 l'image inverse de S3 par la bration de
Hopf, N 5 =  1(S3), alors [f; g; h; k] 2 N 5 si et seulement si Refhf + kg+ (hg  k f)jg = 0
c'est-à-dire, si et seulement si
(2.1) hf + kg + h f + kg = 0:
2.3.1 Rayon de lumière
Dans l'espace de Minkowski, un vecteur v 2M est un rayon de lumière si ses composantes
vérient :
 v02 + v12 + v22 + v32 = 0:






Pour un certain spineur A.
Preuve En eet, le fait que (va) = (v0; v1; v2; v3) soit un rayon de lumière revient à dire
que (vAA
0




pour des spineurs A et A
0
.
Or (va) est un vecteur de l'espace réel M, dont les coordonnées sont des nombres réels, alors
V = (vAA
0























































 : S2 ! C [ f1g est la projection stéréographique. 
Lemme 2.3.2. Soit A un spineur non-nul, (x
a) un élément non nul de l'espace de Minkowski
M et (xAA0) son identication spinorielle, alors : AxAA
0








Preuve On sait que AxAA
0
















































pour des nombres 0
0
, 1








L'espace twistoriel est l'espace T = C4 muni des coordonnées (A; A
0
). La relation d'in-
cidence
(2.3) A = ixAA0
A0
donne le lien entre les points (xAA
0
) (éventuellement complexes) de l'espace de Minkowski et
l'espace twistoriel projectivisé CP 3. On observe que si xAA0 est une solution de (2.3), alors il






,  2 R, ce qui représente la géodésique isotrope
passant par xAA
0
et de direction [A] 2 CP 1.
Dans T = C4, on écrit un point sous la forme X = (A; A
0
), et son élément conjugué dans
l'espace twistoriel dual par : X = (A; A0).
De façon que :
(2.4) X0 = X2; X1 = X3; X2 = X0; X3 = X1
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Dénition 2.3.1. Soit X = (A; 
A0) et L = (A; 
A0) deux éléments de l'espace twistoriel.
Soit L = (
A; A0) le twisteur dual de L
 = (A; 
A0). Alors on dénit le produit d'un





On va pouvoir ensuite donner la correspondance entre un rayon de lumière de l'espace de
Minkowski et un point dans l'espace des twisteurs.
Lemme 2.3.3. Soit X = (A; 
A0) un twisteur avec A
0 6= 0, alors X dénit un rayon de
lumière si et seulement si
(2.5) XX = 0:
Preuve L'équation (2.3) possède une solution réelle si et seulement si elle admet une solution
xAA
0
qui est hermitienne. Dans ce cas, l'équation conjugée prend la forme
A =  ixAA0A0













C'est un système linéaire de la forme A~x = ~b où detA = 0, donc par la règle de Cramer, il
existe une solution si et seulement le déterminant de la matrice obtenue en remplaçant une








00 0 10 0
0 00 0 1
=0,







qui n'est autre que la condition (2.5). Réciproquement, en inversant les arguments ci-dessus,






Conclusion : An de compléter la correspondance en admettant des twisteurs de type
X = (A; 0), il faut compactier l'espace de Minkowski en ajoutant un cône de lumière
à l'inni pour obtenir l'espace compact MC homéomorphe à S1  S3 [23]. Avec cette com-
pactication, en notant que l'équation (2.5) n'est autre que la condition (2.1), on obtient
une correspondance entre un point de l'espace N 5  CP3 et un rayon de lumière dans MC ,
c'est-à-dire que
CP3  N 5 = fles rayons de lumières dans MCg:
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2.3.3 Surface twistorielle
Soit S  CP 3 une surface complexe régulière, c'est-à-dire que S localement paramétrée
sous la forme (z; w) ! [A(z; w); A0(z; w)], où A(z; w), A0(z; w) (A;A0 2 f0; 1g) sont














) 2 C4 sont
indépendants pour chaque (z; w). On appelle cette surface surface twistorielle.
Lemme 2.3.4. Soit (z; w) ! [A(z; w); A0(z; w)] une paramétrisation d'une surface twis-
torielle S, telle que 10(z; w) 6= 0 pour tout z; w. Alors il existe une paramétrisation de la
forme ez = ez(z; w) et ~w = ~w(z; w) par rapport à laquelle S est donnée par
(ez; ew)! [0(ez; ew); 1(ez; ew); ez; 1]:
Preuve D'abord on divise par 1
0
, an d'obtenir une paramétrisation de S sous la forme
(z; w)! [0(z; w); 1(z; w); 00(z; w); 1]:






































































 6= 0, l'autre cas étant similaire.
























@ ew = @ez@z @z@ ew + @ez@w @w@ ew = @~z@ ew = 0:
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Enn, par la régularité encore, 0
0
(ez) est non-constante et on peut la remplacer par ~z dans




Théorème 2.3.1. Soit S  CP 3 une surface twistorielle munie d'une paramétrisation
(z; w)! [A(z; w); A0(z; w)] et soit
(2.6) A = ixAA0
A0
la relation d'incidence. Alors, toute solution z = z(x) (x 2M) de l'équation (2.6) est solution







= 0. En particulier,
toute surface twistorielle admet de telles paramétrisations et donc détermine une solution
isotrope de l'équation des ondes.
Preuve En posant u = x0 + x1, v = x0   x1 et q = x2 + ix3,
La relation d'incidence :
A = ixAA0
A0



















+ 1 = 0:










et fr; sg = rzsw   szrw.







































On calcule les dérivées secondes de z en dérivant les équations r = 0; s = 0 implicitement
une deuxième fois. Le calcul étant assez long on omet les détails. En eet on obtient z = 0
si et seulement si fr; sg(10@w00   00@w10) = 0, ce qui démontre le théorème. 




























Exemple 2.3.1. On considère la surface twistorielle paramétrée par (z; w) ! (cz; w; z; 1),
où c 2 C, alors la relation d'incidence s'écrit :
(2.7)
  ip2cz = zu+ q








est solution isotrope de l'équation des ondes.
2.3.4 Congruence de rayons de lumière sans cisaillement
On considère l'espace de Minkowski M: Par une tranche R3t , on comprend un hyperplan :
t =constante. Rappelons qu'un vecteur w 2 TxM s'appelle vecteur isotrope si g(w;w) = 0
où g est la métrique canonique de M. Il engendre un sous-espace de dimension 1 appelé
rayon de lumière. On peut normaliser w pour qu'il prenne la forme w = @
@t
+ U où U est
un vecteur unitaire dans TxR3t (x = (t; x1; x2; x3)). Soit l un feuilletage C1 de rayons de
lumière d'un ouvert A  M, appelé congruence de rayons de lumière, et soit w = @
@t
+ U le
champ tangent associé. Alors la distribution orthogonale w? est de dimension 3 et contient
w. On choisit un complément  de w dans w? ; un tel espace s'appelle le screen space, et
un choix convenable est donné par  = U?(x) \ R3t en chaque x = (t; x1; x2; x3) 2 A. Alors
la congruence l est dite sans cisaillement, ou shear free si et seulement si le transport de Lie
le long de w des vecteurs de  est conforme ; ce qui se traduit par la condition :
(LUg)(X; Y ) = ag(X; Y )
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pour une fonction a : A ! R, X et Y sont deux vecteurs quelconques dans  = U? \ R3t .
Autrement dit, la congruence l est sans cisaillement si et seulement si le champ de vecteurs
U est tangent à un feuilletage conforme dans R3t pour chaque t, c'est-à-dire que localement,
U est tangent aux bres d'une submersion semi-conforme. Dans la suite on abrège la phrase
congruence de rayons de lumière sans cisaillement par SFR (shear free ray congruence).
Étant donnée une congruence de rayons de lumière l avec champ tangent w, on peut associer
un champ spinoriel A par la correspondance wa $ wAA0 = AA0 . Il s'ensuit que l est sans
cisaillement si et seulement si
(2.8) ABrAA0B = 0:
On note que cette équation ne dépend que de la direction 0=1. En eet, en écrivant  =
0=1, l'équation (2.8) est équivalente à :(
r000 +r100 = 0
r010 +r110 = 0:
2.4 Intégrabilité des champs spinoriels
On a vu que si ' : A  R3 ! C est semi-conforme alors il existe un champ spinoriel A
dans A tel que DAB' = AB. Réciproquement, on veut savoir, donné un champ de spinoriel
A, quand est-ce-que AB est intégrable, c'est-à-dire, quand existe-t-il une application '
semi-conforme telle que DAB' = AB.
Soit va = (v1; v2; v3) 2 R3, et soit la correspondance spinorielle suivante
va $ vAB = 1p
2

v2 + iv3  v1
 v1  v2 + iv3;

soit DAB l'opérateur déni comme dans le paragraphe 2.2.3, alors
DAB = "AC"BDDCD:
Ce qui montre que
D00 = D11; D
11 = D00; D





 @2   i@3 @1
@1 @2   i@3

:
Soit maintenant un vecteur va = (v1; v2; v3) 2 R3, va = v1dx1 + v2dx2 + v3dx3 sa 1-forme
correspondante, alors,
dva = (@1v
2   @2v1)dx1 ^ dx2 + (@2v3   @3v2)dx2 ^ dx3 + (@1v3   @3v1)dx1 ^ dx3:
Le lemme suivant est facile à démontrer :
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Lemme 2.4.1. Soit va une 1-forme dénie sur un ouvert simplement connexe A de R3.
Alors : dva = 0 si et seulement s'il existe une application semi-conforme ' : A  R3 ! C,
telle que DAB' = vAB:
Lemme 2.4.2. Soit va un champ de vecteurs déni sur un ouvert A de R3 tel que vAB =
AB, alors,
DC(AB)C = 0 si et seulement si dva = 0:
Preuve 1 =  0, 0 = 1 et vAB = AB, alors,
v2 + iv3 = (0)1









Supposons DC(AB)C = 0. Alors
D0000 +D
1001 =  D0001 +D1000




1111 =  D0111 +D1110




1101 = (@2 + i@3)(

















)  @3( (0)2 (1)22 ) = 0
ce qui revient à dire que :
8><>:
@1(
0)2 + (@2 + i@3)
01 = 0
 @1(1)2 + (@2   i@3)01 = 0
(@2 + i@3)(
1)2 + (@2   i@3)(0)2 = 0
, DC(AB)C = 0:

On en déduit que pour une application ' : A  R3 ! C, A étant un ouvert de R3, '
est semi-conforme avec DAB' = AB pour un champ spinoriel A 2 A, si et seulement si
A vérie l'équation suivante :
DC(AB)C = 0:
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2.5 Les solutions isotropes de l'équation des ondes




2   (@1f)2   (@2f)2   (@3f)2 = 0
@2ttf   @211f   @222f   @233f = 0:
On appelle une telle fonction solution isotrope de l'équation des ondes. En eet, la deuxième
équation est l'équation des ondes et la première est une condition d'isotropie sur le gradient
complexe gradMf .
Théorème 2.5.1. 1. Soit f : A  M ! C une fonction C2 qui est solution isotrope de
l'équation des ondes (2.9). Alors, il existe une paire de champs spinoriels A; A0 telle que
rAA0f = AA0 et qui vérient
(2.10) rAA0BA0 = rAA0AB0 = 0:
Réciproquement, toute paire de champs spinoriels A; A0 vériant (2.10), détermine une
solution de (2.9).
2. Soit f une solution de (2.9) et on suppose que df soit non-nulle en tout point, alors les
seuls champs isotropes dans ker df sont donnés par
! AA0 et ! AA0 (;  2 R);
et au moins un de ces champs est tangent à une SFR. Réciproquement, soit  tangent à une
SFR. On dénit 0 = , 1 = 1, 0
0
=  r010, 10 = r000. Alors AA0 détermine une
solution de (2.9).
An de montrer notre théorème, on va démontrer les lemmes suivants. On note que d'après







est la reformulation spinorielle de v.
Lemme 2.5.1. Soit f : A M! C une fonction C2 qui est solution isotrope de l'équation
des ondes (2.9). Alors il existe une paire de champs spinoriels A; A
0
telle que rAA0f =
AA0. De plus, si v
AA0 = AA
0
est un rayon de lumière dans ker df , alors,
 Ou bien A = A,
 Ou bien A = A0 (= A), avec ,  2 C.
Preuve La fonction f est solution isotrope de (2.9), et en particulier, une fonction semi-
conforme ; alors det(rAA0f) = 0, ce qui montre qu'il existe deux champs spinoriels A; A0
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tels que rAA0f = AA0 . Supposons que le rayon de lumière vAA0 est dans ker df , alors :
rAA0fvAA0 = 0 , AA0AA0 = 0
, 000000 + 010010 + 100100 + 110110 = 0
, 000j1j2   01010   10001 + 110j0j2 = 0












































i.e. A = A0 .

En notant par v = v0@0 + v1@1 + v2@2 + v3@3 un champ de vecteurs dans TM, on va dénir
les deux quantités suivantes :
va = v
0dx0 + v1dx1 + v2dx2 + v3dx3:
dva = (@1v
0   @0v1)dx0 ^ dx1 + (@2v0   @0v2)dx0 ^ dx2 + (@3v0   @0v3)dx0 ^ dx3
+(@2v
1   @1v2)dx1 ^ dx2 + (@3v1   @1v3)dx1 ^ dx3 + (@3v2   @2v3)dx2 ^ dx3:
En général, pour une 1-forme  = idxi, on a :
div  =  d = gij@ij:
Donc dans l'espace de Minkoswki M : div  = @00   @11   @22   @33: Cela veut dire que
pour va = df = @ifdxi, on a :
div df = @200f   @111f   @222f   @233f
= @0v
0   @1v1   @2v2   @3v3:
Le lemme de Poincaré prend la forme suivante
Lemme 2.5.2. Soit va une 1-forme sur un ouvert simplement connexe A  M, alors :
dva = 0 si et seulement s'il existe une fonction f : A M! C telle que rAA0f = vAA0.
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@0   @1  @2 + i@3
 @2   i@3 @0 + @1

Lemme 2.5.3. Les deux conditions suivantes sont équivalentes :
a) dva = 0 et div va = 0
b) rAA0vBA0 = 0 et rAA0vAB0 = 0.
Preuve Supposons d'abord que rAA0vAB0 = 0 et rAA0vBA0 = 0. En eet, dans la première
équation, pour A0 = B0 = 0, on obtient :
r000v000 +r100v100 = 0
, (@0 + @1)(v0 + v1) + (@2   i@3)(v2 + iv3) = 0
, @0v0 + @0v1 + @1v0 + @1v1 + @2v2 + @3v3 + i(@2v3   @3v2) = 0
, @3v2   @2v3 = 0:
En prenant des valeurs diérentes pour A0 et B0 dans les deux équations, on montre que
dva = 0: En utilisant le fait que rAA0vBA0 = 0, et en prenant la somme sur A = B on voit
que div va = 0. Pour montrer la réciproque, on inverse les calculs ci-dessus. 
Maintenant on va pouvoir montrer notre théorème :
Preuve On montre d'abord la première partie du théorème. En eet, si f est solution
isotrope de l'équation des ondes, alors d'après le lemme 2.5.1, il existe deux champs spi-
noriels A et A
0
tel que rAA0f = AA0 . Le fait que ces deux champs vérient (2.10) est
une conséquence du lemme 2.5.3. Réciproquement, si A; A0 vérient (2.10), alors d'après
les lemmes 2.5.2 et 2.5.3, il existe une fonction f telle que rAA0f = AA0 vériant (2.9).
On va montrer maintenant la deuxième partie du théorème. Or, la première armation
de cette partie découle directement du lemme 2.5.1. Il sut de montrer qu'au moins un de
ces champs isotropes est une SFR. Or, d'après la première partie du théorème, on a les deux
équations suivantes du théorème :
rAA0BA0 = rAA0AB0 = 0
qui sont équivalentes à :8>>>>>>>>>>>>><>>>>>>>>>>>>>:
0r00000 + 00r0000 + 0r01010 + 10r0100 = 0(2.11)
1r00000 + 00r0001 + 1r01010 + 10r0101 = 0(2.12)
0r10000 + 00r1000 + 0r11010 + 10r1100 = 0(2.13)
1r10000 + 00r1001 + 1r11010 + 10r1101 = 0(2.14)
0r00000 + 00r0000 + 1r10000 + 00r1001 = 0(2.15)
0r00010 + 10r0000 + 1r10010 + 10r1001 = 0(2.16)
0r01000 + 00r0100 + 1r11000 + 00r1101 = 0(2.17)
0r01010 + 10r0100 + 1r11010 + 10r1101 = 0:(2.18)
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et  = 0=1, on obtient alors les équations :8>>><>>>:
r000 +r010 = 0(2.19)
r100 +r110 = 0(2.20)
r000 +r100 = 0(2.21)
r010 +r110 = 0(2.22)
D'autre part, A est tangent à une SFR si et seulement si :(
r000 +r100 = 0
r010 +r110 = 0
et A
0
est tangent à une SFR si et seulement si :(
r000 +r010 = 0
r100 +r110 = 0
On prend la dérivée de (2.19) par rapport à r110 :
r110r000 + r110r000 +r010r110 = 0 (en commutant les dérivées)
)  r010r000 + r110r000 +r010( r100) = 0 (en substituant (2.22) et (2.20))
)  r010(r000 +r100) + (r110r000  r010r100) = 0
On prend la dérivée de (2.19) par rapport à r100 :
r100r000 + r000r100 +r010r100 = 0 (en commutant les dérivées)
)  r000r000   r000(1

r110) +r010r100 = 0 (en substituant (2.21) et (2.20))
) r000( r000 + 1

r110) r000r110 +r010r100 = 0
) r000(r000 +r100) +r000r110  r010r100 = 0 (par (2.20)):
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D'où :   r010(r000 +r100) + (r110r000  r010r100) = 0(2.23)
r000(r000 +r100) +r110r000  r010r100 = 0(2.24)
et :
soit
  r010 r000 1
 =  r010   r000 = 0
soit r000 +r100 = r110r000  r010r100 = 0:
Maintenant on dérive (2.20) par rapport à r000 :
















r110 +r010) +r110r000  r100r010 = 0 par (2.20):
On dérive (2.19) par rapport à r110 (de manière diérente) :
r110( 1

r010) + r110r000 +r010( r100) = 0
)  1

























r110 +r010) + (r110r000  r010r100) = 0(2.26)
et :
soit
 r100 1  1

r110 1
 = r100 + 1r110 = 0
soit r010 +r110 = r110r000  r100r010 = 0:
Alors, si r000 +r010 6= 0, on a r000 +r100 = 0 = r000r110  r010r100 = 0 et puis
(2.25) et (2.26) impliquent que, soit r010 +r110 = 0, soit r100 = r110 = 0. Mais dans
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ce dernier cas, les équations (2.21) et (2.22) entraînent r000 = r010 = 0, ce qui contredit
l'hypothèse r000 +r010 6= 0. Donc r000 +r100 = r010 +r110 = 0 et  est tangent
à une SFR.
D'autre part, si r000 +r100 6= 0, on obtient de la même manière que  est tangent à une
SFR.
Réciproquement, supposons que  est tangent à une SFR, donc :(
r000 +r100 = 0
r010 +r110 = 0:
On pose 0 = , 1 = 1, 0
0
=  r010, 10 = r000. Alors on constate aisément que les
équations (2.11) à (2.18) sont vériées, ainsi AA
0
satisfait (2.10) et donc il existe une
fonction f telle que
rAA0f = AA0
est solution de (2.9). 
Remarque 2.5.1. Ce théorème a été démontré de manière indirecte par Baird-Wood [1],
en supposant l'analyticité de la solution f . Un résumé de leur argument est comme suit : en
utilisant l'analyticité de f , ils ont prolongé la complexication aux points (x0; x1; x2; x3) en
remplaçant t par ix0. Les équations (2.9) deviennent alors les équations pour un morphisme
harmonique sur une variété riemannienne A  R4. Par un théorème de Wood, ce dernier
correspond à une structure complexe sur A qui détermine une section de bre ACP 1. Alors
cette section détermine une surface analytique S  CP 3, dont l'intersection avec N5  CP 3
détermine une SFR. Notre preuve est directe et ne dépend pas de l'analyticité de la solution.
An de prolonger la preuve à des variétés plus générales que M, lorsqu'on commute les
dérivées, il faut faire intervenir des termes de courbure. En général, on ne peut pas espérer
que le théorème reste vrai, pourtant, par analogie avec le cas riemannien, on conjecture que
le résultat est vrai pour une variété d'Einstein.
Exemple 2.5.1. Soit l'application z = z(x) dénie comme solution de l'équation
(z):x = 1 (x 2M)
où  = (1; 2; 3; 4) est holomorphe en z, avec 1







Dans ce cas, z est une solution de l'équation (2.9).
On peut paramétriser  sous la forme
(i1; 2; 3; 4) =
1
2h
(1  f 2   g2; i(1 + f 2 + g2); 2f; 2g)
où f , g et h sont des fonctions méromorphes en z.
Ainsi
(1; 2; 3; 4) =
1
2h
( i(1  f2   g2); i(1 + f2 + g2); 2f; 2g):
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@0z + @1z @2z   i@3z
@2z + i@3z @0z   @1z

ce qui revient à dire que :
rAA0z = 1p
2
 (0 + 1)=(0:x) ( 2 + i3)=(0:x)





 i(f 2 + g2) f   ig
f + ig i

:















  if + g 1
On peut vérier directement que A et A0 vérient les conditions
rAA0BA0 = 0 et rAA0AB0 = 0:
Dans ce cas, A et A
0





On va étudier dans ce chapitre les applications semi-conformes vues comme des champs
physiques qui évoluent au cours du temps. Au début de ce chapitre, on reformule les équa-
tions spinorielles qui représentent les applications semi-conformes et les SFR. Ces nouvelles
équations vont être utiles par la suite, surtout dans l'étude de la forme invariante de l'évo-
lution d'une application semi-conforme. Ces équations spinorielles sont données, d'une part,
par le fait qu'une application semi-conforme ', dénie sur un ouvert de R3 à valeurs dans
C soit caractérisée par l'existence d'un champ spinoriel A tel que DC(AB)C = 0. D'autre




soit une congruence de rayons de lumière
sans cisaillement (SFR) si et seulement ABrAA0B = 0. On montre que cette construction
d'une SFR, donne naissance à deux équations équivalentes à celles donnant l'évolution d'une
application semi-conforme dénie sur une domaine de R3. Cette SFR, à partir de laquelle on
peut construire des champs physiques, est parfaitement adaptée pour être dénie dans un
graphe ni, ce qui motive notre quatrième chapitre.
A la n de ce chapitre, on va généraliser le travail, mais pour un espace-temps muni d'une
métrique qui dépend de t, autrement dit, on va considèrer une évolution couplée de la mé-
trique et de l'application semi-conforme. On va montrer que, sous certaines conditions, cette
évolution conserve le fait que Ut est tangent à un feuilletage conforme, où Ut est le vecteur
tangent aux feuilletages de 't.
3.1 Evolution des applications semi-conformes dans M
3.1.1 Intégrabilité
D'après les lemmes (2.4.1) et (2.4.2), ' : A  R3 ! C, où A est un ouvert de R3, est une
application semi-conforme si et seulement s'il existe un champ spinoriel A déni sur A, tel
que, DAB' = AB vériant
(3.1) DC(AB)C = 0:
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En eet, la condition (3.1) correspond à l'intégrabilité du champ AB.
La proposition suivante donne une écriture variante de l'équation (3.1), une écriture en
fonction des dérivées partielles de  = 0=1.
Proposition 3.1.1. Soit A un champ spinoriel déni sur un ouvert A  R3. Alors A est
intégrable, c'est-à-dire que DC(AB)C = 0 si et seulement si :8><>:
(i) @1+ 
2@q  @q = 0
(ii) @1
1 + 2@q




où  = 0=1 et où on utilise les coordonnées (x1; q = x2 + ix3).
Remarque 3.1.1. Dans le théorème 3.2.1, on donnera une interprétation géométrique à
l'équation (i) en terme du champ vectoriel unitaire U = 1jj2+1(jj2   1; 2) correspondant.
En eet, donné un champ U tel que  vérie (i), trouver une application ' dont U est
tangent à ses bres revient à trouver 1 tel que (ii) et (iii) sont satisfaites.
Preuve L'équation DC(AB)C = 0 est équivalente à :
,
8>>><>>>:
 D0001 +D0100 ! (@2 + i@3)01 + @1(0)2 = 0
 D0101 +D1100 !  @101 + (@2   i@3)(0)2 = 0
 D0011 +D1010 ! (@2 + i@3)(1)2 + @101 = 0






 @1(1)2 + (@2   i@3)01 = 0
(@2 + i@3)(







 1@11 + 0@q1 + 1@q0 = 0
1@q
1 + 0@q
1 = 0 (iv):
En combinant les deux dernières de ces équations on déduit que :(
01@1
1 + (0)2@q
1   (1)2@q1 = 0
(0)2@q
0   (1)2@q0 + 01@10 = 0:
Puis on multiplie la deuxième de ces équations par 1 et en soustrayant 0 fois la deuxième,
on obtient l'équation (i).
D'autre part, l'équation (ii) se déduit de la première équation en divisant par (1)2. Enn
l'équation (iii) n'est autre que l'équation (iv). De l'inverse des calculs ci-dessus, on déduit
la réciproque, c'est-à-dire que les équations (i), (ii), (ii) entraînent l'intégrabilité de A. 
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3.1.2 Equations d'une SFR
On a vu dans la section (2.3.4) que va est tangent à une congruence de rayons de lumière
sans cisaillement sur un domaine de M si et seulement si ABrAA0B = 0. Dans cette
section, on va montrer que cette équation est l'équivalente de deux autres, l'une qui est
équivalente au fait que le champ U est tangent aux bres d'une application semi-conforme,
l'autre décrit son évolution.
Proposition 3.1.2. Soit vAA = AA
0
un champ spinoriel déni sur un ouvert A  M.
Alors vAA
0
est une SFR si et seulement si  = 0=1 vérie les deux équations suivantes :
@1  2@q+ @q = 0(3.2)
@t+ 
2@q+ @q = 0:(3.3)
Preuve D'après l'équation (2.8), la condition d'une SFR est donnée par :
ABrAA0B = 0
où 1 = 0 et 0 =  1, alors cette équation est équivalente aux paires d'équations :(
00r0000 + 01r0001 + 10r1000 + 11r1001 = 0
00r0100 + 01r0101 + 11r1100 + 11r1101 = 0
,
(
 (0)2r0001 + 01r0000   01r1001 + (1)2r1000 = 0
 (0)2r0101 + 01r0100   (1)2r1101 + (1)2r1100 = 0
,
(










































)2r010(01 ) = 0
,
(




Ces équations ont une interprétation indépendante des coordonnées.
On va voir que la première est équivalente au fait que le champ U =  1() ( : S2 ! C[1
est la projection stéréographique) est tangent aux bres d'une application semi-conforme, et
que la deuxième décrit l'évolution de cette dernière.
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3.1.3 Evolution d'un feuilletage conforme géodésique
Dans ce paragraphe, on va démontrer que lorsque le champ de vecteurs U , déterminé
par la fonction , est tangent à un feuilletage conforme géodésique, alors son évolution dans
le temps est constante. Or, une application semi-conforme à valeurs dans une surface est
harmonique, et donc un morphisme harmonique, si et seulement si ses bres sont minimaux.
Proposition 3.1.3. Soit V = (jj2   1)@1 + 2@q + 2@q un champ de vecteurs tangent à
un feuilletage conforme géodésique, alors la fonction  vérie l'équation suivante :
(3.4) @t = 0:
Preuve V est un champ géodésique, alors
rUU = 0;
où U = V=jV j, ce qui entraîne les équations suivantes :
8><>:
(jj2   1)@1jj2 + 2@qjj2 + 2@qjj2 = (jj2   1)
(jj2   1)@1+ 2@q+ 2@q = 
(jj2   1)@1 + 2@q + 2@q = :
Il s'ensuit que :
(jj2   1)@1+ 2@q+ 2@q = 0:
Or, il s'agit d'un feuilletage conforme géodésique, c'est-à-dire que  vérie l'équation (3.2)
 @1+ 2@q  @q = 0:
Alors ces deux équations montrent que :
(jj2   1)[2@q  @q] + 22@q+ 2jj2@q = 0
,2(jj2 + 1)@q+ (jj2 + 1)@q = 0
,2@q+ @q = 0
,@t = 0 d'après l'équation (3.3):

3.2 Forme invariante de l'évolution d'une application semi-
conforme
Pour comprendre géométriquement les équations dans la proposition (3.1.2) associées à
une SFR, on dénit pour un point x 2 R3t et un vecteur unitaire Ut(x) 2 TxR3t , la géodésique
isotrope déterminée par Ut(x) pour être le rayon de lumière passant par x et engendrée par
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le vecteur isotrope @t + Ut(x). On verra comment des quantités évoluent le long de ces géo-
désiques. D'abord, on introduit un lemme qui caractérise le transport parallèle de U le long
des rayons engendrés par U .
Lemme 3.2.1. Soit U0 un champ de vecteurs unitaire dans un domaine de R30, qui dénit
un autre champ de vecteurs Ut dans un domaine de R3t par transport parallèle de U0 le long

























U0(x) = Ut(x+ tU0(x))






U0(x)  tdUt(x)(U0(x))  U0(x) +O(t2)
t
=  dU0(x)(U0(x)) =  rU0(x)U0:
L'inverse résulte de l'unicité de la solution d'une équation diérentielle du premier ordre,
compte tenu des données initiales sur une hypersurface. 
Soit la base orthogonale (V ,X,Y) tel que : V = (jj2  1; 2) = ((jj2  1)@1 +2@q +2@q),
X = (; 1
2
(1 2+ 2); ) et Y = (; ; 1
2
(1+2  2)), de sorte que V est le vecteur
tangent à un feuilletage conforme, avec  =   i, alors
X   iY = @1   2@q + @q
Lemme 3.2.2. Supposons que U est tangent à un feuilletage conforme et soit  = (U)
sa représentation par la projection stéréographique. Alors, l'équation d'évolution (3.3) s'écrit
sous la forme :
(3.6) @t =   1
(jj2 + 1)2 hrV V;X   iY i
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Preuve
rV V = r[(jj2 1)@1+2@q+2@q ][(jj2   1)@1 + 2@q + 2@q]
= f(jj2   1)@1+ 2@q+ 2@qg(@1 + 2@q) + f(jj2   1)@1 + 2@q + 2@qg(@1 + 2@q):




rV V = (jj
2 + 1)

(2@q+ @q)(@1 + 2@q) +
(jj2 + 1)

(2@q + @q)(@1 + 2@q)
=  (jj2 + 1)(@t(@1 + 2@q) + @t(@1 + 2@q)):
Or,
h@1 + 2@q; X   iY i = 0
et
h@1 + 2@q; X   iY i = jj2 + 1:
Ce qui montre que
@t =   1
(jj2 + 1)2 hrV V;X   iY i:

On peut donner une autre écriture de l'équation (3.6), tout en normalisant les vecteur V;X
et Y , c'est-à-dire qu'on considère les champs de vecteurs :
U =
V
jV j ; X^ =
X








@t =  hrUU;X   iY i
=  1
2
(jj2 + 1)hrUU; X^   iY^ i:
On va maintenant donner une interprétation géométrique des équations (3.2) et (3.3) d'une
SFR. Cette interprétation sera la base d'une généralisation d'une SFR aux cas de variétés
avec courbure.





2   1; 2) 2 S2
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le champ de vecteurs unitaires correspondant à . Soit g = (dx1)2 + (dx2)2 + (dx3)2 la








pour une fonction a : W ! R, avec X; Y 2 R3t deux vecteurs orthogonaux à U et où rR3
est la connexion de Levi-Civita sur (R3t ; g). En particulier, U est tangent à un feuilletage
conforme dans W \ R3t , pour tout t.
Réciproquement, toute solution U de (3.7) dans un domaine W M détermine une SFR sur
W . De plus, si (ii) est vériée dans M et (i) vériée sur une hypersurface R3t0, pour un t0,
alors (i) est vériée pour tout t, où il est entendu que le domaine de U a besoin d'être limité
pour éviter les points singuliers du feuilletage associé. Alors la conformalité du feuilletage
associé au champ de vecteurs unitaires U est préservée par le ot (3.7)(i).
Preuve On note tout d'abord que l'équation (3.7)(i) est invariante par la correspondance
U ! fU pour une fonction réelle f ; on va donc travailler avec le champ de vecteurs
V = (jj2   1; 2) = (jj2   1)@1 + 2@q + 2@q:
On rappelle que x1 = x1, q = x2 + ix3: Alors l'équation (3.7)(i) est équivalente à l'équation
suivante :
(LV g)(X   iY;X   iY ) = 0;
pour deux vecteurs X et Y dénis de façon que jjXjj = jjY jj, g(X;Y ) = 0. Un choix
convenable est donné par
X   iY = @1   2@q + @q:
On note que h@q; @qi = h@q; @qi = 0 et h@q; @qi = 1
2
, on a alors :
1
2
(LV g)(X   iY;X   iY ) = g(rX iY V;X   iY ) =  g(V;rX iY (X   iY ))
=  h(jj2   1)@1 + 2@q + 2@q;r(@1 2@q+@q)(@1   2@q + @q)i
= (1 + jj2)(@1  2@q+ @q):
D'où l'équivalence entre les équations (3.2) et (3.3).
Nous eectuons un calcul similaire an de déterminer l'évolution dans le temps. On suppose
que les deux équations (3.2) et (3.7)(ii) sont vériées. Alors
rR3V V = f(jj2   1)@1+ 2@q+ 2@qg(@1 + 2@q)
+f(jj2   1)@1 + 2@q + 2@qg(@1 + 2@q)
=  (jj2 + 1)(@t(@1 + 2@q) + @t(@1 + 2@q)):
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Or h@1 + 2@q; X   iY i = 0 et h@1 + 2@q; X   iY i = jj2 + 1, d'où
@t =   1








=  hrV V;X   iY i
(jj2 + 1)2 (2(X + iY ) + V ) 
hrV V;X + iY i
(jj2 + 1)2 (2(X   iY ) + V ):
En remplaçant V par U =
V
jjV jj et les vecteurs X, Y par X^ =
X
jjXjj , Y^ =
Y






hrUU; X^   iY^ i(X^ + iY^ )  1
2
hrUU; X^ + iY^ i(X^   iY^ )
=  rR3U U:
Réciproquement, si les deux équations (3.2) et (3.7)(ii) sont vériées, on inverse les argu-
ments ci-dessus et on obtient l'équation (3.3).
Pour la dernière partie du théorème, on calcule la dérivée par rapport au temps de (3.7)(i),
étant donné que (3.7)(ii) est vériée. L'un de nos objectifs, est de voir comment les équa-
tions (3.7) s'adaptent à des espaces temps plus généraux, on eectue donc le calcul dans
la proposition 3.3.1 ci-dessous, qui établit que dans l'espace de Minkowski, en écrivant
f = (LUg)(X   iY;X   iY ), avec X, Y sont deux vecteurs orthogonaux unitaires,
df(@t + U) = f
pour un certain . En particulier, par l'unicité de la solution d'une EDP de premier ordre,
si f s'annule sur une hypersurface, elle doit s'annuler sur le futur espace temps de cet hyper-
surface. Ce qui complète la démonstration du théorème. 
Étant donné une famille des champs de vecteurs unitaires Ut, chacun tangent à un feuilletage
conforme sur la tranche R3t évoluant suivant 3:7, on montre maintenant comment évolue les
applications semi-conformes correspondantes, 't : A  R3t ! C.
Proposition 3.2.1. Soit Ut une famille de champs de vecteurs dénis sur R3t qui évoluent
suivant l'équation (3.7)(ii), 't : R3t ! C une famille d'applications semi-conformes dont les





où  est le champ de tension de '. De plus, toute autre solution de l'équation (3.8) qui a les
mêmes bres de 't, prend la forme de ft 't, où ft est une application conforme quelconque
dans un domaine de C.
70














et ceci d'après la formule fondamentale d'une application semi-conforme ' : (Mm; g) !
(Nn; h) :
(') =  (n  2)d'(grad ln())  (m  n)d'()







Soit maintenant  t une famille d'applications semi-conformes ayant les mêmes bres que 't ;
alors localement, on a que  t = ft  't pour une certaine famille des applications conformes















+ 2(f)  ';
où  est la dilatation de '. En particulier, si ' est solution de l'équation (3.10), alors  l'est
aussi, si et seulement si (f) = 0, ce qui est le cas quelque soit ft est conforme.

















On dénit  : R3t  I ! C (I  R intervalle) par (x; t) = 't(x), et on écrit r pour la





(U) = r U
@ 
@t


































où rd(f ) est la seconde forme fondamentale de f . Mais par la formule de la seconde









































































































Enn, par la loi du champ de tension d'une application composée :
( ) = df((')) + tracerdf(d'; d')
= df((')) + 2(f)
et la formule (3.9) s'ensuit. 
On peut normaliser l'évolution
@'t
@t
, au moins localement, de la manière suivante : soit
A  R30 un ouvert sur lequel '0 est une submersion avec des bres connexes, soit   A
une tranche, c'est-à-dire, une hypersurface de dimension 2 où les composantes des bres
de '0 l'intersectent transversalement en un seul point. Par exemple, après un changement




(x) 6= 0 pour tout x 2  \ A. Les points de  sont alors paramétrés par
les coordonnées (x2; x3).
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Soit c(s) la courbe intégrale de U partant d'un point de  : c(0) 2 , c0(s) = U(c(s)). Alors,
pout tout s0 susamment petit, on peut supposer que c(s) 2 A pour tout 0  s  s0, d'où,








On note que '(c(s)) 2 T'(c(s))C = Ty0C, où y0 = '(c(s0)) = '(c(s)) (puisque c(s) para-
métrise le bre de ' à travers de c(0)) ; par conséquent, l'intégrale dans l'équation (3.10)
est bien-dénie et donne un vecteur dans Ty0C = C. Les diérents choix de  donnent des
valeurs diérentes pour @'t=@t, mais d(@'t=@t)(U) est bien dénie et indépendante de ce
choix.
Exemple 3.2.1. Soit '0 : R3 ! C l'application semi-conforme dénie par'0(x1; x2; x3) =p
x12 + x22 + ix3. Alors les bres de '0 sont des cercles centrés sur l'axe x
3 dans le plan













































ds =   s0
x2
=   arg(x1 + ix2):
En fait, il est possible de calculer l'évolution de '0 :








x12 + x22   t2 ; l'application 't est dénie et de classe C1 sur le domaine x12 + x22 > t2.
3.3 Evolution du couple métrique et application semi-
conforme
Dans ce paragraphe, on va généraliser le théorème 3.2.1, pour un espace muni d'une
métrique qui dépend du temps, c'est-à-dire qu'on va considérer le triplet (M3; g(t); U(t)), où
g(t) une famille de métriques riemanniennes sur l'espace M3 qui évolue au cours du temps,
et U(t) un champ de vecteurs sur (M3; g(t)). On suppose que t est déni sur un intervalle I
73
dans R, qui est ni, ou inni. Enn, on considère l'espace tempsM3I muni d'une métrique
G =  f(x; t)2dt2 + g(t), où f : I M3 ! R est une fonction non-nulle ; c'est le genre d'une
métrique qui se produit dans la réduction de la fonction de la distance Perelman, où g(t)
évolue suivant le ot de Ricci avec le temps inversé :
@g
@t
= 2Ricci(g(t)) et où  f 2 est la
courbure scalaire de g(t) (généralement négative) [9]. On note que dans cette situation plus
générale, la courbe isotrope engendrée par U , est la courbe intégrale du champ de vecteurs
@t + fU dans I M3, qui ne sera plus en général géodésique.
Il y a certains principes qu'on tient à respecter dans une telle évolution :
1. Le champ de vecteurs U(t) devrait être tangent à un feuilletage conforme.
2. Si pour un point dans l'espace temps futur, le ot existe, la stabilité de g(t) et U(t) lorsque
t!1, en particulier, on aura besoin de
lim
t!1
rg(t)U U = 0:
c'est-à-dire que les bres du feuilletage associé deviennent géodésiques quand t!1.
On va d'abord établir une base de calcul concernant les quantitées de la métrique G. Dans
la suite, on xe un système de coordonnées locales : (x0 = t; x1; x2; x3), et on utilise les
indices : i; j; ::: 2 f1; 2; 3g ; a; b; ::: 2 f0; 1; 2; 3g. On rappelle que les symboles de Christoel




gcd(@agbd + @bgad   @dgab)
et la courbure Riemannienne par :
Rdabc = @a 
d
bc   @b dac +  ebc dae    eac dbe;
alors on écrit R(@a; @b)@c = r@ar@b@c r@br@a@c = Rdabc@d. On utilise souvent la convention
G(R(@a; @b)@c; @d) = Rabcd = gdeReabc. Pour distinguer, g kijet G kij désignent les symboles de
Christoel associés aux métriques g et G respectivement ; même chose pour la connexion et
la courbure.
Lemme 3.3.1. Avec les conventions de notation pour les indices indiqués ci-dessus, les
symboles de Christoel de la métrique G =  f(x; t)2dt2 + g(t) sont donnés par :
 000 = @t ln f  
0















On note par rdf la deuxième forme fondamentale de la fonction f considérée comme une
fonction dénie sur M3 (avec t xé).
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Lemme 3.3.2. Avec les conventions de notation pour les indices indiqués ci-dessus, les















ik   gli@t ljk   @i(ln f)@tgjk + @j(ln f)@tgik





Preuve On va montrer la deuxième ligne de notre formule, les autres se déduisent facilement
par un simple calcul ; on a :
R0ijk = @i 
0




@t(@igjk   @jgik)  1
2f 2
(@i(ln f)@tgjk   @j(ln f)@tgik) + 1
2f2
( ljk@tgil    lik@tgjl):
Cependant, on note que
@igjk   @jgik = 2glj lik + @kgij =  2glj ljk   @kgij;
alors
@igjk   @jgik = glj lik   gli ljk:
On substitue cette égalité dans l'expression ci-dessus ; on obtient alors la formule du lemme.

Corollaire 3.3.1. La dérivée covariante de U le long d'une courbe isotrope dénie par U
















où en écrivant U = ui(t; xk)@i, on pose @U=@t = (@u
i=@t)@i. D'autre part,




+(@t ln f + U(f))@t:
Dans ce qui suit, on suppose que f : I M3 ! R est une fonction et T est un 2-tenseur















=  2f  (d ln f jTM) + 2T
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où  = (t) est la 1-forme duale de U(t), (t) = gt(Ut; :) et U = ui@i, où (xi) est un sys-
tème de coordonnées locales dans M3, et   est le produit symétrique de deux 1-formes :
   = 1
2
( 
  +  
 ). On note que dans le cas d'une métrique plate (cas où f = 1 et
T = 0), on récupère l'évolution (3.7)(ii). En général, le champ isotrope @t + fU n'est plus
géodésique, l'expression de r(@t+fU)(@t + fU) étant donnée par le corollaire 3.3.1.
On donne dans le lemme suivant des propriétés de base de l'évolution (3.11).
Lemme 3.3.3. Soient M3 une variété riemannienne, g(t) une métrique riemannienne dé-
nie sur M3, U(t) un champ de vecteurs dans (M3; g(t)). On suppose que le couple (g(t); U(t))
varie selon l'équation (3.11). Alors :
(i) (@t + fU)g(U;U) = 0, en particulier, si U est vecteur unitaire dans l'hypersurface t = 0,
alors il l'est pour tout t.
(ii) rG@t+fUU = 0, en particulier U est parallèle le long de chaque courbe isotrope déterminée
par U .
(iii) Le champ isotrope @t + fU est géodésique si et seulement si






où bT est déterminé en chaque point x 2 M3 par g(bT (E); F ) = T (E;F ) pour tout E;F 2
TxM
3.
Preuve La première partie du lemme est une conséquence directe de (3.11)(i), la deuxième
découle du corollaire 3.3.1.
Pour la partie (iii), le champ @t + fU est géodésique si et seulement si
r(@t+fU)(@t + fU) = (@t + fU)
pour une fonction . Par le corollaire 3:3:1,
r(@t+fU)(@t + fU) = fgradgf + (@t + fU)(f)U +
f
2
U igkj@tgij@k + (@t ln(f) + U(f)@t)
= (@t ln(f) + U(f))(@t + fU) + fgradgf +
f
2
U igkj( i@jf   j@if + 2Tij)@k





U(f)U + f bT (U):
Puisque les trois derniers termes de la partie droite sont tangents à M3 (il n'y a aucune
composante de @=@t), la condition de géodésité équivaut à l'annulation de leur somme, d'où
l'enoncé du lemme. 
Soit le triplet (M3; U(t); g(t)) qui évolue suivant l'équation (3.11), fX(t); Y (t)g deux vec-
teurs tels que (X(t); Y (t); U(t)) soit une base orthonormée tangente à M3. Ces deux vec-
teurs évoluent avec l'évolution de la métrique et du vecteur U(t). Soit Z = X   iY ,
 = (t; x)((t; x) 2 I M3), la quantité dénie par :
 = g(rgZU;Z) = G(rGZU;Z);
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qui mesure l'écart pour que le feuilletage déterminé par U soit conforme. Cette quantité est
connue sous le nom de "shear" dans les travaux de Penrose et Rindler [21]. On note qu'il y
a une liberté dans le choix de X et Y qu'on peut exprimer comme ce qui suit.
Lemme 3.3.4. Localement, dans un voisinage d'un point (t; x) 2 I M3, il existe un choix
de X et Y pour lequel la fonction  est une fonction à valeurs réelles.
Preuve Par une rotation d'angle  = (t; x), la base fX; Y g qui est tangente à M3, donne
naissance à une nouvelle base f eX = X cos    Y sin ; eY = X sin  + Y cos g. Alors f eX; eY g
est aussi une base orthonormée tangente à M3 et orthogonale à U ; donc si on suppose queeZ = eX   ieY , on peut dénir la nouvelle quantité
e = g(rgeZU; eZ):
On note que  et e sont diérentes en général, pourtant, l'annulation de l'un des deux est
une propriété invariante, indépendante du choix de .
Maintenant, on va calculer la partie imaginaire de e, qui n'est autre que
sin 2(g(rgXU;X)  g(rgYU; Y )) + cos 2(g(rgXU; Y ) + g(rgY ; X));
qui s'annule pour un choix convenable de . Donc, on peut remplacer  par la fonction à
valeur réelle e. 
La proposition suivante montre comment  évolue le long d'une géodésique isotrope en-
gendrée par U .
Proposition 3.3.1. Soit le triplet (M3; g(t); U(t)) qui évolue selon les équations (3.11),
alors l'évolution de  : IM3 ! C le long d'une courbe isotrope engendrée par U est donnée
par la formule :

















2U(ln f) + g(rZU;Z)

+G(GR(@t; Z)U;Z)  fRicci(Z;Z)(3.12)
où  : I M3 ! C est une fonction de classe C1.
Remarque 3.3.1. La quantité g(rZU;Z) =  g(U;rgXX+rgY Y  2i[X;Y ]) est indépendante
du choix de Z. En eet,  = g(U;rgXX +rgY Y ) est la courbure moyenne de la distribution
orthogonale à U dans TM et V = g(U; [X; Y ]) mesure l'intégrabilité de cette distribution.
Donc la partie droite de (3.12) est une forme quadratique en z.
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Preuve Sauf indication contraire, dans ce qui suit, la connexion r est la connexion de
Levi-Civita relative à la métrique G. Alors
(@t + fU) = G(r@t+fUrZU;Z) + G(rZU;r@t+fUZ)
= G(GR(@t + fU; Z)U +rZr@t+fUU +r[@t+fU;Z]U;Z) + G(rZU;r@t+fUZ)
= G(GR(@t + fU; Z)U +r[@t+fU;Z]U;Z) + G(rZU;r@t+fUZ);
parce que, d'après le lemme 3.3.3(ii), r@t+fUU = 0. On va maintenant évaluer les diérentes
quantités dans cette expression.
L'ensemble de champs de vecteurs fZ;Z; U; @t=fg forme une base de l'espace tangent com-
plexe TC(I M3), avec les propriétés G(Z;Z) = G(Z;Z) = 0 et G(Z;Z) = 2, les autres
vecteurs sont orthonormaux. Ainsi on va pouvoir écrire :
r@tZ = 1Z + 1Z + 1U + 1(@t=f);









1 = G(r@tZ;U) =  G(Z;r@tU)  G(Z; frgUU)






G(Z; fgkl@lf@k) = G(Z; gradgf):
Ainsi :
r@tZ = 1Z + fg(Z;rgUU)U + g(Z; gradgf)@t=f:
En général, pour un vecteur E = ei@i tangent à M3, on a :
rE@t = eir@i@t = ei 0i0@t + ei ki0@k
= E(ln f)@t   f
2
g(E;U)grad ln f   f
2
E(ln f)U + eiTijg
kj@k:
On écrit maintenant :
rUZ = 2Z + 2Z + 2U + 2(@t=f);






2 = G(rUZ;U) =  g(Z;rgUU)



















pour une fonction 2, de façon que






Z(f) + T (U;Z)

@t:
En procèdant de la même manière, on obtient :










pour une fonction 3, aboutissant à










[@t + fU; Z] = r@t+fUZ  rZ(@t + fU)




Z(f)U   bT (Z)
où pour chaque x 2 M3, bT : TxM3 ! TxM3 est l'application linéaire déterminée par
g(bT (E); F ) = T (E;F ) pour tout E;F 2 TxM3. Ce qui donne



























Ricci(Z;Z) = Ricci(X;X) Ricci(Y; Y )  2i Ricci(X; Y )
= g(gR(U;X)X;U) + g(gR(Y;X)X; Y )  g(gR(U; Y )Y; U)
 g(gR(X; Y )Y;X)  2i g(gR(U;X)Y; U)
=  g(gR(U;Z)U;Z):
En appliquant le lemme 3.3.2, on en déduit que,

















En combinant les diérentes expressions, on obtient l'équation (3.12). 
Notre objectif dans l'équation (3.11) est de préserver la conformalité du feuilletage formé des
courbes intégrales de U , et en même temps d'assurer que les courbes isotropes engendrées
par @t + fU soit géodésiques. Le théorème suivant est une conséquence de l'équation (3.12)
et le lemme 3.3.3.













=  2  (df jTM) + 2T





U(f)U et f : IM3 ! R est une fonction C1 (I est un intervalle
de R). Supposons que U0 est tangent à un feuilletage conforme sur (M3; g0). Alors, les courbes
intégrales du champ @t + fU sont géodésiques ; et si









Z(f)2 = 0 ;
alors, le champ de vecteurs U(t) est tangent à un feuilletage conforme sur (M3; g(t)) pour
tout t 2 I.
Nous allons appliquer ce théorème à des cas diérents en choisissant convenablement la fonc-
tion f et le champ tensoriel T .
Cas1 : (M3; g(0)) est à courbure constante. Dans ce cas, on suppose que T = 0 et que
f  1. Avec ce choix : @g
@t
= 0, et donc g reste constante. Puisque
@
@t
 kij = 0, il s'ensuit
par le lemme 3.3.2 que R0ijk = 0, c'est-à-dire que G(GR(@t; Z)U;Z) = 0. D'autre part, par
l'hypothèse de courbure constante, Ricci = cg pour une constante c, d'où Ricci(Z;Z) = 0.





reste tangent à un feuilletage conforme.
Exemple 3.3.1. Soit S la surface twistorielle paramétrée sous la forme
(z; w)! [  iczp
2
; w; z; 1]
où c 2 C est un nombre non-nul. Alors la relation d'incidence A = ixAA0A0 prend la forme :
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(
 cz = vz   q













pour une fonction complexe . Si 't : R3t ! C est l'application semi-conforme ayant le champ
U =
1
1 + jzj2 (jzj










2q2 2q(v + c)
2q(v + c) 2(v + c)2

:
On prend  =
1
q






















(jxj2   2x1c+ t2   2tx1 + 2tc+ c2):
Par la proposition 3.2.1, on peut remplacer 't par une application conforme  t = ft 't. On









(jxj2   2x1c+ t2   2tx1 + 2tc+ c2)
qui tend vers la fonction limite  1(x) = 1q lorsque t ! 1. Observons que  1 est semi-
conforme avec bres géodésiques.
Exemple 3.3.2. Considérons l'exemple 1.2.3 de l'application semi-conforme ' : S3 ! S2
donnée par
'(cos(s)ei; sin(s)ei) = (cos(s); sin(s)ei(k+l)):
81
On utilise les coordonnées (x1; x2; x3) = (s; ; ) sur S
3 où s 2 [0; =2], ;  2 R. Alors la
métrique canonique sur S3 s'exprime par
g = ds2 + cos2(s)d2 + sin2(s)d2;
et on a les champs de vecteurs qui engendrent l'espace tangent :
@
@s






Les symboles de Christoel non-nuls sont donnés par :
 122 = sin(s) cos(s); 
1
33 =   sin(s) cos(s); 212 =   tan(s); 313 = cot(s);
et le champ U0 déterminé par ' = '0 est donné par :
U0 =
1p
k2 sin2(s) + l2 cos2(s)
( il cos(s)ei; ik sin(s)ei) = 1p


















. On fait l'hypothèse que Ut =
c@s + a@ + b@ pour des fonctions a; b; c qui ne dépendent que de s et de t. Alors :
rUtUt =






















=  rUtUt devient alors8>>>><>>>>:
@c
@t












avec les conditions initiales :
c(s; 0) = 0; a(s; 0) =   lp
k2 sin2(s) + l2 cos2(s)
; b(s; 0) =
kp
k2 sin2(s) + l2 cos2(s)
:
La théorie des équations aux dérivées partielles de premier ordre nous assure l'existence d'une
solution, mais il est dicile de la trouver explicitement.
Cas 2 : Le cas de courbure non-constante. Par le lemme 3.3.4, on peut supposer que, dans
le voisinage d'un point, la fonction , qui mesure l'écart pour que le feuilletage déni par
U soit conforme, est réelle. L'équation (3.12) qui décrit la propagation de  le long d'une
courbe isotrope engendrée par U , est alors une équation réelle qui s'écrit sous la forme :
(3.14) (@t + fU) =
1
2
(+ ) + F;
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g(r ZU;Z) + 2U(ln f)

+ G(GR(@t; Z)U;Z)  fRicci(Z;Z) :
An de respecter les critères du théorème 3.3.1, on choisit :
T =    (df jTM) + U(f)2:






et que T (Z;Z) = 0. On doit alors trouver f (réelle et non nulle) tel que la partie réelle de
1
f
Z(f)2 + G(GR(@t; Z)U;Z)  fRicci(Z;Z)




X(f)2   Y (f)2+ G(GR(@t; X)U;X)  G(GR(@t; Y )U; Y )
 f (Ricci(X;X) Ricci(Y; Y )) = 0 :(3.15)
En appliquant le théorème 3.3.1, on obtient la conséquence suivante.
Corollaire 3.3.2. SoitM3 une variété munie d'une métrique riemannienne g0 et d'un champ
de vecteurs unitaires U0 tangent à un feuilletage conforme dans M
3. Soit (g(t; x); U(t; x))










=  4  (df jTM) + 2U(f)2
qui satisfait la condition initiale g(0) = g0 et U(0) = U0, où  = (t) est la 1-forme duale
à U(t) et où f = f(t; x) est une fonction non-nulle vériant l'équation (3.15). Alors, les
courbes isotropes engendrées par U sont géodésiques, U est parallèle le long de ces courbes et
tangent à un feuilletage conforme pour chaque t.




. Il est alors dicile d'armer l'existence et l'unicité des solutions
de (3.16) en général.
Cas 3 . Le cas où la distribution orthogonale à U est intégrable. Dans ce cas, on suppose
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que la distribution U? de dimension 2, orthogonale à U dans TM3 est intégrable et reste




(Ricci  G(GR(@t; :)U; :)jU? ;
où  = g(U;rgXX + rgY Y ) est la courbure moyenne de U?. On obtient la conséquence
suivante.
Corollaire 3.3.3. SoitM3 une variété munie d'une métrique riemannienne g0 et d'un champ
de vecteurs unitaires U0 tangent à un feuilletage conforme dans M
3. Soit (g(t; x); U(t; x))


















Ricci  G(GR(@t; :)U; :)

U?
qui satisfait la condition initiale g(0) = g0 et U(0) = U0, où  = g(U;rgXX + rgY Y ) est
la courbure moyenne de la distribution U? dans TM3, qu'on suppose non-nulle et où on
suppose que cette distribution reste intégrable pendant l'évolution : g(U; [X; Y ]) = 0 pour
tout t. Alors, a) les courbes intégrales de @t+ fU sont géodésiques isotropes ; b) le champ de




Propriétés combinatoires d'un graphe ni
On montre dans ce chapitre comment la théorie des twisteurs, introduite par R. Penrose,
pour décrire les champs dans l'espace-temps, peut être formulée dans le cas d'un graphe
ni. Dans le cas des graphes nis, le champ de base est une application semi-conforme (à
valeurs complexes) dénie sur un graphe (appelée fonction holomorphe). On suppose que
cette théorie fournit une base de la théorie des champs combinatoires qui permettrait de
combiner les meilleurs caractéristiques de celle de twisteurs et des réseaux de spin (les rayons
lumineux sont les objects les plus fondamentaux plutôt que les points de l'espace-temps) et
que la plupart des structures de base sont combinatoires dans leur nature.
On commence à dénir la notion de graphes, qu'on représente par   = (V;E), où V représente
les sommets et E les arêtes. On étudie aussi l'évolution, par l'équation de la chaleur, des
applications dénies sur un graphe, et on montre que l'énergie de telles applications diminue
sous l'équation de la chaleur, c'est-à-dire que si on a une famille d'applications ffng dénies






(dfn; dfn)  0:
On rappelle aussi la dénition des applications semi-conformes entre graphes, introduite par
Urakawa. Dans le cas continu, une application semi-conforme est une généralisation d'une
application conforme dans le plan, qui est évidemment harmonique. On introduit aussi la
notion de fonction holomorphe sur un graphe à valeurs dans C, et on étudie ses propriétés. Or
une fonction harmonique dénie sur un graphe ni est nécessairement constante, ce qui n'est
pas vrai dans le cas des fonctions holomorphes. Une notion d'holomorphicité dans un contexte
discret a été introduite par Dun (1968) [11] et par I. Bobenko et C. Mercat (2001) [6] ici
dans le cadre des graphes appelés rhombiques ou quad-graphs, qui sont constitués de faces
rhombiques. On introduit la notion des graphes duaux, en se motivant de la correspondance
twistorielle de Penrose. Or, pour un graphe   sur lequel on dénit une fonction semi-conforme
' : V ( ) ! C, où V ( ) est l'ensemble des sommets de  , on peut associer un graphe dual
T , dont les sommets sont les arêtes du graphe  , ainsi une fonction  : V (T ) ! C. La
correspondance entre   est son dual T  est l'analogue de la correspondance twistorielle de
Penrose entre un rayon de lumière et un twisteur.
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4.1 Graphe ni
Un graphe ni   d'ordre n est un ensemble V de cardinal n muni d'une relation binaire
. Pour deux éléments x et y dans V , on écrit x  y pour indiquer que x et y sont voisins, ou
sont rejoints par une arête et on représente géométriquement cette relation par un segment
qui lie x et y. On suppose dans la suite que la relation  est une relation symétrique, alors
les arêtes ne sont pas dirigées, bien qu'une grande partie de notre discussion s'applique égale-
ment à des graphes dirigés. On préfère utiliser le terme "dirigé" plutôt que le terme habituel
"orienté" ; le dernier terme sera réservé à une notion d'orientation d'un graphe (non dirigé),
semblable plutôt à l'orientation d'une variété, que l'on va dénir plus tard. On suppose aussi
que la relation  n'est pas réexive, c'est-à-dire que le graphe   ne contient pas de boucles.
On représente les arêtes par un sous-ensemble E du produit symétrique V  V et ainsi on
note le graphe   par la paire   = (V;E). On représente une arête joignant deux sommets x
et y par xy, ou, si on impose une direction, on la représente par ~xy.
Une généralisation de notre théorie est de munir chaque arête par un nombre réel, appelé
sa longueur et de considérer alors ce qu'on appelle les graphes métriques. On peut même
aller plus loin, en supposant qu'un angle est déni entre deux arêtes adjacentes, cependant,
cette supposition devient une approximation de la géométrie (semi-)riemannienne, et serait
contraire à notre objectif de développer une théorie purement combinatoire.
Plusieurs notions de la géométrie riemannienne peuvent être reformulées dans la théorie
combinatoire des graphes. On cite deux références, le livre de Chung [10] et l'article de Jost
[19]. On va donner dans la suite des notions qui seront utiles pour notre développement.
Soit   = (V;E) un graphe, x 2 V , alors on note par m(x) le nombre d'arêtes dont x est
un sommet. Un graphe est dit régulier si m = m(x) est une constante. On dénit l'espace
tangent en un point x 2 V par Tx  := f ~xy : xy 2 Eg ; ceci montre que tout élément de Tx 
est une arête dirigée, avec x comme point de départ et y  x comme point d'arrivé.
4.1.1 Propriétés des fonctions dénies sur un graphe ni
Dans la suite,   = (V;E) désigne un graphe ni d'ordre n.
Dénition 4.1.1. Soit ' : V ! RN une fonction dénie sur un graphe   à valeurs dans
RN , alors pour un vecteur X = ~xy 2 Tx , on dénit la dérivée directionnelle de direction X
par :
d'x(X) = '(y)  '(x):
On note que l'on pourrait étendre la notion de l'espace tangent en incluant toutes les com-
binaisons linéaires des arêtes ~xy, y  x, pour obtenir un espace vectoriel. Mais on préfère
utiliser un concept discret de l'espace tangent.
Dénition 4.1.2. Soit S une fonction dénie sur l'espace tangent en x à un graphe, à






et sa co-dérivée par dS =  divS.
Si pour tout élément x 2 V , étant donnée l'application S = Sx : Tx  ! RN , alors on peut
voir S comme une 1-forme à condition que S( ~xy) =  S( ~yx). En particulier, si ' : V ! RN










où le Laplacien de ' est donné par la quantité :





On note que notre dénition de Laplacien dière de celui de Jost par son signe [19].
Eectivement, le Laplacien mesure la diérence entre la valeur d'une fonction en x et la
moyenne de ses valeurs sur les sommets voisins.
Le lemme suivant se démontre facilement.





(x; y) = 0:
Corollaire 4.1.1. Pour une fonction ' : V ! RN , on a P
x2V
dd'(x) = 0. En particulier, si




Cette dernière propriété est l'analogue du fait que l'intégrale du Laplacien d'une fonction
s'annule le long d'une variété riemannienne compacte sans bord.
Soit f; g : V ! RN deux fonctions à valeurs dans un espace Euclidien. Alors on dénit





où h; iRN est le produit scalaire standard dans RN . En particulier, si ';  : V ! C, alors





On dénit aussi le produit scalaire de la dérivée des deux fonctions f; g : V ! RN pour tout




hf(y)  f(x); g(y)  g(x)iRN ;










hf(y)  f(x); g(y)  g(x)iRN ;
le facteur de la moitié apparaît, étant donné que chaque arête est comptée deux fois dans
cette dernière somme.
Lemme 4.1.2. Soient ' et  deux fonctions dénies sur V à valeurs dans RN , alors
h'; i = h';  i;
c'est-à-dire que l'opérateur  est auto-adjoint.



















fh'(y);  (x)iRN   h'(x);  (y)iRNg
= h';  i;
où la deuxième somme de la deuxième ligne s'annule d'après le lemme 4.1.1. 
Lemme 4.1.3. Soient ' et  deux fonctions dénies sur V à valeurs dans RN , alors
h'; i = (d'; d ):













fh'(x)  '(y);  (x)   (y)iRN + h'(y);  (x)   (y)iRNg





h'(y);  (x)   (y)iRN












(h (x); '(x)iRN   h (y); '(y)iRN )
= 2(d'; d )  h ;'i d'après le lemme 4.1.1
= 2(d'; d )  h'; i d'après le lemme 4.1.2:
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
Les lemmes 4.1.2 et 4.1.3 sont bien connus, mais on les présente ici avec nos propres argu-
ments.
Nous rappelons maintenant des propriétés du spectre du Laplacien sur un graphe ni dont
nous avons besoin dans la suite ; voir [10] et [19] pour les preuves.
Soit   = (V;E) un graphe d'ordre n.






H0 = ff : V ! Rg
Hk = ff : V ! R : hf; fii = 0 pour i  k   1g
où les ffig forment une base orthonormée des fonctions propres de .
2. n 1 = max
f 6=0
(df; df)
hf; fi et i  2 pour tout i. En eet, puisque (f(x) f(y))
2  2(f(x)2+ f(y)2),
alors n 1  2 (voir la preuve de la proposition 4.1.1 ci-dessous). De plus, f = 2f si et
seulement si f(y) =  f(x) pour tout x et pour tout y  x.
3. Si   est connexe, alors 1 > 0.
4. f est constante si et seulement si f = 0. En eet ; par induction, pour n = 1, l'hy-
pothèse est vraie. Supposons que celle-ci soit vraie jusqu'au rang n   1, c'est à dire qu'il
n'existe pas d'applications harmoniques non constantes sur un graphe ni de d'ordre n  1 ;
et montrons, à présent que cette hypothèse est vériée sur un graphe ni d'ordre n. Or, il




f(y) ; Alors, f(y) = f(x) pour
tout y  x, sinon f(y) < f(x), ce qui contredit l'hypothèse de récurrence sur le graphe formé
par les y  x de cardinal strictement plus petite que n.
4.1.2 L'équation de la chaleur d'un graphe ni
On va décrire maintenant la dynamique sur un graphe   = (V;E). Pour cela, on suppose
qu'il existe une famille de fonctions ffng, dénies sur un graphe et à valeurs dans RN ,





De même, pour toute fonction u = u(n), on écrit
@u
@n
= u(n + 1)   u(n). On note que l'on
peut commuter la dérivée directionnelle et la dérivée discrète.
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= fn+1(y)  fn(y)  fn+1(x) + fn(x)






Les propriétés suivantes sont faciles à démontrer.
Lemme 4.1.5. Soit fn; gn : V ! RN , n 2 N, deux fonctions à valeurs dans RN , x un





























































































On suppose que ffngn2N est une famille de fonctions dénies sur un graphe   = (V;E) à
valeurs dans RN , paramétrisée par les entiers naturels (ou éventuellement par les entiers
relatifs).
Dénition 4.1.3. On dit que la famille de fonctions fn est une famille qui vérie l'équation




pour tout x 2 V , n 2 N.
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Il y a eu des études pour cette équation dans le cas des graphes nis et innis [10].


















On montre dans la suite, que le poids total est conservé pour une famille de fonctions qui
est solution de cette équation.
Dénition 4.1.4. Soit f : V ! R une fonction dénie sur un graphe ni, on dénit le poids





Lemme 4.1.6. Soit ffngn2N une famille de fonctions à valeurs dans RN qui vérie l'équation
de la chaleur, alors, le poids total est conservé :
M(fn+1) = M(fn); pour tout n 2 N:







































On montre dans la proposition suivante que l'énergie d'une application dénie sur un graphe
diminue sous l'équation de la chaleur. Cette proposition et le théorème qui le suit, donnent
une analogue partielle dans le cas des graphes du théorème de Eells-Sampson dans le cas
continu : soit  : (Mm; g) ! (Nn; h) une application C1 entre variétés riemanniennes
compactes, dont la courbure sectionelle de N est négative ; alors sous l'équation de la chaleur :
@'
@t
= ('), l'application évolue vers une application harmonique [13].
Proposition 4.1.1. Soit   = (V;E) un graphe ni, ffngn2N une famille de fonctions dénies





(dfn; dfn)  0;
avec égalité si et seulement si, ou bien fn = 0, ou bien s'il existe un vecteur constant
v 2 Rn tel que (fn + v) = 2(fn + v), c'est-à-dire que, sous l'addition d'une constante,
chaque composante de fn est un vecteur propre du Laplacien associé à la valeur propre 2.
On va se servir du lemme suivant pour montrer notre proposition.










où jj:jj note la norme canonique dans RN .
Preuve On xe x = x0 2 V et soit y1; y2; :::; ym(x)  x0. AlorsX
yx0
(jjf(x0)jj2 + jjf(y)jj2) = m(x)jjf(x0jj2 + jjf(y1)jj2 + :::+ jjf(ym(x))jj2:
D'une manière similaire, si x = yk, on obtientX
yyk
(jjf(yk)jj2 + jjf(y)jj2) = m(yk)jjf(yk)jj2 + jjf(x0)jj2 + : : : :
Ces sommes de k = 1; :::m(x), donnent toutes les possibilités du terme jjf(x0)jj2 dans la
somme (4.1), ce qui donne au total 2m(x)jjf(x0)jj2. Or, x0 est choisi arbitrairement, d'où le
résultat. 
On va maintenant démontrer la proposition.


























d'après le lemme 4.1.3
=  hfn;fn+1 +fni:
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Or, le fait que
@fn
@n
= fn+1 fn et l'hypothèse que fn est solution de l'équation de la chaleur,
implique que fn+1 = fn  fn, alors :
@
@n
(dfn; dfn) =  hfn;fn+1 +fni
=  hfn; 2fn  fni
=  2hfn;fni+ hfn;fni
=  2hfn;fn) + (dfn; dfn):(4.2)
Pour deux vecteurs a; b 2 RN , on a jjajj2 + jjbjj2   2ha; biRN avec égalité si et seulement si
a =  b. En particulier, ha   b; a   biRN = jjajj2 + jjbjj2   2ha; biRN  2(jjajj2 + jjbjj2), avec


















m(x)jjfn(x)jj2 d'après le lemme 4.1.7
= 2hfn;fni;




(dfn; dfn)  0 de la proposition.
On suppose maintenant qu'on a l'égalité, alors, en écrivant  =  fn, on devrait avoir




 (y) = 2 (x).
Ainsi, ou bien  = 0 dans ce cas fn est une constante, ou bien  est un vecteur propre du
Laplacien associé à la valeur propre 2 ; alors (fn 2fn) = 0. Or, une fonction harmonique
sur un graphe ni est constante, alors
(4.3) fn   2fn = c;
où c 2 RN est un vecteur constant, ce qui montre que fn + c
2
est un vecteur propre du
Laplacien associé à cette valeur propre 2.
Réciproquement, sifn 2fn = c pour un vecteur constant c 2 RN , alors, d'après la première
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partie de la preuve,
@
@n
(dfn; dfn) =  2hfn;fni+ (dfn; dfn)
=  2h2fn + c; 2fn + ci+ (2dfn; 2dfn)
=  2h2fn + c; 2fn + ci+ 4hfn;fni
=  2h2fn + c; 2fn + ci+ 4hfn(x); 2fn(x) + ci
=  2h2fn + c; ci
=  2hfn; ci = 0:

Exemple 4.1.1. Soit   le graphe avec trois sommets fx1; x2; x3g et deux arêtes : x1  x2
et x2  x3. Soit f0 la fonction dénie par f0(x2) = 0 et f0(x1) = f0(x3) = 1. Alors sous
l'équation de la chaleur :
@fn
@n
=  fn, avec condition initiale f0, on voit que les valeurs de
fn sur les sommets sont alternées entre 0 et 1 : fn(x2) = 0 pour n pair, fn(x2) = 1 pour
n impair ; fn(x1) = fn(x3) = 0 pour n impair, fn(x1) = fn(x3) = 1 pour n pair. En fait,
 admet la valeur propre 2, et la fonction f0   1
2
est fonction propre correspondante. Sous
l'évolution, (dfn; dfn) reste constante.
Théorème 4.1.1. Soient   = (V;E) un graphe ni connexe, ffng une famille de fonctions
dénies sur   à valeurs dans RN vériant l'équation de la chaleur
@fn
@n
=  fn, et telle que
le Laplacien n'admet pas la valeur propre 2. Alors, f1 = lim
n!1
fn existe et est une application
constante, en particulier, elle est harmonique.
Preuve D'abord on montre que lim
n!1
(dfn; dfn) = 0. Par la proposition 4.1.1, la suite des
(dfn; dfn) est décroissante et puisqu'elle est bornée inférieurement, elle présente une limite
l = lim
n!1






(dfn; dfn) = lim
n!1
[(dfn+1; dfn+1)  (dfn; dfn)] = 0;
d'où, par l'équation 4.2 :
(4.4) lim
n!1
((dfn; dfn)  2hfn;fni) = 0:
Mais par hypothèse, la plus grande valeur propre est < 2, et donc par la propriété 2 énoncée
à la n de la partie 4.1.1, si fn 6= 0, il existe " > 0 tel que
(4.5) (dfn; dfn)  (2  ")hfn;fni:
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En combinant les équations 4.4 et 4.5 il s'ensuit que, soit il existe n tel que fn = 0 et donc
fn est constante avec fn+r = fn pour tout n 2 N, soit lim
n!1




Par le lemme 4.1.3 :
lim
n!1
(dfn; dfn) = lim
n!1
hfn;fni = 0:
Il sut d'étudier une des composantes de fn, et donc sans perdre la généralité, on peut
supposer que chaque fn : V ! R (c'est-à-dire que N = 1). On écrit fn pour la fonction






dont la moyenne est égale à zéro : hfn;1i = 0, où 1 : V ! R est la fonction identiquement
égale à 1. Il s'ensuit que, dans la notation de la propriété 1 à la n de la partie 4.1.1, fn 2 H1
et par l'inégalité de Poincaré (une conséquence de la propriété 1),






1hfn; fni  (dfn; dfn):
Par l'hypothèse que   est connexe et par la propriété 3, on a 1 > 0 ; puisque lim
n!1
(dfn; dfn) =
0 ; il s'ensuit que
lim
n!1





Maintenant, on applique le lemme 4.1.6 qui arme que sur un graphe ni, pour une famille
de fonctions vériant l'équation de la chaleur, le poids total est conservé, c'est-à-dire queX
x2V
m(x)fn(x) = c;








pour tout x 2 V , et la preuve est achevée. 
En général, un graphe régulier n'admet pas la valeur propre 2. Par exemple, le 1-squelette
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du N-cube l'admet, mais le 1-squelette du tétraèdre ne l'admet pas. D'autre part, la fonction
f dénie sur le 1-squelette du N-cube, qui prend les valeurs 1 de telle sorte que ses valeurs
sont opposées sur des sommets adjacents, vérie la propriété stipulant que son évolution
par l'équation de la chaleur :
@fn
@n
=  fn, f0 = f satisfait fn(x) = ( 1)n si f0(x) = 1 et
fn(x) = ( 1)n+1 si f0(x) =  1. On voit que la suite ffng ne converge pas et que la condition
que 2 ne soit pas une valeur propre dans le théorème est nécessaire.
4.1.3 Courbure d'un graphe ni
Éventuellement, on envisage non seulement d'avoir une dynamique sur les fonctions dé-
nies sur un graphe, mais que le graphe lui même évoluerait en temps discret. La partie 3.3.3
décrivant le cas continu, suggère qu'une évolution par la courbure peut jouer un rôle. Dans
le cas d'une surface riemannienne M compacte sans bord, le théorème de Gauss-Bonnet [7]




On va maintenant donner une formule analogue, mais dans le cas des graphes. En eet, pour
un graphe ni   = (V;E), tel que jV j = n, on désigne par K(x) = 2 m(x) la courbure en x.




courbure totale de  . On désigne par ( ) = jV j jEj = n jf ~xy; x  ygj = n  1
2
jfxy; x  ygj
la caractéristique d'Euler de  .
Proposition 4.1.2. Soit   = (V;E) un graphe ni, K( ) sa courbure totale, ( ) sa ca-
ractéristique d'Euler, alors
K( ) = 2( ):








jfy 2  ; y  xgj
= 2(n  1
2
jfxy; y  xgj)
= 2( ):

Exemple 4.1.2. On considère un cube ; c'est un graphe ni tel que n = jV j = 8 et jEj = 12.
On peut calculer facilement (G) =  4. Pour tout x 2 G, on a m(x) = 3, alors K(x) =  1
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pour tout x. Donc K(G) =  8, ce qui montre que K(G) = 2(G).
On peut faire le même calcul pour des graphes plus compliqués, tels que le dodécaèdre, le
tétraédre tronqué, etc.
N.B. Un dodécaédre est un solide composé de 12 faces, 30 arêtes et 20 sommets. Tandis que
le tétraèdre tronqué est un solide d'Archimède. Il possède 4 faces hexagonales régulières, 4
faces triangulaires régulières, 12 sommets et 18 arêtes.
4.2 Applications semi-conformes et fonctions holomorphes
sur un graphe
On rappelle que la notion d'applications semi-conformes entre les graphes a été intro-
duite par H. Urakawa en 2000 [25]. Notre objectif est d'introduire une notion de fonctions
holomorphes sur un graphe et de l'utiliser pour donner une caractérisation alternative d'appli-
cation semi-conforme. Une notion d'holomorphicité dans un contexte discret a été introduite
par Dun (1968) [11] et I. Bobenko et C. Mercat [6]. Pour deux graphes  1 = (V1; E1) et
 2 = (V2; E2) (non nécessairement nis), une fonction ' : V1 ! V2 dénie entre les sommets
est une application entre graphes si, pour tout x  y (x; y 2 V1) on a : ou bien '(x) = '(y),
ou bien '(x)  '(y). Dans ce cas, on va choisir la notation : ' :  1 !  2.
Dénition 4.2.1. Soit ' :  1 = (V1; E1) !  2 = (V2; E2) une application entre deux
graphes. On dit que ' est semi-conforme en un point x 2 V1 si, en notant par z = '(x),
pour tout z0  z, le nombre
(x; z0) := #fx0  x;'(x0) = z0g
est bien déni et dépend seulement de x (c'est-à-dire qu'il est indépendant du choix de z0).
Dans ce cas, on le note par (x) = (x; z0). On dit que l'application ' est semi-conforme
si elle est semi-conforme en tout point x 2 V1. Si x 2 V1 est tel que '(y) = '(x) pour tout
y  x, on suppose que (x) = 0 et l'on obtient une fonction bien dénie,  : V1 ! N, appelée
la dilatation de l'application '.
La dénition ci-dessus peut se prolonger pour les applications entre graphes métriques, où
 1 et  2 sont deux graphes munis de deux fonctions de longueurs `1 et `2 dénies sur les







Un automorphisme d'un graphe   = (V;E) est une application bijective ' : V ! V qui
vérie : x  y si et seulement si '(x)  '(y). Ce qui montre qu'un automorphisme est
une application semi-conforme de dilatation est égale à 1. On le considère comme l'analogue
d'une isométrie dans la géométrie riemannienne.
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Exemple 4.2.1. Soient le graphe  1 avec neuf sommets,  2 avec cinq sommets et ' :  1 !

















Figure 4.2  Le graphe  2
Alors ' est semi-conforme avec dilatation 1 en tout sommet, sauf en x=9 où elle a une
dilatation égale à 2.
On introduit maintenant l'un des concepts les plus importants dans notre étude : la notion
de fonction holomorphe dénie sur un graphe à valeurs dans l'espace des nombres complexes.
Dénition 4.2.2. Soit   = (V;E) un graphe (non nécessairement ni), alors une fonction





('(y)  '(x))2 = 0;
on l'appelle une fonction holomorphe locale. On dit que ' est holomorphe, si elle est holo-
morphe en tout sommet x 2 V .
On considère une paire ( ; ') d'un graphe   = (V;E) et d'une fonction holomorphe ' : V !
C comme un champ physique. On va voir après comment on peut introduire une dynamique
dans le champ. On note que pour une fonction holomorphe ' : V ! C, la fonction c' + a
l'est aussi pour tous nombres complexes a, c 2 C.
La gure 4.3 montre un graphe qui admet une fonction holomorphe ', dont les valeurs












Figure 4.3  Exemple d'un graphe ni muni d'une application holomorphe donnée par le
tableau Y
Sommets Valeurs de '
1 0
2 1
3 1 + i
4 1 + i
5 1 + 2i
6 2 + 2i
7 i
8 2+i
Cet exemple montre comment on peut construire un nouveau graphe muni d'une fonction
holomorphe à partir de deux autres graphes munis de fonctions holomorphes. En eet, soient
 1 = (V1; E1),  2 = (V2; E2) deux graphes, et '1 :  1 ! C, '2 :  2 ! C deux fonctions
holomorphes. On suppose qu'il existe des sommets x1; :::; xr 2 V1, et y1; :::; yr 2 V2 tels que,
'1(xj) = '2(yj) pour j = 1; :::; r. Alors, on construit un nouveau graphe   = (V;G) dont
les sommets V = fx1; :::; xr; xr+1; :::; xm; yr+1; :::yng avec les relations de E1 et où xj  ys si
yj  ys dans E2 pour j = 1; :::; r. Dans l'exemple, le rectangle f2; 7; 5; 8g est identié avec
le graphe cyclique f1; 7; 4; 5; 6; 8; 3; 2g. A cause de la normalisation ' ! c' + a, on peut
toujours modier les fonctions holomorphes sur deux graphes donnés, an de les "attacher"
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en au moins deux sommets.
Urakawa a démontré qu'une application entre graphes est semi-conforme si et seulement si
elle préserve les fonctions harmoniques locales (c'est-à-dire que le pull back par ' d'une
fonction harmonique en un point y est aussi harmonique en x 2 ' 1(y)). Nous donnons une
caractérisation plus simple basée sur la notion de fonction holomorphe.
Proposition 4.2.1. Soit ' :  1 = (V1; E1) !  2 = (V2; E2) une application entre graphes.
Alors ' est semi-conforme si et seulement si elle préserve les fonctions holomorphes locales.
En particulier, si ' :  1 !  2 est semi-conforme et si f :  2 ! C est holomorphe, alors
f  ' est aussi holomorphe.
Preuve Supposons ' semi-conforme. Soit f holomorphe en y 2 V2. Il s'ensuit queX
y0y
(f(y0)  f(y))2 = 0 :
Considérons la fonction f  '. On montre qu'elle est holomorphe en un point x tel que
'(x) = y. AlorsX
x0x







(f(y0)  f(y))2 = 0
par la semi-conformalité de '.
Réciproquement, supposons que ' :  1 !  2 préserve les fonctions holomorphes locales.
Soient y 2 V2 et x 2 ' 1(y) 2 V1. Soient y1; y2  y. On veut demontrer que (x; y1) =
(x; y2). Soit f la fonction holomorphe en y donnée par f(y) = 0, f(y1) = i, f(y2) = 1 et
f(y0) = 0 pour tout y0  y avec y0 6= y1; y2. Par hypothèse, f  ' est holomorphe en x,
d'où, si x1; : : : ; xr  x vérient '(x1) =    = '(xr) = y1 et xr+1; : : : ; xr+s  x vérient
'(xr+1) =    = '(xr+s) = y2, on aX
x0x
((f  ')(x0)  (f  ')(x))2 =  r + s;
qui s'annule, d'où r = s et (x; y1) = (x; y2). Puisque y1; y2  y sont arbitrairement choisis,
on conclut que ' est semi-conforme. 
Un fonction holomorphe peut être vue comme un cas particulier d'un objet plus général,
c'est une 1-forme isotope.
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Dénition 4.2.3. Soit w une 1-forme dénie sur un graphe   = (V;E). Alors on dit que w
est isotope si X
yx
(w(xy))2 = 0;
pour tout sommet x 2 V .
Alors, la dérivée d' d'une fonction holomorphe ' est une 1-forme isotope. Réciproquement,
nous avons besoin d'une condition d'intégrabilité sur la 1-forme an qu'elle soit la dérivée
d'une fonction. Cela exige que
P
k w(ek) s'annule autour de n'importe quel cycle fekgk (un
cycle est une suite d'arêtes dirigées fe1; e2; :::; erg qui vérie la propriété selon laquelle le
point d'arrivée de ek est le point de départ de ek+1, de façon à ce que er+1 soit identiée avec
e1). Si c'est le cas, on dénit alors la fonction ' sur un sommet xe x0, c'est-à-dire qu'on
donne la valeur '0 en x0, et on suppose alors que '(y) = '0 + w( ~xy) pour tout y  x. On
continue avec cette manipulation pour tous les sommets an d'obtenir une fonction holo-
morphe '.
Nous terminons cette partie en discutant de quelques notions liées à la nôtre : la notion
de graphe muni d'une fonction holomorphe.
Un graphe quantique est un graphe métrique, tel que chaque arête contient une solution
de l'équation de Shrödinger à une dimension, avec des conditions compatibles sur chaque
sommet. On peut voir la paire ( ; ') d'un graphe et d'une fonction holomorphe dénie sur
ce graphe comme une structure similaire, où on remplace une solution de l'équation de Shrö-




('(y)  '(x))2 = 0:
La notion de réseau de spin a été introduite par R. Penrose dans les années 1960 (voir
[22]), avec l'idée fondamentale que l'espace-temps et la théorie quantique se déduisent des
principes combinatoires. Un réseau de spin est un graphe régulier de degré 3. (m(x) = 3)
dont les arêtes sont munies d'entiers qui représentent deux fois le moment angulaire. La no-
tion a été généralisée par Rovelli et Smolin [24], qui dénissent un réseau de spin comme un
graphe dirigé dont les bords sont associés à des représentations irréductibles d'un groupe de
Lie compact et dont les sommets sont associés à des intermédiaires qui relient ces diérentes
représentations adjacentes. Un réseau de spin, plongé dans une variété, peut être utilisé pour
dénir une fonction sur l'espace des connexions sur cette variété.




z2k = 0, alors on peut construire un cube de dimension n, de façon qu'il existe
une projection orthogonale de Rn dans C, qui envoie le sommet v0 2 Rn vers le point 0 2 C
et les sommets voisins v1; v2; :::; vn 2 Rn vers z1; z2; :::; zn 2 C. Inversement, si on donne une




z2k = 0. Cette propriété est connue sous le nom : théorème fondamental de
Gauss de l'axonométrie [16] et dans le cas lorsque n = 3, la projection des sommets dans le
plan s'appelle la projection orthographique. Il a été démontre par M. Eastwood et R. Pen-
rose que la projection des sommets des autres polyèdres réguliers vérie d'autres équations
polynomiales. Par exemple, l'équation (z1 + :::+ zn)2   (n+ 1)(z21 + :::+ z2n) = 0 est vériée
par la projection orthogonale des sommets d'un tétraèdre régulier [12]. Si l'on suppose que
zi = (vi) avec z1 = (v1) = 0, on peut alors écrire cette equation de la façon suivante en
x = v1 :
((n  1)(x))2   (n+ 1)
X
yx
((y)  (x))2 = 0
en eet avec le tétraèdre sur n sommets, on a m(x) = n   1. Aussi l'equation n'est que
valable en un seul point x = v1.
Exemple 4.2.2. On dénit une fonction holomorphe sur le graphe composé d'un cube à n










Figure 4.4  Le cube muni d'une fonction holomorphe donnée par le tableau (X)
Tableau(X)
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Par exemple, dans le cas d'un cube de dimension 3, les valeurs sur les sommets de ce cube
(4.4) sont données par le tableau X ci-dessus.
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4.3 Champ spinoriel sur un graphe
On va montrer dans cette section, comment, à partir d'un graphe ni, muni d'une fonc-
tion holomorphe, on peut récupérer un champ spinoriel. Ainsi on fait le lien avec la partie
3.2 dans le cas continu.
Soit   = (V;E) un graphe régulier ni, tel que m = m(x)=constante pour tout x 2 V .
Une orientation sur   est une coloration des arêtes du graphe avec les nombres 1; 2; :::;m.
En d'autres termes, on associe à chaque arête, un nombre k 2 f1; 2; :::;mg de telle façon
que l'on n'associe pas le même nombre à deux arêtes adjacentes. Par exemple, le cube à














D'autre part, le graphe régulier de degré 3 qui admet 6 sommets V = f1; 2; 3; 4; 5; 6g et 9
arêtes E = f12; 13; 15; 24; 26; 34; 35; 46; 56; g, ne peut pas être orienté.
Soit   = (V;E) un graphe régulier de degré 3 orienté par les couleurs f1; 2; 3g. On suppose
que   est muni d'une 1-forme isotope w. Alors, à chaque sommet x 2 V , on peut associer un
triplet de nombres complexes (x) = (1; 2; 3), tel que k = w( ~xyk), où y1; y2; y3  x et où








  2   3i 1
1 2   3i

(A;B 2 f0; 1g)
est de déterminant nul, donc elle s'écrit sous la forme 
AB = AB, pour un spineur
(A) 2 C2. On a donc un champ spinoriel A sur le graphe   qui donne un cas analogue à
celui d'un champ spinoriel sur R3 qui engendre une SFR dans l'espace de Minkowski, décrite
dans le chapitre 2.
On peut procéder par analogie avec la partie 3.2 et on construit l'analogue de champ de
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vecteurs U (tangent aux feuilletages conforme dans le cas continu) sur chaque sommet. En




2   1; 2) = 1j1j2 + j2 + i3j2 (j2 + i3j
2   j1j2; 1(2 + i3)):







pour une famille de fonctions f'ngn2Z à valeurs dans C. Or, @'n=@n = 'n+1   'n, alors,
puisque d'n(U) = 0, notre équation est équivalente à :
(4.7) d'n+1(U) =  'n:
Dans le cas où 'n est une fonction holomorphe, par analogie avec le théorème 3.2.1 on se
demande quand est-ce-que l'équation (4.7) détermine une fonction 'n+1 qui l'est aussi. On
n'a pas de résultat général pour cette situation, mais on peut armer que c'est le cas lorsque
le graphe est un cube à 3-dimensions. Le tableau suivant construit, avec succès, une fonction
holomorphe 'n+1 à partir de la fonction holomorphe 'n donnée dans le tableau(X), qui est
unique à une constante près.
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4.4 Graphe dual
L'espace twistoriel, introduit par R.Penrose [23], est l'espace dont les points sont des
rayons de lumière dans l'espace de Minkowski. Plus précisément, il existe un CR-sous variété
réelle N 5de dimension 5 dans CP 3, dont les points sont les rayons de lumière (voir la partie
2.3.2). Pour plus de précision, on considère la variété grassmannienne complexe G2(C4) qui
est l'espace compactié complexié de M ; c'est l'espace des 2-plans complexes qui passent
par l'origine dans C4. Par la double bration twistorielle, un point de N 5 détermine un -
plan dans G2(C4), qui intersecte l'espace M en une géodésique isotrope [27]. D'autre part,
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pour un espace riemannien à courbure constante de dimension 3, on peut associer un mini
espace twistoriel : c'est l'espace des géodésiques. Par exemple, le mini espace twistoriel de
R3, est la surface complexe donnée par le bré tangent de la sphère : c'est l'espace TS2 ;
chaque ligne de R3 dénit sa direction u 2 S2 et son vecteur de déplacement par rapport à
l'origine c 2 TuS2 [1]. Étant donné cette correspondance, il est naturel de dénir le graphe
dual d'un graphe, dont les sommets sont les arêtes du graphe d'origine, et deux sommets
sont adjacents si et seulement si les deux arêtes correspondantes du graphe d'origine sont
liées. Le graphe dual est connu aussi sous le nom de line-graph.
Plus précisément, étant donné un graphe   = (V;E), alors le graphe dual de   est le graphe
L( ) = (E; T ), où, pour X, Y 2 E, on a X  Y si et seulement si X et Y sont incidents
dans  . Le seul graphe connexe isomorphe (il existe une bijection entre leurs sommets qui
respectent la relation ) à son dual, est le graphe cyclique. H. Withney a montré que, à
l'exception des graphes K3 et K1;3, si deux graphes sont tels que leurs graphes duaux sont
isomorphes, alors ces deux graphes sont isomorphes [28]. Il n'est évident que chaque graphe
soit le graphe dual d'un graphe. Précisément, il existe neuf graphes tels que, si un graphe
donné L ne contient pas comme sous-graphe, un de ces graphes, alors L = L( ) est le graphe
dual d'un graphe   ([5] et [26]).
Comme dans la théorie des twisteurs, on peut établir une correspondance entre des ob-
jets d'un graphe et ceux de son dual.
Un graphe est complet si chaque sommet est rejoint à chaque autre sommet. Étant donné
un graphe   = (V;E), un sous-graphe     est un graphe  = (W;F ) tel que W  V
et F  E. De la même façon qu'un point de l'espace de Minkowski s'identie avec tous les
rayons de lumière passant par ce point (une copie de S2 = CP1  N 5), on peut identier un
sommet x de   avec toutes les arêtes e1; :::; em(x) 2 E incidentes avec x. Ainsi, dans le graphe
dual L( ), chaque sommet ei est connecté à chaque sommet ej, i 6= j, i; j = 1; :::;m(x), d'où
le sous-graphe  = he1; :::; em(x)i  L( ) est un sous-graphe complet. A part des triangles
dans L( ), qui peuvent se déduire d'un triangle dans  , tout sous-graphe complet de L( )
correspond à un sommet   de cette manière. Un sous-graphe complet   L( ) est donc
l'analogue d'une copie de CP1  N 5  CP1.
Maintenant, étant donné un graphe   = (V;E), si on impose une direction sur chaque arête
e 2 E, alors étant donnée une 1-forme isotrope w sur   ; on peut associer une fonction
complexe  dénie sur L( ) de la manière suivante : soit e = ~xy 2 E une arête munie de
sa direction, alors e correspond à un sommet l(e) de L( ), on dénit  (l(e)) = w( ~xy). Si
en plus, w est une 1-forme isotrope, alors pour chaque sous-graphe complet   L( ) qui
correspond à un point de  , on a X
e2
 (e)2 = 0:
C'est en particulier le cas si w est la dérivée d'une fonction holomorphe '. Si (x) est le
sous-graphe de L( ) correspondant au sommet x 2 V , à ' vériant P
yx
('(y)   '(x))2 = 0,
on associe  ' (dénie à un signe près qu'on peut xer avec un choix de direction sur chaque
106




On appelle  ' la fonction duale de '.
Dans les deux tableaux suivants, on va voir l'analogue entre, d'une part, la correspondance
entre un graphe et son dual, d'autre part, la correspondance twistorielle de Penrose.
Correspondance twistorielle
CP 3 M
Point dans N 5 Rayon de lumière
CP 1  N 5 Point
Surface complexe S  CP 3 SFR
Correspondance entre un graphe et son dual
Graphe dual L( ) graphe  
Sommet arête
Sous-graphe complet Sommet
Fonction duale Fonction holomorphe
On donne dans la gure 4.5 le dual du graphe donné par la gure 4.3.
En conclusion, dans l'esprit de l'idée de Penrose, dont le rayon de lumière est l'objet de base,
on doit considérer le graphe dual L( ) comme plus fondamental encore que  . Si en plus, L
est un graphe muni d'une fonction complexe  , vériant les propriétés nécessaires an qu'elle
détermine une fonction holomorphe ' sur un graphe   qui se déduit de L, on peut espérer
qu'une géométrie locale se déduise à partir de la projection orthographique de Gauss. En




('(y)  '(x))2 = 0 : ainsi un cube de dimension m(x) est déni en x.
On voit alors que la géométrie et le champ sont couplés ; c'est dans cette même perspective
qu'on a étudié le triplet (M3; U(t); g(t)) dans la partie 3.3, où le champ de vecteurs U(t) et














Figure 4.5  Le dual du graphe donné par la gure 4.3
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Annexe A
Formule intégrale pour une classe
d'applications biharmoniques
On s'intéresse à des champs dans l'espace-temps (solutions de certaines équations) et leur
description comme objets dans l'espace twistoriel.
On rappelle dans cette annexe la formule de Whittaker (1903) [29], qui donne une description
twistorielle des solutions de l'équation de Laplace dans R3, an de donner la description
twistorielle des applications biharmoniques non semi-conformes.
La formule de Whittaker donne une expression locale de toute fonction harmonique ' : U 















(1  z2)x1 + i(1 + z2)x2 + 2zx3; z

dz;
où f est une fonction analytique à 2 variables. On remarque que dans la formule de Whittaker,
l'expression (1 z2)x1+i(1+z2)x2+2zx3 correspondant à la représentation de toute fonction
z semi-conforme, dénie sur un ouvert de R3 et à valeurs dans C, dont les bres sont données
par des droites. Plus précisément, z est donnée par l'équation
:x = 0;





1  z2; i(1 + z2); 2z ;
où h est une fonction holomorphe qui ne s'annule pas sur U . Ce qui revient à dire que
toute fonction semi-conforme z, dont les bres sont données par des droites est solution de
l'équation :
(1  z2)x1 + i(1 + z2)x2 + 2zx3 = 2h(z);
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où h est une fonction holomorphe.
On a vu dans la partie 1.2.4 que toute application semi-conforme ' : U  R3 ! C dont les
bres sont des arcs de cercles a une représentation
jxj2 + 2:x+ 2 = 0;
où (z) 2 C3 est holomorphe en z.
Il est alors naturel d'essayer une formule intégrale du type
(A.2) '(x) =
I
 (jxj2 + 2:x+ 2; z)dz
où  (y; z) est une fonction analytique à 2 variables, pour récupérer une classe d'applications
biharmoniques ' : U  R3 ! C non semi-conformes.










@211 :4(xi + i)

















. Donc, en écrivant y = (x+ )2, si 2y@211 +3@1 = 0, alors ' est harmonique,





, ln @1 =  3
2
ln y + a(z)
, @1 = eA(z)y  32
,  = A(z)y  12 +B(z);
où A(z) et B(z) sont deux fonctions méromorphes en z. On obtient la formule suivante pour
représenter une classe d'applications harmoniques :
(A.3) '(x) =
I  
A(z)pjxj2 + 2x: + 2 +B(z)
!
dz;
où  = (1(z); 2(z); 3(z)) est holomorphe en z.
Remarque A.0.1. Il serait intéressant de connaître comment ', donnée par l'équation (A.3)
se déduit de la formule de Whittaker.
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Exemple A.0.1. Soit  = (z; 0; 0), A(z) =
1
z





pjxj2 + 2x: + 2dz:
Alors, pour x 6= 0, la fonction 1
z
p
z2 + 2z:x1 + jxj2
présente un pôle simple en z = 0. Si on










jxj . On constate que la fonction
1
jxj est bien harmonique dans R
3
.
Maintenant, on calcule le bilaplacien. Pour cela, on dérive deux fois le Laplacien par rapport




2(x+ )2 + 80@3111 (x+ )
2 + 60@211 

dz:











où y = (x+ )2.
On pose  =
@2 
@y2







+ 15 = 0:





et la solution générale serait donnée par
(y; z) = (z)y 3=2 + (z)y 5=2;
pour des fonctions méromorphes (z) et (z). Puis on intègre
@2 
@y2
= (z)y 3=2 + (z)y 5=2
pour obtenir la solution générale de A.4
 (y; z) = A(z)y1=2 +B(z)y 1=2 + C(z)y +D(z);
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où A(z); B(z); C(z) et D(z) sont des fonctions méromorphes. On note que, dans le cas où
A(z)  0 et C(z)  0, on obtient les applications harmoniques.
On en déduit qu'on peut caractériser localement une classe de fonctions biharmoniques, en
général non semi-conformes et non-harmoniques, dénies sur un ouvert de R3 à valeurs dans





jxj2 + 2:x+ 2 + C(z)(jxj2 + 2:x+ 2) +D(z)

dz;
où A(z); C(z) et D(z) sont des fonctions méromorphes et où  = (z) est en général méro-
morphe.
Exemple A.0.2. Soit A(z) =
1
z
;  = (0; 0; 0); C(z) = D(z) = 0. Comme dans l'exemple
précédent, on en déduit la fonction biharmonique '(x) = jxj.
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