The sharpness of a pointwise error bound for the Fejér-Hermite interpolation process on sets of positive measure  by Imhof, L. & Nessel, R.J.
Appl. Math. Lett. Vol. 7, No. 3, pp. 57-62, 1994 
Copyright@1994 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
0893-9659(94)E0032-7 
0893-9659/94 $7.00 + 0.00 
The Sharpness of a Pointwise Error 
Bound for the Fej&-Hermite Interpolation 
Process on Sets of Positive Measure 
L. IMHOF AND R. J. NESSEL 
Lehrstuhl A fiir Mathematik, RWTH Aachen, 52056 Aachen, Germany 
(Received November 1993; accepted December 1993) 
Abstract-Based on some important properties of the Chebyshev polynomials, an appropriate 
quantitative resonance principle is applied to establish the sharpness on sets of positive measure 
of a pointwise error bound, given by P. VBrtesi (1971) in connection with the approximation by 
Fejer-Hermite polynomials on Lipschitz classes. 
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1. INTRODUCTION AND RESULTS 
It is the purpose of this note to discuss, on sets of positive measure, the sharpness of a pointwise 
error estimate, given by Vertesi [l] for the approximation by Fejer-Hermite polynomials on Lip- 
schitz classes (see also [2] as well as [3, p. 168ff] and the literature cited there). To this end, let 
C[ - 1, l] be the Banach space of (real-valued) functions, continuous on the compact interval[ - 1, l] 
of the real axis Iw. For f E C[-1, l] and n E N (set of natural numbers), the Fejer-Hermite poly- 
nomial H,(f, Z) E Pz,_ i (set of algebraic polynomials of degree less than or equal to 2n - 1) is 
uniquely determined by the conditions (1 5 j 5 n) 
the Chebyshev knots 
2j - 1 
&“’ := cos -7r 
2n 
for 1 I j < 72, n E W. 
In [l], the following direct estimate was shown: for each f E Lipy, where (0 < y 5 1) 
Lipy := {f E C[-l,l] :w(f,t) = O(P),t + O+}, 
~(f,t) := sup{(f(z+h)-f(z)1 :cqx+h E [-l,l],O I h 5 t}, 
there exists a constant M < 00 such that (X E [-1, l],n E N) 
(1.1) 
Typeset by AM-TEX 
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This pointwise error bound is sharp in the following sense. 
THEOREM 1. For each 0 < y < 1 and 0 < E(< l), there exists a counterexample f^l,E E Lip-y 
such that for almost every point IC E [-1 + E, 1 - E] 
limsupnYIfL(f,,,, Lx)- &(x)1 2 f (1 - 2y2. (1.2) 
7&-+00 
Note that the term l/n in the upper bound (1.1) is still unreflected in the lower bound (1.2). 
Moreover, it would be desirable to have (1.2) almost everywhere on the whole interval [-1,1]. In 
this regard, it may be worthwhile to mention the following partial result. 
THEOREM 2. For each 0 < y < 1, there exists f7 E C[-1, l] f or which (1.2) holds true for almost 
all z E L-1,1]. 
Proofs of these assertions will be given in the next section. The arguments heavily rely on some 
important properties of the Chebyshev polynomials T,(z) := cos(narccosz) (of the first kind) 
as well as on an appropriate quantitative extension of the classical resonance principle, dealing, 
however, with error functionals which depend on arbitrary index sets. 
2. PROOFS 
Let us briefly recall the resonance principle mentioned. For a (real) Banach space X with norm 
11 . ]Jx, let X* denote the set of (real-valued) sublinear, bounded functionals V on X, thus, 
IW + 9)l I IVfl + IVgl, IV(af)I = lal IVfl 
for f,g E X,a E JR and 
II$* := sup { IVfl : ll.fllx 5 l} < CQ. 
Let w be an abstract modulus (of continuity), i.e., w E C[O,oo) with 
0 = w(0) < w(t) 5 w(s + t) < w(s) + w(t) (0 < s, 4, 
which we additionally assume to satisfy tliF+t-‘w(t) = 00 (e.g., w(t) = tY for 0 < y < 1). In 
these terms, one has the following principlz 
RESONANCE PRINCIPLE. 
For arbitrary index sets A, B,, n E N, and ‘Il’,, Q! E A, consider a measure of smoothness 
(U,,, E X* : t E T,, a E A} and a family of error functionals {I&p E X* : fl E B,, n E N} to- 
gether with some function a(t) > 0 for t E T,, (Y E A, and a strictly decreasing nullsequence 
(T~):!~ c R. Suppose there exists a sequence (gn)rzl c X of test elements such that (n E N) 
((Sn((x 5 Cl, (2.1) 
IUt,,g,l I C2 min (t E Ta,Q E 4, (2.2) 
((K,BI(x. _< C3,n, (PEW, (2.3) 
K,,g?I I C4,&5,j7~> (1 I j In- 1, P E lb), (2.4) 
Iv,,pg,i 2 c6,fl > 0, (P E&z). (2.5) 
Then, to each abstract modulus w, there exists a (strictly increasing) subsequence (nk)rCI c N 
and a counterexample fW E X such that 
1imSUp ‘K’afw’ 2 Cs 4 
Tt-M 47,) ’ 
for all p E lif s:pB,, := fi 6 R&j. 
-+ 
k=l j=k 
(2.6) 
(2.7) 
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For a proof via a gliding hump method, see [4] ( see also [5, 3, p. 134ff], particularly in connection 
with the condensation of singularities on a limes superior of (arbitrary) index sets). Indeed, it 
follows that conditions (2.1), (2.2) imply (2.6), w h ereas (2.7) is a consequence of (2.1) and (2.3)- 
(2.5). 
In connection with Theorem 1 and 2, in order to ensure that a limes superior of sets is in fact 
a set of full measure, we rely on some important properties of the Chebyshev polynomials Tn. 
To this end, let the measure p be given by 
p(A) := s Wx) A dm’ for A E [-1, l] n t3: 
where X denotes the Lebesgue measure and [-1, l] n 13 is the collection of all Bore1 subsets 
of [-l,l]. Then, each polynomial T,,n 2 1 is p-measure preserving in the sense that 
(cf. 6, p. 2051) 
p (T$(A)) = p(A), for each A E [-1, l] n B. 
Moreover, the sequence (T,) is strongly mixing, thus (cf. [6, p. 2051) 
,llmp (T;‘(A) n B) = bp(A)p(% for all A, B E [-I, I] n B. (2.8) 
From these properties, it easily follows (cf. [4]) that for every subsequence (7~1~) c N and 
A E [-1, l] n B with X(A) > 0, one has 
A([-1, l] \ limsupTikl(A)) = 0, 
k-+cc 
(2.9) 
i.e., limsupTckl(A) is a set of full measure (in [-1, 11). Indeed, since for each B E [-1, l] n B, 
the cokni%on X(B) > 0 necessarily implies p(B) > 0, it is sufficient to show that 
p([-1, l] \ limsupTikl(A)) = 0, 
k+cX 
which in turn, because of 
L-L11 \ lip2zpT;k1(A) = fi i-1,1] \ fi T,7l(A) , 
k=l J=k 
would be a consequence of 
L-l,11 \ fi T,i’(A) 
j=k 
for each k E N. 
But the latter assertion in fact holds true, since p(A) > 0 and since for i 2 k 
T;‘(A) n [-1, l] \ 6 T;‘(A) = 0, 
J=k 
thus, in view of (2.8) for every k E N 
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PROOF OF THEOREM 1. To proceed via the resonance principle, given 0 < 7,s < 1, consider 
x = C[-l,l], with I]f]]c := max{]f(U)] : u E [-1, l]}, 
A = [-1, l), ‘IT, = (0,l - a], for cr E A, 
B,=[-l+E,l-&]nT;l 
1 ([ I) 2,1’ for n E N, 
a(t) = t, 
1 
7, = -, w(t) = t7, 
u,,,.f = ]f(cr + t) - f(o)], nK,pf = I&(f,P) - f(P)17 
gn(u) = T,(u) (1 - U2)y’2 h(u), 
where h(u) = h,(u) denotes a function, arbitrarily often differentiable on [-1, l] with the prop- 
erties 0 5 h(u) 5 1 for u E [-l,l] and 
Obviously, gn E C[-1, l] with ](gn(lC 5 1, thus (2.1) with Cr = 1. Moreover, 
]gk(u)] 5 IT;(u) (1 - uz)7’2 h(u)] + ]T,(u)yu (1 - u2)-1+y’2 h(u)] + ]G(U) (1 - u2)7’2 h’(u)] 
=: AI(U) + A2(u) + Am, 
say. Since h vanishes outside I, := [-1 + ~/2,1 -s/2], the test elements gn are in fact arbitrarily 
often differentiable on [-l,l], and one has that for u E [-1, l] 
A2(u) 5 ,“,“p (1 - y2)-1+Y’2 =: M2,o A3(74) 5 Ilh’llc. 
E 
Therefore, with some constant M = M, := Ml,, + MQ + Ilh’llc, 
llg~l1, 5 Mn, for all n E W. (2.10) 
Obviously, U,,, E (C[-l,l]) * is well-defined for each t E ‘If,, a E A, and in view of (2.10) 
1 
2 llgnllc I 2 
i&dl, I fort E T,, cr E A, n E N, 
t1]g6]1c 5 Mm 
thus, (2.2) with Cs = max(2, M}. Furthermore, V&p E (C[-l,l])* for every p E [-1, I], n E N 
as well, and since the Fejer-Hermite process is positive and linear, (2.3) follows with 
Ilv,,pllc* 5 ‘2 = C3,nr for all /3 E [-l,l], n E N. 
Concerning condition (2.4), a Taylor expansion of gi at ,B delivers 
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Because of the well-known representation 
&(f.‘)=$$i(Cl~)) (~)2(l-@$. 
3 
it immediately follows that for ,0 E [-I, l] 
H,((u-P)~,P) = -$,(,,2&1 -@P) I f> 
j=l 
(2.11) 
Therefore, (2.4) holds true with CQ = 1, Cs,j = 2 ]1gi1/, + ]lgy]lc. Finally, since H,g, = 0 
because of gn $“’ = 
( > 
by definition, on: has 
0 for 1 5 j 5 n (cf. (2.11)) an since ]Tn(p)[ 2 l/2, h(P) = 1 for p E If& d 
K,psn = ISnWI = Ip(P) (1 - D2y2 WI1 2 f (1 - 02p2 > 
thus, (2.5) with Cs,p = 2-l (1 - p2)r’2 > 0. Hence, the resonance principle may be applied to 
establish the existence of a counterexample fY,E E C[-1, l] and of a subsequence (nk) c N such 
that 
IfY,E(o + t) - f-,,da)I 5 6max{2,WY 
for all Q E [-1, l), t E (0,l - cy], thus fY,E E Lip y, and 
limsup~YI&(.fT,E,P) - fY,E(P)I L i (1 - 0’)“’ 
n-+m 
for all p E limsupB,,. Since by (2.9) for A = [l/2, l] 
[-l+&,l-s]\limsupB,, 
k-cc 
[-l+~,l-~E]\limsupT;~l 
k-cc 
=O, 
this establishes Theorem 1 completely 
PROOF OF THEOREM 2. 
I 
Essentially we proceed as for Theorem 1, but through a nullsequence E,, n E N. Then, with 
&=[-l+En,l-&JnT;l & , 
([ ? I) 
&l(u) = Tn(u) (1 - u2p2 k”(U), 
one may establish (2.1), (2.3), (2.4) as well as (2.5) for p E %,! whereas the proof of (2.2) fails 
since Me, # 0( 1) (essentially due to Ml,,). Nevertheless, the resonance principle may be applied 
to show the existence of an element f, E C[-1, l] and a subsequence (nk) C N satisfying (2.7), 
thus, 
li;yzpna IHn(fr,P) - f,(P)1 L 5 (I- P2)‘la 
for all fl E limsup@,,. Let p E (-1,l) n li,ms;pT,;: ([l/2,1]) b e arbitrary. Then there exists 
k-w 
jo = j&3) E N such that P E [-1 + E,, , 1 - E:,] for every j > je, and therefore, 
1+ +,, 1 - GL,,] n T<’ I)) 
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In view of (2.9), this implies 
(-1,l) \ limsupB,, 
-1 ( 
<A (-l,l)\limsupT,-,l 
k-+cc k+cc 
=O, 
which completes the proof of Theorem 2. I 
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