ABSTRACT. The system of Weierstrass polynomials, defined originally for ideals in convergent power series rings, together with its sequence of degrees allows us to analyze a homogeneous ideal directly. Making use of it, we study local cohomology modules, syzygies, and then graded Buchsbaum rings. Our results give a formula which to some extent clarifies the connection among the matrices appearing in the free resolution starting from a system of Weierstrass polynomials, a rough classification of graded Buchsbaum rings in the general case and a complete classification of graded Buchsbaum integral domains of codimension two.
INTRODUCTION
In recent years computer scientists have been developing a constructive method of dealing with ideals in polynomial rings, among other things, the algorithm for finding a Grobner basis of a given ideal and its syzygies (see [MM] for example). But so far, there seems to be few applications of their theory to the structural study of ideals as compared with the case of its counterpart, the generalized Weierstrass preparation theorem for ideals in formal and convergent power series rings originated by H. Grauert and H. Hironaka (cf. [Gr] , [Ga] , [H] , [HU] ).
Irrespective of such movement in the algorithmic study of Grobner bases, the present author began to use the system of Weierstrass polynomials (Grobner basis with respect to generic coordinates satisfying some additional conditions) as the main tool for analyzing the homogeneous ideal defining a curve in p3 and obtained a lot of geometric and ring theoretic results (cf. numerical character, which is in fact the same thing as the sequence of the degrees of Weierstrass polynomials of the ideal defining the generic hyperplane section of a curve (see (1.7)).
In view of these facts we will generalize and refine most of the results in [AI] , [A2, § § 1, 2] to give a perspective of such direct and constructive approach to the study of homogeneous ideals as mentioned above, and then illustrate how this method can be applied in higher dimensional and codimensional cases, taking graded Buchsbaum rings by way of example.
The first section is a preliminary part. After reviewing the generalized Weierstrass preparation theorem, we define a numerical invariant of a homogeneous ideal I in a polynomial ring R, the basic sequence of I. This is the sequence of the degrees of Weierstrass polynomials of I lined up by a definite rule (see (1.5), [A2, §1] ). In §2, the relation between basic sequences and local cohomology modules is described briefly.
§ §3 and 4 are devoted to a detailed study of the free resolutions starting from systems of Weierstrass polynomials. Unlike the algorithm usually discussed by computer scientists, our method is based on a direct sum decomposition of an R-module E of the form
as a k-vector space (cf. Notation), so that we do not have to care about the ordering on monomials any more at this stage (see (3.3), [AI, Theorem 1.6]). Moreover successive application of our algorithm determines a free resolution for a module E uniquely by the expression (*), which we will call the standard free resolution and denote by '1'.: L. --t E (see (3.3), (3.4)). In the case E = I (cf. (1.1.1)), though the standard free resolution '1'.: L. --t I starting from a system of Weierstrass polynomials is not necessarily minimal, it has some good properties. Its length is exactly the one determined by Auslander-Buchsbaum's theorem; a large part of the components of 'I'P+I can be obtained by rearranging those of 'I'p for p :::: 1 ; if p :::: (r -c -1)/2 or 1 ~ P < (r -c -1)/2 and 'I'p satisfies a special condition, then 'I'P+I can be obtained by rearranging the components of 'I'p, where r = dim(R),c = depthm(R/l) (see (3.5), (3.11)). These properties are immediate consequences of our algorithm, but the proof of them other than the first requires hard computations. The readers may proceed from (3.4) directly to section five unless interested in (3.5), (3.11) or the proof of(7.1).
Combining the results obtained in the first half with S.Goto's structure theorem for maximal Buchsbaum modules over regular local rings (cf. (5.1), [Go 1], [G02, (3.1)]), in the last three sections we study graded Buchsbaum rings with emphasis on characterization of the basic sequences of the ideals defining them. Our results are mostly generalizations of those proved before in [A2, § §3, 4], [AS, §2] (see (5.4)-(5.7), (5.12), (6.7), (7.4), (7.5)). It should be noted that (5.4), (6.7) give a rough classification of graded Buchsbaum rings in terms of their basic sequences for all dimensions and codimensions. For the case of codimension two or dimension two (curves), there are other treatments in M. Chang's recent work [C] Notation. (i) The ground field k is an infinite field of arbitrary characteristic unless otherwise specified.
(ii) Let z I " ' " Zu be indeterminates over a commutative ring K. We put zU) = (zi+1 , ... , zJ, K[zU)] = K [Zi+1 , ... , zul, where K[z(u) ] = K. Also under this condition we denote by MAT(zU)) the set of matrices with components in K[z(i) ].
(iii) For a matrix Y = (VI"'" v q ) in a ring K with columns VI"'" Vq
and a subring K of K, we define 1m (Y) = {2:/=1 a/v/la/ E K ,1 ~ I ~ q}.
(iv) The symbol E9 will be used in the following two senses: (1) E' E9 E" = {(e' ,e")le' E E' ,e" E E"}, (2) E' c E, E" c E, E' n E" = 0, E' E9 E" = {e' + e"ie' E E' ,e" E E"} c E. The context will make it clear which it means.
(v) D",,+t and the symbol E9 is used in the first sense.
(vi) Let C = EBt>o C t be a graded ring generated over k = Co by C I ' C its irrelevant maximal ideal and D a graded C-module. We put dimk(D)t =
dimk(D t ) , h; (D)t = dimk(H! (D))t' h; (D) = 2:t h; (D)t'
The length of D and the multiplicity of c with respect to D will be denoted by Ic(D) and deg (D) respectively . ( ix) Zo = {t It E Z, t ;:::: O} .
SYSTEMS OF WEIERSTRASS POLYNOMIALS
Let us begin by reviewing the generalized Weierstrass preparation theorem in the case of homogeneous ideals (cf. [Gr] , [Ga] , [H] , [HU] ). We will use the linear order ~ on Z ~ (r ;:::: 1) which is defined as follows (cf. [Gr, p. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Let R be a polynomial ring over k generated by r indeterminates y, ' ... , y y and m its maximal ideal (Y" ... ,Yy)R. We call an element of R, := 2:;=, kY i a linear form of R. The vector space Rr t will be regarded as an rt-dimensional affine space in a natural way for t ~ 1. Let x = (x, ' ... ,Xy) be an r-tuple of linear forms of R such that R = k [x, , ... , Xy] . Given a nonzero homogeneous polynomial f = 2: lvl =n avxv (n = deg(f) in R, we denote by in(x; f) the monomial aJlxJl occurring in f, whose multiexponent f1 is the minimum of {vla v =I O} with respect to the order -< . Furthermore for a homogeneous ideal I in R we define in(x;I) to be the ideal in R generated by {in(x; f) If E 1\ {O}}.
Although the arguments in [RU] , [U] 
That is in(x;I) is Borelfixed (cf [BS, (2.6)]).
Proof. The readers can find the proof for the case I is an ideal in a convergent power series ring over C in [Gr, §2] 
we put c = max (O,c -p) . Then the set {f/ (x I , ... ,x,_p,O , ... ,0) 
is the system of generators of the homogeneous ideal (2), (3) Proof. (I) Write each monomial of R in the form axIl XV with a E k, Il = (1l1' ... , llp'O, ... , O), v = (O, ... , O, vp+I'.'.'v, ) (x; I ,p) if and only if x)l E N(x; I ,p) or a = 0 by the definition and (2) of (l.l). Hence the monomials of N(x;I ,p) 
(2) Put A = Rj I, c' = depth m (A). We may assume with no loss of generality that X,_c'+I' .. ' ,x, is an A-regular sequence. Notice first that by (3) of (1.1) and (2) of (1.2) the natural map e p : N(
Since e c is an isomorphism, we have c ~ c' by ( I). On the other hand, since x,_c'_l' ... ' x, is A-regular, we find Tor~[r-C')(k, A) = 0, Ker(e c ') ®k [x(,-c') ) k = 0 and therefore
Ker(e c ') = O. In other words In N(x ; I , r -c' ) = O. If c < c' , then .r;-c would be an element of In N(x; I , r-c' ) different from zero by (1), (2), (3) of (1.1), which is a contradiction. Hence c = c' .
Let I be a nontrivial homogeneous ideal in R. With the notation of the above theorem the direct sum decomposition ( 1.1.1 ) applied to I + (2) of (1.2)). This formula determines the sequences n 1 , ••• , n r -c uniquely one by one along with c, m; (I ~ i ~ r -c). These numerical data therefore depend only on the ideal itself and can be viewed as an invariant for /.
Definition (1.5). For a nontrivial homogeneous ideal/in R, let n; = (n~ , ... , n~) (I ~ i ~ r -c) be the nondecreasing sequences of integers stated in (1.1). 
1=1 where m r -d + 1 is understood to be zero in the case d = c.
(2) n; ~ n;+1 for 1 ~ i ~ r -c -I. Proof. (I) Put A = R//. Applying (1.4) with p = 0, we get
for t > > O. Denote the right-hand side of this equality by P(t) .
Clearly m 1 = 1. For each j (2 ~ j ~ r -d), it follows from the above observation that
1=1 1=1
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use for all integers t. We find therefore by putting t = -1 that
This proves the first formula. To show the second, substitute -1 for t in the identity !!,.d P(t) = deg(A) .
(2) Let U;i 11 ~ i ~ r -c , 1 ~ I ~ mJ be the system of generators of I having the properties described in (1.1) with respect to a generic x = (XI'···' x r ) . W .
. (2) and (4) 
BASIC SEQUENCES AND LOCAL COHOMOLOGY
The basic sequence of a homogeneous ideal provides a lot of information on the local cohomology modules of the factor ring associated with it. The purpose of this section is to give a brief description of this fact. We fix a nontrivial 
Proof. Let the notation be as in (1.1). We have n; = deg(f/) for all i, I. There are distinct monomials g; E k[x i , •• • ,x,_tl and positive integers P, (1 ~ 1 ~ m,) such that in(x; J;) = g;x~1 by (2) of (1.1). Furthermore by the definition of the order -< there is a homogeneous polynomial g, E R such that 
Suppose f + g + h = 0 with fE/, g E C, hE D. Then gx; E C n / = 0 for t large enough, so that g = 0 and it follows from the equalities f = -h, in(x; I) 
It is now easy to prove our lemma. Let H denote the graded k[x,1-module EB;:::I (k[x,1/(x~'))( -n; +P,). We associate with each (g, hi' ... ' h,) The short exact sequences
give rise to a long exact sequence Corollary (2.3). We have the following formulae:
H~(A)( = 0 for all j, t such that c:
In,_)
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Proof.
(1) The basic sequence of the ideal n\'5,i'5,r-p It is enough to consider the case j > O. By hypothesis we have j -1 = c or -
It follows therefore from the induction hypothesis that H~-\A/xrA)t+1 i= O. Obviously H~(A)I_i=O for all j2::0,t2::to by (2) of (2.3). Let j(cSj<r) be the integer such that n~;;'~J = to and n~~~~, < to for all j' (c S j' < j) . 
]). Suppose c? 1 and let Z denote Proj(A). Then
Z has maximal rank if and only if c ? 2 or c = 1 and n: ~ n;-I ~ n:
Proof. Note that HO(..Yz,(t)) = It' HI(..Yz,(t))
~ H~(A)t for all t ? -1. If c = depthm(A) ? 2, then H~(A) = 0 and we are done. If c = 1, it follows from (2), (3) of (2.3) that max{tlhl(..Yz,(t)) t-O} = n~~~1 -2. Since n: = min{tlho(..Yz,(t)) t-O}, we get the assertion.
STANDARD FREE RESOLUTIONS
Following the fundamental principle described in [AI, Theorem 1.6], one can construct systematically a free resolution of a homogeneous ideal which starts from a system of Weierstrass polynomials. We will analyze the connection between the matrices giving the pth and the (p + 1 )th modules of syzygies (p ? 1) obtained by this method in a more general setting.
Let E be an R-module which has an expression of the form
with respect to some 
be letters and set
For a sequence a = (a l , ... ,a p ) of integers with 1
we denote the element X A··· A X of I\P V simply by X . The dual bases
associated naturally with the bases {XJ, {Y/} will be denoted by {X;}, {Y/*} respectively as usual. Put
for a triple p, q, q' satisfying 0 ~ p ~ q' -q. The free R-module which actually corresponds to the generators of the pth module of syzygies of E constructed by our method is
for convenience sake. From now on the similar expressions will be used, if there is no fear of confusion. To describe our results clearly we have to distinguish many kinds of subsets of Lp from one another. Put
In the following argument we will write an 
where a. = (P 2 "'" Pp) = 0 and 0. 1 = i when p = 1. Then the restriction of ~p to L~em is injective and we have
The proof given there works well in our case also, because the number of the terms occurring in a polynomial is finite.
Let us go on to the free resolution of E we are interested in. First we define 
Then apparently this map fulfills the hypothesis of (3.2) and
by [AI, Theorem 1.6]. The same procedure can be carried on successively with the help of the following lemma, until we get the (s -1 )th module of syzygies of E.
Lemma (3.3).
In the situation of (3.2). suppose furthermore that 1 ~ p ~ s -2 and that ~p(L~em) is an R-module. Then for every (P ,j) .
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Moreover the R-linear map
Proof. By hypothesis, the set <l>p(L;em) is an R-module admitting an expression
which is of the same kind as (3.1). We can therefore apply [AI, Theorem 1.6].
Let \}Io' \}II be as above, and let \}Ip: Lp --+ L p _ I (2:::; P :::; s -1) be the R-linear maps which are determined by repeated application of (3.2) to \}Ip(1 :::; p :::; s -2) inductively on p. Since L:~~ = L s _ I is a free R-module, these maps give a free resolution for E of length s -1 :
Observe that this resolution is not necessarily minimal but is determined uniquely by the expression (3.1).
Definition (3.4). We call the free resolution of E computed by the algorithm we have described so far the standard free resolution of E starting from {e; 11 :::; i:::;s,l :::;/:::;m i }.
The rest of this section is devoted to a detailed description of some general properties of standard free resolutions. For an arbitrary increasing sequence 
for <l>p EHomR(Lp,Lp_ I )' where the <I>~:~{l}'saretheblocksin cI>p' Lemma (3.7). Let the notation and the assumption be as in (3.5) and.fix t
and the conclusion of (3.5) holds for p = t, then 
Proof. Let us consider first the case where 2 ~ t ~ s -2 and the conclusion of (3.5) holds for p = t. Since the blocks in the linear maps 'I'll (1 ~ t' ~ t) fulfill (3.2.1), it follows from the hypothesis that for all (y,u)Ee (t-l;l,s), (l5,v) 
1=1 (y,U)Ee(t-I;p,+1 ,s)
The properties (3.7.1), (3.7.3) are therefore equivalent to (3.7.1)'
First of all we find by (3.7.4) and (3.7.5) that 'P;,'~p"y) E MAT(x(a l -1)), 'P~:
When the condition (3.7.2) holds additionally, for all (I, Y, u) E T3 the blocks satisfy
in this case. Observe that with w := max{l11 S: I S: t + 1, PI < a l } U {O} and that 
Case (2). Suppose TI n T2 =f. 0. Then i = j and 0: is a subsequence of P{l} for some I (1 ~ I ~ t + 1) such that PI < 0: 1 , This is possible only when TI c T2 and 0: = P {l , n} with some n (2 ~ n ~ t + I). In this case
by (3.7.5) and (3.7.6), where
Since p{l,n} is not a subsequence of P{l} and 0: 1 = P{1 ,nh ~ PI for I =f. I, n, the matrix =:' lies in MAT(x(O:I -1)) by (3.2.1) and (3.7.4). On the other hand, since 0: 1 < i, it is clear that =: -=:' E MAT(x(O:I -1)) by (3.2.1). Hence =: E MAT(x(O:I -I)).
Thus for each (0:, i) E e(t -1; 1 ,s) the matrix =:~'~p satisfies (3.7.1)' , and if moreover the condition (3.7.2) is fulfilled, it also satisfies the stronger (3.7.3)'. 
and the properties (3.7.1), (3.7.3) are equivalent to (3.7.1)"
for all i (1 :s i :s s) respectively. In this case, the matrix corresponding to S3 defined in the course of the above proof coincides with the sum of all the terms occurring in s~j such that u =1= i , j. We denote this matrix by the same symbol
_3
. h .=.. ow app y t e same reasomng as a ove to.=. an .=.:= '='p' -.=. WIt the use of (3.2.1) and (3.5.1). As for S, it may be easier to understand if we verify the desired result directly separating the four cases (1) i:S PI < P 2 < j , (('1',) , where in the case t = 1 the condition (3.8.2) should be understood with y = 0, Yl = u, c5 2 = V .
Proof. Let (P ,j) be an element of e(t + 1; 1 ,s) and I (1 :s I :s m) an integer. If P(+1 < S -t, there is a unique 0;,/ E L~:~+, such that
by (3.7.1) and (3.2), while if P(+1 ;:::: S -t, the condition (3.8.4) holds with o~,/ = 0 by (3.7.3). Since '1"-1 0 '1', = 0 and 'I"_IIL;~ml is injective by (3.2), this ()~,/ must be zero. On the other hand, it follows from (3.7.4), (3.7.5) and (3.6.1) that the map 'p('I't) satisfies (3.2.1), in particular (3.8.5)
The relation ()'J,l -0 is therefore the one obtained by our algorithm (see (3.3.1)). Set
with the ()~,/'s determined as above. Then 'PHI = 't('P t ) -8 HI by the construction of 'PI+I and the blocks in 8 t + 1 satisfy 8~':p = 0 if 1 ~ a l ~ PHI or PI+I 2: s -t. This proves (3.8.1). In the case where (3.8.2) is fulfilled, the condition (3.7.2) holds automatically, therefore ()p,/ = 0 for all (P, j) ,I by (3.7.3), that is 8 t + 1 = 0 and 'PHI = 't('P t ). (3.5) . Fix an integer t (1 ~ t ~ s -2) and assume that the blocks in 'PI satisfy (3.5.1). Assume moreover that t= 1 or that 2~t~s-2 and the conclusion of (3.5) is true for p = t. Under this condition we will prove that the formula in (3.5) holds for all (a, i) E e(t; 1 ,s), (P, j) E e(t + 1; 1 ,s) .
Proof of Theorem
Since our assertion is trivial for all pairs (a, i) , (P ,j) satisfying '1( a; P) = 0, we have only to consider the case '1(a; P) "10. Let (a, i) E e(t; 1 ,s), (P, j) E e(t+l;l,s) and suppose a l ~Pt+I' Put q=max{111 ~1~t,a/~pl+l}' To begin with, it follows from (3.8.1), (3.6.1), (3.6.2) that Since 'P;'{l} ,P{/} = 'P;'\ltl ,P\ltl if a, = PI ' this formula is nothing but what we want when t = 1. Suppose 2 ~ t ~ s -2. If '1(a; P) = (a l , ... , a q ) is a subsequence of p, then '1(a\a,; p\a,) = (a 2 , ... , a q ) is a subsequence of p\a, and (a\a, )\'1(a\a,; p\a,) = a\'1(a; P), (p\a, )\'1(a\a,; p\a,) = p\'1(a; P), where (a 2 , ... , a q ) = 0 for q = 1. In this case, we find therefore by (3.9) and our assumption that We have thus proved that if t = 1 or 2 ~ t ~ s -2 and the conclusion of (3.5)
holds for p = t , then it also holds for p = t + 1 . This completes the proof of (3.5).
Remark (3.10). In the case E is a homogeneous ideal in R, its standard free resolution starting from a basis which has the properties described in (1.1) always satisfies the condition (3.5.1). The proof will be given in the next section (cf. [AI, Remark 2.2]).
Corollary (3.11) . Let the notation and the assumption be as in (3.5).
(1) For all p (1 ~ P ~ s -2), we have (5) If 'P,or,('P,) =O,then 'Pp+l=rp('Pp) for all p (l~p~s-2).
(1) Clear by (3.5) and (3.8.1), since rp('Pp)::~p = 0 if a l 2: Pp+ 1 + 1 and P p + 1 < S -P .
(2) An immediate consequence of (3.5). Thus our assertion follows from (3.5) and (3.8) by induction.
(5) Since Tp('¥I) satisfies (3.8.5) for all (P ,j) E e(2; 1 ,s), it follows from the hypothesis and the construction of '1'2 that '1'2 = T I ('1'1)' The blocks in '1'2 therefore satisfy (3.8.2) with t = 2 by (3.6.1), (3.6.2), hence '¥P+I = Tp ('¥p) forallp (l~p~s-2) by (4). ('¥p) for all p (1 ~ P ~ r -1) by (4) of (3.11). The standard free resolution of k starting from {I} therefore coincides with the usual minimal free resolution of k over R given by the Koszul complex of R with respect to XI"'" x, .
(2) Let E be a nontrivial monomial ideal in 
where ° ~ c < r,m i ;::: 1 (1 ~ i ~ r-c). Then for every triple pl,j,1
we find e/x P1 = e;,x ll for some i , ... , 0, llmaxU, PI+I) , ... ,llj,0 , ... ,0) E Z~, so that the blocks in '1'1 fulfill the conditions (3.5.1) and (3.8.2). Hence (4) We close this section with a lemma which enables us to get considerable information on Ext~-I (E , R) from the standard free resolution.
Lemma (3.13). Notation and assumption being as in (3.5), we have I k[x(S-p-ll](I'¥S,s I'Y'S I,¥S,S I'¥S-I,s) m s-p' s-p+I'"'' s-I' s-I { P-I } = ffi Imk [X(S-p+I-2 l ](lo/,s ) EB Imk [x(s-2)] (I,¥S ,s I'¥S-I,s) W s-p+I-1 s-I'
s-I
1=1
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by [AI, Proposition 1.2] (cf. Notation). Put y" = I(I,¥S,S _I,¥S,S (_I)P-II'¥s,s (_I)P-It\IlS-I,s) p s-p' s-p+I"'"
as k-vector spaces and the map qtp is a homomorphism of graded modules of degree zero for all p. Moreover the length of qt.: L. ---> I is exactly the one determined by Auslander-Buchsbaum's theorem, though this resolution is not necessarily minimal in general. When r -c ~ 2, the blocks in qt I satisfy the condition (3.5.1) in a strengthened form, which we will prove below. To begin with, let us recall the 
Rand N the linear subspace of R spanned over k by all the monomials not contained in J . Then the natural inclusions J ~ Rand N ~ R yield an isomorphism 0"1: J EB N ---> R. We define a map 0"2: J EB N ---> R by
u, (pn(x; g:)h; ,h') ~ 'f, g: h; + h'
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Proof. Let PI' j, / be a triple satisfying 1 ~ PI < j ~ u, 1 ~ / ~ v j • We will prove first that
Denote the left-hand side of this inclusion relation by l' and the right-hand side by 1". Let A, K ,a 2 = a l 0 a be the maps defined in (4.3). Given an
, each term occurring in {in(x;g:,) -g:,}x ll belongs to either N or l' by (4.4.1), therefore A maps l' into itself. Consequently l' = a l 0 
Proposition (4.5). Let the notation be as in the beginning of this section and let 'P~"j (l::;i::;r-c,(p l ,j)Ee(I;I,r-c)) be the blocks in 'PI' Then
( 1 ) 'P~': = 0 for 1 ::; i < PI ' (2) 'P~"j E xU -I)MAT(x(max(i -1, PI))) for PI ::; i < j.
(1) For each triple PI ' j , I (1::; PI < j ::; r -c, 1 ::; I ::; mJ ' it follows from (1), (2), (3) 
Proof. The first isomorphism is nothing but the local duality. The second follows from (2) of (3.11), (3.13) and the direct sum over k[x(r -c -1)] follows from (2) of (4.5).
GRADED BUCHSBAUM RINGS
We will extract from the results of the preceding sections some consequences which characterize the basic sequences of homogeneous ideals defining graded Buchsbaum rings (cf. [SV, Chapter I, Definitions 1.5, 3.1]). In the argument below a crucial role will be played by the structure theorem for maximal Buchsbaum modules over regular local rings due to S. Goto. In the graded case it reads as follows. In addition to this theorem we need the following 
and M is a Buchsbaum S-module if and only if so is E.
Proof. The isomorphisms of cohomology modules are easy to verify. Since we have a commutative diagram 
by (2) of (1.2), the S-module RI J is finitely generated and free by (3) of (1.1) and (1) of (1.3). Moreover A is a Buchsbaum S-module by hypothesis.
It follows therefore from (5.2) that I I J is a Buchsbaum S-module such that 
H~(A) ~ H!(A)
while the formula (1.1.1) implies
With the use of these expressions for 1/ J, dim k (1/ J)t can be computed in two ways and by (1) we find
for all t E Z. Hence n rankR(Fp) = Lj::: (1) 
which implies our assertion.
Corollary (5.6). Suppose A is Buchsbaum. Then
Proof. An immediate consequence of (2) of (5.4). Recall that m l = 1, m 2 = n: = min{tllt i-O} (see (1) of (1.6) and of (1.7)). 
Corollary
where Y"z denotes the ideal sheaJ oj Z .
Proof. If c = 1, then n r -I = Wi + 2 up to permutation by (5.4), where w is a sequence of integers such that Ee t HI (Y"z (t)) ~ k( -w I). We therefore get the inequality by (2.8).
Remark ( (2) of (S.6) (cf. (7.1), (7.2». Note that our generalization above includes the case c = 0 also.
(2) We will show in the next section that the lower bound estimate for the minimal degree of the generators of I described in (2) of (S.6) is sharp. This estimate, however, does not hold when r -d ~ 3, as seen by the following example. Put c = 1, d = 2, r = S and let I be the ideal in R generated b 
Proof. The hypothesis implies that z,H~(M) = 0 for all generic z, and j (0 ~ j < v) by (5.10), therefore mH~(M) = 0 for all j (0 ~ j < v), in particular M is a Buchsbaum R-module if v = 1. Suppose that v ~ 2 and that the assertion is true for modules of smaller dimensions. Let g be a homogeneous polynomial of positive degree and (z, , ... , zv) an arbitrary element of U M such that z, , ... , zv_' ' g is a system of parameters for M.
Since zvH~(M") = 0 for all generic Zv by hypothesis and (5.10), Mil is a Buchsbaum R-module. Moreover it follows from the latter half of (5.9) that
We find therefore with the use of elementary properties of multiplicity that
Hence by the induction hypothesis M' is a Buchsbaum R-module. Now let g, ' ... , go be an arbitrary homogeneous system of parameters for M. As we have just seen M / g, M is a Buchsbaum R-module and 0: M g, = 0 : Mm. The sequence g, , ... , go is therefore a weak M-sequence, hence M is Buchsbaum by [SV, Chapter I, Theorem 3.7] .
Theorem (5.12). We have
Moreover the following three conditions are equivalent:
( 1 ) A is a Buchsbaum ring, (2) equality holds in (5.12.1) for all p (c~p<d),
where we understand m r _ d +, = 0 when c = d. Proof. Since the case c = d is trivial, we will assume 0 ~ c < d. It follows from (2) of (1.2) and (2.1) that m r _ p ~ h~(A(p») for c ~ p < d, which together with (5.9) yields (5.12.1). To prove the equivalence of (1), (2), (3), note first that
In fact 
AN EXISTENCE THEOREM
Let c, d, r be nonnegative integers satisfying c ::
We denote by fBB (c, d ,r) the set of sequences of integers larger than one, of the
10rm n I:::;i:::;r-c = n ; ... ; n ; ... ; n WIt non ecreasmg sequences n = (n: , ... , n~) (m i ~ 1 , 1 ::; i ::; r -c) , which fulfill the following conditions. 
1 ::; I ::; m 2 = n. Apply (6.4) and (6.6).
Remark (6.9).
(1) We gave a proof of (6.7) for the case c= 1, d=2, r=4 by another method in [A2, Lemma 4.2] . In this case we know more. According to [BM3, §4] every element of .!BB (1 , 2 , 4) is realized by the ideal defining a configuration of lines in p3 which is arithmetically Buchsbaum. 
GRADED BUCHSBAUM INTEGRAL DOMAINS OF CO DIMENSION TWO
We will give a characterization of the elements of .!BB (C, d, r) corresponding to graded Buchsbaum integral domains in the case
Let (n\<i<r-c be an element of .!BB (C, r -2, r) . Then m l = 1, m 2 = n: ::; n; ::; -n; ::; ... ::; n;n2 and there are nondecreasing sequences w = (wl, ... ,w,,), wj=(w{, ... ,w:') (c::;j<r-2) 
We will look carefully into the standard free resolution '¥.: L. -+ I of I starting from this basis. With the notation of section three put
2 .
Claim (7.1.2). '¥ p/ and the upper v rows of '¥ p;} are zero for all PI ' J (2 5:.
PI <J5:.r-c).
Claim (7.1.3). The maps '¥plLp (0 S P 5:. r -c -2) yield the minimal free resolution of EB~:; Syz~+1 (k)( -wi) over S given by Koszul complexes.
The first claim follows immediately from (7.1.1), and so does the second since the standard free resolution of Syz~+1 (k) coincides with 8e+i+l: Ke+i+1 (S) -+ Syz~+I(k) by (3.12).
On the other hand since gil -in(x; g;) and gj's (i ~ 2) all lie in N, we find '¥:'} E MAT(x(I)) for 1 < j ~ r-c. The map '¥I therefore satisfies (3.5.1).
Set
\TI' Since 'IL'EllC" is an isomorphism and L~, CoIC~' are free, there are maps
de nmg XI by TO 0 .. and
®sR by (7.1.1) and the definition of Proof. Set A = RI I, B(I) = (n,i)l<i<r_C" The exact sequence which is assumed to exist allows us to compute the degree of the Hilbert polynomial of A. As a result we find dim(A) = r -2. On the other hand, it follows from the proof of (5.2) that the canonical map Ext~(k, A) -+ H~ (A) is surjective for all j (0::; j < r -2) and that H~(A) ~ 0 for 0::; j < c, H~(A) ~ k( -wi) for c S j < r -2. Therefore A is Buchsbaum and moreover c' = c, n'i = ni for ( 1 ) If there exists a homogeneous prime ideal I belonging to ~ (c , r -2 , r) such that B(J) = (n\~i~r-C' then one of the following conditions holds.
(7.4.1) (7.4.2) (7.4.3) r ~ 4, c = r -2 and the sequence n 2 = w is connected,
WI S u min ' u max -1 S Wv and the sequence w is connected.
(2) In the case char(k) = 0, these conditions are also sufficient for the existence of a prime ideal I E ~(c, r -2, r) with B(I) = (n\~i~r-C. Proof. It is enough to consider the problem of finding the conditions for the existence of integral arithmetically Buchsbaum sub schemes of codimension two in pr-I in terms of the basic sequences of their defining ideals under the assumption r ~ 4, 0 < c S r -2. This problem can be solved by entirely the same method as in [AS] and the answer is nothing but our assertion, so that we will explain only the necessary changes which has to be made in that argument.
Let ~ denote the vector bundle of rank (J= D on pr-I associated with the graded R-module Syz7(k)U) for each j (2 S j S r). It follows from the property of the Koszul complex that HO(~(t)) = 0 for t < 0, (2) Suppose that char(k) = 0 and that one of the three conditions holds. By the method described in the proof of [AS, Theorem (ii)], we can construct a closed subscheme Z of codimension two in p,-I , which is smooth over k in the outside of a closed subset of codimension larger than or equal to three in Z , such that ~ has a locally free resolution of the form (7.4.4). For each point o E Z , the local ring &'z ,0 satisfies Serre's criterion of normality, since &'z ,0 is Cohen-Macaulay by the existence of the resolution (7.4.4) and AuslanderBuchsbaum's theorem and since the singular locus of Z is of codimension not less than two. Consequently &'z 0 is normal, in particular it is a local integral domain (cf. [M, Theorem 39] ). On the other hand since c 2: 2 or c = 1 and w/ 2: 1 for all I (1 :::; I :::; VI) if one of (7.4.1), (7.4.2), (7.4.3) holds, we find HI (~) = 0 by (7.4.4). The scheme Z is therefore reduced, locally irreducible and connected, namely Z is integral. Let I denote the homogeneous ideal EBt>o HO(~(t)) cR. Then the exact sequence of the global sections obtained-from (7.4.4) coincides with the exact sequence stated in (7.1), so that I E ~(c,r -2,r) with B(I) = (n\<i<r-C by (7.3). Since R/ I is an integral domain as we have already seen, this completes the proof for the existence.
Q.E.D.
Corollary (7.5). Let I be a homogeneous prime ideal in R such that Rj I is a graded Buchsbaum integral domain oj depth c < r -2 and dimension d = r -2 . Remark (7.6).
(1) We do not know whether the assumption char(k) = 0 is indispensable or not for the proof of sufficiency. Proof. See [U] . There the argument is carried out with the usual lexicographic order, but it also works well with respect to the order -< we defined in the beginning of § 1. By the definition of r j , t:.j we have (1 :::; i :::; r -c, 1:::; I :::; m j ) and let N(z;I') denote the linear subspace of K[z] spanned over K by the monomials Zl' (v E U~=I rj x z~-j). We will apply (4.3), replacing k and x by K and z respectively. Since the right-hand sides of (A.3), (A.4) are disjoint unions, the polynomials Ff,j satisfy (4.3.1) and besides the vector space N defined in (4.3) coincides with N(z ;/'). There is therefore a homogeneous F/,j E N(z;l) of the same degree as Ft such that
