When viewers inspect a picture in preparation for checking a statement about some aspect of the picture, they characteristically make one or two fixations on the picture before reading the sentence, and then return to the picture for a prolonged inspection. This pattern has been reported for viewers looking at cartoons and their captions (Carroll et al 1992) , magazine advertisements containing a combination of text and a picture of a single object (Rayner et al 2001) , and more recently for a sentence-verification task with a photograph of a natural scene accompanied by a simple declarative sentence describing some aspect of the scene (Underwood et al 2004) . A possible purpose of the brief initial inspection of the picture in these mixed displays is for the viewer to acquire the gist or scene schema. Hegarty (1992) reported a study in which viewers were set the task of understanding mechanical problems involving pulley systems accompanied by descriptions of how a load would move if a particular rope was to be pulled. In these problems there was less evidence of an early glance at the picture, possibly because the viewers knew that they were solving mechanical problems, and there was no additional information to be acquired. The present study is concerned with what information is picked up at each stage of the picture^sentence^picture inspection strategy, by sometimes giving advance information about the nature of the inquiry. The viewers with additional information might be expected to change their inspection strategy in comparison with those without this information.
Abstract. Combined displays of graphics and text, such as figure captions in newspapers and books, lead to distinctive inspection patterns, or scanpaths. Readers characteristically look very briefly at the picture, and then read the caption, and then look again at the picture. The initial inspection of the picture is the focus of interest in the present experiment, in which we attempted to modify the inspection by giving participants advance knowledge of the subject of a sentence (the cued object) that was to be verified or denied on the basis of whether it correctly described some aspect of the scene shown in the picture. Eye fixations were recorded while the viewers looked at the picture and the sentence in whatever sequence they chose. By allowing viewers to know the subject of the sentence in advance, we asked whether patterns of fixations on the sentence and on the second inspection of the picture would reflect prior knowledge of the focus of the sentence. Providing advance information did not influence eye movements while reading the sentence. It did, however, increase the number of fixations in the initial inspection of the picture, and it also reduced the number and duration of the fixations on the pictures overall. The results suggest that cueing participants to the object allowed increased coding in the initial inspection of the picture, though the benefit of such coding only becomes apparent when the picture is inspected for the second time. Tatler et al 2003) . Gist is generally considered to be the overall meaning of a picture, or a category label for a scene (Rensink 2000a; Underwood 2005) . It can be acquired within a period as little as 120 ms in studies with brief presentations (Biederman 1981; Biederman et al 1982; Intraub 1980 Intraub , 1981 Potter 1976) , and viewers of a rapid sequence of briefly presented pictures are able to understand and remember the gist of each one (Potter and Levy 1969; Potter et al 2002) . The speed of acquisition suggests that gist is attained in parallel and independently of information gleaned from fixating objects (Biederman 1981; Schyns and Oliva 1994) .
As the typical strategy for sentence verification can involve more than one fixation upon the scene before reading the sentence, the question arises what information is being extracted at this stage. Presumably gist is extracted during the first fixation, though any further fixations suggest that other information must also be processed. In support of this, Underwood et al (2004) used pictures for their sentence-verification task which all had the same gist (that of a roadway taken from a driver's perspective). The predictable nature of the gist did not alter the typical pattern of fixation durations, including the brief inspection of the picture before reading the sentence.
It is possible that more fine-grained information is extracted in the initial viewing of the picture; though without having read the accompanying sentence, the viewer has no guide to what information or objects should be encoded, making this an uneconomical process. Furthermore, the retention of information above and beyond the relatively stable and abstract gist is questionable. In Rensink's (2000a Rensink's ( , 2000b `coherence theory', he argues that no sensory information can be held in visual short-term memory (VSTM) once attention has been removed from an object, using studies of change blindness to support his cause. Irwin (1992a Irwin ( , 1992b Irwin and Andrews 1996) suggests a more extensive role for VSTM, arguing that three or four objects can be represented as abstract visual object files, though these will eventually decay or be overwritten. Certainly, in the case of a sentence-verification task, the number of fixations that are made upon the sentence should overwrite any temporary object files created during the first inspection of the picture. Hollingworth and Henderson (2002) have built on Irwin's theory to suggest that obligatory indexing of an object file in VSTM to a spatial location creates a long-term memory (LTM) object file, which is specific to the spatial location and orientation of the object. This theory would allow an abstract representation of the viewed objects to be retained, though activation of the LTM object file requires the viewer to attend to the location where the representation was initially indexed.
Additionally, spatial layout of objects may be encoded independently of any in-depth processing of object identity. Tatler et al (2003) asked participants to view a number of scenes of varying gist (presented at a range of durations) which were followed by probe questions. These questions assessed several different types of knowledge extracted from the scene. Tatler et al found that questions concerning gist were answered at a ceiling level of performance after only 1 s of exposure to the scene. After 2 s of exposure, questions concerning absolute position of objects within the scene were responded to correctly at levels above chance, though questions concerning other information such as colour of objects and relative distance between objects required longer presentations before correct responses rose above chance expectancy. These results suggest that, after gist, spatial layout of the scene has priority for encoding and may be retained over multiple fixations. All of these theories accept that spatial layout may be preserved as a separate representation, in a similar manner to gist (Hollingworth and Henderson 2002; Irwin 1992a Irwin , 1992b Rensink 2000a Rensink , 2000b .
Whatever the nature of the information extracted in the first few fixations on the initial viewing of the scene, it does not influence fixation measures when reading the accompanying sentence (Underwood et al 2004) . Typically, studies of eye movements in reading have demonstrated that words which are highly constrained by the context had shorter fixation durations than low-constraint words (eg Ehrlich and Rayner 1981; Rayner and Well 1996) , while inconsistencies in the sentence can lead to more attention being directed to those words where comprehension breaks down (eg Frazier and Rayner 1982) . These results would suggest that invalid sentences should attract more attention if the participant reads a word that contradicts what they have just seen in the picture. The lack of any such effect in the Underwood et al (2004) study suggests that the information gathered in the first inspection of the picture was either the wrong information, or was not specific enough to provoke any effects on eye movements while reading the sentence. Underwood et al (2004) did notice an effect of sentence validity in the oculomotor measures when the picture was revisited after the sentence had been read, however. Specifically, there were more fixations on pictures accompanied by false statements, suggesting that the viewer needed to search more extensively to confirm that there was a mismatch than when they were confirming a match. The important point here is that the effects of sentence accuracy were not evident during reading of the sentence, but only during re-inspection of the picture, suggesting that it was at this point that information from text and picture was integrated and the accuracy of the sentence calculated.
So far the evidence suggests that information gathered in the initial viewing of the picture results in little extra information beyond gist, and certainly no information that would influence the subsequent online processing of the sentence. The sentence provides information concerning the picture, and fixation durations on the sentence accord with those noted in general reading experiments (for a general review, see Rayner 1998) . Once the viewers return their gaze to the picture for a second inspection, they seek out objects pertaining to the sentence and make a response. False statements appear to generate more visual search before they are confirmed. So what information is collected in the initial viewing of the picture?
One way to examine the information collected in the first inspection of the picture is to enforce a longer period of first inspection before the participant reads the sentence. The effects of this increased initial viewing can then be compared across questions that require different types of information, in a sentence verification equivalent to the Tatler et al (2003) study. Those questions that benefit most from the increased picture inspection will reflect the type of information that is gained in the first viewing. Underwood and Green (2003) attempted this by delaying the appearance of the sentence underneath the picture for either 750 ms (equivalent to two or three fixations, simulating the amount of time that viewers would normally spend on the picture before moving to the sentence) or 2250 ms. The sentence either focused on an intrinsic feature of a central object, such as the colour of the shoes worn by the person in the foreground of the scene, or it focused on inter-object relationships, such as whether the person was shown standing behind or in front of an object. Whereas the intrinsic questions addressed the identification of featural information, the extrinsic relational questions addressed higherorder scene information.
The results revealed that increased preview decreased the time taken to verify the sentence, though this did not interact with the focus of the question. Though relational questions received slower verification responses than featural questions, this was additive with the effect of preview, suggesting that the different types of information were assisted equally well and were processed at the same time. If featural information had been analysed before relational information, then the shorter preview would have been expected to provide an advantage for intrinsic over extrinsic judgments. Theories of scene perception differ in their predictions about the extraction of featural and configural information, with global-to-local theories (eg Sanocki 2001) predicting that global-information acquisition precedes and influences local-information acquisition.
Conversely, independence theories suggest that global and local information are acquired over the same time course, and with little consequence of the order in which the two types of information is presented (eg Parker et al 1996) . Early inspection of the pictures, when a preview was available, helped detailed featural analysis as much as it helped the recognition of relationships between objects in the scene, giving support to the independence theories in that both types of information were acquired early. On the basis of Underwood and Green's (2003) result we cannot conclude that either intrinsic or extrinsic information is preferentially encoded before knowledge of the sentence. Additionally, it is possible that enforcing an extended preview time encourages forms of coding that would otherwise not occur with a standard sentence-verification task.
In the current experiment an alternate approach is taken. Sentences and pictures are provided at the same time. Instead of increasing the amount of time one has to encode representations in the initial viewing of the scene, half of the participants are cued to the nature of the question that is about to appear with the picture (that is, that it would be concerned with a person in the foreground of the picture). Thus, rather than increasing the amount of time available for initial encoding, we aimed to increase the efficiency of that encoding.
If the initial viewing of a picture in a sentence-verification task takes in no information beyond gist (which was random from picture to picture), then advanced warning of the object to appear in the sentence may have no effect on overall performance. Being cued to the target may influence the number of fixations directed at the target, though as none of this information can be retained, there should be no effects upon eye-movement measures while reading, and no influence on eye movements during the second inspection of the picture.
If, however, these initial fixations can be used to pick up relevant object-based information that can be retained across the multiple fixations that are required for reading the sentence, then we should expect not only an influence on the first fixations in a scene, but also an influence on the eye-movement measures during reading, as false sentences which contradict the contextual information gleaned in the first few fixations of the picture should attract more attention. Furthermore, upon returning to the image to confirm the validity of the sentence, participants should produce fewer and shorter fixations if they have already processed the cued object once.
An intermediate position might imply that the only visual representation stable enough to exist across the reading of the sentence (beyond gist) is spatial layout. If this is the case, then, though fixations on both the first and second viewings of the picture may be influenced by cueing participants to the object (in the same way as if more complete representations had been retained, as explained in the preceding paragraph), fixations on the sentence itself should not be affected, as no information regarding object specifics is stored, and therefore no contradictions will be noticed in the first reading of the sentence.
2 Method 2.1 Participants Twenty-four undergraduate students volunteered as participants, and all had normal or corrected-to-normal vision.
Stimuli and equipment
Each stimulus presentation in the experiment consisted of a digital colour photograph presented at the same time as a short sentence. Forty stimuli were presented to each participant, with a computer monitor that displayed the photographs to subtend 28 deg horizontal by 22 deg vertical at a viewing distance of 70 cm. In addition to the forty experimental stimuli, a further ten picture^sentence combinations were used for practice purposes.
The photographs were taken in the area in and around a university campus, and portrayed general environment scenes such as roadways, footpaths, entrances to buildings, and areas inside public buildings such as shops and restaurants. In each picture there was just one person depicted, either in the foreground or the background, as well as additional objects (eg cars, furniture) and fixed environmental features (eg road markings, windows). The person and the other objects that were to be the subject of the sentence verification varied in size and position in the picture. All of the scenes were readily recognisable, and none contained unusual or bizarre events. There was no common gist to the set of photographs, with indoor and outdoor scenes, and the range of activities depicted, including a person cycling, standing still while phoning, working on a building site, studying at a library desk, playing a musical keyboard, and eating at a restaurant table.
Participants in two experimental groups saw the same set of pictures, but with different sentences. In the cued condition, all sentences referred to the one person in the picture, describing a plausible action, whereas in the uncued condition half the sentences referred to the person while the others referred to some plausible aspect of another object in the picture. An example of a photograph used in the experiment is shown in figure 1. In the cued condition the accompanying sentence was``The man is cycling in the road'', whereas in the uncued condition the sentence was``The traffic lights are now on red''. To create false versions of these sentences, in the cued condition`cycling' was changed to`running', and in the uncued condition`red' was changed to`green'. Two versions of each picture^sentence combination were created, for true and false versions. Each sentence was a simple active declarative between seven and nine words in length that could be verified by inspecting the picture shown at the same time.
While participants looked at the displays, their eye movements were recorded with a SensoMotoric Instruments (SMI) EyeLink system that was also used to collect keyboard responses to each display. The eye-tracker was head-mounted, and recordings were taken from the participants' right eye every 4 ms. A fixation was defined by comparing the current fixation location with the previous location. If a movement of 30 deg s À1 was detected then a saccade was recorded, otherwise the fixation was recorded as continuing. Head position was recorded remotely, but to minimise movements and to ensure a constant viewing distance a chin-rest was used. Figure 1 . An example of a picture viewed by the participants. The sentence was shown at the same time as the picture, and directly below it. The sentence was either a true description of the events shown, or a false description, and for the cued group it always referred to the only person visible. For the uncued the sentence to be verified referred to the person or to some other part of the picture equally often.
Procedure
Calibration of the SMI EyeLink was achieved through a standard system program, and after calibration participants were instructed that they would be shown a set of photographs with accompanying sentences. A trial started with a fixation marker appearing in the centre of the screen, and terminated when the participant pressed a response key. The task of the participants was to decide whether the sentence and picture agreed or disagreed, and to indicate their decision by pressing one of two computer-keyboard keys. The display remained on the screen until a key was pressed.
Participants were randomly allocated to one of two groups, to receive cued or uncued stimuli. Within the cued group the sentences always referred to the person shown in the picture, and in the uncued group the subject of the sentence was unpredictable. Within each of these two experimental groups, half the participants saw one half of the pictures with a true sentence and the other participants saw these pictures with a false sentence. Each participant thereby saw an equal number of true and false sentences, and each picture was seen equally often in each condition with a true or a false sentence. Each group of participants was first presented with ten practice stimuli, half of which contained true sentences and half contained false sentences. In practice trials for the cued group participants received picture^sentence combinations that highlighted the person shown in the picture, and in practice trials for the uncued group participants read sentences that referred to the person or to some other feature of the picture equally often. The practice trials were used to give an implicit indication to the cued participants that the sentence to be verified would concern the person shown in the picture. They were not informed explicitly that the sentences would only concern the person pictured, but all of their practice trials and all of their experimental trials consistently concerned the one person in the picture.
Results
As participants looked at the picture and read the sentence, their eye movements were recorded. The measures extracted were the number of fixations made on the picture prior to reading the sentence, the number of fixations on the picture and on the sentence during the whole trial, and the durations of these fixations. Fixations lasting less than 100 ms were excluded from all analyses. In addition, the duration of each trial was timed from initial display onset to the participant pressing a response key to indicate that the sentence was an accurate or inaccurate representation of the events depicted. Accuracy in judging the validity of the sentence was high (4 95%) and so only accurate responses were analysed.
Number of fixations
These means include the first fixation on each display, which started with gazing at the central marker on a blank screen, close to the centre of where the picture was to be displayed. Table 1 shows the number of fixations made on this first pass on the picture, from the first fixation to the last fixation prior to the saccade to the sentence.
A mixed-design analysis of variance was applied to these early picture-fixation data, with cueing (between-groups) and sentence validity (within-groups) as the two factors. Cued pictures received more fixations than their uncued versions (F 1 22 4X55, p 5 0X05). As expected, there was no effect of sentence validity (F 5 1), and no interaction between cueing and validity. The total numbers of fixations made on the picture and on the sentence were also compared with an analysis of variance. These means are shown in table 2, and include all fixations made on the picture between onset and termination (predominantly consisting of post-sentence fixations). The mixed-design ANOVA had three factorsö cueing, sentence validity, and media inspected (sentence or picture). There was no effect of cueing on the overall number of fixations made (F 5 1), and no effect of sentence validity (F 1 22 2X22 ). More fixations were made on sentences than on pictures (F 1 22 9X32, p 5 0X01). Comparison of the cells in table 2 confirms that in all four cases (cued/uncued with true/false sentences) there were more fixations on sentences (overall mean of 5.28) than on pictures (4.41). A three-way interaction was found (F 1 22 5X09, p 5 0X05), and this was further inspected with an analysis of simple main effects. Sentences received more fixations than pictures only in the cued conditions. There was a reliable difference in both the cued true displays (F 1 22 5X88, p 5 0X05) and the cued false displays (F 1 22 5X27, p 5 0X05). There were no differences with uncued true (F 5 1) or false displays (F 1 22 1X61) . Additionally, the analysis of simple main effects suggested that there were marginally more fixations made on cued pictures when the sentence was false than when it was true (F 1 22 3X00, p 5 0X09). There were no other interactions.
A third analysis was used to compare the fixations on pictures before and after reading the sentence, and, specifically, to ask about the location of fixations. For the cued group of participants, the sentence invariably concerned the one person in the picture, and so the person might be expected to receive earlier attention for the cued group than for the uncued group. Further, fixations on the person after reading the sentence should vary according to cueing, with more fixations for the cued group and fewer fixations for the uncued group. Fixations within 2 deg of the person were regarded as fixations on the person for this analysis, and the means are presented in table 3. All viewers saw forty pictures containing a foregrounded person, and the inquiry for the cued participants always concerned this person. The person appeared in the pictures shown to uncued viewers, but only half the sentences had the person Table 3 . Mean number of fixations made on the person in the picture, before and after reading the sentence. Standard deviations are in parentheses. For the cued group, the sentence always described some aspect of this person, whereas for the uncued group the person was not always the subject of the sentence. as the subject. For all viewers therefore, a person appeared in the picture, and this analysis was used to ask whether prior knowledge of the subject of the inquiry prompted cued viewers to make early fixations on the person. A finer analysis would have involved identifying the components fixated before and after reading the sentence, but even if this analysis were restricted to the subject of the sentence, variations in pictorial sizes would have made comparisons between pictures hazardous. For example, figure 1 shows the picture of a cyclist with traffic signals in the background. The cued group evaluated a sentence about the foregrounded person while the uncued group checked whether the signals showed a green light or a red light. In both cases, the sentence could be evaluated readily, but the difference in visual angles subtended by the cyclist and the signal precludes a simple comparison because a random search of the picture would result in far more fixations on the cyclist than on the signal. The analysis was therefore confined to a comparison of fixations on the same foregrounded person by the two groups of viewers.
A three-way analysis of variance was used to identify any differences in the inspection of the person shown in the photographs, with one between-groups factor (cueing) and two within-groups factors (before/after reading, and sentence validity). Cueing was identified as a main effect (F 1 22 44X57, p 5 0X001), with more fixations on the person by the cued group. This group both expected to be asked about the person, and read sentences that always did ask about the person. There was no main effect of sentence validity (F 5 1). The sequence factor (before or after reading the sentence) showed an effect of more fixations on the person after reading the sentence (F 1 22 10X51, p 5 0X01), and sequence interacted with cueing (F 1 22 26X94, p 5 0X001). An analysis of simple main effects was used to inspect this interaction and this indicated that the cued participants made no more fixations on the person before reading the sentence than did the uncued group (F 1 44 2X52), but that they did make more fixations afterwards (F 1 44 71X25, p 5 0X001). Whereas the cued group made more fixations on the person after reading than before reading (F 1 22 35X28, p 5 0X001), the uncued group made no more fixations on the person after reading than before reading. There were no other interactions.
Duration of fixations
The mean durations of fixations on pictures and sentences are shown in table 4. A mixed-design three-way analysis of variance was used to compare the mean fixation durations. There was no main effect of cueing (F 1 22 1X18), no effect of sentence validity (F 5 1), but there was a main effect of media inspected (F 1 22 68X87, p 5 0X001). Sentences received shorter fixations (178 ms) than pictures (218 ms), and this factor was also involved in a two-way interaction with cueing (F 1 22 12X55, p 5 0X01 ). An analysis of simple main effects found that cueing had an effect of reducing the fixation durations on pictures (F 1 44 5X46, p 5 0X05), but there was no difference between cued and uncued fixations on sentences (F 5 1). Fixations on pictures were longer than those on sentences for both cued (F 1 44 11X31, p 5 0X01) and uncued (F 1 44 70X11, p 5 0X001) displays. There were no other interactions. (43) 179 (20) 229 (36) 176 (24) False sentences 197 (37) 181 (30) 237 (40) 177 (23) 3.3 Decision times Each picture^sentence display was terminated when a response key was pressed to indicate that the sentence did or did not accurately describe some aspect of the picture. These mean decision times are shown in table 5. A two-way mixed-design ANOVA was used to compare the decision times across cueing and validity conditions. Cueing did not have an effect on these times (F 5 1), whereas sentence validity was influential (F 1 22 5X94, p 5 0X05), with false decisions taking longer than true decisions (2.69 s and 2.49 s, respectively). There was no interaction between cueing and validity.
Discussion
The task presented to the participants was to compare a short statement with a colour photograph that was presented at the same time. For half of the participants the statement asked about a predictable part of the picture, and the experiment allowed us to ask how this knowledge would influence the eye fixations on the composite display, and particularly on the early collection of information from the picture.
In comparing the picture with the statement made about it, participants typically scanned the display in the following sequence. Their eyes were pointing in the direction of the picture when it first appeared, and within one or two fixations they saccaded to the sentence. The delay in first fixating the sentence was sensitive to the demands of the task, however, and so it was not a matter of viewers looking at the sentence without having conducted any processing of the picture. Those participants who knew that the sentence would ask about a foreground person made more fixations on the picture. There was no reliable difference between cued and uncued participants in their inspection of the person in the picture, although cueing tended to increase person fixation prior to reading the sentence. Cueing did not, therefore, have a robust effect upon inspection of the picture prior to reading the sentence, and cueing did not result in different objects being targeted for fixation. Given that there were more fixations on the picture prior to text inspection for the cued group, this raises the possibility that these viewers were searching for the foreground person with the intention of encoding as much information about the person as possible. The cued group did not look at the person any more than the uncued group, prior to reading the sentence, and so the increased number of early fixations served another purpose, possibly the encoding of the location of the person relative to the other components in the scene.
Although the number of fixations for the initial inspection of the image is somewhat less than has been reported in previous studies, the brief inspection of the picture prior to reading the text is consistent with earlier studies with combinations of text and graphics (Carroll et al 1992; Rayner et al 2001; Underwood et al 2004) in which the text was fixated within two or three fixations of onset of the full display. In these studies the viewer had limited knowledge of the content of the picture prior to its display, but in a study where the viewer did have advance information, Hegarty (1992) reported that the initial fixations were on the text rather than the pulley system that it described. Similarly, the durations of the fixations on both picture and sentence are shorter than in previous reports. We have no explanation for these reductions in the , numbers and durations of fixations, other than the possibility that the stimuli used here were rather simple in comparison with those used in earlier studies. This may account for changes in fixations on the pictures, but not the short fixations on the sentences. The brevity of the fixations should not interact with effects of cueing within the experiment, however, and is only of significance for comparisons with other studies of reading and picture perception. The lability of fixation durations on pictures is illustrated by the effect of cueing here, with shorter fixations made by cued participants, but there was no effect of cueing on fixations made when reading. After a brief inspection of the picture, fixation moved to the beginning of the sentence, which always appeared in the same location on the screen. Viewers typically read the sentence completely, fixating most of the words, and then looked again at the picture, with three or four further fixations. Fixations on the person after reading the sentence varied according to cueing, with cued participants fixating the person more than uncued participants. The cued participants knew in advance that the sentence would concern the person, and the sentence duly required a decision about the person. The uncued participants were sometimes queried about the person, but equally often the sentence concerned some other aspect of the picture. Accordingly, cueing served to increase the number of fixations on the person after the sentence had been read. The decision about the correspondence of the sentence and picture, indicated by a key press, was most often made while fixating the picture.
A number of results here confirm those from our previous experiment with uncued displays of pictures and sentences, in addition to the initial brief inspection of the picture prior to reading the sentence (Underwood et al 2004) . There are generally more fixations on sentences than on pictures with concurrent displays, in contrast with tasks in which the picture is presented first and with the sentence appearing after the picture has been removed from view. When participants see first the picture and then the sentence, they characteristically make a large number of fixations on the picture, attempting to encode all detail that might be the subject of the sentence. Although there are usually fewer fixations on the sentence than on the picture, this would clearly depend upon the length of the sentence, and the effect has limited general relevance. Individual fixation durations reflect processing time, however, and the longer fixation on pictures than on words found here also confirms previous reports (Carroll et al 1992; Rayner et al 2001; Underwood et al 2004) . Finally, it took participants longer to decide that a statement was a false description of the objects shown in the picture than it did to decide that it was true, and this was also consistent with the results from our previous experiment with concurrent displays. It is notable that this`falsification effect' is not robust when the sentence and picture are presented one after the other, and this presents difficulties for formal models of the sentence^picture verification effect (Underwood et al 2004) .
Cueing had a number of effects on viewing strategy. In regard to the first inspection of the image, when participants were cued about the focus of the query in the sentence, they made more fixations on the picture before saccading to the sentence than those participants who were not cued. Knowledge of the target therefore influences the initial scanning of the image. This allows for the possibility that additional information about the target may be processed and carried over in some form of sensory or abstract visual representation, which may then be available to influence subsequent processing. However, these initial fixations were not targeted on the anticipated subject of the sentence in the cued group, and so the initial representation of the picture encoded more than this one item. This suggests a different role for the early inspection, perhaps in the encoding of the spatial organisation of the picture, to facilitate the search for specific objects mentioned in the sentence at the point when the sentence has been understood and its accuracy can be assessed by looking at the foregrounded object.
Cueing did not produce any differences in the number of fixations on sentences, nor was there a change in the mean fixation duration when reading as a result of participants being able to anticipate the target. This suggests that, while cued participants did devote more fixations to their initial inspection of the picture, the information they gathered did not influence eye-movement measures during reading. If the first pass of the picture did allow the cued participants to gather and retain object information, then the contradictory or false statements should have had a greater number of fixations or longer fixation durations than the true statements. This was not the case here and it was not the case in our previous study (Underwood et al 2004) , suggesting that the initial inspection of a picture delivers a representation that is insufficiently detailed to inform a decision about the accuracy of a sentence. Only when the picture is inspected after reading the sentence do differences between true and false sentences emerge.
There were, however, two interesting cueing effects for the overall fixation measures on the pictures. First, cueing did reduce the number of fixations on pictures relative to sentences, whereas no such difference was noted for uncued participants. Furthermore, there was a suggestion that true statements benefited the most from a reduction in the number of fixations due to cueing. Second, cueing participants to the identity of the target also reduced the mean fixation durations on pictures.
These results suggest that cueing influences both of the fixation measures on the picture, but not on the sentences. Interestingly, this did not translate into a cued benefit for decision times. This suggests that other potential contaminating effects that could exist when a manual response is required to a visual cognitive task may mask the effects that have been noticed in the eye-movement measures here.
Prior knowledge of the focus of the sentence, for the cued participants, increased their early inspection of the picture, but the information collected was not sufficient to facilitate processing of the sentence. Any facilitation was restricted to the appearance of shorter fixation durations on the picture. What advantages could be accrued during these early inspections, prior to sentence processing? In view of previous research, it was anticipated that early processing would help with the acquisition of the gist of the picture, resulting in processing gains as the sentence was understood. The absence of facilitation leads us to question the value of scene gist as a stage of processing, at least in the processing of sentences that do not directly assess gist knowledge. The pictures used here did not have a predictable gist and the sentences did not question the validity of the gist. However, the sentences were all grounded in the gist of the scene. Viewers could not anticipate the overall configuration of the scene, as they could in our previous experiments (Underwood et al 2004) , and so they had to rely upon their inspection of each picture. The pattern of fixations was similar, however, with a brief inspection of the picture followed by sentence reading that showed no influence of information extraction from the picture. Studies using different procedures have concluded that the overall meaning of a picture can be acquired during a single fixation, however, and so we must conclude that either gist is insufficient to inform the assessment of the sentence, or that gist processing is not facilitated by cueing participants to attend to target objects in studies of free inspection.
What, then, is gist, and how does its early acquisition interact with the identification of the components of the scene? The gist of a picture is considered to be the high-order overall meaningöwhether it is a picture of a coastline, a farmyard, an office, or a restaurant interior, for example. Beyond this level of analysis the description of the contents of the picture will include identification of specific objects, their featural properties, and their spatial relationships. The understanding of the gist clearly requires some featural processing. To determine that the picture shows a restaurant interior rather than a coastline, for example, features such as furniture, cutlery, and seated people would need to be identified in some rudimentary form, in contrast to a beach or cliffs with an ocean. Indeed, it is difficult to see how accurate recognition memory of a briefly presented picture (eg Biederman 1981; Biederman et al 1982; Intraub 1980 Intraub , 1981 Potter 1976; Potter and Levy 1969; Potter et al 2002; Schyns and Oliva 1994) could be based on an abstract representation; it seems more likely to be based on the recognition of an overall configuration in addition to some specific features. Hollingworth and Henderson (2002) found accurate short-term visual memory of objects that were changed as viewers made saccadic movements during picture inspection, and concluded that initial low-level processing leads to stable conceptual representations, including object identity, and to spatial indexing during the formation of`long-term memory object files'. This is the process of gist formation, and generates an object file that remains after attention is withdrawn from the scene. Developing an understanding of gist must depend to some extent upon identification of the features typical of such a scene, but viewers can be presented with some gist information prior to presentation of the scene itself. Underwood et al (2004) showed pictures in preparation for a sentence-verification decision, and all of the pictures were of roadway scenes photographed from the perspective of a driver. The gist was therefore known in advance of the presentation of each photograph, but this did not facilitate the sentence-verification decision, because measures taken from sentence reading were not sensitive to the validity of the statement about the sentence.
Of the alternative accounts of picture encoding considered earlier, the present data allow us to reject the hypothesis that information gathered in the first few fixations does not have an effect beyond gist. Some form of information was accessed and retained across sentence reading, and was subsequently responsible for reduced inspection of the picture on the second pass. This information could not have been in the form of detailed visual representations, as this would be expected to influence the processing of false statements. One might argue that a part-detailed representation may have been encoded in the limited time, and that the success of this coding depends upon whether the relevant object features were included in the representation. There are two main accounts of picture^sentence encoding supported by the evidence here, both of which emphasise the importance of spatial referencing as part of the gist. The early inspection of a picture does not deliver a sufficiently rich representation that can support the sentence-verification task, but the gist may include the overall spatial indexing of the principal components of the scene. The additional inspection of the pictures by cued viewers may have served to reference the cued object against its contextual components.
The`abstract-representation' account suggests that a detailed representation of the cued object is created and stored in an object file indexed to a spatial position (Hollingworth and Henderson 2002) . When the eyes move away from the target to the sentence, the VSTM representation decays or is overwritten; however, the LTM representation should persist. Hollingworth and Henderson (2002) propose, however, that access to the LTM object file is dependent upon accessing the same spatial location. Thus the representation does not interfere with sentence processing because the participants do not have access to the information stored in the object file until they return their eyes to the picture. At this point, the object file is accessed, and participants therefore require less time to process the target object because an abstract visual representation is available to them.
The`inadequate-information' account suggests that spatial information is encoded in the first pass of the picture, providing a representation of where the target appears in the picture. This representation does not interfere with sentence processing because there is not enough information stored within a spatial representation to contradict the sentence. (It is possible that more spatially specific sentences may have produced incongruent sentence reading effects, but such sentences were not used in this current study.)
The spatial information benefits visual processing on the second pass of the picture by guiding the eyes to the correct portion of the scene more consistently than with uncued participants. This should reduce the number of fixations required to access the pertinent information in order to verify the sentence, and may decrease fixation durations as there is no need to encode the spatial location of the object once it is refixated.
Although the current study cannot distinguish between these two possible explanations, it can be concluded that information can be retained from one scan of a picture to a second scan of the same picture, despite several fixations on a sentence between scene inspections. This information can reduce the number of fixations and the fixation durations on the picture, and probably contains (as this underlies both explanations) some form of spatial encoding of target location.
