We consider the non-parametric maximum likelihood estimation in the class of Polya frequency functions of order two, viz. the densities with a concave logarithm. This is a subclass of unimodal densities and fairly rich in general. The NPMLE is shown to be the solution to a convex programming problem in the Euclidean space and an algorithm is devised similar to the iterative convex minorant algorithm by Jongbleod (1999). The estimator achieves Hellinger consistency when the true density is a PFF 2 itself.
Introduction
The problem of estimating a unimodal density and its mode has attracted a wide interest in the literature, beginning with the work of Barlow [1] , Prakasa Rao, [7] , Robertson [8] and Wegman [15] , [16] and continuing through [9] , [2] , [3] , [5] , and [4] , who can be consulted for further references. Asymptotic properties of the maximum likelihood estimators have been developed but may be messy and suffer from some inconsistency in the region near the mode. Kernel estimation can avoid the inconsistency, but must confront the choice of a bandwidth. Here we investigate a smaller, easier version of the problem, estimating a Polya frequency function of order two [hereafter PFF 2 ]. By PFF 2 , we mean a density f whose logarithm is concave over the support of f . Equivalently, a function f whose logarithm is concave in the sense of Rockafellar [10] . Such functions are automatically unimodal. Moreover, an estimated PFF 2 supplies its own estimate of the mode. There is no need to estimate the mode seperately.
The non-parametric maximum likelihood estimator [hereafter, NPMLE] for this problem is derived in Section 2 and shown to be Hellinger consistent in Section 3. Simulations are reported in Section 4. Rufibach and Duembgen [11] and Walther [14] adopt a similar approach but obtain different results by different methods.
The NPMLE
Let F be the class of PFF 2 densities and suppose that a sample X 1 , . . . , X n ∼ f ∈ F is available. The problem is to estimate f non-parametrically. Letting −∞ < x 1 < x 2 < · · · < x n < ∞ denote the order statistics the log-likelihood function is
This is to be maximized with respect to g ∈ F. Equivalently, this is to be maximized with respect to non-negative g for which log(g) is concave and
for i = 2, . . . , n. It follows easily that (2.1) is maximized when g ∈ F has support [x 1 , x n ] and log(g) is a piecewise linear function with knots at
for all x with equality for x ∈ {x 1 , . . . , x n }, and therefore,
So, there is a c ≤ 1 for which g * = g o /c ∈ F and ℓ(g) ≤ ℓ(g * ). Thus, finding the NPMLE may be reformulated as a maximization problem in IR n . Let K be the set of θ = [θ 1 , θ 2 , . . . , θ n ] ∈ IR n for which
. . , n − 1. The reformulated maximization problem is to maximize θ 1 + · · · + θ n among θ ∈ K subject to the constraint
Introducing a Lagrange multiplier, it is necessary to maximize
The partial derivatives of ψ are
At the maximizing θ, ∇ψ(θ) t 1 = 0, so that
There is some cancelation here, and
. . , n, where an empty sum is to be interpreted as 0. Let
Using (2.8), it follows that at the maximizing θ (or ω)
So, we are led to the problem of maximizing φ(ω), subject to (2.7) and ∂φ(ω)/∂ω 1 = 0. Again using (2.8), the latter condition may be written
To solve this, we need a version of the iterative concave majorant algorithm, similar to that of Jongbloed [6] . We start with an initial value ω 0 = (ω 0 1 , . . . , ω 0 n ) for which (2.7) and (2.10) are satisfied. One such choice is to assume f is a normal density and estimate its mean and variance from the data. The corresponding ω 0 can be computed using a scaled piecewise linear version of log f . Let k = 0.
The idea behind our algorithm is to replace the concave function φ locally near ω k by a quadratic form of the type
where Γ is a diagonal matrix with entries ∂ 2 φ(ω)/∂ω 2 k and ∇φ is the gradient vector. This maximization has a geometric solution given by the left hand slopes of the concave majorant of the data cloud: (
This can be also characterized explicitly as,
Finally, to satisfy (2.7),
To implement this, we need to compute the partial derivatives (∂/∂ω k )φ(ω) for k = 1, . . . , n. Clearly, ∂φ(ω) ∂ω 1 = 0 
for k = 2, . . . , n; and the second derivatives are
. . , n. To achieve stability, we modify the algorithm using a line search method as follows. It is not certain that the new pointω will have a larger value of φ. Therefore, we need to perform a binary search along the line segment joining ω k andω to get a point ω k+1 such that φ(ω k+1 ) > φ(ω k ). Finally, we stop the iteration when two consecutive iterates have very close φ values. Example. Walker et. al. [13] have reported the line-of-sight velocities of 178 stars in the Fornax dwarf spheroidal galaxy. The nature of the data is reported in Table  1 . The full data set can be found in [13] . Figure 1 displays the estimated density of line-of-sight velocity, assuming that the later is a Polya frequency function 2 . The sharp peak at the mode is, unfortunately, an artifact of the method.
Consistency
Let F be a distribution function with density f and suppose throughout that
Let X 1 , X 2 , · · · ∼ ind F ; and let F # n be the empirical distribution function.
Further, let h denote the Hellinger distance between densities,
The purpose of this section is to prove: If f is a PFF 2 for which (3.1) is satisfied andf n is the maximum likelihood estimator, then lim n→∞ h 2 (f,f n ) = 0 w.p.1. 
Proof. In this case,
Lemma 2. Let 0 < b, c < ∞. If g is unimodal and sup x g(x) ≤ c, then
Proof. Integrating by parts, the left side of (3.3) is
which is at most the right side.
Now let U be a class of unimodal densities; let ℓ n denote the log-likelihood function, so that
for g ∈ U; and letf n be the MLE in U (assumed to exist).
Theorem 3.1. If f ∈ U and C n = sup xfn (x) satisfies,
where
With C n as in (3.4),
as n → ∞, by Lemma 2 and the consistency of F # n . Also,
by Lemma 1, and
by the Strong Law of Large Numbers. So, w.p.1,
which approaches zero as b → 0.
Proof. There is no loss of generality in supposing that a < b. Let h = log(g). Then
where h a and h b were written for h(a) and h(b). So,
Of course, b a g(x)dx ≤ 1, and g(x) ≥ g a for a ≤ x ≤ b. So, g a ≤ 1/(b − a) and
as asserted.
Lemma 4. If a, b, x > 0 and x ≤ a log(x) + b, then x ≤ 2a log(2a) + 2b.
from which the lemma follows immediately. Now letf n be the MLE in the class of PFF 2 densities. Thenf n attains its maximum at an order statistic, say x m . If m ≤ n/2, let q = ⌊3n/4⌋ + 1; and if m > n/2,let q = ⌊n/4⌋. 
