Abstract. In this paper, we study relations between positivity of the curvature and the asymptotic behavior of the higher cohomology group for tensor powers of a holomorphic line bundle. The Andreotti-Grauert vanishing theorem asserts that partial positivity of the curvature implies asymptotic vanishing of certain higher cohomology groups. We investigate the converse implication of this theorem under various situations. For example, we consider the case where a line bundle is semi-ample or big. Moreover, we show the converse implication holds on a projective surface without any assumptions on a line bundle.
Introduction
In complex geometry, the positivity concept plays an important role. In particular, a positive line bundle is fundamental and important in the theory of several complex variables and algebraic geometry. For this reason, a positive line bundle has been characterized in various ways. For example, some positive multiple gives an embedding to the projective space (geometric characterization), all higher cohomology groups of some positive multiple are zero (cohomological characterization), and the intersection number with any subvariety is positive (numerical characterization). The purpose of this paper is to generalize these characterizations to a q-positive line bundle.
Throughout this paper, let X be a compact complex manifold of dimension n, L a (holomorphic) line bundle on X and q an integer with 0 ≤ q ≤ n − 1. Sometimes we may assume that X is Kähler or projective.
In this paper, we study relations between the q-positivity and the cohomological qamplitude of a line bundle. The fundamental relations are discussed in [DPS96] . Küronya and Totaro investigated the cohomological q-amplitude of a line bundle in terms of algebraic geometry (see [Kür10] , [Tot10] ). We consider a q-ample line bundle in terms of complex geometry. Let us recall the definition of a q-positive (cohomologically q-ample) line bundle. A 0-positive line bundle is a positive line bundle in the usual sense. Further, it follows from the Serre vanishing theorem that a cohomologically 0-ample line bundle is an ample line bundle in the usual sense of algebraic geometry. Thanks to the Kodaira embedding theorem, we know that a positive line bundle coincides with an ample line bundle. We attend to generalize this relation to a q-positive line bundle.
Andreotti and Grauert proved that a q-positive line bundle is always q-ample. (see [AG62, Théorème 14] , [DPS96, Proposition 2.1]). It is of interest to know whether the converse implication of the Andreotti-Grauert theorem holds. In this paper, we mainly discuss the following problem.
Problem 1.2. ([DPS96, Problem 2.2])
. Does the converse implication of the AndreottiGrauert theorem hold ? That is to say, is a q-ample line bundle always q-positive ?
This problem was first posed by Demailly, Peternell and Schneider in [DPS96] . Precisely speaking, they consider a uniformly q-ample line bundle. However, Totaro showed that the uniform q-amplitude is the same concept as the cohomological q-amplitude (see [Tot10, Theorem 6 .2]). When q is zero, this problem is affirmative. Therefore it is a natural question. However it has been an open problem for a long time, except the case of q = 0.
In Section 2, we study this problem when X is a smooth projective surface. The main result of this section is an affirmative answer for Problem 1.2 on a surface (Theorem 1.3). Theorem 1.3. On a smooth projective surface X, the converse of the Andreotti-Grauert theorem holds. That is, the following conditions are equivalent. In his paper [Dem10-B], Demailly proved the converse of the holomorphic Morse inequality under various situations. These results can be seen as a "partial" converse of the Andreotti-Grauert theorem. The original part of this paper is to give an "exact" converse (see and Section 5 of this paper for the precise statement). By combining Theorem 1.3 and the result of [Dem10-B], the asymptotic behavior of the higher cohomology on a surface can be interpreted in terms of the curvature.
In Section 3, various characterizations of the q-positivity of a semi-ample line bundle are given on an arbitrary compact complex manifold. A line bundle L is called semi-ample, if its holomorphic global sections of some positive multiple of L have no common zero set. A semi-ample line bundle induces a holomorphic map to the projective space. (See [Laz04] for more details on a semi-ample line bundle.) Theorem 3.1 gives a relation between the fibre dimension of a holomorphic map and the q-positivity. When the map is the holomorphic map associated to a sufficiently large multiple of a semi-ample line bundle L, condition (B) in Theorem 3.1 is equivalent to the cohomological q-amplitude of L (see [So78,  Condition (B) (resp. (C), (D)) gives a geometric (resp. cohomological, numerical) characterization of a q-positive line bundle. In particular, the converse of the AndreottiGrauert theorem holds for a semi-ample line bundle on an arbitrary compact complex manifold.
In section 4, we consider the Zariski-Fujita type theorem (Theorem 4.1) in order to investigate the q-positivity of a big line bundle. In particular, we know that the converse of the Andreotti-Grauert theorem for a big line bundle is reduced to the case of varieties of smaller dimension (the non-ample locus).
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2. The Monge-Ampère equation and (n − 1)-positivity This section is devoted to prove Theorem 2.1 and its corollaries. Throughout this section, let L be a line bundle on a compact Kähler manifold X and ω a Kähler form on X. First we give the proof of Theorem 2.1.
Theorem 2.1. Let L be a line bundle on a compact Kähler manifold X and ω a Kähler form on X. Assume that the intersection number L·{ω} n−1 is positive. Here {ω} denotes the cohomology class in H 1,1 (X, R) which is defined by ω. Then L is (n − 1)-positive. That is, there exists a smooth hermitian metric h whose Chern curvature √ −1Θ h (L) has at least 1 positive eigenvalue at every point on X.
Proof. The main idea of the proof is to use a solution of the Monge-Ampère equation.
In order to solve the Monge-Ampère equation, we make use of the following Calabi-Yau type theorem. It is a deep result which was proved as a special case in [Yau78] . Roughly speaking, it says that the product of the eigenvalues of a Kähler form (which represents a given Kähler class ) can be controlled.
Theorem 2.2. ([Yau78]
). Let M be a compact Kähler manifold of dimension n and ω a Kähler form on M. For a positive smooth (n, n)-form F > 0 with M F = M ω n , there exists a function ϕ ∈ C ∞ (M, R) with the following properties :
Fix a smooth hermitian metric h of L. Then the Chern curvature √ −1Θ h (L) represents the first Chern class of L. We want to construct a real-valued smooth function ϕ on X such that √ −1Θ h (L) + dd c ϕ is (n − 1)-positive (that is, the (1, 1)-form has at least 1 positive eigenvalue everywhere). If we obtain a function ϕ with the condition above, we can easily see that L is (n − 1)-positive. In fact, the Chern curvature associated to the metric defined by he
Therefore it is sufficient for the proof to construct a function ϕ with the condition above. To construct such function, we use Theorem 2.2.
Since ω is a positive form, the (1, 1)-form √ −1Θ h (L) + kω is a Kähler form on X for a sufficiently large constant k > 0. Now we consider the following Monge-Ampère equation:
Here D k is a positive constant which depends on k. In order to solve this equation, we need to define D k by
When D k is defined as above, we can take a solution of the equation, thanks to Theorem 2.2. In fact, by applying Theorem 2.2 to a Kähler form
and a smooth (n, n)-form F := D k kω n , we can obtain a solution. Note that the equality X ω n = X F holds by the definition of D k . Now we shall show that the constant D k is greater than 1 for a sufficiently large k > 0. We use the assumption of the theorem only for this argument. By the definition of D k we have
The molecule in the right hand is a polynomial of degree (n − 1) with respect to k. Further, the coefficient of the highest degree term is equal to n(L · {ω} n−1 ). It is positive by the assumption. Therefore the first term in the right hand is greater than 0 for a sufficiently large k > 0. Hence D k is greater than 1.
Finally we show that √ −1Θ h (L) + dd c ϕ has at least 1 positive eigenvalue at every point on X. Here λ 1 (x) ≥ · · · ≥ λ n (x) denote the eigenvalues of √ −1Θ h (L) + kω + dd c ϕ with respect to kω at x ∈ X. Then the function λ i for i = 1, 2, . . . , n is well-defined as a function on X. Further λ i for i = 1, 2, . . . , n is continuous, since the j-th symmetric function in λ 1 , . . . , λ n is smooth. Since ϕ is a solution of the Monge-Ampère equation, the functions λ i satisfy the following equality everywhere:
In addition, λ n (x) is positive for any point
. . , (λ n − 1) since all eigenvalues of kω are 1. Thus √ −1Θ h (L) + dd c ϕ has 1 positive eigenvalue (λ 1 − 1) everywhere. It completes the proof.
On the rest of this section, we give the proofs of Theorem 2.3 and Corollary 2.6. Theorem 2.3. (=Theorem 1.3). On a smooth projective surface X, the converse of the Andreotti-Grauert theorem holds. That is, the following conditions are equivalent.
In the statement of Theorem 2.3, it follows that condition (B) leads to condition (A) from the Andreotti-Grauert theorem. The converse is an open problem and a main subject in this paper. Theorem 2.3 claims Problem 1.2 is affirmatively solved on a smooth projective surface.
For the proof of Theorem 2.3, we shall prepare Lemma 2.4 and Lemma 2.5. These lemmata may be known facts. However we give proofs for readers' convenience. Lemma 2.4 can be proved even if X has singularities. However for our purpose, we need only the case where X is smooth.
Lemma 2.4. Let L be a line bundle on a smooth projective variety X. Then the following conditions are equivalent.
Proof. This theorem follows from the Serre duality theorem.
First we confirm that condition (2) implies (1). For a contradiction, we assume that
is psuedo-effective. Then we can take an ample line bundle
has a non-zero section for every positive integer m > 0. Note that A does not depend on m. For the coherent sheaf O X (K X ⊗ A ⊗−1 ), we can take a positive integer m such that
from condition (2). Here K X denotes the canonical bundle on X. It follows from the Serre duality theorem that
. This is a contradiction to the choice of A.
Conversely we show that condition (1) implies (2). Fix an ample line bundle B on X. For a given coherent sheaf F on X, we can take the following resolution of F by taking a large integer k > 0:
is globally generated for a sufficient large k since B is ample. Therefore we obtain a surjective map ⊕
We define G to be the kernel of its map.
Thus it is sufficient to show that there is a positive integer m 0 such that
In fact, the long exact sequence yields
Since L ⊗−1 is not psuedo-effective, we can take a sufficiently large integer m 0 such that K
Since this line bundle is not psuedo-effective, we have
Again by using the Serre duality theorem, we have
Lemma 2.5. Let L be a line bundle on a smooth projective variety X of dimension n. Then the following conditions are equivalent.
(2) L is cohomologically (n − 1)-ample.
(3) There exists a strongly movable curve C on X such that the degree of L on C is positive.
Here a curve C is called a strongly movable curve if
for suitable very ample divisors A i on X, where µ : X → X is a birational morphism. See [BDPP, Definition 1.3] for more details.
Proof. The deep result proved in [BDPP] yields Lemma 2.5. It follows from [BDPP, Theorem2.2] that the cone of pseudo-effective line bundles is the dual cone of strongly movable curves. That is, a line bundle is pseudo-effective if and only if the degree of the line bundle on every strongly movable curve is semi-positive. From Lemma 2.4, L is cohomological (n − 1)-ample if and only if L ⊗−1 is not psuedo-effective. Therefore then there exists a strongly movable curve C such that
It completes the proof.
By applying Lemma 2.5 and Theorem 2.1, we shall complete the proof of Theorem 2.3.
Proof of Theorem 2.3. When X is a projective surface, the closure of the cone of strongly movable curves coincides with the closure of the cone of ample line bundles (that is, the nef cone). Indeed, the dual cone of pseudo-effective line bundles equals to the closure of the cone of ample line bundles. Therefore, when L is cohomologically 1-ample, there exists an ample line bundle H with (L · H) > 0 by Lemma 2.5. Since H is ample, the first Chern class of H contains a Kähler form ω. Since the intersection number (L · H) equals to (L · {ω}), the line bundle L satisfies the assumption in Theorem 2.1. Therefore if follows that L is 1-positive from Theorem 2.1.
At the end of this section, we prove Corollary 2.6, which can be seen as a generalization of [FO09, Theorem 1] to a psuedo-effective line bundle. In [FO09] , in order to show that an effective line bundle is (n − 1)-positive, Fuse and Ohsawa apply n-convexity of a non-compact complex manifold. We make use of the Monge-Ampère equation instead of n-convexity of a non-compact complex manifold.
Corollary 2.6. Let L be a pseudo-effective line bundle on a compact Kähler manifold X. Assume that the first Chern class of L is not trivial.
Then L is (n − 1)-positive.
A line bundle is called pseudo-effective if there exists a singular hermitian metric h whose curvature current √ −1Θ h (L) is positive on X as a (1, 1)-current. A pseudo-effective line bundle (which is not numerically trivial) is cohomologically (n−1)-ample (see Lemma 2.4). Therefore a pseudo-effective line bundle should be (n − 1)-positive if the converse of the Andreotti-Grauert theorem holds. Corollary 2.6 claims that it is affirmative on a compact Kähler manifold.
Proof. Under the assumption of Corollary 2.6, we show that the line bundle L satisfies the assumption in Theorem 2.1.
Fix a Kähler form ω on X and take an arbitrary smooth (n − 1, n − 1)-form γ on X. The (n − 1, n − 1)-form ω n−1 is strictly positive. Therefore there exists a large constant
Here we used the compactness of X. Since L is psuedo-effective, there exists a singular hermitian metric such that
is a positive current, the following inequalities hold:
agrees with the intersection number L · {ω} n−1 . If the intersection number is zero, it follows from the inequality above that
is a zero current. This is a contradiction to the assumption that the first Chern class of L is not trivial. Hence the intersection number L · {ω} n−1 must be positive. It follows that L is (n − 1)-positive from Theorem 2.1.
The fiber dimension and q-positivity
The main purpose of this section is to give the proof of Theorem 1.4. For this purpose, we first consider Theorem 3.1. (A) Fix a Hermitian form ω (that is, a positive definite (1, 1)-form) on Y . Then there exists a function ϕ ∈ C ∞ (X, R) such that the (1, 1)-form Φ * ω + dd c ϕ is q-positive (that is, the form has at least (n − q) positive eigenvalues at any point on X as a (1, 1)-form).
(B) The map Φ has fibre dimensions at most q.
Throughout this section, let Φ : X −→ Y be a holomorphic map from X to a compact complex manifold Y . Fix a hermitian form ω on Y . Set ω := Φ * ω, which is a semi-positive (1, 1)-form on X.
First we show that condition (A) implies (B). For a contradiction, we assume that there is a fibre F of the map Φ with dim F > q. Then by condition (A), X allows a smooth function ϕ such that ω + dd c ϕ is q-positive. Since F is a fibre, the restriction to F of ω = Φ * ω is equal to zero. It implies that the restriction to F of dd c ϕ is q-positive. Even if F has singularities, we can define the q-positivity (see Definition 4.2). Since the dimension of F is strictly larger than q, the Levi-form of ϕ| F has at least 1 positive eigenvalue.
Since F is compact, the function ϕ| F must have the maximum value on F . Suppose that p ∈ F attains the maximum value of ϕ| F . Then the Levi-form of ϕ| F at p has no positive eigenvalues. It is a contradiction. Hence condition (A) leads to (B).
On the rest of this section, we shall show that condition (B) implies (A). From now on, we assume that the dimension of every fibre of the map Φ is at most q. Then we want to construct a function ϕ with condition (A). For this purpose, we define the degenerated locus of a hermitian form by the pull-back of the map Φ as follows:
Definition 3.2. The degenerated locus by the pull-back of Φ is defined to be
* ω has at least (q + 1) zero eigenvalues at p}.
Since ω = Φ * ω is a semi-positive form, ω is q-positive outside B q . Therefore if B q is empty, condition (A) is satisfied by taking ϕ := 0. Thus it is sufficient to consider the case where B q is not empty. The following lemma asserts that the degenerated locus is locally the zero set of finite holomorphic functions.
Proposition 3.3. The degenerated locus B q is a closed analytic set on X.
Proof. First we show that B q is a closed set in X. Fix a hermitian form ω on X. We denote by λ 1 ≥ · · · ≥ λ n ≥ 0, the eigenvalues of ω with respect to ω. The j-th symmetric function in λ 1 , . . . , λ n are smooth since ω and ω is smooth forms. Therefore λ i for 0 ≤ i ≤ n is a (well-defined) continuous function on X. Now p is contained in B q if and only if λ n−q (p) = 0. Thus the degenerated locus is closed since λ n−q is a continuous function.
It remains to show that B q is the zero set of finite holomorphic functions. Now we take a local coordinate (w 1 , . . . , w m ) on Y . Here m denotes the dimension of Y . Then the degenerate locus of ω coincides with the degenerate locus of
In fact, it follows since we have
for a sufficiently large constant C > 0. The holomorphic map Φ can be locally written as (z 1 , . . . , z n ) −→ (f 1 (z), . . . , f m (z)) for some holomorphic functions f i . Here (z 1 , . . . , z n ) denotes a local coordinate on X. Then B q is equal to the locus where the hermitian form dd c m i=1 dd c |f i (z)| 2 has at least (q + 1) zero eigenvalues. In general, a semi-positive hermitian form has at least (q + 1) zero eigenvalues if and only if j-th symmetric function in the eigenvalues is zero for n − q ≤ j ≤ n. By a simple computation, j-th symmetric function σ j in λ 1 , . . . , λ n is described as follows:
, and ·, · a standard hermitian metric on C m . Therefore the set defined by σ j = 0 (n − q ≤ j ≤ n) is the zero set of finite holomorphic functions.
Thanks to Proposition 3.3, we can consider the dimension of B q . When the dimension of B q is less than or equal to q, we can easily see condition (A) in Theorem 3.1 from Lemma 3.8. When the dimension is greater than q, we factor B q to subvarieties of smaller dimension. For this purpose we need Lemma 3.5. The assumption on fibre dimensions is used in the proof of this lemma. Later we need to treat an analytic set which may not be closed. For that reason, Lemma 3.5 is formulated for an analytic set (possibly not closed).
Definition 3.4. A subset V in X is called an analytic set, if for every point p in V there exist a small neighborhood of p and finite holomorphic functions on the neighborhood such that V is the zero set of these functions.
Note that an analytic set does "not" mean a closed analytic set in this paper. For example, the set 1/n ∈ C n ∈ N is an analytic set, but not a closed analytic set.
Lemma 3.5. Let W be an irreducible analytic set (possibly not closed, singular) on X. Assume that the dimension of W is greater than q.
Then the degenerate locus D defined by
The restriction ω| Wreg has at least (q + 1) zero eigenvalues at p is a closed analytic set on W reg and properly contained in W reg . Here W reg denotes the regular locus of W .
Proof. We have already proved that D is a closed analytic set on W reg in the proof of Proposition 3.3. It remains to show that D is a properly contained subset in W reg . For a contradiction, we assume D = W reg . We take a point p in W reg such that Φ| W : W −→ Y is a smooth morphism at p, and a fibre F of Φ containing p. Further we take an open ball U in W with a local coordinate (z 1 , . . . , z r ) centered at p. We may assume that the first coordinate (z 1 , . . . , .z s ) also becomes a local coordinate on F reg . Here r (resp. s) denotes the dimension of W (resp. F ). Now we consider the restriction f of Φ defined by
Then the fibre of Φ(p) by f is a zero dimensional analytic set. It implies the Jacobian of f is not identically zero on some neighborhood of p. Hence the holomorphic map f gives a local biholomorphic at some point. This means the restriction of ω to F ⊥ has (n − s) positive eigenvalues. Note that s is less than or equal to q. This is a contradiction to W reg = D.
Lemma 3.5 leads to Proposition 3.6. Later we shall apply this proposition to B q . The set B q is a closed analytic set. However we formulate this proposition for an analytic set to prove Proposition 3.6 with induction on the dimension. Remark that "dimension " in Proposition 3.6 does not necessarily mean the pure dimension .
Proposition 3.6. Let V be an analytic set of dimension k (possibly, not closed, not irreducible, singular). Then there exist sets D ℓ (0 ≤ ℓ ≤ k − 1) with following properties:
(1) D ℓ is an analytic set on X.
Proof. We prove this proposition by induction on the dimension k = dim V . When k is zero, we set D 0 = V . Then the properties in Proposition 3.6 hold. From now on, we assume that k is greater than zero.
We consider the decomposition V = V reg ∪ V sing . Here V reg (resp. V sing ) denotes the regular locus (resp. the singular locus) of V . Note that this decomposition is a disjoint union. Since the dimension of V sing is smaller than k, we obtain D ℓ (0 ≤ ℓ ≤ dim V sing ) with the properties in Proposition 3.6 by the induction hypothesis.
Let V reg = i∈I V i be the irreducible decomposition of V reg . For an irreducible component V i , we set D i dim V i := V i if the dimension of V i is less than or equal to q. Otherwise, we investigate the degenerated locus D i of V i defined by
It follows that D i is an analytic set and properly contained in V i from Lemma 3.5. In particular, the dimension of D i is smaller than k. Therefore by applying the induction hypothesis to D i , we obtain D For the proof of Theorem 3.1, we apply Proposition 3.6 to B q . Then we obtain D ℓ with the properties in Proposition 3.6. By using these properties, we shall construct a function ϕ whose Levi-form has (n − dim W ) positive eigenvalues in the normal direction of an irreducible component W of D ℓ \ D ℓ−1 . On the other hand, the restriction ω| W has (dim W − q) positive eigenvalues from property (5) if the dimension of W is greater than q. Thus if there is such function ϕ, the (1, 1)-form ω + dd c ϕ has at least (n − q) positive eigenvalues everywhere. To construct such function, we prepare Proposition 3.7, 3.9. The proofs of these Propositions are similar to the proof of [Dem90, Theorem 4] (cf. [Siu77] ).
Proposition 3.7. For ℓ = 0, 1, . . . , k, there exists a function ϕ ℓ ∈ C 2 (X, R) with the following properties :
(1) Let W be an irreducible component of D ℓ \ D ℓ−1 . Then the Levi form dd c ϕ ℓ has (n − dim W ) positive eigenvalues in the normal direction of W .
(2) The Levi form dd c ϕ ℓ is semi-positive at every point in D ℓ .
Here D ℓ denotes the closure of D ℓ in X. Note D ℓ may not be a closed analytic set. For example, the closure of {(x, y) ∈ C 2 x = e y } in the 2-dimensional projective space is not a closed analytic set. In order to show Proposition 3.7, we prepare the following lemma. If D ℓ for ℓ = 0, 1, . . . , k is a closed analytic set, the statement of this lemma is same as that of Proposition 3.7. (c) Every U k which intersects with U j (j = 1, 2, . . . , s) is also contained in U.
We denote by I Bq , the ideal sheaf associated to a closed analytic set B q . For every j = 1, 2, . . . , s, we take holomorphic functions {f j,i } N j i=1 on U j such that these functions generate the ideal sheaf I Bq . Further, for every j = s + 1, . . . , N, we take holomorphic functions {f j,i } N j i=1 on U j such that these functions generate the ideal sheaf I D ℓ . Note D ℓ is a closed analytic set on U j (j = s + 1, . . . , N). Therefore we can define the ideal sheaf I D ℓ and take its generators.
Let ρ j N j=1
be a partition of unity associated to the covering of X. Now we define ϕ U to be
Then ϕ U satisfies properties (1), (2). In fact, an easy computation yields
By the definition, f j,i is identically zero on D ℓ . (Notice that D ℓ is contained in B q .) Therefore the first three terms are zero on D ℓ . Further the last term is clearly semipositive. Therefore property (2) is satisfied. For every point p in W \ U, we can take j 0 such that U j 0 does not intersect with D ℓ \ D ℓ−1 and ρ j 0 (p) = 0 by the choice of the covering. Hence the last term has property (2) since ∂f j 0 ,i ∧ ∂f j 0 ,i has (n − dim W ) positive eigenvalues at p in the normal direction of W .
Before the proof of Proposition 3.7, we recall the definition of a C 2 -norm · C 2 on C 2 (X, R).
We take an open covering of X by open balls U j (j =, 1, 2, . . . , N) with a differential coordinate (x j 1 , . . . , x j 2n ). Let V j be a relatively compact set in U j such that
is also an open covering of X. Then the C 2 -norm | · | C 2 with respect to the open covering is defined to be
for every f ∈ C 2 (X, R). Certainly the norm depends on the choice of an open covering. However the topology induced by these norms is unique. For our purpose, we fix the norm. Let us begin the proof of Proposition 3.7.
Proof of Proposition 3.7. Choose a family of open neighborhoods
For each positive integer i, we can take a function ϕ U i ∈ C ∞ (X, R) with the properties in Lemma 3.8. We set
Here · C 2 denotes the fixed C 2 -norm. Now we define a function ϕ ℓ on X to be
By the definition of A i , the sum in the definition uniformly converges with respect to the C 2 -norm. Hence we obtain
Properties (1), (2) in Lemma 3.8 and the choice of U i lead to the properties in Proposition 3.7. Before the proof of Proposition 3.9, we confirm that Proposition 3.9 and Proposition 3.6 complete the proof of Theorem 3.1. That is, there is a smooth function ϕ on X such that the (1, 1)-form ω + dd c ϕ is q-positive. First we obtain {D ℓ } k ℓ=0 with properties in Proposition 3.6 by applying Proposition 3.6 to B q . Now we take ϕ k with property ( * ) in Proposition 3.9. Recall k is the dimension of B q . Then we shall show that ω + εdd c ϕ k is q-positive for a sufficiently small ε > 0. Now ω is q-positive at x ∈ B q . Hence when x is not contained in B q , the form ω +εdd c ϕ k is q-positive for a small ε > 0. When x is contained in B q , there is a positive integer ℓ such that x ∈ D ℓ \ D ℓ−1 . (Otherwise x is contained in D 0 . Then the Levi-form of ϕ k has n positive eigenvalues at x.) For an irreducible component W of D ℓ \ D ℓ−1 containing x, the (1, 1)-form ω| W has (dim W − q) positive eigenvalues along W . On the other hand, the Levi-form of ϕ k has (n − dim W ) positive eigenvalues in the normal direction of W (property ( * ) in Proposition 3.9). Thus ω + εdd c ϕ k has (n − q) positive eigenvalues. The function ϕ k may not be smooth. However we can approximate it with smooth functions without the loss of the q-positivity since it is C 2 -function (for instance, see [Ric68] ). It completes the proof of Theorem 3.1.
Proof of Proposition 3.9. We prove Proposition 3.9 by induction on ℓ. When ℓ is zero, the claim is obvious. Thus we assume ℓ is greater than 0. By the induction hypothesis, we obtain a smooth function ϕ ℓ−1 with property ( * ). Further we take ϕ ℓ with the properties in Proposition 3.7. We define a function ϕ ℓ to be ϕ ℓ + ε ϕ ℓ−1 . Then the function satisfies property ( * ) for a sufficiently small ε > 0.
Finally we see that it follows Theorem 1.4 from Theorem 3.1. Proof. We can easily confirm the equivalence between condition (B) and (C) from the standard argument of the spectral sequence (see [So78, Proposition 1.7] ).
The equivalence between condition (A) and (B) is directly followed from Theorem 3.1. Indeed, we apply Theorem 3.1 to the semi-ample fibration Φ := Φ |L ⊗m | : X −→ P Nm and ω := ω F S , where ω F S is the Fubini-Study form. Then Φ * ω F S + dd c ϕ is q-positive for some function ϕ by Theorem 3.1. The form represents the Chern class of L ⊗m . Therefore condition (B) implies (A). Conversely, if L is q-positive, it is cohomologically q-ample by the Andreotti-Grauert theorem. Therefore the fibre dimension of the semi-ample fibration must be at most q.
It remains to show the equivalence between condition (B) and (D). In this step, we use the assumption that X is projective. Assume that the fibre dimension of the semi-ample fibration is at most q. Then for any subvariety Z with dim Z > q, we can take a curve on Z which is not contracted by Φ. Then the degree of L on the curve is positive by the projection formula. Conversely, if there exists a fibre F with dim F > q, the degree on every curve in F is zero.
Zariski-Fujita type theorem for big line bundles
In this section, we prove Theorem 4.1. Theorem 4.1 says that, a big line bundle is q-positive if and only if the restriction to the non-ample locus of the line bundle is qpositive. See [ELMNP] Recall that 0-positive is positive in the usual sense (that is, ample). Hence Theorem 4.1 claims that L is ample on X if the restriction to the non-ample locus of L is ample. It can be seen as the parallel of the the Zariski-Fujita theorem (see [Zar89] and [Fuj83] for the Zariski-Fujita theorem).
Throughout this section, we denote by X a compact Kähler manifold and by L a line bundle on X. Moreover fix a smooth hermitian metric h of L. The Chern curvature √ −1Θ h (L) associated to h represents the first Chern class c 1 (L). In this section, we treat a closed analytic set which may have the singularities on X. For this purpose, we extend the q-positivity concept from a manifold to an analytic space. Note the following definition does not depend on the choice of a hermitian metric h of L. For every point p on V , there exist a neighborhood U of p on X and a C 2 -function ϕ on U such that ϕ| V ∩U = ϕ and the (1, 1)-form √ −1Θ h (L) + dd c ϕ has at least (n − q)-positive eigenvalues on U.
For the proof of Theorem 4.1, we prepare the following lemma. 
has at least (n − q) positive eigenvalues on some neighborhood of V .
Proof. We take a smooth extension ϕ to X of the potential function in Definition 4.2. Let V = i∈I V i be the irreducible decomposition. From the construction of ϕ, the restriction to (2) T has analytic singularities along the non-ample locus of L. (3) For some hermitian form ω on X, the inequality T ≥ ω holds as a (1, 1)-current. From property (1), we obtain an
On the other hand, by applying Lemma 4.3 to the non-ample locus, we can obtain a function
is q-positive on some neighborhood U on the non-ample locus.
Then we shall see that ϕ s and ϕ B can be glued. For a real number C > 0, we define the function ψ C to be ψ C := max{ϕ B + − C, ϕ s }. For a large C > 0, the function ϕ B − C is smaller than ϕ s outside some neighborhood U C of the non-ample locus. By taking a sufficiently large C > 0, we may assume that U C is relatively compact in U.
On the other hand, the function ϕ s has a polar set along the non-ample locus. That is, ϕ s (x) = −∞ for any point x on the non-ample locus. Hence there exists a neighborhood V C of the non-ample locus such that ϕ s is smaller than ϕ B + − C even if C is large. We may assume V C is relatively compact in U C .
Outside
has n positive eigenvalues. On the other hand, inside V C the (1, 1)-
has (n − q)-positive eigenvalues. In order to investigate the positivity on U C \ V C , we prepare the following lemma.
Lemma 4.4. Let γ be a smooth d-closed (1, 1)-form on X and an L 1 -function ϕ i (for i = 1, 2) with dd c ϕ i ≥ γ. Then the function max(ϕ 1 , ϕ 2 ) also satisfies dd c max(ϕ 1 , ϕ 2 ) ≥ γ.
Proof. Notice that the conclusion is a local property. We can locally take a smooth potential function of γ since γ is a d-closed form. Thus we have γ = dd c ψ for some function ψ. By the assumption, dd c (ϕ i − ψ) is a positive current. Therefore the Levi form of max(ϕ 1 , ψ + ϕ 2 − ψ) = max(ϕ 1 , ϕ 2 ) − ψ is also a positive current. It implies that dd c max(ϕ 1 , ϕ 2 ) ≥ γ.
Since U C is relatively compact in U, √ −1Θ h (L) + dd c ϕ B + is q-positive on U C . Certainly √ −1Θ h (L) + dd c ϕ s is q-positive (0-positive) on U C \ V C . Therefore it follows from the lemma above that √ −1Θ h (L) + dd c ψ C is q-positive on U C \ V C . The function ψ C may not be smooth. However we can approximate it with smooth functions without the loss of the q-positivity since ψ C is continuous. Therefore L is q-positive on X.
When the dimension of the non-ample locus is smaller q, the assumption in Theorem 4.1 is automatically satisfied. Thus we have the following corollary.
Corollary 4.5. Assume the dimension of the non-ample locus of L is less than or equal to q. Then L is q-positive.
Under the assumption in Corollary 4.5, L is cohomologically q-ample (cf. [Kür10] , [Mat10, Theorem 1.6]). Corollary 4.5 claims that the q-positivity has the same property.
Relations with the holomorphic Morse inequality
In his paper [Dem10-B], Demailly proved the converse of the holomorphic Morse inequality on a surface. This result has the similarity to the converse of the Andreotti-Grauert theorem. In this section, we explain the difference between his result and the result (Theorem 1.3) in this paper. First we recall the holomorphic Morse inequality which is closely related with the Andreotti-Grauert vanishing theorem.
Definition 5.1. Let L be a line bundle on a compact complex manifold X. Then the asymptotic q-cohomology of L is defined to bê
In his paper [Dem85] , Demailly gave a relation between the dimension of the asymptotic cohomology of a line bundle and certain Monge-Ampère integrals of the curvature. It is so-called Demailly's holomorphic Morse inequality. For simplicity, we assume that X is projective. 
where h runs through smooth hermitian metrics on L, and X(h, i) is the set defined by X(h, i) := x ∈ X | √ −1Θ h (L) has a signature (n − i, i) at x. .
The holomorphic Morse inequality would be seen as an asymptotic version of the AndreottiGrauert vanishing theorem. In his paper [Dem10-A], Demailly conjectured that the inequality would actually be an equality. The conjecture has the similarity to Problem 1.2. In [Dem10-B] , he showed the converse of holomorphic Morse inequality holds in the following case:
(1) The case where X is projective surface.
(2) The case where X is an arbitrary projective manifold and i = 0. Result (2) can be seen as a "partial" converse of the Andreotti-Grauert theorem. However, Result (2) seems not to lead to Theorem 1.3.
