Starting from the analysis of the hierarchy of equations for many-point reactant densities involved in three kinds of basic bimolecular reactions, A + A + B, A + B + C, A + B + B, in condensed media, a review is given of a new class of self-organisation phenomena. Unlike the usual synergetic effects, these phenomena are characterised by the appearance of microscopic dynamical clustering of similar reactants, which, however, does not violate the macroscopic homogeneity of the system. The many-particle effects are described in terms of the correlation length and critical exponents in much the same way as is done in the theory of critical phenomena (phase transitions) developed in statistical physics.
Introduction

Prehistory
The theory of diffusion-controlled reactions presented by Smoluchowski (1917) has found numerous applications in colloidal chemistry, aerosol dynamics and the physical chemistry of solutions as well as the physics and chemistry of the condensed state (Noyes 1961 , Wilemski and Fixman 1973 , Hill 1976 , Rice and Pilling 1978 , Calef and Deutch 1983 . A more rigorous theoretical formalism employing the hierarchy of equations for many-particle distribution functions has been developed quite recently by Waite (1957a Waite ( , b, 1958 Waite ( , 1960 , Leibfried (1965) , Dettmann et a1 (1967) and Suna (1970) . The theory of long-range reactions was founded by Forster (1965) (see also Doktorov et a1 1978a , b, Agranovich and Galanin 1982 , Doktorov and Kotomin 1982 . Due to mathematical difficulties, a lot of approximations are usually made, directly or indirectly; e.g. those of the mean field, of the binarity of collisions (Doktorov 1978) , neglect of the spatial reagent density fluctuations, etc.
However, both careful theoretical studies and computer simulations of bimolecular reactions, performed during the last decade, have clearly revealed the shortcomings of the Smoluchowski and similar theories. Thus, studies of the kinetics of reactant aggregation and gelation in solutions and polymerisation (Meakin 1983 , Kolb et a1 1983 , Family and Landau 1984 , Ziff et a1 1985 have shown the existence of the complex spatial structures-fractal clusters (Pietronero and Tosatti 1986 )-leading to a considerable deviation of the reaction kinetics from standard chemical kinetics (Eyring et al 1980) . Another rapidly developing branch of non-traditional kinetics is energy transfer and recombination in disordered media (e.g. Blumen et a1 1983 , Burshtein 1985 . Finally, the third important branch of contemporary physical and chemical kinetics deals with the effects of the reactant density spatial fluctuations arising in the course of bimolecular reactions and related cooperative phenomena at large initial reactant concentrations and/or great reaction times. The essential role of these phenomena was first pointed out only in the 1970s by Balagurov and Vaks (1974) and Ovchinnikov and Zeldovich (1978) . A very general review of the role of reactant density fluctuations in numerous physical, chemical and biological processes has been presented recently by Zeldovich and Mikhailov (1987) . The cooperative phenomena result in an ordering of the reagent spatial distribution due to the microscopic dynamical clustering of similar particles. Broadly speaking, the present review is aimed at demonstrating how these reactant spatial fluctuations could be incorporated in a description of the bimolecular kinetics on a microscopic scale, and how they might manifest themselves in experiments. An analysis of these problems is carried out in terms of critical phenomena theory and self-organisation.
The kinetics of bimolecular reactions and synergetics
A formation of spatio-temporal structures in active extended media ( self-organisation) is now of great interest, finding applications in biology, physics and chemistry Prigogine 1977, Haken 1984) . Quite general laws determining the processes of Despite the fact that these systems obviously involve many particles, the appearance here of macroscopic spatial structure distinctive for the standard synergetic approach was thought to be impossible since the diffusion can smooth the initial inhomogeneities of the reactant densities. For this reason, and because the standard approach (Eyring et a1 1980) to these reactions produces a single solution only, no attempts had been made until recently to deal with the self-organisation effects here.
However, recent stochastic studies of the role of reactant density fluctuations in the bimolecular kinetics have revealed an unexpected appearance of microscopic structures characterised by a short-range and intermediate-range order, thus not violating the homogeneity of a system, rather than the long-range ordered structures which are the usual object of studies in synergetics. In fact, the simplest bimolecular reactions under study turn out to be complex enough to serve as the basic models for future studies 'of non-equilibrium processes, similar to the Ising model in statistical physics. Development of these models stimulates a revision of the criteria-how complex must a system be to possess self-organisation? (The current criteria neglect effects of the reactant density fluctuations just referred to.)
The considerable progress made in the studies of simple bimolecular reactions (which has led to such interesting conclusions) is achieved by a more rigorous mathematical treatment of the problem, avoiding the use of the simplest approximations which linearise the kinetic equations.
The effects in which we are interested are to be accounted for by the violation of the 'large number law' (Nicolis and Prigogine 1977) when the description of a system in terms of average quantities is no longer sufficient. It is so because the self-organising systems are characterised by anomalous fluctuations which govern the behaviour of the average quantities and qualitatively change their time development. For the reactions controlled by reactant motion, coherent behaviour of the fluctuations is typical, i.e. the existence of spatial correlation of closely spaced reactants in a system. An analogy between the fluctuations in a system far from equilibrium and such critical phenomena as the phase transitions at equilibrium has been pointed out more than once (Haken 1984 , Careri 1982 . It is well known that the fluctuation terms cannot be neglected in the equations for average quantities in the vicinity of instability points, since after a long enough time the non-Poisson fluctuation spectrum determines the behaviour of the average quantities Malek-Mansour 1984, Elderfield and Vvedensky 1986 ). Here we cannot neglect a perturbation which equals the deviation of the fluctuation spectrum from the Poisson one and thus increases in time. For systems with asymptotically unstable solutions (e.g. the well known Lotka-Volterra model in its stochastic statement with interacting populations (Nicolis and Prigogine 1977 , Haken 1978 ), a fluctuation dispersion cannot be neglected. Thus the cut-off of the infinite hierarchy of equations for the distribution functions, which is of interest to us, permits an approximate solution to be obtained, which is valid only at short reaction times. Higher-degree approximations are of key importance and often allow us to 'discover' the latent degrees of freedom (e.g. dispersions) characterising the kinetic behaviour of a system. Recent pioneering papers by Balagurov and Vaks (1974) , Donsker and Varadhan (1975) , Zeldovich (1977) , and Ovchinnikov and Zeldovich (1978) in fact discovered a new class of self-organisation phenomena. Changes of the fluctuation spectrum in the course of a diffusion-controlled reaction can be characterised by such parameters as correlation length and critical exponents which were used earlier exclusively in critical phenomena physics.
The scope of the review
As mentioned above, our purpose is the microscopic analysis of the self-organisation phenomena arising in the course of the simplest bimolecular reactions (both diffusioncontrolled and static).
The review consists of three parts dealing with bimolecular reactions widely spread in condensed media: (i) A + A + B ( § 2, exciton annihilation in crystals (Agranovich and Galanin 1982) ) and A + B + C (0 2, geminate defect recombination in solids and liquids (Waite 1957b) ; (ii) A + B + B ( § 3, energy transfer via donors A to the unsaturable sinks B); (iii) several-stage processes involving a set of mono-and bimolecular reactions (Lotka and Lotka-Volterra stochastic models with diffusion control- § 4) which are shown to be new candidates for self-organised systems.
All these problems are considered in terms of the universal mathematical approach based on the hierarchy of equations for many-point reactant densities developed by Leibfried (1969 , Dettmann (1965 , Dettmann et a1 (1967) , Kotomin and Kuzovkov (1983) , Gaididei et a1 (1987) . In our opinion, this seems at present to be the only general approach permitting treatment of all the above-mentioned problems, whereas other theoretical methods so far available, e.g. those of secondary quantisation (Doi 1976 , Zeldovich and Ovchinnikov 1978 , Mikhailov 1981a , b, Lushnikov 1986 , Ovchinnikov et a1 1986 and of multiple scattering (Bixon and Zwanzig 1981 , Muthukumar 1982 , Gaididei and Onipko 1980 , Calef and Deutch 1983 based on the electrostatic analogy (Felderhof and Deutch 1976) , could be applied to particular problems only. For example, the diagrammatic perturbation technique, being based on the analogy between the master equation and the quantum field theory with non-Hermitian Hamiltonian describing Bose particles, could be applied, at least now, to the steady state of a system with particle production only (Mikhailov and Yashin 1985 , Gutin et a1 1987 , Burlatskii et a1 1987 . Moreover, this approach allows us to clarify the analogy between the kinetic equations derived for the description of bimolecular diffusion-controlled reactions (Antonov-Romanovskii 1942 , 1966 , Waite 1957a , b, 1960 , and those commonly used in the self-organisation theory and applied to non-linear optics, hydrodynamics, combustion etc.
where cp = (cp,, . . . , q N ) are usually macroscopic variables of quite an arbitrary nature, F, (V, cp) are the non-linear functions of cp (and sometimes of its gradient) and D, reactant diffusion coefficients.
For the simplicity of the mathematical treatment, we restrict ourselves to the case of continuous incoherent (hopping) motion (with the diffusion coefficients D A , DB?) of classical point reactants (excitations) A and B. Their dynamical interaction (if any) is described by pair potentials and they recombine instantly, approaching each other to within a clear-cut recombination ('black sphere') radius ro. The initial spatial distribution of reactants is assumed to be random, i.e. the fluctuation spectrum is Poissonian.
t The results discussed below are also qualitatively correct for the hopping recombination mechanism when reactants cross the recombination sphere by several hops (Doktorov et al1978a, Doktorov and Kotomin 1982) .
The A + B + C reaction
The basic equations
In describing the structure (spatial distribution) in a system of interacting particles, it is convenient to use the statistical approach which is well developed for condensed media. There is a great analogy between the spatial distribution in a system with birth-death processes and the equilibrium properties of dense gases and liquids, except that for the former the sought-after spatial characteristics become time-independent.
Consider an infinitely small volume d V centred at r. The number of particles therein, N y ( r ) , ( v = A, B are two kinds of reactants involved in the A+ B + C reaction, say atoms and vacancies) are stochastic variables. The ensemble average ( N v ( r ) ) = dN,( t ) is independent of r due to the spatial homogeneity. When describing the way the fluctuations of the reactant densities affect the kinetics of the bimolecular reactions, we make use of the thermodynamic limit, assuming that the size of a macroscopic system greatly exceeds the distinctive scales of the problem under consideration, including the correlation lengths. The simplest structure characteristic is the macroscopic reactant (particle) density, i.e. concentration, n,(t) = dN,(t)/dV. Its time development governs the time structure of the recombination process. However, knowledge of the macroscopic concentrations alone is not sufficient to describe the relative spatial distributions of reactants and therefore the fluctuation effects. In this sense, the formal physical and chemical kinetics (e.g. Eyring et a1 1980) , operating with the simplest average quantities-the macroscopic concentrations only-is an example of the structureless (correlationless) theory. The reactant concentrations in a homogenous system characterise the long-range order in their spatial distribution, whereas the short-range and intermediate orders require the use of more complicated averages characterising the spatial correlations of the reactants.
Consider now two non-overlapping volumes d V, = d V, = d V, centred at rl and r2. In the case of no spatial correlation of reactants, we obtain ( W r l ) N u , ( r 2 ) ) = ( N v ( r l ) ) (~d r 2 ) ) = dN,(t) dNd(t).
Therefore the quantity can serve as a measure of the spatial correlation. (In the absence of correlation xr>, = 1 .)
Due to spatial homogeneity and isotropy this joint correlation function depends on the relative distance r = Ir, -r,l only. Its boundary condition comes from the obvious fact that the correlations become negligible when r + 00; , y~~, ( 0 0 , t ) = 1. The physical sense of these joint correlation functions can be easily understood from the following: the average density of the v-type reactants at a distance r from the v'-type reactant placed at the coordinate origin is c,( r, t ) = n,( t)xy>>( r, t ) , vv' = A, B. Let us introduce now the specific joint correlation functions of similar reactants, X,( r, t ) = x:>( r, t ) , and of dissimilar reactants, Y ( r, t ) = xfA( r, t ) = r, t ) . Along with these joint correlation functions determining the spatio-temporal structure of the system, the higher-order correlation functions could be defined through whose set ( m , m'= 0,1,. . .) is complete for an exhaustive description of a system of interacting particles (reactants).
The structure features n,(t) and xmm,(t) of a system with reaction are timedependent. Let us assume the birth, migration and death of reactants to be stochastic Markovian processes. Note that the use of the stochastic models for the reaction description does not contradict the deterministic equations for n,( t ) and xmm., since these latter are ensemble average quantities. In principle, we should treat an infinite set of coupled equations describing the correlation effects of all orders (which is a typical solid state problem).
A convenient way to derive the kinetic equations in question is to start from the many-point densities of a number of reactants, pm,m, which are defined as
The relation between these two kinds of functions is trivial: pmm. = n x ( t)n,"'( t ) X m m , , whereas the quantity pm," dr,. . . dum dr;. . . dr',. yields the mean number of configurations with m particles A in the volumes dr, at ri ( i = 1, . . . , m ) and m' particles B in the volumes drj at r: ( j = 1,. . . m'). The reactant concentrations are nothing but single densities, pr,o = nA( t ) , p0,, = nB( t ) , whereas the two-point densities are simply expressed through the joint correlation functions; p2,0 = n i ( f)XA( r, t ) , p0,2 = ni( t)X,( r, t ) , pl,] = nA( t)nB( t ) Y(r, t ) . A general scheme for deriving the basic equations for a Markovian process in terms of the infinite set of ( m + ")-point densities, including bimolecular reactions, has been demonstrated by Leibfried (1965) , Dettmann (1969 , Dettmann et aZ(1967 , Kotomin and Kuzovkov (1983) , Kuzovkov and Kotomin (1982a) . The derived set of kinetic equations for pm,mJ ( m , m'= 0, 1,. . . ,) contains three kinds of contributions aPm,m' -a P m , m f 1 I apm,m./ I dpm,m,l a t at diff at rec at g due to reactant diffusion, recombination and production, respectively. For example, i.e. the many-point densities behave as products of reactant concentrations taken at different spatial points (Kotomin and Kuzovkov 1981a) . has generalised this equation for the case of reactant potential interaction (drift in the field).
The recombination contribution to the kinetic equations reads where a( I ) is the dissimilar reactant recombination probability (per unit time). For the black sphere model, widely used in this article, a ( r ) = a. = constant at r 6 ro and a( r ) = 0 otherwise. Usually, the limiting case of instantaneous recombination is considered, ao+oo. In the latter equation, the first term incorporates all methods of recombination of AB pairs within a group consisting of m reactants A and m' reactants B, and the second and the third terms describe recombinations when A (or B) partners do not belong to the ( m + ")-particle group. Unlike the diffusion terms, the recombination causes the equations for many-point densities pm,m and p m + l , m r pm,m+l to be coupled. Finally, the production term has been derived for Frenkel complementary defects (atom-vacancy) by Dettmann (1965) and Kotomin and Kuzovkov (1985) . Like many other many-particle problems in solid state physics, a complete description of the fluctuation spectrum is unrealistic and therefore can be done only approximately, considerably limiting the infinite set of the correlation functions, ,ymm. As stated above, the formal physical and chemical kinetics (Eyring et a1 1980) operate with the macroscopic concentrations nA, n B only, which means the reaction rate K is postulated to be time-independent and constant. This is insufficient for even the simplest zero-level treatment of density fluctuation effects since, as clearly follows from the experience of the solution of stochastic problems in self-organisation (Nicolis and Prigogine 1977 , Haken 1978 , Prigogine 1980 , the Juctuation dispersions should be calculated. These dispersions could be expressed through the joint correlation functions X , Y (see below) describing the intermediate order in a system, whereas reactant concentrations play the role of long-range parameters (in terms of the theory of phase transitions).
The present review deals with the kinetics of bimolecular reactions which are treated mainly at the simplest level, operating with the macroscopic reactant concentrations (determining the so-called time structure of the reaction) and a set of joint correlation functions (determining the spatio-temporal structure) only. This level of approximation results from the cut-off of the infinite hierarchy of the coupled equations for the many-point densities pm,m. for ( m + m') S 2, making use of some superposition approximations, among which Kirkwood's (Balescu 1975) is the most popular and widely used (finding application in numerous problems in the statistical physics of dense gases and liquids). All superposition approximations mentioned above are based on the idea of multiplicative expansion, when m-reactant (m-point) distribution functions p,( 1, . . . , m), with arguments being the generalised coordinates, are expressed through the correlation forms a'":
In pa(1, 2) = a(')(l)+a'''(2)+a '''(l, 2) where each of these expressions defines a new correlation form a'". By omitting the correlation forms a ( m ) with m > mo, all distribution functions pm with any m could be expressed through pmJ, m' =s m, and we thus arrive at the superposition approximations. It is assumed that the correlation forms a'""' are small as compared to the , but no distinctive small parameters are employed here. The Kirkwood superposition approximation, widely used for many-particle densities, corresponds to the choice of pm,m. with ( m + m') s m, = 2 as independent densities, employing the approximation As has been demonstrated by Kikuchi and Brush (1967) , using the Ising model as an example, an increase of m, in the expansion in the a'"' form secures the monotonic approach of the calculated critical parameters to an exact result, except for the critical exponents which cannot be reproduced by algebraic expressions. It is important to note here that the superposition approximation permits exact (or asymptotically exact) solutions to be obtained for models revealing the critical point but not the phase transition. This should be kept in mind when interpreting the results of the bimolecular reaction kinetics obtained using approximate methods.
An alternative way to study many-particle effects is based on the correlation forms in the additive expansion (Balescu 1975) 
Unfortunately, this expansion cannot be used as a basis for the development of approximate methods since-unlike the superposition approximation-in the case of Incorporation of the superposition approximation leads inevitably to a closed set of several non-linear integro-diff erential equations. Their non-linearity excludes the use of analytical methods, except in several cases of asymptotical automodel-like solutions at large reaction time. The kinetic equations derived are solved mainly by means of computers and this imposes limits on the approximations used. For instance, we could derive the kinetic equations for the A S B -t C reaction employing the higher-order superposition approximation with m, = 3,4, . . . rather than m, = 2 for the Kirkwood one. (How to realise this will be shown in r3 3 for the simple reaction A + B -+ B.) However, even computer calculations involve great practical difficulties due to numerous coordinate variables entering these non-linear partial equations.
The approach to many-particle problems discussed above is well developed for solid state physics (Balescu 1975, Kikuchi and Brush 1967) when-as in the case of bimolecular reactions between reactants (defects)-there is no small parameter. An estimate of the correctness of the approximations made cannot be obtained by means of the same method but can be obtained by comparing the results with computer simulations (e.g. molecular dynamics for the statistical theory of dense liquids and gases) or with those problems which can seldom be solved exactly. It is useful to note here that the diagrammatic approach argues for the so-called hyperchain approximation, whereas the best results have been obtained by means of the Percus-Yevick approximation (Balescu 1975) . This once more clearly demonstrates that the results do not necessarily become more exact when more terms of the corresponding diagrammatic expansion are taken into account, which is typical for non-convergent series.
Note that the accuracy of the standard Kirkwood superposition approximation has so far been studied in problems of the statistical physics of dense gases or liquids only. However, the hierarchy of Markovian equations for many-point densities pm,,,,. describing reactions has nothing to d o with the conventional set of R B G K I equations and hence the accuracy of the approximations involved should be considered anew.
Here we deal with a relatively large number of cases of the bimolecular A + B + C reaction and omit the detailed derivation of the basic (approximate) kinetic equations, referring readers to the original papers quoted below. The basis of the mathematical formalism employed is a systematic use of the Kirkwood superposition approximation for a particular choice of a( r ) . The derivation of the basic equations for the many-point densities pm,,,, with the cut-off of this hierarchy will be illustrated below, in Q 3, for the A + B + B reaction. In the framework of such a non-traditional approach, the equation for the joint density of dissimilar reactants is non-linear and dependent on the reaction rate defined in turn through it.
Generalised A + B + C kinetic equations (Kuzovkov and Kotomin 1980 , 1982a , b, c, 1983 , Kotomin and Kuzovkov 1981a in dimensionless units read as ) and for d = 3.
( 2 . 7 )
The kinetic equations given above could be termed the equations for the concentration dynamics (equation (2.1)) similar to the formal physical kinetics and those for the correlation dynamics (equations (2.2) and (2.3)) determining reaction rate K entering equation (2.1). The question of which of these two kinds of dynamics govern the bimolecular reaction kinetics has been historically answered in different ways.
We refer to as traditional an approach (Waite 1957a , Leibfried 1965 , Gaididei and Onipko 1980 , Antonov-Romanovskii 1942 ,1966 , Eyring er a1 1980 .7)). This means that the correlation dynamics are suppressed by the concentration dynamics. For a statement of the general problem, the reaction rate K is defined by the recombination rate a ( r ) , the relative diffusion coefficient D = DA+ DB and the interaction potential UAB( r ) only. Such parameters as UAA(r), UBB(r), DA/DB and initial or current reactant concentrations do not affect the kinetics. The linearisation of equations (2.1) to (2.3) reducing them to the traditional approach can be intuitively justified by considering the concentrations as small parameters, since nA, nB ( t + CO) + 0. Indeed, putting nu = 0 in equations (2.2) and (2.3) makes the non-linear terms disappear and we obtain the traditional kinetics with X , = 1 and a linear equation for Y. Following the generallyaccepted 'small parameter' approach, the many-particle effects can arise connected only with concentration, i.e. the competition effects between close reactants are important at high concentrations only, whereas for dilute systems they can be neglected and the problem becomes two-particle (Eyring et a1 1980) , i.e. the similar (A-A and B-B) reactant correlations do not play any role.
However, this justification does not take into account the non-equilibrium nature of the bimolecular processes. One of the fundamental results of synergetics (Nicolis and Prigogine 1977 , Haken 1978 , Prigogine 1980 ) is that non-equilibrium can sometimes lead to ordering in a system, the degree of which is determined generally speaking by the nature of spatio-temporal correlations, i.e. by X , and Y. In our terms, it is the same as the regime referred to as the correlation dynamics. Note that a general peculiarity of bimolecular reactions is the formation of long-range reactant correlations, e.g. from the traditional approach it follows that after a transient period and with
The existence of long-range correlations in the irreversible processes allows an analogy with an equilibrium system of charged particles where the 'small parameter' approach fails. One of our purposes in this review is to discuss, for reactions possessing non-equilibrium ordering, the role of such 'forgotten' parameters as U,, ( UBB), DA/ DB, nA,B ( t = 0 ) , and space dimensionality, d.
Due to the reaction, equations (2.1) to (2.3) are essentially non-linear and correspond to the class of equations (1.1) in relation to synergetics. The non-linear terms in (2.2) and (2.3) responsible for the many-particle effects are obtained in Kirkwood's superposition approximation, whereas (2.1) is an exact one. According to (l.l), the non-linear terms in (2.1) to (2.3) are also non-linear functions of n,, X,, Y and their gradients (see (2.1) for the definition of K ) .
The set of equations (2.1) to (2.3) demonstrates clearly how a more refined approach leads to an increase in the degrees of freedom. In the traditional approach, the set (2.1) to (2.3) loses its complexity and allows a trivial analytical solution. In turn, the non-linear terms in equations (2.2) and (2.3) play the role of correlation sources, which leads to a qualitatively different solution.
The critical exponents and their universality
Analysis of equations (2.1) to (2.3) , Kuzovkov and Kotomin 1982c as well as the results of other studies (Zeldovich 1977 , Zeldovich and Ovchinnikov 1978 , Belyi et a1 1982 , Sokolov 1986 shows an existence at t + CO of the critical point of the A+ B+ C reaction. Assuming n A S n B , let us define the critical exponent of the long-time asymptotics through:
where a ( t ) is the current exponent, which corresponds to the asymptotic decay n A X t -a .
In the traditional approach, where the fluctuation spectrum is always a Poisson one, X , = 1, the critical exponents are
thus coinciding with the formal kinetics, where n A a t-' and n,aexp (-constant x t ) , respectively. Despite the different behaviour of reaction kinetics for d = 2 and 3 (Gosele and Huntley 1975) and K = 1 at t + CO, respectively), the critical exponents are not affected. The critical exponents for d = 2 ) and d = 3 Kotomin 1982a, c, 1983) following equations (2.1) to (2.3), could be united as (2.10) which differ qualitatively from equation (2.9). The result for nA = nB is confirmed by computer simulations for d = 1, 2 (Foussaint and Wilczek 1983). Since in these simulations reactant motion is considered as discrete random walks on a lattice, it coincides only asymptotically with the solution for continuous diffusion (both have the same critical exponent). Keeping this in mind, the comparison of theory (equations (2.1) to (2.3)) with computer simulation for d = 2 plotted in figure 1 can be only semiquantitative.
In the simulations r, was taken as the lattice constant. If both kinetics were identical, curve 4 should lie between curves 1 and 2, which indeed is the case. It is important that at t > 10' curves 1, 2 and 4 have the same slope a = 1/2.
As shown by , Kuzovkov and Kotomin (1983) , equation (2.10) occurs only if DA, DB#Ot. If one species of reactant is immobile (say, DA=O), equation (2.10) is no longer valid and the critical exponents for d = 3 become cy = 1/2 and 1 instead of cy = 3 / 4 and 312 (for nA= n B , n A < n B ) .
Let us estimate the range of validity of the traditional approach. Taking into account that, when neglecting the fluctuation effects, the current critical exponent cy ( t )
T Note that a = 3 / 4 for d = 3 was first derived in a qualitative way (Zeldovich 1977 , Zeldovich and Ovchinnikov 1978 , Burlatskii 1978 , whereas further development has led to a = 1/2 for d = 2 (Belyi et a1 1982). However, this qualitative approach does not permit the estimation of asymptotes for n A < n, and also does not distinguish between kinetics A + B + C , nA<< n , and A + B -t B (see 5 3). Kang and Redner (1985) have applied the scaling theory to this problem and obtained the same decay law: a = d/4, nA = n,. See also discussion of this point by Gaididei et al (1987) . The power laws of the asymptotic concentration decay restrict considerably the possibility of accurate experimental determination of a, since it requires accurate measurements over several orders of reaction depth (Jonscher and Polignac 1984) . At any rate, the effect is greater if one of the reactants is immobile and its initial concentration no is as great as possible (see § 2.5.2). For no= 1, l-= lo3 the asymptotic exponent a can be obtained with a 10% error. For smaller no and r only a reduction of a could be detected (0 2.4).
The recent computer simulations by Vituchnovskii et a1 (1987) , carried out for d = 3, initial concentration no ---1 and the reaction depths r < 30, have demonstrated that the asymptotic exponents are quite close to the predicted values. Say, for DA = DB, a ( t ) = 0.79 is not far from its limiting magnitude cy = 0.75. For DA = 0, a ( t ) = 0.68, i.e. already less than the limiting anal;tical estimate for DA, DB#0. This again is in agreement with figure 3 and the previously mentioned idea about an additional reduction of the reaction rate if one of reactants becomes immobile. Equation (2.10) demonstrates the universality of the critical exponent, since a is independent of the parameters of the kinetics-ro, D,/DB (except the case DA = 0, d = 3) and no. In fact, a is defined by the space dimensionality d only and by the absence or presence of reactant stoichiometry (the element of symmetry). Here there is a certain analogy with the equilibrium critical phenomena (phase transitions) (Balescu 1975 , Stanley 1971 , Patashinskii and Pokrovskii 1982 , Baxter 1982 where the critical exponents were also found in a series of models. Such a universality of a allows us to suppose that equation (2.10) could also be valid for other recombination models (e.g. the tunnelling recombination a( r ) cc exp(-r/r,) (Rice and Pilling 1978, Doktorov and Kotomin 1982) instead of the black sphere r,, and models of the motion (hopping with lengths comparable with the recombination sphere radius) and/or under dynamical short-range reactant interaction. As will be shown in § 2.3, equation (2.10) is connected with the existence of the correlation length (correlation radius) arising due to the cooperative behaviour of a system and increasing infinitely at t + W.
Long-range (e.g. Coulomb) interactions between reactants clearly affect the correlation length and critical exponents. Similar violations of universality are well known in the physics of critical phenomena (Baxter 1982) , e.g. the a = 3/4 ( n A = n B , d = 3) is no longer valid in ion-ion reactions where the fluctuation density spectrum is cut off at the Debye radius.
The role of Coulomb interactions in the fluctuation kinetics is analysed by and Kuzovkov and Kotomin (1985a) . In the case of Coulomb attraction ( eA ---eB --e, nA = nB = n ) , instead of equations (2.2) and (2.3) we arrive at 
where R = e2/sr,k,T is the Onsager radius (Onsager 1938) expressed in terms of the scale unit r,.
The numerical solution of equations (2.1), (2.11), (2.12) and (2.13) for d = 3 has demonstrated (Kuzovkov and Kotomin (1985a) ) that at t + CC the traditional kinetics is valid; the reaction rate is time-independent and a = 1. However, the intermediate kinetics reveal the fluctuational peculiarities (see 0 2.4). At long reaction times, the strong Coulomb attraction prevails over fluctuation effects, thus leading to the results coinciding with the Debye theory.
In the case of Coulomb repulsion ( eA = eB = e ) in a system with additional oppositely charged and randomly distributed reactants, C, retaining total electroneutrality, instead of equation (2.13) one gets
A careful study of the set (2.1), (2.11), (2.12) and (2.14) has demonstrated the existence of bifurcations, typical for synergetic problems: there are two quite different asymptotes of the kinetics-the first one coincides with the traditional one, a = 1, but the second is similar to the above-described kinetics between neutral reactants.
The correlation length
The stochastic formulation of the diffusion-controlled reaction has a spatial scale with recombination radius r, ( r , = 1 in dimensionless units) entering directly the reaction rate K in equation (2.1) and into the functionals (2.6) and (2.7). The magnitude of r, directly determines the kinetics at small times, e.g. for transient kinetics and d = 3, (Eyring et a1 1980 , Onipko 1982 . In their turn, long reaction times (depths) are characterised by a new internal scale [>> ro (Kuzovkov and Kotomin 1982b , c, 1983 . An increase of 6 with time makes details of the recombination model unimportant and stresses the fundamental role of the space dimensionality d for diffusion-controlled processes.
The emergence of the correlation length is seen from the behaviour of the correlation functions X , and Y. Thus, for the reaction between neutral reactants, X , reveal the asymptotic behaviour , Kuzovkov and Kotomin 1983 (2.15) where C, = constant. It is clearly seen from equation (2.15) that the correlation length here is in fact the so-called diffusion length 6 = t"'. Simultaneously Y ( r < 5) << 1. Substitution of (2.15) into (2.4) for a sphere of radius L>> 6 yields for nA= nB the ratio of the dispersion to an average value cc td'* due to the contribution of the non-Poisson term. Namely, the non-equilibrium long-wavelength fluctuations produce the asymptotic laws (2.10). In their turn, the fluctuations with L<< 6 are close to the Poisson ones, (( N , -( N V ) ) * ) = ( N v ) , in line with the well-known hypothesis of a local equilibrium (Nicolis and Prigogine 1977) . The spatial reactant distribution, being analysed in terms of the behaviour of the correlation functions X , and Y , indicates the effect of dynamical clustering: similar reactants form loose clusters whose average size, as well as the distance between them, is of the order of 6. Qualitatively speaking, with time the initial random reactant distribution is replaced by a new one consisting of alternating similar reactant blocks of size 6 >> r,, i.e. chaos is replaced by a reactioninduced microscopically ordered structure. This is why we have entitled our review the microscopic synergetics.
At an arbitrary instant t, the behaviour of the correlation functions X , and Y could be qualitatively associated with the equilibrium mixture of two gases A and B where similar particles are attracted, whereas dissimilar particles are repulsed. A fictitious attraction (dynamical clustering) of similar reactants is a typical cooperative (manyparticle) effect neglected in the framework of the traditional approach. Replacement of the initial Poisson fluctuation spectrum by a non-Poissonian one could be easily interpreted (Zeldovich 1977, Zeldovich and : an initial local excess of one of the reactants on the uniform background of another has a greater chance of surviving and therefore small clusters are dissolved more quickly than large ones, the latter determining the reaction kinetics at long times. As will be shown below, the clustering effect has a universal character and holds also for non-diff usion reactions.
The correlation length .$ -f 00 at t -f 00 and therefore the critical behaviour of the A + B + C reaction is well pronounced at large times only. At this point there is an analogy with the 1D Ising model (Baxter 1982) , where the critical point could be reached from a single side only (the critical temperature, T, = 0 corresponding to 6 = 00) and the critical behaviour manifests itself in the change of the fluctuation spectrum (correlation functions), whereas the macroscopic (long-range) order for finite 6 is absent.
Note that the result a = d / 4 was obtained for the first time by Zeldovich (1977) without solving kinetic equations similar to equations (2.1)-(2.3). (See also Zeldovich and Mikhailov 1987.) A division of the reaction volume into cells of size .$ has a certain analogy with the Kadanoff method (Balescu 1975 , Stanley 1971 , Patashinskii and Pokrovskii 1982 used for the intuitive justification of the similarity hypothesis in the critical phenomena theory. His approach leads only to certain relations between different critical exponents. The lucky chance of finding the critical exponent itself for the exactly solvable reaction A + B + C is due to the simplicity of the diffusion motion: the power of time in the correlation length is known here.
The above-mentioned analogy with critical phenomena argues indirectly for the applicability of the Kirkwood approximation to the A + B + C kinetics. In turn, in phase transition physics (Stanley 1971 , Baxter 1982 , the approximations of the superposition group (the molecular field, cluster approximation) fail to obtain correctly the critical exponents. The only exception is the existence of the critical point when the phase transition is absent; here some cluster approximations were successfully used.
As is shown by Kuzovkov and Kotomin (1985a) , the long-range dynamical interaction (Coulomb attraction) restricts the otherwise infinite increase of correlation length, thus leading to the 'standard' magnitude of a. In the case of Coulomb repulsion, the behaviour of the spatial correlations is more complicated: the calculation of the correlation functions reveals loose clustering of the size of 5, whereas, unlike Coulomb attraction, at small distances r < R << . $ there is rather a small probability of finding a pair of similar reactants. The functions X , and Y for Coulomb systems are plotted by Kuzovkov and Kotomin (1985a) .
The existence of the correlation permits the definition of the range of applicability of the traditional approach not through the smallness of n<< 1 but through a more rigid n t d << 1. For the neutral reactants and nA = nB = n, the estimate yields n t d a td'4 which confirms the absence of the small parameter at long times.
The reaction rate
The critical exponent a defined through equation (2.8) is connected with other exponents. One of the main experimentally measurable quantities is the reaction rate K. Starting with equations (2.1) and (2.8), the following limiting relation can be found:
(2.16)
Keeping in mind the asymptotics n A K t-" ( a is defined in equation (2.10)), a new critical exponent p for the reaction rate is defined: K a tCP. Depending on reactant stoichiometry, we arrive at (2.17)
Eliminating t from the asymptotic relations nAK t-", K K t-P, one obtains K K n i with a new critical exponent (2.18)
The dependence of K upon rtA in the general case is non-analytical, which argues indirectly that concentrations cannot be used as the small parameters of the theory.
The reaction rate K is defined through the gradient of the joint correlation function on the recombination sphere: As has been mentioned already, tt, is shorter the greater the initial reactant concentration, which is well pronounced for d = 2 (figure 4). Roughly, one can observe experimentally about 3-4 orders of magnitude in the decay of concentrations or recombination luminescence intensity (Jonscher and Polignac 1984) . In its turn, for the concentration no = 1 and d = 3, the 50% decrease of the reaction rate, K = 0.5, holds at r = lo3, if
DA=DB, but r = 1 0 2 when DA=O Kuzovkov 1985, Kuzovkov and Kotomin 1985b) . At any rate, considerable fluctuation effects occur at t 3 (lo3-lo5) r$ D only, several orders of magnitude higher than is needed for the formation of the steady state Y = 1 -1/ r. For the Coulomb attraction, the traditional Debye theory (Debye 1942 , Eyring et a1 1980 , Waite 1958 , Onipko 1982 yields the reaction rate
The corresponding kinetics, taking into account fluctuation effects (Kuzovkov and Kotomin 1985a) are plotted in figure 6 and demonstrate an unusual K dependence on no. When n + O ( t + a) K obeys equation (2.19) quite well, but exceeds KO at the intermediate reaction stage. The time development of K with the unscreened potential, U,, = R / r in equations (2.11) and (2.12), is shown by the broken curve in figure 6 . The conclusion can be drawn that for arbitrary no, the reaction rate tends to increase infinitely with time (Coulomb instability). This bears out the necessity of properly incorporating the Coulomb screening in the many-particle system. The successive treatment of many-particle effects in bimolecular reactions needs a self-consistent definition of the interaction potentials (see equations (2.13) and (2.14)). Note that the traditional kinetics are insensitive to the choice of the potential (Waite 1958, Doktorov et (after Kuzovkov and Kotomin 198Sa) . The dimensionless Onsager radius R = 10. Initial concentrations: no = 1 (curve l), 0.1 (curves 2 , 2 ' ) and 0.01 (curves 3,3'). Curves 1 to 3 are solutions of equations (2.11)-(2.13), whereas curves 2' and 3'show the effect of neglecting the screening of the Coulomb potential.
IO.----
because of the competition of two factors: the reaction acceleration caused by the spatial separation of similar reactants, and its decrease caused by the screening of charges at great r by a non-equilibrium distribution of the surrounding reactants. Since the former effect dominates slightly over the latter, K 3 KO at intermediate times; when n + 0 these effects cancel one another. In terms of the correlation functions, plotted by Kuzovkov and Kotomin (1985a) , the reaction acceleration for the Coulomb attraction corresponds to the enrichment at r < R of a number of close pairs of dissimilar reactants ( Y ( r < R ) exceeds its asymptotic magnitude); for neutral reactants the effect is opposite.
The screening of reactant charges in the kinetics of bimolecular reactions has a non-equilibrium character and thus, strictly speaking, cannot be described by the Debye radius since the screening depends on both the reagent diffusive motion and recombination. The non-equilibrium character of the screening (unlike the Debye theory) is illustrated in figure 7 . One can see that K is dependent on both the current concentration and the system's prehistory (e.g. no). It should be stressed that since in the irreversible A + B + C reaction there is no equilibrium state, its comparison with results of the equilibrium theory by Debye and Huckel (Balescu 1975 ) is incorrect.
For a qualitative illustration of the screening effect the 'effective' charge Q( r ) interacting with other charges at a distance r was introduced by Kuzovkov and Kotomin (1985a) through the relation U = Q ( r ) / r . It permits the investigation of a derivation of an actual potential from an unscreened Coulomb one.
Indeed, both incomplete screening Qo = limr+mQ( r ) # 0, and overscreening (even Qo < 0) were observed; further decrease of the reaction concentration leads to complete charge compensation, Qo = 0. In the case of Coulomb repulsion, equations (2.11), (2.12) and (2.14) should be used. According to the traditional approach, the steady-state reaction rate is K O = R/(exp ( R ) -1) (Waite 1958 , Eyring et a1 1980 . However, the solution ofthe equations just mentioned demonstrates a novel many-particle effect (figure 8): there are two quite different asymptotes of the reaction rate, depending on the initial reactant concentration-either K tends to KO derived in the traditional approach (curve 3) or to zero (curves 1,2) in a manner similar to the case of the neutral reactants. Consequently, the case of Coulomb repulsion demonstrates the bifurcation effect typical for synergetics. The spatial structure corresponding to curves 1 and 2 is rather unusual: clusters consisting of similar reactants (loose due to their repulsion at small distances) lead to an increase of the effective charge Q(r) at great distances.
Cooperative phenomena in static reactions
2.5.1. Tunnelling recombination of immobile reactants. It will be show in this section that the dynamical clustering of similar reactants in the course of the A + B -+. C reaction takes place even without its diffusion control, e.g. for a static long-range tunnelling recombination. The latter takes places for practically all dielectric materials and the probability of spontaneous electron transfer between electron A and hole B defects, separated by a distance r, is a ( r ) = a. exp(-r/r,) (Rice and Pilling 1978 , Doktorov and Kotomin 1982 , Zamaraev et al 1985 . So, the decay kinetics for reactants initially distributed at random, nA = n B = n, d = 3 reads (Kuzovkov 1985c (Kuzovkov , 1987b (' where X = X , . Since use of the dimensionless units r'= r/ro, t ' = uot and n ' = nri (primes are omitted below) does not alter the form of these equations, we can put a ( r ) = exp(-r). There are two ways in which spatial correlations arise: (i) directly-due to the term proportional to a ( r ) in (2.21) (direct recombination of AB pair) and (ii) indirectly-through the integral terms in (2.21) and (2.22) (recombination of one of the partners entering AB, AA or BB pairs with another reactant).
At the first stage of recombination we can put X = 1, thus neglecting the indirect correlation mechanism. Immediately, from (2.21), we obtain Y = exp(-a( r)t) and the well known result n a (In t)-" (Doktorov and Kotomin 1982) with the 'classical' critical exponent a = 3. The correlation length now is 5 = In t. It is a less fundamental variable than in the diffusion-controlled reaction, since it is defined completely by the actual form of the recombination law a(r).
A less trivial conclusion is that at long times the indirect correlation mechanism becomes predominant and leads to a fluctuation spectrum deviating considerably from the Poisson spectrum. The reagent structure at long times under study does not depend on the initial reactant concentration; the spatial correlations at t + CO are scale invariant. At ,$+ CO, the decay law is n oc (In t)-" with the critical exponent a = 0.35 (Kuzovkov 1985~) . Therefore the fluctuation effects reduce the static reaction rate; a is decreased by an order of magnitude! The correlation function of similar reactants tends with time to the following auto-model-type expression X = { exp[a(7/2-1-ln 7/2)]> 1 7 < 2 1 7 2 2 , 7 = r / 5 . (2.23)
Clustering is seen from the observation that X at r < 25 exceeds its asymptotic magnitude. The first computer simulation of these kinetics (Zhdanov 1985) covers one order of magnitude of concentration only, which does not allow a to be found exactly 
Reactant accumulation kinetics.
The problem is stated as follows: let pairs of dissimilar reactants (defects) AB with a rate p per unit time and volume be produced under irradiation. For simplicity, assume that there is no correlation within these pairs (which could also be easily taken into account (Dettmann 1965) ). These reactants are immobile after their production (low temperature), and pairs of dissimilar reactants produced at a relative distance r less than a recombination radius ro disappear instantly. Therefore, we consider a reversible A+B+O reaction. The problem is to obtain (i) the accumulation kinetics n ( t ) ( n A = n B = n ) , (ii) the saturation concentration nM = n ( C O ) when there is an equilibrium between reactant production and recombination and (iii) to clarify the spatial distribution (microstructure) of the reactants. This problem has been studied by Luck and Sizmann (1964) Kotomin (1981, 1984) , Kotomin and Kuzovkov (1981a, b) , Kalnin (1982) , Kalnin and Kotomin (1984) , Antonov-Romanovskii (1981 , Vinetskii and Kondrachuk (1982) and Vinetskii (1983) . It seems at first glance that under the conditions mentioned the reactants will always be distributed at random. The corresponding estimate (Dettmann 1965 , Dettmann er a1 1967) based on the Poisson distribution of similar reactants at all times, X = 1, results in the trivial result independent of the space dimensionality d
where uo is the recombination volume. However, both the computer simulations and the analytical semiqualitative estimates quoted above indicate that in fact the reactant package due to the radiationinduced clustering of similar reactants is more dense than is predicted by (2.24). The latter equation does not take into account an effect of ordering (clustering) of similar reactants caused not by the diffusion-controlled reaction but by the static dissimilar reactant recombination of pairs with r 4 ro. Dettmann (1965) was the first to show that the accumulation kinetics under study is defined by the alternating series of the similar reactant correlation functions pm,o of all orders, m = 1 , . . . ,CO: the solution of the problem is complicated by many-particle effects. It is clear that a single reactant A and a cluster of such reactants arising at the initial stage of the accumulation due only to statistical fluctuations, behave with respect to the recombination with single reactant B which has just been produced in a quite diflerent way, due to the effect of 'statistical screening' of similar reactants within a cluster (Vinetskii 1983) .
Recently Kuzovkov and Kotomin (1984) have succeeded in the summation of the functional series under question (Dettmann 1965) , making use of the expansion in irreducible correlation forms. The derived integro-differential equations are restricted to a coupled set for n ( t ) and joint densities X and Y. The basic equation for concentration has a very compact form (in dimensionless units t = 2pvot, n = nuo) d -n = e x p ( -n ) ( l + + n 2 S ) -i . with ( N ) = nu,. In fact, S contains information about many-particle effects; if S = 0, (2.25) is reduced to (2.24).
The computer calculations incorporating the many-particle effects are shown in figure 10 1983 ). An analysis of the correlation functions at t + 00 shows existence of the intermediate ordering of reactants. Similar reactants tend to be clustered; a particular size of a cluster (correlation length) =2r, could be estimated by an interval at small r where X exceeds the Poisson (asymptotic) magnitude. A relative concentration of closely spaced similar reactants estimated as X ( r + 0 ) / X ( r + 00) exceeds the value for a random distribution by a factor of three-in qualitative agreement with experiments for dimer F2 centres (two nearest vacancies) in KC1 by Faraday and Compton (1965) . The compute1 simulations by Kalnin and Krikis (1983) (figure 11) yield results which agree well with our calculations (figure 10). Unlike the diffusion-controlled kinetics, the correlation length at t + CC tends to the steady,state magnitude, since here there is no reason for cluster to smooth out. In conclusion we would like to mention that the effect just mentioned of similar defect clustering under irradiation occurs also at temperatures when defects are mobile. This has been observed by means of computer simulations (Kalnin and Pirogov 1979 , Pirogov 1980 , Anacker and Kopelman 1987 , using the scaling theory (Zhang Yi-Cheng 1987) and the quantum field methods (Mikhailov and Yashin 1985 , Burlatskii et a1 1987 , Gutin et a1 1987 .
The A + A -+ B reaction
A general formalism for this reaction similar to that used in the present review has been presented by Suna (1970) , but without decoupling of the hierarchy of kinetic equations for many-particle densities. For other ways of deriving the kinetic equations see, e.g. Doi (1976) , Zeldovich and Ovchinnikov (1978) , Kapral (1978) , Kenkre (1981 Kenkre ( , 1982 , Mikhailov (1981) , Belyi and Ovchinnikov (1970) , Brickenshtein et a1 (1983) , Ovchinnikov et a1 (1986) . Since there is only one kind of reactant, the kinetic equations in question are simpler than equations (2.1) to (2.3) for the A + B -+ C case. In dimensionless units one finds (Kuzovkov and Kotomin 1982b , Kotomin and Kuzovkov 1985 (2.27) (2.28) For a random initial distribution X = 1 we obtain at any arbitrary instant X 1 and therefore J[X] G 0; the fluctuation effects incorporated in the second term on the right hand side of (2.28) produce the posifiue correlation (increase of the X magnitude) and accelerate the recombination. It seems to be self-evident since the general effect of simular reactant clustering described above now means nothing but recombination itself. The reaction rate regularly exceeds the magnitude expected from the traditional approach when (2.28) is linearised. The numerical solution of (2.27) and (2.28) shows that the correlation source is too weak to change the critical exponent a and the asymptotic magnitude of K , Iim,+=
reactants, existing at the very beginning, disappear rapidly due to reagent recombination and the many-particle effects for this reaction are most pronounced at short transient
The field theoretical description of the A + A + A reaction has been recently exactly renormalised to all orders in perturbation theory by Peliti (1986) . He has also demonstrated that this reaction belongs to the same universality class as the A + A + B reaction and has demonstrated that n a t C d I 2 for space dimensionality d smaller than 2 and n a (In t / t ) for d = 2 are exact results. It confirms the earlier results by Doi (1976) , Toussaint and Wilczek (1983) , Kang and Redner (1985) and demonstrates once more the absence here of the many-particle (fluctuation) effects. However, it can now only be hoped that these field theoretical methods will find application to such reactions as the A+ B + 0, A + B + B discussed in this review.
The conclusion that the fluctuation effects are not very important for the A + A+ B reaction is also confirmed by Brickenshtein et a1 (1983) in studying the static decay kinetics with dipole-dipole interactions, a ( r ) a rP6. It is shown that using the joint densities only, the kinetics is described accurately even for high initial reactant dimensionless densities no = 1.
Therefore the A+ A+ B reaction illustrates clearly the disappearance of the critical behaviour of the bimolecular reaction when its type is varied: despite (2.27) and (2.28) being non-linear integro-diff erential equations, their non-linearity is trivial and the fluctuation effect produced by this non-linearity cannot essentially change the results known for the traditional approach.
Note in conclusion the result by Ovchinnikov (1977,1978) obtained for the reversible A + A 3 B reaction but probably having a wider range of applicability: the concentration tends to the steady state with time not through the exponential law predicted by the traditional approach but as n a t C d 1 2 . D (Kotomin and Kuzovkov 1985) .
The A + B + B reaction
I . Prehistory
For a long time the kinetics of the A + B+ B reaction has been considered in the framework of a simple linear equation for a joint correlation function of dissimilar reactants defining the reaction rate (Agranovich and Galanin 1982) . The publication of the pioneering paper by Balagurov and Vaks (1974) (BV), where the existence of the decay 'tail' at long times for this reaction was shown for the first time, has stimulated a lot of similar investigations (e.g. Donsker and Varadhan 1975 , 1979 , Grassberger and Procaccia 1982 , Kayser and Hubbard 1983 , Delyon and Souillard 1983 , Gosele 1978 , Havlin et a1 1984 , Anlauf 1984 , Kalnin 1981 , Kapral 1978 , Klafter et a1 1984 , Onipko 1984 . It was shown that the BV relation for the survival probability, U , of donors A migrating with the diffusion coefficient DA among randomly distributed non-saturable traps, B,
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(Cd is constant), is simultaneously both the upper bound (Donsker and Varadhan 1975, Kayser and Hubbard 1983) and lower (Grassberger and Procaccia 1982) estimate of the exact solution. Equation (3.1) results from a strict mathematical theorem (Donsker and Varadhan 1975) and is proved by its coincidence for d = 1 with the exact solution for both continuous (Balagurov and Vaks 1974, Grassberger and Procaccia 1982) and lattice (Anlauf 1984) Now, (3.1) is related to the magnitude cy = d / d + 2 dependent on the space dimensionality as in the case of the A + B + C reaction ( § 2).
All the above-mentioned approaches are essentially asymptotic, i.e. they d o not allow the description of the A + B + B kinetics at intermediate times, and can estimate the exponent cy only. In particular, the mathematical approach by BV and their successors is based on the idea that at long times the kinetics is determined exclusively by those reactants A which exist in large cavities free from reactants B. (An asymptotic analysis is made similar to that developed by Lifshitz (1964) in the problem of density of states near the band edge). For further estimates, it is assumed that inside these cavities the concentrations n, (v, t ) are governed by the diffusion equation with a zero boundary condition. The recombination law, CT( r ) , is not detailed or discussed at all. Due to irregularity in the distribution of traps B, the boundaries of these cavities are also irregular. This point has been ignored in the approach of BV and Donsker and Varadhan (1975) Since the traditional approach to this reaction operates with the linearised equation for the joint densities, the parameter K in which we are interested is absent here. In line with § 2, we present the novel approach valid for 0 s K s 1 and all reaction times (Kuzovkov 1986 ). We pay more attention in this section to mathematical formalism and discussion of the approximations involved.
If there is no interaction between similar reactants (traps) B, they are distributed according to the Poisson relation, XB = 1. Besides, since the reaction kinetics is linear in donors A, the only quantity of interest is the survival probability of a single particle A migrating through traps B and therefore the correlation function X , does not affect the kinetics under study. Hence the description of the fluctuation spectrum of a system through the joint densities X , which is so important for understanding the A + B + C reaction kinetics appears to be incomplete. The fluctuation effects we are interested in here are weaker, thus affecting the critical exponent but not the exponential kinetics itself. It will be shown below that an adequate treatment of these weak fluctuation effects requires a careful analysis of many-particle correlations.
The basic equations
To conform with 5 2 let us use again the approach of the many-point densities Kotomin 1982a) . The fact that the quantity of interest is the survival probability of a single particle A in terms of mathematics means that from the complete set of equations for many-point densities pm.,, we can restrict ourselves to those with a unity first index only: m'= 1; m = 0 , 1 , . . . CO where v ( r ) is the trapping probability of the reactant A, Y is its distance from the unsaturable trap B. Due to the homogeneity of the problem, pl,o is independent of r: and is nothing but the concentration n A , and the pl,m ( m a 1) depend on the relative distances r; = r, -vi. Further, it is convenient to introduce the correlation functions g, = g, ({ r"}) through
They describe the spatial correlation of a single A at the origin of coordinates with m Bs at r ! . When 1. 7 -+ CO, g, -$ 1 (weakening of the correlations). Note also that g, = g,( r:I) rather than r:'.
After some manipulations with (3.4) we arrive at the equations of the concentration dynamics and its complementary correlation dynamics where To solve the problem, one has to consider the infinite (due to (3.8)) hierarchy of the non-linear equations (3.7). The set of correlation functions is complete and equation (3.7) is exact. The quantities w, in (3.8) are no longer the effective trapping probabilities, since it is not self-evident that the integral term there is positively defined.
Due to the non-linearity of these equations and the complexity of the operator terms, the set (3.6) to (3.8) cannot be solved exactly and we have to cut off this hierarchy at some finite m.
The molecular jield approximation
We assume hereafter the random initial distribution, g , = 1 at t = 0. The important peculiarity of the A + B + B reaction is the existence for K = 0 ( D A = 0) of the exact general multiplicative solution of (3.7) and (3.8) with D = DB. As is known (Brout 1965 ), a multiplicity of correlation functions constitute a foundation of the simplest molecular jield approximation. This is why the cut-off of set (3.7) at the first step m = 1, through substitution into (3.8), as g, = g l ( r l ) g l ( r 2 ) yields the exact solution (for K = 0). In the case where K # 0 the correlation functions g,, m 2 2 are no longer multiplicative but have an angular dependence, e.g. g, depends on r, , r2 and the angle between them-g, = g2( rl , r,; 0). However, the molecular field approximation neglects this and again yields (3.9) which is now approximate.
The conclusion can be drawn that the traditional approach (Agranovich and Galanin 1982) corresponds to a zero-level approximation, i.e. a cut-off of the hierarchy at m = 1 thus linearising (3.9) for g , and neglecting all integral terms in w1 (equation (3.8)) which describe competition of several Bs for some reactant A. It is not surprising that the 'standard' critical exponent a = 1 obtained from equations (3.6) and (3.9) is independent of the relative diffusion coefficient, since K enters into equation (3.7) only for m 3 2. Therefore, in an approximation at the next level we have to consider the equation for the correlation function g, at least. This level of approximation could be acceptable (at least to reproduce equation (3.1)) if the reaction for K # 0 remains weakly non-ideal (the g, is nearly multiplicative). Equation (3.1) is derived for K = 1. There is reason to think that this single point K = 1 only is the range of the validity of the critical exponent a = d / d + 2 , since for this magnitude of K the quadratic differential forms in (3.7) become parabolically degenerate: their diagonalisation is accompanied by the emergence of several zero coefficients. The peculiarity of the basic equations for K = 1 is easily seen for g,: without recombination ( U , = 0), substitution of the solution in the form of plane waves g , c c e x p [ -E t + i ( q , r , + q , r , ) ] yields the dispersion law E = D(q:+2Kq,q,+q:). For K < 1 the sole non-dissipative mode ( E = 0) with q, = 4, = 0 exists, while for K = 1 a set of coherent modes with q1 = -q2 arises. Therefore, the weakness of the fluctuation effects in the A + B + B reaction as compared to the case of A + B + C ( 0 2 ) does not permit us to restrict ourselves to the radial correlations between As and Bs; subtle effects leading to equation (3.1) arise due to the angular correlations of reactants B in the vicinity of a single A. The demonstrated peculiarity of the A + B + B reaction requires an adequate specified mathematical approach.
The black sphere model
The integral terms in equation (3.8) play a key role in obtaining relation (3.1). These terms, despite their limited or even small magnitudes as compared to X;jm=, U ( rj), have a different action radius depending on time.
In the case of the black sphere model with an instant recombination, U ( r < ro) = u0 + CO, U ( r > Yo) = 0, using the dimensionless variables r = r / ro, t = Dt/ r;, nB = ydnBr; (see 9 2) we can rewrite equation (3.6) in the form (3.10) (For more details of the limiting transition uo+ CO see Kuzovkov and Kotomin (1982a) ).
The boundary conditions for the correlation functions are g, = 0 at rj < 1 for each
Thus we obtain instead of (3 .7) -1).
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The integration in (3.12) is carried out over the surface of a d-dimensional unit radius sphere.
The reaction radius ro does not enter the asymptotic relation (3.1). Its absence at t + CO in the spirit of 9 2 could be interpreted as an emergence of a new spatial scale-the correlation length 5. It arises in (3.11) through the terms wmgm which play the role of the correlation sources.
The Kirkwood superposition approximation
The next approximation level requires use of the three-point correlation functions g, expressed through the Kirkwood superposition approximation (Balescu 1975) (3.13)
Note that the introduction of the correlation functions g, in (3.5) instead of (m + 1)-point densities pl,m in fact enabled us to reduce the number of variables. For instance, the molecular field approximation, g, = g,( r,)gl( rz) corresponds to that for superposition for Kuzovkov 1981a, Kuzovkov and Kotomin 1981 ) whereas in turn equation (3.13) for g, corresponds to the higher order superposition approximation for pl,, (Ziman 1979) . When substituting (3.13) into (3.12) with m = 2, we obtain an exact equation for g, with and the approximate (due to the use of equation (3.13)) equation for g2 with (3.14) (3.15) In (3.14) and (3.15), the integration is carried out over the spatial angle and where 8, is the angle between the vectors r, and r 3 . g ' ( r j ; 8,) = ( a / d r 3 g2(rj, r , ;
Discussion of 4 3
The equations derived above, describing the A + B + B reaction kinetics in terms of the correlation functions g , and g , , have the form of the non-linear generalised multi-dimensional diffusion equation. Ignoring the multi-dimensionality of the operator terms in (3.11), these equations could be considered formally as similar to the basic non-linear equations for the A + B + C reaction ( § 2). Equations studied in both § 2 and § 3 are derived with the help of the Kirkwood superposition approximation which leads to several equations for the correlation functions of similar and dissimilar reactants.
The main difficulty in solving the equation for g, arises from the multi-dimensionality of the problem; the operator terms contain derivatives with respect to r , , r2 and cos 8, including mixed derivatives, whereas in equations (3.14) and (3.15) the integration is over the angular variable. Taking all this into account, the creation of an efficient and time-saving difference scheme for treating the sought after long-time asymptotes is not a trivial problem. On the other hand, in order to study correctly these subtle effects alternative analytical methods for solving (3.1 1) and (3.12) have to be developed (as has been done for the A + B + C reaction-see § 2) and their results compared with the computer calculations.
We have shown that a formal analytical solution of the steady-state equations for the correlation functions g , and g, for d = 3, using an expansion in a power series of the small parameters K < < 1, yields a correction to the steady-state reaction rate K of the order of K,, but that the coefficient at K' diverges. This indicates that the small parameter approach fails for the analysis of the set of equations describing the correlation dynamics, since even arbitrarily small K violates the steady-state regime of K at t+a, and thus the reaction rate becomes essentially time-dependent. The existence for K = 1 and d = 1 of an exact solution is associated with the degeneration of the correlation functions g,, leading to the cut-off of the infinite hierarchy (3.11). For K = 1 (DB = 0) and the black sphere model, any reactant A can recombine the traps B nearest to it on the left or the right only since other traps are out of the game. In terms of g,, this screening effect results in the necessity to consider only the configurations BAB (two-coordinate functions) and AB (single-coordinate function). Due to the topological peculiarity of the case d = 1, this is already not the case for d =2, 3. Numerical solution of equations (3.11) and (3.12) for d = 1, taking into account the degeneracy of the solution mentioned, reproduces the result by Balagurov and Vaks (1974) .
Systems with birth and death of particles: stochastic Lotka and Lotka-Volterra models
The criterion of the complexity of self-organised systems
The study of the mechanisms of auto-oscillating chemical reactions involves certain difficulties. Systems where periodic oscillations of reactant concentrations or chaotic regimes exist usually contain several tens of intermediate compounds (Zhabotinskii 1974) , e.g. there are about 20 for the famous Belousov-Zhabotinskii reaction (Smoes 1980) . Their description in terms of the law of mass action (Zhabotinskii 1974 , Vidal 1981 leads to a set of the same number of non-linear differential equations for concentrations with numerous ill-defined control parameters such as reaction rates. This approach is rather complicated and does not permit clear interpretation of the results obtained because of their bulky form.
Another more promising way is best described by a sentence from the Ockam philosophy, quoted as an epigraph: the underlying idea is to use as small a number of degrees of freedom (intermediate reactants) as possible for the qualitative demonstration of the possible types and calculating periods of oscillation, but above all for the illustration of the great variety of the chemical kinetics solutions due to the non-linearity of the basic equations.
A common feature of the simplest well known models, e.g. Brusselator, is a trimolecular reaction stage which, as stated by Nicolis and Prigogine (1977) , contains the first non-trivial non-linearity necessary for ensuring cooperative phenomena.
However, the rarity and artificial character of trimolecular reactions, despite their usefulness in demonstrating self-organisation effects, imposes quite rigid limitations on their emergence conditions. The reason for employing trimolecular models is quite trivial, and is not connected with the rigid conditions necessary for the formation of the auto-oscillation mechanism. Ever since Poincark founded the qualitative theory of non-linear differential equations, the simplest second-order sets of equations have been found to be the most useful and studied ones for different physico-chemical and biophysical models.
However, according to the Hanusse, Tyson and Light theorem (Nicolis and Prigogine 1977 , Hanusse 1972 , Tyson and Light 1973 , which could be degenerated for the case of diffusion-controlled reactions, the limit cycle (auto-oscillation regime) cannot arise in a system with two intermediate products if only the mono-and bimolecular reaction stages occur. As is well known, the limit cycle can encircle such singular points of differential equations only as an unstable focus, whereas in terms of this theorem a stable focus or a centre (neutral stability) can arise. These limitations could be removed for systems with trimolecular stages or a greater number of intermediate products, when new types of motion, e.g. turbulence, emerge (Vidal 1981) .
Concentration dynumics for Lotka and Lotku-Volterra models
By way of illustration let us consider two of the simplest schemes presented by Lotka in whose pioneering papers the mathematical modelling of concentration oscillations was first established (Lotka 1925 (Lotka , 1956 ).
The Lotka model presented in 1910 corresponds to the scheme
Here E is the infinite reservoir of matter; a linear transformation of E into A occurs, followed by an autocatalytic transformation of A into B and its decay. A biological interpretation might be the reproduction of animals B by division in a medium with a spontaneous production of food E for them. The concentration dynamics of the intermediate products n A , nR according to (4.1) are defined by the following set of equations:
where p is the production rate of As (per unit time and volume), p is the death rate of Bs and K is the reaction rate (trapping of As by Bs). Damped oscillations around a stable focus arise if Kp/4p2< 1, otherwise a stable node is observed.
The better known Lotka-Volterra model (Nicolis and Prigogine 1977 , Volterra 1931 , Lotka 1956 ) is based on two autocatalytic stages E + A + 2 A A + B + 2 B B+F.
(4.3)
Its biological interpretation (Basikin 1985) is the reproduction of both prey animals A and predators B living on them with an infinite food supply for As. In terms of the concentration dynamics, the scheme (4.3) reads
(4.4)
where a is the reproduction rate of A. This set is conservative and its non-trivial singular point is a centre. Equations (4.4) describe undamped oscillations with the frequencies w < wo = which are defined uniquely by the initial conditions. For this reason the scheme (4.3) was also excluded from the auto-oscillation models (Nicolis and Prigogine 1977) .
Stochastic Lotka and Lotka-Volterra models
The generally accepted criterion of the threshold complexity of the self-organised systems mentioned above is based on the bifurcation theory for the sets of non-linear equations. In the case of the chemical processes under study, their non-linearity is usually defined in terms of the law of mass action, the basic idea being that the rates of the chemical reactions are proportional to the products of the concentrations. However, recent synergetic studies Prigogine 1977, Prigogine 1980 ) and results of § 2 and § 3 have clearly demonstrated the numerous violations of the law of mass action. It has been demonstrated, for instance, that reactions between randomly distributed and chaotically colliding particles enable coherent structures to be produced.
In the case of the simplest elementary A + B + B and A + B + C reactions, unexpected kinetics occur only asymptotically, at t + 00, since a violation of the law of mass action is attributable to the very slow change of the density fluctuation spectrum. The range of the applicability of the law of mass action can be qualitatively defined as the time quantities-concentrations-is governed by anomalous non-Poisson density fluctuations (see § 2).
The violation of the Poisson fluctuation spectrum, discussed in 3 2 and Q 3, is not a peculiarity of the simplest reactions considered; it is a rule rather than an exception, though the concrete mechanisms responsible for this violation are different. So, in the case of schemes (4.1) and (4.3), an important role is played by the autocatalytic states: particle reproduction by division leads to clustering of similar particles. It should be stressed that both models (4.1) and (4.3) are examples of an active medium (Zhabotinskii 1974) where any volume element can be found in three states: ground (absence of B), excited (appearance and reproduction of B) and refractory (decay of B). Such an active medium is the promotion condition for the autowave processes under study.
A study of how the density fluctuations affect the kinetics of a system consisting of interacting particles requires a formulation of the corresponding stochastic model, a search for the basic equation for the MarkoL process and its fundamental solution in the spirit of § 2 and § 3.
Let us consider the stochastic models (4.1) and (4.3) as a set of point particles A and B undergoing hopping migration with the diffusion coefficients DA and DB and an instant trapping at r 6 ro. The reproduction of particles in the stages E + A + 2A, A+ B + 2 B is described by the emergence of new particles at a distance r* + 0 from the catalyst A or B respectively. Such a stochastic statement of the problem permits the calculation from first principles of the reaction rates K entering equations (4.2) and (4.4).
The correlation dynamics
The mathematical formalism we use for these stochastic models is quite similar to that of Q 2 and employs the long-range order parameters-concentrations nA, nB and the intermediate order parameters-joint correlation functions X , and Y (Kuzovkov 1988b (Kuzovkov , 1989 .
In picking out the independent control parameters, it is convenient to use the following dimensionless parameters (which do not violate the form of (4.2) and (4. (4.8)
For the Lotka-Volterra model, (4.7) is retained but instead of (4.6) and (4.8) we
(4.10)
The Dirac &functions in (4.7) and (4.9) correspond to the accepted mechanism of the spatial correlation production during particle reproduction.
To solve these equations numerically, the conservative difference schemes were derived through elimination of the singularities in equations (4.6)-(4.10) by integrating over thin spherical layers.
The control parameters are p and / 3 (the Lotka model) or a, /3 (the Lotka-Volterra model), the ratio of diffusion coefficients T = DA/DB and the spatial dimensionality d.
The equations given above clearly demonstrate the coupling of two kinds of dynamics: the concentration dynamics depends parametrically on the reaction rate K defined through the solution of the equations for the correlation dynamics. In turn, the latter is governed by the concentrations n, entering here as parameters.
The submission principle
For a correct interpretation of the complete sets of equations for Lotka ((4.4), (4.5) and (4.7)) or Lotka-Volterra ((4.4), (4.5), (4.7), (4.9) and (4.10)), it is convenient to investigate independently the equations for correlation dynamics fixing the concentrations n, therein. Despite the difference of the production mechanisms of particles A (and thus of equations (4.6) and (4.9), describing the production of similar reactant clusters), the solutions of equations (4.6) to (4.8) and (4.7), (4.9) and (4.10) are qualitatively similar. In the Lotka model the reproduction of particles A according to the scheme E + A results in their clustering in regions where particles B are absent. The correlation functions X , , Y argue for the quite similar clustering of A in both models.
For both models, DA=O ( T = O ) is a critical point since the equations for the correlation dynamics lose the steady-state solutions. For fixed nv their bifurcation point occurs at finite T = T, = T,( nu).
For T > T, the classical regime occurs: the set of equations describing the correlation dynamics reveals the steady-state solution with the joint correlation functions X , , Y (and therefore K ) dependent on n,. In this regime the fluctuations are defined by concentration and the reaction rate K follows the concentration.
When adding the basic equations (4.2) or (4.4) for the concentration dynamics to the equations for the correlation dynamics, quite different results are obtained for the two models under study. The set (4.2) is rough, i.e., the incorporation of the dependence K = K (n,) in the classical regime does not violate the conclusion based on the law of mass action-the set (4.2), (4.5)-(4.8) describes the damped oscillations only (figure 12).
The Lotka-Volterra model behaves in a quite different way: the set (4.4) is not rough and therefore the dependence K = K ( n v ) changes its singular point character. An unstable focus emerges here (figure 13); trajectories on the phase plane ( n A , n B ) diverge in a spiralling way which corresponds to the formation of the infinitely far limit cycle. This effect has been observed earlier for hypothetical dependencies K = K (n,) (Basikin 1985) . This instability means that despite the existence of a steady-state solution for the correlation dynamics with $xed control parameters, it is lost for the complete set of equations, including (4.4). Therefore the fluctuations are no longer governed by the average quantities (concentrations) and the correlation dynamics becomes fairly autonomous.
In the unstable focus regime a drastic effect results not only from the continuous increase of amplitudes of the concentration oscillations but also from a periodic concentration decrease. Since T, = T,( nv), their fall increases the critical magnitude of T = , the inequality T > T-, is violated and the system leaves the classical regime as a bifurcation. In the Lotka-Volterra model there is no infinitely far limit cycle at f + CO. The fluctuation regime emerges at 7 < 7,. In the Lotka-Volterra it exists at arbitrary T, and the magnitude of the latter affects the time only when the unstable focus is replaced by the fluctuation regime. The equation set of the correlation dynamics describes the auto-oscillations (limit cycle). The relaxation oscillations of K show abrupt and high peaks on the background K = 1. The limit cycle parameters (period, amplitude) depend on n,. Addition ofthe rough set (4.2) to the equations for correlation dynamics does not affect the type of correlation function motion. Formation of the concentration auto-oscillations for the Lotka model is demonstrated in figure 14 . Note that the control parameters chosen here correspond to a large damping oscillation in The Lotka-Volterra model reveals a more complicated type of motion. The K auto-oscillations, observed when T > T , is violated (it can occur even at small times if 7 is also small-figure 15), do not immediately affect the concentration dynamics. The reason is a weak dependence of the oscillation frequency of K since in the first-order approximation w < wo = (ap)"2 Prigogine 1977, Zhabotinskii 1974) . As previously, the oscillations of nu reveal an unstable focus and do not modulate the K oscillations only. Due to a continuous variation of the amplitudes of the concentration oscillations, parameters entering the equations for correlation dynamics are also changed and thus the conditions for the limit cycle turn out to be violated. The period and amplitude of K oscillations are exposed to changes, and the latter increases with time ( figure 15) . Since the concentration dynamics in the Lotka-Volterra model does not reveal stable structures (the solution of equation (4.4) is usually interpreted as a noise (Nicolis and Prigogine 1977) ), the amplitude and period of oscillations are not defined; the concentration dynamics yields motion with frequencies incommensurable with those arising from the correlation dynamics. The modulation acts to increase the K amplitudes at small n, (the fluctuation region) and to reduce it at great n,, thus stabilising an increase of the amplitude of the concentration oscillations.
When the peaks in the changes in K exceed a certain magnitude, the concentration dynamics begins to follow the rhythm of K oscillations: the continuous increases of the n, and K amplitudes are stopped. The phase trajectories on the plane ( n A , ne) begin to intersect. The quasi-chaotic fluctuation regime sets in (figure 16) where a combination of interrelated concentration and correlation motions with incommensurate distinct frequencies results in irregular motion. The physical mechanism of the reaction rate beginning to oscillate for a certain set of the control parameters is related to the peculiarities of reagent spatial distribution, described in terms of the joint correlation functions X , , Y. As is mentioned above, irrespective of the reproduction mechanism, E + A or E + A + 2A, particles A are clustered in both models. The particular sizes and densities of these clusters vary considerably in time due to diffusion and reproduction of particles. The approach of any B (predator) to within a reaction radius of a cluster of As (prey) leads to the rapid disappearance of the cluster, due to the autocatalytic mechanism A + B + 2B. In turn, it results in the replacement of the cluster of As by a similar one consisting of Bs. The competition of B particles constituting clusters for preys A produces the effective reduction of the K, whereas diffusion acts upon smoothing clusters of Bs thus reducing their mutual screening, which increases the K. Note in conclusion that for an emergence of the self-organised structures the prey animals must be of slow mobility.
Conclusion of 9 4
The distinctive feature of the sets of equations discussed above is a strong non-linear coupling of parameters characterising the long-range (n,) and the intermediate ( X v , Y ) order. It is well known (Lotka 1925 , Volterra 1931 , Basikin 1985 , that even in a study of the simplest ecological problems, knowledge of the theory of non-linear differential equations and bifurcations is of much greater importance than an appeal to the common sense; a counter-intuitive response in these systems to a change of control parameters is well known. The spatially extended systems of the diffusion kinetics kind are now investigated to a much lesser extent than the local systems, and so far there has been no complete classification of their regimes (Zhabotinskii 1974) . One of the purposes of § 4 is to focus attention on these problems rather than to establish the exact mechanisms by which the spatio-temporal structures of fluctuational origin are formed.
The emergence of the fluctuation regimes in the Lotka and Lotka-Volterra stochastic models shows clearly that the traditional estimate of the number of degrees of freedom in a system using a number of the intermediate products and of the non-linearity of the kinetic equations by means of the law of mass action yields a rather unreliable criterion for the complexity of self-organised systems. Note, for instance, that a description of the limit cycle in terms of this formally-kinetic scheme requires, in the case of two degrees of freedom, an emergence of the non-elementary (e.g. trimolecular) reaction stages. The quasi-chaotic regime corresponds to systems with a higher number of degrees of freedom.
Conclusion
Our main purpose was to demonstrate that a stricter analysis of the kinetics of even the simplest bimolecular reactions in condensed media permits the prediction of their unusual (from the tradition point of view) behaviour. Such an analysis is based on the second step in the cut-off ofthe infinite hierarchy of equations describing many-point densities.
Alternative approaches to the non-trivial long-time kinetics of bimolecular reactions caused by cooperative effects are simultaneously discussed, these analytical theories being compared with each other and to computer simulations. Such comparisons, however, are often complicated for two reasons: (i) as a rule, the stochastic models of the reactions differ greatly in their particular realisation, and (ii) unlike the manypoint density formalism, most of the analytical methods reveal-at least at present-a rather limited range of applicability (the steady-state recombination regime, simple model reactions such as A + A + A etc; see also § 1.2).
The derived basic kinetic non-linear equations are quite similar to those used in self-organisation phenomena. The generalised approach allows new light to be thrown upon earlier latent parameters controlling the reaction kinetics.
Several purposes are achieved by refining the mathematical formalism. In the first place, exemplified by the Lotka and Lotka-Volterra models, the traditional estimates of the complexity of a system necessary for its self-organisation are shown to be wrong. Description of the spatial structure with the simplest incorporation of the fluctuation effects adds a continuous number of degrees of freedom. An emergence of new fluctuation regimes, unpredictable in terms of the traditional kinetic approach, has been discovered.
Secondly, an estimate of the degree of non-linearity of the basic equations and of the role of the non-linear terms therein is considerably revised. A study of the simplest bimolecular A + B -+ C and A + B + B reactions has demonstrated clearly that even when n << 1 holds, these dimensionless concentrations cannot be considered as small parameters. The non-linearity of the basic kinetic equations reveals the non-trivial character.
Self-organisation effects and ordering in the investigated non-equilibrium processes result from the deviation with reaction time of the fluctuation spectrum from the Poisson one which results in the microscopic dynamic clustering of the non-interacting similar reactants (As and Bs). Such clustering does not violate the macroscopic homogeneity of the system (unlike the usual synergetic phenomena), but greatly reduces the reaction rate.
The analysis made in this review indicates that there is a close analogy between the non-equilibrium bimolecular reactions and the equilibrium critical phenomena; in both cases a new spatial scale-the correlation length &emerges, dependent on time or temperature, respectively. Along with 6, the solutions of kinetic equations can be characterised by the critical exponents and demonstrate bifurcation behaviour.
The study of cooperative phenomena in the kinetics of bimolecular reactions undertaken succeeded, largely due to incorporation of the new structure characteristics-the joint correlation functions of similar reactants (A-A, B-B) , which are coupled to the joint functions of dissimilar reactants and thus vary due to and during the reaction.
An advantage of the approach based on the hierarchy of equations is its universality; the effects of microscopic self-organisation have been investigated in this review for numerous simple bimolecular processes as well as for several-stage processes.
