It is difficult for most of us to imagine, but many who are deaf-mute rely on sign language as their primary means of communication. They, in essence, hear and talk through their hands. Sign languages are visual languages. They are natural languages which are used by many deaf-mute people all over the world. In sign language the hands convey most of the information. Hence, vision-based automatic sign language recognition systems have to extract relevant hand features from real life image sequences to allow correct and stable gesture classification. In our proposed system, we intend to recognize some very basic elements of sign language and to translate them to text. Firstly, the video shall be captured frame-by-frame, the captured video will be processed and the appropriate image will be extracted, this retrieved image will be further processed using BLOB analysis and will be sent to the statistical database; here the captured image shall compared with the one saved in the database and the matched image will be used to determine the performed alphabet sign in the language. Here, we will be implementing only American Sign Language Finger-spellings, and we will construct words and sentences with them.
INTRODUCTION
As known to many, Sign languages are the only medium through which most of the educated deaf-mutes communicate today. There are different sign languages according to countries. Most popular and widely used amongst them is the American Sign Language.
Technology has always been the best and fastest medium for communication in recent years. There has already been a great deal of work done both in the US and abroad in the area of text-to-sign language conversion. The area of sign language to text (or audio) is less mature, although there have been some recent breakthroughs incorporating data gloves for positional extraction. We are attempting to bridge cultural barriers, with technology as a medium. We intend to make technology available also for the deaf-mutes to enable better communication for them with people not knowing sign language.
Our aim is to devise a method that can enable translating Sign language finger-spellings to text in English and enable forming words and sentences using alphabets. We intend to put forth a better approach for sign language translation which would be a simpler approach and enable easy implementation.
Therefore, we present a new approach for recognition of finger-spellings using just a normal computer webcam and our proposed method. We have divided the complete approach into simple steps. Before looking at the proposed approach, we will first look at the related works done in this field.
RELATED WORKS
Before trying to find a better way for implementing Sign Language finger-spelling translation, we have to study the existing systems. We found few papers explaining different approaches to tackle this problem. First of them, titled 'Hand Gesture Recognition for Human-Machine Interaction' [1] , achieves a 90% recognition average rate implementing recognition of 26 different hand postures. It uses a complex method to recognize the hand postures. This mechanism is displayed in the Figure 1 below. It uses the color image and performs several transformations in its color space to detect the skin color pixels. Then, it detects the BLOBs from them and selects the appropriate BLOB containing the hand posture. Then there is a series of steps being executed to process the hand posture BLOB and classify it further. This paper uses Hausdorff distance algorithm for comparing the processed input image with the database and calculating the distance between them.
Finger-Spelling to Digital Audio or Text' [2] . This paper used a different approach with Adaptive Statistical Database which evolves and adapts the changes as the input comes along. The Figure 2 shows the implementation procedure of this paper. It extracts the image from the video stream, eliminates its background using RGB filtering and thresholding. Then, it performs edge detection on the binary image and crops the hand posture part from it. Then, it resizes the image to a standard size and then uses error matrix to calculate error among all the images in the database and the processed captured image. Our proposed method is inspired from this paper, but it uses a more step-wise mannered and simpler approach which makes the implementation even simpler and easier.
The third paper which we studied used a special range camera to detect the hand gestures. Though we do not intend to use any such special camera device with our approach, we studied this paper to understand various other ways of implementing hand gesture detection for sign language translation. This paper, titled 'Real time Hand Gesture Recognition using a Range Camera' [3] , used highly complex mechanism with many constraints and limitations that we do not intend to observe in our implementation method. So, we have not considered any part of this paper suitable for our study.
With basic idea about various methods of implementing handposture detection, we proceed further to our proposed method of implementing hand-posture detection to detect sign language finger-spellings and translate them successfully with best results.
PROPOSED METHOD 3.1 Overview
To proceed with our proposed method of implementation, we need to follow few basic steps. The Figure 3 shows overview of the steps to be carried out for the implementation of our proposed technique.
Fig 3: Overview of steps for implementing proposed method
The implementation starts with capturing video using an internal or external webcam. We capture the video and extract the current image frame from that video after every 4 seconds. This 4 second delay is the time frame for the user to be able to change the finger-spelling gesture. This extracted image is to be processed to extract the feature content from it. This processed image is then compared with the statistical database of all the finger-spellings. The processed image is then compared to every image in the database and the error between them is calculated. The image with minimum error or let us say the image that matches the input image the most is considered. The corresponding alphabet to the matched image is considered and is displayed to the user for the fingerspelling performed. The main part in these steps is processing the image. Before seeing the processing to be done on the extracted image, let us have a look on all the constraints and limitations we have for this method.
Constraints
There are certain constraints to abide by which we have considered in order to ensure efficient results.
The background of every image that is captured should be of a distinctively different color (preferably black) which can be easily differentiated
The finger-spelling should not contain any kind of movement. Hence, we do not support finger-spellings of alphabets J and Z as they contain movement of hand in their finger-spellings
The image should consist of only the hand without any accessories or any other body part being visible
With the knowledge about these constraints, we can proceed further to the section of processing the input image for feature extraction.
Processing the Input Image
The input image needs to be processed to extract the required features from it which can be compared with the database to obtain results. The Figure 4 shows an overview of the steps to be performed in processing the input image.
Fig 4: Overview of steps in processing input image
Firstly, according to the proposed method the image need to be smoothened by applying the mean filter over the complete image. This will blur the image and balance the level of colors to certain extent in the image. Then convert this RGB image to grayscale. To do this, for every pixel we multiply the R component to 0.2125, G component to 0.7154 and B component to 0.0721, and then replace the corresponding pixel in the grayscale image with the sum of these products. This has to be done for every pixel in the input image.
Now, this image needs to be converted to binary format. We use iterative threshold [4] for converting it to binary. We need to eliminate the background of the image and consider just the hand gesture. For this, we use the threshold value as 40 which will eliminate the black background and give us the fingerspelling. The pixel values above 40 will be white and the rest will be black. We are concerned about the white area in this image. We have successfully eliminated the background. Now, we have to extract the largest BLOB from this binary image. A BLOB is any closed object in an image. We suppose that the largest BLOB in the image is the finger-spelling we aim to obtain from the captured image.
After acquiring the largest BLOB from the image, we need to resize the image to a standard dimension. We have used the standard dimension as 300x300 pixels. The images in the database are also of the same standard dimension. We use bilinear interpolation algorithm for resizing the image as it gives best results with least distortion due to non-integral zoom factor. The images stored in the database undergo this same processing.
Note that, the database contains images of sign language finger-spelling by right hand. So it can directly be used for comparing with the database but the left handed images need to be mirrored so that they become compatible for comparing with the database. This makes it easy to make our proposed system applicable for right-handed as well as left-handed people.
This processed image contains the feature that we intend to extract from the supplied input image. After the processing, we compare this processed image with the images in the database and try to get the most matching image with its corresponding alphabet.
Image Comparison and Error Calculation
There are three images saved for every finger-spelling in the database. The average value of the three samples is used to match with every finger-spelling.
We use a very simple method to compare the processed image with the database images. We compare these images pixel by pixel. Every pixel of the processed image is compared with the database image. As the images are binary images, if the pixel value is same, then the pixels are matching, or else they are assumed to be opposite. We calculate the total number of pixels matching in the two images. We finally calculate the total number of pixels matching and divide it by the total number of pixels in the image and multiple it by 100 to get the percentage of pixel matching in the two images. The equation is given below.
As every finger-spelling has three samples in the database, we take the average of the three sample's comparison values. We compare the processed input image with all finger-spelling samples in the database, and then we try to get the maximum of all these values. The database image with maximum percentage of matching pixel is considered. If this maximum percentage pixel matching value is above 75%, we consider the alphabet corresponding to that image as the resultant alphabet for the gesture performed by the user.
EXPERIMENTAL RESULTS
To implement the proposed method, we have used the Aforge.NET library for implementing the image processing tasks [5] . We have implemented the paper in Visual Studio 2010 using C#. On implementation, we have studied the feasibility of the proposed method and have obtained the statistical results. The Figure 5 is the collection of the fingerspellings with their corresponding English translated alphabets.
The Figure 6 is a collection of the images stored in the database. The database contains three different samples of each of these finger-spellings. The feature extracted from the captured image looks as shown in Figure 6 . These images are then compared to the database image.
We have developed a project in Visual studio using C# and have implemented the proposed approach to study its feasibility, output results and other statistics to measure its performance. We have taken a black background and performed gestures over it. The Figures 7 and 8 are screenshots showing the processed image after capturing the finger-spelling gesture. Figure 9 , the finger-spelling performed is of alphabet 'Y'. The results show that the processed captured image matches the database image for finger-spelling 'Y' by 83.075% which is the maximum as compared to other database images. Hence that image can be considered to be perfectly matching and 'Y' as the matched corresponding alphabet. Similarly, Figure 10 shows results for alphabet L and Figure 11 shows results for alphabet 'B' on comparison with database images. As it can be seen from the screenshots, there is a clear comparison obtained for each finger-spelling with all other database images. We can see that the performed gesture matches to a greater extent with the expected image from the database and gives us desired output. We have tried performing every finger-spelling and have recorded their results. On an average, we obtained that there is 96% accuracy in the results obtained from the project implementing our proposed approach for translation of sign language fingerspellings. As compared to other existing complicated methods, our proposed approach gives better results using a more simplified approach. Hence, due to higher probability of correct output, we can use these finger-spellings to construct words and sentences. The screenshots in Figures 12, 13 and  14 show examples of words we have constructed using fingerspellings without any errors. Figure 12 shows word formation using finger-spellings for 'HELLO'. Figure 13 and 14 show the same for the words 'WORLD' and 'YELLOW' respectively. It can be seen that these words are formed without any error during finger-spelling detection. It is observed that it takes at most 50 milliseconds to perform the processing and comparison of the image with the database before giving us the output on an average system. This small delay of 50 milliseconds is negligible and unnoticeable. Hence, we have obtained least possible processing time for obtained the best results using our proposed method.
Further, we can use words to construct sentences. This would help the deaf-mutes to communicate with us in English even if we do not know the Sign Language.
CONCLUSION
With the proposed method, we found that the probability of obtaining desired output is around 0.96 which is sufficient and can be enough to make it suitable to be used on a larger scale for the intended purpose. As compared to other existing systems, our approach uses a simpler mechanism to detect the finger-spelling and compare it with the database. It can be easily implemented using the AForge.net library as observed in our experiment.
We can, therefore conclude that our proposed approach for sign language translation is better and give best results with least possible processing overhead. The proposed system does not require the use of any gloves or extra camera to capture complete images. It simply uses the computer webcam with capability of capture sharp images for our purpose.
We expect that more research will be performed in this field so that the proposed system can be extended to support more gestures that make use of motion and maintain its performance results.
There are great number of applications for this system that can help improve human life in different walks of life. It can be easily manipulated to support various uses other than sign language finger-spelling translation.
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