Gradient-Leaks: Understanding and Controlling Deanonymization in
  Federated Learning by Orekondy, Tribhuvanesh et al.
Understanding and Controlling User Linkability in
Decentralized Learning
Tribhuvanesh Orekondy Seong Joon Oh Bernt Schiele Mario Fritz
Max Planck Institute for Informatics
Saarland Informatics Campus
Saarbrücken, Germany
{orekondy,joon,schiele,mfritz}@mpi-inf.mpg.de
ABSTRACT
Machine Learning techniques are widely used by online services
(e.g. Google, Apple) in order to analyze andmake predictions on user
data. Asmany of the provided services are user-centric (e.g. personal
photo collections, speech recognition, personal assistance), user
data generated on personal devices is key to provide the service. In
order to protect the data and the privacy of the user, federated learn-
ing techniques have been proposed where the data never leaves
the user’s device and “only” model updates are communicated back
to the server. In our work, we propose a new threat model that
is not concerned with learning about the content - but rather is
concerned with the linkability of users during such decentralized
learning scenarios.
We show that model updates are characteristic for users and
therefore lend themselves to linkability attacks. We show identifica-
tion and matching of users across devices in closed and open world
scenarios. In our experiments, we find our attacks to be highly
effective, achieving 20×-175× chance-level performance.
In order to mitigate the risks of linkability attacks, we study var-
ious strategies. As adding random noise does not offer convincing
operation points, we propose strategies based on using calibrated
domain-specific data; we find these strategies offers substantial
protection against linkability threats with little effect to utility.
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1 INTRODUCTION
Advances in machine learning (ML) has paved the way to solving
numerous problems across various domains e.g., medical diagnosis,
autonomous driving, or fraud detection. As a result, many compa-
nies provide ML-based services such as virtual assistants that can
understand and communicate in natural language. Training models
for many such ML applications however require large-scale data.
One such source of data are mobile devices which capture signals
using various sensors (e.g., GPS, camera, biometrics, microphone).
Due to the privacy-sensitive nature of this data, many methods
have been proposed recently [22, 46, 47, 65, 71] to learn from such
decentralized data sources and with a special emphasis of learning
on mobile devices. Primarily, these methods enable training ML
models without the raw data ever leaving the device and hence
already provide users one layer of privacy. Moreover, this also
allows application developers to offload computation to increasingly
powerful mobile devices.
Despite the apparent advantage that raw private data can be
kept local, decentralized learning does not yet completely solve
privacy concerns. While initial research [7, 22, 48, 65] has been
conducted on keeping the data private, risks about linkability have
been largely overlooked. This work, to the best of our knowledge,
is the first to study linkability threats in a decentralized machine
learning scenario.
In our experiments, a set of users train a Convolutional Neural
Network (CNN) for image classification in a federated learning
scheme. Within this decentralized learning framework, we present
two linkability attacks which solely use user-specific model updates
communicated by devices.We find that these model updates contain
sufficient user-specific information for linkability attacks, remain-
ing consistent across different sets of users’ data across multiple
devices and time-spans. In our experiments, we show our linka-
bility attacks succeed with 85% (48× chance-level) and 52% (175×
chance-level) accuracy on two large-scale challenging datasets.
Furthermore, we propose the first mitigation strategies that are
effective in preventing such linkability attacks, while maintaining
utility of the task. More specifically, we find our methods mitigate
the attacks with up to 86% and 95% effectiveness on the two datasets.
2 RELATEDWORK
In this section we look at related work specific to our task of iden-
tifying linkability threats in decentralized learning setups.
Deep Learning and Privacy. Deep learning [29, 38] is a highly
effective machine learning technology with applications encom-
passing language translation, autonomous driving, and medical
diagnosis. Recently, applications have also been proposed to assist
and safeguard user privacy [52–54] introducing techniques such
as erasing sensitive content in users’ images before sharing it on
social networks. Across many applications of deep learning, since
resulting models are often complex comprising millions of param-
eters and are trained on a large amounts of data, there is a push
[2, 55, 59, 66, 68] in addressing themodel privacy. For instance, these
models can be analyzed to recover private information about the
users or the model itself [14, 21, 50, 66]. Our work is closest to the
model privacy threats where the adversary attempts to link and re-
identify users from the model parameter updates in a decentralized
learning setup.
Privacy Threats in Decentralized Learning. TrainingMLmod-
els for many tasks often require sensitive training data e.g., per-
sonal photos, medical diagnosis, and financial records.Decentralized
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learning (also referred to as collaborative [66] or federated learn-
ing [47]) are proposed as a solution for users to train ML models
without explicitly sharing the raw data. Such protocols work by
users training local ML models on their private datasets and com-
municating updates over multiple rounds to a centralized server,
which co-ordinates the training. This results in an ML model ef-
fectively trained on all user data, although the user does not share
the raw private data with another party. Work in this context has
been studied along two attack surfaces – the trained model itself
and the model updates communicated to the server. [30] focus on
the former, exploring reconstruction and poisoning attacks in this
setting. With respect to the model updates, prior works [22, 48, 65]
have addressed it within the differential privacy framework; but
without considering an explicit threat model. Our work proposes
an explicit linkability threat model which uses model updates as
the attack surface to perform the attacks.
Linkability Attacks. Linkability attacks involve an adversary
attributing one or more disconnected entities (e.g., social media
profiles, text) to a single identity. A number of works have studied
linkability threats on social networks, such as cross-site identity
tracking to match profiles of users based. This is typically done
using various user cues – profile attributes [25, 49, 57], geo-location
[11], social graph structure [36, 39, 79] or content [24, 34]. Some
works have addressed linking written texts such as reviews or
articles using the stylometric features [4, 64]. Recently, [6] studied
the temporal linkability of microRNA expression profiles. In this
work, to the best of our knowledge, we are the first to demonstrate
a new linkability threat based on incremental parameter updates
of users’ ML models.
Mitigation. There exist some prior works on mitigating the
vulnerability of models. In our task, a user needs to privately com-
municate a vector (a model update) to a server. Specific to the de-
centralized learning setup, [65] propose a selective SGD algorithm
which partially communicates these vectors. This work, along with
few others [2, 22, 48] propose adding properly-calibrated random
noise via differential privacy [17, 18] mechanisms to achieve a rea-
sonable privacy-utility trade-off. Other alternate countermeasures
typically involve encryption [9, 23, 26, 78] or secure multiparty
communication [8, 77]. In this work, we propose an alternative
client-sided distortion strategy which adds domain-specific noise
with the intention of achieving minimal loss to utility.
3 BACKGROUND: DECENTRALIZED
LEARNING
In this section, we briefly introduce the task and prior work on
decentralized learning. We motivate the task in Section 3.1. We
present the terminology and notation specific to this setting in
Section 3.2 and discuss distributed data scenarios in Section 3.3.
Section 3.4 covers a popular decentralized algorithm [47], which
we use to train our collaborative models.
3.1 Motivation
Machine Learning pipelines generally involve collecting data suit-
able for the task and training it on a single machine. However,
datasets can be massive [3, 37, 69], thereby making it inefficient
or even impossible to train the model on a single machine. As a
result, decentralized ML algorithms have been proposed [15, 20, 42,
45, 58, 65, 76] as a solution to learn when the data is spread across
multiple machines in a data center.
Alternatively, large amounts of data can naturally be available
across multiple clients. For instance, user-generated data on per-
sonal computing devices such as smart phones, tablets or laptops.
In these cases, service providers can use decentralized algorithms to
train ML models on this naturally distributed user-centric dataset.
As an added benefit, the model can be trained with the raw per-
sonal data of the users, without it ever leaving the users’ personal
devices. Moreover, since these devices capture and generate data
using multiple sensors (e.g., GPS, camera, audio, biometrics), this
allows for training of models for many interesting applications. For
example, photo assistants to help automatically organize images on
their mobile devices; or intelligent on-screen keyboards to provide
customized predictions and auto-corrections.
For the rest of the paper, we specifically focus on the case of
learning from decentralized user data on personal computing de-
vices, which we refer to as clients. Due to its applicability, there
is a growing interest among both industry [46, 71] and academia
[8, 35, 47, 48, 65] to leverage such methods.
3.2 Notation and Terminology
In the previous section, we motivated how a decentralized learning
scheme is beneficial to both users and service providers. Now, we
move the focus to the technical details.
The overall objective is to perform supervised training and
learn parameters w of a model fw : X → Y using a dataset
D = {(xi ,yi )}ni=1 by minimizing the loss function L. We use H
to denote the loss computed over the set of n training examples:
wˆ = argmin
w
H (w) = argmin
w
1
n
∑
i
L(fw (xi ), yi ) (1)
k , u client, user
K, U client set, user set
K ,U # clients, users
wt server’s/global weight at round t
∆wtk weight update by client k at round t
uk user of client k
Dk Data on client k
nk # datapoints on client k
Table 1: Notation
In a decentralized setting, we refer to the notation in Table 1.
Each client k ∈ K has a local dataset Dk . Collectively, across all
clients we have D = ⋃k Dk , such that Dk ∩ Dk ′ = ∅, (k , k ′). A
server S is available to help co-ordinate the training process.
Following the example of a photo-assistant, a real-world user u
owns a smart-phone k which is used to capture personal photos
Dk . A photo assistant fw could be effectively trained across photos
D across all users U.
2
Diff. types of Learning - Distr.
1 2 3 4 K-1 K...
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<latexit sha 1_base64="irukkpL1YsToV 6e/1KP3gJ+wAXI=">AAACOH icbVDLSgNBEOz1/TY+bl4GRf AUdkXQm4IXDx4UjArJEnonH R2c3VlmesW45F+86if4J968 iVe/wEniwUQLBmqqunt6Ksm 1chyGb8HY+MTk1PTM7Nz8wu LScmVl9dKZwkqqSaONvU7Qk VYZ1VixpuvcEqaJpqvk7rjnX 92TdcpkF9zJKU7xJlNtJZG9 1KysN5geuDw1ErUo8hYyuW6 zshVWwz7EXxL9kK2j5c9DAQ BnzZVgodEyskgpY6nRuXoU5 hyXaFlJTd25RuEoR3mHN1T3N MOUXFz21++Kba+0RNtYfzIW ffV3R4mpc5008ZUp8q0b9Xr if1694PZBXKosL5gyOXioXW jBRvSyEC1lSbLueILSKr+rk LdoUbJPbGiSk3HZm5/joxn6 TZmkI3cv+Pyi0bT+ksvdahRW o3Mf5B4MMAMbsAk7EME+HME JnEENJDzCEzzDS/AavAcfwe egdCz46VmDIQRf36nUrsI=< /latexit><latexit sha 1_base64="6QBNUopNYeTsW jmgDTIXkII+ieU=">AAACOH icbVDLSgMxFM34rPVVHzs3QR F0U2ZE0J2CCC5cVLCt0A7lT nqrwcxkSO6Idei/uNVP0C9x 507c+gWmrQtbPRA4Oefem5s TpUpa8v03b2JyanpmtjBXnF 9YXFourazWrM6MwKrQSpurC CwqmWCVJCm8Sg1CHCmsR7cnf b9+h8ZKnVxSN8UwhutEdqQA clKrtN4kvKf8XAtQPEvbQGh 7rdKWX/YH4H9J8EO2jpc/j3 aLr6eV1oq30GxrkcWYkFBgb SPwUwpzMCSFwl6xmVlMQdzCN TYcTSBGG+aD9Xt82ylt3tHG nYT4QP3dkUNsbTeOXGUMdGP Hvb74n9fIqHMY5jJJM8JEDB /qZIqT5v0seFsaFKS6joAw0 u3KxQ0YEOQSG5lkRZj356fw oEd+k0fx2N0JLr9gPK2/pLZX DvxycOGC3GdDFNgG22Q7LGA H7JidsQqrMsEe2CN7Ys/ei/ fufXifw9IJ76dnjY3A+/oGW Iyv1Q==</latexit><latexit sha 1_base64="6QBNUopNYeTsW jmgDTIXkII+ieU=">AAACOH icbVDLSgMxFM34rPVVHzs3QR F0U2ZE0J2CCC5cVLCt0A7lT nqrwcxkSO6Idei/uNVP0C9x 507c+gWmrQtbPRA4Oefem5s TpUpa8v03b2JyanpmtjBXnF 9YXFourazWrM6MwKrQSpurC CwqmWCVJCm8Sg1CHCmsR7cnf b9+h8ZKnVxSN8UwhutEdqQA clKrtN4kvKf8XAtQPEvbQGh 7rdKWX/YH4H9J8EO2jpc/j3 aLr6eV1oq30GxrkcWYkFBgb SPwUwpzMCSFwl6xmVlMQdzCN TYcTSBGG+aD9Xt82ylt3tHG nYT4QP3dkUNsbTeOXGUMdGP Hvb74n9fIqHMY5jJJM8JEDB /qZIqT5v0seFsaFKS6joAw0 u3KxQ0YEOQSG5lkRZj356fw oEd+k0fx2N0JLr9gPK2/pLZX DvxycOGC3GdDFNgG22Q7LGA H7JidsQqrMsEe2CN7Ys/ei/ fufXifw9IJ76dnjY3A+/oGW Iyv1Q==</latexit><latexit sha 1_base64="wBaw4h07k/Lsz TWEQ98//nywfmk=">AAACOH icbVBNSwMxEM3Wr/rdqjcvwS J4Krsi6FHw4sGDgm2Fdimz6 bQNzW6WZFasS/+LV/0J/hNv 3sSrv8C09mCrDwIv781MJi9 KlbTk+29eYWFxaXmluLq2vr G5tV0q79StzozAmtBKm7sIL CqZYI0kKbxLDUIcKWxEg4ux3 7hHY6VObmmYYhhDL5FdKYCc 1C7ttQgfKL/SAhTP0g4Q2lG 7VPGr/gT8LwmmpMKmuG6XvY 1WR4ssxoSEAmubgZ9SmIMhK RSO1lqZxRTEAHrYdDSBGG2YT 9Yf8UOndHhXG3cS4hP1d0cO sbXDOHKVMVDfzntj8T+vmVH 3LMxlkmaEifh5qJspTpqPs+ AdaVCQGjoCwki3Kxd9MCDIJ TYzyYowH89P4VHP/CaP4rm7 E1x+wXxaf0n9uBr41eDGr5yf TJMssn12wI5YwE7ZObtk16z GBHtkT+yZvXiv3rv34X3+lB a8ac8um4H39Q0lw60r</lat exit>
(A)
<latexit sha1_base64="hwweLQQeZFkU+EJYqDu65WfH+Q s=">AAACLHicdVDLTgIxFO34REQFXbppJCa4ITMTRdlh3LjERB4RJqRTCjR0OpP2jhEn/IVb/QS/xo0xbv0Oy8NEiJ6kyb nnPnrv8SPBNdj2u7Wyura+sZnaSm9ndnb3srn9ug5jRVmNhiJUTZ9oJrhkNeAgWDNSjAS+YA1/eDXJN+6Z0jyUtzCKmBeQv uQ9TgkY6a4N7AGSwuXJuJPN20W3XHLtMp6Rs9KMOGUXO0V7ijyao9rJWZl2N6RxwCRQQbRuOXYEXkIUcCrYON2ONYsIHZI +axkqScC0l0xXHuNjo3RxL1TmScBT9XdHQgKtR4FvKgMCA72cm4h/5Vox9C68hMsoBibp7KNeLDCEeHI/7nLFKIiRIYQqb nbFdEAUoWBcWpikqZdM5kfkMVy4JvGDpdgIxr8fk/D/pO4WHbvo3JzmK+7cyRQ6REeogBx0jiroGlVRDVEk0RN6Ri/Wq/Vm fVifs9IVa95zgBZgfX0Dy3WogA==</latexit><latexit sha1_base64="hwweLQQeZFkU+EJYqDu65WfH+Q s=">AAACLHicdVDLTgIxFO34REQFXbppJCa4ITMTRdlh3LjERB4RJqRTCjR0OpP2jhEn/IVb/QS/xo0xbv0Oy8NEiJ6kyb nnPnrv8SPBNdj2u7Wyura+sZnaSm9ndnb3srn9ug5jRVmNhiJUTZ9oJrhkNeAgWDNSjAS+YA1/eDXJN+6Z0jyUtzCKmBeQv uQ9TgkY6a4N7AGSwuXJuJPN20W3XHLtMp6Rs9KMOGUXO0V7ijyao9rJWZl2N6RxwCRQQbRuOXYEXkIUcCrYON2ONYsIHZI +axkqScC0l0xXHuNjo3RxL1TmScBT9XdHQgKtR4FvKgMCA72cm4h/5Vox9C68hMsoBibp7KNeLDCEeHI/7nLFKIiRIYQqb nbFdEAUoWBcWpikqZdM5kfkMVy4JvGDpdgIxr8fk/D/pO4WHbvo3JzmK+7cyRQ6REeogBx0jiroGlVRDVEk0RN6Ri/Wq/Vm fVifs9IVa95zgBZgfX0Dy3WogA==</latexit><latexit sha1_base64="hwweLQQeZFkU+EJYqDu65WfH+Q s=">AAACLHicdVDLTgIxFO34REQFXbppJCa4ITMTRdlh3LjERB4RJqRTCjR0OpP2jhEn/IVb/QS/xo0xbv0Oy8NEiJ6kyb nnPnrv8SPBNdj2u7Wyura+sZnaSm9ndnb3srn9ug5jRVmNhiJUTZ9oJrhkNeAgWDNSjAS+YA1/eDXJN+6Z0jyUtzCKmBeQv uQ9TgkY6a4N7AGSwuXJuJPN20W3XHLtMp6Rs9KMOGUXO0V7ijyao9rJWZl2N6RxwCRQQbRuOXYEXkIUcCrYON2ONYsIHZI +axkqScC0l0xXHuNjo3RxL1TmScBT9XdHQgKtR4FvKgMCA72cm4h/5Vox9C68hMsoBibp7KNeLDCEeHI/7nLFKIiRIYQqb nbFdEAUoWBcWpikqZdM5kfkMVy4JvGDpdgIxr8fk/D/pO4WHbvo3JzmK+7cyRQ6REeogBx0jiroGlVRDVEk0RN6Ri/Wq/Vm fVifs9IVa95zgBZgfX0Dy3WogA==</latexit><latexit sha1_base64="hwweLQQeZFkU+EJYqDu65WfH+Q s=">AAACLHicdVDLTgIxFO34REQFXbppJCa4ITMTRdlh3LjERB4RJqRTCjR0OpP2jhEn/IVb/QS/xo0xbv0Oy8NEiJ6kyb nnPnrv8SPBNdj2u7Wyura+sZnaSm9ndnb3srn9ug5jRVmNhiJUTZ9oJrhkNeAgWDNSjAS+YA1/eDXJN+6Z0jyUtzCKmBeQv uQ9TgkY6a4N7AGSwuXJuJPN20W3XHLtMp6Rs9KMOGUXO0V7ijyao9rJWZl2N6RxwCRQQbRuOXYEXkIUcCrYON2ONYsIHZI +axkqScC0l0xXHuNjo3RxL1TmScBT9XdHQgKtR4FvKgMCA72cm4h/5Vox9C68hMsoBibp7KNeLDCEeHI/7nLFKIiRIYQqb nbFdEAUoWBcWpikqZdM5kfkMVy4JvGDpdgIxr8fk/D/pO4WHbvo3JzmK+7cyRQ6REeogBx0jiroGlVRDVEk0RN6Ri/Wq/Vm fVifs9IVa95zgBZgfX0Dy3WogA==</latexit>
(B)
<latexit sha1_base64="H3 ANCjCxzIQ2tp9b1ohs9gLnKUM=">AAACLHicdVDLTgIxFO 34REQFXbppJCa4ITMTRdkR3bjERB4RJqRTCjR0OpP2jhEn/ IVb/QS/xo0xbv0Oy8NEiJ6kybnnPnrv8SPBNdj2u7Wyura +sZnaSm9ndnb3srn9ug5jRVmNhiJUTZ9oJrhkNeAgWDNSj AS+YA1/eDXJN+6Z0jyUtzCKmBeQvuQ9TgkY6a4N7AGSwuXJ uJPN20W3XHLtMp6Rs9KMOGUXO0V7ijyao9rJWZl2N6RxwC RQQbRuOXYEXkIUcCrYON2ONYsIHZI+axkqScC0l0xXHuNjo 3RxL1TmScBT9XdHQgKtR4FvKgMCA72cm4h/5Vox9C68hMs oBibp7KNeLDCEeHI/7nLFKIiRIYQqbnbFdEAUoWBcWpikqZ dM5kfkMVy4JvGDpdgIxr8fk/D/pO4WHbvo3JzmK+7cyRQ6 REeogBx0jiroGlVRDVEk0RN6Ri/Wq/VmfVifs9IVa95zgBZ gfX0DzTaogQ==</latexit><latexit sha1_base64="H3 ANCjCxzIQ2tp9b1ohs9gLnKUM=">AAACLHicdVDLTgIxFO 34REQFXbppJCa4ITMTRdkR3bjERB4RJqRTCjR0OpP2jhEn/ IVb/QS/xo0xbv0Oy8NEiJ6kybnnPnrv8SPBNdj2u7Wyura +sZnaSm9ndnb3srn9ug5jRVmNhiJUTZ9oJrhkNeAgWDNSj AS+YA1/eDXJN+6Z0jyUtzCKmBeQvuQ9TgkY6a4N7AGSwuXJ uJPN20W3XHLtMp6Rs9KMOGUXO0V7ijyao9rJWZl2N6RxwC RQQbRuOXYEXkIUcCrYON2ONYsIHZI+axkqScC0l0xXHuNjo 3RxL1TmScBT9XdHQgKtR4FvKgMCA72cm4h/5Vox9C68hMs oBibp7KNeLDCEeHI/7nLFKIiRIYQqbnbFdEAUoWBcWpikqZ dM5kfkMVy4JvGDpdgIxr8fk/D/pO4WHbvo3JzmK+7cyRQ6 REeogBx0jiroGlVRDVEk0RN6Ri/Wq/VmfVifs9IVa95zgBZ gfX0DzTaogQ==</latexit><latexit sha1_base64="H3 ANCjCxzIQ2tp9b1ohs9gLnKUM=">AAACLHicdVDLTgIxFO 34REQFXbppJCa4ITMTRdkR3bjERB4RJqRTCjR0OpP2jhEn/ IVb/QS/xo0xbv0Oy8NEiJ6kybnnPnrv8SPBNdj2u7Wyura +sZnaSm9ndnb3srn9ug5jRVmNhiJUTZ9oJrhkNeAgWDNSj AS+YA1/eDXJN+6Z0jyUtzCKmBeQvuQ9TgkY6a4N7AGSwuXJ uJPN20W3XHLtMp6Rs9KMOGUXO0V7ijyao9rJWZl2N6RxwC RQQbRuOXYEXkIUcCrYON2ONYsIHZI+axkqScC0l0xXHuNjo 3RxL1TmScBT9XdHQgKtR4FvKgMCA72cm4h/5Vox9C68hMs oBibp7KNeLDCEeHI/7nLFKIiRIYQqbnbFdEAUoWBcWpikqZ dM5kfkMVy4JvGDpdgIxr8fk/D/pO4WHbvo3JzmK+7cyRQ6 REeogBx0jiroGlVRDVEk0RN6Ri/Wq/VmfVifs9IVa95zgBZ gfX0DzTaogQ==</latexit><latexit sha1_base64="H3 ANCjCxzIQ2tp9b1ohs9gLnKUM=">AAACLHicdVDLTgIxFO 34REQFXbppJCa4ITMTRdkR3bjERB4RJqRTCjR0OpP2jhEn/ IVb/QS/xo0xbv0Oy8NEiJ6kybnnPnrv8SPBNdj2u7Wyura +sZnaSm9ndnb3srn9ug5jRVmNhiJUTZ9oJrhkNeAgWDNSj AS+YA1/eDXJN+6Z0jyUtzCKmBeQvuQ9TgkY6a4N7AGSwuXJ uJPN20W3XHLtMp6Rs9KMOGUXO0V7ijyao9rJWZl2N6RxwC RQQbRuOXYEXkIUcCrYON2ONYsIHZI+axkqScC0l0xXHuNjo 3RxL1TmScBT9XdHQgKtR4FvKgMCA72cm4h/5Vox9C68hMs oBibp7KNeLDCEeHI/7nLFKIiRIYQqbnbFdEAUoWBcWpikqZ dM5kfkMVy4JvGDpdgIxr8fk/D/pO4WHbvo3JzmK+7cyRQ6 REeogBx0jiroGlVRDVEk0RN6Ri/Wq/VmfVifs9IVa95zgBZ gfX0DzTaogQ==</latexit>
(C)
<latexit sha1_base64="q F6JOk2EE2JAQZIDsRMHIhyb1R0=">AAACLHicdVDLTgIx FO3gCxEVdOmmkZjghsxMFGVHwsYlJgJGmJBOKdDQ6UzaO0 ac8Bdu9RP8GjfGuPU7LA8TIXqSJuee++i9x48E12Db71Z qbX1jcyu9ndnJ7u7t5/IHTR3GirIGDUWobn2imeCSNYCD YLeRYiTwBWv5o9o037pnSvNQ3sA4Yl5ABpL3OSVgpLsOsA dIirXTSTdXsEtupezaFTwn5+U5cSoudkr2DAW0QL2bt7K dXkjjgEmggmjdduwIvIQo4FSwSaYTaxYROiID1jZUkoBp L5mtPMEnRunhfqjMk4Bn6u+OhARajwPfVAYEhno1NxX/yr Vj6F96CZdRDEzS+Uf9WGAI8fR+3OOKURBjQwhV3OyK6ZA oQsG4tDRJUy+Zzo/IY7h0TeIHK7ERjH8/JuH/SdMtOXbJ uT4rVN2Fk2l0hI5RETnoAlXRFaqjBqJIoif0jF6sV+vN+r A+56Upa9FziJZgfX0Dzveogg==</latexit><latexit sha1_base64="q F6JOk2EE2JAQZIDsRMHIhyb1R0=">AAACLHicdVDLTgIx FO3gCxEVdOmmkZjghsxMFGVHwsYlJgJGmJBOKdDQ6UzaO0 ac8Bdu9RP8GjfGuPU7LA8TIXqSJuee++i9x48E12Db71Z qbX1jcyu9ndnJ7u7t5/IHTR3GirIGDUWobn2imeCSNYCD YLeRYiTwBWv5o9o037pnSvNQ3sA4Yl5ABpL3OSVgpLsOsA dIirXTSTdXsEtupezaFTwn5+U5cSoudkr2DAW0QL2bt7K dXkjjgEmggmjdduwIvIQo4FSwSaYTaxYROiID1jZUkoBp L5mtPMEnRunhfqjMk4Bn6u+OhARajwPfVAYEhno1NxX/yr Vj6F96CZdRDEzS+Uf9WGAI8fR+3OOKURBjQwhV3OyK6ZA oQsG4tDRJUy+Zzo/IY7h0TeIHK7ERjH8/JuH/SdMtOXbJ uT4rVN2Fk2l0hI5RETnoAlXRFaqjBqJIoif0jF6sV+vN+r A+56Upa9FziJZgfX0Dzveogg==</latexit><latexit sha1_base64="q F6JOk2EE2JAQZIDsRMHIhyb1R0=">AAACLHicdVDLTgIx FO3gCxEVdOmmkZjghsxMFGVHwsYlJgJGmJBOKdDQ6UzaO0 ac8Bdu9RP8GjfGuPU7LA8TIXqSJuee++i9x48E12Db71Z qbX1jcyu9ndnJ7u7t5/IHTR3GirIGDUWobn2imeCSNYCD YLeRYiTwBWv5o9o037pnSvNQ3sA4Yl5ABpL3OSVgpLsOsA dIirXTSTdXsEtupezaFTwn5+U5cSoudkr2DAW0QL2bt7K dXkjjgEmggmjdduwIvIQo4FSwSaYTaxYROiID1jZUkoBp L5mtPMEnRunhfqjMk4Bn6u+OhARajwPfVAYEhno1NxX/yr Vj6F96CZdRDEzS+Uf9WGAI8fR+3OOKURBjQwhV3OyK6ZA oQsG4tDRJUy+Zzo/IY7h0TeIHK7ERjH8/JuH/SdMtOXbJ uT4rVN2Fk2l0hI5RETnoAlXRFaqjBqJIoif0jF6sV+vN+r A+56Upa9FziJZgfX0Dzveogg==</latexit><latexit sha1_base64="q F6JOk2EE2JAQZIDsRMHIhyb1R0=">AAACLHicdVDLTgIx FO3gCxEVdOmmkZjghsxMFGVHwsYlJgJGmJBOKdDQ6UzaO0 ac8Bdu9RP8GjfGuPU7LA8TIXqSJuee++i9x48E12Db71Z qbX1jcyu9ndnJ7u7t5/IHTR3GirIGDUWobn2imeCSNYCD YLeRYiTwBWv5o9o037pnSvNQ3sA4Yl5ABpL3OSVgpLsOsA dIirXTSTdXsEtupezaFTwn5+U5cSoudkr2DAW0QL2bt7K dXkjjgEmggmjdduwIvIQo4FSwSaYTaxYROiID1jZUkoBp L5mtPMEnRunhfqjMk4Bn6u+OhARajwPfVAYEhno1NxX/yr Vj6F96CZdRDEzS+Uf9WGAI8fR+3OOKURBjQwhV3OyK6ZA oQsG4tDRJUy+Zzo/IY7h0TeIHK7ERjH8/JuH/SdMtOXbJ uT4rVN2Fk2l0hI5RETnoAlXRFaqjBqJIoif0jF6sV+vN+r A+56Upa9FziJZgfX0Dzveogg==</latexit>
(D)
<latexit sha1_base64="2m QOLKRAstINJqOdBci0e0PLKoE=">AAACLHicdVDLTgIxFO3 4REQFXbppJCa4ITMTRdmR6MIlJvKIMCGdUqCh05m0d4w44S/ c6if4NW6Mcet3WB4mQvQkTc4999F7jx8JrsG2362V1bX1jc 3UVno7s7O7l83t13UYK8pqNBShavpEM8ElqwEHwZqRYiTwB Wv4w8tJvnHPlOahvIVRxLyA9CXvcUrASHdtYA+QFK5Oxp1s 3i665ZJrl/GMnJVmxCm72CnaU+TRHNVOzsq0uyGNAyaBCqJ 1y7Ej8BKigFPBxul2rFlE6JD0WctQSQKmvWS68hgfG6WLe6E yTwKeqr87EhJoPQp8UxkQGOjl3ET8K9eKoXfhJVxGMTBJZx /1YoEhxJP7cZcrRkGMDCFUcbMrpgOiCAXj0sIkTb1kMj8ij +HCNYkfLMVGMP79mIT/J3W36NhF5+Y0X3HnTqbQITpCBeSg c1RB16iKaogiiZ7QM3qxXq0368P6nJWuWPOeA7QA6+sb0Li ogw==</latexit><latexit sha1_base64="2m QOLKRAstINJqOdBci0e0PLKoE=">AAACLHicdVDLTgIxFO3 4REQFXbppJCa4ITMTRdmR6MIlJvKIMCGdUqCh05m0d4w44S/ c6if4NW6Mcet3WB4mQvQkTc4999F7jx8JrsG2362V1bX1jc 3UVno7s7O7l83t13UYK8pqNBShavpEM8ElqwEHwZqRYiTwB Wv4w8tJvnHPlOahvIVRxLyA9CXvcUrASHdtYA+QFK5Oxp1s 3i665ZJrl/GMnJVmxCm72CnaU+TRHNVOzsq0uyGNAyaBCqJ 1y7Ej8BKigFPBxul2rFlE6JD0WctQSQKmvWS68hgfG6WLe6E yTwKeqr87EhJoPQp8UxkQGOjl3ET8K9eKoXfhJVxGMTBJZx /1YoEhxJP7cZcrRkGMDCFUcbMrpgOiCAXj0sIkTb1kMj8ij +HCNYkfLMVGMP79mIT/J3W36NhF5+Y0X3HnTqbQITpCBeSg c1RB16iKaogiiZ7QM3qxXq0368P6nJWuWPOeA7QA6+sb0Li ogw==</latexit><latexit sha1_base64="2m QOLKRAstINJqOdBci0e0PLKoE=">AAACLHicdVDLTgIxFO3 4REQFXbppJCa4ITMTRdmR6MIlJvKIMCGdUqCh05m0d4w44S/ c6if4NW6Mcet3WB4mQvQkTc4999F7jx8JrsG2362V1bX1jc 3UVno7s7O7l83t13UYK8pqNBShavpEM8ElqwEHwZqRYiTwB Wv4w8tJvnHPlOahvIVRxLyA9CXvcUrASHdtYA+QFK5Oxp1s 3i665ZJrl/GMnJVmxCm72CnaU+TRHNVOzsq0uyGNAyaBCqJ 1y7Ej8BKigFPBxul2rFlE6JD0WctQSQKmvWS68hgfG6WLe6E yTwKeqr87EhJoPQp8UxkQGOjl3ET8K9eKoXfhJVxGMTBJZx /1YoEhxJP7cZcrRkGMDCFUcbMrpgOiCAXj0sIkTb1kMj8ij +HCNYkfLMVGMP79mIT/J3W36NhF5+Y0X3HnTqbQITpCBeSg c1RB16iKaogiiZ7QM3qxXq0368P6nJWuWPOeA7QA6+sb0Li ogw==</latexit><latexit sha1_base64="2m QOLKRAstINJqOdBci0e0PLKoE=">AAACLHicdVDLTgIxFO3 4REQFXbppJCa4ITMTRdmR6MIlJvKIMCGdUqCh05m0d4w44S/ c6if4NW6Mcet3WB4mQvQkTc4999F7jx8JrsG2362V1bX1jc 3UVno7s7O7l83t13UYK8pqNBShavpEM8ElqwEHwZqRYiTwB Wv4w8tJvnHPlOahvIVRxLyA9CXvcUrASHdtYA+QFK5Oxp1s 3i665ZJrl/GMnJVmxCm72CnaU+TRHNVOzsq0uyGNAyaBCqJ 1y7Ej8BKigFPBxul2rFlE6JD0WctQSQKmvWS68hgfG6WLe6E yTwKeqr87EhJoPQp8UxkQGOjl3ET8K9eKoXfhJVxGMTBJZx /1YoEhxJP7cZcrRkGMDCFUcbMrpgOiCAXj0sIkTb1kMj8ij +HCNYkfLMVGMP79mIT/J3W36NhF5+Y0X3HnTqbQITpCBeSg c1RB16iKaogiiZ7QM3qxXq0368P6nJWuWPOeA7QA6+sb0Li ogw==</latexit>
1 3 U2 4 U-1
Clients k 2 K
<latexit sha 1_base64="8ioqBsfdQmwaR azvZCEvmR2jx5Q=">AAACRH icbVBNS8NAEN3Ur1qrtnr0sl gETyURQY+FXgQvFewHNKFst pt26WYTdidiDb36a7zqT/A/ +B+8iVdx0+ZgWwcW3ryZeTv z/FhwDbb9YRU2Nre2d4q7pb 3y/sFhpXrU0VGiKGvTSESq5 xPNBJesDRwE68WKkdAXrOtP mlm9+8CU5pG8h2nMvJCMJA84 JWCoQQW7wB4hbQrOJGg8wxP scondkMDY99Pb2aBSs+v2PP A6cHJQQ3m0BlWr7A4jmoRGk Aqidd+xY/BSooBTwWYlN9Es JnRCRqxvoCQh0146P2WGzww zxEGkzJOA5+zfiZSEWk9D33 RmK+rVWkb+V+snEFx7KZdxAk zSxUdBIjBEOPMFD7liFMTUA EIVN7tiOiaKUDDuLSlp6qWZ fkyeoqVrUj9cyQ1h/HNW3Vo HnYu6Y9edu8ta4zJ3sohO0C k6Rw66Qg10g1qojSh6Ri/oF b1Z79an9WV9L1oLVj5zjJbC+ vkFTsyxow==</latexit><latexit sha 1_base64="8ioqBsfdQmwaR azvZCEvmR2jx5Q=">AAACRH icbVBNS8NAEN3Ur1qrtnr0sl gETyURQY+FXgQvFewHNKFst pt26WYTdidiDb36a7zqT/A/ +B+8iVdx0+ZgWwcW3ryZeTv z/FhwDbb9YRU2Nre2d4q7pb 3y/sFhpXrU0VGiKGvTSESq5 xPNBJesDRwE68WKkdAXrOtP mlm9+8CU5pG8h2nMvJCMJA84 JWCoQQW7wB4hbQrOJGg8wxP scondkMDY99Pb2aBSs+v2PP A6cHJQQ3m0BlWr7A4jmoRGk Aqidd+xY/BSooBTwWYlN9Es JnRCRqxvoCQh0146P2WGzww zxEGkzJOA5+zfiZSEWk9D33 RmK+rVWkb+V+snEFx7KZdxAk zSxUdBIjBEOPMFD7liFMTUA EIVN7tiOiaKUDDuLSlp6qWZ fkyeoqVrUj9cyQ1h/HNW3Vo HnYu6Y9edu8ta4zJ3sohO0C k6Rw66Qg10g1qojSh6Ri/oF b1Z79an9WV9L1oLVj5zjJbC+ vkFTsyxow==</latexit><latexit sha 1_base64="8ioqBsfdQmwaR azvZCEvmR2jx5Q=">AAACRH icbVBNS8NAEN3Ur1qrtnr0sl gETyURQY+FXgQvFewHNKFst pt26WYTdidiDb36a7zqT/A/ +B+8iVdx0+ZgWwcW3ryZeTv z/FhwDbb9YRU2Nre2d4q7pb 3y/sFhpXrU0VGiKGvTSESq5 xPNBJesDRwE68WKkdAXrOtP mlm9+8CU5pG8h2nMvJCMJA84 JWCoQQW7wB4hbQrOJGg8wxP scondkMDY99Pb2aBSs+v2PP A6cHJQQ3m0BlWr7A4jmoRGk Aqidd+xY/BSooBTwWYlN9Es JnRCRqxvoCQh0146P2WGzww zxEGkzJOA5+zfiZSEWk9D33 RmK+rVWkb+V+snEFx7KZdxAk zSxUdBIjBEOPMFD7liFMTUA EIVN7tiOiaKUDDuLSlp6qWZ fkyeoqVrUj9cyQ1h/HNW3Vo HnYu6Y9edu8ta4zJ3sohO0C k6Rw66Qg10g1qojSh6Ri/oF b1Z79an9WV9L1oLVj5zjJbC+ vkFTsyxow==</latexit><latexit sha 1_base64="8ioqBsfdQmwaR azvZCEvmR2jx5Q=">AAACRH icbVBNS8NAEN3Ur1qrtnr0sl gETyURQY+FXgQvFewHNKFst pt26WYTdidiDb36a7zqT/A/ +B+8iVdx0+ZgWwcW3ryZeTv z/FhwDbb9YRU2Nre2d4q7pb 3y/sFhpXrU0VGiKGvTSESq5 xPNBJesDRwE68WKkdAXrOtP mlm9+8CU5pG8h2nMvJCMJA84 JWCoQQW7wB4hbQrOJGg8wxP scondkMDY99Pb2aBSs+v2PP A6cHJQQ3m0BlWr7A4jmoRGk Aqidd+xY/BSooBTwWYlN9Es JnRCRqxvoCQh0146P2WGzww zxEGkzJOA5+zfiZSEWk9D33 RmK+rVWkb+V+snEFx7KZdxAk zSxUdBIjBEOPMFD7liFMTUA EIVN7tiOiaKUDDuLSlp6qWZ fkyeoqVrUj9cyQ1h/HNW3Vo HnYu6Y9edu8ta4zJ3sohO0C k6Rw66Qg10g1qojSh6Ri/oF b1Z79an9WV9L1oLVj5zjJbC+ vkFTsyxow==</latexit>
Users u 2 U
<latexit sha 1_base64="Nq+hFpj+Xd1xp wEiYHZH78+I2GQ=">AAACQn icbVDLTsJAFJ3iCxEVdGliJh ITV6Q1JLokceMSEwsktCHTY YAJ02kzc2vEhp1f41Y/wZ/w F9wZty6cQhcCnmSSc899zL0 niAXXYNsfVmFjc2t7p7hb2i vvHxxWqkdtHSWKMpdGIlLdg GgmuGQucBCsGytGwkCwTjC5 yfKdB6Y0j+Q9TGPmh2Qk+ZBT AkbqV049YI+QutrU4BlOsMc l9kIC4yBI3Vm/UrPr9hx4nT g5qaEcrX7VKnuDiCYhk0AF0 brn2DH4KVHAqWCzkpdoFhM6 ISPWM1SSkGk/nR8yw+dGGeB hpMyTgOfq346UhFpPw8BUZiv q1Vwm/pfrJTC89lMu4wSYpI uPhonAEOHMFTzgilEQU0MIV dzsiumYKELB+LI0SVM/zebH 5ClauiYNwpXYCMY/Z9WtddK +rDt23blr1JqN3MkiOkFn6A I56Ao10S1qIRdR9Ixe0Ct6s9 6tT+vL+l6UFqy85xgtwfr5B cCosOM=</latexit><latexit sha 1_base64="Nq+hFpj+Xd1xp wEiYHZH78+I2GQ=">AAACQn icbVDLTsJAFJ3iCxEVdGliJh ITV6Q1JLokceMSEwsktCHTY YAJ02kzc2vEhp1f41Y/wZ/w F9wZty6cQhcCnmSSc899zL0 niAXXYNsfVmFjc2t7p7hb2i vvHxxWqkdtHSWKMpdGIlLdg GgmuGQucBCsGytGwkCwTjC5 yfKdB6Y0j+Q9TGPmh2Qk+ZBT AkbqV049YI+QutrU4BlOsMc l9kIC4yBI3Vm/UrPr9hx4nT g5qaEcrX7VKnuDiCYhk0AF0 brn2DH4KVHAqWCzkpdoFhM6 ISPWM1SSkGk/nR8yw+dGGeB hpMyTgOfq346UhFpPw8BUZiv q1Vwm/pfrJTC89lMu4wSYpI uPhonAEOHMFTzgilEQU0MIV dzsiumYKELB+LI0SVM/zebH 5ClauiYNwpXYCMY/Z9WtddK +rDt23blr1JqN3MkiOkFn6A I56Ao10S1qIRdR9Ixe0Ct6s9 6tT+vL+l6UFqy85xgtwfr5B cCosOM=</latexit><latexit sha 1_base64="Nq+hFpj+Xd1xp wEiYHZH78+I2GQ=">AAACQn icbVDLTsJAFJ3iCxEVdGliJh ITV6Q1JLokceMSEwsktCHTY YAJ02kzc2vEhp1f41Y/wZ/w F9wZty6cQhcCnmSSc899zL0 niAXXYNsfVmFjc2t7p7hb2i vvHxxWqkdtHSWKMpdGIlLdg GgmuGQucBCsGytGwkCwTjC5 yfKdB6Y0j+Q9TGPmh2Qk+ZBT AkbqV049YI+QutrU4BlOsMc l9kIC4yBI3Vm/UrPr9hx4nT g5qaEcrX7VKnuDiCYhk0AF0 brn2DH4KVHAqWCzkpdoFhM6 ISPWM1SSkGk/nR8yw+dGGeB hpMyTgOfq346UhFpPw8BUZiv q1Vwm/pfrJTC89lMu4wSYpI uPhonAEOHMFTzgilEQU0MIV dzsiumYKELB+LI0SVM/zebH 5ClauiYNwpXYCMY/Z9WtddK +rDt23blr1JqN3MkiOkFn6A I56Ao10S1qIRdR9Ixe0Ct6s9 6tT+vL+l6UFqy85xgtwfr5B cCosOM=</latexit><latexit sha 1_base64="Nq+hFpj+Xd1xp wEiYHZH78+I2GQ=">AAACQn icbVDLTsJAFJ3iCxEVdGliJh ITV6Q1JLokceMSEwsktCHTY YAJ02kzc2vEhp1f41Y/wZ/w F9wZty6cQhcCnmSSc899zL0 niAXXYNsfVmFjc2t7p7hb2i vvHxxWqkdtHSWKMpdGIlLdg GgmuGQucBCsGytGwkCwTjC5 yfKdB6Y0j+Q9TGPmh2Qk+ZBT AkbqV049YI+QutrU4BlOsMc l9kIC4yBI3Vm/UrPr9hx4nT g5qaEcrX7VKnuDiCYhk0AF0 brn2DH4KVHAqWCzkpdoFhM6 ISPWM1SSkGk/nR8yw+dGGeB hpMyTgOfq346UhFpPw8BUZiv q1Vwm/pfrJTC89lMu4wSYpI uPhonAEOHMFTzgilEQU0MIV dzsiumYKELB+LI0SVM/zebH 5ClauiYNwpXYCMY/Z9WtddK +rDt23blr1JqN3MkiOkFn6A I56Ao10S1qIRdR9Ixe0Ct6s9 6tT+vL+l6UFqy85xgtwfr5B cCosOM=</latexit>
(a) Collaborative Learning [65]
Diff. types of Learning - Federated
1 2 3 4 K-1 K...
wt = aggregate({Dwtk})<latexit sha1_base64="zurR29mtqGIuSyn/QA+JyrSr34s=">AAACXHicdVBNb9QwEJ1NC5R+wLYgLlwsKqRyWSXQj/ SAVAkOHIvEtpU2YXG8k9RaO4nsCXRr5a/wa7jCnQu/Be+mSGwFT7L0/ObN2POyWklLYfizF6ys3rl7b+3++sbm1oOH/e2dM1s1RuBQVKoyFxm3qGSJQ5Kk8KI2yHWm8DybvpnXzz+jsbIqP9CsxlTzopS5FJy8NO7HSabdl/ajo5a9ZgnhFTleFAYLTt juJS55i4o462xjN11Yk/bFuL8bDo7jeP8wZh15dXxDDg5ZNAgX2D15nOefAOB0vN3bTCaVaDSWJBS3dhSFNaWOG5JCYbueNBZrLqa8wJGnJddoU7dYsWXPvTJheWX8KYkt1L87HNfWznTmnZrTpb1dm4v/qo0ayuPUybJuCEvRPZQ3ilHF5nmxiTQoSM 084cJI/1cmLrnhgnyqS5OsSN18fs2vq6VtXKZv3b3g8/sTEvs/OXs5iMJB9N4HuQ8d1uApPIM9iOAITuAdnMIQBHyFb/AdfvR+BavBRrDVWYPeTc8jWELw5DfbWbqn</latexit><latexit sha1_base64="B+CTNb3EXstLd2VU9RNIk0xlVik=">AAACXHicdVBNb9QwEPWGAqUfsAXEhYtFhVQuq6SUNj 0gVYIDxyKxbaVNWE28k9RaO4nsSWGx8lf4NVzhzoXfgjcpElvBkyw9v3kz9rysVtJSGP4cBLfWbt+5u35vY3Nr+/6D4c7DM1s1RuBYVKoyFxlYVLLEMUlSeFEbBJ0pPM/mb5b18ys0VlblB1rUmGooSplLAeSl6TBOMu0+tR8dtfw1Twg/k4OiMFgAYb uXuOQtKgLe26Zu3lmT9sV0uBuOjuP44DDmPXl5fE1eHfJoFHbYPXmcdzid7gy2klklGo0lCQXWTqKwptSBISkUthtJY7EGMYcCJ56WoNGmrlux5c+9MuN5ZfwpiXfq3x0OtLULnXmnBrq0N2tL8V+1SUN5nDpZ1g1hKfqH8kZxqvgyLz6TBgWphScgjP R/5eISDAjyqa5MsiJ1y/k1fKlWtnGZvnH3gs/vT0j8/+RsfxSFo+i9D/KA9VhnT9kztscidsRO2Dt2ysZMsK/sG/vOfgx+BWvBZrDdW4PBdc8jtoLgyW/EO7vf</latexit><latexit sha1_base64="B+CTNb3EXstLd2VU9RNIk0xlVik=">AAACXHicdVBNb9QwEPWGAqUfsAXEhYtFhVQuq6SUNj 0gVYIDxyKxbaVNWE28k9RaO4nsSWGx8lf4NVzhzoXfgjcpElvBkyw9v3kz9rysVtJSGP4cBLfWbt+5u35vY3Nr+/6D4c7DM1s1RuBYVKoyFxlYVLLEMUlSeFEbBJ0pPM/mb5b18ys0VlblB1rUmGooSplLAeSl6TBOMu0+tR8dtfw1Twg/k4OiMFgAYb uXuOQtKgLe26Zu3lmT9sV0uBuOjuP44DDmPXl5fE1eHfJoFHbYPXmcdzid7gy2klklGo0lCQXWTqKwptSBISkUthtJY7EGMYcCJ56WoNGmrlux5c+9MuN5ZfwpiXfq3x0OtLULnXmnBrq0N2tL8V+1SUN5nDpZ1g1hKfqH8kZxqvgyLz6TBgWphScgjP R/5eISDAjyqa5MsiJ1y/k1fKlWtnGZvnH3gs/vT0j8/+RsfxSFo+i9D/KA9VhnT9kztscidsRO2Dt2ysZMsK/sG/vOfgx+BWvBZrDdW4PBdc8jtoLgyW/EO7vf</latexit><latexit sha1_base64="kP9q2wM52PTo+izwX6oaa+NTcbM=">AAACXHicdVBNb9QwEPWGFko/6LZIXHqxWCG1l1UCbU kPSJXg0GMrddtKm7CaeGdTa+0ksifQxcpf4ddwhTsXfku9H5XYCp5k6fnNm7HnZZWSlsLwdyt4srL69Nna8/WNza0X2+2d3Stb1kZgT5SqNDcZWFSywB5JUnhTGQSdKbzOxh+n9esvaKwsi0uaVJhqyAs5kgLIS4N2nGTafW0+O2r4B54Q3pGDPDeYA2 Gzn7jkEyoCPrcN3HhmTZqDQbsTdk/i+PA45nPy7mRBjo551A1n6LAFzgc7rc1kWIpaY0FCgbX9KKwodWBICoXNelJbrECMIce+pwVotKmbrdjwN14Z8lFp/CmIz9S/Oxxoayc6804NdGsf16biv2r9mkZx6mRR1YSFmD80qhWnkk/z4kNpUJCaeALCSP 9XLm7BgCCf6tIkK1I3nV/Bt3JpG5fpR3cv+PweQuL/J1dvu1HYjS7CzunhIsk1tsdes30WsffslJ2xc9Zjgn1nP9hP9qv1J1gJNoKtuTVoLXpesiUEr+4BfE25Jw==</latexit>
Dwtk<latexit sha1_base64="fQTR0PoFjC85a/NmXeqRCYrgj 4o=">AAACN3icbVDLSgMxFL3js76rdecmWAQ3lhkRdCnowmUF+4B2HDJpWkOTmSG5o4xDwT9xq5/gp7hyJ279A9PWhW0 9EDg5596bmxMmUhh03Xdnbn5hcWm5sLK6tr6xuVXc3qmbONWM11gsY90MqeFSRLyGAiVvJppTFUreCPsXQ79xz7URcXS DWcJ9RXuR6ApG0UpBsdS+5BIpaYcqfxgEeX9wi0Gx7FbcEcgs8X5J+Xz3qPcEANVg21lvd2KWKh4hk9SYlucm6OdUo2C SD1bbqeEJZX3a4y1LI6q48fPR9gNyYJUO6cbangjJSP3bkVNlTKZCW6ko3plpbyj+57VS7J75uYiSFHnExg91U0kwJsM oSEdozlBmllCmhd2VsDuqKUMb2MQkw/x8OD+hj/HEb/JQTd2tYPPzptOaJfXjiudWvGsb5AmMUYA92IdD8OAUzuEKqlA DBhk8wwu8Om/Oh/PpfI1L55zfnhJMwPn+AUMSrgM=</latexit><latexit sha1_base64="zjUIhUFEfrQ3JQRM1qzhHxQO0 hQ=">AAACN3icbVDLTgIxFO3gA0RUEHduGomJG8mMMdEliS5cYiKPCCPplAIN7cykvSPBCb+iW/0EP8WVO+PWP7ADLAQ 8SZPTc+69vT1eKLgG2/6wUmvrG5vpzFZ2O7ezu5cv7Nd1ECnKajQQgWp6RDPBfVYDDoI1Q8WI9ARreMOrxG88MqV54N/ BOGSuJH2f9zglYKROvti+ZgIIbnsyHk068XDyAJ18yS7bU+BV4sxJqXJw2h+ln++rnYKVa3cDGknmAxVE65Zjh+DGRAG ngk2y7UizkNAh6bOWoT6RTLvxdPsJPjZKF/cCZY4PeKr+7YiJ1HosPVMpCQz0speI/3mtCHqXbsz9MALm09lDvUhgCHA SBe5yxSiIsSGEKm52xXRAFKFgAluYpKkbJ/ND8hQs/Cb25NLdCCY/ZzmtVVI/Kzt22bk1QZ6jGTLoEB2hE+SgC1RBN6i KaoiiMXpBr+jNerc+rS/re1aasuY9RbQA6+cXxBKu+Q==</latexit><latexit sha1_base64="zjUIhUFEfrQ3JQRM1qzhHxQO0 hQ=">AAACN3icbVDLTgIxFO3gA0RUEHduGomJG8mMMdEliS5cYiKPCCPplAIN7cykvSPBCb+iW/0EP8WVO+PWP7ADLAQ 8SZPTc+69vT1eKLgG2/6wUmvrG5vpzFZ2O7ezu5cv7Nd1ECnKajQQgWp6RDPBfVYDDoI1Q8WI9ARreMOrxG88MqV54N/ BOGSuJH2f9zglYKROvti+ZgIIbnsyHk068XDyAJ18yS7bU+BV4sxJqXJw2h+ln++rnYKVa3cDGknmAxVE65Zjh+DGRAG ngk2y7UizkNAh6bOWoT6RTLvxdPsJPjZKF/cCZY4PeKr+7YiJ1HosPVMpCQz0speI/3mtCHqXbsz9MALm09lDvUhgCHA SBe5yxSiIsSGEKm52xXRAFKFgAluYpKkbJ/ND8hQs/Cb25NLdCCY/ZzmtVVI/Kzt22bk1QZ6jGTLoEB2hE+SgC1RBN6i KaoiiMXpBr+jNerc+rS/re1aasuY9RbQA6+cXxBKu+Q==</latexit><latexit sha1_base64="KmhRjCt9qT9Zrsw8XzaYktPrV c4=">AAACN3icbVC7TsMwFHXKq5QCLR1ZLCokpipBSDBWgoGxSPQhtSFyXKe1aieRfQMqUb6FFT6BT2FiQ6z8AW6bgbY cydLxOfdeXx8/FlyDbX9YhY3Nre2d4m5pr7x/cFipHnV0lCjK2jQSker5RDPBQ9YGDoL1YsWI9AXr+pPrmd99ZErzKLy HacxcSUYhDzglYCSvUhvcMAEED3yZPmVeOskewKvU7YY9B14nTk7qKEfLq1rlwTCiiWQhUEG07jt2DG5KFHAqWFYaJJr FhE7IiPUNDYlk2k3n22f41ChDHETKnBDwXP3bkRKp9VT6plISGOtVbyb+5/UTCK7clIdxAiyki4eCRGCI8CwKPOSKURB TQwhV3OyK6ZgoQsEEtjRJUzedzY/Jc7T0m9SXK3cjmPyc1bTWSee84dgN586uNy/yJIvoGJ2gM+SgS9REt6iF2oiiKXp Br+jNerc+rS/re1FasPKeGlqC9fMLCj+smw==</latexit>
Server
<latexit sha1_base64="Dr5xi8ttpSPeEGbPDY9B7hTGbb U=">AAACL3icbVDLSgNBEOz1GeMr0aOXxSB4Crsi6M2AF48RTSIki8xOenVw9uFMrxiXfIfkFj/Bo18iXsSrf+Fs4sEkNg zUVFX39JSfSKHJcT6sufmFxaXlwkpxdW19Y7NU3mrqOFUcGzyWsbrymUYpImyQIIlXiUIW+hJb/t1prrceUGkRR5fUS9AL 2U0kAsEZGcrrED5SdoHKePrXpYpTdUZlzwL3F1RO3gaDIQDUr8vWWqcb8zTEiLhkWrddJyEvY4oEl9gvdlKNCeN37AbbBk YsRO1lo6379p5hunYQK3Miskfs346MhVr3Qt84Q0a3elrLyf+0dkrBsZeJKEkJIz5+KEilTbGdR2B3hUJOsmcA40qYXW1+ yxTjZIKamKS5l+XzE/YUT/wm88OpuyFMfu50WrOgeVB1nap77lRqhzCuAuzALuyDC0dQgzOoQwM43MMzDOHFerXerU/ra2y ds357tmGirO8fb8Gs9A==</latexit><latexit sha1_base64="AlxWClLwnbbbcJopTcRQ7z9frt c=">AAACL3icbVDLTgIxFO34REQFXbppJCauyIwx0Z0kblxilEcCE9IpF2joPGzvGHHCdxhd6Se49EuMG+PWv7ADLAQ8SZ PTc+69vT1eJIVG2/60lpZXVtfWMxvZzdzW9k6+sFvTYaw4VHkoQ9XwmAYpAqiiQAmNSAHzPQl1b3CR+vU7UFqEwQ0OI3B9 1gtEV3CGRnJbCPeYXIMyNaN2vmiX7DHoInGmpHj+/pTiudIuWLlWJ+SxDwFyybRuOnaEbsIUCi5hlG3FGiLGB6wHTUMD5o N2k/HWI3polA7thsqcAOlY/duRMF/roe+ZSp9hX897qfif14yxe+YmIohihIBPHurGkmJI0whoRyjgKIeGMK6E2ZXyPlOM owlqZpLmbpLOj9hDOPObxPPn7kYw+TnzaS2S2nHJsUvOlV0sn5AJMmSfHJAj4pBTUiaXpEKqhJNb8kheyKv1Zn1YX9b3pHT JmvbskRlYP781dK65</latexit><latexit sha1_base64="AlxWClLwnbbbcJopTcRQ7z9frt c=">AAACL3icbVDLTgIxFO34REQFXbppJCauyIwx0Z0kblxilEcCE9IpF2joPGzvGHHCdxhd6Se49EuMG+PWv7ADLAQ8SZ PTc+69vT1eJIVG2/60lpZXVtfWMxvZzdzW9k6+sFvTYaw4VHkoQ9XwmAYpAqiiQAmNSAHzPQl1b3CR+vU7UFqEwQ0OI3B9 1gtEV3CGRnJbCPeYXIMyNaN2vmiX7DHoInGmpHj+/pTiudIuWLlWJ+SxDwFyybRuOnaEbsIUCi5hlG3FGiLGB6wHTUMD5o N2k/HWI3polA7thsqcAOlY/duRMF/roe+ZSp9hX897qfif14yxe+YmIohihIBPHurGkmJI0whoRyjgKIeGMK6E2ZXyPlOM owlqZpLmbpLOj9hDOPObxPPn7kYw+TnzaS2S2nHJsUvOlV0sn5AJMmSfHJAj4pBTUiaXpEKqhJNb8kheyKv1Zn1YX9b3pHT JmvbskRlYP781dK65</latexit><latexit sha1_base64="NlcVNE9ttRfHLC6OLpo5t/Pjn3 I=">AAACL3icbVDLTsMwEHR4llKghSOXiAqJU5UgJDhW4sKxCPqQ2qhy3E1r1U6CvUGUqN/BFT6Br0FcEFf+AqfNgbasZG k8M7tejx8LrtFxPq219Y3Nre3CTnG3tLd/UK4ctnSUKAZNFolIdXyqQfAQmshRQCdWQKUvoO2PrzO9/QhK8yi8x0kMnqTD kAecUTSU10N4wvQOlPFM++WqU3NmZa8CNwdVklejX7FKvUHEEgkhMkG17rpOjF5KFXImYFrsJRpiysZ0CF0DQypBe+ls66 l9apiBHUTKnBDtGfu3I6VS64n0jVNSHOllLSP/07oJBldeysM4QQjZ/KEgETZGdhaBPeAKGIqJAZQpbna12YgqytAEtTBJ My/N5sf0OVr4TerLpbshTH7uclqroHVec52ae+tU6xd5kgVyTE7IGXHJJamTG9IgTcLIA3khr+TNerc+rC/re25ds/KeI7J Q1s8vBpWqKg==</latexit>
Local updates
<latexit sha1_base64="irukkpL1YsToV6e/1KP3gJ+wA XI=">AAACOHicbVDLSgNBEOz1/TY+bl4GRfAUdkXQm4IXDx4UjArJEnonHR2c3VlmesW45F+86if4J968iVe/wEniwUQLB mqqunt6Ksm1chyGb8HY+MTk1PTM7Nz8wuLScmVl9dKZwkqqSaONvU7QkVYZ1VixpuvcEqaJpqvk7rjnX92TdcpkF9zJKU7 xJlNtJZG91KysN5geuDw1ErUo8hYyuW6zshVWwz7EXxL9kK2j5c9DAQBnzZVgodEyskgpY6nRuXoU5hyXaFlJTd25RuEoR 3mHN1T3NMOUXFz21++Kba+0RNtYfzIWffV3R4mpc5008ZUp8q0b9Xrif1694PZBXKosL5gyOXioXWjBRvSyEC1lSbLueIL SKr+rkLdoUbJPbGiSk3HZm5/joxn6TZmkI3cv+Pyi0bT+ksvdahRWo3Mf5B4MMAMbsAk7EME+HMEJnEENJDzCEzzDS/Aav AcfweegdCz46VmDIQRf36nUrsI=</latexit><latexit sha1_base64="6QBNUopNYeTsWjmgDTIXkII+i eU=">AAACOHicbVDLSgMxFM34rPVVHzs3QRF0U2ZE0J2CCC5cVLCt0A7lTnqrwcxkSO6Idei/uNVP0C9x507c+gWmrQtbP RA4Oefem5sTpUpa8v03b2JyanpmtjBXnF9YXFourazWrM6MwKrQSpurCCwqmWCVJCm8Sg1CHCmsR7cnfb9+h8ZKnVxSN8U whutEdqQAclKrtN4kvKf8XAtQPEvbQGh7rdKWX/YH4H9J8EO2jpc/j3aLr6eV1oq30GxrkcWYkFBgbSPwUwpzMCSFwl6xm VlMQdzCNTYcTSBGG+aD9Xt82ylt3tHGnYT4QP3dkUNsbTeOXGUMdGPHvb74n9fIqHMY5jJJM8JEDB/qZIqT5v0seFsaFKS 6joAw0u3KxQ0YEOQSG5lkRZj356fwoEd+k0fx2N0JLr9gPK2/pLZXDvxycOGC3GdDFNgG22Q7LGAH7JidsQqrMsEe2CN7Y s/ei/fufXifw9IJ76dnjY3A+/oGWIyv1Q==</latexit><latexit sha1_base64="6QBNUopNYeTsWjmgDTIXkII+i eU=">AAACOHicbVDLSgMxFM34rPVVHzs3QRF0U2ZE0J2CCC5cVLCt0A7lTnqrwcxkSO6Idei/uNVP0C9x507c+gWmrQtbP RA4Oefem5sTpUpa8v03b2JyanpmtjBXnF9YXFourazWrM6MwKrQSpurCCwqmWCVJCm8Sg1CHCmsR7cnfb9+h8ZKnVxSN8U whutEdqQAclKrtN4kvKf8XAtQPEvbQGh7rdKWX/YH4H9J8EO2jpc/j3aLr6eV1oq30GxrkcWYkFBgbSPwUwpzMCSFwl6xm VlMQdzCNTYcTSBGG+aD9Xt82ylt3tHGnYT4QP3dkUNsbTeOXGUMdGPHvb74n9fIqHMY5jJJM8JEDB/qZIqT5v0seFsaFKS 6joAw0u3KxQ0YEOQSG5lkRZj356fwoEd+k0fx2N0JLr9gPK2/pLZXDvxycOGC3GdDFNgG22Q7LGAH7JidsQqrMsEe2CN7Y s/ei/fufXifw9IJ76dnjY3A+/oGWIyv1Q==</latexit><latexit sha1_base64="wBaw4h07k/LszTWEQ98//nywf mk=">AAACOHicbVBNSwMxEM3Wr/rdqjcvwSJ4Krsi6FHw4sGDgm2Fdimz6bQNzW6WZFasS/+LV/0J/hNv3sSrv8C09mCrD wIv781MJi9KlbTk+29eYWFxaXmluLq2vrG5tV0q79StzozAmtBKm7sILCqZYI0kKbxLDUIcKWxEg4ux37hHY6VObmmYYhh DL5FdKYCc1C7ttQgfKL/SAhTP0g4Q2lG7VPGr/gT8LwmmpMKmuG6XvY1WR4ssxoSEAmubgZ9SmIMhKRSO1lqZxRTEAHrYd DSBGG2YT9Yf8UOndHhXG3cS4hP1d0cOsbXDOHKVMVDfzntj8T+vmVH3LMxlkmaEifh5qJspTpqPs+AdaVCQGjoCwki3Kxd 9MCDIJTYzyYowH89P4VHP/CaP4rm7E1x+wXxaf0n9uBr41eDGr5yfTJMssn12wI5YwE7ZObtk16zGBHtkT+yZvXiv3rv34 X3+lBa8ac8um4H39Q0lw60r</latexit>
Clients k 2 {K}
<latexit sha1_base64="H062W8m18VEgHMb9+sqzBsxML cA=">AAACP3icbVDLSgMxFL3j+1G1PnbdBIvgqsyIoMtCN4IbBWsLnaFm0oyGZjJDckesQxd+jVv9BD/DL3Anbt2Zabuw1 QuBk3PuPck9YSqFQdd9d+bmFxaXlldW19ZLG5tb5e2da5NkmvEmS2Si2yE1XArFmyhQ8naqOY1DyVthv1HorXuujUjUFQ5 SHsT0VolIMIqW6pYrPvIHzBtScIWGDEmf+EIRPz/3h91y1a25oyJ/gTcB1fpeFN0AwEV32yn5vYRlsfVikhrT8dwUg5xqF Ezy4ZqfGZ5S1qe3vGOhojE3QT7aYkgOLNMjUaLtUUhG7O+JnMbGDOLQdsYU78ysVpD/aZ0Mo9MgFyrNkCs2fijKJMGEFJG QntCcoRxYQJkW9q+E3VFNGdrgppwMC/LCP6WPydQ2eRjP3C1h8/Nm0/oLro9qnlvzLm2QxzCuFajAPhyCBydQhzO4gCYwe IJneIFX5835cD6dr3HrnDOZ2YWpcr5/AB1MsNs=</latexit><latexit sha1_base64="ICdMCfWHBg6UM3OvMANGD6/Mr 9Y=">AAACP3icbVDLTgIxFO3gCxEV1B2bRmLiiswYE12SsDFxg4k8EmZCOqUDDZ3OpL1jxAkLv8atfoKf4Re4M27d2QEWA p6kyek59972Hj8WXINtf1i5jc2t7Z38bmGvuH9wWCoftXWUKMpaNBKR6vpEM8ElawEHwbqxYiT0Bev440bmdx6Y0jyS9zC JmReSoeQBpwSM1C9VXGCPkDYEZxI0nuIxdrnEbnrrTvulql2zZ8DrxFmQav0kmKHZL1tFdxDRJDSzqCBa9xw7Bi8lCjgVb FpwE81iQsdkyHqGShIy7aWzLab4zCgDHETKHAl4pv7tSEmo9ST0TWVIYKRXvUz8z+slEFx7KZdxAkzS+UNBIjBEOIsED7h iFMTEEEIVN3/FdEQUoWCCW5qkqZdm82PyFC1tk/rhyt0IJj9nNa110r6oOXbNuTNBXqI58qiCTtE5ctAVqqMb1EQtRNEze kGv6M16tz6tL+t7XpqzFj3HaAnWzy8GLrIT</latexit><latexit sha1_base64="ICdMCfWHBg6UM3OvMANGD6/Mr 9Y=">AAACP3icbVDLTgIxFO3gCxEV1B2bRmLiiswYE12SsDFxg4k8EmZCOqUDDZ3OpL1jxAkLv8atfoKf4Re4M27d2QEWA p6kyek59972Hj8WXINtf1i5jc2t7Z38bmGvuH9wWCoftXWUKMpaNBKR6vpEM8ElawEHwbqxYiT0Bev440bmdx6Y0jyS9zC JmReSoeQBpwSM1C9VXGCPkDYEZxI0nuIxdrnEbnrrTvulql2zZ8DrxFmQav0kmKHZL1tFdxDRJDSzqCBa9xw7Bi8lCjgVb FpwE81iQsdkyHqGShIy7aWzLab4zCgDHETKHAl4pv7tSEmo9ST0TWVIYKRXvUz8z+slEFx7KZdxAkzS+UNBIjBEOIsED7h iFMTEEEIVN3/FdEQUoWCCW5qkqZdm82PyFC1tk/rhyt0IJj9nNa110r6oOXbNuTNBXqI58qiCTtE5ctAVqqMb1EQtRNEze kGv6M16tz6tL+t7XpqzFj3HaAnWzy8GLrIT</latexit><latexit sha1_base64="fWpPMGxNNYS0O1AmindAOS78f As=">AAACP3icbVDLSgMxFM34rLVqq8tugkVwVWZE0GWhG8FNBfuAzlAyadqGZjJDckeswyz8Grf6CX6GX+BO3Loz087Ct l4InJxz70nu8SPBNdj2h7WxubW9s1vYK+6XDg6PypXjjg5jRVmbhiJUPZ9oJrhkbeAgWC9SjAS+YF1/2sz07gNTmofyHmY R8wIylnzEKQFDDcpVF9gjJE3BmQSNUzzFLpfYTW7ddFCu2XV7XngdODmoobxag4pVcochjQPjRQXRuu/YEXgJUcCpYGnRj TWLCJ2SMesbKEnAtJfMt0jxmWGGeBQqcyTgOft3IiGB1rPAN50BgYle1TLyP60fw+jaS7iMYmCSLh4axQJDiLNI8JArRkH MDCBUcfNXTCdEEQomuCUnTb0k84/IU7i0TeIHK3dDmPyc1bTWQeei7th1586uNS7zJAuoik7ROXLQFWqgG9RCbUTRM3pBr +jNerc+rS/re9G6YeUzJ2iprJ9fvjGvWw==</latexit>
Users u 2 {U}
<latexit sha1_base64="/vhQlpz8UDOW1idJ0k8vj9ro1K Q=">AAACPXicbVDLSgMxFL3j+1G1PjbiJlgEV2VGBF0W3LhUcFToDDWTZtrQTGZI7oh1KH6NW/0Ev8MPcCdu3ZppXdjWA4 GTc+69yT1RJoVB1313Zmbn5hcWl5ZXVitr6xvVza1rk+aacZ+lMtW3ETVcCsV9FCj5baY5TSLJb6LeWenf3HNtRKqusJ/xM KEdJWLBKFqpVd0NkD9g4RtbQwYkJ4FQJCj8YNCq1ty6OwSZJt4vqTV24vgOAC5am04laKcsT7hCJqkxTc/NMCyoRsEkH6w EueEZZT3a4U1LFU24CYvhDgNyYJU2iVNtj0IyVP92FDQxpp9EtjKh2DWTXin+5zVzjE/DQqgsR67Y6KE4lwRTUgZC2kJzhr JvCWVa2L8S1qWaMrSRjE0yLCzK+Rl9TMe2KaJk4m4Fm583mdY0uT6qe27du7RBHsMIS7AH+3AIHpxAA87hAnxg8ATP8AKv zpvz4Xw6X6PSGee3ZxvG4Hz/AJLUsBs=</latexit><latexit sha1_base64="0aMWX5Oe+dK8QKPIc/OqL1VMRD s=">AAACPXicbVDLTgIxFO3gCxEV1I1x00hMXJEZY6JLEjcuMXGAhJmQTulAQ6czae8YcUL8Grf6CX6HH+DOuHVrGVgIeJ Imp+fce9t7gkRwDbb9YRXW1jc2t4rbpZ3y7t5+pXrQ0nGqKHNpLGLVCYhmgkvmAgfBOoliJAoEawejm6nffmBK81jewzhhf kQGkoecEjBSr3LsAXuEzNWmBk9wij0usZe53qRXqdl1OwdeJc6c1BpHYY5mr2qVvX5M04hJoIJo3XXsBPyMKOBUsEnJSzV LCB2RAesaKknEtJ/lO0zwmVH6OIyVORJwrv7tyEik9TgKTGVEYKiXvan4n9dNIbz2My6TFJiks4fCVGCI8TQQ3OeKURBjQw hV3PwV0yFRhIKJZGGSpn42nZ+Qp3hhmyyIlu5GMPk5y2mtktZF3bHrzp0J8hLNUEQn6BSdIwddoQa6RU3kIoqe0Qt6RW/W u/VpfVnfs9KCNe85RAuwfn4Be7axUw==</latexit><latexit sha1_base64="0aMWX5Oe+dK8QKPIc/OqL1VMRD s=">AAACPXicbVDLTgIxFO3gCxEV1I1x00hMXJEZY6JLEjcuMXGAhJmQTulAQ6czae8YcUL8Grf6CX6HH+DOuHVrGVgIeJ Imp+fce9t7gkRwDbb9YRXW1jc2t4rbpZ3y7t5+pXrQ0nGqKHNpLGLVCYhmgkvmAgfBOoliJAoEawejm6nffmBK81jewzhhf kQGkoecEjBSr3LsAXuEzNWmBk9wij0usZe53qRXqdl1OwdeJc6c1BpHYY5mr2qVvX5M04hJoIJo3XXsBPyMKOBUsEnJSzV LCB2RAesaKknEtJ/lO0zwmVH6OIyVORJwrv7tyEik9TgKTGVEYKiXvan4n9dNIbz2My6TFJiks4fCVGCI8TQQ3OeKURBjQw hV3PwV0yFRhIKJZGGSpn42nZ+Qp3hhmyyIlu5GMPk5y2mtktZF3bHrzp0J8hLNUEQn6BSdIwddoQa6RU3kIoqe0Qt6RW/W u/VpfVnfs9KCNe85RAuwfn4Be7axUw==</latexit><latexit sha1_base64="r0q+kny2hl+d00wPtodFJxxb0/ o=">AAACPXicbVDLSgMxFM34rLVqqytxEyyCqzIjgi4LblxWcNpCZyiZNNOGZjJDckesw+DXuNVP8Dv8AHfi1q1pOwvbei Bwcs69N7knSATXYNsf1tr6xubWdmmnvFvZ2z+o1g7bOk4VZS6NRay6AdFMcMlc4CBYN1GMRIFgnWB8M/U7D0xpHst7mCTMj 8hQ8pBTAkbqV489YI+QudrU4Byn2OMSe5nr5f1q3W7YM+BV4hSkjgq0+jWr4g1imkZMAhVE655jJ+BnRAGnguVlL9UsIXR MhqxnqCQR03422yHHZ0YZ4DBW5kjAM/VvR0YirSdRYCojAiO97E3F/7xeCuG1n3GZpMAknT8UpgJDjKeB4AFXjIKYGEKo4u avmI6IIhRMJAuTNPWz6fyEPMUL22RBtHQ3gsnPWU5rlbQvGo7dcO7sevOySLKETtApOkcOukJNdItayEUUPaMX9IrerHfr 0/qyvuela1bRc4QWYP38AjPIrps=</latexit> 1 3 U2 4 U-1
(b) Federated Learning [47]
1 2 3 4 K-1 K...
Dwtk<latexit sha1_base64="fQTR0PoFjC85a/NmXeqRCYrgj4o=">AAACN3icbVDLSgMxFL3js76rdecmWAQ3lhkRdCnowm UF+4B2HDJpWkOTmSG5o4xDwT9xq5/gp7hyJ279A9PWhW09EDg5596bmxMmUhh03Xdnbn5hcWm5sLK6tr6xuVXc3qmbONWM11gsY90MqeFSRLyGAiVvJppTFUreCPsXQ79xz7URcXSDWcJ9RXuR6ApG0UpBsdS+5BIpaYcqfxgEeX9wi0Gx7FbcEcgs8 X5J+Xz3qPcEANVg21lvd2KWKh4hk9SYlucm6OdUo2CSD1bbqeEJZX3a4y1LI6q48fPR9gNyYJUO6cbangjJSP3bkVNlTKZCW6ko3plpbyj+57VS7J75uYiSFHnExg91U0kwJsMoSEdozlBmllCmhd2VsDuqKUMb2MQkw/x8OD+hj/HEb/JQTd2tYPPz ptOaJfXjiudWvGsb5AmMUYA92IdD8OAUzuEKqlADBhk8wwu8Om/Oh/PpfI1L55zfnhJMwPn+AUMSrgM=</latexit><latexit sha1_base64="zjUIhUFEfrQ3JQRM1qzhHxQO0hQ=">AAACN3icbVDLTgIxFO3gA0RUEHduGomJG8mMMdEliS 5cYiKPCCPplAIN7cykvSPBCb+iW/0EP8WVO+PWP7ADLAQ8SZPTc+69vT1eKLgG2/6wUmvrG5vpzFZ2O7ezu5cv7Nd1ECnKajQQgWp6RDPBfVYDDoI1Q8WI9ARreMOrxG88MqV54N/BOGSuJH2f9zglYKROvti+ZgIIbnsyHk068XDyAJ18yS7bU+BV4 sxJqXJw2h+ln++rnYKVa3cDGknmAxVE65Zjh+DGRAGngk2y7UizkNAh6bOWoT6RTLvxdPsJPjZKF/cCZY4PeKr+7YiJ1HosPVMpCQz0speI/3mtCHqXbsz9MALm09lDvUhgCHASBe5yxSiIsSGEKm52xXRAFKFgAluYpKkbJ/ND8hQs/Cb25NLdCCY/ ZzmtVVI/Kzt22bk1QZ6jGTLoEB2hE+SgC1RBN6iKaoiiMXpBr+jNerc+rS/re1aasuY9RbQA6+cXxBKu+Q==</latexit><latexit sha1_base64="zjUIhUFEfrQ3JQRM1qzhHxQO0hQ=">AAACN3icbVDLTgIxFO3gA0RUEHduGomJG8mMMdEliS 5cYiKPCCPplAIN7cykvSPBCb+iW/0EP8WVO+PWP7ADLAQ8SZPTc+69vT1eKLgG2/6wUmvrG5vpzFZ2O7ezu5cv7Nd1ECnKajQQgWp6RDPBfVYDDoI1Q8WI9ARreMOrxG88MqV54N/BOGSuJH2f9zglYKROvti+ZgIIbnsyHk068XDyAJ18yS7bU+BV4 sxJqXJw2h+ln++rnYKVa3cDGknmAxVE65Zjh+DGRAGngk2y7UizkNAh6bOWoT6RTLvxdPsJPjZKF/cCZY4PeKr+7YiJ1HosPVMpCQz0speI/3mtCHqXbsz9MALm09lDvUhgCHASBe5yxSiIsSGEKm52xXRAFKFgAluYpKkbJ/ND8hQs/Cb25NLdCCY/ ZzmtVVI/Kzt22bk1QZ6jGTLoEB2hE+SgC1RBN6iKaoiiMXpBr+jNerc+rS/re1aasuY9RbQA6+cXxBKu+Q==</latexit><latexit sha1_base64="KmhRjCt9qT9Zrsw8XzaYktPrVc4=">AAACN3icbVC7TsMwFHXKq5QCLR1ZLCokpipBSDBWgo GxSPQhtSFyXKe1aieRfQMqUb6FFT6BT2FiQ6z8AW6bgbYcydLxOfdeXx8/FlyDbX9YhY3Nre2d4m5pr7x/cFipHnV0lCjK2jQSker5RDPBQ9YGDoL1YsWI9AXr+pPrmd99ZErzKLyHacxcSUYhDzglYCSvUhvcMAEED3yZPmVeOskewKvU7YY9B14nT k7qKEfLq1rlwTCiiWQhUEG07jt2DG5KFHAqWFYaJJrFhE7IiPUNDYlk2k3n22f41ChDHETKnBDwXP3bkRKp9VT6plISGOtVbyb+5/UTCK7clIdxAiyki4eCRGCI8CwKPOSKURBTQwhV3OyK6ZgoQsEEtjRJUzedzY/Jc7T0m9SXK3cjmPyc1bTWSee8 4dgN586uNy/yJIvoGJ2gM+SgS9REt6iF2oiiKXpBr+jNerc+rS/re1FasPKeGlqC9fMLCj+smw==</latexit>
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(c) Client-based Federated Learning
Figure 1: Learning from decentralized data visualized w.r.t to client’s data distribution. Colors of clients and users indicate
their data distribution.
Using Hk (w) to denote the objective solved locally on client k ,
the objective in Equation 1 can now be re-written as:
wˆ = argmin
w
K∑
k=1
nk
n
Hk (w) (2)
With respect to this setting, we discuss the data distribution in
Section 3.3 and the optimization protocol in Section 3.4.
3.3 Decentralized Data Scenarios
Distributed learning algorithms [15, 20, 42, 45, 58, 65, 76] typically
assume data among the clients are (a) independent and identically
distributed (IID) and (b) balanced, as can be seen in Figure 1a. Conse-
quently, each partitionDk on client k is a random subset ofD. For
instance, this occurs when a company has collected large amounts
of data and this data is spread across multiple machines in one or
more data centers.
In contrast, data can benon-IID and imbalanced among clients,
which is characteristic to user-generated data on mobile devices
(visualized in Figure 1b). For instance, user-specific photographic
style and content when capturing image data on smart-phones. The
recently proposed federated learning approaches by Google [46–48]
address training ML models in this decentralized data scenario.
3.4 Algorithm for Decentralized Learning
Given the data Dk partitioned among clients k ∈ K, the objec-
tive is to learn parameters w of the model fw , in the presence of
a server S . We use the popular FederatedAveraging algorithm
[46, 47] (Algorithm 1), proposed specifically to perform training on
non-IID and imbalanced decentralized data; this has also served
as the footing for multiple prior works [8, 22, 48, 67]. This idea
here is that training occurs over multiple rounds, where in each
round t , a fraction of clients k ∈ Kt train models fw using the
local data Dk and only communicate incremental model update
∆wtk towards the server’s global modelw
t . The server aggregates
updates from multiple clients and shares back an updated improved
model after each round. Over multiple rounds of communications,
the users converge to model parameters wt that has been effec-
tively learnt from all the data D, without their raw data ever being
communicated to the server or another client. Performance of this
algorithm is influenced by three parameters: (a) C , the fraction of
clients sampled in each round to perform a model update (b) E, the
number of local epochs (training passes) the client performs before
communicating an update and (c) B, the local batch size used for
client updates.
Algorithm 1: FederatedAveraging [47]
Server’s algorithm:
Input: K clients; T number of rounds; C fraction of clients
sampled each round; B client’s batch size; E number of
local epochs
Randomly initializewt=0
for round t ← 1 to T do
M ← max(1, C · K)
Kt ← sampleM clients from K
for client k ∈ Kt do
∆wt+1k ← ClientUpdate(k,wt )
end
wt+1 ← wt +∑k ∈Kt nkn ∆wt+1k
end
ClientUpdate(k,wt ) :
B ← split local data Dk into batches of size B
w ← wt
for local epoch i ← 1 to E do
for batch b ∈ B do
w ← w − η∇L(fw ;b)
end
end
∆w ← wt −w
return ∆w
4 SETUP: DECENTRALIZED LEARNING
In the previous section, we introduced the idea and concepts rele-
vant for training tasks in a decentralized manner. Now, we discuss
how we extend it to our setting, where users collaboratively train a
photo assistant. Section 4.1 presents our decentralized data model.
We then cover the specifics of the collaborative task and additionally
discuss the CNN model to perform this task in Section 4.2.
4.1 Modeling Per-Client User Data
In typical federated learning settings (Figure 1b), each client cor-
responds to one particular user. However, recent studies [5, 33]
demonstrate ownership of multiple devices per user. In particular,
[33] shows 77% of Americans own a smart-phone, 73% a desk-
top/laptop computer, 53% a tablet computer and 22% an e-reader.
In such cases, a user could capture, store or sync data among many
devices and as a result, exhibit similar data patterns (photographic
styles, language patterns, etc.) across multiple clients.
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In order to model this, as shown in Figure 1c, we consider the
case of multiple clients associated with each user in the federated-
learning setup. Specifically, we consider (a) K > U , where each
user’s data is available on multiple clients participating simultane-
ously in the federated learning setup (b) a client k strictly contains
data of only a single user (c) each client contains a unique set of
data points.
4.2 Collaborative Task
Using the data D partitioned across multiple clients, the central
objective is to perform a collaborative task effectively training over
all the data. This is achieved by supervised training of model fw .
For this work, we choose multilabel classification as the collabo-
rative task: given an input x ∈ X, predict labels y ∈ Rd where yi
denotes the probability of output label i . Note that this is a general-
ization of single-label classification task (where the probabilities
sum to one). Classification models find their applicability in numer-
ous real-world predictive tasks (e.g., predicting next word, spam
classification, or fraud detection).
Model for Collaborative Task. In our experiments, we consider
the task of multilabel image classification, in the spirit of a photo
assistant. For example, such assistants can be used to organize
personal user photos by labeling them with ‘things’ that appear in
the photo e.g., boats, towers, cathedrals and selfies. Since training
them relies on human-centric and private image data that is readily
available on mobile devices, it is ideal if the assistant can be trained
without the raw data ever leaving the client.
We model the multilabel image classifier fw in Equation 1 as
a deep Convolutional Neural Network (CNN), arguably the most
effective architecture for many visual recognition tasks – image
classification [29, 38, 70], object detection [60, 61], segmentation [28,
41], etc. Training of modern, parameter-heavy CNN architectures
requires heavy computational resources; it takes 14 GPU days [80]
to train ResNet, a state of the art ImageNet classifier. Since our
scenario involves the computation of model updates in local clients
like mobile devices and laptops, it is not feasible for practitioners
to implement federated learning on such a large-scale architecture.
In order to reflect such realism, we use the MobileNet [31] as the
model architecture. It is a lightweight architecture that strikes a
good balance between latency, accuracy and size compared to other
popular models. Consequently, it is supported as a standard model
on popular on-device machine learning frameworks e.g., Apple’s
CoreML1 and Google’s Tensorflow Lite2.
4.3 Assumptions for Collaborative Learning
We make the following assumptions in the decentralized setting
where the users (victims for linkability attacks in the next section)
are training the collaborative task:
(AC1) All clients collaboratively train a model for the same task.
(AC2) Data distribution on clients is stationary.
(AC3) All clients are honest and do not intend to poison or com-
promise performance on the collaborative task.
1https://developer.apple.com/machine-learning/
2https://www.tensorflow.org/mobile/tflite/
We consider these assumptions reasonable that will translate well
to real-world scenarios.
5 THREAT MODEL
In this section, begin by motivating the linkability threat in Sec-
tion 5.1. Based on the assumptions in Section 5.2, we present two
linkability attacks in the next section.
5.1 Motivation and Examples
The key hypothesis behind our threat model is that there exist
user-specific patterns that can be captured and exploited by
adversaries to link users across clients. These patterns may be
encoded into the model update signals of multiple clients of the
same user. This insight allows an adversary to link users, clients
and model updates in the decentralized learning setup.
Examples. Our threat model can lead to attacks across a variety
of scenarios compromising the users’ privacy. Consider user Alice
who uses the same popular photo assistant application on a smart-
phone and tablet, which uses images on the device for federated
learning (Algorithm 1). To train the central recognition model, the
devices regularly communicates model updates computed on the
local user-centric data to a server. The user-specific patterns in the
model updates across these devices potentially leads to numerous
linkability threats:
(T1) The adversary eavesdrops on Alice’s model updates and
learns that the devices belong to the same user. As a result,
present and future personal information in the smart phone
is associated with that in the tablet.
(T2) Alice regularly connects to a VPN or Tor network to anonymize
Internet traffic by obfuscating the source IP address. How-
ever, if the photo assistant app is communicating model
updates in the background, this can be used as a signature
to link Alice across various IP addresses.
(T3) The adversary creates multiple clients with customized data
distributions, such as by mimicking photos of users inter-
ested in automobiles, fashion or food. The adversary can
then perform linkability attacks to associate model updates
from these mimicked users to Alice and find her interests.
(T4) The adversary creates a shadow device with Alice’s photos
retrieved using public information or through black markets.
The adversary can now link updates from this shadow de-
vice to Alice’s devices. Upon retrieving the new user-specific
model updates, the adversary can recover the IP addresses
of the requests (possibly exposing location) or perform re-
construction attacks [30, 78].
5.2 Assumptions
We assume that the adversary’s objective is to perform linkability
attacks solely using model updates. Furthermore, we assume the
adversary:
(AA1) does not modify model updates communicated during de-
centralized training;
(AA2) has access to unencrypted weight updates to perform the
attack;
(AA3) performs learning-based attacks.
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In addition, we assume the adversary knows the model architecture.
However, this is not strictly required since the adversary can per-
form random access into the parameter values. Note that (AA2) is
a standard assumption in prior work [48, 65] that study privacy of
model updates. This holds when the server is malicious or when an
adversary eavesdrops on updates sent over an unencrypted channel.
6 LINKABILITY ATTACKS
In this section, we present two linkability attacks: an identification
attack to associate a user profile with a model update and matching
attack to associate twomodel updates with each other. In both cases,
the adversary uses machine learning models to learn generalizable
user-specific patterns in the model updates.
Data for Attacks. As a result of communications between clients
and the server during the decentralized training, a set of model
updates {∆wtk : ∀k, ∀t} is generated. In the following, we denote
a model update simply by ∆wi . For training and evaluating attack
models, we enrich each model update ∆wi with the corresponding
client ki , user ui , and the training step number t as labels.
Training and evaluation of all our attack models use ∆wi as in-
put. In our setting (Section 4.2), these are model update parameters
of the MobileNet CNN generated by each client. ∆wi contains 3.5M
parameters (float32 numbers) representing the weight updates of
26 convolutional and 1 Fully Connected (FC) layers. We assume the
adversary’s ML attack models are: (a) trained on flattened and L2
normalized parameters of the FC layer (a 19k-dim vector) (b) in-
dependent of round t (c) performed post-hoc i.e., the adversary
attacks recorded or stored updates ∆wi . We will later relax these
assumptions and experimentally show that it has minimal effect on
the proposed attack scenarios.
6.1 Identification Attack
In this attack, the adversary knows a certain set of updates and
the corresponding user profiles (training data). The task is then to
apply this knowledge to new updates:
∆wi → ui (3)
The adversary may have acquired the user profile to perform this
attack based on e.g., information leaked by the device3 or generated
by an adversary (T3-4). An identification attack allows the adversary
to identify a target user from the updates allowing other attacks to
be performed [30, 66].
We consider the following identification attack models:
(1) Chance: The adversary classifies users uniformly at random.
(2) SVM: The adversary trains a multi-class linear Support Vec-
tor Machine (SVM) to classify users.
(3) K-NN: The adversary performs performs the K-Nearest Neigh-
bor classification. We use K=10.
(4) MLP: The adversary trains a Multilayer Perceptron classifier.
We use a Multilayer Perceptron with 128 Hidden units, ReLU
activation and Dropout with rate 0.2 to classify users from
input updates. The MLP is trained using SGD with learning
rate 0.01, 0.9 momentum and 1e-6 LR decay. Architecture is
visualized in Appendix A.
3https://www.theverge.com/circuitbreaker/2017/10/11/16457954/
oneplus-phones-collecting-sensitive-data
For the experiments, we split the client set as K = Ktrain ∪
Ktest, such that for every user at least one client is in Ktrain and
Ktest. During training the adversary observes {(∆wi , ui ) : ki ∈
Ktrain}, where Ktrain is the training split of clients. We use the
other partition {(∆wi , ui ) : ki ∈ Ktest} for evaluation. Each client
produces an equal number of updates during decentralized training
and this set is balanced w.r.t user labels.
6.2 Matching Attack
In this task, the adversary’s objective is to predict the match proba-
bility given a pair of parameter updates:
(∆wi ,∆wj ) → ui ?= uj (4)
Bymatching, the adversary can associate information from different
clients and link it to the same user profile.We consider the following
identification attack models:
(1) Chance: The adversary performs chance-level classification
by predicting p ∼ Unif (0, 1) independent of model updates.
(2) MLP: The adversary trains the MLP-based identification
model to predict per-user probabilities for every user l given
the weight updates: P[ui = l] and P[uj = l]. We then
compute the final match probability by p = maxl P[ui =
l] · P[uj = l].
(3) Siamese: The adversary trains a Siamese network [10, 13]
with metric learning [74, 75] structured as: (a) Two FC-128
layers with ReLU activations which individually encodes
∆wi ,∆wj into a 128-dim embedding (b) L1 distance layer
to represent distance between these embeddings (c) FC-1
layer with sigmoid activation to predict the match probabil-
ity. We minimize the binary-cross entropy loss and perform
optimization using RMSProp with learning rate 10−3. Archi-
tecture is visualized in Appendix A.
We evaluate the attacks on a balanced set of update pairs {(∆wi ,
∆wj , [0, 1])}. We always consider the challenging case where ∆wi
and ∆wj are generated from two different clients. Further details
on generating this data for train and evaluation across a range of
scenarios will be discussed in the evaluation sections of the attack
(Sections 8.3-8.4).
6.3 Attack Scenarios
We consider two phases to the adversary’s attack. In the observation
(training) phase, the adversary creates an attack model based on
updates ∆wi from a certain set of users. In the test (evaluation)
phase, the adversary performs the attack on a new set of clients.
We now present two attack scenarios, based on the occurrence of
seen and unseen users at test-time.
Closed-world. In this scenario, we assume in the observation
phase that the adversary has encountered at least one update ∆wi
from each user u ∈ U to create both attacks models.
Open-world. Now we consider a more unrestricted scenario,
where the adversary encounters updates from new unseen users
at test time. We first partition the user set as: U = Useen ∪ Uunseen
(Useen ∩ Uunseen = ∅). In the observation phase, the adversary can
create an attack model solely based on updates from the seen set of
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users. As a result for the identification task at test time, the adver-
sary additionally encounters unseen users. Specific to identification
attack, the adversary now predicts ∆wi → u ∈ Useen ∪ {ukn},
where ukn denotes a special class for unseen users. The matching
attack remains unaffected.
7 DATASETS
To study the federated learning setup, we need datasets to train
a model for the collaborative task. In our experiments, we con-
sider training a multi-label image classifier (Section 4.2) through
federated learning. We use two public, academic image datasets,
PIPA [82] and OpenImages [37] to train this classifier. Since both
these datasets are based on images from the popular photo-sharing
website Flickr4, we find the training images (a) have the notion
of “owner” or “user” and (b) contain user-specific patterns; this
makes them ideal to train a classifier on examples resembling user-
generated data on clients. All images in both datasets are publicly
available on Flickr and have been used in various prior works
[44, 51, 63, 72, 83].
7.1 PIPA
PIPA [82] is a large-scale dataset of ∼37k personal photos uploaded
by actual Flickr users (indicated in the author field in Flickr photo
metadata). To assure certain minimal amount of per-user data, we
only use users with at least 100 images, resulting in 33k images
over 53 users. For each user, images are further grouped into Flickr
albums (denoted as photosets in Flickr metadata) that roughly
captures event changes. As an example, Figure 2 displays images
of two random users and their photosets.
PIPA was originally published as person recognition dataset;
to enable the training of multi-label image classifier, we obtain
labels for each image by running a state-of-the-art object detector
[32] that detects 80 COCO [40] classes, such as umbrella, back-
pack, and bicycle. To perform reasonable training and evaluation
of the multilabel classification task, we use 19 classes that occur in
approximately >1% of images with high precision.
Per-user Data Splits. In this paper, we consider the data to be
distributed across multiple clients (Section 4.1). There are multiple
ways we can model this in the experiments. In the one extreme,
all clients of each user will have the same data distribution (e.g.
whenever Alice wants to take a photo, she flips a coin to decide
whether to use her cell phone or tablet); in the other extreme,
data in clients will not share any common feature at all (e.g. Clark
Kent takes photos of his daily life with his cell phone, but as the
Superman, he uses his tablet to take photos all over the world).
Depending on the similarity of per-user data across clients, the
linkability attack may be easier or harder. For PIPA, we use two
types of per-user data splits:
(1) random: images per user are randomly distributed across
clients;
(2) photoset: photosets and their corresponding images are
distributed across clients. For instance, for the user bob in
Figure 2, {32, 165, ..} are placed on client k and {765, ..} on
4https://www.flickr.com/
PIPA OpenImages
# Images 33,051 317,008
# Users 53 327
# Labels 19 18
Min. #images/user 104 500
Avg. #images/user 623 969
Max #images/user 3,710 3,895
Table 2: Dataset Statistics
client k ′. This is a more challenging split due to variations
of locations, events, and subjects in images across photosets.
7.2 OpenImages
OpenImages [37] is a large-scale public dataset from Google, con-
sisting of 9M Flickr image URLs and weakly labeled image-level
annotations across 19.8k classes. We work with a subset of 1.7M
images, for which additional bounding box annotations using 600
classes is provided.
The annotations for the images in this dataset are severely imbal-
anced, with just 100 classes occurring in approx. >1% of the images.
Moreover, the number of classes is large and often semantically
overlap (e.g., person, man, human) Hence, for learning the multil-
abel classifier, we choose 18 classes with minimal overlap (e.g., car,
person, building).
Every image in OpenImages contains user information (the same
author Flickr photo metadata as in PIPA). The dataset contains
images spanning 79k users, with many users associated with very
few images. Hence, to make the decentralized learning feasible, we
prune out users with less than 500 images with EXIF data. This
results in 317k images from 327 Flickr users. Using the EXIF data, we
group images with the same captured dates; examples are visualized
in Figure 2. We find user images often cover a wide time span (>7
years in the displayed examples). Similar to PIPA, we find some
users have more consistent themes of photographs (e.g., user ‘dave’
in Figure 2) compared to others.
Per-user Data Splits. As for PIPA, we consider multiple strate-
gies to split the images across clients per user:
(1) random: Images are randomly distributed across clients;
(2) day: Images are distributed across clients in chunks accord-
ing to the date metadata;
(3) chrono: We first sort the photos of each user based on their
EXIF timestamps. This photo stream is then split in half and
placed on different clients. This is the most challenging split;
this represents the case where the user has bought a new
mobile device.
7.3 Analysis
Wehypothesized in Section 5.1 that there exist user-specific patterns
in data that can be captured and exploited by adversaries to link
users across clients. Before studying and exploiting patterns in the
model updates, we measure the amount of such patterns in the
raw data themselves. We obtain the following statistics per user
based their images: (a) intra-user distance: the median image-feature
distance between images within each user; (b) inter-user distance:
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<latexit sha1_base64="GIn7WyJNP/t+C7kzvBwWNfx/rPM=">AAACNXi cbVDLTgIxFO3gCxEVdOmmkZi4EDJDSNQdiRuXmMgjgQnplAIN7cykvaPihE9xq5/gt7hwZ9z6C3ZgFgKepMnpOffe3h4vFFyDbX9YmY3Nre2d7G5uL79 /cFgoHrV0ECnKmjQQgep4RDPBfdYEDoJ1QsWI9ARre5ObxG8/MKV54N/DNGSuJCOfDzklYKR+odgD9gRx1XZqZadatq9n/ULJrthz4HXipKSEUjT6RSv fGwQ0kswHKojWXccOwY2JAk4Fm+V6kWYhoRMyYl1DfSKZduP57jN8ZpQBHgbKHB/wXP3bEROp9VR6plISGOtVLxH/87oRDK/cmPthBMyni4eGkcAQ4CQ IPOCKURBTQwhV3OyK6ZgoQsHEtTRJUzdO5ofkOVj6TezJlbsRTH7OalrrpFWtOHbFuauV6hdpkll0gk7ROXLQJaqjW9RATUTRI3pBr+jNerc+rS/re1G asdKeY7QE6+cXNRmp9Q==</latexit><latexit sha1_base64="GIn7WyJNP/t+C7kzvBwWNfx/rPM=">AAACNXi cbVDLTgIxFO3gCxEVdOmmkZi4EDJDSNQdiRuXmMgjgQnplAIN7cykvaPihE9xq5/gt7hwZ9z6C3ZgFgKepMnpOffe3h4vFFyDbX9YmY3Nre2d7G5uL79 /cFgoHrV0ECnKmjQQgep4RDPBfdYEDoJ1QsWI9ARre5ObxG8/MKV54N/DNGSuJCOfDzklYKR+odgD9gRx1XZqZadatq9n/ULJrthz4HXipKSEUjT6RSv fGwQ0kswHKojWXccOwY2JAk4Fm+V6kWYhoRMyYl1DfSKZduP57jN8ZpQBHgbKHB/wXP3bEROp9VR6plISGOtVLxH/87oRDK/cmPthBMyni4eGkcAQ4CQ IPOCKURBTQwhV3OyK6ZgoQsHEtTRJUzdO5ofkOVj6TezJlbsRTH7OalrrpFWtOHbFuauV6hdpkll0gk7ROXLQJaqjW9RATUTRI3pBr+jNerc+rS/re1G asdKeY7QE6+cXNRmp9Q==</latexit><latexit sha1_base64="GIn7WyJNP/t+C7kzvBwWNfx/rPM=">AAACNXi cbVDLTgIxFO3gCxEVdOmmkZi4EDJDSNQdiRuXmMgjgQnplAIN7cykvaPihE9xq5/gt7hwZ9z6C3ZgFgKepMnpOffe3h4vFFyDbX9YmY3Nre2d7G5uL79 /cFgoHrV0ECnKmjQQgep4RDPBfdYEDoJ1QsWI9ARre5ObxG8/MKV54N/DNGSuJCOfDzklYKR+odgD9gRx1XZqZadatq9n/ULJrthz4HXipKSEUjT6RSv fGwQ0kswHKojWXccOwY2JAk4Fm+V6kWYhoRMyYl1DfSKZduP57jN8ZpQBHgbKHB/wXP3bEROp9VR6plISGOtVLxH/87oRDK/cmPthBMyni4eGkcAQ4CQ IPOCKURBTQwhV3OyK6ZgoQsHEtTRJUzdO5ofkOVj6TezJlbsRTH7OalrrpFWtOHbFuauV6hdpkll0gk7ROXLQJaqjW9RATUTRI3pBr+jNerc+rS/re1G asdKeY7QE6+cXNRmp9Q==</latexit><latexit sha1_base64="GIn7WyJNP/t+C7kzvBwWNfx/rPM=">AAACNXi cbVDLTgIxFO3gCxEVdOmmkZi4EDJDSNQdiRuXmMgjgQnplAIN7cykvaPihE9xq5/gt7hwZ9z6C3ZgFgKepMnpOffe3h4vFFyDbX9YmY3Nre2d7G5uL79 /cFgoHrV0ECnKmjQQgep4RDPBfdYEDoJ1QsWI9ARre5ObxG8/MKV54N/DNGSuJCOfDzklYKR+odgD9gRx1XZqZadatq9n/ULJrthz4HXipKSEUjT6RSv fGwQ0kswHKojWXccOwY2JAk4Fm+V6kWYhoRMyYl1DfSKZduP57jN8ZpQBHgbKHB/wXP3bEROp9VR6plISGOtVLxH/87oRDK/cmPthBMyni4eGkcAQ4CQ IPOCKURBTQwhV3OyK6ZgoQsHEtTRJUzdO5ofkOVj6TezJlbsRTH7OalrrpFWtOHbFuauV6hdpkll0gk7ROXLQJaqjW9RATUTRI3pBr+jNerc+rS/re1G asdKeY7QE6+cXNRmp9Q==</latexit>
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Figure 2: Examples of users (with anonymized Flickr userids) and their images from our dataset. Images are grouped by pho-
toset (PIPA) or captured date (OpenImages).
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Figure 3: Distinctiveness of users data. Each point represents
distances computed over the images of a single user.
the median image-feature distance between the user images and
random images in the dataset. Distances are computed based on L2
distance of image features extracted using MobileNet pretrained on
ImageNet. We scatter plot the intra- and inter-user image distances
for every user in Figure 3.
We observe intra-user distances are much lower than the inter-
user distances, indicating higher similarity within the users’ images
compared to similarity with other users’ images. Upon manual
inspection, we find users with low intra-user distance indicate users
capturing images with a constant semantic theme (e.g., of only cars
or football matches) and with high intra-user distance covering a
broad range of concepts. Users with low-inter user distance exhibit
images closer to what a typical user might share (often people-
centric) and with higher distances that deviate from this (e.g., user
has only images of insects).
8 EVALUATION
In this section, using the datasets previously presented (Section 7),
we first evaluate the performance of the collaborative task in the
federated learning setup in Section 8.1. We evaluate the previously
discussed identification (Section 6.1) and matching (Section 6.2)
attacks based on multiple scenarios (Section 6.3). We evaluate these
attacks in the closed-world scenario in Section 8.2 and 8.3; followed
by open-world scenario in Section 8.4.
8.1 Collaborative Task
Before evaluating the linkability attacks, we evaluate the decentral-
ized learning performance on the collaborative task of multilabel
image classification. We show that our federated learning scheme
indeed results in a good image classifier.
Evaluation Metric. We use Class-mean Average Precision (AP)
as the evaluation metric for the collaborative multilabel classifica-
tion task, which is commonly used for such tasks [19, 40, 54, 73].
We first plot the Precision-Recall curve for each class, and com-
pute the areas under the curves (per-class Average Precisions). The
overall performance is then computed by taking the mean over all
per-class Average Precisions. We compute these AP scores using
the scikit-learn [56] library. We hold-out 20% of the data for both
PIPA and OpenImages for evaluating the collaborative task.
ImplementationDetails. We use the pretrained ImageNetweights
as initialization to the MobileNet model. Unless stated otherwise,
we retrain the final four convolutional layers and the last fully-
connected layer effectively training 1.6M/3.2M parameters. We find
that this (instead of fine-tuning the entire CNN) is faster and has
a negligible effect on the collaborative or adversarial tasks. We
perform optimization using Stochastic Gradient Descent against
the binary cross-entropy loss.
We follow the federated learning algorithm in Section 3.4 and Al-
gorithm 1. By default, we useC=0.1, E=1 and B=8, which we empiri-
cally find, results in a good trade-off between convergence and com-
munications required. We train for 200 epochs for both the datasets
with learning rateη=0.01. Since we are memory-constrained to train
hundreds of clients in parallel, we execute the client-update step
sequentially per round. The clients are stateless and their weights
are re-initialized to the global weights each round. Training the
MobileNet this way requires ∼1 day for PIPA and ∼4 days for Open-
Images on an Nvidia Tesla V100 GPU with 16 GB memory. All
models are written in Python and implemented using Keras [12]
with the Tensorflow [1] backend.
Evaluation. We train and evaluate the collaboratively learnt
models and baselines across multiple splits (see Section 7) on both
datasets. See Table 3 for the summary of APs for multiple models
on different datasets and splits.
We compare decentralized learning (“FedAvg”) against baselines
including the centralized learning (“Centr.”), K-nearest neighbor (“K-
NN”), and the chance level (“Chance”) methods.K-Nearest Neighbors
(KNN)model atK = 10: for a given test image, averaged labels of the
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PIPA OpenImages
split random photoset random day chrono
FedAvg 45.1 37.7 62.9 63.9 62.2
Centr. 49.7 40.7 68.0 69.2 67.8
K-NN 14.9 15.8 09.7 13.5 13.6
Chance 9.5 9.7 6.3 6.3 6.3
Table 3: AP scores for Collaborative Task (Higher is better).
FedAvg refers to the Federated Averaging algorithm (Algo-
rithm 1) to train the CNN. Centr. refers to training the same
CNN in a centralized manner.
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Figure 4: Training Loss of FedAvg obtained by varyingC, the
fraction of clients sampled each round
closest K images (computed using L2 distance on features extracted
for images from MobileNet pretrained on ImageNet) in the training
set are predicted. Chance-level classification means that we predict
each label with a probability p ∼ Unif(0, 1).
We observe from Table 3 that (i) the baselines chance level and
K-NN have low performances (9.5% and 14.9% AP, respectively, for
PIPA-random), demonstrating the non-trivial nature of the task;
(ii) the decentralized learning (FedAvg) achieves a comparable per-
formance to the centralized learning (45.1% versus 49.7% AP for
PIPA-random). Figure 4 show the loss curves across training with
different C values. We observe that C = 0.1 provides a good trade-
off between the computational efficiency and AP performance.
Having shown that our decentralized learning indeed achieves a
reasonable performance in the multi-label image classification task,
we proceed to the evaluation of linkability attacks.
8.2 Closed-World Scenario: Identification
Attacks
In federated learning, clients communicate multiple model updates
∆wi based on the local data. To understand how much linkable
information exists in those updates within the closed-world sce-
nario (Section 6.3), we nowmeasure performance of the adversary’s
identification (Section 8.2) using the attack methods discussed in
Section 6.1. This section also provides sensitivity analyses with
respect to multiple factors.
Evaluation Metrics for Identification Attack. We use the fol-
lowing metrics (computed using scikit-learn [56]) to evaluate the
adversary’s identification performance:
(1) Mean Average Precision (AP): Adversary’s precision-recall
curves for each user on the test set clients is computed. We
then compute the per-user Average Precision (area under the
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Figure 5: Identification performance by depth. Bubble sizes
indicate the number of parameters in each layer. Last two
layers contains 1M and 19K parameters respectively.
precision-recall curves). We report the mean of the per-user
Average Precisions across users.
(2) Top-1 accuracy: We compute the classification success rates
over all updates in the test set.
(3) Top-5 accuracy: We compute the classification success rates,
where the prediction is successful if the ground-truth user is
among the top 5 predictions.
These metrics are common among classification tasks e.g., [19,
40, 54, 73] for AP and [16, 29, 38] for Top-1/5 accuracy. We use
the AP as the primary metric, since it also takes into account the
predicted probabilities per class. In order to compute the adversary’s
information gain due to its access to gradient updates, we also
measure the Increase over Chance AP metric, computed by (predicted
AP)/(chance AP).
Layer-wise Identification Performance. Adversary’s linkabil-
ity attacks are based on themodels updates∆wi . In our experiments,
the model updates are 3.5M dimensional vector updates of the Mo-
bileNet model covering 88 layers. Layers at various depths of the
network are known to learn various concepts [81] – lower level
features (e.g., corners, edges) at the initial layer and higher level
features (e.g., wheel, bird’s feet) at the final layers. In this part of the
analysis, we analyze the layer-wise amount of user-specific informa-
tion that can by exploited by the adversary. We restrict the analysis
to layers that have trainable parameters – the 27 convolutional and
the final fully connected layer.
We train and evaluate the adversary MLP model (Section 6.1)
using the parameter updates for each trainable layer of the network.
The layer-wise identification attack AP scores are presented in
Figure 5. We perform this analysis on the PIPA dataset, random
split (Section 7.1).
From Figure 5, we observe: (i) all layers provide above-chance
level information to the adversary to perform the identification
attack; (ii) higher level layers contain more identifiable information;
(iii) for two convolutional layers at similar depths, the layer with a
higher number of parameters is more informative (e.g., layer 14 vs.
15); (iv) the final Fully Connected (FC) layer updates are the most
informative. Hence, going forward, we will only use parameters of
this FC layer to train all attack models
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random photoset
AP Top-1 Top-5 AP Top-1 Top-5
MLP 91.0 (48x) 84.7 96.3 42.2 (22x) 40.0 68.8
SVM 81.3 (43x) 89.3 91.9 27.7 (15x) 43.7 49.6
kNN 85.4 (45x) 82.6 92.6 31.5 (17x) 38.4 54.8
Chance 1.9 (1x) 2.0 9.9 1.9 (1x) 2.0 9.9
Table 4: PIPA - Performance of closed-world identification
attack (∆wi → u ∈ U). Numbers in brackets indicate increase
over chance level classification.
random photoset
AP Top-1 Top-5 AP Top-1 Top-5
MobileNet 60.9 (32x) 73.1 90.7 38.8 (21x) 53.2 76.1
SVM 18.1 (10x) 47.6 50.5 10.9 (6x) 36.8 40.0
kNN 34.5 (18x) 47.2 72.3 18.0 (10x) 32.4 55.0
Chance 1.9 (1x) 1.9 5.8 1.9 (1x) 1.8 5.6
Prior 1.9 (1x) 11.5 38.8 1.9 (1x) 11.2 38.6
Table 5: PIPA - Performance of image-classification (xi→ui ).
Identification Attack Performance. We evaluate the identifi-
cation attack in the closed-world scenario on both PIPA and Open-
Images datasets and all splits (Section 7). The results are given in
Table 4 and 6 over PIPA and OpenImages, respectively.
We observe: (i) All attacks greatly outperform the chance-level
performances, with as much as 175x boost for MLP on the OpenIm-
ages dataset under the random split, highlighting the effectiveness
of the proposed linkability attack; (ii) Even the most simple K-NN at-
tack is as effective as other attacks and already presents a significant
threat (150x over random chance on OpenImages, random split);
(iii) MLP is the most effective attack across both datasets and splits
(175x over random chance on OpenImages, random split); (iv) Al-
though the absolute AP scores are lower for the more challenging
and larger OpenImages dataset (53.7% AP on random split), the in-
crease over chance level performance is significantly higher (48x on
PIPA vs. 175x on OpenImages under the same split); (v) The attack
is highly effective (106x) even on challenging OpenImages-chrono
split, where the clients of the user have images across two different
time spans. This implies that even if the user switches over to a
new phone, the adversary can use the gradient updates from the
new device to link back to the user of the previous device.
There is strong evidence that model updates do contain ample
linkable information.
Comparison with Image Classification. The user-specific pat-
terns in the model updates ∆wi ultimately result from the user-
specific patterns in the images themselves. To obtain a reference
point for the identification attack results (Tables 4 and 6), we mea-
sure the identifiability from the image pixels themselves (xi → ui ).
We train and evaluate a user classifier using a single raw image
xi as input. We train a MobileNet model to perform this image to
user classification. We use the identical client splits to assign the
images to training and test sets.
Note that we can use the same evaluation scheme as before
(AP and Top-1&5 accuracies). From results in Tables 5 and 7, we
21 23 25 27
# train examples
20
30
40
50
60
70
80
90
A
P
PIPA
random
photoset
21 23 25 27
# train examples
0
10
20
30
40
50
60
A
P
OpenImages
random
day
chrono
10x
15x
21x
26x
31x
37x
42x
47x
In
cr
ea
se
ov
er
C
ha
nc
e
0x
32x
65x
98x
130x
163x
196x
In
cr
ea
se
ov
er
C
ha
nc
e
Figure 6: Adversary’s MLP identification attack perfor-
mance w.r.t # of examples per user used to train
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Figure 7: t-SNE visualization ofmodel updates ∆wi (left) and
images xi (right). Colors indicate users.
observe: (i) All attack models are reasonably effective at this task
(≥18x chance-level in PIPA and ≥25x in OpenImages) – raw image
pixels do indeed contain user-identifiable information; (ii) this task
is more difficult than the identification based on model updates
(71x vs. 175x for identification based on images and model updates,
respectively, on the OpenImages-random split.
Effect of the Amount of Training Examples. In the previous
experiments, we analyzed the effectiveness of the identification
attack with the adversary’s attacks are trained on all updates from
each training split clients. Now we study the sensitivity to the
amount of training examples.
We train multiple MLP adversary models, each trained on a
random subset of the training data with various sizes. We evaluate
performance with respect to training set size in Figure 6 across
all datasets and splits. We observe that the adversary can perform
reasonable attacks based on a small number of updates per user.
On OpenImages, the adversary already achieves 21.5x chance-level
performance with single training example per user.
Explaining the High Effectiveness of the Attack. We have ob-
served in the previous experiments that (i) update-based user identi-
fication outperforms the raw-image-based one (Tables 4-7); (ii) iden-
tification attack achieves reasonable performance even when only a
few training examples are used per user (Figure 6); (iii) even simple
baselines (such as K-NN) are comparably effective. In the following
experiments, we analyze what makes the attacks so effective.
To show how well the model updates are clustered, we visu-
alize them using the t-SNE [43] algorithm. t-SNE projects high-
dimension data (in our case, >19k dimensions) onto a 2-dimensional
plane while approximately preserving the distance graph, making
the data visualization-friendly. We use the implementation in sci-kit
learn [56]. As suggested in the documentation, for computational
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random day chrono
AP Top-1 Top-5 AP Top-1 Top-5 AP Top-1 Top-5
MLP 53.7 (175x) 51.9 77.9 44.0 (143x) 42.5 68.6 32.5 (106x) 31.9 57.1
SVM 49.0 (159x) 66.5 67.0 38.2 (124x) 56.6 57.4 24.6 (80x) 41.7 42.5
kNN 46.0 (150x) 49.2 63.9 35.6 (116x) 40.8 54.9 25.1 (82x) 30.3 43.1
Chance 0.3 (1x) 0.3 1.5 0.3 (1x) 0.3 1.5 0.3 (1x) 0.3 1.5
Table 6: OpenImages - Performance of closed-world classification attack (∆wi → u ∈ U).
random day chrono
AP Top-1 Top-5 AP Top-1 Top-5 AP Top-1 Top-5
MobileNet 21.8 (71x) 27.2 43.5 19.5 (64x) 25.3 41.1 16.8 (55x) 22.1 37.1
SVM 3.4 (11x) 16.9 17.9 3.2 (10x) 16.3 17.3 2.8 (9x) 14.7 15.7
kNN 7.6 (25x) 13.7 23.4 6.5 (21x) 12.0 20.5 5.5 (18x) 10.8 18.9
Chance 0.3 (1x) 0.3 1.5 0.3 (1x) 0.3 1.5 0.3 (1x) 0.3 1.5
Prior Probs 0.3 (1x) 1.2 5.3 0.3 (1x) 1.2 5.3 0.3 (1x) 1.2 5.3
Table 7: OpenImages - Performance of image-classification (xi → u ∈ U).
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Figure 8: Effect of aggregation on image-classification task.
s is the size of the aggregated image set andψ is the aggrega-
tion strategy.
efficiency, we first reduce the dimensionality of the parameters
to 50 dimensions using PCA and then perform t-SNE to obtain a
2-dimensional embedding of the training examples. Figure 7 (left)
shows the t-SNE embeddings of gradient updates where each color
denotes a unique user. We immediately observe the distinctiveness
of the user updates, which is characterized by the coherent clusters
of updates per user.
For comparison, we show the t-SNE embeddings of the images xi .
We embed the image features ϕ(xi ) from the ImageNet pretrained
MobileNet. The embedding is visualized in Figure 7 (right). We find
that the images exhibit larger variances per user in this embedding
space, compared to the model updates.
We conjecture that the model update ∆wi provides a good ag-
gregate statistics of the data Dk for each client, empowering the
linkability attacks. The low variance among the model updates per
client (Figure 7) can be explained by this.
To validate this conjecture, we now perform an image set classi-
fication: users are classified based on aggregated subsets of their
images. Let ψs : Xs → X denote an aggregation function, which
reduces a set of s examples into a single aggregated representation.
For instance, choosingψs = µs denotes computing the mean over
the s image representations. Using this construction, we can now
evaluate attacks for various choices ofψ and s .
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Figure 9: Effect of the epoch t on the identification attack
∆wti → ui . For instance, the top-right cell denotes when the
MLPwas trained on updates ∆wti , t ∈ [0, 20] and evaluated on
∆wt
′
i , t
′ ∈ [180, 200]
Figure 8 displays the identification AP score influenced by aggre-
gate sizes s across multiple aggregation strategiesψ . We observe
across both datasets: (i) classification AP increases with size of
the aggregation factor s , indicating that aggregation does lead to
better classification; (ii) this occurs for multiple choices of aggrega-
tion functionsψ ; (iii) the performance eventually plateaus, result-
ing in the performance comparable to the identification attack for
PIPA; (iv) this aggregation strategy is even more effective for the
OpenImages dataset, resulting in even better user prediction perfor-
mance than the update-based prediction. From these observations
we conclude that the aggregate statistics of the users data captured
makes the identification attacks ∆wi → ui highly effective, when
compared to performing similar attacks on individual user images
xi → ui ; hence validating our conjecture.
Influence of the Update Round t . Recall from the FederatedAv-
eraging algorithm (Algorithm 1) used for decentralized training,
optimization occurs over multiple rounds t ∈ {1, · · · ,T }. We now
study the sensitivity of attack efficacy on the update round t by
training and evaluating the attack ∆wti → ui at different t .
For experiments, we group the updates (separately for train and
test), based on the epoch ranges during which they were generated.
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PIPA OpenImages
random photoset random day chrono
MLP 99.5 91.2 98.2 97.2 94.8
Chance 49.1 49.4 50.8 48.3 49.0
Table 8: AP performance on closed-world matching
The collaborative task is trained for 200 epochs, which are split into
10 ranges, each with 20 epochs. We train and evaluate the same
MLP attack model over all 10 × 10 train-eval pairs. The matrices
of performances across all those pairs are presented in Figure 9 for
PIPA and OpenImages. We observe that the round t at which the
update was generated has little influence on the performance. Thus,
the adversary does not require access to the model update rounds
to achieve the most effective attacks.
8.3 Closed-World Scenario: Matching Attacks
We now study the matching attacks that performs the following
task: (∆wi ,∆wj ) → ui ?= uj (Section 6). I.e., given a pair of updates
were they generated by the same user? We always consider the
updates ∆wi and ∆wj arising from different clients.
Table 8 presents the AP performances on this task. We find
that the adversary can match the users very well. On PIPA, the
MLP based attack achieves nearly perfect (99.5% AP) matching on
random split. Across all datasets and splits considered, the matching
can be done very successfully, all greater than 91.2% achieved in the
PIPA-photoset split. There is ample, generalizable user-specific
information in the gradient updates that enable the adversary to
match them across clients.
8.4 Open-World Scenario
In the previous sections, we studied the identification (Section 8.2)
andmatching attacks (Section 8.3) in the closed-world, where during
both training and evaluation, updates were used across all users
U. In this section, we consider the open-world scenario (Section
6.3), where at test time the adversary encounters a new set of users
Uunseen that were unseen during training. This is more realistic
and challenging setup for the adversary.
User Split. We split the users and their updates into three sets:
(a) Uunseen: none of the updates from all clients of these users are
available during training (b)Useen: updates from only a single client
of the user is available during training and the other reserved for
evaluation (c) Uholdout: updates from both clients of these users are
reserved purely for training purposes.
Identification. In the closed-world scenario, we trained a clas-
sifier with U classes representing all users at test time. Now, in
the open-world scenario, we perform classification over Useen + 1
classes with class ukn collectively denoting unseen users. During
training, we use user Uholdout and their updates to train the ukn
class. We train an ∆wi → ui MLP classifier as described in the Sec-
tion 6, with the same hyper-parameters, although with a varying
number of output classes depending on the number of seen users.
Matching. To perform the matching attack in the closed-world
scenario, we previously (Section 8.3) used a classifier ∆wi → ui to
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Figure 10: Open-world evaluation across both identification
and matching attack models.
classify the pair of updates (∆wi ,∆wj ) individually. However, since
both updates at test-time could be generated from different unseen
users, this is no longer possible in the current scenario. Hence, we
train a Siamese network (discussed in Section 6) to perform the
task of matching, which does not require user labels. The network
is trained using the data {(∆wi ,∆wj , [0, 1])}, using updates from
held-out and seen set of clients. Given an update pair (∆wi ,∆wj ),
the network is trained to predict the probability that they have
been generated by the same user P[ui = uj ].
Evaluation. The performances are evaluated at different ratios of
seen and unseen users at test time. We keep the size of the hold-out
set constant to one-third of the total number of users. Evaluation
for both identification and matching tasks are presented in Figure
10. We observe: (i) even in the open-world scenario, we perform
much higher than chance-level for both the tasks (3x-14x for iden-
tification and 1.5x-1.8x for matching in PIPA) consistently across
a wide range of seen vs. unseen scenarios (ii) for the identifica-
tion attack, although we notice a slight drop in AP performance
(67%→43% in PIPA) as %seen users increase, performance compared
to chance-level significantly increases (3x→14x) due to increase in
output-space of the attack; (iii) in the matching task, the Siamese
model performs much higher than chance-level even in a purely
open-world setting, with no seen users (1.5x for PIPA and 1.8x for
OpenImages). Even in the presence of unseen users at test time, our
identification and matching attacks are robust and generalizable.
9 MITIGATION STRATEGIES
In the previous section, we have evaluated our threat models across
closed- and open-world scenarios. We have observed the high ef-
fectiveness of linkability attacks. In this section, we present some
mitigation strategies to counter these attacks.
The effectiveness of the proposed adversary can be attributed
to the distinctiveness of the model updates ∆wk per user (Section
8.2). The focus of our mitigation strategies is to reduce such distinc-
tiveness in model updates, while satisfying the conditions that they
should (a) not decrease utility (decentralized learning performance)
too much, (b) involve low computation overhead, (c) not rely on a
trusted-third party, and (d) allow users to selectively employ the
strategy to various extents depending on personal preferences.
We spell out the assumptions for our mitigation strategies. To-
gether with the assumptions for the collaborative learning (Section
5.2), we assume that the mitigation strategies are
(AM1) client-sided,
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Figure 11: Mitigation strategies against closed-world identi-
fication MLP attack. Top-left is the ideal region.
(AM2) used by all clients throughout the training (t ≥ 0),
(AM3) aimed to prevent linkability attacks in Section 6,
(AM4) uniformly enforced by all the clients,
(AM5) occurring during adversary’s observation and testing phases.
9.1 Method
Based on the requirements and assumptions, we propose data-
centric mitigation strategies: clients shift their data distributions,
rather than transforming the model updates. More specifically,
clients mix their original data Dk with certain “background” data
Dbkg to “blend into the crowd”, thereby rendering the model up-
dates less user-specific. The mixing takes place before the adver-
sary’s training process. We will explain the strategies in greater
detail, and discuss how they address the requirements.
Collecting Dbkg. The background dataset Dbkg can by any la-
beled set of training examples for the same decentralized learning
task (e.g. a trusted open-source dataset or user-annotated dataset).
To create the background dataset, we depend on the entire original
OpenImages dataset (Section 7.2) of 1.7M examples, since it is the
largest available dataset for our multilabel classification task. This
makes for a great starting point, since these images represent a
random selection of Flickr images, which is also the image source
for both our datasets. Out of these, we select a random sample of
59k images to be used with PIPA and 490k images to be used with
OpenImages, to reflect roughly 2x amount of training data.
We introduce four mitigation strategies in the following.
Gaussian Noise (noise). As a baseline, we add zero-centered
Gaussian noises to updates:
∆wˆk ← ∆wk +N(µ = 0,σ 2) (5)
Note that the noised updates ∆wˆk will no longer be true gradients;
it is hard to predict the optimization results.
Data Replacement (bkg-repl). Each client replaces a fraction
α ∈ [0, 1] of its data Dk with ones from Dbkg. At α = 0, no
mitigation strategy takes place; at α = 1, every user has identical
data composition.
Data Augmentation (rand-aug). Instead of replacing, each
client k augments data (since more data helps [27, 69]) from Dbkg:
Dˆk ← Dk ∪ {(xi ,yi ) ∼ Dbkg}α · |Dk |i=1 , (6)
where α ≥ 0 determines the size of augmentation. As α → ∞,
clients’ data distributions converge to Dbkg, making them indistin-
guishable from each other.
Mode-specificDataAugmentation (mm-aug). So far, the clients’
strategies were to mix their data with background data from a single
sourceDbkg. We now consider the strategy where each client mixes
data from different sources. For instance, Bob has photographs of
football matches on his mobile and tablet, providing user-specific in-
formation. mm-aug then adds ‘car’ images to mobile and ‘flower’ im-
ages to the tablet. Note the difference from the previous rand-aug
strategy, where Bob adds random images (car, wine, dog, etc.) on
both devices.
We perform this by first clustering Dbkg into M clusters⋃M
m=1D
bkg
m . We use the k-means clustering over the ImageNet
pretrained Mobilenet features. Each client k picks a clusterm at
random, and augments its data with ones from the cluster:
Dˆk ← Dk ∪ {(xi ,yi ) ∼ Dbkgm }α · |Dk |i=1 (7)
where α ≥ 0 controls the degree of mix. We use M=100 for PIPA
andM=500 for OpenImages.
9.2 Evaluation
We evaluate the proposed mitigation strategies by measuring the
adversary’s performance against our countermeasures. For sim-
plicity, we constrain the analysis to the closed-world identification
attack on the random splits, where the adversary’s performance is
strongest (Section 8.2).
We evaluate the strategies in terms of trade-off between privacy
(reduction in adversary’s performance) and utility (decentralized
learning performance). As in Section 8.2, we measure the adver-
sary’s performance as increase over chance-level AP scores. We
measure utility by collaborative multilabel classification AP scores,
normalized to have utility=1.0 when no mitigation takes place.
For each mitigation strategy, multiple hyperparameters are con-
sidered. For noise, we consider Gaussian noise with µ = 0 and
σ 2 ∈ {10−2, 10−1, 100, 101, 102}. For bkg-repl, we use α ∈ {0.0,
0.25, 0.50, 0.75, 1.0}. For rand-aug and mm-aug, we use α ∈ {0.0,
0.5, 1.0, 2.0}.
We present evaluation for our strategies in Figure 11. Better mit-
igation strategies have curves towards the top-left corners in each
plot (high privacy, high utility). We observe: (i) the noise baseline
decreases utility severely at a small gain in privacy; (ii) replacing
data with background samples (bkg-repl) is a good alternative
strategy: we have both higher privacy and utility than noise. How-
ever, when Dbkg contains a domain-shift or non-representative
examples for training, this impacts utility. This can be observed
in PIPA, where it achieves 0.75x utility since the user data is no
longer used; (iii) the augmentation-based strategies rand-aug and
mm-aug outperforms noise and bkg-repl in terms of utility and
privacy; (iv) for the mm-aug strategy, already at α = 0.5, we observe
a good combination of privacy and utility (75% decrease in adver-
sary’s AP in OpenImages, compared to 45% for rand-aug and 67%
for bkg-replace).
We find the strategy mm-aug offer themost effective and practical
operating points, requiring the user to perform minimal augmenta-
tion to achieve reasonable privacy. We remark that the utility for
mm-aug can be more than 1.0 even at higher privacy level. This is
due to the effect of additional data [27, 69]. This increased privacy
and utility comes at the cost of preparing a labeled dataset and
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increased training time (training set becomes (1+α)× bulky). How-
ever, this overhead will be less costly with increasingly powerful
devices and energy-efficient ML models for mobile devices [31, 62].
10 CONCLUSION
Wemake first steps towards addressing the linkability attacks in the
decentralized training setup. We have shown that our attack models
can exploit the user-specific data patterns in the communicated
model update signals to link two instances of the same user. The
established links open ways to other threats on user privacy. To
mitigate such attacks, we proposed calibrated domain-specific data
augmentation, which shows promising results of achieving privacy
with minimal impact to utility.
ACKNOWLEDGMENTS
This research was supported in part by the German Research Foun-
dation (DFG CRC 1223). We would like to thank Yang Zhang and
Kathrin Grosse for helpful feedback and discussions.
REFERENCES
[1] Martín Abadi, Paul Barham, Jianmin Chen, Zhifeng Chen, Andy Davis, Jeffrey
Dean, Matthieu Devin, Sanjay Ghemawat, Geoffrey Irving, Michael Isard, et al.
2016. TensorFlow: A System for Large-Scale Machine Learning.. In Symposium
on Operating Systems Design and Implementation (OSDI).
[2] Martín Abadi, Andy Chu, Ian Goodfellow, H Brendan McMahan, Ilya Mironov,
Kunal Talwar, and Li Zhang. 2016. Deep learning with differential privacy. In
Proceedings of the ACM SIGSAC Conference on Computer and Communications
Security (CCS).
[3] Sami Abu-El-Haija, Nisarg Kothari, Joonseok Lee, Paul Natsev, George Toderici,
Balakrishnan Varadarajan, and Sudheendra Vijayanarasimhan. 2016. Youtube-8m:
A large-scale video classification benchmark. arXiv preprint arXiv:1609.08675
(2016).
[4] Mishari Almishari and Gene Tsudik. 2012. Exploring linkability of user reviews.
In European Symposium on Research in Computer Security. Springer, 307–324.
[5] Monica Anderson. 2015. Technology device ownership, 2015. Pew Research Center.
[6] Michael Backes, Pascal Berrang, Anna Hecksteden, Mathias Humbert, Andreas
Keller, and Tim Meyer. 2016. Privacy in Epigenetics: Temporal Linkability of
MicroRNA Expression Profiles.. In USENIX Security Symposium. 1223–1240.
[7] Keith Bonawitz, Vladimir Ivanov, Ben Kreuter, Antonio Marcedone, H. Brendan
McMahan, Sarvar Patel, Daniel Ramage, Aaron Segal, and Karn Seth. 2017. Prac-
tical Secure Aggregation for Privacy Preserving Machine Learning. Cryptology
ePrint Archive, Report 2017/281. (2017). https://eprint.iacr.org/2017/281.
[8] Keith Bonawitz, Vladimir Ivanov, Ben Kreuter, Antonio Marcedone, H Brendan
McMahan, Sarvar Patel, Daniel Ramage, Aaron Segal, and Karn Seth. 2017. Practi-
cal Secure Aggregation for Privacy-Preserving Machine Learning. In Proceedings
of the ACM SIGSAC Conference on Computer and Communications Security (CCS).
ACM, 1175–1191.
[9] Raphael Bost, Raluca Ada Popa, Stephen Tu, and Shafi Goldwasser. 2015. Machine
learning classification over encrypted data.. In The Network and Distributed System
Security Symposium (NDSS), Vol. 4324. 4325.
[10] Jane Bromley, Isabelle Guyon, Yann LeCun, Eduard Säckinger, and Roopak Shah.
1994. Signature verification using a" siamese" time delay neural network. In
Advances in Neural Information Processing Systems (NIPS). 737–744.
[11] Alket Cecaj, Marco Mamei, and Franco Zambonelli. 2016. Re-identification and
information fusion between anonymized CDR and social network data. Journal
of Ambient Intelligence and Humanized Computing 7, 1 (2016), 83–96.
[12] François Chollet et al. 2015. Keras. https://keras.io. (2015).
[13] Sumit Chopra, Raia Hadsell, and Yann LeCun. 2005. Learning a similarity metric
discriminatively, with application to face verification. In Conference on Computer
Vision and Pattern Recognition (CVPR).
[14] Hung Dang, Yue Huang, and Ee-Chien Chang. 2017. Evading classifiers by
morphing in the dark. In Proceedings of the ACM SIGSAC Conference on Computer
and Communications Security (CCS). ACM, 119–133.
[15] Jeffrey Dean, Greg Corrado, Rajat Monga, Kai Chen, Matthieu Devin, Mark
Mao, Andrew Senior, Paul Tucker, Ke Yang, Quoc V Le, et al. 2012. Large scale
distributed deep networks. In Advances in Neural Information Processing Systems
(NIPS). 1223–1231.
[16] Jia Deng,Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. 2009. Imagenet:
A large-scale hierarchical image database. In Conference on Computer Vision and
Pattern Recognition (CVPR).
[17] Cynthia Dwork. 2006. Differential Privacy. In ICALP.
[18] Cynthia Dwork. 2008. Differential privacy: A survey of results. In International
Conference on Theory and Applications of Models of Computation. Springer, 1–19.
[19] Mark Everingham, Luc Van Gool, Christopher KI Williams, John Winn, and
Andrew Zisserman. 2010. The pascal visual object classes (voc) challenge. Inter-
national journal of computer vision (IJCV) 88, 2 (2010), 303–338.
[20] Olivier Fercoq, Zheng Qu, Peter Richtárik, and Martin Takáč. 2014. Fast dis-
tributed coordinate descent for non-strongly convex losses. In International
Workshop on Machine Learning for Signal Processing (MLSP). IEEE, 1–6.
[21] Matt Fredrikson, Somesh Jha, and Thomas Ristenpart. 2015. Model inversion
attacks that exploit confidence information and basic countermeasures. In Pro-
ceedings of the ACM SIGSACConference on Computer and Communications Security
(CCS). ACM, 1322–1333.
[22] Robin C Geyer, Tassilo Klein, and Moin Nabi. 2017. Differentially Private Feder-
ated Learning: A Client Level Perspective. InNIPSWorkshop on PrivateMulti-Party
Machine Learning.
[23] Ran Gilad-Bachrach, Nathan Dowlin, Kim Laine, Kristin Lauter, Michael Naehrig,
and John Wernsing. 2016. Cryptonets: Applying neural networks to encrypted
data with high throughput and accuracy. In International Conference on Machine
Learning. 201–210.
[24] Oana Goga, Howard Lei, Sree Hari Krishnan Parthasarathi, Gerald Friedland,
Robin Sommer, and Renata Teixeira. 2013. Exploiting innocuous activity for
correlating users across sites. In Proceedings of the 22nd international conference
on World Wide Web (WWW). ACM, 447–458.
[25] Oana Goga, Patrick Loiseau, Robin Sommer, Renata Teixeira, and Krishna P
Gummadi. 2015. On the reliability of profile matching across large online social
networks. In Proceedings of the 21th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining. ACM, 1799–1808.
[26] Thore Graepel, Kristin Lauter, and Michael Naehrig. 2012. ML confidential:
Machine learning on encrypted data. In International Conference on Information
Security and Cryptology. Springer, 1–21.
[27] Alon Halevy, Peter Norvig, and Fernando Pereira. 2009. The unreasonable
effectiveness of data. IEEE Intelligent Systems 24, 2 (2009), 8–12.
[28] Kaiming He, Georgia Gkioxari, Piotr Dollár, and Ross Girshick. 2017. Mask r-cnn.
In International Conference on Computer Vision (ICCV). IEEE, 2980–2988.
[29] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2016. Deep residual
learning for image recognition. In Conference on Computer Vision and Pattern
Recognition (CVPR).
[30] Briland Hitaj, Giuseppe Ateniese, and Fernando Perez-Cruz. 2017. Deep Models
Under the GAN: Information Leakage from Collaborative Deep Learning. In
Proceedings of the ACM SIGSAC Conference on Computer and Communications
Security (CCS).
[31] Andrew G Howard, Menglong Zhu, Bo Chen, Dmitry Kalenichenko, Weijun
Wang, Tobias Weyand, Marco Andreetto, and Hartwig Adam. 2017. Mobilenets:
Efficient convolutional neural networks for mobile vision applications. arXiv
preprint arXiv:1704.04861 (2017).
[32] Jonathan Huang, Vivek Rathod, Chen Sun, Menglong Zhu, Anoop Korattikara,
Alireza Fathi, Ian Fischer, Zbigniew Wojna, Yang Song, Sergio Guadarrama, et al.
2017. Speed/accuracy trade-offs for modern convolutional object detectors. In
Conference on Computer Vision and Pattern Recognition (CVPR).
[33] Pew Internet. 2018. Mobile Fact Sheet. http://www.pewinternet.org/fact-sheet/
mobile/. (2018). Accessed: 2018-05-04.
[34] Tereza Iofciu, Peter Fankhauser, Fabian Abel, and Kerstin Bischoff. 2011. Identi-
fying Users Across Social Tagging Systems.. In International AAAI Conference on
Web and Social Media (ICWSM).
[35] Jakub Konečny`, H Brendan McMahan, Felix X Yu, Peter Richtárik,
Ananda Theertha Suresh, and Dave Bacon. 2016. Federated learning:
Strategies for improving communication efficiency. In NIPS Workshop on Private
Multi-Party Machine Learning.
[36] Nitish Korula and Silvio Lattanzi. 2014. An efficient reconciliation algorithm for
social networks. Proceedings of the VLDB Endowment 7, 5 (2014), 377–388.
[37] Ivan Krasin, Tom Duerig, Neil Alldrin, Vittorio Ferrari, Sami Abu-El-Haija,
Alina Kuznetsova, Hassan Rom, Jasper Uijlings, Stefan Popov, Shahab Kamali,
Matteo Malloci, Jordi Pont-Tuset, Andreas Veit, Serge Belongie, Victor Gomes,
Abhinav Gupta, Chen Sun, Gal Chechik, David Cai, Zheyun Feng, Dhyanesh
Narayanan, and Kevin Murphy. 2017. OpenImages: A public dataset for large-
scale multi-label and multi-class image classification. Dataset available from
https://storage.googleapis.com/openimages/web/index.html (2017).
[38] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. 2012. Imagenet classifica-
tion with deep convolutional neural networks. In Advances in Neural Information
Processing Systems (NIPS).
[39] Sebastian Labitzke, Irina Taranu, and Hannes Hartenstein. 2011. What your
friends tell others about you: Low cost linkability of social network profiles. In
Proc. 5th International ACM Workshop on Social Network Mining and Analysis,
San Diego, CA, USA. 1065–1070.
[40] Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays, Pietro Perona, Deva
Ramanan, Piotr Dollár, and C Lawrence Zitnick. 2014. Microsoft coco: Common
13
objects in context. In European conference on computer vision (ECCV). Springer,
740–755.
[41] Jonathan Long, Evan Shelhamer, and Trevor Darrell. 2015. Fully convolutional
networks for semantic segmentation. In Conference on Computer Vision and
Pattern Recognition (CVPR).
[42] Chenxin Ma, Virginia Smith, Martin Jaggi, Michael I Jordan, Peter Richtárik, and
Martin Takáč. 2015. Adding vs. averaging in distributed primal-dual optimization.
In International Conference on Machine Learning (ICML).
[43] Laurens van der Maaten and Geoffrey Hinton. 2008. Visualizing data using t-SNE.
Journal of machine learning research (JMLR) 9, Nov (2008), 2579–2605.
[44] Iacopo Masi, Stephen Rawls, Gérard Medioni, and Prem Natarajan. 2016. Pose-
aware face recognition in the wild. In Conference on Computer Vision and Pattern
Recognition (CVPR).
[45] Ryan McDonald, Keith Hall, and Gideon Mann. 2010. Distributed training strate-
gies for the structured perceptron. In Human Language Technologies: The 2010
Annual Conference of the North American Chapter of the Association for Computa-
tional Linguistics. 456–464.
[46] Brendan McMahan and Daniel Ramage. 2017. Federated Learning: Collabo-
rative Machine Learning without Centralized Training Data. https://research.
googleblog.com/2017/04/federated-learning-collaborative.html. (2017). Accessed
January 21, 2018.
[47] H. Brendan McMahan, Eider Moore, Daniel Ramage, Seth Hampson, and
Blaise Agüera y Arcas. 2017. Communication-Efficient Learning of Deep Net-
works from Decentralized Data. In International Conference on Artificial Intelli-
gence and Statistics (AISTATS).
[48] H. Brendan McMahan, Daniel Ramage, Kunal Talwar, and Li Zhang. 2018. Learn-
ing Differentially Private Recurrent Language Models. In International Conference
on Learning Representations (ICLR).
[49] Carlton T Northern and Michael L Nelson. 2011. An unsupervised approach to
discovering and disambiguating social media profiles. In Proceedings of Mining
Data Semantics Workshop.
[50] Seong Joon Oh, Max Augustin, Bernt Schiele, and Mario Fritz. 2018. Towards
Reverse-Engineering Black-Box Neural Networks. In International Conference on
Learning Representations (ICLR).
[51] Seong Joon Oh, Rodrigo Benenson, Mario Fritz, and Bernt Schiele. 2016. Faceless
person recognition: Privacy implications in social media. In European Conference
on Computer Vision (ECCV). Springer, 19–35.
[52] Seong Joon Oh, Mario Fritz, and Bernt Schiele. 2017. Adversarial Image Pertur-
bation for Privacy Protection – A Game Theory Perspective. In International
Conference on Computer Vision (ICCV).
[53] Tribhuvanesh Orekondy, Mario Fritz, and Bernt Schiele. 2018. Connecting Pixels
to Privacy and Utility: Automatic Redaction of Private Information in Images. In
Conference on Computer Vision and Pattern Recognition (CVPR).
[54] Tribhuvanesh Orekondy, Bernt Schiele, and Mario Fritz. 2017. Towards a Vi-
sual Privacy Advisor: Understanding and Predicting Privacy Risks in Images. In
International Conference on Computer Vision (ICCV).
[55] Nicolas Papernot, Martín Abadi, Úlfar Erlingsson, Ian Goodfellow, and Kunal
Talwar. 2017. Semi-supervised knowledge transfer for deep learning from private
training data. In International Conference on Learning Representations (ICLR).
[56] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M.
Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cour-
napeau, M. Brucher, M. Perrot, and E. Duchesnay. 2011. Scikit-learn: Machine
Learning in Python. Journal of Machine Learning Research (JMLR) 12 (2011),
2825–2830.
[57] Daniele Perito, Claude Castelluccia, Mohamed Ali Kaafar, and Pere Manils. 2011.
How unique and traceable are usernames?. In International Symposium on Privacy
Enhancing Technologies Symposium. Springer, 1–17.
[58] Daniel Povey, Xiaohui Zhang, and Sanjeev Khudanpur. 2014. Parallel training of
deep neural networks with natural gradient and parameter averaging. In ICLR
Workshop track.
[59] Apostolos Pyrgelis, Carmela Troncoso, and Emiliano De Cristofaro. 2018. Knock
Knock, Who’s There? Membership Inference on Aggregate Location Data. In The
Network and Distributed System Security Symposium (NDSS).
[60] Joseph Redmon and Ali Farhadi. 2017. YOLO9000: better, faster, stronger. In
Conference on Computer Vision and Pattern Recognition (CVPR).
[61] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun. 2015. Faster r-cnn:
Towards real-time object detection with region proposal networks. In Advances
in Neural Information Processing Systems (NIPS).
[62] Mark Sandler, Andrew Howard, Menglong Zhu, Andrey Zhmoginov, and Liang-
Chieh Chen. 2018. Inverted Residuals and Linear Bottlenecks: Mobile Networks
for Classification, Detection and Segmentation. arXiv preprint arXiv:1801.04381
(2018).
[63] Zhiqiang Shen, Zhuang Liu, Jianguo Li, Yu-Gang Jiang, Yurong Chen, and Xi-
angyang Xue. 2017. Dsod: Learning deeply supervised object detectors from
scratch. In The IEEE International Conference on Computer Vision (ICCV).
[64] Rakshith Shetty, Bernt Schiele, and Mario Fritz. 2017. Author Attribute
Anonymity by Adversarial Training of Neural Machine Translation. arXiv
preprint arXiv:1711.01921 (2017).
[65] Reza Shokri and Vitaly Shmatikov. 2015. Privacy-preserving deep learning. In
Proceedings of the ACM SIGSAC Conference on Computer and Communications
Security (CCS).
[66] Reza Shokri, Marco Stronati, Congzheng Song, and Vitaly Shmatikov. 2017. Mem-
bership inference attacks againstmachine learningmodels. In Security and Privacy
(SP).
[67] Virginia Smith, Chao-Kai Chiang, Maziar Sanjabi, and Ameet S Talwalkar. 2017.
Federated Multi-Task Learning. In Advances in Neural Information Processing
Systems (NIPS). 4427–4437.
[68] Congzheng Song, Thomas Ristenpart, and Vitaly Shmatikov. 2017. Machine
Learning Models that Remember Too Much. In Proceedings of the ACM SIGSAC
Conference on Computer and Communications Security (CCS). ACM, 587–601.
[69] Chen Sun, Abhinav Shrivastava, Saurabh Singh, and Abhinav Gupta. 2017. Re-
visiting unreasonable effectiveness of data in deep learning era. In International
Conference on Computer Vision (ICCV).
[70] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet, Scott Reed, Dragomir
Anguelov, Dumitru Erhan, Vincent Vanhoucke, Andrew Rabinovich, et al. 2015.
Going deeper with convolutions. In Conference on Computer Vision and Pattern
Recognition (CVPR).
[71] Apple Differential Privacy Team. 2017. Learning with Privacy at Scale. https:
//machinelearning.apple.com/2017/12/06/learning-with-privacy-at-scale.html.
(2017). Accessed January 21, 2018.
[72] Andreas Veit, Neil Alldrin, Gal Chechik, Ivan Krasin, Abhinav Gupta, and Serge
Belongie. 2017. Learning from noisy large-scale datasets with minimal supervi-
sion. In Conference on Computer Vision and Pattern Recognition (CVPR).
[73] Jiang Wang, Yi Yang, Junhua Mao, Zhiheng Huang, Chang Huang, and Wei Xu.
2016. Cnn-rnn: A unified framework for multi-label image classification. In
Conference on Computer Vision and Pattern Recognition (CVPR). IEEE.
[74] Kilian Q Weinberger, John Blitzer, and Lawrence K Saul. 2006. Distance metric
learning for large margin nearest neighbor classification. In Advances in Neural
Information Processing Systems (NIPS). 1473–1480.
[75] Eric P Xing, Michael I Jordan, Stuart J Russell, and Andrew Y Ng. 2003. Distance
metric learning with application to clustering with side-information. In Advances
in Neural Information Processing Systems (NIPS). 521–528.
[76] Tianbao Yang. 2013. Trading computation for communication: Distributed sto-
chastic dual coordinate ascent. In Advances in Neural Information Processing
Systems (NIPS). 629–637.
[77] Andrew Chi-Chih Yao. 1986. How to generate and exchange secrets. In Founda-
tions of Computer Science, 1986., 27th Annual Symposium on. IEEE, 162–167.
[78] Ryo Yonetani, Vishnu Naresh Boddeti, Kris M Kitani, and Yoichi Sato. 2017.
Privacy-Preserving Visual Learning Using Doubly Permuted Homomorphic En-
cryption. In International Conference on Computer Vision (ICCV).
[79] Gae-won You, Seung-won Hwang, Zaiqing Nie, and Ji-Rong Wen. 2011. So-
cialsearch: enhancing entity search with social network matching. In Proceedings
of the 14th International Conference on Extending Database Technology. ACM,
515–519.
[80] Yang You, Zhao Zhang, CHsieh, James Demmel, and Kurt Keutzer. 2017. ImageNet
training in minutes. CoRR, abs/1709.05011 (2017).
[81] Matthew D Zeiler and Rob Fergus. 2014. Visualizing and understanding convo-
lutional networks. In European conference on computer vision (ECCV). Springer,
818–833.
[82] Ning Zhang, Manohar Paluri, Yaniv Taigman, Rob Fergus, and Lubomir Bourdev.
2015. Beyond Frontal Faces: Improving Person Recognition Using Multiple Cues.
In Conference on Computer Vision and Pattern Recognition (CVPR).
[83] Liang Zheng, Hengheng Zhang, Shaoyan Sun, Manmohan Chandraker, and Qi
Tian. 2017. Person re-identification in the wild. In Conference on Computer Vision
and Pattern Recognition (CVPR).
14
Appendices
A MODEL ARCHITECTURES
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<latexit sha1_b ase64="mMMeQWxgIY1Fk/jS1B3wI7 TVW3A=">AAACMHicbVDLTgIxFG3x hYgKunQzkZi4IjPGqEsSXbjERB4JM 5JO6UBDH5O2o8EJ/+FWP8Gv0ZVx61 fYgVkIeJImp+fce3t7wphRbVz3Exb W1jc2t4rbpZ3y7t5+pXrQ1jJRmLS wZFJ1Q6QJo4K0DDWMdGNFEA8Z6YTj 68zvPBKlqRT3ZhKTgKOhoBHFyFjpw b8hzCA/5OnTtE/7lZpbd2dwVomXk xrI0exXYdkfSJxwIgxmSOue58YmSJ EyFDMyLfmJJjHCYzQkPUsF4kQH6Wz tqXNilYETSWWPMM5M/duRIq71hIe2 kiMz0steJv7n9RITXQUpFXFiiMDz h6KEOUY6WQbOgCqCDZtYgrCidlcHj 5BC2NikFiZpHKTZ/Bg9y4XfpCFful vB5uctp7VK2md1z617d+e1xkWeZBE cgWNwCjxwCRrgFjRBC2CgwAt4BW/ wHX7AL/g9Ly3AvOcQLAD+/AJZ7KpS </latexit><latexit sha1_b ase64="mMMeQWxgIY1Fk/jS1B3wI7 TVW3A=">AAACMHicbVDLTgIxFG3x hYgKunQzkZi4IjPGqEsSXbjERB4JM 5JO6UBDH5O2o8EJ/+FWP8Gv0ZVx61 fYgVkIeJImp+fce3t7wphRbVz3Exb W1jc2t4rbpZ3y7t5+pXrQ1jJRmLS wZFJ1Q6QJo4K0DDWMdGNFEA8Z6YTj 68zvPBKlqRT3ZhKTgKOhoBHFyFjpw b8hzCA/5OnTtE/7lZpbd2dwVomXk xrI0exXYdkfSJxwIgxmSOue58YmSJ EyFDMyLfmJJjHCYzQkPUsF4kQH6Wz tqXNilYETSWWPMM5M/duRIq71hIe2 kiMz0steJv7n9RITXQUpFXFiiMDz h6KEOUY6WQbOgCqCDZtYgrCidlcHj 5BC2NikFiZpHKTZ/Bg9y4XfpCFful vB5uctp7VK2md1z617d+e1xkWeZBE cgWNwCjxwCRrgFjRBC2CgwAt4BW/ wHX7AL/g9Ly3AvOcQLAD+/AJZ7KpS </latexit><latexit sha1_b ase64="mMMeQWxgIY1Fk/jS1B3wI7 TVW3A=">AAACMHicbVDLTgIxFG3x hYgKunQzkZi4IjPGqEsSXbjERB4JM 5JO6UBDH5O2o8EJ/+FWP8Gv0ZVx61 fYgVkIeJImp+fce3t7wphRbVz3Exb W1jc2t4rbpZ3y7t5+pXrQ1jJRmLS wZFJ1Q6QJo4K0DDWMdGNFEA8Z6YTj 68zvPBKlqRT3ZhKTgKOhoBHFyFjpw b8hzCA/5OnTtE/7lZpbd2dwVomXk xrI0exXYdkfSJxwIgxmSOue58YmSJ EyFDMyLfmJJjHCYzQkPUsF4kQH6Wz tqXNilYETSWWPMM5M/duRIq71hIe2 kiMz0steJv7n9RITXQUpFXFiiMDz h6KEOUY6WQbOgCqCDZtYgrCidlcHj 5BC2NikFiZpHKTZ/Bg9y4XfpCFful vB5uctp7VK2md1z617d+e1xkWeZBE cgWNwCjxwCRrgFjRBC2CgwAt4BW/ wHX7AL/g9Ly3AvOcQLAD+/AJZ7KpS </latexit><latexit sha1_b ase64="mMMeQWxgIY1Fk/jS1B3wI7 TVW3A=">AAACMHicbVDLTgIxFG3x hYgKunQzkZi4IjPGqEsSXbjERB4JM 5JO6UBDH5O2o8EJ/+FWP8Gv0ZVx61 fYgVkIeJImp+fce3t7wphRbVz3Exb W1jc2t4rbpZ3y7t5+pXrQ1jJRmLS wZFJ1Q6QJo4K0DDWMdGNFEA8Z6YTj 68zvPBKlqRT3ZhKTgKOhoBHFyFjpw b8hzCA/5OnTtE/7lZpbd2dwVomXk xrI0exXYdkfSJxwIgxmSOue58YmSJ EyFDMyLfmJJjHCYzQkPUsF4kQH6Wz tqXNilYETSWWPMM5M/duRIq71hIe2 kiMz0steJv7n9RITXQUpFXFiiMDz h6KEOUY6WQbOgCqCDZtYgrCidlcHj 5BC2NikFiZpHKTZ/Bg9y4XfpCFful vB5uctp7VK2md1z617d+e1xkWeZBE cgWNwCjxwCRrgFjRBC2CgwAt4BW/ wHX7AL/g9Ly3AvOcQLAD+/AJZ7KpS </latexit>
FC-U
Softmax
P[ui]
<latexit sha1_b ase64="g6j7oQqGSbRS1cnMSAm7tls mWKE=">AAACOHicbVC7TsMwFHV4llK gBTaWiAqJqUoQAsZKLIxFog8piSLb dVqrthPZDlIb5V9Y4RP4EzY2xMoX4L QZaMuVLB2fc+/18UEJo0o7zoe1sbm 1vbNb2avu1w4Oj+qN456KU4lJF8csl gMEFWFUkK6mmpFBIgnkiJE+mtwXev+ ZSEVj8aSnCQk4HAkaUQy1ocL6qc+h HiOUdXLPRzxL85AGYb3ptJx52evALU ETlNUJG1bNH8Y45URozKBSnuskOsi g1BQzklf9VJEE4gkcEc9AATlRQTa3n 9sXhhnaUSzNEdqes38nMsiVmnJkOgu zalUryP80L9XRXZBRkaSaCLx4KEqZ rWO7yMIeUkmwZlMDIJbUeLXxGEqItU lsaZPCQVbsT+AsXvpNhvjK3RAmP3c 1rXXQu2q5Tst9vG62b8okK+AMnINL4 IJb0AYPoAO6AIMZeAGv4M16tz6tL+t 70bphlTMnYKmsn19D5q1B</latexi t><latexit sha1_b ase64="g6j7oQqGSbRS1cnMSAm7tls mWKE=">AAACOHicbVC7TsMwFHV4llK gBTaWiAqJqUoQAsZKLIxFog8piSLb dVqrthPZDlIb5V9Y4RP4EzY2xMoX4L QZaMuVLB2fc+/18UEJo0o7zoe1sbm 1vbNb2avu1w4Oj+qN456KU4lJF8csl gMEFWFUkK6mmpFBIgnkiJE+mtwXev+ ZSEVj8aSnCQk4HAkaUQy1ocL6qc+h HiOUdXLPRzxL85AGYb3ptJx52evALU ETlNUJG1bNH8Y45URozKBSnuskOsi g1BQzklf9VJEE4gkcEc9AATlRQTa3n 9sXhhnaUSzNEdqes38nMsiVmnJkOgu zalUryP80L9XRXZBRkaSaCLx4KEqZ rWO7yMIeUkmwZlMDIJbUeLXxGEqItU lsaZPCQVbsT+AsXvpNhvjK3RAmP3c 1rXXQu2q5Tst9vG62b8okK+AMnINL4 IJb0AYPoAO6AIMZeAGv4M16tz6tL+t 70bphlTMnYKmsn19D5q1B</latexi t><latexit sha1_b ase64="g6j7oQqGSbRS1cnMSAm7tls mWKE=">AAACOHicbVC7TsMwFHV4llK gBTaWiAqJqUoQAsZKLIxFog8piSLb dVqrthPZDlIb5V9Y4RP4EzY2xMoX4L QZaMuVLB2fc+/18UEJo0o7zoe1sbm 1vbNb2avu1w4Oj+qN456KU4lJF8csl gMEFWFUkK6mmpFBIgnkiJE+mtwXev+ ZSEVj8aSnCQk4HAkaUQy1ocL6qc+h HiOUdXLPRzxL85AGYb3ptJx52evALU ETlNUJG1bNH8Y45URozKBSnuskOsi g1BQzklf9VJEE4gkcEc9AATlRQTa3n 9sXhhnaUSzNEdqes38nMsiVmnJkOgu zalUryP80L9XRXZBRkaSaCLx4KEqZ rWO7yMIeUkmwZlMDIJbUeLXxGEqItU lsaZPCQVbsT+AsXvpNhvjK3RAmP3c 1rXXQu2q5Tst9vG62b8okK+AMnINL4 IJb0AYPoAO6AIMZeAGv4M16tz6tL+t 70bphlTMnYKmsn19D5q1B</latexi t><latexit sha1_b ase64="g6j7oQqGSbRS1cnMSAm7tls mWKE=">AAACOHicbVC7TsMwFHV4llK gBTaWiAqJqUoQAsZKLIxFog8piSLb dVqrthPZDlIb5V9Y4RP4EzY2xMoX4L QZaMuVLB2fc+/18UEJo0o7zoe1sbm 1vbNb2avu1w4Oj+qN456KU4lJF8csl gMEFWFUkK6mmpFBIgnkiJE+mtwXev+ ZSEVj8aSnCQk4HAkaUQy1ocL6qc+h HiOUdXLPRzxL85AGYb3ptJx52evALU ETlNUJG1bNH8Y45URozKBSnuskOsi g1BQzklf9VJEE4gkcEc9AATlRQTa3n 9sXhhnaUSzNEdqes38nMsiVmnJkOgu zalUryP80L9XRXZBRkaSaCLx4KEqZ rWO7yMIeUkmwZlMDIJbUeLXxGEqItU lsaZPCQVbsT+AsXvpNhvjK3RAmP3c 1rXXQu2q5Tst9vG62b8okK+AMnINL4 IJb0AYPoAO6AIMZeAGv4M16tz6tL+t 70bphlTMnYKmsn19D5q1B</latexi t>
(a) MLP model for Identifi-
cation Attack (Section 6.1)
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<latexit sha1_base64="mMMeQWxgIY1F k/jS1B3wI7TVW3A=">AAACMHicbVDLTgIxFG3xhYgKunQzkZi4IjPGqEsSXbjERB4JM 5JO6UBDH5O2o8EJ/+FWP8Gv0ZVx61fYgVkIeJImp+fce3t7wphRbVz3ExbW1jc2t4r bpZ3y7t5+pXrQ1jJRmLSwZFJ1Q6QJo4K0DDWMdGNFEA8Z6YTj68zvPBKlqRT3ZhKTgK OhoBHFyFjpwb8hzCA/5OnTtE/7lZpbd2dwVomXkxrI0exXYdkfSJxwIgxmSOue58YmS JEyFDMyLfmJJjHCYzQkPUsF4kQH6WztqXNilYETSWWPMM5M/duRIq71hIe2kiMz0ste Jv7n9RITXQUpFXFiiMDzh6KEOUY6WQbOgCqCDZtYgrCidlcHj5BC2NikFiZpHKTZ/B g9y4XfpCFfulvB5uctp7VK2md1z617d+e1xkWeZBEcgWNwCjxwCRrgFjRBC2CgwAt4B W/wHX7AL/g9Ly3AvOcQLAD+/AJZ7KpS</latexit><latexit sha1_base64="mMMeQWxgIY1F k/jS1B3wI7TVW3A=">AAACMHicbVDLTgIxFG3xhYgKunQzkZi4IjPGqEsSXbjERB4JM 5JO6UBDH5O2o8EJ/+FWP8Gv0ZVx61fYgVkIeJImp+fce3t7wphRbVz3ExbW1jc2t4r bpZ3y7t5+pXrQ1jJRmLSwZFJ1Q6QJo4K0DDWMdGNFEA8Z6YTj68zvPBKlqRT3ZhKTgK OhoBHFyFjpwb8hzCA/5OnTtE/7lZpbd2dwVomXkxrI0exXYdkfSJxwIgxmSOue58YmS JEyFDMyLfmJJjHCYzQkPUsF4kQH6WztqXNilYETSWWPMM5M/duRIq71hIe2kiMz0ste Jv7n9RITXQUpFXFiiMDzh6KEOUY6WQbOgCqCDZtYgrCidlcHj5BC2NikFiZpHKTZ/B g9y4XfpCFfulvB5uctp7VK2md1z617d+e1xkWeZBEcgWNwCjxwCRrgFjRBC2CgwAt4B W/wHX7AL/g9Ly3AvOcQLAD+/AJZ7KpS</latexit><latexit sha1_base64="mMMeQWxgIY1F k/jS1B3wI7TVW3A=">AAACMHicbVDLTgIxFG3xhYgKunQzkZi4IjPGqEsSXbjERB4JM 5JO6UBDH5O2o8EJ/+FWP8Gv0ZVx61fYgVkIeJImp+fce3t7wphRbVz3ExbW1jc2t4r bpZ3y7t5+pXrQ1jJRmLSwZFJ1Q6QJo4K0DDWMdGNFEA8Z6YTj68zvPBKlqRT3ZhKTgK OhoBHFyFjpwb8hzCA/5OnTtE/7lZpbd2dwVomXkxrI0exXYdkfSJxwIgxmSOue58YmS JEyFDMyLfmJJjHCYzQkPUsF4kQH6WztqXNilYETSWWPMM5M/duRIq71hIe2kiMz0ste Jv7n9RITXQUpFXFiiMDzh6KEOUY6WQbOgCqCDZtYgrCidlcHj5BC2NikFiZpHKTZ/B g9y4XfpCFfulvB5uctp7VK2md1z617d+e1xkWeZBEcgWNwCjxwCRrgFjRBC2CgwAt4B W/wHX7AL/g9Ly3AvOcQLAD+/AJZ7KpS</latexit><latexit sha1_base64="mMMeQWxgIY1F k/jS1B3wI7TVW3A=">AAACMHicbVDLTgIxFG3xhYgKunQzkZi4IjPGqEsSXbjERB4JM 5JO6UBDH5O2o8EJ/+FWP8Gv0ZVx61fYgVkIeJImp+fce3t7wphRbVz3ExbW1jc2t4r bpZ3y7t5+pXrQ1jJRmLSwZFJ1Q6QJo4K0DDWMdGNFEA8Z6YTj68zvPBKlqRT3ZhKTgK OhoBHFyFjpwb8hzCA/5OnTtE/7lZpbd2dwVomXkxrI0exXYdkfSJxwIgxmSOue58YmS JEyFDMyLfmJJjHCYzQkPUsF4kQH6WztqXNilYETSWWPMM5M/duRIq71hIe2kiMz0ste Jv7n9RITXQUpFXFiiMDzh6KEOUY6WQbOgCqCDZtYgrCidlcHj5BC2NikFiZpHKTZ/B g9y4XfpCFfulvB5uctp7VK2md1z617d+e1xkWeZBEcgWNwCjxwCRrgFjRBC2CgwAt4B W/wHX7AL/g9Ly3AvOcQLAD+/AJZ7KpS</latexit>
Dwj
<latexit sha1_base64="zpvYRFIt2UcD JAGDOhryHgGdJ2E=">AAACMHicbVDLTgIxFG19IqKCLt1MJCauyIwx6pJEFy4xkUfC jKRTOlDpY9J2NDjhP9zqJ/g1ujJu/Qo7MAsBT9Lk9Jx7b29PGDOqjet+wpXVtfWNzc JWcbu0s7tXruy3tEwUJk0smVSdEGnCqCBNQw0jnVgRxENG2uHoKvPbj0RpKsWdGcck 4GggaEQxMla6968JM8gPefo06T30ylW35k7hLBMvJ1WQo9GrwJLflzjhRBjMkNZdz4 1NkCJlKGZkUvQTTWKER2hAupYKxIkO0unaE+fYKn0nksoeYZyp+rcjRVzrMQ9tJUdmq Be9TPzP6yYmugxSKuLEEIFnD0UJc4x0sgycPlUEGza2BGFF7a4OHiKFsLFJzU3SOEi z+TF6lnO/SUO+cLeCzc9bTGuZtE5rnlvzbs+q9fM8yQI4BEfgBHjgAtTBDWiAJsBAg RfwCt7gO/yAX/B7VroC854DMAf48wtbq6pT</latexit><latexit sha1_base64="zpvYRFIt2UcD JAGDOhryHgGdJ2E=">AAACMHicbVDLTgIxFG19IqKCLt1MJCauyIwx6pJEFy4xkUfC jKRTOlDpY9J2NDjhP9zqJ/g1ujJu/Qo7MAsBT9Lk9Jx7b29PGDOqjet+wpXVtfWNzc JWcbu0s7tXruy3tEwUJk0smVSdEGnCqCBNQw0jnVgRxENG2uHoKvPbj0RpKsWdGcck 4GggaEQxMla6968JM8gPefo06T30ylW35k7hLBMvJ1WQo9GrwJLflzjhRBjMkNZdz4 1NkCJlKGZkUvQTTWKER2hAupYKxIkO0unaE+fYKn0nksoeYZyp+rcjRVzrMQ9tJUdmq Be9TPzP6yYmugxSKuLEEIFnD0UJc4x0sgycPlUEGza2BGFF7a4OHiKFsLFJzU3SOEi z+TF6lnO/SUO+cLeCzc9bTGuZtE5rnlvzbs+q9fM8yQI4BEfgBHjgAtTBDWiAJsBAg RfwCt7gO/yAX/B7VroC854DMAf48wtbq6pT</latexit><latexit sha1_base64="zpvYRFIt2UcD JAGDOhryHgGdJ2E=">AAACMHicbVDLTgIxFG19IqKCLt1MJCauyIwx6pJEFy4xkUfC jKRTOlDpY9J2NDjhP9zqJ/g1ujJu/Qo7MAsBT9Lk9Jx7b29PGDOqjet+wpXVtfWNzc JWcbu0s7tXruy3tEwUJk0smVSdEGnCqCBNQw0jnVgRxENG2uHoKvPbj0RpKsWdGcck 4GggaEQxMla6968JM8gPefo06T30ylW35k7hLBMvJ1WQo9GrwJLflzjhRBjMkNZdz4 1NkCJlKGZkUvQTTWKER2hAupYKxIkO0unaE+fYKn0nksoeYZyp+rcjRVzrMQ9tJUdmq Be9TPzP6yYmugxSKuLEEIFnD0UJc4x0sgycPlUEGza2BGFF7a4OHiKFsLFJzU3SOEi z+TF6lnO/SUO+cLeCzc9bTGuZtE5rnlvzbs+q9fM8yQI4BEfgBHjgAtTBDWiAJsBAg RfwCt7gO/yAX/B7VroC854DMAf48wtbq6pT</latexit><latexit sha1_base64="zpvYRFIt2UcD JAGDOhryHgGdJ2E=">AAACMHicbVDLTgIxFG19IqKCLt1MJCauyIwx6pJEFy4xkUfC jKRTOlDpY9J2NDjhP9zqJ/g1ujJu/Qo7MAsBT9Lk9Jx7b29PGDOqjet+wpXVtfWNzc JWcbu0s7tXruy3tEwUJk0smVSdEGnCqCBNQw0jnVgRxENG2uHoKvPbj0RpKsWdGcck 4GggaEQxMla6968JM8gPefo06T30ylW35k7hLBMvJ1WQo9GrwJLflzjhRBjMkNZdz4 1NkCJlKGZkUvQTTWKER2hAupYKxIkO0unaE+fYKn0nksoeYZyp+rcjRVzrMQ9tJUdmq Be9TPzP6yYmugxSKuLEEIFnD0UJc4x0sgycPlUEGza2BGFF7a4OHiKFsLFJzU3SOEi z+TF6lnO/SUO+cLeCzc9bTGuZtE5rnlvzbs+q9fM8yQI4BEfgBHjgAtTBDWiAJsBAg RfwCt7gO/yAX/B7VroC854DMAf48wtbq6pT</latexit>
P[ui = uj]
<latexit sha1_base64="q6/DLIRjKiR tRYEM7g8DZCDS0qM=">AAACOXicbVDLSgMxFM3UV61VW8WVm2ARXJUZEXUjFNy4rGA f0A5DJs20sZnMkIdQQz/GrX6CX+LSnbj1B8y0s7CtFwIn59x7c3LClFGpXPfDKaytb 2xuFbdLO+Xdvf1K9aAtEy0waeGEJaIbIkkY5aSlqGKkmwqC4pCRTji+zfTOExGSJvx BTVLix2jIaUQxUpYKKkf9GKlRGJrmtKcDCm+gDh79oFJz6+6s4CrwclADeTWDqlPuD xKsY8IVZkjKnuemyjdIKIoZmZb6WpIU4TEakp6FHMVE+mbmfwpPLTOAUSLs4QrO2L8 TBsVSTuLQdmZu5bKWkf9pPa2ia99QnmpFOJ4/FGkGVQKzMOCACoIVm1iAsKDWK8QjJ BBWNrKFTRL7Jtufoudk4TcmjJfulrD5ectprYL2ed1z6979Ra1xmSdZBMfgBJwBD1y BBrgDTdACGBjwAl7Bm/PufDpfzve8teDkM4dgoZyfX7gHrOM=</latexit><latexit sha1_base64="q6/DLIRjKiR tRYEM7g8DZCDS0qM=">AAACOXicbVDLSgMxFM3UV61VW8WVm2ARXJUZEXUjFNy4rGA f0A5DJs20sZnMkIdQQz/GrX6CX+LSnbj1B8y0s7CtFwIn59x7c3LClFGpXPfDKaytb 2xuFbdLO+Xdvf1K9aAtEy0waeGEJaIbIkkY5aSlqGKkmwqC4pCRTji+zfTOExGSJvx BTVLix2jIaUQxUpYKKkf9GKlRGJrmtKcDCm+gDh79oFJz6+6s4CrwclADeTWDqlPuD xKsY8IVZkjKnuemyjdIKIoZmZb6WpIU4TEakp6FHMVE+mbmfwpPLTOAUSLs4QrO2L8 TBsVSTuLQdmZu5bKWkf9pPa2ia99QnmpFOJ4/FGkGVQKzMOCACoIVm1iAsKDWK8QjJ BBWNrKFTRL7Jtufoudk4TcmjJfulrD5ectprYL2ed1z6979Ra1xmSdZBMfgBJwBD1y BBrgDTdACGBjwAl7Bm/PufDpfzve8teDkM4dgoZyfX7gHrOM=</latexit><latexit sha1_base64="q6/DLIRjKiR tRYEM7g8DZCDS0qM=">AAACOXicbVDLSgMxFM3UV61VW8WVm2ARXJUZEXUjFNy4rGA f0A5DJs20sZnMkIdQQz/GrX6CX+LSnbj1B8y0s7CtFwIn59x7c3LClFGpXPfDKaytb 2xuFbdLO+Xdvf1K9aAtEy0waeGEJaIbIkkY5aSlqGKkmwqC4pCRTji+zfTOExGSJvx BTVLix2jIaUQxUpYKKkf9GKlRGJrmtKcDCm+gDh79oFJz6+6s4CrwclADeTWDqlPuD xKsY8IVZkjKnuemyjdIKIoZmZb6WpIU4TEakp6FHMVE+mbmfwpPLTOAUSLs4QrO2L8 TBsVSTuLQdmZu5bKWkf9pPa2ia99QnmpFOJ4/FGkGVQKzMOCACoIVm1iAsKDWK8QjJ BBWNrKFTRL7Jtufoudk4TcmjJfulrD5ectprYL2ed1z6979Ra1xmSdZBMfgBJwBD1y BBrgDTdACGBjwAl7Bm/PufDpfzve8teDkM4dgoZyfX7gHrOM=</latexit><latexit sha1_base64="q6/DLIRjKiR tRYEM7g8DZCDS0qM=">AAACOXicbVDLSgMxFM3UV61VW8WVm2ARXJUZEXUjFNy4rGA f0A5DJs20sZnMkIdQQz/GrX6CX+LSnbj1B8y0s7CtFwIn59x7c3LClFGpXPfDKaytb 2xuFbdLO+Xdvf1K9aAtEy0waeGEJaIbIkkY5aSlqGKkmwqC4pCRTji+zfTOExGSJvx BTVLix2jIaUQxUpYKKkf9GKlRGJrmtKcDCm+gDh79oFJz6+6s4CrwclADeTWDqlPuD xKsY8IVZkjKnuemyjdIKIoZmZb6WpIU4TEakp6FHMVE+mbmfwpPLTOAUSLs4QrO2L8 TBsVSTuLQdmZu5bKWkf9pPa2ia99QnmpFOJ4/FGkGVQKzMOCACoIVm1iAsKDWK8QjJ BBWNrKFTRL7Jtufoudk4TcmjJfulrD5ectprYL2ed1z6979Ra1xmSdZBMfgBJwBD1y BBrgDTdACGBjwAl7Bm/PufDpfzve8teDkM4dgoZyfX7gHrOM=</latexit>
(b) Siamese model for
Matching Attack (Section
6.2)
Figure 12: Architectures of linkability attack models dis-
cussed in Section 6. Dotted lines indicate shared layers.
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