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of other classes of 2-D systems). As in typical 1-D systems, another fundamental problem in 2-D systems is performance analysis.
This paper addresses the problem of determining the H ∞ and H 2 norms of 2-D mixed continuous-discrete-time systems. The first contribution is to propose a novel approach based on the use of complex Lyapunov functions with even rational parametric dependence, which searches for upper bounds on the sought norms via linear matrix inequalities (LMIs). The second contribution is to show that the upper bounds provided are nonconservative by using Lyapunov functions in the chosen class with sufficiently large degree. The third contribution is to provide conditions for establishing the tightness of the upper bounds. Such conditions are necessary and sufficient in the case of the H ∞ norm, and necessary in the case of the H 2 norm. The fourth contribution of the paper is to show how the numerical complexity of the proposed approach can be significantly reduced by proposing a new necessary and sufficient LMI condi tion for establishing positive semidefiniteness of even Hermitian matrix polynomials. This result is also exploited to derive an improved necessary and sufficient LMI condition for establishing exponential stability of 2-D mixed continuous-discretetime systems. Some numerical examples illustrate the proposed approach and its advantages over existing methods. The LMI problems are solved with the toolbox SeDuMi [23] for Matlab on a standard computer (Windows 7, Intel Core 2, 3 GHz, 4 GB Ram).
The contribution of this paper with respect to the existing literature is to propose for the first time nonconservative LMI methods for determining the H ∞ and H 2 norms of 2-D mixed continuous-discrete-time systems. Indeed, the computation of the H ∞ and H 2 norms has been investigated in [18] , [19] via LMIs, however these conditions are only sufficient. Also, an LMI method based on the use of polynomial Lyapunov functions has been proposed in [7] for stability analysis and for the computation of the H ∞ norm. However, while this method is nonconservative for stability analysis, it can be conservative for the computation of the H ∞ norm (see Example 2 in this paper). Moreover, the numerical complexity of the LMI method in [7] is significantly larger than that of the novel approach proposed here (see Example 2 in this paper).
This paper extends the preliminary conference version [8] by adding Theorem 1 (complexity reduction), Theorem 3 (construction of upper bounds on the H 2 norm), Theorem 5 (asymptotical nonconservatism of the upper bound on the H 2 norm), 0018 -9286 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
Theorem 6 (tightness of the upper bound on the H ∞ norm), Theorem 7 (tightness of the upper bound on the H 2 norm), and Corollary 1 (improved stability condition). The paper is organized as follows. Section II provides the problem formulation. Section III investigates positive semidefiniteness of Hermitian matrix functions. Section IV addresses the construction of the upper bounds on the H ∞ and H 2 norms. Section V analyzes the conservatism of these upper bounds. Section VI provides the improved condition for exponential stability. Lastly, Section VII concludes the paper with some final remarks.
II. PROBLEM FORMULATION Notation:
-R, C: real and complex number sets; -j: imaginary unit; -I: identity matrix (of size specified by the context); - Let us consider the 2-D mixed continuous-discrete-time system described by
where x c ∈ R n c and x d ∈ R n d are the continuous and discrete states, the scalars t and k are independent variables, u ∈ R n u and y ∈ R n y are the input and output, and
are given matrices. The system (1) is said to be exponentially stable if there exist β > 0 and γ > 0 such that
for all initial conditions
See [17] , [25] for details on this definition and for alternative ones.
The H ∞ norm of (1) is known to be equal to its L 2 gain, which is given by
where · L 2 is the L 2 norm defined as
The H 2 norm of (1) is defined as
where g(t, k, l) is the response of the system (1) due to an impulse applied at k = 0 to the l-th channel, i.e., the solution of y(t, k) for null initial conditions and u(t, k) given by
where δ(t) is the Dirac function and b(l) is the l-th canonical basis vector in R n u . Problems 1 and 2: The problems addressed in this paper consist of determining the H ∞ norm (Problem 1) and the H 2 norm (Problem 2) of the system (1), i.e., γ ∞ and γ 2 .
III. SEMIDEFINITE HERMITIAN MATRIX POLYNOMIALS
In this section we introduce some preliminary results that will be exploited in the next sections for establishing whether a Hermitian matrix polynomial is positive semidefinite.
Let us start by introducing the following definition. For a complex matrix function M :
and we say that M (ω) is odd if
It follows that a complex matrix function M : R → C n 1 ×n 2 can be decomposed as:
where the complex matrix functions M even , M odd : R → C n 1 ×n 2 are even and odd, respectively. In particular, one has
Let us define the set of Hermitian matrix polynomials
Let us write M ∈ P(n) as
where M R , M I : R → R n×n are matrix polynomials with the property
Let us define Φ :
where
From [4] and [7] , one has that
if and only if
The condition (18) amounts to solving an LMI feasibility test. Indeed, let d be the smallest integer such that deg(M ) ≤ 2d, and let us express Φ(M (ω)) according to the square matrix representation (SMR) of matrix polynomials [4] [5] [6] as
where b(ω) ∈ R σ is a vector whose entries are the monomials in ω of degree less than or equal to d with
K ∈ R σς×σς is a symmetric matrix that satisfies
and α ∈ R τ is a free vector where the quantity τ is the dimension of L given by
One has that (18) holds if and only if there exists α ∈ R τ satisfying the LMI
The number of LMI scalar variables in (24) is given by the dimension of the vector α, i.e., τ . In what follows we will propose a new necessary and sufficient LMI condition for establishing positive semidefiniteness of even Hermitian matrix polynomials, whose number of LMI scalar variables is significantly smaller than that of (24) . Indeed, let us define the set
One can write M ∈ P even (n) as
whereM R ,M I : R → R n×n are matrix polynomials. It follows that:
Let us express Φ(M (ω)) in (27) as
where b(ω) and K are as in (19) , and
where L is as in (22) and E is defined as follows:
is an odd power of ω} (30) where
• otherwise
is an odd power of ω and l = 1
is an even power of ω and l = 2} (32)
The vector α even ∈ R τ even is free, and τ even is the dimension of L even .
The following result provides a necessary and sufficient LMI condition for establishing whether M ∈ P even (n) is positive semidefinite over R, whose number of LMI scalar variables is significantly reduced with respect to the LMI (24) .
Theorem 1: Let M ∈ P even (n). Then, (17), (18) and (24) are equivalent to the existence of α even ∈ R τ even satisfying the LMI
Proof: "⇐" Suppose that there exists α even satisfying (34). Then, there exists α satisfying (24) because L even (α even ) parametrizes L even , which is a subset of the matrices parametrized by L(α), i.e., L.
"⇒" Suppose that there exists α satisfying (24) . From (29), there are two cases:
Hence, let us consider the case where L(α) ∈ L even . Let us observe that, ifM I (ω) = 0 for some ω ∈ R, one can choose without loss of generality α such that L(α) has the structure of E in (33) due to the definition of
σς×σς is a symmetric matrix such that
and the operator "•" denotes the Hadamard product. Since the diagonal blocks ofL are null, and since the possible non-zero blocks ofL are null in K + L(α), it follows that:
where ν i (·) denotes the i-th principal minor. This implies that (34) holds since K + L(α) ≥ 0. Theorem 1 states that M ∈ P even (n) is positive semidefinite over R if and only if Φ(M (ω)) is SOS, and this is equivalent to the feasibility of the LMI (34). The number of LMI scalar variables in this LMI is given by the dimension of the vector α even , i.e., τ even . With some calculations, one can show that, if
As shown by Tables I and II , τ even is significantly smaller than the number of LMI scalar variables in the LMI (24), i.e., τ . Example 1: Let us consider M ∈ P even (2) defined as 
where p ∈ R is a parameter. It follows from (27) that:
The matrix polynomial Φ(M (ω)) can be written according to the SMR in (28) with
First, let us consider the case p = 1. It follows that:
Second, let us consider the case p = 2. It follows that:
which implies from Theorem 1 that M (ω) is SOS and that M (ω) ≥ 0 for all ω ∈ R.
IV. H ∞ AND H 2 NORM UPPER BOUNDS: CONSTRUCTION
In this section we address the construction of upper bounds on the H ∞ and H 2 norms of the system (1), i.e., γ ∞ and γ 2 in (4) and (6) . Let us start by introducing the following assumption, which is a necessary condition for exponential stability of (1).
Assumption 1: The matrix A cc is Hurwitz (i.e., all its eigenvalues have negative real parts) and the matrix A dd is Schur (i.e., all its eigenvalues have magnitude less than one).
The fact that Assumption 1 is a necessary condition for exponential stability of (1) can be easily verified by considering
, respectively, where z ∈ C. The Laplace-Z transfer function from u(t, k) and y(t, k) can be expressed as
and standard manipulations lead to
We express F i (s), i = 1, . . . , 4, as
where G i (s), i = 1, . . . , 4, are matrix polynomials of suitable size, and g(s) is defined as
(in the case where
eliminating such common roots in order to lower the degrees and, hence, the computational burden). Let us consider firstly Problem 1, i.e., the determination of the H ∞ norm of (1). This norm can be calculated as
The H ∞ norm of (1) can also be rewritten as
where F ω (z) is the Z transfer function
and
In order to construct upper bounds on γ ∞ , we introduce the Lyapunov function candidate defined by
where d is an integer and
Exploiting the KYP lemma for discrete-time systems, we define
and ξ ∈ R is a variable. Since the matrices of (1) are real, one has
This implies that
The following result provides an LMI condition for establishing an upper bound on the H ∞ norm of (1).
Moreover, (54) can be equivalently rewritten as a system of LMIs of the form (34). Proof: Suppose that there exist V ∈ P even (n d ) and ξ, ε ∈ R such that (54) holds. From Theorem 1, the first constraint in (54) implies that
Let us observe that
Since Assumption 1 implies that there exists ε 1 > 0 such that
Since ε > 0 due to the third constraint in (54), it follows that Q(ω) > 0 for all ω ∈ R. Similarly, from the second constraint in (54), one has that V RAT (ω) > 0 for all ω ∈ R. By applying the Schur complement and exploiting the bounded real lemma, this implies that
see for instance [9] and references therein where a similar condition is obtained for systems not depending on uncertain parameters. From (44), this implies that (55) holds. Lastly, let us observe that (54) can be equivalently rewritten as a system of LMIs of the form (34) because, due to (48) Theorem 2 provides a condition for establishing an upper bound on the H ∞ norm of (1) The best upper bound on the H ∞ norm of (1) provided by Theorem 2 for a chosen degree 2d of V RAT (ω) is given bŷ
whereξ is the solution of the semidefinite program (SDP)
From Theorem 2 it follows that:
The computation of this upper bound amounts to solving the optimization problem (57), which is an SDP since the cost function is linear and the constraints are LMIs. Table III shows the number of LMI scalar variables η 1 in (57) in some cases. Hence, it turns out that n c = n d = n u = n y = 2. Let us observe that the matrices A cc and A dd are Hurwitz and Schur, respectively.
Let us compute the upper boundγ ∞ on the H ∞ norm γ ∞ . We solve the SDP (57) by using V RAT (ω) as in (47) with degree 2d = 2. We findξ = 155.276 and, hencê γ ∞ = 12.461.
The number of LMI scalar variables is 89 and the computational time is less than 1 second.
We have also investigated our previous approach in [7] which uses complex Lyapunov function candidates with polynomial dependence. Interesting, by using the degree 2d = 2 as before, one finds only the upper bound 55.228 (the number of LMI scalar variables is 289 and the computational time is less than 2 seconds). Also, we have tested this approach up to the degree 2d = 8, but the upper bound 55.228 cannot be improved.
Lastly, we have tested the method in [18] for comparison, which provides the upper bound 55.228 through an SDP built with Lyapunov functions that do not depend on the frequency ω (the number of LMI scalar variables is 7 and the computational time is less than 1 second).
Next, let us consider Problem 2, i.e., the determination of the H 2 norm of (1). This norm can be calculated as
where F LZ−H 2 is the Laplace-Z H 2 norm of F (s, z) defined as
The H 2 norm of (1) can also be rewritten as
where F ω Z−H 2 is the Z H 2 norm of F ω (z) defined as
It hence follows that, in order for γ 2 to be finite, a necessary condition is:
The idea to construct upper bounds on γ 2 is to make use of the Lyapunov function candidate defined by
where v(ω) is given by (48). Exploiting the controllability Gramian-based H 2 norm characterization of discrete-time systems, we define R ∈ P even (n d ) as
The following result provides an LMI condition for establishing an upper bound on the H 2 norm of (1).
Theorem 3: Suppose that there exist W ∈ P even (n d ) and
Moreover, (66) can be equivalently rewritten as a system of LMIs of the form (34). Proof: Suppose that there exist W ∈ P even (n d ) and ε ∈ R such that (66) holds. From Theorem 1, the first constraint in (66) implies that
Since from the proof of Theorem 2 one has that |g(jω)| ≥ ε 1 and v(ω) ≥ 1 for all ω ∈ R for some ε 1 > 0, it follows that:
Since ε > 0 due to the third constraint in (66), it follows that R(ω) > 0 for all ω ∈ R. Similarly, from the second constraint in (66), one has that W RAT (ω) > 0 for all ω ∈ R. This implies that (see, e.g., [24] ) 
As in the case of Theorem 2, it is possible to show that the conservatism of the condition provided by Theorem 3 is monotonically non-increasing with 2d, i.e., (54) holds with 2d + 2 if it holds with 2d.
The number of LMI scalar variables in the condition provided by Theorem 3 is given by the number of free coefficients in W (ω), plus one (for the scalar ε), plus the length of the vectors α even required to establish whether Φ(R(ω) − εv(ω)|g(jω)| 2 I) and Φ(W (ω) − εv(ω)I) are SOS according to Theorem 1.
The best upper bound on the H 2 norm of (1) provided by Theorem 3 for a chosen degree 2d of W RAT (ω) is given bŷ
whereζ is the solution of the SDP
From Theorem 3 it follows that:
The computation of this upper bound amounts to solving the SDP (71). Table IV shows the number of LMI scalar variables η 2 in (71) in some cases. Example 3: Let us consider the problem of determining the H 2 norm of (1) with Hence, it turns out that n c = n d = n u = n y = 2. Let us observe that the matrices A cc and A dd are Hurwitz and Schur, respectively. Let us compute the upper boundγ 2 . We solve the SDP (71) for different values of the degree 2d of W RAT (ω). Table V shows the found upper bounds and the corresponding number of LMI scalar variables η 2 (the computational time is less than 2 seconds in all cases). Fig. 1 shows the found φ(ω) .
Lastly, we have tested the method in [18] for comparison, which does not provide upper bounds for this example (the LMI condition is infeasible).
V. H ∞ AND H 2 NORM UPPER BOUNDS: CONVERGENCE
The following result states an important property of the condition provided by Theorem 2, namely that this condition is nonconservative by using V RAT (ω) of degree sufficiently large.
Theorem 4: Let ξ ∈ R be such that
Then, there exists a sufficiently large integer d such that (54) holds for some V ∈ P even (n d ) and ε ∈ R. Proof: Suppose that (73) holds. Then, there exists a Hermitian matrix functionṼ :
whereQ(ω) is defined as in the proof of Theorem 2 with V RAT (ω) replaced byṼ (ω). The limit for ω that tends to infinity ofṼ (ω) does exist, i.e.,
Moreover, from (51) it follows thatṼ (ω) can be assumed even without loss of generality.
Let us defineṼ
SinceṼ (ω) is an even Hermitian matrix function, it follows that V R (ω) can be rewritten as
It follows thatṼ 1 (ω 2 ) andṼ 1 (ψ) are the same function defined on different domains, i.e.,
SinceṼ 2 (ψ) is continuous and the limit for ψ that tends to 1 of
it follows thatṼ 2 (ψ) can be approximated arbitrarily well over [0, 1] by a symmetric matrix polynomialṼ 3 :
It follows thatṼ 4 (ω) is a symmetric rational function that approximates arbitrarily well the continuous functionṼ R (ω). Moreover, sinceṼ 4 (ω) is even, it follows thatṼ 4 (ω) has the formṼ
where v(ω) is as in (48) for a suitable integer d, and V R (ω) is a symmetric matrix polynomial of degree 2d in the set P even (n d ).
Next, let us defineṼ
SinceṼ (ω) is an even Hermitian matrix function, it follows that V I (ω) can be rewritten as
arbitrarily well by a skew-symmetric matrix polynomial 1] , and hencẽ
is a skew-symmetric rational function that approximates arbitrarily wellṼ I (ω). In particular
where V I (ω) is a skew-symmetric matrix polynomial of degree 2d, with jV I (ω) in the set P even (n d ).
Lastly, let us define V RAT (ω) as in (47) with V (ω) given by
and letQ(ω) be defined as in the proof of Theorem 2 with such a V RAT (ω). Due to the continuity ofQ(ω) with V RAT (ω), it follows that the degree 2d can be chosen such thatQ(ω) ≥ εI and
, it follows from Theorem 1 that (54) holds.
Theorem 4 states that the condition provided by Theorem 2 is nonconservative by choosing an integer d sufficiently large, where d defines the degree of V RAT (ω) given by 2d. An analogous result holds for the condition provided by Theorem 3 as reported hereafter.
Theorem 5: Letζ ∈ R be such that
Then, there exists a sufficiently large integer d such that (66) holds for some W ∈ P even (n d ) and ε ∈ R, and such that
with ζ given by (68). 
The limit for ω that tends to infinity ofW (ω) does exist, in particular
Moreover, from (51) it follows thatW (ω) can be assumed even without loss of generality. Hence, proceeding analogously to the proof of Theorem 4, it follows that there exists ε > 0 such that (66) holds for some W ∈ P even (n d ) of degree 2d − 2 for some d sufficiently large. As a consequence of Theorems 4 and 5, one has that
Although the conditions provided by Theorems 2 and 3 are nonconservative by using V RAT (ω) of degree sufficiently large according to Theorems 4 and 5, it is still unclear whether the upper boundsγ ∞ andγ 2 found for a chosen value of d are tight.
The following result provides a necessary and sufficient condition for answering this question in the case of the H ∞ norm.
Theorem 6: Supposeγ ∞ < ∞, and define
whereQ(ω) is Q(ω) evaluated for the optimal values of the decision variables in (57). Then
if and only if there existsω ∈ Ω ∪ {∞} such that
Proof: "⇐" If (79) holds, thenγ ∞ ≤ γ ∞ since γ ∞ is the supremum of F ω Z−H ∞ for ω ∈ R, while Theorem 2 guarantees thatγ ∞ ≥ γ ∞ . Hence, (78) holds.
"⇒" Suppose that (78) holds. If (79) holds withω = ∞, then the proof is completed. Otherwise, from the definition of γ ∞ in (44), there existsω ∈ R such that (79) holds. Without loss of generality, one can suppose thatω ≥ 0 due to (51). Such a frequency belongs to Ω. In fact, if one supposes for contradiction thatω ∈ Ω, from (54) it would follow that:
hence implying that there would existξ such that (54) holds with ξ =ξ andξ <ξ withξ given by (57), which is impossible sinceξ is the infimum of the admissible ξ in (54). Theorem 6 provides a necessary and sufficient condition for establishing the tightness of the upper boundγ ∞ found for a chosen value of d. This condition consists of checking whether γ ∞ is achieved for any frequency in Ω ∪ {∞}. Let us observe that Ω is the set of real roots of the one variable polynomial det(Φ (Q(ω) 
)).
Example 2 (Continued): Let us consider again Example 2 in Section IV and the found upper boundγ ∞ = 12.461. In order to establish whether this upper bound is tight, let us Theorem 6. We find that the set Ω in (77) is
Moreover, we find
Hence, (79) holds withω = 1.041 rad/s and, therefore, we conclude that the upper bound is tight, i.e.
In particular, Fω(e jθ ) 2 = 12.461 for θ = 2.148 rad. Lastly, we present the following result, which provides a necessary condition for establishing whether the upper bound γ 2 found for a chosen value of d is tight.
Theorem 7: Suppose that
Then
where f is the nonnegative index
andR(ω) is R(ω) evaluated for the optimal values of the variables in (71). Proof: Suppose that (80) holds. This implies that (81) holds because, if one supposes for contradiction that f = 0, it would follow that:
whereΩ is a subset of R with nonzero measure sinceR(ω) ≥ 0 and v(ω)|g(jω)| 2 > 0 for all ω ∈ R. Consequently, there would existW : R → C n d ×n d and a scalarε such that (66)-(68) hold with W (ω) =W (ω) and ε =ε, and also such that ζ <ζ whereζ is given by (71) andζ is defined as in the proof of Theorem 5. This is impossible because one would have
Theorem 7 provides a necessary condition for establishing the tightness of the upper boundγ 2 . This condition consists of checking whether the nonnegative index f defined in (82) is zero. Let us observe that this index can be easily computed being the integral of a function of one scalar variable.
Example 3 (Continued): Let us consider again Example 3 in Section IV and the found upper bounds in Table V . The tightness of these upper bounds can be investigated by using Theorem 7, in particular Table VI shows the index f for each upper bound. Before concluding the paper, we show how the preliminary results presented in Section III can be used to obtain an improved necessary and sufficient LMI condition for establishing exponential stability of (1).
Corollary 1: The system (1) is exponentially stable if and only if there exist V ∈ P even (n d ) of degree 2d not greater than 2μ and ε ∈ R such that
Moreover, (83) can be equivalently rewritten as a system of LMIs of the form (34). Proof: First, from [7, Theorem 3] one has that (1) is exponentially stable if and only if there exist a Hermitian matrix polynomial V (ω) of degree 2d not greater than 2μ and ε such that (83) holds. Since (51) holds, it follows that V (ω) can be assumed even without loss of generality, i.e., in the set P even (n d ). Lastly, since V (ω) is even, it follows that also S(ω) − ε|g(jω)| 2 I and V (ω) − εI are even, and, therefore, (83) can be equivalently rewritten as a system of LMIs of the form (34) due to Theorem 1.
Corollary 1 provides a necessary and sufficient LMI condition for establishing exponential stability of (1) whose numerical complexity (specifically, the number of LMI scalar variables) is significantly reduced with respect to the original condition in [7, Theorem 3] . Such a reduction is achieved, firstly, by restricting the Hermitian matrix polynomial V (ω) into the class P even (n d ), and, secondly, by exploiting Theorem 1 to rewrite (83) as a system of LMIs. By searching for a complex Lyapunov function of degree 2 in the frequency ω, exponential stability can be proved through the LMI condition in [7] that, in such a case, has 84 LMI scalar variables. On the other hand, by using Corollary 1, exponential stability can be proved by searching for V (ω) of degree 2 and the number of LMI scalar variables in (83) is just 31. As in the previous example, exponential stability can be proved through the LMI condition in [7] by searching for a complex Lyapunov function of degree 2 in the frequency ω, and the number of LMI scalar variables is 318. On the other hand, by using Corollary 1, exponential stability can be proved by searching for V (ω) of degree 2 and the number of LMI scalar variables in (83) is just 99.
VII. CONCLUSION
We have proposed a novel approach for determining the H ∞ and H 2 norms of 2-D mixed continuous-discrete-time systems based on the use of complex Lyapunov functions with even rational parametric dependence. For any chosen degree of such Lyapunov functions, the proposed approach provides upper bounds on the sought norms via LMIs. We have shown that the provided upper bounds are nonconservative by using Lyapunov functions in the chosen class with degree sufficiently large. Also, we have provided conditions for establishing the tightness of the upper bounds found for any chosen degree of the Lyapunov functions in terms of simple numerical tests. Lastly, we have shown how the numerical complexity of the proposed approach can be significantly reduced by proposing a new necessary and sufficient LMI condition for establishing positive semidefiniteness of even Hermitian matrix polynomials. This result has been exploited also to derive an improved necessary and sufficient LMI condition for establishing exponential stability of 2-D mixed continuous-discrete-time systems.
The numerical complexity of the proposed approach may be higher than that of existing LMI conditions for determining the H ∞ and H 2 norms of 2-D mixed continuous-discretetime systems. This might be expected since the existing LMI conditions are conservative.
Several directions can be investigated in future works starting from the results proposed in this paper. One of these is the synthesis of feedback controllers minimizing the H ∞ and H 2 norms of 2-D mixed continuous-discrete-time systems. Such a synthesis is presently nonconvex since the LMIs become bilinear matrix inequalities (BMIs) when simultaneously looking for the Lyapunov function and controller. Nevertheless, one can expect that the proposed results will lead to less conservative approaches than the existing LMI conditions since the latter are conservative also for system analysis.
Other directions include the search for upper bounds on the degree of the Lyapunov functions in order to achieve estimates of the H ∞ and H 2 norms within a pre-specified accuracy. Also, one could investigate the extension of the proposed results to more general models where the dimensions are not necessarily times.
