Abstract. We identify the exact degree of integrability of nonnegative volume forms and the Jacobians of orientation preserving mappings from various Orlicz-Sobolev classes. An improvement takes place when the Jacobian belongs to the Orlicz space L Ψ (Ω), where Ψ grows almost linearly, that is,
is defined point-wise at almost every x ∈ Ω. Using notation of exterior algebra, we can write
Thus f induces a volume form on R n . Our basic assumption is that J(x, f ) ≥ 0 a.e., that is, f is an orientation preserving mapping.
In recent years, the Jacobian function has been subjected to a great deal of investigation. Its rather special properties were already recognized in the late 1960's when F. W. Gehring, J. Väisälä and Y. Reshetnyak initiated an extensive study of the geometric mapping theory. It seems appropriate here to recall the celebrated paper of F. W. Gehring [G] in which he invented reverse Hölder inequalities. He used these inequalities to establish the L 1+ε -integrability of the Jacobian of a quasiconformal mapping. Reshetnyak's result on weak continuity of the Jacobian function is also particularly remarkable [R] .
In more recent years, there has been intensive study of nonlinear elasticity theory, in which nonlinear quantities (null Lagrangians), somewhat resembling Jacobians, play an important role. However, no attempt has been made to develop systematic tools for studying such quantities until Stefan Müller [M] discovered that J log J ∈ L 1 loc (Ω) if Df ∈ L n (Ω). A careful examination of Müller's approach leads to local estimates of the form (1.3) σQ J(x, f )log e + J(x, f ) J σQ dx ≤ C(n) σ n (1 − σ) Q |Df (x)| n dx for every subcube Q ⊂ Ω with constant independent of Q. Here and subsequently, σQ stands for the cube with the same center as Q, but σ times as small, 0 < σ < 1, and J σQ is the integral mean of J over the cube σQ. Because of its compelling beauty and geometric significance, the subject has been greatly expanded, engaging the attention of many researchers [IS1] , [IL] , [CLMS] , [T] , [BFS] , [DMa] , [DMu] , [Do] , [Mo] , [Mi2] , [GIM] , [LZ] , [LMZ] , [LMWZ] , [Wu] , [Z] , [Gr1] , [Gr2] , [GI] . The latter illustrates how the local estimates (1.3) can be used to obtain even higher integrability of the Jacobian.
Müller's proof actually shows that the maximal function of J is locally integrable. However, this method has the disadvantage of requiring that the Jacobian be a priori integrable. In order to get something interesting for mappings with nonintegrable Jacobian, it was necessary to develop new technique. The idea goes back at least as far as [I1] . Subsequently, a result dual to that of Müller has been obtained in [IS1] . It states that the Jacobian is locally integrable if |Df | belongs to the Zygmund class L n log −1 L, that is, |Df | n log(e + |Df |) ∈ L 1 (Ω). More precisely, we have By far the most difficult was to relax the condition |Df | ∈ L n (Ω)-the natural space in which to consider the Jacobian. Critical to this result were estimates "below the natural exponent" for certain non-linear PDE's, [IM] , [I1] , [IS2] , [IL] . A remarkable connection with Rochberg-Weiss theory of non-linear commutators and interpolation [RW] has been found in the course of these developments. But we will touch only a few aspects of this subject. For more details, we refer to the very recent work by Mario Milman [Mi1] , [Mi2] , [Mi3] . A comprehensive account of L p -integrability properties of null Lagrangians has been made in [IL] , which proves rather clearly that differential forms are fundamental tools for dealing with the Jacobians. For more developments see [I3] . The aim of this paper is to bring together all of the above ideas and look more closely at the phenomenon of the improved integrability of the Jacobian and somewhat more general expressions, called volume forms. To formulate the results we must first set up some notation and terminology.
2. Notation. In this section we summarize without proof the relevant material on exterior algebra, Orlicz spaces and differential forms. A more complete notation and some theory is given in the subsequent sections.
Exterior algebra. We will denote by Λ = Λ (R n ) the linear space of the -covectors on R n , = 1, 2,... ,n, also called exterior forms of degree . It is a normed space of dimension n . As a rule, bold letters will be used to denote finite tuples. For example, we shall consider an m-tuple = ( 1 ,... , m ) of positive integers such that
, sometimes denoted by det ω to indicate a connection with determinants. With this notation, Hadamard's inequality writes as
It is of independent interest to identify the smallest constant C( ) and the extremal case in this inequality.
From here on, we will fix the standard ordered basis for R n , so it makes sense to speak of non-negative volume elements.
Orlicz spaces.
Here Ω stands for a cube in R n . Functions which are equals a.e. are identified. A continuously increasing function on R + = [0, ∞], say Ψ : R + → R + , such that Ψ(0) = 0 and Ψ(∞) = ∞, will be referred to as an Orlicz function. The generalized Orlicz space, denoted by
It is a complete linear metric space [RR] . For simplicity of notation, we ignore the dependence of L Ψ (Ω) on X when no confusion can arise. There is a non-linear functional on
where Ω stands for the integral mean over Ω. For abbreviation, we write g Ψ instead of g Ψ,Ω when Ω is fixed. If, moreover, Ψ is convex then Ψ is the familiar Luxemburg norm, which makes L Ψ (Ω) a Banach space. However, our basic Orlicz functions will be only log-convex. A function Φ : R + → R + , Φ(0) = 0, is said to be log-convex if t → tΦ (t) is increasing on [0, ∞). In addition, we shall require that Φ is normalized by Φ (1) = 1. Every m-tuple Φ = (Φ 1 ,... ,Φ m ) of log-convex functions gives rise to a log-convex function Φ, which is uniquely determined from the formula
Hereafter, the symbol (tΦ ) −1 stands for the inverse function of tΦ (t). Because of Hölder's inequality, see Section 4, we call Φ the Hölder product of Φ 1 ,... ,Φ m , the latter being called Hölder factors of Φ. We have
In case Φ(t) = t, we say that Φ 1 ,... ,Φ m are Hölder conjugate. Of course, Hölder's multiplication is an associative operation, and every log-convex function Φ can be factored in many ways. One useful factorization of Φ is obtained by setting
where 1 < p 1 ,... ,p m < ∞ are Hölder conjugate numbers, that is, 1/p 1 + ··· + 1/p m = 1. Then we have g
(Ω). For many purposes, however, it is immaterial which factors Φ 1 ,... ,Φ m are chosen to define Φ as long as Φ is log-convex and satisfies certain regularity conditions. Although we do not require ∆ 2 -regularity of the Orlicz functions in any essential way, it is appropriate to recall this notion. Thus Φ : R + → R + is ∆ 2 -regular if Φ(2t) ≤ KΦ(t) for some K > 1 and all t ≥ 0.
Most of the estimates presented here remain valid if the Orlicz functions are replaced by equivalent ones. It is said that Ψ is stronger than Φ, Ψ Φ for short, if for every ε > 0 there exists K = K(ε) > 0 such that
If Ψ Φ Ψ, we say that Φ and Ψ are equivalent and we abbreviate it to (2.7) Φ ∼ Ψ.
We write Ψ Φ if Ψ is stronger than Φ and not equivalent to Φ. We leave it to the reader to verify that the condition Φ Ψ implies
Differential Forms. Although the notion of a differential form is usually placed in the context of a manifold, we confine ourselves to a cube Ω ⊂ R n as the base domain. In this case a differential form of degree is simply a function on Ω with values in Λ (R n ). Accordingly, for a given Orlicz function
is said to be closed if it is locally integrable and dα = 0 in the sense of distributions, where d denotes the exterior differentiation. Let us point out in advance that when referring to a closed form α ∈ L Φ (Ω, Λ ), we shall always have Φ(t) t which ensures that α is indeed locally integrable.
Note that the wedge product
need not be a closed form, even if we assume that ω 1 ∧ ··· ∧ ω m is locally integrable. For this to happen, it suffices that Φ 1 ,... ,Φ m are convex and ∆ 2 -regular, with Hölder product Φ(t)
t. This remark is particularly important when applying our results to differential forms ω I = df i1 ∧ ··· ∧ df i , where f i1 ,... ,f i are coordinate functions of a mapping f = (f 1 ,... ,f n ) : Ω → R n of a certain Sobolev class. Let = ( 1 ,... , m ) be an m-tuple of positive integers with 1 + ··· + m = n and let Φ = (Φ 1 ,... ,Φ m ) be an m-tuple of log-convex functions such that Φ(t) t for i = 1, 2,... ,m. We consider mappings ω = (ω 1 ,... ,ω m ) :
.. ,m, are closed forms whose wedge product ω = detω = ω 1 ∧ ··· ∧ ω m is non-negative (volume form). For use with upcoming results, we denote the class of all such mappings by A Φ (Ω, Λ ). Hadamard's inequality yields
Here we recall that Φ stands for the Hölder product of Φ 1 ,... ,Φ m . The Orlicz function Φ will be of more interest than its factors. Therefore, abusing the notation, we shall write ω ∈ A Φ instead of ω ∈ A Φ (Ω, Λ ), whenever the coordinate forms ω 1 ,... ,ω m and the Hölder factors Φ 1 ,... ,Φ m of Φ play no role in the result.
The following lemma presents the main preliminary estimate relevant to our investigation.
Lemma 2.1. Suppose 0 < λ < 1/(n + 1), 1/p 1 + ··· + 1/p m = 1 and
Here the exponents s 1 ,... ,s m can be chosen arbitrarily, but must satisfy the conditions: 1 ≤ s i ≤ (1 − λ)p i and 1/s 1 + ··· + 1/s m ≤ 1 + 1/n. The constant C depends only on σ, λ, p 1 ,... ,p m and s 1 ,... ,s m .
Critical to this lemma is establishing the L p -theory of the Hodge decomposition [IM] , [IS2] . Actually, inequality (2.10) can be inferred from the proof of Theorem 9.1 given in [IL] . For the convenience of the reader, we shall repeat the relevant arguments of that proof, see Appendix, thus making (2.10) completely established.
One consequence of (2.10) is obtained by letting λ go to zero. This gives a generalization of inequality (1.4).
Lemma 2.2. Suppose Φ(t) = (t p1 ,... ,t pm )log −1 (e + t) and ω ∈ A Φ (Ω, Λ ). Then Here the conditions ω i ∈ L Φi (Ω, Λ i ), Φ i (t) = t pi log −1 (e + t) for i = 1, 2,... , m, are still required though the integrals of Φ i (ω i ) do not show up in this inequality. This is in order to ensure that lim λ→0 λ |ω i | pi−λpi = 0, see [Gr1] . Later, we shall see that averaging (2.10) with respect to the parameter λ leads to estimates in Orlicz norms, in which the expressions det ω Ψ,σΩ , with Ψ(t) ≺ t, are controlled by certain Orlicz norms of ω 1 ,... ,ω m , see (3.17).
3. Main results. An easily overlooked fact is that inequality (2.11) is valid with an arbitrary subcube Q ⊂ Ω in place of Ω with the same constant C = C(s 1 ,...,s m ,p 1 ,...,p m ,σ), thus independent of Q. Such "local inequalities" yield a point-wise estimate of the maximal function of the volume form ω = ω 1 ∧ ··· ∧ ω m in terms of the maximal functions of |ω 1 | s1 ,... ,|ω m | sm . As things develop afterwards, we shall need to examine the Hardy-Littlewood maximal operator M in the Orlicz spaces L Φ with Φ not necessarily convex. Suppose
However, under certain regularity assumptions imposed on Φ 1 ,... ,Φ m , we shall find that also Mω ∈ L Φ loc (Ω). Furthermore, we shall obtain a uniform bound for Mω on the cube σΩ:
for every 0 < σ < 1, where C depends on σ. The task is now to deduce from here a higher integrability property of ω. The following proposition deals with this problem.
Proposition 3.1. Suppose the function Φ : R + → R + is continuously increasing and
Then, for each measurable function h : Ω → R + we have
Conversely,
It is worth pointing out that the term t t 0 s −2 Φ(s) ds represents a convex function. However, Ψ is convex if and only if Φ is log-convex, the latter being of our interest.
Remark. Proposition 3.1 extends the well known result of Stein [S2] and refines a result of Bagby and Parsons [BP] . In the sequel, we shall need specific estimates of the maximal functions in Orlicz norms, see inequalities (5.5)-(5.8).
As shown in Section 7 our maximal inequalities are sharp, that is, Ψ cannot be replaced by any function of higher growth.
Let Φ 1 ,... ,Φ m : R + → R + be log-convex functions such that (3 a) Φ i t pi log −1 (e + t), i = 1, 2,... ,m, for some 1 < p 1 ,... ,p m < ∞, 1/p 1 + ··· + 1/p m = 1. (3 b) There exist exponents α i ∈ (1,p i ), with 1/α 1 + ··· + 1/α m < 1 + 1/n, for which the functions t → t −αi Φ i (t) are increasing, i = 1, 2,... ,m.
Next, let Φ denote the Hölder product of Φ 1 ,... ,Φ m and let Ψ be defined by (3.1) or, equivalently,
Let us notice at once that the condition (3 a) yields
which, in turn, reveals that (3.6) Ψ(t) t log log(e + t).
Under the conditions above for the Orlicz function Φ = (Φ 1 ,... ,Φ m ), we may now state one of our main results.
In fact, the result is sharp. Namely, Ψ cannot be replaced by any function Θ such that lim t→∞ Θ(t)/Ψ(t) = ∞.
Unfortunately, as noticed by (3.6), our theorem excludes the case t Ψ(t) ≺ t log log(e + t). This narrow gap in the scale of integrability of the volume forms will remain unsolved for the remainder of this paper. We put off discussing this problem to Section 6, see also the footnote after Section 6.
It is easy to see that conditions (3 a)-(3 b) are not particularly restrictive. Indeed, let Φ : R + → R + be an arbitrary log-convex function such that (3 A) Φ(t) t log −1 (e + t),
(3 B) For some α ∈ (n/(n + 1), 1) the function t → t −α Φ(t) is increasing.
Having such Φ, we can always define its Hölder factors verifying conditions (3 a) and (3 b), namely,
where p i > 1/α and 1/p 1 + ··· + 1/p m = 1. Then, one can select numbers α i ∈ (1,αp i ) to ensure the Sobolev relation 1/α 1 + ··· + 1/α m = 1 + 1/n. Theorem 1 provides a tool for studying the Jacobian function
With this notation we have
.. ,I m do not overlap and I 1 ∪ ··· ∪ I m = {1,... ,n}. It is worth noting that the coefficients of
The advantage of using (3.7) for the differential form of arbitrary degree lies in the fact that the estimate of J Ψ,σΩ will depend only on the integrability of certain minors of the differential Df . This idea has previously been presented in [IL] . Also, recent applications of differential forms to nonlinear elasticity continue to motivate interest in estimates for differential forms. But we will not develop this point here. Instead, we restrict our attention to the following special case of Theorem 1.
Theorem 2. Suppose Φ satisfies (3 A)-(3 B) and Ψ is defined by (3.1).
More precisely,
where
We point out that Theorem 1 and Theorem 2 do not involve any assumption about ∆ 2 -regularity of the Orlicz functions. However, condition (3 B) yields Φ −1 (2 α t) ≤ 2Φ −1 (t), which means ∆ 2 -regularity of the inverse function. We also should mention that Theorem 2 was previously established for Φ(t) = t log(e + t) in [GI] and then extended to ∆ 2 -regular Orlicz classes in [Mo] , see also [Mi2] , [BFS] .
However, our main results are concerned with the concave case, that is Ψ(t) ≺ t which needs handling with greater care. We should avoid using maximal operators, since the integral averages Q ω are no longer available. We succeeded in establishing Ψ-summability of the volume forms for those Ψ : R + → R + which can be represented by the following Stieltjes integral
where h : [0,a] → R + , 0 < a < 1/(n + 1), is an arbitrary non-decreasing function. Thus Ψ is concave and Ψ(t) t. Note that the linear case Ψ(t) = t corresponds to h(t) = u + (t)-the unit step at 0, that is, u + (0) = 0 and u + (t) = 1 for t > 0.
To each such Ψ there corresponds a log-convex function Φ : R + → R + defined by a formula analogous to (3.4),
written in terms of h as
In particular, Φ(t) Ψ(t). Here is another way of stating (3.12),
For simplicity, we assume, by subtracting the step function h + = [h(0+) − h(0)]u + if necessary, that h is continuous at 0. With this assumption, the relation between Φ and Ψ is similar to that of (3.1), namely (3.14)
Unfortunately, this excludes the linear case Ψ(t) ∼ t. On the other hand, such concern would distract us from the presentation of the technique we intend to give. Consequently, the linear case will be discussed in a separate manner. Let Φ i , i = 1, 2,... ,m, be Hölder factors of Φ defined by
where p 1 ,... ,p m are Hölder conjugate numbers greater than 1/(1 − a).
Theorem 3. Assume the conditions imposed above on the Orlicz function
(Ω) and for every 0 < σ < 1 we have
In particular, for an orientation preserving mapping f :
Note that Φ i 's are convex, since (1 − a)p i > 1 for i = 1, 2,... ,m, but Φ is concave. All the functions Φ 1 ,... ,Φ m , Φ and Ψ are ∆ 2 -regular. The natural question arises whether a concave function Ψ is equivalent to one given by (3.11). Before answering this question, we recall that our interest is in the case Ψ Φ. This means that h is non-constant near the origin, or equivalently, the support of the measure dh contains the origin. Another way of stating this condition is to say that Ψ grows almost linearly, that is
Under this assumption, Φ and Ψ are easily checked to be equivalent to the following improper Stieltjes integrals
where h is extended arbitrarily to a bounded and non-decreasing function on [0, ∞). In particular, the upper limit 0 < a < 1/(n + 1) in the integrals (3.11) and (3.13) is not essential for the result stated in Theorem 3. In Section 8, by using the Laplace transform, we completely characterize functions of type (3.18). The criteria for Φ and Ψ are given in very elementary terms. Some relevant examples are also indicated. It is of interest to know whether an improvement of integrability of the Jacobian truly takes place. To this effect, we introduce the quotient
which measures the degree of the improvement. An easy computation shows that
when Ψ is convex and (3.20)
when Ψ is concave.
It is now evident that L cannot grow too fast. Indeed, in order to guarantee Ψ(t) t and Ψ(t) ≺ t, respectively, we should have
Roughly speaking, every function L, continuously increasing and verifying (3.21), is represented as an improvement quotient Ψ/Φ. Of course, growth conditions imposed on Φ and Ψ yield other, rather minor, restrictions for L.
4. Hölder's inequality. Let Φ 1 ,... ,Φ m be log-convex and let Φ be their Hölder product defined by (2.3).
Lemma 4.1 (Young's inequality). For all non-negative numbers t 1 ,... ,t m we have
with equality occurring if and only if
Proof. Denoting ϕ i (t) = tΦ i −1 and ϕ(t) = tΦ −1 we have ϕ = ϕ 1 ···ϕ m and
Hence, by obvious substitutions, we obtain
Using the identity ϕ /ϕ = ϕ 1 /ϕ 1 + ···ϕ m /ϕ m we arrive at the following formula,
To prove (4.1), we maximize Φ(t 1 ···t m ) subject to the constraint
With the aid of Lagrange multipliers, we find equations for the extremal tuple (t 1 ,... ,t m ). These equations take the form
where t is an unknown positive number. Equivalently, t i = ϕ i (t). Thus, in the extremal case, we have
Inequality (4.1) is then straightforward.
Lemma 4.2 (Hölder's inequality). Suppose Φ i 's are normalized by Φ i (1) = 1, i = 1, 2,... ,m. Then
Proof. With the notation k i = g i Φi , i = 1, 2,... ,m, and k = k 1 ···k m , we have
and by Young's inequality
This latter follows from the identity (4.2) and the normalization, which yields ϕ i (1) = ϕ(1) = 1, for i = 1, 2,... ,m. Hence, by definition of the Φ functional we get
completing the proof.
Maximal inequalities in generalized Orlicz spaces.
Let Ω be a cube in R n and 0 ≤ h ∈ L 1 (Ω). The Hardy-Littlewood maximal function of h is defined by
the supremum being taken over all subcubes of Ω containing the given point x ∈ Ω. We begin by recalling two familiar inequalities for the distribution function of Mh:
The first inequality is a consequence of Vitali's covering lemma [S1] , [BI] :
for all t > 0.
The second one follows from the Calderón-Zygmund decomposition lemma [S1] , [BS] , and can be viewed as reverse to (5.3):
Having disposed of these estimates for the distribution function, we can now prove maximal inequalities (3.2) and (3.3).
Proof of Proposition 3.1. Inequality (3.2) follows quite easily from (5.4). Indeed, with the notation a = Ω h, we have
On the other hand, we have an elementary estimate,
ds is non-decreasing. Summing up, we conclude
which is the same as (3.2). To prove (3.3) we can certainly assume that Ψ(2h) is integrable, since otherwise our inequality holds by trivial means. This assumption yields
as t goes to ∞. We then find that
as desired.
Inequalities (3.2) and (3.3) yield information about how the degree of summabilty of h improves, compared to that of Mh. Our next objective is to examine maximal inequalities under additional conditions on Φ. Let us first consider the case when there is no improvement, that is
for some constant q > 1 and all t > 0. It follows from (3.1) that
where p is Hölder conjugate to q. Conversely, suppose that Φ(t) = A(t)t p , p > 1, where A = A(t) is an increasing function. Then
as is easy to check. This observation, combined with (3.3), gives the following:
Lemma 5.1. Suppose A : R + → R + is increasing and Φ(t) = A(t)t p for some p > 1. Then
Concerning inequality (3.2), we have:
Lemma 5.2. Suppose Φ is log-convex and Ψ is defined by (3.1). Then
Note that in this case Ψ is convex. Proof. To shorten notation, we introduce the number
We can certainly assume that Mh Φ = k, for if not, we replace h by kh/ Mh Φ . Note also that
Then, by definition of the Luxemburg norm, we obtain
As we have mentioned before, Ψ is convex. In particular,
Remark. Under the assumptions of Lemma 5.2 we actually have the following,
Indeed, since Ψ is convex, its inverse is concave, thus
as claimed.
6. Proof of Theorem 1. The main idea is to apply maximal inequalities. According to Lemma 2.2, we have
for every subcube Q ⊂ Ω. Here s 1 ,... ,s m are any numbers such that 1 ≤ s i < α i , i = 1, 2,... ,m, see condition (3 b), and 1/s 1 + ··· + 1/s m = 1 + 1/n. Throughout the proof these numbers will be fixed. Thus the constant C in (6.1) is independent of the cube Q. For notational simplicity, we denote by M the Hardy-Littlewood maximal operator on the subcube σΩ ⊂ Ω. Recall that the script letter M has been reserved to denote the maximal operator on Ω. Now inequality (6.1) yields
for all x ∈ σΩ. We then integrate this over σΩ and by Young's inequality we obtain
where F i (t) = Φ i (t 1/si ), i = 1, 2,... ,m. Our next step is to estimate the integrals from the right-hand side by means of the functions |ω i |. To this effect, we shall make use of Lemma 5.1. Note that the functions t → t −αi/si F i (t), i = 1, 2,... ,m, are increasing and
Consequently,
From Theorem 1, there is no loss of generality in assuming that ω i Φi = 1/c i for i = 1, 2,... ,m. This gives
By the definition of the functional Φ , we see that
The final step is to get rid of the maximal operator M on the subcube σΩ. We do this by applying Lemma 5.2 to the operator M in place of the operator M on Ω. Accordingly,
The proof is complete.
Theorem 2 is now immediate. We simply apply (3.7) to the differential forms ω i = df i and Orlicz functions Φ i (t) = Θ(t) = Φ(t n )/n, i = 1, 2,... ,m = n. It remains to observe that
Remark. We take a moment to discuss possible refinements of the arguments above. Suppose, in addition, that Φ 1 ,... ,Φ n are convex and ∆ 2 -regular. This latter simply means that Φ i (t) ∼ tΦ i (t). Consequently,
Let Θ i , i = 1, 2,... n, be ∆ 2 -regular Young functions such that Θ i Φ i . We assume that Θ 1 ,... ,Θ n are Sobolev conjugate, that is
Applying the Poincaré-Sobolev Lemma to an orientation preserving mapping
, we obtain the following strengthening of (2.11),
for each cube Q ⊂ Ω. As an illustration, consider Θ 1 (t) = ··· = Θ n (t) = t n 2 /(n+1)
and Φ 1 (t) = ··· = Φ n (t) = t n . This leads to the familiar estimate (1.4), that is
Although the norms df i
Φi no longer appear in estimate (6.4), they are still required to be finite. For (6.5) to be true, the weakest assumption known up to date is that |Df | n ∈ L Φ (Ω), where (6.6) Φ(t) t log t , though we conjecture that the same conclusion can be drawn if (6.6) is replaced by an even weaker condition, namely, (6.7)
We also expect that condition (6.7) is sharp. This means that for
whose Jacobian determinant is not locally integrable. Let us recall that (6.6) yields Ψ(t) t log log t. Thus, if the Conjecture was true it would fulfill the gap t Ψ(t) ≺ t log log t mentioned in Section 3. 7. An example. In this section we show that the degree of integrability of the volume form as stated in Theorem 1 cannot be improved.
Proposition 7.1. Given an Orlicz function Φ :
Then, for each Θ such that lim t→∞ Θ(t)/Ψ(t) = ∞, there exists an orientation preserving mapping
Jacobian determinant fails to belong to L Θ loc (Ω).
We give the proof only for the case n = 2; the other cases can be handled in much the same way.
Proof. Given a disk B = {x ∈ Ω; |x − a| < r} and 0 < α < 1. Consider an orientation preserving mapping
It follows easily that
Until further notice, we assume that
which, in view of (7.1), implies a similar condition on Ψ. Then
and, for every k > 1, we have
for 0 < α < 1. Since
Formula (7.1) can be written as Φ = t(Ψ/t) . Hence, integration by parts yields
Here we have used condition (7.2) for both Φ and Ψ. Next we shall show that
for t ≥ t 0 . Splitting the defining integrals for ψ and ϑ as
, then using Ψ ≥ Φ and (7.3) yields
hence (7.4) follows. Finally, we obtain
Now we shall construct an orientation preserving mapping F : Ω → R n . First, we choose mutually disjoint balls B j = {x ∈ Ω; |x − a j | < r j } ⊂ Ω, j = 1, 2,..., and numbers 0 < α j < 1 converging to 1, such that
That this is possible follows from the properties of ϕ and ϑ proven above. We can certainly assume that ∞ j=1 B j is compactly contained in Ω. Put
We then find that
On the other hand, for each k ≥ 1 we have
Hence
This shows that det DF ∈ L Θ loc (Ω), as desired. Note that we did not really have to use the additional hypothesis (7.2); we could have applied our argument to the mappings
where ε j are chosen sufficiently close to zero, so that the same proof works. The details are left to the reader.
8. Concave case. Here we prove Theorem 3, where the Orlicz functions Φ and Ψ are given by formulas (3.13) and (3.11), respectively. Notice in advance that these formulas imply that Φ and Ψ are concave.
Proof of Theorem 3. The non-trivial case is when Ψ Φ, that is, 0 ∈ supp dh. We have already mentioned that Φ i 's are convex. In view of the assumptions that p i > 1/(1 − a) and 0 < a < 1/(n + 1), 1/p 1 + ··· + 1/p m = 1, it is possible to find numbers 1 ≤ s i ≤ (1 − a)p i , i = 1, 2,... ,m, such that 1/s 1 + ···1/s m = 1 + 1/n. It then follows from (3.15) that Φ i (t) t α for all
.. ,m. Essential to the proof is the estimate (2.10) for 0 < λ ≤ a ≤ 1/(n + 1), where the constant C does not depend on λ. By Young's inequality, we deduce from (2.10) that
Integrating against dh(λ), in view of the definition of Φ i and Ψ, we find that
Let us recall that g q = ( Ω |g| q ) 1/q , for every g and every q ≥ 1. There is no loss of generality in assuming that ω i Φi = 1. This is because (3.16) is not affected if we replace ω i by a scalar multiple of ω i . Thus
The only point remaining concerns the s i -norms of ω i , i = 1, 2,... ,m, in the right hand side of (8.2). To deal with this, we note that the functions F i (t) = Φ i (t 1/si ) = Φ(t pi/si )/p i are convex. By Jensen's inequality we find that
Hence ω i si ≤ 1. Combining these inequalities with (8.2), we obtain
For the final conclusion we note that Ψ t/(2C) 1/(1−a) ≤ Ψ(t)/(2C). Therefore,
By definition of the Ψ-functional we conclude
The analogue of Theorem 2 in the concave case now reads as follows.
Theorem 4. Let Φ, Ψ be as in Theorem 3. Suppose f : Ω → R n is an orientation preserving mapping with |Df
where Θ(t) = a 0 λt n−λn dh(λ).
Theorems 3 and 4 are far from being conclusive because we still need to know which functions are equivalent to those given by (3.11) and (3.13). Let us first prove formulas (3.18). For t ≥ e 1/a we have
Similarly, for t ≥ 1 we have
We shall now recall Bernstein's Theorem on the Laplace transform. The best general reference here is the book by D. V. Widder [W] . Accordingly, a function A = A(s) is said to be completely monotonic in [0, ∞) if
for all 0 ≤ s < ∞ and k = 1, 2,....
Proposition 8.1 (Bernstein).
A necessary and sufficient condition that A should be completely monotonic in [0, ∞) is that
where h is bounded and non-decreasing in [0, ∞).
A useful form of Bernstein's result is obtained by an exponential change of variables Lemma 8.1. Let A : R + → R + be a bounded decreasing function, completely monotonic in [0, ∞) and such that 1 A(s) e −εs for every ε > 0. Define
Ψ(t) = tA(log t) and (8.8) Φ(t) = −tA (log t).
Then there is a bounded and non-decreasing function h : [0, ∞) → R + which is continuous at zero and such that
for every 0 < a < 1.
Proof. We first observe that the condition A(s) e −εs yields Ψ(t) t 1−ε . By Bernstein's formula,
for s ≥ 0. Here we have h(0+) = h(0), because otherwise A(s) ∼ const. > 0, contradicting the hypothesis that A(s) ≺ 1. Thus h is continuous at zero and we have
From what has already been proved, it follows that
By a similar argument, we find the formula
The lemma is completely established.
Lemma 8.2. If χ : R + → R + is completely monotonic, then so is the function
Proof. Write f (s) = − s 0 χ(t) dt. One has to examine the sign of the derivatives of A. These are found by using chain and product rules. Indeed,
Now, by an induction argument, it is easily seen that
where the summation runs over a finite collection (with possible repetitions) of -tuples I = (i 1 ,i 2 ,... ,i ) of positive integers such that
Since χ is completely monotonic, we have sgn
... Hence we compute the sign of the monomials under summation
Therefore, sgn A (k) = (−1) k . This shows that A is completely monotonic.
Combining this lemma with Lemma 8.1, we obtain:
Lemma 8.3. Given a completely monotonic function χ : R + → R + , decreasing to zero and such that ∞ 0 χ(s) ds = ∞, define the functions Φ and Ψ on [1, ∞) by
Then there is a bounded and non-decreasing function h : R + → R + , continuous at zero, such that
for all 0 < a < 1.
Let us note, for the proof, that the assumptions χ(∞) = 0 and ∞ 0 χ(s) ds = ∞ are required only insofar as to ensure the equivalence relations in (8.13) and (8.14). The latter follow from Lemma 8.1, where A is defined by (8.10). Therefore, e −εs ≺ A(s) ≺ 1 for every ε > 0, as is easy to check. Our last section is dedicated to some relevant examples; see Table 1 and Table 2 . The reader may verify that the function χ = χ(s) in the first column of Table 1 is completely monotonic. The functions in the other columns are equivalent to Φ, Ψ and to the quotient L = Ψ/Φ, respectively.
9. Some conclusions. It is natural to try to formulate what we have done in terms of the improvement quotient L = Ψ/Φ. Let us begin with a brief discussion of the concave case, see formula (3.20) . For this, we appeal to Lemma 8.3 where we make the substitution L(t) = 1/χ(log t) for t ≥ 1.
Proposition 9.1. Suppose L : R + → R + increases to infinity slowly enough to satisfy ∞ 1 ds/sL(s) = ∞. Also assume that the function χ(s) = 1/L(e s ) is completely monotonic for s ≥ 0. Define
and
If f : Ω → R n is orientation preserving and |Df | n ∈ L Φ (Ω), then its Jacobian determinant belongs to L Ψ loc (Ω). For each 0 < σ < 1 we have
We shall now state and prove an analogue of Proposition 9.1 in the convex case, see formula (3.19).
Proposition 9.2. Suppose L : R + → R + is increasing slowly enough to satisfy L(t) ≤ (log t)(log log t), for large t. Also assume that the function t → t −a L(t) decreases for some 0 < a < 1/(n + 1). Define
Then the assertion of Proposition 9.1 remains true.
It is not difficult to verify that in both propositions we have Ψ ∼ LΦ.
Proof. First we show that Ψ is convex. This follows from the elementary inequalities
and hence
Thus Ψ is convex. This also shows, in particular, that (tΦ ) = tΨ ≥ 0. Thus Φ is log-convex. Next, we show that the function F (t) = t a Φ is increasing. Indeed,
Now we find that
Hence,
In other words, the function t → Φ(t)/t 1−a is increasing, where 1 − a = α > n/(n + 1).
Next, we want to show that Φ(t) ≥ ct/ log t for large t. For this, we recall that L(t) ≤ (log t)(log log t), which implies Φ (t) ≥ c/ log t. Now, for large t we have
≥ 1 (log t)(log log t) exp t e e ds s log s log log s − b = 1 (log t)(log log t) exp [log log log t − b] = c log t .
c ds log s ≥ ct log t as desired. These properties of Φ make it legitimate to apply Theorem 2, establishing Proposition 9.2. Table 2 exhibits some triples of functions equivalent to Φ, Ψ and the improvement quotient L = Ψ/Φ. The table is organized with respect to the degree of the growth of L.
10. Appendix. Here we prove Lemma 2.1. As mentioned, the proof can be inferred from the arguments for Theorem 9.1 of [IL] . Recall that g q stands for ( Ω |g| q ) 1/q .
Let us begin with two quite easy remarks. As 1/p 1 + ··· + 1/p m = 1, at least one of the p i 's is less than n and we suppose p m ≤ n; thus s m ≤ (1 − λ)p m < p m ≤ n. Moreover, for λ big, say λ ≥ 1/p 1 , inequality (2.10) follows immediately from Hadamard's inequality (2.1). Therefore, we can assume λ < 1/p 1 .
As, for i = 1, 2,... ,m, the i -form ω i is closed, there exists a
Next, consider the vectorial form on R n with compact support
where u 1,Ω and u m,Ω are suitable closed forms of degree ( 1 − 1) and ( m − 1), respectively, defined by (4.25) of [IL] . Since η = 0 ⇒ χ = 1, we have the following identity: . Table 1 χ = χ(s) Φ = Φ(t) Ψ = Ψ(t) L = L(t) α 1 + s , α > 0 t log −1−α t t log −α t log t α (e + s)log ε (e + s) , 0 < ε < 1, α > 0 te −α(log log t)
1−ε (log t)(log log t) ε te −α(log log t)
1−ε (log t)(log log t) ε α (e + s)log(e + s) , α > 0 t (log t)(log log t) 1+α t (log log t) α (log t)(log log t) 1 0 (s) 1 (s) ··· k−1 (s) , 0 (s) = s, k = log(e + k−1 )
αe −β log ε (1+s) , 0 < ε < 1, α, β > 0 ··· ··· e β(log log t) β α (1 + s) 1−ε , 0 < ε < 1, α > 0 t (log t) 1−ε e α log ε t t e α log ε t (log t) 1−ε Table 2 Ψ = Ψ(t) Φ = Φ(t) L = L(t) t log log t t/ log t (log t)log log t t(log log t) γ , γ ≥ 1 γ t(log log t)
γ−1 log t 1 γ (log t)log log t t(log t) α , α > 0 αt(log t)
α−1 1 α log t t exp β(log t) ε , β > 0, 0 < ε < 1 εβt exp β(log t) ε log 1−ε t 1 εβ log 1−ε t t exp β log t log log t , β > 0 βtexp β log t log log t log log t 1 β log log t t exp β log t k (t)
, β > 0, k = 2, 3,...
