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ここで，
                   1im P。二p
                   マー亡。
さらに形をかえると
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ベイズ型重回帰モデル
統計数理研究所石 黒 真木夫
 1．間 題 意 識
 最近，Akaike（1980）の考えにもとづいたABIC最小化法によるベイズモデルの利用が活発
に行われるようにたってきた．
 ベイズモデルは性格を異にする2つのモデル，データ分布のモデルとこのモデルのパラメー
タの分布（事前分布）のモデル，で構成されるが，事前分布のモデルとして現実に利用されて
いるのはいわゆるsmoothnesspriorと呼ばれる形の，パラメLタの問に自然な順序がつけられ
て，その順序にパラメータの値が滑らかに変化する場合のものだけである．
 赤池の方法は，すくたくとも形式的には，いかたる事前分布を持って来ても使える一般的た
形をしている．従って，様々なデータ分布と事前分布を組合わせることによって多種多様の統
計的方法を構成することができる．しかし，そうして導かれる統計的方法のすべてが実用的な
ものであるとは限らたい．
 ABIC最小化法はこれまで成功をおさめてきているが，これは単にベイズモデルを利用した
からそうたったということではなく，smoothnesspriorという極めて特殊た形をした事前分布
が何らかの意味で自然なものであったからだ，と考えられる．では，smoothnesspriorではな
い事前分布であって，同じように自然で実用的なものは在りうるか．もし在るものたらそのよ
うな事前分布を構成してみたい．
 2．ベイズモデルとAIC最小化法
 smoothness priorをもちいたベイズモデルによる解析が有効な典型的な例として回帰分析
がある（石黒・荒畑，1982）．ベイズモデルを利用することによってデータの大局的な動きを捕
えた適度に滑らかだ回帰曲線が得られる．
 従来のAIC最小化法によって滑らかだ回帰曲線を得ることは，たとえば，多項式回帰におけ
る次数選択によって実現されていた（坂元化，1983）．一般に，何等かの意味であまり激しい変
動をしたい滑らかだ推定を得ようとしている場合に「次数選択」という手段が使われるといっ
てよい．逆にある場面でAICがr次数選択」に使われているたら，そこではベイズモデル，
