The recent years have seen a growing number of studies investigating evolutionary 2 questions using ancient DNA techniques and temporal samples of DNA. To address 3 these questions, one of the most frequently-used algorithm is based on principal com-4 ponent analysis (PCA). When PCA is applied to temporal samples, the sample dates 5 are, however, ignored during analysis, which could lead to some misinterpretations of 6 the results. Here we introduce a new factor analysis (FA) method for which individ-7 ual scores are corrected for the effect of allele frequency drift through time. Based 8 on a diffusion approximation, our approach approximates allele frequency drift in 9 a random mating population by a Brownian process. Exact solutions for estimates 10 of corrected factors are obtained, and a fast estimation algorithm is presented. We 11 compared data representations obtained from the FA method with PCA and with PC 12 projections in simulations of divergence and admixture scenarios. Then we applied 13 FA with correction for temporal drift to study the evolution of hepatitis C virus in 14 a patient infected by multiple strains, and to describe the population structure of 15 ancient European samples. 16 2 DNA has increased dramatically, both for humans and for other organisms (Lazaridis 19 et al., 2014; Haak et al., 2015; Mathieson et al., 2015; Carroll et al., 2015; Skoglund 20 and Mathieson, 2018). In such studies, a central question concerns the inference of 21 ancestral relationships between sampled populations (Slatkin, 2016). Evolutionary 22 biologists and population geneticists have devised many methods for addressing this 23 question. One of the most frequently-used method is based on principal component 24 analysis (PCA) and projections of ancient samples on axes built from present-day 25 samples (Patterson et al., 2006(Patterson et al., , 2012. In population genetics, PCA is performed 26 by finding the eigenvalues and eigenvectors, or axes, of the covariance matrix of al-27 lele frequencies. The highest order eigenvectors indicate the directions in the high 28 dimensional allele-frequency space which account for most of the covariance. Indi-29 vidual samples are then plotted on the plane spanned by the first axes, offering a 30 visual representation of the structure hidden in the data obtained with short com-31 puting time. Relative distances in the reduced space indicate their similarity and 32 their ancestral relationships (McVean, 2009). When PCA or PC projections are ap-33 plied to analyze temporal samples, information on sample dates is, however, usually 34 omitted in the computation of eigenvalues and eigenvectors (Slatkin, 2016; Slatkin 35 and Racimo, 2016; Harris and DeGiorgio, 2017).
Introduction
In recent years, the number of studies analyzing temporal samples of DNA or ancient
where the residual noise is described by 114 ∼ N(0, σ 2 I) .
In this formula, effect sizes, B j , j = 1, · · · , p, are introduced, and considered as 115 i.i.d. random variables with univariate Gaussian prior distribution N (0, α −1 ). A 116 latent matrix, W = UV T , has a non-informative prior distribution. After a spectral 117 decomposition of the covariance matrix C, we define
where P is a unitary matrix of eigenvectors, and Λ is the diagonal matrix containing 119 the eigenvalues of C 120
Based on the Karhunen-Loève theorem (Loève, 1948) , the diagonal terms of Λ can 121 be approximated as 122 λ i ≈ n (i − 1/2) 2 π 2 , i = 1, . . . , n,
Z ij ≈ f i (t j ) λ i /n , i, j = 1, . . . , n,
where f i (t) is defined as f i (t) = √ 2 sin((i − 1/2)πt) for all t in the interval [0, 1] . 124 According to these results, the eigenvectors of the covariance matrix have sinusoidal 125 shapes, and a diffusion model is consistent with the arch effect observed in principal 126 components of genetic variation (Skoglund et al., 2014) .
127
Statistical estimates of the matrices U, V and B can be obtained by maximizing 128 a posterior distribution in a Bayesian framework. This approach amounts to finding 129 the minimum of the following loss function
where we have set λ equal to the inverse of the temporal signal-to-noise ratio, 
where D λ is a diagonal matrix with coefficients equal to
The estimate of W is provided by the best approximation of rank K of the matrix 137 Y, where "best approximation" is related to the following matrix norm
The K corrected factors forming U and their associated loadings, V, can be obtained 140 from the SVD of the matrix W (see Table S1 ). structure among samples ( Figure 1D ). This last result showed that distortion due to 160 temporal drift was correctly removed in a factor analysis using a Brownian model of in the PC plots, meaning that the clusters were better characterized and better rep-171 resented populations of origin in FA than in PCA ( Figure 3C ). In generative model 172 simulations, factor 1 in FA better explained the hidden factor than did the first PC 173 in PCA ( Figure 3D ). The results provided evidence that correcting for temporal drift 174 in FA revealed population structure hidden in the noisy data.
175
Admixture models. In another series of experiments, we considered admixture 176 models in which an ancestral population splits into two sister populations 1,300 gen- to the admixed population than expected ( Figure 3A ). The shrinkage effect was even 189 more pronounced in coalescent simulations than in generative model simulations ure S1 and Figure 3C as Gaussian independent random variables. The standard deviation for first factor, 370 s 1 , measured divergence between the two ancestral populations, and was varied in the 371 range from to 2 to 10. Factors 2 and 3 had lower standard deviations, respectively 372 equal to s 2 = 1.5 and s 3 = 0.5, so that u 1 contained the largest genomic information.
373
The λ parameter, representing an inverse temporal signal-to-noise ratio, was chosen 374 in the range [10 −1 , 10 −6 ]. The number of samples, n, was equal to 200, and the 375 number of markers was kept to p = 1, 000. Loadings were simulated as independent 376 standard Gaussian random variables, and the residual variance was set to σ 2 = 1.
377
For each simulation the squared correlation between the true u 1 and estimated factor 378û 1 was computed.
379
For the admixture model, the factor matrix U contained K = 3 factors. In the 380 first factor, the two ancestral populations were positioned (with a standard deviation 381 of 1) so that the distance separating their centers, d 1 , measuring divergence between Figure S6 . Extended ancient genome data set -Factor Analysis. Factor analysis of 697 ancient genomes with some populations emphasized (dates more recent than 12 ky cal BP). The observed pattern similar to PC projections, but more consistent with geography.
