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Resum   
Aquest treball de fi de grau afronta el problema de la poca oferta d'assets d’Unreal Engine per 
realitzar animació facial amb una webcam i aconsegueix crear un asset que assenta les bases 
d'aquesta tecnologia. 
L'objectiu principal del treball és dissenyar i programar un asset per Unreal Engine 4.19.2 que 
tingui opcions de personalització com escollir quins ossos es mouen i funcioni el més ràpid 
possible per assegurar la màxima quantitat de fotogrames per segon possibles. El treball fa 
servir OpenCV2 per llegir les imatges de la webcam i DLib per fer el reconeixement facial, amb 
aquests dos elements l'asset es centra en ajuntar i gestionar la informació per acabar calculant 
i movent la cara. 
El treball s'ha dut a terme en tres fases, una primera on es va preparar l'entorn de treball 
dintre d'Unreal, afegint i provant les llibreries OpenCV2 i DLib, un segon on es va desenvolupar 
tot el nucli de l'asset, aconseguint que comencés a funcionar i finalment es va tancar el 
desenvolupament millorant l'asset i netejant codi. 
Al final s'ha aconseguit crear l'asset que es volia, aconseguint moure la cara d'un avatar dintre 
d'Unreal Engine a través d'una webcam, sense la necessitat de que l'usuari tingui cap marcador 
a la cara. L'asset té limitacions donades per la pròpia llibreria de reconeixement facial i per el 
propi sistema que s'ha desenvolupat entorn a la llibreria, ja que s'han anat agafant dreceres 
per aconseguir tenir resultats. 
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Paraules clau  
unreal, opencv, dlib, animació, facial, webcam, c++, programació, videojocs 
Enllaces  
Enllaç a build final del treball, es recomana llegir l’arxiu README de dintre de la descàrrega. 
https://drive.google.com/file/d/19MQzdur1irauTVRJYDix_iJZ6SRbKKx7/view?usp=sharing 
Enllaç a vídeo de YouTube on es mostra el treball en funcionament. 
https://youtu.be/NOVElcQ8pzc  
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Glossari 
animació esqueletal: Tècnica per d’animació 3D per animar els personatges o objectes 
articulats. Els objectes que s’animen amb aquesta tècnica consten de dues parts, la malla que 
és la part visual de l’objecte, i l’esquelet que és el sistema d’ossos que utilitzarà per articular la 
malla. Fent una comparació amb el cos humà, l’esquelet serien els ossos i els músculs i la malla 
seria la pell, els ossos i músculs dicten com es mourà, articularà, deformarà la pell. 
asset: Tot allò que es fa servir per construir el joc dintre del motor de videojocs. Un exemple 
serien tots els models 3D i textures o sons. 
blueprint: Asset de programació visual d’Unreal Engine, és un entorn on es pot programar 
visualment amb nodes amb l’opció de vincular el blueprint amb codi C++. 
cmd: la consola de Windows on s’hi poden escriure comandes per fer tot tipus d’operacions. 
computer vision: Camp científic i tecnològic que intenta aconseguir que els ordinadors puguin 
veure i processar imatges com ho fa una persona. 
CPU: De les sigles en anglès de Central Processing Unit, la CPU és la unitat de processament de 
l’ordinador o dispositiu similar, el que comunament s’anomena processador i s’encarrega de 
realitzar tots els càlculs i operacions del sistema. 
deep learning: Algoritmes de machine learning que aconsegueixen fer capes d’abstracció de 
les dades que se’ls hi donen, com per exemple donar una imatge i l’algoritme aconsegueix 
abstraure si allò conté una cara humana o no. 
dll: tipus de llibreria. 
downsampling: Técnica que aconsegueix reduir la resolució d’una imatge minimitzant la 
pèrdua d’informació. 
face tracking: Tecnologia que aconsegueix fer identificació i seguiment de cares. 
framerate: Fotogrames per segon d’una aplicació en temps real. 
GPU: De les sigles en anglès de Graphics Processing Unit, la GPU és el xip de la targeta gràfica 
de l’ordinador o dispositiu similar que s’encarrega de tots els càlculs relacionats amb els gràfics 
que es volen mostrar en pantalla. 
hardware: Components físics d’un sistema informàtic com per exemple la GPU, CPU, RAM,... 
implementació nativa: Quan un programa per si sol suporta alguna funcionalitat, per tant no 
fa falta codi de tercers o que l’hagis de fer tu, es tracta d’una funcionalitat nativa del 
programa. 
input: Conjunt de dades que entren al sistema operatiu, per exemple un input de webcam són 
el vídeo i l’àudio que la webcam capta i envia al sistema operatiu. 
lib: tipus de llibreria. 
llibreria: Paquet de codi compilat dintre un sol arxiu, això el fa fàcilment portable i 
implementable en altres projectes diferents d’on s’ha creat. 
machine learning: Utilització d’intel·ligència artificial per crear algoritmes que es basen en 
patrons i informació prèviament donada del que es vol analitzar en comptes d’instruccions 
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específiques de que fer. Els algoritmes “aprenen” com ho faria una persona sobre que han de 
fer, una vegada entrenats, són capaços de desenvolupar la tasca per la que han sigut 
entrenats. 
milestone: Meta assignada en un temps concret i definida amb cert contingut per tenir fet en 
aquell moment. 
motor de videojocs: Programa que serveix de marc de treball per crear un videojocs, proveint 
tot tipus d’eines al desenvolupador. 
nVidia: Empresa especialitzada en tecnologia gràfica i producció i disseny de GPUs. 
open source: Codi que és públic, qualsevol el pot veure en la seva totalitat. 
plugin: Softawre que afegeix certa funcionalitat a un altre programa, habilitant la seva 
modificació i personalització. 
polish: Procediment per el qual es passa quan no es vol afegir res nou, només es vol afegir 
detalls puntuals que no són crítics o necessaris per al correcte funcionament del joc, per 
exemple modificar alguna textura d’un objecte que ja era acceptable per una de encara millor. 
RAM: De les seves sigles en anglès de Random Access Memory, la RAM és os guarden de 
manera temporal totes les dades que el sistema està fent servir com les instruccions que 
s’executen a la CPU o els recursos que fan servir els programes. 
realitat augmentada: Conjunt de tecnologies que permeten veure el món a través d’un 
dispositiu, normalment una càmera, i al damunt del que es veu del mon real es posa més 
informació que augmenta la realitat. Un exemple seria un GPS que amb la càmera del mòbil, si 
miressis al carrer, et dibuixés en el terra del món real la línia del camí a seguir. 
repositori: Sistema de control de versions que habilita un seguiment i historial de tots els 
arxius que entren el sistema. Un exemple es Git o Mercurial amb plataformes com Github. 
Rigging: Sistema d’ossos i vinculacions amb la malla per poder-la animar. 
SDK: De les sigles en anglès Software Development Kit, són eines de software que permeten 
crear aplicacions per determinats entorns, plataformes, sistemes operatius... 
software: Conjunt de dades, instruccions, programes que expliquen al sistema informàtic com 
fer determinades tasques. 
testeig: Provar una cosa múltiples cops per assegurar que allò funciona correctament i com 
s’espera. 
Unity: Motor de videojocs multiplataforma creat per Unity Technologies. 
Unreal Engine: Motor de videojocs multiplataforma creat per Epic Games. 
upsampling: Técnica que aconsegueix incrementar la resolució d’una imatge interpolant valors 
entre píxels per interpretar els píxels nous. 
webcam: Càmera que emet el vídeo que captura directament a un ordinador.  
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1. Introducció 
1.1 Motivació 
Per damunt de tot la curiositat per aprendre més, sempre m’he mogut amb el seu l’impuls, així 
he descobert molta informació sobre diversos temes, és més el fet d’estar treballant en el món 
dels videojocs és fruit de la meva curiositat per entendre i voler aprendre i investigar el que fa 
anys em van deixar de ser simples jocs i començar a ser muntanyes de feina, gent, disciplines i 
tecnologies diverses. 
Tot i la curiositat innata que em fa investigar coses, el tema d’aquest treball no em cridava massa 
l’atenció. La visió computacional sí que és un àmbit que m’agrada mirar i més després de 
l’assignatura de realitat augmentada del curs passat, però hi havia altres opcions que em 
semblaven millors, però vaig canviar de parer quan vaig veure que el joc Star Citizen havia 
implementat face tracking i el feia servir per omplir de vida i expressivitat els jugadors fent que 
els avatars facin les mateixes expressions que el jugador. Aquest va ser el fet principal per 
acceptar el tema com el punt central de la meva investigació i dedicació durant els pròxims 
mesos. 
També cal destacar que mai havia treballat amb llibreries de reconeixement de cares i formes, 
per tant les meves ganes d’aprendre van tornar a atacar per veure i indagar aquest camp 
inexplorat i nou per a mi. 
1.2 Formulació del problema 
La tecnologia de detecció de cares i formes ja fa temps que existeix i cada vegada s’aconsegueix 
fer més ràpida i fiable, però mai s’ha establert com una possible integració estàndard en 
videojocs. 
Com es comenta en l’apartat anterior, l’exemple del face tracking en el joc Star Citizen, posa de 
manifest que aquesta funcionalitat ajuda a omplir d’expressivitat els personatges dels videojocs 
recreant en temps real la cara del jugador en la cara de l’avatar dintre del joc. 
Buscant eines per aconseguir aquesta funcionalitat en motors tan coneguts com Unity o Unreal 
Engine o llibreries de tercers, no es triga a veure que hi ha pocs assets que et permetin 
implementar face tracking en el teu joc. Tal i com es pot veure en extensió en l’apartat 2 “State 
of the art”, per a Unity si que es troben opcions, però per a Unreal o llibreries de tercers n’hi ha 
poques o t’obliguen a utilitzar tecnologia lligada al dispositiu que facis servir, com és el cas de 
ARKit que és una aplicació exclusiva de Apple per als seus dispositius amb iOS. 
Per tant el problema que s’identifica és la falta d’oferta d’aquesta tecnologia envasada com a 
llibreria, plugin o asset per al seu us immediat i fàcil per ser utilitzada en Unreal Engine. Aquest 
treball es centrarà en justament això preparar un asset en Unreal Engine que mitjançant input 
d’una webcam animarà la cara d’un avatar dintre de l’aplicació. 
1.3 Objectius generals del TFG 
L’objectiu principal d’aquest treball és generar un asset per el motor de Epic Games, Unreal 
Engine, que permeti la implementació ràpida, fàcil i eficaç de la tecnologia de face tracking en 
qualsevol aplicació o videojoc. Mitjançant l’input de una webcam s’animarà la cara d’un avatar 
dintre del joc o aplicació. 
A continuació es llisten els objectius generals que vol aconseguir aquest treball: 
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1. Dissenyar i desenvolupar un asset per a la implementació de face tracking dintre 
d’Unreal Engine. 
Utilitzant les imatges captades per una webcam s’animarà la cara d’un personatge. 
2. Proporcionar suficients opcions per poder personalitzar l’ús de l’asset. 
L’asset va dirigit a tot tipus d’utilitzacions per tant ha de tenir múltiples opcions de 
personalització per poder fer-ne el millor us. 
3. Crear un sistema per poder vincular diversos tipus d’esquelet a l’asset. 
Lligat amb el punt anterior, s’ha d’assegurar que l’asset suporta diversos tipus 
d’esquelet per assegurar el màxim de generalització possible. 
4. Assegurar que la tot l’asset funciona el més ràpid possible per assegurar el major 
nombre de fotogrames per segon. 
Com l’asset va dirigit a ser un complement per a un joc o aplicació, interessa que els seus 
càlculs ocupin el mínim possible per assegurar que interfereix poc amb el rendiment del 
programa i així aconseguir un framerate el més alt possible. 
5. Crear un nivell de demostració per ensenyar l’asset funcionant. 
Finalment s’haurà de crear un nivell on es pugui posar a prova i demostrar les 
funcionalitats de l’asset final creat. 
1.4 Objectius específics del TFG 
1. Preparació de l’entorn de treball en Unreal Engine 
Primer de tot s’ha de preparar Unreal amb tot el que es necessita per començar a 
treballar, aquestes tasques van des de la implementació de les llibreries necessàries fins 
a la investigació de les eines a utilitzar. 
a. Afegir la llibreria OpenCV2 a Unreal. 
Aquesta llibreria permetrà la captura d’imatges que s’enviïn des de la webcam. 
b. Afegir la llibreria DLib a Unreal. 
Aquesta llibreria permetrà l’anàlisi de les imatges capturades per OpenCV2 per 
buscar cares i la seva animació. 
c. Organitzar el projecte i la implementació de les llibreries. 
És important organitzar correctament tot el projecte i la jerarquia de codi per 
minimitzar els problemes que segurament surtin en un futur. 
d. Investigar com funciona el sistema d’animació esqueletal d’Unreal. 
Abans de començar a animar res, s’ha d’investigar i entendre com funciona el 
sistema d’animació esqueletal, ja que juntament amb les llibreries que 
s’implementen, és l’altre pilar bàsic del treball. 
e. Testejar el sistema d’animació esqueletal d’Unreal. 
Finalment s’ha de testejar una mica el que s’ha après d’animació esquelet al per 
acabar d’entendre el seu funcionament i trobar possibles problemes. 
2. Implementació i testeig 
Una vegada es té preparat l’entorn de treball i s’ha entès totes les eines que es faran 
servir, ja es pot començar a treballar en la implementació de tota la funcionalitat. 
a. Accedir els 68 punts de DLib. 
S’ha de preparar el codi perquè tingui accés directe i interfície per a l’usuari dels 
68 punts que genera DLib quan analitza cares. 
b. Accedir al sistema d’animació esqueletal. 
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S’ha de preparar el codi perquè tingui accés directe i interfície per a l’usuari del 
sistema d’animació esqueletal i l’esquelet que es faci servir. 
c. Enllaçar els 68 punts de DLib amb el sistema d’animació esqueletal. 
Una vegada es tenen preparats DLib i l’esquelet cal enllaçar-los i presentar una 
interfície d’usuari per a començar l’animació facial. 
d. Afegir un sistema per a la interpolació dels ossos quan es mouen. 
Per millorar la naturalitat i fluïdesa de les animacions cal introduir interpolacions 
en els moviments. 
e. Testeig amb diferents angles de càmera. 
Testejar com es comporta el sistema quan té diferents angles de càmera és 
important, ja que pot comportar l’entrenament d’un nou detector de cares. 
f. Testeig amb detecció de cares parcial. 
Com s’ha comentat en el cas anterior, amb la detecció parcial de cares també 
s’ha de testejar perquè també pot comportar l’entrenament d’un nou detector. 
3. Polish i neteja  
Quan ja es té tot el sistema funcionant i preparat per a la seva utilització es pot passar a 
la última fase on es procedeix al poliment de la funcionalitat ja creada, la neteja del 
projecte i últims retocs del treball. 
a. Millora en la interpolació d’ossos. 
Les interpolacions sempre poden tenir errors en posicions crítiques, per tant 
s’ha de testejar diferents posicions i analitzar el seu comportament. 
b. Neteja del projecte i el codi. 
Una vegada es validi la correcta funcionalitat del sistema, s’ha de procedir a 
netejar el projecte i el codi per deixar només les coses essencials per al seu 
correcte funcionament. 
c. Creació de nivell de demostració. 
Per finalitzar el projecte s’ha de crear un nivell de demostració on es posarà a 
prova i en funcionament tota la feina desenvolupada en els últims mesos. 
d. Si el Planning no es veu massa interromput, creació de un plugin. 
En el cas de no tenir entrebancs i tenir temps suficient es procedirà a crear un 
plugin per Unrel Engine que encapsuli la funcionalitat del sistema per a una 
implementació encara més còmode i fàcil. Aquest objectiu és interessant 
d’assolir, però la prioritat és la creació de l’asset funcional. 
1.5 Abast del projecte 
El projecte va dirigit a produir una eina per crear animació facial en temps real a partir de les 
imatges captades per una webcam, aquesta eina va dirigida específicament a funcionar en 
l’entorn de Unreal Engine, concretament serà desenvolupat dintre de Unrel Engine 19.2, 
posteriorment s’haurà de revisar si funciona en altres versions del motor, però l’objectiu 
principal és la 19.2. 
El producte final del projecte va dirigit a poder ser posat a la venta en el Unreal Engine 
Marketplace, la botiga d’assets de Unreal Engine, per tant va dirigit a qualsevol 
desenvolupador de videojocs o aplicacions en Unreal Engine que vulgui implementar la 
funcionalitat de face tracking amb webcam en la seva aplicació. 
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2. State of the art 
La tecnologia de detecció de formes i patrons en imatges no és nova, ja porta temps entre 
nosaltres, el que si cada cop s’està intentant fer més eficient és la seva aplicació en temps real 
per tot tipus de deteccions en aplicacions en el dia a dia, des de sistemes de seguretat que amb 
una càmera van mirant la cara de la gent i intenten reconèixer si algú és un subjecte d’interès o 
els radars que llegeixen les matricules dels cotxes, fins a aplicacions més pròximes com el 
reconeixement facial del mòbil. 
En els següents punts es discuteixen els sistemes de reconeixement de formes més comuns 
començant per reconeixement d’anàlisi d’imatge fins a la utilització de xarxes neuronals i 
sistemes de deep learning. 
2.0.1 Histogram of Oriented Gradient 
Histogram of Oriented Gradients (HoG) es basa en que un objecte, el que voldrem reconèixer, 
pot ser descrit utilitzant la intensitat local de gradients, la direcció de les seves arestes.  
Els passos que segueix l’algoritme són els següents: 
- Aplicació de un filtre sobel a la imatge que s’ha 
donat per entrenar el HoG. El filtre sobel és un 
filtre que detecta les arestes de les imatges, 
donant com a resultat una imatge negra amb 
tots els contorns dels objectes en blanc. 
- Divisió de tota la imatge en una graella de 
caselles regulars d’una mida escollida per 
disseny de l’algoritme, per exemple, caselles de 
8*8 píxels. 
- Càlcul de la orientació dels gradients en cada 
casella retallada en el pas anterior. 
- Normalització dels resultats en caselles de 2*2 
caselles, per tant seguint amb l’exemple de les 
caselles 8*8 píxels, la normalització es faria amb caselles de 16*16 píxels. 
- Processament dels càlculs necessaris per crear el HoG final i producció d’aquest amb la 
possibilitat de generar la visualització del HoG. 
L’anàlisi de translació i rotació és robust amb canvis 
d’il·luminació ja que tots els càlculs que es fan acaben 
sent normalitzats abans d’acabar al HoG final, per tant tot 
el soroll, les variacions, que pot donar la llum és eliminat 
en el procés. HoG també aconsegueix ser fiable a 
moviment y lleugeres rotacions i deformacions gràcies a 
la seva invariància a translació, això vol dir que sempre 
que un grup de píxels, els quals conformen l’objecte a 
reconèixer, s’hagin moguts en la  mateixa distància i 
direcció, l’objecte pot seguir sent reconeixible.  
Aquest algoritme és molt útil per la seva capacitat de 
detecció d’objectes texturitzats i amb la possibilitat de 
deformació i lleugera oclusió i rotacions. També cal 
destacar que és molt ràpid de calcular en CPU, fent-lo molt interessant per aplicacions en temps 
Figura 2 HoG entrenat per reconèixer cares 
Figura 1 Efecte del filtre sobel 
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real. Problemes a destacar són la dificultat o impossibilitat en la detecció d’objectes bastant 
oclosos o no frontals juntament amb el fet de que per la naturalesa de l’algoritme, l’objecte a 
detectar ha d’ocupar bastants píxels en pantalla, si és massa petit no el trobarà, un procediment 
comú per evitar aquest problema és fer un upsampling de la imatge que rep l’algoritme, 
augmentar la resolució.  
2.0.2 Haar Cascade 
L’algoritme de Machine learning Haar Cascade es basa en l’anàlisi d’una extensa base de dades 
utilitzant uns kernels, plantilles, que va calculant i detectant punts d’interès anomenats 
característiques Haar, Haar features. Una vegada l’algoritme està entrenat per entendre quines 
característiques són les més correctes per detectar el que volem, ja el tenim preparat per fer 
servir, al executar-lo, buscarà característiques per les imatges que li arribin i discernirà entre si 
troba l’objecte pel que ha estat entrenat o no. 
Procediment de l’algoritme:  
- Primer de tot ha de rebre una gran base de dades amb imatges positives, que contenen 
l’objecte que es vol buscar, i imatges negatives, que no conten l’objecte a buscar. 
- En les imatges es posa a buscar el que 
anomenem característiques Haar, “Haar 
Features”. Una característica Haar es troba 
fent servir plantilles que calculen 
diferencies en les sumes dels píxels de cada 
franja o zona per les que estan dividides. 
Aquestes plantilles s’analitzen múltiples 
cops per tota la imatge, col·locant-les per 
tot arreu per trobar el màxim nombre de 
característiques Haar possible. 
- El procés anterior genera moltíssimes 
característiques Haar, si es fan servir totes 
per analitzar les imatgesl’algoritme serà 
molt lent. Necessitem alguna cosa que 
acceleri el processament de les 
característiques Haar, l’algoritme de 
machine learning Adaboost, de la contracció 
de “Adaptative Boosting“ en anglès, ajuda 
en dos maneres a accelerar el 
processament. Per una banda selecciona les 
característiques que són més rellevants i per 
l’altre, entrena un classificador de cascada 
“cascade classifier” per que sigui capaç 
d’analitzar les imatges. 
El classificar que s’entrena per fer la funcionalitat final de detectar l’objecte desitjat es basa en 
que cada “Haar feature” és un classificar dèbil. L’algoritme tria i interpola els classificadors dèbils 
més adequats i gràcies a aquests càlculs, de molts classificadors dèbils genera un classificador 
fort. 
El classificador fort final està dissenyat per capes, cada capa conté classificadors dèbils 
ponderats segons el grau de precisió que tenen, cada capa esta preparada per rebutjar falsos 
Figura 3 Exemple de plantilles per buscar 
característiques Haar 
Figura 4 Exemple de característiques Haar 
trobades en una imatge 
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positius el més aviat possible, per tant així incrementa els positius vertaders, un falç positiu és 
quan l’algoritme diu que ha trobat l’objecte, però no és cert, i un positiu vertader és quan 
l’algoritme diu que ha trobat l’objecte i és cert. 
Aquest tipus d’algoritme és molt ràpid de calcular en CPU, és bastant simple i detecta formes 
amb variacions d’escala, però té un índex de falsos positius bastant alt i no funciona bé amb 
imatges no frontals i amb oclusió parcial dels objectes. 
2.0.3 CNN 
Les xarxes neuronals de convolució (Convolutional Neuronal Network, CNN) són un tipus de 
xarxa neuronal que s’aplica a reconeixement de formes ja que s’ha demostrat que tenen una 
gran eficàcia. 
Una xarxa neuronal, “Artificial Neuronal Network (ANN)”, és un paradigma de programació que 
s’inspira en com funciona el cervell humà, aplicant funcionalitat biològica d’aquest en codi. Els 
algoritmes de ANN una vegada creats, han de passar un procés d’aprenentatge en el que 
aprenen que han de fer, com classificació de dades o reconeixement de formes. Una vegada 
entrenades poden realitzar la tasca que han aprés quan se’ls hi doni el que necessiten per 
començar a treballar, com per exemple imatges en el cas de reconeixement de formes. 
Les CNN són un cas específic de xarxa neuronal profunda (Deep Neuronal Network, DNN) que 
funciona millor per a face tracking. Les DNN són xarxes que tenen moltes capes de 
processament, es a dir, les dades que reben d’entrada passen per diverses capes on s’analitzen 
i calculen paràmetres per produir un resultat final. 
En les CNN hi ha alternacions de dues capes principals, les capes de convolució i capes de 
“pooling”: 
- Convolució: L’objectiu d’aquest procés és 
trobar característiques en les imatges. 
S’aconsegueix utilitzant una matriu, 
anomenada filtre o kernel de 3*3 i s’analitzen 
els píxels de la imatge d’entrada, donant com 
a resultat una matriu amb els resultats dels 
càlculs, una matriu amb les característiques 
calculades anomenat mapa de 
característiques. 
 
 
Figura 5 Procés de convolució amb kernel (groc), 
passant per la imatge (verd) i donant la matriu 
de característiques (vermell) 
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- “Pooling”: és un procés de downsampling, 
és a dir, de baixada de resolució. Agafa els 
mapes de característiques i agafant 
porcions de per exemple 2*2 píxels, agafa 
el valor més alt i el guarda en una nova 
matriu, per tant d’una imatge de 4*4 
píxels, després del pooling acabaríem amb 
una matriu de 2*2. 
Aquest algoritme funciona per diferents 
orientacions dels objectes a detectar, aconsegueix 
bons resultats quan l’objecte està ocult 
parcialment, s’executa molt ràpid en GPU i el 
procés d’entrenament és molt ràpid i fàcil. Els 
problemes que té és que per una banda si es vol executar en CPU, és molt lent, i al igual que el 
HoG, està entrenat per trobar objectes que ocupin bastants píxels en pantalla, per tant fer 
upsampling de la imatge que entra a l’algoritme és una bona pràctica. 
2.1 Estudi de Mercat  
Tot i que la tecnologia de face tracking no s’aplica àmpliament als videojocs, es poden trobar 
productes ja al mercat els quals proporcionen aquesta funcionalitat. En els següents punts 
s’anomenen i repassen alguns dels productes de face tracking que es poden trobar com a 
llibreria externa, funcionalitat proporcionada per una empresa, asset per a Unity i Unreal 
Engine i una menció a un programa de Steam. 
Tots els següents productes són gratuïts menys en cas de que s’indiqui el contrari. 
2.1.1 Empreses 
- Faceware Technologies 
Faceware Technologies és una 
empresa de Texas, Estats Units 
d’Amèrica, fundada el 2012 que 
crea software i hardware per 
face tracking, utilitzat per 
animadors de jocs, pel·lícules i 
series arreu del món. 
D’entre d’altres productes, 
tenen Faceware Life, programari 
que al donar-li imatges d’una 
webcam aconsegueix animar el 
cap i cara d’un personatge dintre de l’aplicació que es vulgui gràcies al SDK. 
El preu de Faceware Life té una distinció entre usuari únic i llicència de xarxa, 
per exemple la compra de una llicència de per vida de usuari únic és de 3000$ i 
la llicència de xarxa és de 4600$. 
 
 
Figura 6 Procés de pooling, de una imatge 4*4 
aconsegueix una de 2*2 
Figura 7 Exemple de Faceware Life dintre de Star 
Citizen 
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2.1.2 Unity 
- DLib FaceLandmak Detector 
Implementació de DLib per a Unity a un cost de 40$. És capaç de rebre imatges 
o vídeos, incloent vídeo en temps real d’una webcam, i fer el face tracking de les 
cares que trobi, donant a l’usuari la possibilitat d’agafar aquestes dades i 
utilitzar-les per múltiples propòsits com posar màscares o altres objectes 
damunt de la cara de l’usuari en una aplicació de realitat augmentada. 
- ARKit Remote 
Suport natiu de ARKit a Unity per a dispositius iOS amb aquest software. ARKit 
és al tecnologia de realitat augmentada de Apple, que també pot fer 
reconeixement facial. Unity aconsegueix agafar el que processa ARKit per face 
tracking i dona a l’usuari aquestes dades per poder fer el face tracking i utilitzar-
lo com es vulgui. 
2.1.3 Unreal Engine 
- Face AR 
Exactament el mateix propòsit que ARKit Remote de Unity, però en Unreal 
Engine. Per tant Face AR és el suport natiu de Unreal Engine per poder accedir a 
ARKit de dispositius iOS. 
2.1.4 Steam 
- FaceRig 
Programa que es pot comprar a través de 
Steam a un preu base de 14’99€ amb  
la possibilitat de gastar 89’29€ més per 
aconseguir més personatges i més 
opcions de personalització. 
Aquest programa és totalment privat i 
sense cap mena d’implementació amb 
altres motors o llibreries, simplement és 
comprar, descarregar i utilitzar. 
FaceRig aconsegueix que a partir de les 
imatges en temps real d’una webcam es 
pugui animar un personatge amb els 
moviments de cap i facials que fa l’usuari. 
El vídeo que es genera del personatge virtual replicant els moviments de l’usuari 
es pot guardar o es poden arribar a fer videotrucades i en temps real ensenyar 
l’avatar en comptes de l’usuari parlant. 
 
 
 
 
 
 
 
Figura 8 Un dels personatges de FaceRig 
animat 
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2.1.5 Altres 
Els següents productes només fan reconeixement facial, no tenen integració per animació d’una 
cara dintre de cap SDK o motor de videojocs. Tot i això es poden fer servir per arribar al que es 
planteja en aquest treball, concretament OpenCV i DLib són les dues llibreries que juntament 
amb Unreal Engine es fan servir per aconseguir el producte final d’aquest treball. 
- Visage Technologies 
Visage Technologies és una empresa de Suècia fundada el 2002. 
Com FaceWare Technologies, té altres productes de reconeixement facial i un 
SDK per al tracking en temps real de la cara a partir de vídeos, webcams o 
imatges. El preu no està especificat en la seva web. 
- FaceTracker 
A diferència de Faceware o VIsage que són empreses privades, Facetracker és 
un repositori públic de Github que implementa codi per face tracking utilitzant 
OpenCV. 
- OpenFace 
OpenFace és un software open source de face tracking implementat amb Deep 
Neuronal Network. 
La recerca per a la creació d’aquest software ha rebut suport d’empreses tan 
conegudes com Intel, Google o NVIDIA. 
- OpenCV 
Llibreria open source de computer vision implementada en C/C++ i que es pot 
fer servir en C++, Java i Python. 
OpenCV és una llibreria creada el 1999 i des de llavors s’ha anat actualitzant i 
utilitzant en multitud de productes arreu del món des de sistemes de seguretat 
on es detecta moviment o certs patrons fins a reconeixement facial. 
- DLib 
Llibreria open source d’alt rendiment implementada en C++ que conté 
algoritmes de machine learning per a nombroses aplicacions, una d’elles el 
reconeixement i seguiment de cares. 
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3. Gestió del projecte 
3.1 Procediment i Eines per al seguiment del projecte 
Per al correcte desenvolupament i seguiment d’aquest treball s’ha dut a terme la realització d’un 
diagrama de GANTT, una taula de Trello i un repositori de GitHub. 
3.1.1 GANTT  
El diagrama de GANTT és una representació visual del temps que ocupen les tasques previstes 
del projecte, juntament amb aquesta funcionalitat, també serveix per veure la seva distribució i 
veure quines “milestones” hi ha durant el desenvolupament. 
En la següent imatge del GANTT desenvolupat per aquest projecte utilitzant la web es poden 
veure els dos grans blocs del desenvolupament: 
- Una primera part on es descriuen les tasques relacionades amb la realització d’aquesta 
memòria, juntament amb les dates de cada entrega. 
- Una segona part on hi ha totes les tasques relacionades amb el propi desenvolupament 
del treball. 
La segona part consta de tres metes a complir. Una primera de preparació on es prepara Unreal 
per acceptar les llibreries bàsiques per poder treballar, i també fase on s’ha d’investigar i 
aprendre com funciona el sistema d’animació esqueletal d’Unreal. Una segona part on es 
procedeix al propi desenvolupament del treball. I una tercera part on es prepara tot el treball 
per a ser el més net i presentable possible. 
 
Figura 9 Diagrama de GANTT realitzat per aquest projecte 
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3.1.2 Trello 
Trello és l’eina de seguiment que es farà servir per aquest projecte. Utilitzant el sistema de gestió 
kanban s’organitzen totes les tasques en les següents columnes: 
- “ToDo”: Tasques que queden per realitzar. 
- “InProgress”: Tasques en procés. 
- “Testing”: Tasques acabades que s’han de testejar per assegurar el seu correcte 
funcionament. 
- “Done”: Tasques que una vegada acabades i testejades, s’han acceptat com 
correctament i satisfactòriament realitzades. 
To tes les tasques comencen a “ToDo” i van avançant per les columnes fins que es consideren 
fetes, “Done”. 
 
Figura 10 Taula de Trello creada per aquest projecte 
3.1.3 GitHub 
Tot el projecte es puja a GitHub per tenir tot el sistema de control de versions, i la funcionalitat 
de git que et dona aquesta plataforma. El repositori romandrà privat ja que com es comenta en 
l’apartat “Abast del projecte” el resultat final del treball es podria vendre una vegada hagi passat 
per una extensa fase de neteja, testeig i probes diverses per assegurar la seva qualitat. 
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3.2 Eines de validació 
3.2.1 Definició de “fet” 
Al ser un sol desenvolupador sense cap equip d’assegurança de qualitat s’ha d’adoptar una 
postura genèrica en el que a assegurança de qualitat es refereix, ja que es passaria més temps 
testejant que no pas desenvolupant l’aplicació. 
El procediment serà el seguent. Les tasques a “InProgress” una vegada acabades passaran un 
temps raonable de testeig, amb un màxim d’una hora, per assegurar que la funcionalitat base 
està funcionant correctament. Una vegada passada aquesta fase es passarà a “Testing” on la 
tasca romandrà un màxim d’una setmana i durant aquest temps s’anirà treballant en altres 
tasques i revisant que la tasca a “Testing” segueix sense presentar errors. Un cop es pasi aquesta 
fase la tasca es marca com a feta, si havia aparegut algun error, és crearà una nova tasca per 
solucionar-lo. 
3.2.2 Validació dels blocs 
- Preparació de l’entorn a Unreal: Aquest bloc serà donat per acabat quan s’aconsegueixi 
tenir un projecte d’Unreal amb OpenCV i DLib ben implementats i funcionals juntament 
amb l’adquisició i testeig sobre el sistema d’animació esqueletal. 
- Implementació i testeig: Aquest bloc serà donat per acabat quan s’hagi tingut 
implementat i provat tota la funcionalitat que s’espera del treball. Pel final d’aquest bloc 
s’ha de tenir un projecte d’Unreal que amb una webcam pugui veure una cara i animar 
una cara dintre d’Unreal. 
- Polish i neteja: Aquest últim bloc es centra en la neteja i preparació del treball per fer-
lo presentable per a la entrega final. Es dona per acabat quan el resultat final de neteja 
i polish sigui raonablement bo, s’anirà ensenyant el producte final al tutor fins que entre 
els dos s’acordi que allò ja és un bon producte final. 
3.2.3 Validació del producte 
El resultat final i el camí cap a on encaminar el treball és bastant subjectiu per això s’anirà 
ensenyant al tutor del treball que s’està fent per saber si aquell era el camí que s’esperava i 
també per saber quin és el resultat que es pot donar com a final. 
El rendiment de la eina serà testejat en el meu ordinador i els ordinadors de la empresa Arhat 
Games S.L. i s’avaluarà si el rendiment és acceptable o no. 
Ordinador personal 
Sistema Operatiu Windows 10 Pro x64 
CPU Intel Core i7-8700K 3.7Ghz 
GPU NVIDIA GTX 1080 Ti 11GB GDDR5X 
RAM DDR4 3200 2x8GB 
Ordinador Arhat Games S.L. 
Sistema Operatiu Windows 10 Pro x64 
CPU Intel Core i5-8400 2.80GHz 
GPU NVIDIA GeForce GTX 1070ti/NVIDIA GeForce RTX 2070 
RAM 16Gb 
 
Taula 1 Especificacions dels ordinadors per testejar el projecte 
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3.3 DAFO  
DAFO és l’eina d’anàlisi del projecte, compost de quatre punts, Debilitats, Amenaces, Fortaleses 
i Oportunitats, els quals conformen l’acrònim DAFO i poden ser classificats en la següent taula: 
 Positius Negatius 
O
ri
ge
n
 
In
te
rn
  
Fortaleses 
 
Debilitats 
O
ri
ge
n
 
Ex
te
rn
  
Oportunitats 
 
Amenaces 
Debilitats: 
- El codi pot no ser òptim del tot per falta d’anys d’experiència programant. 
- Projecte compaginat a temps parcial amb altres tasques. 
Amenaces:  
- Existència de programes o assets de tercers que ja aconsegueix el resultats similars de 
manera probablement més òptima. 
Fortaleses: 
- Uns 8-9 mesos d’experiència treballant amb Unreal.  
- Coneixement bàsic de les llibreries DLib i OpenCV2. 
- Flexibilitat per poder fer prova i error de la implementació. 
Oportunitats:  
- No hi ha cap asset com el que es planteja directament adquirible des de Unreal 
Marketplace, amb la comoditat d’implementació que això comporta. 
- Al ser un treball d’un estudiant sol i no d’una empresa, no hi ha pèrdues financeres. 
3.4 Riscos i pla de contingències  
Falta de temps 
Un risc evident sempre que es comença una tasca és la possible falta de temps per realitzar-la 
satisfactòriament en un període de temps determinat, i aquest treball no és una excepció. 
Per intentar evitar al màxim aquest problema s’ha aplicat un modificador a l’alça de les hores 
estimades de les tasques previstes i s’ha establert el diagrama GANTT per posar unes milestones 
concretes per fer un seguiment del treball i veure si avança correctament o no.  Juntament amb 
això s’ha creat un horari de tota la setmana per veure a que es dediquen les hores del dia i 
organitzar la feina. La part important de l’horari són les caselles grogues i vermelles on posa TFG, 
són les hores destinades a treballar en el TFG. 
Taula 2 Parts d’un DAFO 
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Juntament amb tota aquesta organització, tot l’apartat del GANTT de polish i neteja, 
especialment l’apartat de la possible creació de un plugin, és tot un paquet de tasques que pot 
veure’s reduït o suprimit si realment es necessités més feina de la prevista. 
Falta de coneixement 
Un altre risc és intentar fer una tasca d’un camp massa desconegut i no saber prou com per 
realitzar el seu desenvolupament en el temps necessari. 
Per la prevenció d’aquest risc ja s’ha triat una àrea de treball on ja es té certa comoditat 
treballant com és Unreal Engine. Juntament amb això, si fos el cas de realment arribar a camps 
massa desconeguts s’aplicaran les solucions del punt anterior per crear més temps per la 
investigació, aprenentatge o replantejament d’alguna tasca per evitar al màxim la pèrdua de 
temps i no poder complir amb les milestones, cal destacar que tot el treball ha estat estudiat i 
planificat per evitar al màxim aquest risc. 
Adaptabilitat de l’asset 
El producte final podria tenir dificultats en acceptar altres tipus d’esquelets diferents per evitar 
això el disseny del programa està centrat a aquest fi, deixant un sistema per enllaçar ossos, 
qualsevol, al sistema de reconeixement facial d’una forma manual, sense cap automatisme, així 
l’usuari pot enllaçar l’os que vulgui a la part de la cara que vulgui, donant possibilitats infinites a 
la personalització de l’ús del asset. Si fos el cas de que aquest pla no funcionés s’intentarien 
altres formes d’aproximar aquest resultat, fins arribar al resultat menys òptim que seria 
restringir l’asset a poder funcionar amb un o uns pocs tipus d’esquelets. 
Taula 3 Horari per organitzar les hores de feina durant la setmana 
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Tasques de risc 
Les tasques amb més risc d’allargar-se i fer endarrerir tot el projecte que ja han sigut 
presentades en el GANTT són les d’implementar les dues llibreries OpenCV i DLib dintre d’Unreal 
Engine i les tasques de testejar l’asset amb diferents posicions extremes de la cara. 
Aquestes tasques es consideren de risc per les següents raons: 
- Implementació de les llibreries OpenCV i DLib dintre d’Unreal: El sistema per afegir 
llibreries externes dintre d’Unreal i que aquest les accepti sense problemes perquè tot 
funcioni com s’espera, és terriblement complicat si mai s’ha fet, com és el cas. 
- Testeig de diferents angles i posicions de càmera i cara per assegurar la correcta 
detecció: Aquesta és una tasca que pot ser fàcil o molt llarga i tediosa, tot pot funcionar 
sense problemes o portar problemes per tot arreu i haver d’entrenar un detector de 
cares des de zero introduint-li el com reconèixer bé les posicions que ara li manquen. 
Preparar tot aquest sistema per fer aprendre al sistema pot portar un cert temps extra 
del previst si no hi hagués problemes. 
- Creació del plugin, ja s’ha comentat que és una tasca que pot ser suprimida, però en el 
cas de fer-se portarà feina ja que s’hauria de reestructurar tot el codi per poder treure’l 
del projecte d’Unreal i posar-lo dintre el plugin. 
Tots aquests riscos es poden disminuir amb les solucions del primer risc, el “Falta de temps”, ja 
que totes aquestes tasques, si es compliquen, porten a gastar més temps, i justament les 
solucions del primer risc van dirigides a evitar-ho. 
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3.5 Anàlisi inicial de costos  
En la següent taula es mostren les tasques que ja s’han vist al diagrama de GANTT, però amb la 
seva estimació en hores i el modificador de desviació que es preveu que poden tenir, juntament 
amb el cost de cada tasca amb un sou de 8’00€ la hora. 
 
 
 
 
 
 
 
 
Taula 4 Costos de les hores que s’estimen que portaran totes les tasques del projecte amb la  possible desviació 
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Tot i la taula anterior, això no són tots els costo, s’ha de tenir en compte tot el que envolta el 
desenvolupament de tot el treball i al propi desenvolupador. En la taula de sota, es contemplen 
els costos de cada cosa per la durada de cinc mesos del projecte, els costos relacionats amb 
amortitzament de material i els costos indirectes estan totalment calculats per el període de cinc 
mesos. 
 
3.6 Desviació del projecte respecte el pla original a data d’entrega 
de la rúbrica 2 
El projecte avança tal i com s’havia planificat, les hores dedicades i els costos no s’han vist 
alterats per cap imprevist ja que el calendari original tenia en compte bastants imprevistos que 
podien ocórrer fins aquest punt del desenvolupament, igualment per el que queda de 
desenvolupament sembla que podria seguir sent un calendari robust.  
Taula 5 Costos totals de tot el projecte 
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4. Metodologia 
La metodologia per procedir amb l’avenç d’aquest treball és dividir el desenvolupament en 
preproducció, producció i postproducció. 
Com ja s’ha vist en el diagrama de GANTT, hi ha tres blocs principals que coincideixen amb les 
tres fases de la producció. 
4.1 Preproducció 
Primera i la més important fase del desenvolupament. Aquesta fase es fa servir per preparar la 
idea del treball i preparar-ho tot per començar a treballar-hi, això no només inclou la 
preparació del que es farà servir per treballar sinó que també inclou tota la planificació i 
ajustos legals del projecte, un exemple de tema legal a tenir clar és tot el que envolta a les 
possibles patents o copyright del que es vulgui fer servir. 
En aquest treball en concret la preproducció, com es veu en el bloc de tasques de preparació 
d’Unreal Engine del GANTT, es procedirà a preparar tot el projecte d’Unreal Engine amb el que 
es vol treballar, incloent les llibreries necessàries i investigant el sistema d’animació esqueletal 
d’Unreal per poder-lo fer servir després el més ràpid i eficientment possible. Juntament amb 
les tasques de programació, també es realitzen els punts 1,2,3 i 4 d’aquesta memòria per 
deixar clara la intenció del treball, organitzar-ho tot i investigar sobre el que es farà. 
4.2 Producció 
Aquesta és la fase central del projecte i la que hauria de tenir una durada en temps i una carga 
de treball més extensa que les altres. És també la fase en la que es veurà si el treball avança a 
bon ritme o no ja tot el gruix del desenvolupament està en aquesta fase. La fase de producció 
és justament per produir tot el treball, al final d’aquesta fase s’hauria de tenir una primera 
versió del producte que es volia fer ja acabada. 
En aquest treball les tasques que comprenen la producció són totes les tasques relacionades 
amb la pròpia creació de l’asset, accedir a les llibreries que s’han inclòs en el projecte en la 
preproducció i vincular-les al sistema d’animació esqueletal d’Unreal per aconseguir una 
primera iteració de l’asset que es vol aconseguir. En la producció també s’inclouen les tasques 
de testejar l’asset per veure els seus límits i intentar trobar-hi errors i solucions. 
4.3 Postproducció 
Un cop acabada la producció s’entra en postproducció on s’acaba de tancar el projecte per fer-
lo presentable al públic. 
En aquest treball les tasques que es duen a terme són la neteja del codi i el projecte d’Unreal, 
millores en els sistemes com per exemple la interpolació dels ossos de la cara i la creació del 
nivell de demostració on es posarà el producte final a proba per poder-lo mostrar al públic 
mentre funciona. També si el calendari es compleix correctament, es farà el plugin per 
habilitar una implementació de l’asset més fàcil i ràpida en qualsevol projecte. 
4.4 Avenç de la metodologia per la rúbrica 2 
El calendari avança correctament, actualment, per la data d’entrega de la rúbrica 2 el projecte 
està en plena producció en l’estat de vincular correctament DLib amb l’esquelet de la cara tal i 
com s’havia planificat inicialment i com es pot veure en el GANTT. 
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4.5 Avenç de la metodologia per la rúbrica 3 
Veient els problemes que estan sortint, crec que la part que en un principi ja es plantejava 
opcional de passar tot el codi a un plugin d’Unreal, no es farà, prefereixo dedicar tot el temps 
que queda i tots els esforços en arreglar i millorar el màxim possible el que es té actualment. 
Per altra banda, considero que fer un plugin seria com fer una release, és a dir, considerar 
aquell codi ja acabat i que no es tocarà més, per tant s’empaqueta en un pluguin per a la seva 
còmode distribució, i com ja s’ha comentat el producte no està en aquest estat, necessita més 
feina per acabar de polir el codi, afegir opcions i fer-lo el més universal possible, a més a més, 
tot aquest treball s’està tirant endavant evitant opcions d’universalització, evitant problemes i 
treballant exclusivament amb Azri, per tant amb altres models podria no funcionar, tots 
aquests aspectes es comenten en l’apartat 6 (a data d’entrega de la rúbrica 3 aquest apartat 
encara no està fet, però la intenció és explicar totes les coses que es poden millorar i afegir al 
sistema per deixar-lo llest per a la seva distribució i pugui ser el més universal possible). 
4.6 Avenç de la metodologia per la rúbrica final 
Efectivament, com es comenta en l’apartat anterior, s’ha dedicat tot el temps disponible a 
millorar el sistema d’animació en comptes de realitzar el plugin d’Unreal que s’havia plantejat 
originalment en cas de tenir temps i un sistema llest per a fer servir. 
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5. Desenvolupament del projecte 
En els següents apartats es presenten i expliquen les diferents decisions i estratègies que s'han 
seguit durant el desenvolupament d'aquest treball de fi de grau centrat en la creació d'un asset 
per a Unreal Engine 4 que mitjançant una webcam enfocant la cara d'una persona aconsegueix 
animar la d'un personatge. 
5.1 On desenvolupar el projecte 
Primer de tot s'ha de decidir on desenvolupar el projecte, tres opcions són les primeres que 
venen al cap: 
- Fer un motor des de zero en C++ 
- Utilitzar Unity 
- Utilitzar Unreal Engine 
La primera opció es va descartar bastant ràpid ja que crear un motor amb tota la funcionalitat 
que requereix aquest treball és molta feina i per tant molt de temps de desenvolupament. Fer 
un motor en C++ dona moltíssima llibertat a l’hora d’organitzar i triar funcionalitats per al motor, 
a canvi d’haver de programar tota la funcionalitat per simple que sigui o implementar llibreries 
externes. Cal destacar que a més a més de la feina i temps que comporta la creació del motor, 
al ser un sol desenvolupador, l’assegurança de qualitat i estabilització que se li pot donar al 
programa per assegurar el seu correcte funcionament és limitada o s'hauria d’invertir encara 
més temps. També s’ha de tenir en compte que si no es fa prou estabilització, durant el 
desenvolupament del treball l'avantatge de fer servir C++ es convertiria en un obstacle per al 
correcte avenç del calendari del projecte. 
Cal destacar que ja tenia fet un motor però al ser el primer motor que feia té coses amb les que 
no s’està còmode i es té errors que si es tornés a fer un de nou ja s’estarien adreçant des del 
principi. També hi ha el motor de l’assignatura de projecte 3, Culverin, per al que s’apliquen els 
mateixos problemes que en el cas anterior. 
 
Figura 11 Motor en C++ creat per Sergio Alvarez i jo 
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La segona i tercera opció eren les més viables, per tant va tocar escollir entre Unity o Unreal, 
tots dos són molt bons motors utilitzats àmpliament arreu del mon. Tot i que a Unity últimament 
han posat moltes funcionalitats noves i mai he investigat massa el motor, actualment estic de 
pràctiques a Arhat Games on per al projecte que estem desenvolupant utilitzem el motor d’Epic 
Games. Ja porto quasi un any treballant-hi i he aconseguit tenir suficient confiança en el motor 
i les meves habilitats dintre d'ell, per tant vaig decidir continuar utilitzant Unreal ja què estic 
bastant còmode i vull continuar ampliant el meu coneixement del motor. 
5.2 Que fer servir pel projecte 
Per fer possible aquest projecte dintre d’Unreal Engine es necessiten dos pilars bàsics: un input 
de webcam que es pugui manipular i la funcionalitat de reconèixer cares. En els dos següents 
subapartats es discuteixen els dos pilars i la solució final a la que es va arribar per a cada u. 
5.2.1 Input de la webcam 
Primer de tot es va procedir a implementar la possibilitat de poder rebre vídeo d’una webcam i 
reproduir-ho en pantalla dintre d’Unreal. 
La primera iteració va ser bastant 
ràpida i amb un resultat molt bo, es 
va fer servir la funcionalitat que té 
Unreal per llegir webcams, el 
MediaPlayer. Aquest MediaPlayer 
porta la configuració de la webcam i 
gestiona tot el que passa entre la 
webcam i la imatge final que guarda 
i va actualitzant dintre d’una 
MediaPlayerTexture. Amb aquesta iteració vaig aprendre tot el funcionament bàsic de 
MediaPlayer i com posar UI enganxada a la càmera, HUD, però una vegada fet aquest primer 
pas cap a llegir imatges de la webcam, em vaig trobar amb un problema que parava totalment 
el desenvolupament per aquest camí. Unreal no deixa accés lliure o senzill per llegir i manipular 
les imatges d’una MediaPlayerTexture des de codi, arribats a aquest punt es van provar durant 
uns quants dies diverses solucions bastant estranyes, que de pas em van fer veure i tocar 
funcions noves per manipular el renderitzat d’Unreal i el funcionament de fils d’execució que té, 
però cap d’elles va aconseguir garantir un accés net, constant i fiable a la textura. 
Després de concloure que era impossible accedir i manipular la textura d’una 
MediaPlayerTexture o no vaig ser capaç d’aconseguir-ho en un temps raonable, vaig decidir 
seguir el pla B que tenia guardat. Amb anterioritat, en codi Python havia fet servir OpenCV per 
llegir input de webcam, per tant com que ja sabia com funcionava i sabia que era senzill i ràpid 
de fer servir, vaig decidir implementar OpenCV dintre del projecte d’Unreal Engine. 
Figura 12 Logotips de Unity (dreta) i Unreal Engine (esquerra) 
Figura 13 MediaPlayer i MediaPLayerTexture assets dintre d'Unreal 
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OpenCV sí que pot ser fàcil de fer servir, però implementar una 
llibreria externa a Unreal va ser una de les tasques que més temps 
ha consumit, primer es va haver de dedicar temps per la recerca 
sobre que s’havia de fer per implementar llibreries externes a 
Unreal i després bastant de temps fent proves i canvis per 
aconseguir que tot funcionés correctament. Un problema afegir 
que es va tenir juntament amb la pròpia dificultat d’implementar 
OpenCV dintre d’Unreal, va ser la utilització de OpenCV 4.1, per 
alguna raó la qual encara es manté en la incògnita, tot el codi de 
rebre input de la webcam no era correcte, al cap d’un temps de fer 
proves sense èxit, vaig acabar optant per recular i fer servir el 
mateix que en els tutorials que havia mirat, Opencv 3.2, un cop 
canviada la llibreria, tot va començar a funcionar correctament, ja es tenia imatge en temps real 
en pantalla i accés lliure a la textura que es generava de la webcam. 
5.2.2 Reconeixement facial 
Un cop solucionat i estabilitzat el primer pas d’aconseguir input 
manipulable de la webcam, tocava accedir i interpretar les 
imatges per trobar i identificar les cares. Per aquesta 
funcionalitat vaig decidir utilitzar DLib ja que està totalment 
escrita en C++, per tant el seu rendiment és alt i es basa en 
xarxes neuronals per a la detecció de cares, per tant permet 
l’entrenament de manera senzilla d’un nou detector, així si es 
tinguessin problemes o es volgués expandir funcionalitat, es 
podria seguir fent servir la mateixa llibreria canviant el detector per un 
de nou, entrenat específicament per detecció de les noves 
característiques juntament amb les modificacions de codi necessàries. 
Com amb OpenCV, primer de tot s’han de generar les libs i dlls per poder 
posar-les dintre d’Unreal, per tant altre cop cmake va ser de gran ajuda. 
Cmake és una eina per compilar i empaquetar codi per crear les dlls/libs 
o projectes, actualment consta d’una UI per fer-lo més 
fàcil de fer servir, però al final he acabat aprenent com es 
fa servir des de cmd i així he aconseguit agilitzar i iterar 
millor la creació del codi per importació a Unreal. 
Cal destacar que DLib és una llibreria molt optimitzada 
amb la que he après que és SSE2, SSE4 i AVX, ja que són 
optimitzacions amb les que he treballat per aconseguir el 
millor rendiment possible de l’asset, aquestes tres 
abreviatures son tipus d’instruccions per al 
microprocessador que fan que computi de manera 
diferent, sent AVX les instruccions més ràpides de les tres 
i les que faig servir. Juntament amb les instruccions de 
microprocessador DLib també té una optimització que 
encara no he fet servir però si l’asset comença a baixar de 
rendiment pot ser una solució, aquesta solució és compilar altre cop DLib amb CUDA habilitat. 
CUDA és una tecnologia de nVidia que habilita la execució de codi en paral·lel a la CPU i la GPU, 
en comptes de només a la CPU, per tant s’accelera la seva execució substancialment. 
Figura 14 Logotip de OpenCV 
Figura 15 Logotip de DLib 
Figura 17 Mostra de la configuració de DLib 
dintre de Cmake 
Figura 16 Logotip de Cmake 
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Després de passar bastant de temps fent proves de compilació i codi per configurar instruccions 
AVX a Unreal, DLib ja estava compilat i funcionant dintre del projecte. 
5.3 Escena i assets 
Per tot aquest treball a part del codi que és l'objectiu principal a 
aconseguir, falta una altre cosa de vital importància pel correcte 
desenvolupament de l'asset, un bust d'un personatge humanoide 
amb tot el rigging fet i preparat per a animació facial. 
Aquesta part del treball és possiblement una de les més complicades 
ja que trobar un asset amb una correcte animació facial de manera 
gratuïta pot ser bastant complicat, però feia temps li seguia la pista a 
Jonathan Cooper que deia tenir plans de fer un llibre d'animació per 
a videojocs el qual va treure al mercat aproximadament quan vaig 
començar el projecte, juntament amb una agradable sorpresa. 
Abans de continuar, destacar que Jonathan Cooper és animador a 
Naughty Dog i ha treballat de líder d'equips d'animació en les 
franquícies Assassin's Creed i Mass Effect amb les que es van guanyar 
premis relacionats amb l’animació dels jocs. 
Com comentava, la sortida al mercat del seu llibre "GAME ANIM: Video 
Game Animation Explained" va venir amb una cosa bona, durant tot el 
llibre ensenya moltes coses d'animació utilitzant un model d'un 
personatge humanoide que anomena Azri, justament aquest model el 
va deixar a lliure descàrrega per complimentar el llibre. Azri té un rigging 
de cos perfecte, juntament amb rigging de tot el cap 
i la cara, la qual cosa el fa l'asset que el faltava per 
començar el treball. 
Un cop ja es tenia la peça central del treball, convé 
arreglar i fer presentable l’escena que l’acompanya 
per poder treballar còmodament, aquesta tasca va 
ser fàcil ja que quan estava buscant un bust vaig 
veure que Unreal té una escena de mostra amb un, 
malauradament no té rigging facial, per tant no el 
vaig poder fer servir i vaig haver de recórrer a Azri, 
però la presentació de l’escena és molt bona, per 
tant vaig agafar la configuració de llums i posada en 
escena i la vaig moure al meu projecte de manera 
temporal per fer l’escena presentable fins que arribi 
el temps de dedicar hores a configurar des de zero 
una nova escena de demostració final de l’asset. 
 
 
Figura 18 Jonathan Cooper 
Figura 19 Portada del llibre 
GAME ANIM 
Figura 20 Azri dintre d'Unreal abans i després del 
canvi d'il·luminació i escena 
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5.4 Part del sistema d’animació esqueletal d’Unreal Engine que es 
fa servir 
Unreal Engine té un extens sistema d’animació esqueletal, on destaquen dos tipus de malles 
animables, una es la SkeletalMesh i l’altre és la PoseableMesh. 
SkeletalMesh permet l’animació directe 
de la malla i l’esquelet amb un arxiu 
d’animació i un blueprint d’animació per 
controlar quines animacions fa aquell 
esquelet, també deixa editar 
transformacions dels ossos des del 
blueprint d’animació. Per altra banda la 
PoseableMesh et dona accés directe als 
ossos per poder-los moure des de codi o 
blueprint. Tot i que les dues opcions 
eren viables perquè deixen accés a 
edició de casa os, es va decidir agafar la 
PoseableMesh per a fer una primera 
iteració del sistema ja que semblava més 
fàcil d’accedir als ossos sense tant de pas 
intermig, bàsicament va ser una elecció per aplanar el camí una mica i començar a produir 
resultats. Un cop la primera iteració amb PoseableMesh funcioni, s’hauria d’investigar i canviar 
a SkeletalMesh per habilitar l’ús d’aquesta tecnologia conjuntament amb l’animació tradicional. 
  
Figura 21 Azri amb tota la jerarquia d'ossos dintre d'Unreal 
Xavier Olivenza Busquets 
Animació facial a través de computer vision 
35 
 
5.5 Organització del codi 
Tot el que s’ha comentat fins ara era dintre d’un projecte d’Unreal secundari on em vaig donar 
la llibertat de provar i fer el que volgués ja que no sabia exactament que estava fent, un cop les 
dues llibreries van estar dintre d’Unreal funcionant correctament, va ser moment de tornar a 
agafar un paper i llapis i organitzar correctament la jerarquia de classes i el codi que hi hauria en 
cada una d’elles per començar el projecte en el que desenvoluparia tot el treball. 
Després d’organitzar codi i començar a implementar-lo i rectificar errors, el UML actual (actual 
a la data d’entrega de la segona rúbrica) és aquest: 
 
 
 
 
 
 
 
 
 
 
Figura 22 UML de tot el codi (rúbrica 2) 
Figura 23 Ampliació al UML de la classe UC_WebcamReaderOpenCV2 (rúbrica 2) 
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El codi està basat en els dos inputs de les dues llibreries, OpenCV i DLib, per tant avançant 
d’esquerra a dreta en el UML, primer tenim les dues classes que encapsulen i serveixen de 
lectors i organitzadors de les llibreries. Al centre hi ha la classe que enllaça OpenCV i DLib i 
finalment hi ha la classe que s’encarrega de l’animació pròpiament dita. 
5.5.1 OpenCV 
Primer de tot hi ha la classe UC_WebcamReaderOpenCV2 que s’encarrega de OpenCV, algunes 
de les variables més rellevants d’aquesta classe, són: 
- cameraID, identificador per saber quina càmera s’ha de llegir. 
- captureSize, la mida de les imatges que es rebran, és útil tenir-lo baix per millorar la 
velocitat de lectura de DLib per detectar cares perquè ha d’analitzar menys píxels. 
- refreshRate, refresc de la webcam, quants fotogrames per segon captura la càmera, 
reduir-lo també millora el rendiment ja que cada segon hi haurà menys fotogrames a 
analitzar. 
- dynamicMaterialTexture, punter al material que conté la textura que es fa servir en 
l’escena per poder veure la webcam. El codi va actualitzant la textura que hi ha dintre 
quest material per poder tenir el vídeo dintre d’escena. 
- frame, stream, variables de OpenCV que emmagatzemen la textura de cada fotograma 
i un link a la webcam que es fa servir per a la lectura de fotogrames. 
- videoTexture, textura en format UTexture2D d’Unreal que s’acaba enllaçant amb el 
material comentat anteriorment, dynamicMaterialTexture, i/o es deixa com a  punter 
directe a la textura per altres finalitats. 
Aquesta classe també conté alguns mètodes, els més importants són: 
- Init, inicialitza i obre la webcam per poder llegir-la. 
- Update, va actualitzant la textura conforme va llegint fotogrames de la webcam. 
- UpdateTextureRegions, la funció més rara que hi ha en tot el codi, agafa el fotograma 
que s’ha llegit de la webcam i l’imprimeix en la UTexture2D d’Unreal, fa servir la macro 
ENQUEUE_UNIQUE_RENDER_COMMAND_TWOPARAMETER per passar dades del 
Figura 24 Ampliació del UML sense incloure la classe UC_WebcamReaderOpenCV2 (rúbrica 2) 
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fotograma i una funció d’escriptura amb l’operador lambda per ser executada en el fil 
d’execució del renderitzat per produir la textura. 
5.5.2 DLib 
Un cop es té el input de la webcam funcionant ja es 
pot començar a treballar amb DLib pel 
reconeixement facial, d’això s’encarrega la classe 
UC_FaceRecognitionDLib. Algunes de les variables 
més importants són: 
- sp, és el shape predictor, és on es carrega 
l’arxiu entrenat per detectar les parts de les 
cares com els ulls, boca i nas. Acaba donant 
de resultat una llista de punts. El shape 
predictor que s’utilitza actualment en el 
projecte retorna els 68 punts que es veuen 
en la figura 25. 
- detector, és el frontal face detector que DLib carrega per detectar on hi ha cares, amb 
això detecta parts de la imatge amb cares, que després es passen al shape predictor 
perquè les analitzi més profundament. 
- objDetect és on es guarden totes les parts i cares que troba el shape predictor després 
de rebre la informació del face detector. 
- shapePoints, aquí és on es guarden els 68 punts que DLib troba que defineixen una cara. 
Tot el sistema està limitat perquè només llegeixi una sola cara, la primera que troba en 
la imatge que se li dona, així no hi haurà problemes més endavant, ja que l’objectiu es 
animar un sol personatge. 
Aquesta classe també conta amb els següents mètodes destacables: 
- Init, inicialitza el shape predictor i el frontal face detector. 
- Update, rep un fotograma en format matriu de OpenCV i el processa i emmagatzema 
els resultats en el vector shapePoints, per tant una vegada passa el Update dintre de 
shapePoints hi ha els 68 punts de la cara que hi hagués dintre de la imatge. 
5.5.3 Enllaçat de OpenCV i DLib 
Un cop es tenen les dues classes per interactuar amb les dues llibreries, el següent pas és 
enllaçar-les per passar informació entre elles i obtenir resultats, d’això s’encarrega la classe 
AC_FacialReader. Les seves propietats més importants són: 
- webcamReader, un punter a una instància de la classe UC_WebcamReaderOpenCV2 per 
poder tenir accés a tota la funcionalitat de OpenCV. 
- facialRecog, un punter a una instància de la classe UC_FaceRecognitionDLib per poder 
tenir accés a tota la funcionalitat de DLib. 
- Variables per configurar la webcam, com que aquesta classe es fa heretar d’Actor, és 
una classe de la que es fa un blueprint i s’instancia en escena, al poder fer tot això, amb 
aquestes variables, deixem a edició de l’usuari diversos paràmetres per configurar 
l’asset, d’altre manera aquestes variables quedarien ocultades per Unreal i no es podria 
tocar res des de l’editor i s’hauria de tocar codi sempre. 
Figura 25 Els 68 punts del shape predictor de DLib 
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Pel que fa a mètodes, té els típics BeginPlay i Tick que tenen tots els Actors, sent el primer 
el mètode que es crida quan l’Actor es crea i el segon el mètode que es crida a cada 
fotograma per actualitzar l’estat de l’Actor. El BeginPlay transporta les variables de 
configuració de la webcam a dintre de l’instancia de UC_WebcamReaderOpenCV2 per 
aplicar allí les modificacions, i el Tick fa una crida al mètode Update de la webcam i una altra 
crida al mètode Update de DLib passant-li el fotograma que s’ha fet amb l’actualització de 
la webcam. 
5.5.4 Animador 
Fins ara tot el que es té és el que es 
veu en la figura 26, una escena 
còmode on treballar, la Azri com a 
PosableMesh al centre de l’escena i 
la part més important fins ara, vídeo 
en temps real de la webcam i la 
representació del que està llegint 
DLib, pintat amb unes línies verdes 
entre els 68 punts que s’estan 
identificant a cada actualització. 
Ara ja està tot preparat per 
començar el nucli del projecte, animar el personatge utilitzant tota la informació que s’està 
generant amb el codi que s’ha fet fins aquest punt. 
Tinguis en compte que el que es discuteix a continuació i el que es comenta en l’apartat 5.6 és 
l’estat actual del projecte a data d‘entrega de la rúbrica 2, per tant és la part més susceptible de 
ser modificada si sortissin imprevistos o detalls que no s’han tingut en compte en el disseny del 
codi actual. 
L’ultima classe a tenir en compte és el AC_FacialAnimator, aquest és l’encarregat de llegir la 
informació generada per OpenCV i DLib i fer els càlculs necessaris per animar la PosableMesh. 
Les variables més destacables d’aquesta classe són: 
- facialReader, un punter a una instància de 
AC_FacialReader així es té accés a OpenCV i DLib per 
poder agafar la llista de 68 punts. 
- actorWithPoseableMesh, punter a un Actor amb 
poseable mesh, aquesta malla és la que s’animarà. 
- faceSize, és una caixa que està col·locada tenint ell 
centre al nas de la cara de la PosableMesh com indica 
la figura 27, i fa igual d’ample que la cara de la 
PosableMesh, s’utilitza per saber l’amplada de la cara 
de la PosableMesh per poder fer els càlculs per 
l’animació. 
En aquesta classe hi ha més variables importants i mètodes, però es comentarà el seu us en el 
següent apartat, 5.6, juntament amb els càlculs per passar de la imatge 2D de DLib a moviment 
3D que es fan dintre d’aquesta classe. 
 
Figura 26 Prova de lectura d'input de webcam i reconeixement de DLib 
Figura 27 faceSize sobre Azri 
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5.6 Com convertir input 2D a moviment 3D 
Com es comenta en l’apartat 5.5.4, a data d’entrega de la rúbrica 2 aquesta part està totalment 
en desenvolupament i proves, per tant de cara al producte final està subjecta a canvis. 
Arribats a aquest punt el que queda és agafar els punts que ens genera DLib i rotar els ossos de 
la cara, però el que aparentment sembla senzill, és bastant complicat i va portar llargs dies 
d’organitzar codi i pensar com passar de DLib a moviment. El problema principal que hi ha ara 
és que DLib ens dona 68 punts amb la seva posició en píxels dintre de la textura del fotograma 
que li hem passat per analitzar, i volem passar aquestes posicions a rotació dels ossos de la cara 
de la PosableMesh, per tant passem de moviment 2D a rotacions 3D. 
Després de pensar-ho molt i fer proves es va arribar a una possible solució, emmagatzemar totes 
les posicions com a vectors en relació a un punt, però quin punt és el que s’hauria d’agafar?, 
hauria de ser un de bastant immòbil, per tant la punta del nas és un bon candidat, per això al 
UML hi ha variables que es diuen una cosa similar a “PositionDifferenceWith33” ja que la punta 
del nas és el punt numero 33. 
Un cop les posicions estan normalitzades com a 
vectors en relació al punt 33, es pot començar 
a preparar els càlculs per passar de 2D a 3D, una 
solució que se’m va ocórrer va ser fer els càlculs 
com si el pla de la textura amb els punts de DLib 
estigués enganxat davant la cara de la 
PosableMesh, com il·lustra la figura 28, aquí és 
on entra la caixa que s’ha vist en l’apartat 5.5.4, 
figura 27. 
Com que les posicions dels punts de la cara 
estan en relació als píxels de la textura que va 
analitzar DLib, es fa servir la caixa del nas i la 
poció de la caixa per passar les coordenades a coordenades 3D del món. Tot el que s’ha de tenir 
en compte és que la posició del punt 33 és la posició de la caixa (perquè la tenim col·locada al 
nas, coincidint la posició amb on hi hauria el punt central 33) juntament amb l’amplada de la 
cara. 
Per als càlculs de l’amplada i mida de la cara, es té en compte la distància del punt 33 als punts 
0 i 16, que són els punts dels dos extrems de la línia que defineix la forma de la cara juntament 
amb l’amplada de la caixa que hi ha posicionada al nas, sabent aquestes dues distàncies es pot 
fer càlculs per treure la mida de la cara. 
Ara ja es tenen els punts de DLib transformats a coordenades de món, la primera estratègia a 
seguir és fer que els ossos es girin orientant-se cap als punts que tenen assignats i els ossos 
haurien de començar a animar la cara. 
Malauradament, tot aquest desenvolupament està pensat per funcionar amb la cara totalment 
recte mirant cap a la webcam, si es girés el cap deixaria de funcionar correctament, però això 
ja és una feblesa que ha estat meditada, primer de tot no hi havia manera de pensar i fer un 
sistema general que funcionés per a tot, per tant es va optar per començar amb aquesta 
aproximació al problema, és més senzilla i permetia començar a desenvolupar l’eina i 
començar a tenir resultats sobre els que iterar, però carrega aquest error en el disseny. Tot i 
això ja es té mig pensada una possible solució, com a mínim per als moviments horitzontals del 
Figura 28 Visualització de la idea per passar de 2D a 3D 
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cap es pot tenir en compte les distancies entre els punts 33-0 i 33-16, que com s’ha comentat 
amb anterioritat són el punt del nas, 33, i els punts dels extrems de la cara 0 i 16, si es girés la 
cara cap a la dreta, la dilatància 33-16 seria més petita que la distància 33-0 i si es girés cap a 
l’esquerra la diferència de distàncies s’inverteix, per tant es té una manera de saber capa a on i 
en quin grau s’està girant el cap horitzontalment. Utilitzant aquest coneixement es pot crear 
un multiplicador que afectaria la posició dels punts i contribuiria a ajudar a arreglar l’error. 
5.7. Bases del moviment facial 
Des de l’anterior entrega gran càrrega de temps ha sigut dedicada al desenvolupament de les 
matemàtiques que han permès passar correctament l’input 2D de la webcam a punts 3D i la 
possibilitat de rotar i moure els ossos de la poseable mesh. 
Des de l’última entrega, tenia feta la projecció dels punts de Dlib al pla de davant la cara, però 
la cara encara no es movia ni feia res en especial, per tant vaig començar a revisar que calia fer 
per crear la rotació dels ossos per animar la cara. Es va desenvolupar un petit sistema on els 
ossos s’orientaven cap al punt del món 3D, es crea un vector director amb origen la posició on 
està l’os i destí el punt de Dlib projectat en el món, i amb aquest vector director es calcula una 
rotació que s'aplica a l’os i ja es comença a tenir moviment, tot i que arribats a aquest punt em 
vaig trobar amb dos problemes que no havia contemplat, per sort tos dos fàcils de solucionar, 
tot i que un d’ells se li aplica el fet de que fàcil no vol dir ràpid. 
Per una banda els ossos de Azri tenen una rotació inicial, fent que al aplicar la rotació cap al punt 
de Dlib en el món, els ossos quedin orientats erròniament, vaig optar per esborrar aquestes 
rotacions inicials amb Autodesk Maya, després d’una estona dintre de Maya i ajustar una mica 
de codi a Unreal ja es tornava a tenir moviment correcte. L’altre problema que va sorgir era que 
la cara es deformava malament, per tant vaig fer un sistema que em pintava els punts del món 
3D que s'havien calculat projectant els punts de Dlib i vaig poder donar-me compte del 
problema, les proporcions facials de Azri no són humanes 100%, per tant on Azri té els ossos no 
és on una persona normal els té, per tant es veuen casos on Azri té les celles bastant més amunt 
del que una persona les té, o un altre exemple és que els ulls són massa grans. Per tant va ser 
moment de tornar a agafar paper, llapis i hores per desenvolupar els càlculs que permetessin 
arreglar aquest error. 
La solució al problema de les proporcions del model 
3D diferents a les de una persona humana, 
conceptualment és senzill, però passar els càlculs i 
les seves iteracions a codi i testejar-ho tot va ser 
bastant tediós. La solució passa per projectar la 
posició dels ossos de Azri al pla de davant la cara, 
igual que es fa amb els punts de Dlib, però en aquest 
cas s’ha de fer una projecció d’un punt 3D en un pla. 
Aquests càlculs van portar també bastant de temps i 
uns quants fulls plens de fórmules i proves per fer-
los el més senzills possibles, el resultat és calcular la 
fórmula del pla i la fórmula de la recta perpendicular 
al pla que passa per el punt 3D de l’os que es vol 
projectar, llavors es calcula el punt d’interjecció entre els dos. Com es veu en la figura 29, els 
ossos de la cara projectarien rectes seguint l’eix vermell que és perpendicular al pla que hi ha 
just davant la cara. Un cop fet aquests càlculs, es tenen els punts de Dlib i els punts dels ossos 
Figura 29 Ossos facials de Azri de perfil 
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projectats en el pla de davant la cara, ara en comptes de fer una orientació directe a algun dels 
dos punts, s’ha de tornar a treballar amb diferències de posició respecte la posició inicial dels 
dos, per tant vaig estar afegint codi per veure canvis de posició dels punts projectats de Dlib i 
aplicava aquesta variació a la posició original dels punts projectats dels ossos, i ara ja es pot 
agafar un vector director des de la posició de l’os fins al punt que s’acaba de calcular i aplicar 
aquesta rotació a l’os. 
En la figura 30 es pot veure tot el que s’ha parlat fins ara, en diferents colors hi ha els punts de 
cada part de la cara, els més saturats són els que es calculen a partir de Dlib, i els menys saturats 
són els punts calculats fent la projecció dels ossos sobre el pla de davant la cara. Les línies 
connecten els punts amb el nas per tenir una referència a part del propi punt, ha sigut de gran 
ajuda perquè hi havia vegades que amb càlculs erronis no es veien els punts, però al tenir les 
línies, podia seguir-les i veure on s’estava projectant el punt i deduir l’error i solucionar-lo. 
Com es pot veure, els color verd indica la cella dreta, el blau la cella esquerra, el cian l’ull dret, 
el rosa l’ull esquerra, el blanc la boca i el vermell la barbeta. En aquest cas la projecció de la 
barbeta de Azri, en vermell fosc, està molt pròxima al nas, perquè l’os mirat frontalment queda 
així, però com que tot el sistema funciona per diferencies de posició en comptes de posicions 
absolutes, no hi ha cap problema i es mou correctament. 
El resultat fins aquí és una cara que ja es comença a moure correctament, tot i que es posen de 
manifest dos problemes que estava veient que podrien passar, un és que Dlib no té massa 
precisió als ulls, he provat d’incrementar els fotogrames per segon de la webcam, però segueix 
sense detectar bé els parpellejos o moviments de les parpelles en general, d’aquí a final dels 
projecte intentaré buscar millores al problema, però sembla que la millor solució tot i que cara 
en temps, seria canviar o modificar Dlib. L’altre problema que he trobat i s’ha convertit en el 
meu següent punt d'interès en arreglar és que només aplico rotació als ossos, per tant la boca 
quasi no s’obre, si s’apliqués alguna translació als ossos, es podrien arreglar bastants problemes 
amb el moviment de la boca. 
 
 
Figura 30 Punts de Dlib i ossos projectats sobre el pla de davant la cara de Azri 
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5.8. Moviment facial final 
Una nova iteració de la animació ha sigut afegir desplaçament a alguns ossos, concretament a 
la boca i a les celles. 
La implementació d’aquest moviment és com amb la majoria de la implementació de tot el 
treball, específic per a esquelets com els de Azri, això és així per dues raons principals, no tinc 
més models amb rigging facial de qualitat amb diferents configuracions d’ossos i encara que 
els tingués, en el marc de treball que s’està fent, només aportarien més complicació i retards 
innecessaris al desenvolupament del treball. 
Com es veu en la figura 29, els ossos de la cara tots surten directes de l’os central del cap, en el 
moment d’agafar les posicions inicials dels ossos guardo també la llargada d’aquests, calculant 
la diferència de posició entre l’os central del cap i l’os que estigui avaluant. Un cop es té la 
llargada dels ossos (només la farem servir pels ossos que es mouen, els que roten en aquesta 
iteració no s'han tocat) es procedeix a fer els mateixos càlculs de projecció dels punts de DLib i 
els ossos al pla de davant la cara, com es veu en la figura 30, però en aquesta ocasió es calcula 
la fórmula de la recta que passa per la posició de l’os del centre del cap i el punt projectat en el 
pla de davant la cara que volem fer servir per moure l’os, un cop es té la recta, amb la llargada 
de l’os que es tenia guardada, es calcula la nova posició a partir de la posició de l’os del centre 
del cap seguint la recta en la direcció correcta fins que es té una posició igual de lluny del 
centre del cap que la llargada de l’os, llavors s’agafa aquesta posició i es fa servir per moure hi 
l’os. 
Amb aquests nous càlculs que després dels desenvolupats per a l’anterior iteració de només 
rotar els ossos van ser bastant fàcils, ja que part dels càlculs ja els havia posat en pràctica o 
provat llavors, ja es tenia tota la cara animada correctament amb limitacions de com per 
exemple no poder rotar el cap i algunes més detallades en el punt 6 on s’explica en detall totes 
les millores al sistema que se m’ocorrerien. 
Un últim retoc al sistema és afegir interpolacions als moviments, la lectura de DLib fa vibrar 
una mica els ossos, per tant tota la cara tremola i el moviment en general s’ha de recordar que 
està a 12 fotogrames per segon, ja que és la configuració a la que es té la càmera, al afegir 
interpolacions per a moviment i rotació dels ossos, tota la cara dona un resultat millor, no 
vibra i el moviment és més fluid. 
 
Figura 31 Mostra d'algunes cares que pot fer el resultat final del projecte 
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6. Conclusions i treballs futurs 
Tot el treball ha servit per investigar una mica una tecnologia que no coneixia gens i ja que no 
vaig trobar cap documentació sobre com afrontar la seva implementació, tenia ganes de veure 
quins problemes em sortien i quines solucions se m’ocorrien. 
El desenvolupament des del punt de vista de resultats, ha sigut bastant neutre emocionalment 
parlant. Amb altres projectes, quasi cada dia es fa una cosa nova i cada dia veus resultats i 
errors nous, però amb aquest treball no s’ha vist moviment facial fins a les poques setmanes 
abans de la entrega final, tot el demés ha sigut preparació d’Unreal i els sistemes per poder 
fer-ho possible. La veritat és que quan ja he aconseguit tenir moviment i interpolació de 
moviment, ha sigut molt gratificant, però fins arribar a quest punt, ha sigut un camí molt incert 
on sabia que anava bé, que estava assentat bé les bases de tot el que havia de fer servir, però 
com que visualment no havia res, ha sigut una mica estrany de treballar-hi. Fins i tot els 
companys que seguien el desenvolupament del meu treball, es preguntaven si anava bé o no, 
ja que no veien resultats. La conclusió que trec per aquesta banda és que s’ha d’anar amb 
compte amb projectes com aquests, ja que al final acaba afectant el fet d’estar treballant cada 
dia, però no veure cap resultat fins el final. 
Per altra banda el desenvolupament també ha sigut interessant ja que constantment arribava 
a problemes dels que no sabia la solució, llavors venien dies d’omplir papers de fórmules 
matemàtiques i dibuixos que eventualment acabaven solucionant el problema i fent avançar el 
projecte. Totes les fórmules matemàtiques utilitzades han passat per bastantes iteracions i 
ajustos per que no només són fórmules, són equacions, sistemes i càlculs que després s’han 
hagut de passar a codi, per tant les vaig voler fer el més senzilles possible, ajustant el nombre 
de càlculs i revisant el codi que es generava per fer-lo el més simple possible. 
El treball ha aconseguit els seus objectius, però no vol dir que estigui acabat, a continuació 
llisto les millores i iteracions que se m’han estat ocurrent mentre l’estava desenvolupant, totes 
agrupades en categories diferents, rendiment, opcions i personalització i millores del sistema. 
Per a la millora de rendiment tinc aquestes millores pensades: 
- Canviar o modificar DLib: DLib té molt bon rendiment, em permet estar per sobre de 
90 fotogrames per segon en tot moment, però no té seguiment dels ulls, per saber cap 
a on està mirant la persona, i per les proves que he fet, el seguiment dels ulls és només 
per saber on estan, no serveix per veure si les parpelles estan obertes o tancades. Si es 
fes servir una llibreria amb suport per aquests dos seguiments nous es podria 
augmentar la qualitat de l’animació substancialment, ja que tot el codi suporta aquests 
moviments, però com que DLib no envia informació sobre ells, els ossos que controlen 
ulls i parpelles no es mouen. 
A part de les millores de seguiment proposades, també seria interessant afegir 
seguiment del cap, per veure rotació i seguiment de la llengua, simplement per poder 
afegir animacions de “treure la llengua” i coses així per ampliar el rang d’expressivitat. 
- Millora de rendiment: Deixant de banda el punt anterior, encara s’hauria de millorar 
més el rendiment de l’asset, per una banda millorant tot el que es pugui el codi que he 
produït i per l’altra DLib té integració amb nVidia CUDA, si es fes servir, podria millorar 
el rendiment substancialment. 
Per altra banda, si la llibreria de reconeixement facial seguís trigant massa, una solució, 
tot i que ara per ara la veig fora del meu abast, és moure tots els càlculs a un servidor, 
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en local es calcularia el codi del joc, s’enviaria una imatge de la webcam al servidor, i el 
servidor et retornaria una llista de punts que definirien la cara, per tant els punts 
necessaris perquè el meu asset pugui funcionar. 
No tot és el rendiment de l’asset, el propi asset també se li poden afegir més opcions de 
personalització i utilitat, ja que per aquest treball he anat per feina i he obviat algunes 
d’aquestes opcions per aconseguir tenir l’asset funcionant, així aconseguint un mínim producte 
demostratiu del que podria ser el producte final. 
- Skeletal mesh: Per facilitat del codi i de no entrar en blueprints d’animació d’Unreal i el 
sistema d’animació esqueletal en general, ja que el nivell de complicació pujaria, vaig 
fer servir una poseable mesh, habilitant la opció de modificar els ossos des de codi, 
però bloqueja totalment la possibilitat de reproduir animacions tradicionals en el 
model. Una solució podria ser tenir el cap com a  poseable mesh i el cos com a skeletal 
mesh, així el cos es podria moure de manera normal i el cap faria servir el seguiment 
facial. Però la solució ideal que trobo seria tenir tot com a skeletal mesh i modificar els 
ossos de la cara amb l’asset. 
- Opcions per a diferents esquelets: Tot l’asset està fet amb el model de Azri, que té una 
disposició d’ossos i rigging determinats, seria bo afegir opcions per triar quina 
disposició d’ossos té el model que s’està fent servir, així l’asset funcionaria amb la 
majoria del esquelets. 
- UI: Es podria fer una UI personalitzada dintre de l’editor que mostrés un dibuix del cap 
i la disposició d’ossos, i damunt d’aquest dibuix es podria seleccionar quins ossos es 
mouen amb quins punts de DLib. Tot això serveix per treure la llista de ossos i punts 
que tinc i fer-ho molt més visual i fàcil de fer servir. 
Ja he comentat rendiment i opcions de l’asset, però el propi asset també es pot millorar: 
- Millora del seguiment: Acompanyant el primer punt de l’apartat de millora de 
rendiment en el que es proposa canviar o modificar DLib, això comportaria millores en 
el seguiment de la cara, per tant la qualitat de l’animació milloraria. 
- Moviment del cap: Seguint amb el punt anterior i el que ja s’ha comentat, s’hauria 
d’afegir seguiment de la rotació del cap, així el personatge també el pot moure. 
- Moviment del personatge per la escena: Tot el treball ha sigut amb Azri quieta la 
centre de la escena, per tant juntament amb el habilitat animacions tradicionals i 
moviment del cap a l’asset, s’ha de revisar tot el codi perquè pugui seguir fent 
l’animació facial tot i que el personatge giri o desplaci el cap i cos. 
- Seguiment facial: Una cosa que m’he adonat mentre desenvolupava aquest asset és 
que si l’estàs fent servir i algú passa per darrere teu, OpenCV pot ser que detecti la 
cara de l’altra persona en comptes de la teva, per tant el seguiment es perd, es podria 
fer un sistema perquè tingui preferència a detectar cares al centre de la pantalla, així si 
detecta una cara al centre i algú altre en la perifèria de la càmera, s’agafarà la càmera 
del centre i així no es perdrà el seguiment. 
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