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ON J-CONSERVATIVE SCATTERING SYSTEM REALIZATION
IN SEVERAL VARIABLES
D. S. Kalyuzhniy-Verbovetzky
We prove that an arbitrary function, which is holomorphic on some neighbourhood of
z = 0 in CN and vanishes at z = 0, whose values are bounded linear operators mapping
one separable Hilbert space into another one, can be represented as the transfer function
of some multiparametric discrete time-invariant conservative scattering linear system
with a Krein space of its inner states.
0 Introduction
An arbitrary function, holomorphic on a neighbourhood of z = 0 in C, whose values are
bounded linear operators mapping one separable Hilbert space into another one, can be rep-
resented as the transfer fuction of some discrete time-invariant linear system. This fact was
established by D.Z. Arov in [3] (see also [4, 7]). Later on, T.Ya. Azizov proved (in a different
terminology) that an arbitrary holomorphic operator-valued function on a neighbourhood
of z = 0 in C has a J-conservative scattering system realization (see [5]). For that, he con-
structed a J-conservative scattering system dilation of an arbitrary discrete time-invariant
linear system. Then, using realization mentioned earlier and taking its J-conservative scat-
tering system dilation, due to the fact that a transfer function remains the same under
dilation of a system, he obtained a desired J-conservative realization.
Let us note that there exist other proofs of this J-conservative realization theorem
(see, e.g., [2] and references there), however in this paper we shall follow, in the main, the
same scheme as in Azizov’s proof, for the proof of the multivariable generalization of this
theorem.
First, we introduce the notion of multiparametric discrete time-invariant J-conser-
vative scattering linear system (or conservative scattering linear system with a Krein space of
inner states) which generalizes the notion of multiparametric conservative scattering linear
system introduced in [8]. Second, we prove that an arbitrary multiparametric linear system
has a J-conservative scattering system dilation (the notion of dilation for multiparametric
linear systems was introduced in [9]). Next, we use our generalization of the realization
theorem mentioned in the very beginning of this paper, to several variables [10], and the
fact that the transfer function of a multiparametric linear system remains the same under
dilation [9], and prove the main result of this paper on the existence of a multiparametric
J-conservative scattering system realization for an arbitrary operator-valued function which
is holomorphic on some neighbourhood of z = 0 in CN and vanishes at z = 0.
The organization of this paper is as follows. In Section 1 we give some prelimi-
naries, with exact formulations of the results mentioned above, on J-conservative scattering
linear systems in the one-parametric discrete case, in the system-theoretical language con-
venient for the sequel. In Section 2 we introduce multiparametric J-conservative scattering
linear systems (in the discrete case), and formulate our main theorems. Section 3 contains
the proofs of these theorems.
1 Preliminaries on one-parametric J-conservative scat-
tering linear systems
In our notation, a one-parametric discrete time-invariant linear system α is given by
α :
{
x(t) = Ax(t− 1) +Bu(t− 1),
y(t) = Cx(t− 1) +Du(t− 1)
(t = 1, 2, . . .), (1.1)
where for each t vectors x(t), u(t), y(t) belong to separable Hilbert spaces X ,U ,Y , respec-
tively (throughout this paper we consider only such type of spaces when nothing is said
especially); A : X → X , B : U → X , C : X → Y , D : U → Y are bounded linear operators.
Such a form of a system differs from the standard one by the unit shift in the
argument of an output signal y(·), that leads, in fact, to the equivalent theory (for more
details and motivation of such a notation of a system, see [8]). Thus, for example, the
transfer function of a system α of the form (1.1) is given by
θα(z) = zD + zC(IX − zA)
−1zB (1.2)
in some neighbourhood of z = 0 in C, i.e. differs from the standard one by multiplier z only
(here IX denotes the identity operator on X ).
The first result mentioned in Section 0 can be formulated now as follows: an
arbitrary L(U ,Y)-valued function θ holomorphic on some neighbourhhod Γ of z = 0 in C
and vanishing at z = 0 can be realized as the transfer function of some system α of the form
(1.1), i.e., θ(z) = θα(z) in some neighbourhood (possibly, smaller than Γ) of z = 0 (here
we denote by L(U ,Y) the Banach space of all bounded linear operators from a separable
Hilbert space U into a separable Hilbert space Y).
Let the operator J ∈ L(X ) := L(X ,X ) be given such that J = J∗ = J−1 (such a
J is said to be a canonical symmetry on X ). Then J determines on X the new inner product
[x1, x2]J := 〈Jx1, x2〉 (here 〈·, ·〉 stands for a Hilbert space inner product on X ) which is, in
general, indefinite, and the space X with this new inner product has the structure of a Krein
space (for more information on Krein spaces see, e.g., [5]).
Let α = (1;A,B,C,D;X ,U ,Y) be a one-parametric linear system of the form
(1.1), and J ∈ L(X ) be a canonical symmetry. Set J1 := J⊕ IU ∈ L(X ⊕U), J2 := J ⊕ IY ∈
L(X ⊕ Y). We shall call α a one-parametric J-conservative scattering system if the system
operator
G =
(
A B
C D
)
∈ L(X ⊕ U ,X ⊕ Y)
is (J1, J2)-unitary, i.e.
G∗J2G = J1, GJ1G
∗ = J2.
In the particular case when J = IX , a J-conservative scattering system is a conservative
scattering one.
Let us note that one may consider a J-conservative scattering system α = (1;A,B,-
C,D;X ,U ,Y) as a conservative scattering one, however with a Krein space of its inner states,
i.e., the equations of energy balance for α have the same form as for conservative scattering
system with a Hilbert space of inner states, but with J-metric [·, ·]J instead of Hilbert metric
〈·, ·〉 for states of a system α:
[x(t), x(t)]J − [x(t− 1), x(t− 1)]J = ‖u(t− 1)‖
2 − ‖y(t)‖2 (t = 1, 2, . . .),
and the analogous equation holds for states, inputs and outputs of the conjugate system
α∗ := (1;A∗, C∗, B∗, D∗;X ,Y ,U).
Recall [3] (see also [4, 7]) that a system α˜ = (1; A˜, B˜, C˜, D; X˜ ,U ,Y) is called a
dilation of a system α = (1;A,B,C,D;X ,U ,Y) if X˜ ⊃ X , and there exist subspaces D and
D∗ in X˜ such that
X˜ = D ⊕X ⊕D∗, A˜D ⊂ D, C˜D = {0}, A˜
∗D∗ ⊂ D∗, B˜
∗D∗ = {0},
A = PX A˜|X , B = PX B˜, C = C˜|X
(here PX stands for the orthogonal projector onto X in X˜ ). For that, the transfer functions
of α and α˜ coincide in some neighbourhood of z = 0 in C.
Now Azizov’s result mentioned in Section 0 can be formulated in the following way.
An arbitrary system α = (1;A,B,C,D;X ,U ,Y) has a dilation α˜ = (1; A˜, B˜, C˜, D; X˜ ,U ,Y)
which is a one-parametric J-conservative scattering system for certain canonical symmetry
J ∈ L(X˜ ). As a corollary (see Section 0), an arbitrary L(U ,Y)-valued function θ holomorphic
on some neighbourhood Γ of z = 0 in C and vanishing at z = 0 can be realized as the
transfer function of some system α = (1;A,B,C,D;X ,U ,Y) of the form (1.1), which is a
one-parametric J-conservative scattering system for certain canonical symmetry J ∈ L(X ),
i.e., θ(z) = θα(z) in some neighbourhood (possibly, smaller than Γ) of z = 0.
2 Multiparametric J-conservative scattering linear sys-
tems
Let us recall some definitions from [8] concerning multiparametric discrete time-invariant
linear systems. Such a system α is given by
α :

x(t) =
N∑
k=1
(Akx(t− ek) +Bku(t− ek)),
y(t) =
N∑
k=1
(Ckx(t− ek) +Dku(t− ek))
(t ∈ ZN , |t| > 0), (2.1)
where for t = (t1, . . . , tN) ∈ Z
N we set |t| :=
∑N
k=1 tk, for all k ∈ {1, . . . , N} we set ek :=
(0, . . . , 0, 1, 0, . . . , 0) ∈ ZN with 1 on the k-th place, and zeros on other places; for each
t vectors x(t), u(t), y(t) belong to (separable Hilbert) spaces X ,U ,Y , respectively; for all
k ∈ {1, . . . , N} Ak : X → X , Bk : U → X , Ck : X → Y , Dk : U → Y are bounded linear
operators. We shall use the short notation α = (N ;A,B,C,D;X ,U ,Y) where A,B,C,D
mean N -tuples of operators Ak, Bk, Ck, Dk, respectively. The transfer function of a system
α of the form (2.1) is given by
θα(z) = zD + zC(IX − zA)
−1
zB (2.2)
in some neighbourhood of z = 0 in CN , where for z = (z1, . . . , zN ) ∈ C
N and an N -tuple of
operators T = (T1, . . . , TN) we use the notation zT :=
∑N
k=1 zkTk. It is clear that system
(2.1) is the generalization of system (1.1), and formula (2.2) is the generalization of formula
(1.2) for transfer function, to the case of several variables.
Recall [9] that a system α˜ = (N ; A˜, B˜, C˜,D; X˜ ,U ,Y) is called a dilation of a
multiparametric linear system α = (N ;A,B,C,D;X ,U ,Y) if for each z ∈ CN a system
α˜z := (1; zA˜, zB˜, zC˜, zD; X˜ ,U ,Y) is a dilation of a one-parametric linear system αz :=
(1; zA, zB, zC, zD;X ,U ,Y), i.e., X˜ ⊃ X , and there exist subspaces Dz and D∗,z in X˜ such
that
X˜ = Dz ⊕ X ⊕D∗,z, zA˜Dz ⊂ Dz, zC˜Dz = {0}, (zA˜)
∗D∗,z ⊂ D∗,z, (zB˜)
∗D∗,z = {0}
zA = PX (zA˜)|X , zB = PX (zB˜), zC = (zC˜)|X .
For that, the transfer functions of α and α˜ coincide in some neighbourhood of z = 0 in CN .
Let TN := {ζ ∈ CN : |ζk| = 1, k = 1, . . . , N} be the N -dimensional unit torus.
Definition 2.1 Let α = (N ;A,B,C,D;X ,U ,Y) and a canonical symmetry J ∈ L(X ) be
given. We shall call α a multiparametric J-conservative scattering linear system if for each
ζ ∈ TN αζ := (1; ζA, ζB, ζC, ζD;X ,U ,Y) is a one-parametric J-conservative scattering
linear system, i.e. for J1 = J ⊕ IU ∈ L(X ⊕ U), J2 = J ⊕ IY ∈ L(X ⊕ Y) one has
(ζG)∗J2(ζG) = J1, (ζG)J1(ζG)
∗ = J2, (2.3)
where G = (G1, . . . , GN) is the N -tuple of system operators
Gk =
(
Ak Bk
Ck Dk
)
: X ⊕ U → X ⊕ Y (k = 1, . . . , N). (2.4)
In the particular case when J = IX , this notion coincides with the notion of
multiparametric conservative scattering linear system introduced in [8]. Let us remark here
that another type of multiparametric conservative scattering linear systems for the discrete
case was considered by J.A. Ball and T.T. Trent in [6].
By equating corresponding coefficients of trigonometric polynomials in the left and
right parts of (2.3), one can easily see that α = (N ;A,B,C,D;X ,U ,Y) is a multiparametric
J-conservative scattering linear system if and only if the following equalities hold:
N∑
k=1
G∗kJ2Gk = J1, (2.5)
G∗kJ2Gl = 0 (k 6= l), (2.6)
N∑
k=1
GkJ1G
∗
k = J2, (2.7)
GkJ1G
∗
l = 0 (k 6= l). (2.8)
This definition can be also formulated in terms of energy balance equations, i.e.
the conservation of energy for a system α = (N ;A,B,C,D;X ,U ,Y), and for its conjugate
system α∗ := (N ;A∗,C∗,B∗,D∗;X ,Y ,U), where for N -tuples T = (T1, . . . , TN) of operators
Tk ∈ L(H1,H2) we set T
∗ := (T ∗1 , . . . , T
∗
N) with T
∗
k ∈ L(H2,H1), k = 1, . . . , N , and for the
”energy” of states of α and α∗ use J-metric [·, ·]J instead of Hilbert metric 〈·, ·〉. More
precisely, the following proposition is valid.
Proposition 2.2 α = (N ;A,B,C,D;X ,U ,Y) is a multiparametric J-conservative scatter-
ing linear system with some canonical symmetry J ∈ L(X ) if and only if
(i) for any input multisequence {u(t) : |t| ≥ 0} of α satisfying the condition
∀n ∈ N
∑
|t|=n
‖u(t)‖2 <∞,
and its initial states collection {x(t) : |t| = 0} satisfying the condition∑
|t|=0
‖x(t)‖2 <∞,
one has for any n ∈ N :
∑
|t|=n ‖x(t)‖
2 < ∞,
∑
|t|=n ‖y(t)‖
2 < ∞, hence for any
n ∈ N ∪ {0} the series
∑
|t|=n[x(t), x(t)]J is absolutely convergent, and∑
|t|=n
[x(t), x(t)]J −
∑
|t|=n−1
[x(t), x(t)]J =
∑
|t|=n−1
‖u(t)‖2 −
∑
|t|=n
‖y(t)‖2; (2.9)
(ii) the statement analogous to (i) holds for the conjugate system α∗.
Proof. Necessity. Let the collections {u(t) : |t| ≥ 0} and {x(t) : |t| = 0} of inputs and
states of α satisfy the assumptions of (i). Apply induction on n. Suppose that for n = m−1,
where m ∈ N, we have
∑
|t|=n ‖x(t)‖
2 <∞. Then, by virtue of (2.1),
∑
|t|=m
‖x(t)‖2 +
∑
|t|=m
‖y(t)‖2 =
∑
|t|=m
∥∥∥∥( x(t)y(t)
)∥∥∥∥2
=
∑
|t|=m
∥∥∥∥∥
N∑
k=1
Gk
(
x(t− ek)
u(t− ek)
)∥∥∥∥∥
2
≤ max
l∈{1,...,N}
‖Gl‖
2 ·
∑
|t|=m
(
N∑
k=1
∥∥∥∥( x(t− ek)u(t− ek)
)∥∥∥∥
)2
≤ N2 · max
l∈{1,...,N}
‖Gl‖
2 ·
∑
|t|=m
N∑
k=1
∥∥∥∥( x(t− ek)u(t− ek)
)∥∥∥∥2
= N3 · max
l∈{1,...,N}
‖Gl‖
2 ·
∑
|t|=m−1
∥∥∥∥( x(t)u(t)
)∥∥∥∥2
= N3 · max
l∈{1,...,N}
‖Gl‖
2
 ∑
|t|=m−1
‖x(t)‖2 +
∑
|t|=m−1
‖u(t)‖2
 <∞.
This implies
∑
|t|=n ‖x(t)‖
2 <∞,
∑
|t|=n ‖y(t)‖
2 <∞ for n = m. Therefore, the latter holds
for an arbitrary n ∈ N. Since for any x ∈ X we have |[x, x]J | ≤ ‖x‖
2 (see, e.g., [5]), for any
n ∈ N ∪ {0} the series
∑
|t|=n[x(t), x(t)]J converges absolutely. Now, by virtue of (2.1) and
from (2.5), (2.6) we get for any n ∈ N∑
|t|=n
[x(t), x(t)]J +
∑
|t|=n
‖y(t)‖2 =
∑
|t|=n
[(
x(t)
y(t)
)
,
(
x(t)
y(t)
)]
J2
=
∑
|t|=n
〈
J2
(
x(t)
y(t)
)
,
(
x(t)
y(t)
)〉
=
∑
|t|=n
〈
J2
N∑
k=1
Gk
(
x(t− ek)
u(t− ek)
)
,
N∑
j=1
Gj
(
x(t− ej)
u(t− ej)
)〉
=
∑
|t|=n
N∑
k=1
N∑
j=1
〈
G∗jJ2Gk
(
x(t− ek)
u(t− ek)
)
,
(
x(t− ej)
u(t− ej)
)〉
=
∑
|t|=n
N∑
k=1
〈
G∗kJ2Gk
(
x(t− ek)
u(t− ek)
)
,
(
x(t− ek)
u(t− ek)
)〉
=
∑
|t|=n−1
〈
N∑
k=1
G∗kJ2Gk
(
x(t)
u(t)
)
,
(
x(t)
u(t)
)〉
=
∑
|t|=n−1
〈
J1
(
x(t)
u(t)
)
,
(
x(t)
u(t)
)〉
=
∑
|t|=n−1
[(
x(t)
u(t)
)
,
(
x(t)
u(t)
)]
J1
=
∑
|t|=n−1
[x(t), x(t)]J +
∑
|t|=n−1
‖u(t)‖2,
that is equivalent to (2.9), and we have proved the necessity of condition (i). The necessity
of condition (ii) is established analogously, by rewriting (2.1) for α∗ and using (2.7) and
(2.8).
Sufficiency. Let us set for arbitrary x0 ∈ X , u0 ∈ U
x(t) :=
{
x0 for t = 0,
0 anywhere else for |t| = 0,
u(t) :=
{
u0 for t = 0,
0 anywhere else for |t| ≥ 0.
Clearly, the collections {u(t) : |t| ≥ 0} and {x(t) : |t| = 0} of inputs and states of α satisfy
the assumptions of (i). Then we can write down for them (2.9), with n = 1, as follows:
N∑
k=1
[x(ek), x(ek)]J − [x0, x0]J = ‖u0‖
2 −
N∑
k=1
‖y(ek)‖
2,
or equivalently, [(
x0
u0
)
,
(
x0
u0
)]
J1
=
N∑
k=1
[(
x(ek)
y(ek)
)
,
(
x(ek)
y(ek)
)]
J2
.
By using system equations (2.1), we obtain
〈
J1
(
x0
u0
)
,
(
x0
u0
)〉
=
[(
x0
u0
)
,
(
x0
u0
)]
J1
=
N∑
k=1
[(
x(ek)
y(ek)
)
,
(
x(ek)
y(ek)
)]
J2
=
N∑
k=1
〈
J2
(
x(ek)
y(ek)
)
,
(
x(ek)
y(ek)
)〉
=
N∑
k=1
〈
J2Gk
(
x0
u0
)
, Gk
(
x0
u0
)〉
=
〈
N∑
k=1
G∗kJ2Gk
(
x0
u0
)
,
(
x0
u0
)〉
.
Since x0 ∈ X , u0 ∈ U are arbitrary, and the operators J1 and
∑N
k=1G
∗
kJ2Gk are bounded
and selfadjoint, the latter implies (2.5). Analogously, (ii) implies (2.7).
Now, for arbitrary x1, x2 ∈ X , u1, u2 ∈ U , and k, j ∈ {1, . . . , N} (k 6= j) set
x(t) :=

x1 for t = ek − ej ,
x2 for t = 0,
0 anywhere else for |t| = 0,
u(t) :=

u1 for t = ek − ej ,
u2 for t = 0,
0 anywhere else for |t| ≥ 0.
Clearly, the collections {u(t) : |t| ≥ 0} and {x(t) : |t| = 0} of inputs and states of α satisfy
the assumptions of (i). Then we can write down for them (2.9), with n = 1, as follows:
N∑
l=1
[x(ek − ej + el), x(ek − ej + el)]J +
∑
l: l 6=k
[x(el), x(el)]J − [x1, x1]J − [x2, x2]J
= ‖u1‖
2 + ‖u2‖
2 −
N∑
l=1
‖y(ek − ej + el)‖
2 −
∑
l: l 6=k
‖y(el)‖
2,
or equivalently,
N∑
l=1
[(
x(ek − ej + el)
y(ek − ej + el)
)
,
(
x(ek − ej + el)
y(ek − ej + el)
)]
J2
+
∑
l: l 6=k
[(
x(el)
y(el)
)
,
(
x(el)
y(el)
)]
J2
=
[(
x1
u1
)
,
(
x1
u1
)]
J1
+
[(
x2
u2
)
,
(
x2
u2
)]
J1
.
By using system equations (2.1), we obtain∑
l: l 6=j
〈
J2Gl
(
x1
u1
)
, Gl
(
x1
u1
)〉
+〈
J2
(
Gj
(
x1
u1
)
+Gk
(
x2
u2
))
, Gj
(
x1
u1
)
+Gk
(
x2
u2
)〉
+
∑
l: l 6=k
〈
J2Gl
(
x2
u2
)
, Gl
(
x2
u2
)〉
=
〈
J1
(
x1
u1
)
,
(
x1
u1
)〉
+
〈
J2
(
x2
u2
)
,
(
x2
u2
)〉
,
that is equivalent to〈
N∑
l=1
G∗l J2Gl
(
x1
u1
)
,
(
x1
u1
)〉
+
〈
N∑
l=1
G∗l J2Gl
(
x2
u2
)
,
(
x2
u2
)〉
+ 2Re
〈
G∗jJ2Gk
(
x2
u2
)
,
(
x1
u1
)〉
=
〈
J1
(
x1
u1
)
,
(
x1
u1
)〉
+
〈
J1
(
x2
u2
)
,
(
x2
u2
)〉
.
By (2.5) established formerly, we obtain:
2Re
〈
G∗jJ2Gk
(
x2
u2
)
,
(
x1
u1
)〉
= 0.
One can substitute −ix˜2 instead of x2, and −iu˜2 instead of u2, and obtain
2Im
〈
G∗jJ2Gk
(
x˜2
u˜2
)
,
(
x1
u1
)〉
= 0.
Since x1, x2, x˜2 ∈ X , u1, u2, u˜2 ∈ U can be taken arbitrary, (2.6) follows. Analogously, (ii)
implies (2.8).
The proof is complete. 
Now let us formulate two main theorems of this paper.
Theorem 2.3 An arbitrary system α = (N ;A,B,C,D;X ,U ,Y) of the form (2.1) has a
dilation α˜ = (N ; A˜, B˜, C˜,D; X˜ ,U ,Y), which is a multiparametric J-conservative scattering
system for certain canonical symmetry J ∈ L(X˜ ).
Theorem 2.4 An arbitrary L(U ,Y)-valued function θ holomorphic on some neighbourhood
Γ of z = 0 in CN and vanishing at z = 0 can be realized as the transfer function of
some system α˙ = (N ; A˙, B˙, C˙, D˙; X˙ ,U ,Y) of the form (2.1), which is a multiparametric J-
conservative scattering system for certain canonical symmetry J ∈ L(X˙ ), i.e., θ(z) = θα˙(z)
in some neighbourhood (possibly, smaller than Γ) of z = 0.
3 Proofs of the main results
In this section we will use the results from [1, 8, 9] on the Agler–Schur class SN(U ,Y). This
class consists of all L(U ,Y)-valued functions
θ(z) =
∑
t∈ZN
+
ztθˆt
(here ZN+ := {t ∈ Z
N : tk ≥ 0, k = 1, . . . , N}, for z ∈ C
N and t ∈ ZN+ as usually
zt :=
∏N
k=1 z
tk
k , and θˆt are Taylor coefficients of θ), which are holomorphic on the open unit
polydisk DN := {z ∈ CN : |zk| < 1, k = 1, . . . , N} and satisfy the following condition: for
any separable Hilbert space H, any N -tuple T = (T1, . . . , TN) of commuting contractions on
H, and any positive real r < 1 one has
‖θ(rT)‖ < 1,
where
θ(rT) = θ(rT1, . . . , rTN) :=
∑
t∈ZN
+
r|t|Tt ⊗ θˆt ∈ L(H⊗ U ,H⊗Y), (3.1)
Tt :=
∏N
k=1 T
tk
k , and the series in (3.1) converges in operator norm.
Lemma 3.1 For an arbitrary multiparametric linear system α = (N ;A,B,C,D;X ,U ,Y)
there exist separable Hilbert spaces Mk, with canonical symmetries J
(k) ∈ L(Mk), and
holomorphic L(X ⊕ U ,Mk)-valued functions Fk on D
N (k = 1, . . . , N) such that ∀λ ∈
DN , ∀z ∈ DN
IX⊕U − (λG)
∗(zG) =
N∑
k=1
(1− λ¯kzk)Fk(λ)
∗J (k)Fk(z). (3.2)
Proof. Set LG(z) := zG, ε := supT ‖
∑N
k=1 Tk ⊗ Gk‖ where this supremum is taken over
all N -tuples of commuting contractions T = (T1, . . . , TN) on a common separable Hilbert
space H. If ε ≤ 1 then LG ∈ SN(X ⊕ U ,X ⊕Y), and by Theorem 2.6 of [1] the assertion of
Lemma 3.1 follows with J (k) = IMk (k = 1, . . . , N).
Suppose that ε > 1. Then ε−1LG ∈ SN(X ⊕ U ,X ⊕ Y). By Theorem 2.6 of [1],
there exist separable Hilbert spaces M+k and holomorphic L(X ⊕ U ,M
+
k )-valued functions
H+k on D
N (k = 1, . . . , N) such that ∀λ ∈ DN , ∀z ∈ DN
IX⊕U − (ε
−1 · λG)∗(ε−1 · zG) =
N∑
k=1
(1− λ¯kzk)H
+
k (λ)
∗H+k (z).
Setting F+k (z) := εH
+
k (z) for z ∈ D
N , k = 1, . . . , N , we obtain ∀λ ∈ DN , ∀z ∈ DN :
ε2IX⊕U − (λG)
∗(zG) =
N∑
k=1
(1− λ¯kzk)F
+
k (λ)
∗F+k (z). (3.3)
Since ε−1IX⊕U ∈ SN(X⊕U ,X⊕U), again by Theorem 2.6 of [1], there exist separable Hilbert
spacesM−k and holomorphic L(X ⊕U ,M
−
k )-valued functions H
−
k on D
N (k = 1, . . . , N) such
that ∀λ ∈ DN , ∀z ∈ DN
(1− ε−2)IX⊕U =
N∑
k=1
(1− λ¯kzk)H
−
k (λ)
∗H−k (z).
Setting F−k (z) := εH
−
k (z) for z ∈ D
N , k = 1, . . . , N , we obtain ∀λ ∈ DN , ∀z ∈ DN :
(ε2 − 1)IX⊕U =
N∑
k=1
(1− λ¯kzk)F
−
k (λ)
∗F−k (z). (3.4)
Set Mk := M
+
k ⊕M
−
k , and according to this orthogonal decomposition define
Fk : D
N → L(X ⊕ U ,Mk) by
Fk(z) :=
(
F+k (z)
F−k (z)
)
(z ∈ DN ),
and J (k) := IM+
k
⊕ (−IM−
k
) ∈ L(M+k ⊕M
−
k ) = L(Mk) for k = 1, . . . , N . By subtracting
(3.4) from (3.3) for each λ ∈ DN and z ∈ DN , we obtain (3.2), that completes the proof. 
As a by-product of Lemma 3.1, we obtain the following result.
Proposition 3.2 For an arbitrary L(U ,Y)-valued function θ holomorphic on some neigh-
bourhood Γ of z = 0 in CN and vanishing at z = 0 there exist separable Hilbert spaces Mk,
with canonical symmetries J (k) ∈ L(Mk), and holomorphic L(U ,Mk)-valued functions Hk
on a neighbourhood Γ0 ⊂ Γ of z = 0 in C
N (k = 1, . . . , N) such that ∀λ ∈ Γ0, ∀z ∈ Γ0
IU − θ(λ)
∗θ(z) =
N∑
k=1
(1− λ¯kzk)Hk(λ)
∗J (k)Hk(z). (3.5)
Proof. By Theorem 1 of [10], θ can be realized as the transfer function of some multipara-
metric linear system α = (N ;A,B,C,D;X ,U ,Y), i.e., θ(z) = θα(z) in some neighbourhood
Ω ⊂ Γ of z = 0 in CN . If uˆ(z) =
∑
t∈ZN
+
ztu(t) is a U-valued function holomorphic on some
neighbourhood of z = 0 (here u(·) is some input multisequence of α, which has the support
in ZN+ ) then (see [8]) one can write down the so-called Z-transform of α:
αˆ :
{
xˆ(z) = zAxˆ(z) + zBuˆ(z),
yˆ(z) = zCxˆ(z) + zDuˆ(z),
(3.6)
with holomorphic functions
xˆ(z) = (IX − zA)
−1zBuˆ(z), (3.7)
yˆ(z) = θα(z)uˆ(z) (3.8)
on some neighbourhood Ω0 of z = 0 in C
N . We can consider without a loss of generality
that Ω0 ⊂ Ω.
Set Γ0 := Ω0 ∩ D
N , and let u1, u2 ∈ U be arbitrary. Then by using Lemma 3.1,
and equalities (3.6), (3.7), (3.8) twice, for uˆ(·) ≡ u1 and for uˆ(·) ≡ u2, we have for all
λ ∈ Γ0, z ∈ Γ0:
〈(IU − θ(λ)
∗θ(z)) u1, u2〉U = 〈u1, u2〉U − 〈θ(z)u1, θ(λ)u2〉Y
=
〈(
xˆ1(z)
u1
)
,
(
xˆ2(λ)
u2
)〉
X⊕U
−
〈(
xˆ1(z)
yˆ1(z)
)
,
(
xˆ2(λ)
yˆ2(λ)
)〉
X⊕Y
=〈(
xˆ1(z)
u1
)
,
(
xˆ2(λ)
u2
)〉
X⊕U
−
〈
zG
(
xˆ1(z)
u1
)
, λG
(
xˆ2(λ)
u2
)〉
X⊕Y
=
〈
(IX⊕U − (λG)
∗(zG))
(
xˆ1(z)
u1
)
,
(
xˆ2(λ)
u2
)〉
X⊕U
=
〈
N∑
k=1
(1− λ¯kzk)Fk(λ)
∗J (k)Fk(z)
(
xˆ1(z)
u1
)
,
(
xˆ2(λ)
u2
)〉
X⊕U
=
〈
N∑
k=1
(1− λ¯kzk)
(
(IX − λA)
−1λB
IU
)∗
Fk(λ)
∗J (k)Fk(z)
(
(IX − zA)
−1zB
IU
)
u1, u2
〉
U
.
Setting
Hk(z) := Fk(z)
(
(IX − zA)
−1zB
IU
)
(z ∈ Γ0),
we obtain (3.5). 
Proof of Theorem 2.3. Let, as in the proof of Lemma 3.1, LG(z) := zG, ε := supT ‖
∑N
k=1 Tk⊗
Gk‖ where this supremum is taken over allN -tuples of commuting contractionsT = (T1, . . . , TN)
on a common separable Hilbert space H, and G = (G1, . . . , GN) be the N -tuple of operators
(2.4) corresponding to a given multiparametric linear system α = (N ;A,B,C,D;X ,U ,Y).
If ε ≤ 1 then LG ∈ SN(X⊕U ,X⊕Y), and by Theorem 4.2 of [9], system α has a conservative
dilation α˜ = (N ; A˜, B˜, C˜,D; X˜ ,U ,Y), i.e. a J-conservative one with J = IX˜ .
Suppose now that ε > 1. Applying Lemma 3.1 to α, we have the existence
of separable Hilbert spaces Mk with canonical symmetries J
(k) ∈ L(Mk), and holomorphic
L(X ⊕U ,Mk)-valued functions Fk on D
N (k = 1, . . . , N) such that (3.2) holds. Let us define
these spaces Mk, operators J
(k), and functions Fk (k = 1, . . . , N) exactly as in the proof of
Lemma 3.1, i.e., Mk :=M
+
k ⊕M
−
k , J
(k) := IM+
k
⊕ (−IM−
k
) ∈ L(M+k ⊕M
−
k ) = L(Mk),
Fk(z) :=
(
F+k (z)
F−k (z)
)
∈ L(X ⊕ U ,M+k ⊕M
−
k ) (z ∈ D
N ),
so that (3.3) and (3.4) hold. Set M± :=
⊕N
k=1M
±
k , M :=
⊕N
k=1Mk =M
+⊕M−, JM :=⊕N
k=1 J
(k) ∈ L(
⊕N
k=1Mk) = L(M),
F±(z) :=
 F
±
1 (z)
...
F±N (z)
 ∈ L(X ⊕U ,M±), F (z) :=
 F1(z)...
FN (z)
 ∈ L(X ⊕U ,M) (z ∈ DN),
P±k := PM±
k
∈ L(M±), Pk := PMk ∈ L(M) (k = 1, . . . , N). Then ∀z ∈ C
N zP± =⊕N
k=1 zkIM±
k
∈ L(M±), zP =
⊕N
k=1 zkIMk ∈ L(M).
It follows from (3.3) that ∀λ ∈ DN , ∀z ∈ DN
F+(0)∗F+(0) = F+(0)∗F+(z) = F+(λ)∗F+(0) = ε2IX⊕U . (3.9)
In particular, F+(0) is a bounded and boundedly invertible operator, and F+(0)(X ⊕U) is a
closed lineal, i.e. a subspace in M+. Analogously, it follows from (3.4) that ∀λ ∈ DN , ∀z ∈
DN
F−(0)∗F−(0) = F−(0)∗F−(z) = F−(λ)∗F−(0) = (ε2 − 1)IX⊕U . (3.10)
In particular, F−(0) is a bounded and boundedly invertible operator, and F−(0)(X ⊕U) is a
closed lineal, i.e. a subspace inM−. It follows from (3.9) and (3.10) that ∀λ ∈ DN , ∀z ∈ DN
(F±(λ)− F±(0))∗(F±(z)− F±(0)) = F±(λ)∗F±(z)− F±(0)∗F±(0). (3.11)
Taking into account (3.9), rewrite (3.3) as
F+(0)∗F+(0)−(λG)∗(zG) = F+(λ)∗F+(z)−(λP+F+(λ))∗(zP+F+(z)) (λ ∈ DN , z ∈ DN),
and by virtue of (3.11), we get ∀λ ∈ DN , ∀z ∈ DN :
(λP+F+(λ))∗(zP+F+(z)) =
(
F+(λ)− F+(0)
λG
)∗(
F+(z)− F+(0)
zG
)
. (3.12)
Taking into account (3.10), rewrite (3.4) as
F−(0)∗F−(0) = F−(λ)∗F−(z)− (λP−F−(λ))∗(zP−F−(z)) (λ ∈ DN , z ∈ DN ),
and by virtue of (3.11), we get ∀λ ∈ DN , ∀z ∈ DN :
(λP−F−(λ))∗(zP−F−(z)) = (F−(λ)− F−(0))∗(F−(z)− F−(0)). (3.13)
Now, adding (3.13) to (3.12), we get ∀λ ∈ DN , ∀z ∈ DN :
(λPF (λ))∗(zPF (z)) =
(
F (λ)− F (0)
λG
)∗(
F (z)− F (0)
zG
)
, (3.14)
and subtracting (3.13) from (3.12), we get ∀λ ∈ DN , ∀z ∈ DN :
(λPF (λ))∗JM(zPF (z)) =
(
F (λ)− F (0)
λG
)∗(
JM 0
0 IX⊕Y
)(
F (z)− F (0)
zG
)
. (3.15)
It follows from (3.14) that there exists unique unitary operator
U :
∨
z∈DN
zPF (z)(X ⊕ U)→
∨
z∈DN
(
F (z)− F (0)
zG
)
(X ⊕ U) (3.16)
such that ∀z ∈ DN :
U(zP)F (z) =
(
F (z)− F (0)
zG
)
. (3.17)
It follows from (3.9) and (3.10) that
F (0)∗JMF (0) = IX⊕U , (3.18)
i.e. F (0) ∈ L(X ⊕ U ,M) is a (IX⊕U , JM)-semiunitary operator. Moreover, F (0)(X ⊕ U) =
F+(0)(X ⊕ U) ⊕ F−(0)(X ⊕ U) is a closed lineal, i.e. a subspace in M = M+ ⊕M−. In
addition, from (3.9) and (3.10) one can see that ∀z ∈ DN :
F (0)∗(F (z)− F (0)) = 0,
hence
(F (z)− F (0))(X ⊕ U) ⊂M⊖ F (0)(X ⊕ U).
Now let us show that the subspace K0 :=M⊖F (0)(X ⊕U) inM is a Krein space
with respect to the metric [·, ·]J0 induced by the canonical symmetry J0 := PK0JM|K0. By
Theorem I.7.16 of [5], in order that J0 is a canonical symmetry on K0, it is necessary and
sufficient that any h ∈ M has a JM-orthogonal projection onto K0, i.e. a vector h0 ∈ K0
such that JM(h − h0)⊥K0. For an arbitrary h ∈ M set h0 := h − JMF (0)F (0)
∗h. Since,
due to (3.18),
F (0)∗h0 = F (0)
∗h− F (0)∗JMF (0)F (0)
∗h = 0,
we get h0 ∈M⊖ F (0)(X ⊕ U) = K0. For an arbitrary g ∈ K0 we have:
〈JM(h− h0), g〉 = 〈J
2
MF (0)F (0)
∗h, g〉 = 〈F (0)F (0)∗h, g〉 = 0.
Thus, h0 is a desired JM-orthogonal projection of h onto K0, and we have proved that J0 is
a canonical symmetry on K0 (i.e., K0 is a Krein space with respect to the metric [·, ·]J0).
Further, ∨
z∈DN
zPF (z)(X ⊕ U) ⊂ M,
∨
z∈DN
(
F (z)− F (0)
zG
)
(X ⊕ U) ⊂ K0 ⊕ X ⊕ Y .
Define on the space KI := K0 ⊕ X ⊕ Y the canonical symmetry JI := J0 ⊕ IX⊕Y ∈ L(KI).
Due to (3.15), the operator U , defined by (3.16), (3.17), can be considered as a bounded
and boundedly invertible on its domain (JM, JI)-isometric operator from M to KI , whose
domain and range are given by
D(U) =
∨
z∈DN
zPF (z)(X ⊕ U), R(U) =
∨
z∈DN
(
F (z)− F (0)
zG
)
(X ⊕ U).
By Theorem V.2.18 of [5], there exist a separable Hilbert space KII , a canonical symmetry
JII ∈ L(KII), and a (Jˇ1, Jˇ2)-unitary operator Uˇ : KII ⊕M→ KII ⊕KI , with
Jˇ1 := JII ⊕ JM ∈ L(KII ⊕M), Jˇ2 := JII ⊕ JI ∈ L(KII ⊕KI)
such that Uˇ is an extension of U , i.e. PR(U)Uˇ |D(U) = U .
Since for any z ∈ DN we have
(F (z)− F (0))(X ⊕ U) ⊂M⊖ F (0)(X ⊕ U) = K0,
we get for any z ∈ DN :
F (z) =
(
F (z)− F (0)
F (0)
)
∈ L(X ⊕ U ,M) = L(X ⊕ U ,K0 ⊕ F (0)(X ⊕ U)).
Set for all k ∈ {1, . . . , N} Pˇk := δ1kIKII ⊕ Pk ∈ L(KII ⊕M), where δ1k denotes
the Kronecker symbol,
Gˇk := Uˇ Pˇk(IKII⊕K0 ⊕ F (0)) ∈ L(KII ⊕K0 ⊕X ⊕ U ,KII ⊕KI)
= L(KII ⊕K0 ⊕ X ⊕ U ,KII ⊕K0 ⊕ X ⊕ Y).
Clearly, IKII⊕K0⊕F (0) ∈ L(KII⊕K0⊕X ⊕U ,KII⊕M) is a (J1, Jˇ1)-unitary operator, where
J1 := JII ⊕ J0 ⊕ IX⊕U ∈ L(KII ⊕K0 ⊕ X ⊕ U),
for any ζ ∈ TN ζPˇ ∈ L(KII ⊕M) is a Jˇ1-unitary operator, and Uˇ ∈ L(KII ⊕M,KII⊕KI)
is a (Jˇ1, J2)-unitary operator, where
J2 := Jˇ2 = JII ⊕ J0 ⊕ IX⊕Y ∈ L(KII ⊕KI) = L(KII ⊕K0 ⊕ X ⊕ Y).
Therefore, for any ζ ∈ TN the operator ζG is (J1, J2)-unitary.
Consider the following partitioning of Gˇk (k = 1, . . . , N):
Gˇk =
(
Aˇk Bˇk
Cˇk Dˇk
)
: (KII ⊕K0)⊕ (X ⊕ U)→ (KII ⊕K0)⊕ (X ⊕ Y).
Then αˇ := (N ; Aˇ, Bˇ, Cˇ, Dˇ;KII⊕K0,X⊕U ,X⊕Y) is a multiparametric (JII⊕J0)-conservative
scattering system.
Since, by virtue of (3.17), ∀z ∈ DN
zGˇ
(
F (z)− F (0)
IX⊕U
)
= Uˇ(zPˇ)
(
IKII⊕K0 0
0 F (0)
)(
F (z)− F (0)
IX⊕U
)
= Uˇ(zPˇ)F (z) = U(zP)F (z) =
(
F (z)− F (0)
zG
)
,
we have for all z ∈ DN :
zAˇ(F (z)− F (0)) + zBˇ = F (z)− F (0),
zCˇ(F (z)− F (0)) + zDˇ = zG.
Therefore, in some neighbourhood Ω ⊂ DN of z = 0 the resolvent (IKII⊕K0 − zAˇ)
−1 is
well-defined and holomorphic, and we have in this neighbourhood:
F (z)− F (0) = (IKII⊕K0 − zAˇ)
−1zBˇ,
zGˇ = zDˇ + zCˇ(IKII⊕K0 − zAˇ)
−1zBˇ = θαˇ(z). (3.19)
Thus, αˇ is a (JII⊕J0)-conservative scattering system realization of the linear operator-valued
function LG. ¿From (3.19) we obtain:
∀z ∈ Ω0 zDˇ = zG
∀z ∈ Ω0, ∀n ∈ N ∪ {0} zCˇ(zAˇ)
nzBˇ = 0.
As it was shown in the proof of Theorem 4.2 of [9] (see also Subsection V.3.1 of [5]),
the latter means that the system α˜ := (N ; A˜, B˜, C˜,D; X˜ = KII ⊕ K0 ⊕ X ,U ,Y) which
is determined by the system operators G˜k coinciding with the system operators Gˇk of
αˇ (k = 1, . . . , N), however with another block partitioning of these operators, is a dila-
tion of α = (N ;A,B,C,D;X ,U ,Y). Defining a canonical symmetry of X˜ :
J := JII ⊕ J0 ⊕ IX ∈ L(KII ⊕K0 ⊕X ) = L(X˜ ),
we obtain that α˜ is a desired J-conservative scattering system dilation of a given system α.
The proof is complete. 
Proof of Theorem 2.4. Let θ be a given L(U ,Y)-valued function holomorphic on a
neighbourhood Γ of z = 0 in CN and vanishing at z = 0. Then, by Theorem 1 of [10],
there exists a realization α = (N ;A,B,C,D;X ,U ,Y) of this function, i.e., θ(z) = θα(z) in
some neighbourhood Γ0 ⊂ Γ of z = 0. By Theorem 2.3 of this paper, there exists a multi-
parametric J-conservative scattering system α˜ := (N ; A˜, B˜, C˜,D; X˜ ,U ,Y), with a canonical
symmetry J ∈ L(X˜ ), which is a dilation of α. By Proposition 3.8 of [9], the transfer func-
tions of a multiparametric linear system of the form (2.1) and of its dilation coincide in some
neighbourhood of z = 0 in CN . Hence, θα˜(z) = θα(z) = θ(z) in some neighbourhood Ω0 ⊂ Γ0
of z = 0. Thus, the system α˙ := α˜ is a desired J-conservative scattering system realization
of θ.
The proof is complete. 
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