Quasi-linear perturbations of a two-dimensional flow with a first integral and the corresponding parabolic PDE's with a small parameter at the second order derivatives are considered in this paper.
Introduction
Let v be a C 2 -smooth incompressible vector field on R 2 with the stream function H. Let a domain D ⊂ R 2 be topologically equivalent to an annulus bounded by the curves γ 1 and γ 2 , such that H(x) = h 1 for x ∈ γ 1 , and H(x) = h 2 for x ∈ γ 2 with h 1 < h 2 . We also assume at first that H does not have critical points in D.
Let g be a C 2 function defined in a neighborhood of [h 1 , h 2 ] and c 1 = g(h 1 ), c 2 = g(h 2 ). Let a ij = a ji ∈ C 2 (R 3 ), 1 ≤ i, j ≤ 2, and b i ∈ C 2 (R 3 ), 1 ≤ i ≤ 2. We assume that there is a positive constant k such that k|ξ| 2 ≤ 2 i,j=1 a ij (x, u)ξ i ξ j , x ∈ D, u ∈ R, ξ ∈ R 2 . In this paper we study the asymptotic behavior, as ε ↓ 0, of solutions to the quasilinear parabolic equation
u ε (0, x) = g(H(x)), x ∈ D; u ε (t, x) = c 1 , t ≥ 0, x ∈ γ 1 , u ε (t, x) = c 2 , t ≥ 0, x ∈ γ 2 (2) and the diffusion processes related to (1)- (2) . Under the above assumptions, the solution u ε exists and is unique in the class of functions that are continuous on [0, ∞) × D, and have partial derivative in t and partial derivatives up to the second order in x which are bounded and continuous in (0, ∞) × D (see Theorem 5, Chapter 6.2 of [5] ). Later, we also briefly discuss the case of general boundary and initial conditions. We will show that the u ε converges to the solution of the averaged quasi-linear equation. Namely, let
a(h, u) = 1 T (h) γ(h)
a(x, u)∇H, ∇H |∇H| dl, and (4)
where
H(x) = h}, and u is a real parameter. Let u solve
The solution exists and is unique in the same class of functions as above with D replaced by (h 1 , h 2 ). The main result of this paper is the following.
Theorem 1.1.
For each x ∈ D and t > 0 we have
The convergence is uniform on [0,
Before we proceed with the proof of the theorem, let us briefly discuss the situation in the linear case (b(x, u) = b(x) and a(x, u) = a(x)), where the result is well-known. Namely, consider the process X x,ε t that starts at x and solves
Here W t is a Wiener process in R 2 , and σ(x) = a 1/2 (x). The motion in (8) consists of the fast (due to the presence of 1/ε factor in front of v) advection along the flow lines of v perturbed by the slower advection and diffusion. The limiting behavior (as ε ↓ 0) of the slow component of X x,ε t can be described in terms of the diffusion process on the graph corresponding to the structure of the level sets of H (the general result can be found in [3] (4) and (5), respectively, where the right hand sides now don't depend on u. Let σ(h) = a(h). Let Y h t be the process that starts at h and solves This theorem together with the representation of the solution of the PDE as the expectation of the functional of the process
easily imply Theorem 1.1 in the case when a does not depend on u. (Note that in (9) we used the fact that c 1 = g(h 1 ) and
The difficulty in the non-linear case is due to the fact that now the family of diffusion processes corresponding to the operator in the right hand side of (1) depends on the unknown function u ε because of the dependence of the coefficients a and b on u ε . Namely, for t > 0 and x ∈ D, we can define X t,x,ε s , s ∈ [0, t], as the process which starts at x and solves
where σ = a 1/2 . As in the linear case, we have the following relation between u ε and the process X t,x,ε s :
In fact, (10)- (12) can be viewed as a system of equations for the unknown function u ε and the family of processes X t,x,ε s that is equivalent to (1)-(2) (see [2] , Chapter 5).
In the next section we use the relationship between the processes X t,x,ε s and the solution u ε in order to prove Theorem 1.1. A lemma that is used in the proof is, in turn, proved in Section 3. In Section 4 we discuss several generalizations. One concerns the systems with several degrees of freedom. The other concerns more general initial and boundary value functions. We also discuss the case when the domain D contains critical points of H.
Proof of the main theorem
First, let us prove the uniform convergence for (t,
The value of t 0 will be specified later. If the convergence does not hold, then there are κ > 0 and sequences
Due to the continuity of u ε and u, we can pick a smaller (if necessary) value of s k 0 such that (13) still holds and
and consequently the inequality in (13) becomes an equality. We will drop the superscript k from the notation, simply keeping in mind that an arbitrarily small ε can be taken.
, be the process which starts at h and solves
, as the process which starts at x and solves 
We assume that |b 1 |, |b 2 
If we take t 0 such that KL √ t 0 /2 < 1, then the right hand side is bounded from above by κ/2, which leads to a contradiction with (13), thus proving uniform convergence for
Now let us show the uniform convergence for (t, x) ∈ [t 0 , T 0 ] × D, where T 0 > t 0 is arbitrary. Again, if the convergence does not hold, then there are κ > 0 and sequences
k ∈ D such that (13) holds. Let us choose positive constants α, β and r < t 0 such that
where the value of K will be specified later. Due to (18) and the continuity of u ε and u, by choosing if necessary a smaller value of s k 0 we can assume, without loss of generality, that instead of (13) we have for some x
while sup 
Therefore, due to (19),
As before, we have
The second term on the right hand side is smaller than αβr exp(βs 0 )/4 for all sufficiently small ε by Remark 1.3. The first term is estimated from above, using Lemma 2.1, by KLα exp(βs 0 ) √ r. We obtain a contradiction with (20) if we take K = 4KL, thus proving the theorem. 
Thus y h (ϕ) represents deterministic periodic (with period one) motion along the level sets of H. Let us make the change of variables (action-angle coordinates after time change) Ψ :
where S is a circle of length one. Namely,
We denote the process A 
i,ε t in the new variables by
These properties immediately follow from the corresponding properties for the vectors b 1 and b 2 and the matrices σ 1 and σ 2 if one takes into account that the change of time and the change of variables were smooth. In what follows, C will stand for a generic constant that does not depend on η, but may vary from line to line. Let τ ≤ β 1,ε ∧ β 2,ε be a stopping time for the process W t . Using the Ito formula, (23) and (24), we obtain
In the same way we obtain
Combining these three inequalities we see that
The Gronwall inequality then implies that
In particular, if t ≤ S and τ is bounded by t, then
where C now depends on S.
Let α i,ε (t), i = 1, 2, be the stopping times defined by
Note that f (H(Z i,ε t )) has the same distribution as f (H i,ε α i,ε (t)∧β i,ε ). We need therefore to estimate the difference Ef (H 1,ε α 1,ε (t)∧β 1,ε ) − Ef (H 2,ε α 2,ε (t)∧β 2,ε ). Since we are interested in t ≤ S and T is bounded from below, the stopping times α i,ε (t), i = 1, 2, are bounded by
Since T is a Lipschitz continuous function and μ ε (t) is bounded by a constant times t, by (25) we have for all s:
Therefore,
Since T is bounded from below, this together with (26) implies that
If τ ≤ β i,ε is a stopping time, then by the Ito formula
which holds for any initial point of the process (T
The first term on the right hand side is estimated by Cη √ t due to (25) since the derivative of f is bounded. The second and third terms are estimated by Cη √ t using the Markov property, (27) and (28).
The last two terms are estimated using the proximity of H 
