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Abstract: Intelligent fault diagnosis of complex machinery is crucial for industries to reduce the
maintenance cost and to improve fault prediction performance. Acoustic signal is an ideal source
for diagnosis because of its inherent characteristics in terms of being non-directional and insensitive
to structural resonances. However, there are also two main drawbacks of acoustic signal, one of
which is the low signal to noise ratio (SNR) caused by its high sensitivity and the other one is the low
computational efficiency caused by the huge data size. These would decrease the performance of the
fault diagnosis system. Therefore, it is significant to develop a proper feature extraction method to
improve computational efficiency and performance in both periodic and irregular fault diagnosis.
To enhance SNR of the acquired acoustic signal, the correlation coefficient (CC) method is employed
to eliminate the redundant intrinsic mode functions (IMF), which comes from the decomposition
procedure of pre-processing known as ensemble empirical mode decomposition (EEMD), because the
higher the correlated coefficient of an IMF is, the more significant fault signatures it would contain,
and the redundant IMF would compromise both the SNR and the computational cost performance.
Singular value decomposition (SVD) and sample Entropy (SampEn) are subsequently used to extract
the fault feature, by exploiting their sensitivities to irregular and periodic fault signals, respectively.
In addition, the proposed feature extraction method using sparse Bayesian based pairwise coupled
extreme learning machine (PC-SBELM) outperforms the existing pairwise-coupling probabilistic
neural network (PC-PNN) and pairwise-coupling relevance vector machine (PC-RVM) by 1.8% and
2%, respectively, to achieve an accuracy of 93.9%. The experiments conducted on the periodic and
irregular faults in the gears and bearings have demonstrated that the proposed hybrid fault diagnosis
system is effective.
Keywords: acoustic signal; ensemble empirical mode decomposition; sparse Bayesian extreme
learning machine; sample entropy; singular value decomposition
1. Introduction
Nowadays, many efforts have been devoted to revealing the hidden patterns in fault-related
signals. Different possible signal sources, such as vibration signal and acoustic signal, are investigated
to provide more accurate and efficient methods [1–3]. Although vibration signal is adopted in most
fault diagnosis cases, acoustic signal is more desirable in some implementations due to its unique
merits [2]. The first advantage for acoustic signal is the low hardware cost because of its independence
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of direction. Only one acoustic sensor is required to achieve the same functionality as that of vibration
signal. Second, when compared with vibration signal, acoustic signal is relatively immune to the
underlying structural resonances. Third, it is easier for acoustic sensor to capture incipient fault
information than the vibration sensor as it is more sensitive [4]. These advantages, in two aspects,
fulfill the functional requirements of fault diagnosis. On the one hand, incipient faults would likely
generate weak vibration energy, which could hardly cause any significant physical degradation within
the solid structure, which makes it impossible for the vibration sensor to capture any useful pattern.
On the other hand, acoustic sensor can cover a much more extensive range of frequencies which
enables it to be embedded with much more extended types of fault signals [5,6]. However, the
disadvantages accompanying the merits are the low signal to noise ratio (SNR) and low computational
efficiency. To solve this problem, proposing a suitable signal processing approach for acoustic signal
is essential.
To handle different implementation situations, many methods have been developed like fast
Fourier transform (FFT) [7], wavelet transform [8], and empirical mode decomposition (EMD) [9,10].
FFT could generate the statistical average characteristics under the circumstance of steady operations,
but it cannot deal with time and frequency domain problems. The wavelet transform, as a
time-frequency analysis approach, is widely used in fault feature extraction [11], but it could only use
certain frequency bands to deal with the acquired signal [12].
EMD is a method proposed recently for analyzing nonlinear and non-stationary signals. The main
idea is to use the envelope lines and the mean value of a signal to decompose it into several intrinsic
mode functions (IMFs) [13], and by analyzing each of the obtained IMFs, the patterns hiding in the
original signal could be accurately and effectively extracted. Although the investigations into EMD
have been reported in the literature in the field of fault diagnosis [14], the major disadvantages are the
mode mixing issues and redundant IMFs, which degrades the performance of EMD in application.
To solve the problems of mode mixing and redundant IMFs, the traditional EMD has been modified,
namely ensemble empirical mode decomposition (EEMD) [15], to fix the mode mixing problem [16],
and correlation coefficient technology is applied to eliminate the redundant IMFs. The detailed
explanation will be introduced in Section 3.2.
Although the proposed EEMD helps to alleviate the problem of mode mixing, it still has to face
the problem of the large dataset because fundamentally it decomposes one signal into ten or more IMFs.
In general, the large size dataset could compromise the performance of the classifiers. To improve the
overall performance, useful information should be further extracted during signal processing to make
the decomposed IMFs more meaningful and more representative.
As the generated IMFs could perfectly form a matrix, singular value decomposition (SVD)
becomes one of the suitable solutions because it could reduce the size of a matrix and reveal the hidden
information in it [17]. As the singular value of a matrix is relatively stable and it could represent its
natural characteristic, it is desirable to be used to detect periodic faults. Moreover, it is not necessary
to manually choose the reconstruction parameters in SVD because the initial feature vector matrix
can be generated by combining the IMFs directly [18]. When considering the periodic impulse could
reveal related faults by singular values of the matrixes while applying SVD, the SVD technique
based on EEMD is proposed. To further solve the high computational cost problem, sample entropy
(SampEn) as a feature selection method can be employed to reduce the input size and dimension
for the fault classifiers [19], as it could also select the fault features from irregular faults of each IMF
generated by EMD method [20]. As the faults of rotating machinery can usually be classified into two
types as periodic and irregular faults, this study proposed a proper feature selection method via the
combination of SVD and SampEn to generate a feature matrix that could identify both irregular and
periodic faults adequately.
Conventional pattern recognition methods always generate binary results, which could not meet
the demand of modern implementations. As a result, probabilistic neural network (PNN) and relevance
vector machine (RVM) [21,22] are proposed to serve as probabilistic classifiers. The prevalence of
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PNN is hindered by its complexity and the input-related training time. For RVM, a Bayesian based
support vector machine, as it needs to deal with Hessian matrix, which computes attains O(N2), it can
not handle big data problems. Recently, a sparse Bayesian based extreme learning machine (SBELM)
emerged as a more advanced classifier [23]. The Sparse Bayesian framework is adopted to modify
the probabilistic classifier extreme learning machine (ELM) to reduce the training time and entitle
it with the ability to effectively handle big data problems. To make the proposed approach more
practical, a pairwise coupling strategy, named one versus one strategy (1vs1), is further incorporated,
thus making it possible to deal with multi-classification problems [24]. The new classifier is named
pairwise-coupled sparse Bayesian extreme learning machine (PC-SBELM). The main advantage of
the pairwise coupling strategy is to include the correlation between different faults that make the
probabilistic estimation more accurate. The details of how the proposed 1vs1 strategy works will be
discussed in Section 2.2. Although a similar framework is proposed by the authors in [25], the new
framework here adopts a more effective technique, correlation coefficient, to select the suitable number
of IMF to reduce the redundant information and improve the SNR. Moreover, the number of periodic
and irregular faults tested in the experiments is extended from four to six. Besides, to verify the
effectiveness of the proposed classifier, pairwise-coupled relevance vector machine (PC-RVM) and
pairwise-coupled probabilistic neural network (PC-PNN) are also adopted as comparisons.
The organization of this paper is as follows. The second section introduces the proposed
framework and the methods adopted. Then, a test rig is set up and the corresponding signal
pre-processing is discussed in Section 3. In the fourth section, experimental results are generated and
compared with the aforesaid existing approaches. The last section summarizes the proposed system
and conclusions are given.
2. Proposed Frameworks
Figure 1 shows the proposed periodic and irregular fault diagnosis system for rotating machinery.
The proposed fault diagnosis system consists of two components, namely, (1) data processing and
(2) pattern recognition, which will be thoroughly discussed in the following sub-sections.
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In the phase of data processing, EEMD decomposes the acquired acoustic signal into a series of 
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recognition method, PC-SBELM, will be verified using the extracted features in training, validating 
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2.1. Data Processing 
2.1.1. Ensemble Empirical Mode Decomposition 
As conventional EMD suffers from mode mixing, EEMD is adopted in this study. It employs 
white noises of certain amplitudes to help separate different IMFs more effectively and calculates the 
ensemble mean of each decomposition to eliminate the white noise. The general rule for the added 
white noise is that small amplitude white noise should be added to high-frequency components and 
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In the phase of data processing, EEMD decomposes the acquired acoustic signal into a series
of IMFs. To de-noise by reducing the redundant IMFs, correlation coefficient method is applied to
select the useful IMFs. After the signal being de-noised, SVD and SampEn would generate a selected
feature matrix that contains both irregular and periodic fault features. Finally, the proposed pattern
recognition method, PC-SBELM, will be verified using the extracted features in training, validating
and testing.
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2.1. Data Processing
2.1.1. Ensemble Empirical Mode Decomposition
As conventional EMD suffers from mode mixing, EEMD is adopted in this study. It employs
white noises of certain amplitudes to help separate different IMFs more effectively and calculates
the ensemble mean of each decomposition to eliminate the white noise. The general rule for the
added white noise is that small amplitude white noise should be added to high-frequency components
and large amplitude white noise for low-frequency components. In [26], the recommended standard
deviation range is from 0.1 to 0.4. The algorithm can be summarized as:
1. Set the ensemble number as E, the white noise (amplitude) and e = 1.
2. For eth trail, a white noise with corresponding amplitude will be added to the investigated signal.
xe = x + ne, (1)
where ne is the eth white noise, and xe is the resultant signal.
3. Then xe will be further decomposed by conventional EMD into I IMFs as ci,e(t), where I is the
number of IMF and ci,e is the ith IMF of the eth trial.
4. Let e = e + 1 and repeat steps 2 and 3 with different white noise until n = E.







ci,e, i = 1, 2, . . . , I, e = 1, 2, . . . , E. (2)
7. Treat the means ci(i = 1, 2, . . . , I) as the final results.
After the decomposition, the dimension of the original signal increased because of the generated
IMFs, but the data points in each IMF is the same as the original signal. Depending on the sampling
rate, the number of points of a signal can be very large, implying that a very large input vector needs
to be constructed for the fault classifiers. Moreover, it is generally believed that high dimensional
and large input vector can undesirably compromise the performance of the classifier. Therefore,
it is necessary to extract useful features from the pre-processed signal to reduce the data dimension
and scale.
2.1.2. Correlation Coefficient Based EEMD
In order to reduce the number of IMFs and improve the overall computational efficiency,

















where the overline denotes the mean value of certain variables and M is the number of IMFs. The larger
the coefficient is, the more significant fault information an IMF could contain. To improve the SNR,
those IMFs with a small Coex(t),Ii(t) value are treated as noise and are ignored. The correlation
coefficient analysis transforms the raw signals into a set of fault signatures for the downstream feature
extraction module, by means of the SVD and SampEn, respectively, as depicted in Section 3.2.
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2.1.3. Sample Entropy Approach
SampEn could generate a family of statistical variables that measure the complexity of a signal
and is designed to solve nonlinear problems [20]. To solve the bias problem of self-matching, SampEn
takes data samples in time domain from a continuous process [27]. It can be calculated as follows:
SampEn(m, r, N) = ln[
1











where N denotes the total number of sample points and m is the number of points that match each
other, and Cmr (i) is the matching probability.
The advantages of SampEn are as follows [28]:
(1) Only a short dataset is required to give a relatively robust estimation.
(2) It is immune to strong and short disturbance.
(3) Noise effect could be avoided if noise filter parameter r could be properly chosen.
In this study, the optimal parameters m and r of SampEn are selected from 1 to 8 and 0.1 to 0.8,
respectively. The experimental result shows that the parameters, m should be set as 2 and r should be
defined as 0.2. After pre-processing and feature extraction by SampEn, the SampEn of each chosen
IMF will be generated and form a feature vector xSE = [SampEn1, SampEn2, . . . , SampEnn].
2.1.4. Singular Value Decomposition Approach
SVD could be used to analyze multivariate data and is especially effective when dealing with low
energy noisy data.
If X is a N ×M real matrix, then there exists:
X = UΛVT (5)
where U and V are orthogonal matrices, U = [u1, . . . , uN ] ∈ RN×N , UTU = I, V = [v1, . . . , vM] ∈
RM×M, VTV = I; S is a diagonal matrix, Λ ∈ RN×M, Λ = [diag
{
Λ1, . . . , Λp
}
: 0]; p = min(N, M);
Λ1 ≥, . . . ,≥ ΛP ≥ 0. The values of Λi are the singular values of matrix X and the vectors ui and vi are
respectively the i-th left and right singular vectors.
To form the initial feature vector matrices, EEMD is applied to the original signal and a matrix
of IMFs is obtained. IMFs are sorted by frequencies from high to low and are orthogonal, which can
be used as the initial matrix. As the IMFs could represent the natural oscillatory mode embedded in
the signal, it can reveal the nature characteristics of the potential fault. Before applying SVD to the
matrices formed by IMFs, N IMFs should be obtained by EEMD, which is denoted by n1, n2, . . . , nN ,
and n = max(n1, n2, . . . , nN). When SVD is conducted with the pre-processed initial matrix, the
singular value ΛA,j can be represented as:
ΛA,j = [Λ1A,j, Λ
2
A,j, . . . , Λ
n
A,j] (6)
where Λ1A,j ≥ Λ2A,j ≥ . . . ≥ ΛnA,j, j = 1, 2, . . . , m denotes the total number of possible faults. Then,
the generated ΛA,j could be sent to the classifier for further pattern recognition.
2.2. Pattern Recognition Based on Pairwise-Coupling Sparse Bayesian Extreme Learning Machine
To solve the problem embedded in conventional extreme learning machine, sparse Bayesian
mechanism is proposed to calculate the output weights w instead of only calculating the
hidden layer output H, in which H = [h1(x1), . . . , h1(xN)]
T ∈ RN×(L+1) an hi(xi) =
[1, g1(θ1·xi + b1), . . . , gL(θL·xi + bL)], where i = 1, . . . , N, θ is the weight factor between the input
and hidden nodes, g(.) is used to depict the hidden layer and b serves as the hidden node’s threshold.
In a classification event where there are only two classes, a Bernoulli event P(t|x ) can be used to
represent each of the training samples and the likelihood can be as follows:
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ti{1− σ[y(hi; w)]}1−ti (7)
where σ(.) is sigmoid function σ[y(h; w)] = 1
1+e−y(h;w)
, y(h; w) = hw, t = (t1 . . . tN)
T , ti = {0, 1} and
w = (w0, w1, . . . , wL)
T .
Traditionally, most of the existing classifiers are based on binary classification, which cannot
adequately solve practical problems as real implementations always include multi-classification
problems. Modifications should be made to the binary classifiers to entitle them with the probabilistic
ability. The one-versus-all strategy is one of the solutions, which constructs a group of classifiers
lclass = [C1,C2, . . . ,Cd] in a d-label classification problem. However, the classification accuracy is
relatively poor because it employs only one threshold to separate the target group from the others
which leaves large indecisive region, shown in Figure 2. As a result, the 1vs1 strategy is adopted here,
whose detailed definition is explained in reference [25].
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In a fault diagnosis process where there are d possible faults, lclass contains a set of pairwise
coupling strategy Cij as shown in Figure 3. Then, the extracted feature vector x will be processed and
a probability vector ρ = [ρ1, ρ2, . . . , ρd ] could be generated, Here, ρj = Pr(j|x ) ∈ [01] denotes
the probability and x belongs to the jth label for j = 1 to d. Therefore, ρj is an independent
probability and ∑ ρi ≥ 1. The following pairwise coupling strategy for multi-classification is proposed.
The independent probability ρi is calculated as



















where nij is he number of featu v ctors.
Hence, the probability can be more accurately estimated from ρij = Cij(x) as the indecisive region
between different thresholds in one versus all strategy is eliminated. For simplicity, the notation
SBELM since then represented the proposed pairwise-coupled SBELM.
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3. Experimental Setup and Data Analysis
To evaluate the performance of the proposed system, experiments were conducted and the details
about the test are discussed in the first sub-section, which is followed by the corresponding results and
comparisons. All of the experiments were executed on a PC with an i3-3217U/1.8 GHz/4 GB RAM
and were implemented by using Matlab R2013a.
3.1. Experiment Setup and Data Acquisition
Figure 4 shows the test rig where the experiments were conducted, it can simulate common
periodic faults and irregular faults of the gears and bearings in rotating machinery. The specifications
of test gearbox are shown in Table 1. The required acoustic signals are collected by a microphone which
is mounted on the gearbox and connected to a signal acquisition module (Ni 9234). In order to make
the experiments more representative, the faults were sampled under two conditions (no load and the
load of 35 Nm). In this case study, the load system is offered by the resistance box that is connected to
the generator of the test rig, and the torque of the generator can be adjusted by changing the resistance.
A total of 7 cases, including one normal condition and six periodic and irregular faults are simulated.
The details are listed in Table 2. Figure 5 shows the gear faults that include 1/4 chipped tooth, broken
full tooth, and 5 mm gear crack; moreover, the rolling elements and the races (inner and outer) are
manually worn, in which the diameter of medium wear is from 0.18 mm to 2.5 mm and the depth is
0.18 mm to 0.36 mm.
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Table 1. Specifications of test gearbox.
Type Two-Speed Gearbox
First stage Number of teeth: 52/44




Tapered roller bearing No. 32305/30206(SKF)
PRM range 0 to 2500 rpm variable speed
Total weight 50 kg
Oil capacity About 2.5 L








C5 Wear of outer race
C6 Wear of inner race
C7 Wear of the rolling elements
In this study, each fault was kept running for several minutes, 400 datasets are selected randomly
under 25.6 kHz sampling rate. For each simulated case, there were 2800 sample data (i.e., (normal
condition, gear crack, chipped tooth, broken tooth, wear of inner & outer race of bearing, wear of the
rolling elements) × 400 samples). As required by the proposed system, the sample data was divided
into validation, training, and test datasets, as shown in Table 3.
Table 3. Division of the acquired data.
Type of Dataset (2800)
Feature extraction (EEMD+
SVD/SampEn)
Validation dataset DProc_Valid (700)
Training dataset DProc_Train (1400)
Test dataset DProc_Test (700)
3.2. Feature Extraction
In this case study, the ensemble number of EEMD is set as 100 and the corresponding amplitude
of the added white noise is 0.3 times of the standard deviation. Take the sound signal of fault C3 as an
example; it is decomposed into ten IMFs, in which the last one is the residual, as shown in Figure 6.
It can be seen in the last diagram of Figure 7 that the correlation coefficients for IMF8 and IMF9 are
much smaller than those of IMF1 to IMF7. By theory, a large value of correlation coefficient means
more information. As a result, in order to improve the SNR and reduce the data scale, IMF8 and IMF9
are neglected. After taking many trials of correlation coefficients, it is found that for C1 to C7 datasets,
the main features of the periodic and irregular faults in the gearbox are also contained mostly in the
first seven IMFs. Hence, only the SVD/SampEn of IMF1 to IMF7 are retained to represent the signal
features for C1 to C7, which is shown in Table 4.
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Table 4. Number of extracted features in C1 to C6 signal.
Raw Data EEMD SampEn SVD ×Five Loading Condition Total Features
Size of the data matrix 1 × 25,600 7 × 25,600 7 7 2 (7 + 7) × 2 = 28
4. Results and Discussion
4.1. Results Analysis of EEMD Based SVD
By using PC-SBELM, every possible fault could get a corresponding fault probability, which
would help to identify the faults and find out the potential fault when the system could not make the
right decision. It is worth noting that in each PC-SBELM, there are totally 7 × (7 − 1)/2 = 21 SBELM
fault classifiers trained as there are totally seven types of gearbox faults in this application. The initial
number of hidden nodes in each PC-SBELM was set to 20.
Singular value decomposition is a factorization of a real or complex matrix; it can extract the
values that can represent the main characteristic of the signal. The initial feature vector matrices
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could be formed automatically by the IMFs components. The singular values of the matrix gained by
utilizing SVD to the original feature vector matrices could be used as the fault feature vectors for the
classifier. Figure 8 presents the results based on SVD alone in which the accuracy of periodic faults
is almost 6% higher than irregular faults. It can be easily seen that SVD could adequately solve the
problem which SampEn encounters. To verify the explanation, Table 5 shows the results of 11 sample
cases of wear of outer race which are improperly classified using SVD alone.Energies 2017, 10, 1652  10 of 14 
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Case 5 0.1254 0.6365 0.5779 0.4560 0.7257 0.4022
Case 6 0.2617 0.6156 0.5643 0.6072 0.6932 0.3291
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Case 8 0.1470 0.3010 0.2863 0.3172 0.6558 0.6940
Case 9 0.1244 0.2349 0.5335 0.4125 0.4279 0.4562
Case 10 0.3160 0.5177 0.3878 0.3742 0.4640 0.3705
Case 11 0.2579 0.6043 0.6150 0.4781 0.6898 0.3074
Table 5 also shows that, except for case 9 and case 10, the other nine wrongly cases are classified
into the wear of inner race or rolling elements fault, which complies with that the SVD of irregular
faults, such as wear of races (inner and outer) and that of rolling elements are similar, which are hardly
able to be separated. By using PC-SBELM, it is adequately illustrated that SVD performs better on
periodic faults rather than irregular faults which could often be misclassified.
4.2. Results Analysis of EEMD Based SampEn
To verify that the SampEn is sensitive to the irregular faults in rotating machinery, the values
of SampEn for each IMF are shown in Table 6. As can be seen in Table 6, the wear of the rolling
elements has the largest value of SampEn. It accords with the reality that the wear of rolling elements’
acoustic signal is the most irregular because of the changing of the contacting area between rolling
elements and races (inner and outer). What is more, the rolling elements will rotate while rolling with
the rage. Moreover, the difference of SampEn between irregular faults is more obvious than that of
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the periodic faults, which contributes to improving the performance of classifier when classifying
these irregular faults. The experimental results in Figure 9 prove that the classification accuracy of
irregular faults is almost 7% higher than periodic faults. The main reason is that although the impulses
of different tooth faults are different, the regularities of them are similar as they occur at the same
periodical frequency, which makes the difference between the signals too small to be identified correctly.
To verify the explanation, Table 7 shows the results of 12 wrongly classified cases of chipped tooth
using SampEn alone.
Table 6. The values of SampEn of each IMF of each fault type.
SampEn of Each IMF IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7
Broken tooth 0.06 0.42 0.46 0.25 0.12 0.04 0.02
Chipped tooth 0.07 0.43 0.47 0.25 0.13 0.05 0.03
Gear crack 0.07 0.40 0.44 0.24 0.10 0.04 0.02
Wear of inner race 0.12 0.45 0.48 0.30 0.15 0.08 0.02
Wear of outer race 0.16 0.51 0.52 0.33 0.19 0.11 0.02
Wear of rolling elements 0.19 0.50 0.57 0.38 0.23 0.15 0.03
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Case 12 0.3022 0.4780 0.4556 0.6050 0.6785 0.1323
Table 7 shows that, except for case 3 and case 12, other 10 wrongly cases are classified into
the broken tooth and gear crack, which complies with that the SampEn of tooth faults are almost
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the same, which could hardly be divided. Meanwhile, it can be found that the wear of the rolling
elements and the chipped tooth have the smallest odds to be misclassified since the SampEn of them
are obviously different.
4.3. Results and Discussion of PC-SBELM Classifier
For the purpose of demonstrating the effectiveness of the proposed approach, based on the
pairwise-coupling strategy methods, PC-PNN and PC-RVM, are compared with the proposed
framework. A fivefold cross-validation method is used to process the experimental results. The value
of spread s, a hyperparameter of PC-PNN, is set to 0.65 which is examined from 1 to 3, at an interval
of 0.5, and width w, a hyperparameter of PC-RVM, is defined to 0.75, which is selected from 1 to 8 at
an interval of 0.5.
The experimental results in Table 8 show that PC-SBELM classifier based on SVD and SampEn
both achieve the best accuracy of 93.9%, which outperforms the methods based on SVD or SampEn
alone by about 2.9% and 3.3%, respectively, under six common periodic and irregular faults in
the gear and bearing. It proves that combining the SVD and SampEn method can overcome the
weaknesses in each of them, which is conducive to improving the performance of the classifier.
Moreover, the proposed framework, PC-SBELM based on SVD and SampEn, is better than traditional
probabilistic classifier PC-PNN and PC-RVM outperforming by 1.8% and 2%, respectively. In summary,
the proposed framework is a powerful tool to fix the aforesaid problems during diagnosing fault in
rotating machinery.
Table 8. Evaluation results of proposed PC-SBELM with pairwise-coupled probabilistic neural network























PC-PNN SVD&SampEn 96 ± 0.1 91 ± 0.2 92 ± 0.2 91 ± 0.2 92 ± 0.3 91 ± 0.3 92 ± 0.2 92.1 ± 0.2
PC-RVM SVD&SampEn 97 ± 0.0 90 ± 0.1 91 ± 0.2 91 ± 0.2 91 ± 0.2 92 ± 0.3 91 ± 0.2 91.9 ± 0.2
PC-SBELM
SVD 98 ± 0.0 94 ± 0.1 93 ± 0.0 91 ± 0.1 89 ± 0.0 85 ± 0.0 87 ± 0.0 91.0 ± 0.0
SampEn 97 ± 0.0 87 ± 0.1 88 ± 0.1 83 ± 0.1 94 ± 0.1 92 ± 0.1 93 ± 0.1 90.6 ± 0.1
SVD&SampEn 98 ± 0.1 93 ± 0.2 93 ± 0.2 92 ± 0.3 94 ± 0.3 93 ± 0.3 94 ± 0.2 93.9 ± 0.2
5. Conclusions
In modern industry, accuracy and fast fault diagnosis are difficult due to different representation
forms, simultaneously occurring, and noisy working environments, for signal acquiring. We addressed
these problems by first proposing to adopt the acoustic signals to the periodic and irregular fault
diagnosis, for its inherent characteristics in terms of non-directional and insensitive to structural
resonances. In order to solve low SNR and high computational difficulties of acoustic signals,
our second effort is to propose an effective signal processing method. The correlation coefficient
(CC) analysis is applied to select the suitable IMFs, which improves the SNR and enhances the
effectiveness of signal decomposition. Moreover, a feature selection method via the combination of
SVD and SampEn are used to build the feature extraction system, which could compress the dimension
of the data to improve the computational efficiency in terms of periodic and irregular signal processing.
Figures 8 and 9 show that the combined method EEMD + CC + SVD and EEMD + CC + SampEn are
only effective in periodic and irregular fault diagnosis, respectively. In this case study, to verify the
effectiveness of the proposed framework, the PC-PNN and PC-RVM are adopted as comparison sets.
The results from experiment indicate that the proposed feature selection (SVD + SampEn) method
combining with PC-SEBLM as classifier outperforms the PC-PNN based and PC-RVM based methods
by 1.8% and 2%, respectively, and achieves the best accuracy of 93.9%. Therefore, the proposed
framework is a potential way to detect periodic and irregular faults precisely for rotating machinery,
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which is successfully demonstrated in the experiments on the test rig gearbox system. Although
the proposed method has been evaluated under experimental environment, as there are much more
unforeseeable and uncontrollable factors in real industrial settings, its effectiveness still needs to be
investigated in industrial ambiance.
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