In [8] , Kribs and Power defined free semigroupoid algebras and they observed the properties of free semigroupoid algebras. In [14] , on free semigroupoid algebras, we considered the probability theory by defining the conditional expectation E onto the diagonal subalgebra of the free semigroupoid algebra. Let G be a countable directed graph and let L G be the free semigroupoid algebra induced by the graph G. We can define the diagonal subalgebra, D G , which is unitarily isomorphic to ∆ |G| ≃ C |G| , where ∆ |G| is the algebra generated by all diagonal matrices in the matricial algebra, M |G| (C). We say that the algebraic pair (L G , E) is the free semigroupoid probability space (over the diagonal subalgebra D G ). This free semigroupoid probability theory is motivated by Voiculescu's free probability theory and we will use the combinatorial notations came from the Speicher's combinatorial free probability theory. Also, in [14] , we define the R-transforms (and the moment series) of random variables, like in [10] . We observed the R-transform calculus.
In this paper, we will construct a new structure generated by the free semigroupoid algebra L G and L Then we have the natural extension of the conditional expectation E : L G → D G , also denoted by E : L G → D G , since D G is the common * -subalgebra of L G and L * G , defined by
Then the structure (L G , E) is a W * -probability space (over D G ).
In this paper, we will consider the amalgamated free probability of random variables in certain amalgamated W * -probability space over the W * -algebra. For each category of random variables, we will consider the moment series and Rtransforms. In particular, we can see the amalgamated R-transform calculus for the generating operators, positive elements and even elements of * -free semigroupoid probability spaces.
1. * -Free Semigroupoid Probability Theory
Free Semigroupoid Algebras.
The free semigroupoid algebras are very interesting operator-algebra objects because the classical analytic Toeplitz algebras and free semigroup algebras L n (n ∈ N), so-called noncommutative analytic Toeplitz algebras. However, this concept also embraces finite-dimensional operator algebras (inflation algebras), finite and infinite matrix-function algebras and operator algebras with free or partially free structure. The generators of these algebras are families of partial isometries and projections which arise from countable (finite or infinite) directed graphs. Each such graph G naturally determines a generalized Fock space as a Hilbert space and partial (left or right) creation operators which act on the Fock space. In other words, these operators come from the left (resp. right) regular representation of the free semigroupoid derived from the graph. It is a simple observation that the free semogroupoid algebras L G1 and L G2 are unitarily equivalent if and only if their directed graphs G 1 and G 2 are isomorphic. Throughout this paper, let G be a finite or countably infinite directed graph with its vertex set V (G) and its edge set E(G). Definition 1.1. We say that F + (G) is a free semigroupoid if it is consists of all vertices of G, as units, and all finite paths determined by the natural operation of concatenation of allowable paths. Let w ∈ F + (G) be a finite path. By w = ywx, we denote the finite path w with its initial vertex x and final vertex y. Define the transition matrix A = (a yx ) associated with the graph G, where a yx ∈ N is the number of directed edges in G from vertex x to vertex y.
As Kribs and Power mentiond in [9] , the terminology "free" is appropriate as all paths are asmissable elements of F + (G) and there are no relation among words. i.e, there is no reducible products in F + (G) other than trivial (or projection-) reductions involving units (vertices). Definition 1.2. By H G = l 2 (F + (G)) , we will denote the Hilbert space with its orthonormal basis {ξ w : w ∈ F + (G)}. i.e H G = l 2 (F + (G)) = l 2 ({ξ w : w ∈ F + (G)}) .
Define a projection for each given
where vw = w means that w ∈ F + (G) is a finite path with its final vertex v. Also, define a partial isometry for each given edge e ∈ E(G)
Similarly, we can define
Recall that we can construct the left regular representation (resp. right legurar representation)
Then we have that ; Definition 1.3. Let G be a finite or a countably infinite directed graph and F + (G), a free semigroupoid induced by G. Let L v and L e be a projection and a partial isometry defined in the previous definition for each v ∈ V (G) and e ∈ E(G), respectively, in F + (G). Then the free semigroupoid algebra L G is the weak-operator-topology closed algebra generated by {L v , L e : v ∈ V (G), e ∈ E(G)}. i.e
Let G be a countable directed graph. We say that the representation π : G → B(H), where H is an arbitrary Hilbert space, is a free partial isometry representation if it satisfies that (i) π(v) ∈ B pro (H), for all v ∈ V (G) and π(e) ∈ P I(H), for all e ∈ E(G)
(iii) π(v)'s are pairwise orthogonal and
(iv) the projections π(e)π * (e) 's are pairwise orthogonal and
We also say that this representation is purely atomic if the following two adding conditions are satisfied ; (v) E v 0 and
In [8] , Kribs and Power showed that if we have a purely atomic representation π : G → B(H) and if we have a weak-operator-topology closed algebra induced by this representation, L π , then the free semigroupoid algebra L G is unitarily equivalent to L π . If the representation π is just a free partial isometry representation, L G and L π are isometrically isomorphic. Kribs and Power showed that the free semigroupoid algebras are von Neumann algebras ;
where an algebra A ′ is the commutant of an algebra A.
Proof. Kibs and Power showed that
The following lemma is also shown by Kribs and Power and this lemma plays a key role to prove the above proposition and also it is the key motivation of our works ;
Notice that, for each vetex v ∈ V (G) ⊂ F + (G), we can get vacuum-like vector ξ v ∈ H G . And
The above lemma shows that there is Fourier-like transformation on L G . For the free semigroupoid algebras, the followings are known (See [9] ) ;
where C(G) is the collection of all circular edges in E(G).
Consideration of the Hilbert Spaces Induced by Graphs.
Throughout this section we will let G be a countable directed graph and let L G be the free semigroupoid algebra. Also, let D G = ∆ |G| be the diagonal subalgebra of L G and let E : L G → D G = ∆ |G| be the conditional expectation which is given in the previous section. Recall that WLOG, we will use D G and ∆ |G| , as a same algebras and hence we will regard conditional expectations E D and E as same conditional expectation on L G . We already observed that if a is an element in a free semigroupoid algebra L G , then it has the Fourier-like transformation,
Therefore, we have that
is the inner product on H G . In this section, we will redefine the conditional expectation E : L G → D G = ∆ |G| , by using the inner product. Recall that, in [8] , Kribs and Power considered that H G as a generalized Fock space ;
where H (n) is the Hilbert space which is spanned by the admissable paths with length n as admissable n-tensors. i.e if w = e n ...e 1 ∈ F + (G ) is a finite path of e 1 , ..., e n ∈ E(G), then ξ w = ξ en...e1 ∈ H G can be regarded as ξ en...e1 = ξ en ⊗...⊗ξ e1 . Thus, for w ∈ F + (G ) with |w| = |e n ...e 1 | = n, we have admissable n-tensor
So, we can get the generalized Fock space induced by the graph G.
* -Free Semigroupoid Algebras.
Let G be a countable directed graph and let L G be the free semigroupoid algebra. Define a von Neumann algebra L G , by
Definition 1.4. Let G be a countable directed graph and let L G be the free semigroupoid algebra. The von Neumann algebra L G , defined above, is said to be the * -free semigroupoid algebra of G.
* -Free Semigroupoid Probability
Let G be a countable directed graph and L G , a free semigroupoid algebra induced by G. As we have seen before, this algebra L G is the subalgebra of B(H G ), generated by all projections and partial isometries, where
is the generalized Forck Hilbert space. In this chapter, we will define a * -free semigroupoid probability space over the diagonal subalgebra D G . Notice that if we let
Definition 2.1. Let G be a countable directed graph and L G , a free semigroupoid algebra. Define a von Neumann algebra L G , by
for all a ∈ L G . We say that the algebraic structure (L G , E) is the * -free semigroupoid probability space (over the diagonal subalgebra D G ). And elements in (L G , E) are called random variables.
Remark 2.1. As we have seen in [14] and [15] , since D G ≃ ∆ |G| ≃ C |G| , the above conditional expectation is well-defined and it is equivalent to the following rewritten definition ; 
Moments and Cumulants of Random Variables.
Let G be a countable directed graph. In this section, we will consider the random variables in the * -free semigroupoid probability space, (L G , E) . It is natural that, for the given graph, there may be cycles in the graph. If the graph contains (finite) cycles, then we have the partial isometries induced by a loop
since w k is not an admissable finite path. i.e w k / ∈ F + (G). In the remark, in the previous section, we observed the Fourier-like transform of random variables,
For the suitable decomposition of the fixed random variable a, we will define the following subsets of free semigroupoid F + (G) ;
V (G : a) := the set of vertices of a such that p v = 0, E(G : a) := the set of edges of a such that p e = 0,
Recall that we fixed the random variable a ∈ (L G , E) to define the above sets. Now, define loop(G) := {w ∈ F P (G) : w is a loop}, and
For the fixed random variable a ∈ (L G , E) , we can canonically define loop(G : a) and loop c (G : a).
Of course, in many cases, one or more of the above subsets are empty, for the given random variable. For instance, the semicircular elements
where p w t means the coefficient of L * w , in the sense of [15] .
where p w t is the coefficient for L * w with respect to the given random variable a (See [15] ).
The following theorem makes us compute the partition-dependent moments and cumulants of random variables very easily. Different from the general amalgamated partition-dependent moments and cumulants (See [11]), we do not need to think about the insertion property. [15] ) Let a ∈ (L G , E) be a random variable. Then, for any n ∈ N, we have that
Theorem 2.2. (See
where d 2 , ..., d n ∈ D G are arbitrary. This shows that we don't need to consider the insertion property, to compute amalgamated moments and amalgamated cumulants of a.
The above theorem shows that the trivial cumulants (or trivial moments) of random variables in (L G , E) contain the full probability information about the random variables. Thus WLOG, we can define moment series and R-transforms of random variables as trivial moment series and trivial R-transforms. (See [11] and [15] ), as before.
Let a ∈ (L G , E) be a random variable. Define its n-th moment and n-th cumulant by E(a n ) and k n   a, ......., a
respectively. Also, define the moment series of a and the R-transform of a by
DG , respectively, in the sense of [11] . (In fact, they are the trivial moment series of a and the trivial R-transform of a, in the sense of [11]).
Proof. Trivially, we have the above decomposition of a random variable,
is the initial and final vertex of l, respectively. So, if we denote a
. By p l and p l t , we will denote the coefficients of L l and L l t , respectively. Also, notice that if n ∈ N is odd, then there is no projection-part of a 0 ( * ) n , by the previous paragraph of this proof. Now, fix n ∈ 2N. Then we have that ;
By the little modification, we have the case when n is odd ; We can easily recognize that if n is odd, then
Also, since n is odd, d 2 and d 3 are nonzero, when s ∈ {1, 3, ..., n − 2} and t ∈ {2, 4, ..., n − 1}, where s + t = n. So, for any odd n ∈ N,
Notice that we don't need to consider the insertion property to compute the partiton-dependent moments (and hence cumulants) of random variables ; Lemma 2.4. (Also see [15] ) Let a ∈ (L G , E) be a random variable. Then
Proof. In general, by the Möbius inversion, we have that
Let's consider the partition-dependent moments of the random varaible a ∈ (L G , E) . It suffices to consider the restriction of the partition-dependent moments of a to the case E(π | B1,B2 )(a ⊗ ... ⊗ a), where B 1 and B 2 are blocks of the partition π such that B 1 is inner than B 2 (For the definition, see [13] ). i.e there exists k ∈ N such that
Then, by putting |B 1 | = k 1 and |B 2 | = k 2 , we have that 
Thus we don't need to concern about the insertion property. Therefore, we can get that
By the Möbius inversion and by the previous lemma, we can compute the cumulants of random variables in the * -free semigroupoid probability space ; 
Proof. Let k ∈ N and let π ∈ N C(k) with W 1 , W 2 ∈ π. Assume that W 1 = (j 1 , ..., j p ) and W 2 = (i 1 , ..., i q ) and suppose that there exists i t ∈ {i 1 , ..., i q } such that i t−1 < j s < i t , for all s = 1, ..., p. Then, we have that
where 
by considering a n = a d + a ( * ) + a (non− * ) n = (a
The above formular shows that we don't need to consider the insertion property.
Fix n ∈ N. Then we have that
since we don't need to consider the insertion property
R-transform Calculus.
By the independence defined above, we have the following R-transform calculus ; 
In (3) of the previous proposition, the amalgamated D G -valued boxed convolution, * DG , is determined like the scalar-valued boxed convolution defined by Nica and Speicher (See [1] and [18] ). This holds because, over D G , we don't need to concern about the insertion property on (L G , E) .
From now, we will observe some special random variables in the * -free semigroupoid probability space (L G , E) , over D G .
Generating Operators
Let G be a countable directed graph and (L G , E) be the * -free semigroupoid probability space over the diagonal subalgebra D G . Then the random variable
is called the generating operator of L G . Notice that T has the following decomposition ;
Theorem 3.1. Let G be a cuuntable directed graph and let
if n is odd where p n s,t = card{(s, t) ∈ {2, 4, ..., n − 2} 2 : s + t = n} and q n s,t = card{(s, t) ∈ {1, 3, ..., n − 3} × {2, 4, ..., n − 1} : s + t = n}, for all n ∈ N.
for all n ∈ N, where s + t = |B| .
Proof. Fix n ∈ N. Notice that V (G : T ) = V (G) and F P (G : T ) = E(G), by the definition of T.
(1) Consider the n-th moment of T ; 
if n is odd where p n s,t = card{(s, t) ∈ {2, 4, ..., n − 2} 2 : s + t = n} and q n s,t = card{(s, t) ∈ {1, 3, ..., n − 3} × {2, 4, ..., n − 1} : s + t = n}, respectively.
(2) Consider the n-th cumulant of T ;
Remark 3.1. We can use the general formular gotten in Section 2.1 to compute the moments of the generating operator T of (L G , E) as follows ; We have that
, and
Thus, if n is even, then we can compute that
Similarly, for odd n ∈ N, we can get the above result.
Recall the free product of two * -free semigroupoid probability spaces. Let G 1 and G 2 be countable directed graphs and suppose that there is
We can define
Then D G1 * G2 is the subalgebras of both L G1 and L G2 . Hence, by Speicher (See [18] ), we can construct the amalgamated free product of L G1 and
and
for all a 1 ∈ L G1 and for all a 2 ∈ L G2 , respectively. Proposition 3.2. Let T 1 and T 2 be the generating operators of L G1 and L G2 , respectively. Denote
if n is even
if n is odd, where p n s,t = card{(s, t) ∈ {2, 4, ..., n − 2} 2 : s + t = n} and q n s,t = card{(s, t) ∈ {1, 3, ..., n − 2} × {2, 4, ..., n − 1} : s + t = n}.
for all n ∈ N.
Positive Random Variables
Let G be a countable directed graph and let (L G , E) be the * -free semigroupoid probability space over the diagonal subalgebra D G . Let F + (G) be a free semigroupoid of the graph G and let
w L w are projections and hence positive. Suppose that w ∈ F P (G) with w = ywx (x = y ∈ V (G)) then, for all ξ h ∈ H G , we have that
and it vanish, otherwise. But to exist ξ wh ∈ F
By the previous discussion, we have the following proposition and corollary ; Proposition 4.1. Let G be a countable directed graph. Let w = ywx ∈ F P (G)
Proof. Since G has no cycle, x = y in V (G). Let w = ywx. Then, by the previous proposition,
Therefore, L w is the partial isometry in L G which make the projections L x and L y be equivalent, in the sense of Murray and von Neumann.
Thus, for each case, we can see that L * w L w and L w L * w are self-adjoint and moreover, they are projections. Now, let
by (4.2.1) and (4.2.2). Similarly, we can get that
The above discussion provides the following characterization of positive random variables in the free semigroupoid probability space over the diagonal subalgebra ; E) be a random variable, with its projectionpart x d and its partial-isometry-part x 0 . The random variable x is positive if and only if there exists a random variable a ∈ (L G , E) such that x = a * a or x = aa * . In particular, if a =
Even Elements
In this section, we will consider the evenness on a * -free semigroupoid probability space (L G , E).
Definition 5.1. Let x ∈ (L G , E) be random variable. We say that the self-adjoint random variable x is even if x satisfies the following cumulant relation, 
and the trivial moment series of a is M
where E B ∈ I m (A, B) and C ∈ I c (A, B) are the moment multiplicative bimodule map and the cumulant multiplicative bimodule map induced by the given conditional expectation E B , respectively and where N C (even) (2n) = {π ∈ N C(2n) : π does not contain odd blocks}, for all n ∈ N.
Now, let n be odd. Then
if w is a path not a loop
, E 2 ) be even random variables over D G1 * G2 . Then the random variable
is even, over D G1 * G2 .
Proof. Since a 1 and a 2 are even, over D G1 * G2 , we have that
Equivalently, all their odd cumulants vanish. (See [11] ). We have that, for any n ∈ N, that
whenever n is odd, since a 1 and a 2 are independent in
From now, we will consider the moments and cumulants of even random variables. We can compute the moment series and R-transform of the even random variable L w + L * w , for w ∈ loop c (G) ⊂ F P (G) as follows ;
Theorem 5.4. Let G be a countable directed graph. Let w = v 2 wv 1 be a finite path in F P (G),
Proof. Trivially, L w + L * w is self-adjoint and even in L G (See previous section). Denote this random variable by a. And since L w and L * w are centered, E(a) = 0. Fix n ≥ 3, an even number and let w = v 2 wv 1 ∈ F P (G) with v 1 = v 2 ∈ V (G) (This is automatically true, since our graph G has no cycles). Notice that
So, for any ξ w ′ ∈ H G , L Finally, let's assume that n = 2. If n = 2, then
So,
Therefore,
So, we can conclude that
Now, let's assume that w is a loop in F P (G).
Theorem 5.5. Let w ∈ F P (G) and let L w , L * w ∈ (L G , E) be random variables induced by the loop w = vwv ∈ loop(G) with v ∈ V (G). If we define the random
Proof. Let w be a loop in F P (G). Trivially, L w +L * w is self-adjoint in L G . Moreover, it is even in (L G , E) . Denote this random variable by a. Since L w and L * w are centered, E(a) = 0. Fix n ≥ 2, an even number and let w = vwv ∈ F P (G) with v ∈ V (G). Then, for any even n ∈ N, we have that
Thus we have that
So, we have that E(a n ) = E ((L w + L * w ) n ) = 2L v , for all n, even numbers.
Thus, we can conclude that Hence, by using the formular in Section 1.4, we can get that E (a n ) = a Thus similar to the above case, we can get that E(a n ) = 2L v , for all n ∈ 2N.
We have the following R-transform calculus under the evenness ; Proposition 5.6. Let L w1 and L w2 be independent in (L G , E) . Put a 1 = L w1 +L * w1
and a 2 = L w2 + L * w2 in (L G , E). Then
(1) R a1+a2 (z) = R a1 (z) + R a2 (z) in Θ 1 DG .
(2) R a1,a2 (z 1 , z 2 ) = R a1 (z 1 ) + R a2 (z 2 ) in Θ Proof. Since L w1 and L w2 are independent in (L G , E), {L w1 , L * w1 } and {L w2 , L * w2 } are independent in (L G , E) and hence a 1 and a 2 are independent in (L G , E). Also, since both a 1 and a 2 are even, we can get the above results.
Theorem 5.7. Let W 1 and W 2 be subsets of F P (G). Suppose {L w1 : w 1 ∈ W 1 } and {L w2 : w 2 ∈ W 2 } are independent in (L G , E). Then T 1 = Proof. By assumption, the random variables T 1 = w1∈W1 p w1 a w1 and T 2 = w2∈W2 p w2 a w2 are independent in (L G , E) . Also, since p w1 's and p w2 's are in R, and since a wj = L wj + L * wj , for j = 1, 2, T 1 and T 2 are self-adjoint. So, by the previous proposition, they are even in (L G , E) . Thus we have the above R-transform calculus.
