Utilizing the Hirsch index h and some of its variants for an exploratory factor analysis we discuss whether one of the most important Hirsch-type indices, namely the g-index comprises information about not only the size of the productive core but also the impact of the papers in the core. We also study the effect of logarithmic and square-root transformation of the data utilized in the factor analysis. To demonstrate our approach we use a real data example analysing the citation records of 26 physicists compiled from the Web of Science.
Introduction
Prior to the introduction of the h-index by Hirsch (2005) , individual scientific performance was assessed using traditional bibliometric indicators, such as the number N of articles published or the number S of all citations received by all the published articles. Many other indicators have been devised, such as the average number of citations per article, percentage of highly cited articles, impact indicators based on the impact factor of publication journals of the researcher etc. (For more on traditional bibliometric indicators see e.g. Costas and Bordons, 2007; Van Leeuwen, Visser, Moed, Nederhof, Van Raan, 2003) . The h-index, based on the set of most cited articles published by a researcher and the citations received by those articles has immediately attracted the attention of the scientific community for assessing the scientific performance of a researcher based on bibliometric data. It is defined by: "A scientist has index h if h of his N papers have at least h citations each, and the other (N -h) papers have at most h citations each".
Besides its popularity, a lot of criticism has been raised (see, e.g., Adler, Ewing, & Taylor, 2009; Schreiber, 2007; Vinkler, 2007; Meho, 2007) , and various modifications and generalizations have appeared (see, e.g., Egghe, 2006a; Jin, Liang, Rousseau, & Egghe, 2007; Sidiropoulos, Katsaros, & Manolopoulos 2006; Tol, 2009 ). There are a number of situations in which the h-index may provide misleading information about a scientist's output. For instance the lack of sensitivity of h to highly-cited papers in the h-core (the h most cited papers that are counted for h because they received h or more than h citations) is a frequently noticed disadvantage. To relax this "robustness" of the h-index, among others the g-index (Egghe, 2006b) , the A-index (Jin, 2006) , the R-index (Jin et al., 2007) and the h w -index (Egghe & Rousseau, 2008) were proposed. For a comprehensive and critical review of the hindex and similar indices see Panaretos & Malesios (2009) and Schreiber (2010b) . In the same vein, Alonso, Cabrerizo, Herrera-Viedma and Herrera (2009) describe a large set of htype indices, along with a presentation of the attempts for the standardisation of h-index for measuring scientific performance between different fields of research.
After a comparison of some of the more important variants by means of a factor analysis (FA), Bornmann, Mutz, & Daniel (2008) came to the conclusion that there are two types of indices, one type of indices that "describe the most productive core of the output of a scientist and tell us the number of papers in the core" (p. 836) while "the other indices depict the impact of the papers in the core" (p. 836). The authors propose to use for evaluation purposes any pair of indices belonging to these two distinct groups, because each one of the two selected indices should represent one of the two dimensions. In particular, the h-index and the g-index were classified as belonging to the first category, while A and R certainly belong to the second group. To make the data suitable for the FA, the authors applied a logarithmic transformation to the raw data which moreover were shifted by 1 to avoid zero values. Along the same lines, Costas & Bordons (2008) performed exploratory factor analysis (EFA) on a dataset of 10 bibliometric indices, including h and g and also reported a factor structure where both indices, h and g, load on the same factor solely. Here too, however, the authors have applied a transformation to the data prior to the FA, namely the square root transformation.
Although the aforementioned results are based on elaborate FA, at a closer look the distinction is not so convincing. Schreiber (2010a) has argued that the g-index also measures the impact of the papers in its core in the same way as the A-index does for the h-core and, therefore, g should be included in the second group as well; but, this does not mean that it should be deleted from the first group. This would make the g-index rather unique among the various variants of the h-index and could be an explanation why "g has received most attention, whereas many other derivatives of the h-index have had little response" (Bornmann & Daniel, 2009c, p. 5) . We investigate this in the following by an analysis of the citation records of 26 physicists, which were previously studied (Schreiber, 2008 and 2010b) .
Specifically, we will use EFA to discuss our assumption that the g-index can be classified as a bibliometric index that measures both the "quantity of the productive core" and the "impact of the productive core".
Data
Data for the subsequent analysis were compiled between January and February 2007 from the Science Citation Index provided by Thomson Scientific in the Web of Science (WoS). As specified in Schreiber (2007) , the 26 datasets comprise the citation records of all full, associate, and assistant professors from the Institute of Physics at Chemnitz university including recently retired professors. The datasets are labeled A, B, C, ….., Z in conformity with the previous analysis (Schreiber, 2007) . The same data were utilized for an investigation of the g-index in comparison with the h-index, the A-index, and the R-index (Schreiber, 2008) .
Details of the determination of the datasets have been described elsewhere (Schreiber, 2007) in particular with respect to the precision problem, i.e. to establish that the considered publications have really been (co)authored by the investigated scientists and not by colleagues with the same name and the same initials. One may argue that the current analysis is based on a small sample from a single university. On the other hand, however, the great care that has been given by the author in establishing a correct database, that includes scientific staff of a typical institution -in contrast to most of studies that analyse the publication records of very prominent persons -constitutes a representative sample from an average institute and thus we believe that this sample has its specific merit. In the current article we utilize 7 Hirsch-type indices (see Appendix A for the actual values and Appendix B for a brief definition of the 7 indices) which were also used by Bornmann et al. (2008), namely h, m, g, h(2) , A, R, h w thus enabling us to compare between the results of the current analysis and the one conducted by Bornmann et al. (2008) . The selected indices do not involve any alteration of the original citation data like taking the age of the paper or the productive age of the scientist into account, such as for the AR-index or the m-quotient, or considering the number of coauthors as it is done for h m .
Methodology -Overview
The goal of EFA is to identify the latent structure present in a set of observed variables, called the factors or latent variables, which are not directly measurable but represent certain features inherent in the data. In this way, EFA reduces the dimensionality of the data to a few representative factors, and therefore summarizes the multivariate information in a simpler form.
There is a steadily increasing literature on applications of EFA in scientometrics in recent years. For example, in a comparative study of some of the most important h-type indices proposed in the literature, Bornmann et al. (2008) perform an EFA using as observed variables the g-, h(2)-, A-, R-, AR-, h w -, m-indices and m-quotient in addition to the h-index to identify possible subsets among these indicators that are more correlated to each other. The data described the 414 scientists from biomedicine who applied for BIF fellowships between years 1990 and 1995. The study concludes that more than 95% of the variability in the data is explained by two factors. The first factor was recognized to describe the size of the core (represented by h, g, h(2) and the m-quotient), whereas the second factor was recognized to describe the impact of the papers in the core (reflected by A, R, AR, h w , and the m-index).
In a follow-up study , Bornmann, Mutz, & Daniel (2009a) re-ran the aforementioned EFA, adding to the previously described h-type indicators the two standard indicators in scientometrics, i.e., the total number N of articles published and the sum S of all citations received by these articles. Again the same factors were identified. As a tool for assessing the research performance of scientists, the authors proposed the use of any pair of indicators from the two factors, i.e. one indicator that is related to the number of papers in the researcher's productive core and one indicator that is related to the impact of the papers in the researcher's productive core.
Similar results were reported in Bornmann, Mutz, Daniel, Wallon, & Ledin (2009b) as a result of an EFA with, additionally to the previous analyses, two further variants recently proposed, namely the h m -index (Schreiber, 2009a) and the Maxprod-index (Kosmulski, 2007) .
The h m -index was found to relate to the number of papers in the productive core (first factor), Maxprod to the impact of the papers in that core (second factor). The data used for this analysis consisted again of young researchers, namely 693 applicants to the Long-Term The subsequent results of Costas and Bordons (2008) indicated that both, h and g express the same dimension of the research output of a scientist, together with N and S. In a complementary analysis, however, the authors deduce that the g-index is more sensitive in assessing the performance of selective scientists (i.e. scientists with low production of papers but of high impact) in comparison to the h-index tending to favor the big producers.
In another recent application of data reduction methodology to bibliometric measures, & Molinari (2008) ], were analyzed using the method of principal components analysis (PCA). Three factors were extracted from the fit of the PCA model, the first of which accounted for the 31% of total variance, and was found to be highly correlated with the sizedependent measures (i.e. N and S), whereas the second factor which explained 30% of total variance is associated with C, the impact index, and percentage of articles with zero citations. , Widaman, Zhang and Hong, 1999) . The importance of large communalities in diminishing the effects of small datasets for performing FA has been already pointed out in a series of studies (e.g. Pennell, 1968; Velicer, Peacock and Jackson, 1982; Velicer and Fava, 1998) . MacCallum, Widaman, Preacher and Hong (2001) added to the previous analyses by showing that communality level is still the most dominant factor in the stability of FA results, even under the most realistic situations. Specifically MacCallum et al. (1999) (p. 96) suggested that all communalities should be greater than 0.6, or the mean level of communality should be at least 0.7. As we utilize only two factors and as the determined communalities are extremely high (much higher than 0.9 for most variables, and a mean communality level as high as 0.978 for the raw data), we are confident that the subsequent analysis produces valid results.
Molinari

Distribution of the Index Values
As mentioned above, in our EFA model the indices used as input for the analysis were most of the indices used for the FA by Bornmann et al. (2008) . AR, h m , and the m-quotient were not included, because they require an alteration of the original citation data.
Additionally to the raw index values x the logarithmically transformed data ln(x), and the logarithmically transformed shifted data ln(x+1) were utilized. Bornmann et al. (2008) used logarithmized shifted data, and thus it is of interest to check if there are any discrepancies in the results between the raw indices and the transformed ones 1 . We also analyzed the squareroot transformed data in analogy to Costas & Bordons (2008) . Bornmann et al. (2008) and Costas & Bordons (2008) have utilized transformations to make the data more suitable for the FA, since EFA techniques require that the variables should be normally distributed. In the case of our datasets there is no need, however, for applying such transformation, since the non-parametric Kolmogorov-Smirnov test for normality has shown that none of the 7 items deviate from normality at a 5% level of statistical significance (see Table 1 for the results of the test). This corresponds to the previous observation (Schreiber, 2009b ) that h and 3 of its variants are approximately normally distributed for the present 26 datasets. We conclude that for the transformed data the assumption of normality is fulfilled with very high confidence. However, as Table 1 shows that we can be confident that already the nontransformed index values are approximately normally distributed, we proceed with our investigation of the non-transformed data. We also studied the transformed data in the subsequent analysis to demonstrate that they should be used with caution. The EFA of the raw data will provide us with a baseline for assessing the effects of the three types of transformations.
Due to the small number of datasets one would expect that the index values are better described by Student's t-distribution. We have performed the respective KolmogorovSmirnov test and the results in Tables 1, A2 , and A3 confirm that especially the untransformed data are even better described by the t-distribution than by the normal distribution. For the transformed data the same conclusion can be drawn.
One possible reason for which -in contrast to the data of Bornmann et al. (2008) 
Exploratory Factor Analysis
For their EFA Bornmann et al. (2008 , 2009b ) used a maximum-likelihood factor extraction procedure which usually gives better and more robust estimates than the standard least-squares ansatz. However, for small sample sizes it has been argued that the least-squares method performs better (Ihara & Okamoto, 1985) . For the FA we thus utilized least squares and a rotated varimax transformation to make our results more easily interpretable (statistical package SPSS 15.0 was utilized for the analysis; SPSS, 1999). In order to confirm the suitability of implementing EFA for the specific data and items selected, the Kaiser-MeyerOlkin (KMO) measure of model adequacy was used (Kaiser, 1974) , which gave the acceptable value of 0.737 (see Table 2 ). The factor loading matrices for the factor models with the 7 indices can be found in Table 3 . The results of the analysis indicate the existence of two factors as the best solution for explaining the variability in the data, as in Bornmann et al. (2008) . Table A4 shows the variance (communality) of each item explained by the factors extracted from the 4 models. Both factors accounted for 97.83%, 95.48%, 95.68%, and 96.87% of the total variance in the raw data, the log-transformed data, the log-transformed shifted data, and the square-root transformed data, respectively. For the raw data, the first factor explained 53.64% of the total variance present in the data, whereas the second factor explained 44.19%. We have used the categorization of the indices among the factors by using factor loadings greater than 0.6 in agreement with Bornmann et al. (2008) . As Table 3 shows, for the raw data the indices loading on the first factor are h, m, h(2), h w , g and R. The factors loading on the second factor are g, A, R, and h w . We cannot assign -in the way Bornmann et al. (2008) did -indices loading on the first factor as indicating the number of papers in the productive core of the researchers' outputs, because m, h w , and R are surely based on the number of citations in the core. On the other hand, all the indices loading on the second factor reflect the impact of the papers in that core. We observe, that g, R, and h w are included in both factors. Indices solely loading on the first factor are h, m and h(2), whereas the only index loading solely on the second factor is A. In principle one could force a distinction by fine-tuning the threshold: a value 0.7 would lead to a separation of all indices except A loading on the first factor and only A on the second. But this is not convincing, because the factor loadings for the two components are rather close for g, R, and h w .
By utilizing the transformed data we obtain rather similar results as Table 3 shows. The results of the FA utilizing the square-root transformation are in accordance with the factor loadings for the raw data. For the log-transformed data ln(g), ln(R), and ln(h w ) the loadings on both factors are even closer than for the raw data, confirming the conclusion that these indices load on both factors. Shifting the data by 1 before logarithmizing yields only minor differences in comparison to the unshifted logarithmized data. Thus our categorization differs from that obtained by Bornmann et al. (2008) , because there a clear separation into two groups appears. Tataryn, Wood & Gorsuch (1999) advise exponents 2, 3, or 4 for optimal results. In our case we have also tested exponents 2 and 4 and did not get large differences. Results are presented in Table 4 . Again h, m, h(2) load on the first factor and A on the second factor. Once more, g, R, h w load on both factors, although now their loadings are remarkably smaller than in Table 3 and turn out to be below the threshold value 0.6. The same observations can be made for the transformed data. In conclusion, the oblique rotation method does not improve the categorization.
Expanded Data Base
As mentioned above, in subsequent FAs comprising also N and S Bornmann et al. (2009a; 2009b) again found a distinct categorization with respect to the two factors, with h, m-quotient, g, h(2), h m , and N loading on the quantity dimension, and A, m, R, AR, h w , Maxprod and S loading on the impact dimension. Bornmann et al. (2009b) conclude that "for measuring quantity and quality of research performance, the h-index and its variants do not necessarily have to be used". However, the authors also note that their findings are referring to a dataset from a specific field of research, i.e. the area of biomedicine, and that further analyses are required before generalizing these conclusions. This has prompted us to re-run our EFA including N and S. The results are presented in Table 5 . (The KMO test yields acceptable values between 0.799 for the raw indices and 0.844 for the log-transformed data.
All p-values are below 0.001). Surprisingly, now all indices load on one component and N on the other. S also loads on the first factor but the value of the second factor loading is close to the threshold. This means that for our datasets N and S cannot be used in the EFA for distinguishing different categories of the index variants. It is interesting to note that the transformations yield changes in the loading matrix, for all the transformed data h clearly loads on both factors and S loads evenly on both factors. Table 3 The high loadings of N and C on the first and the second factor, respectively, mean that by including N and C into the analysis we have successfully enforced a distinction of the quantity and the quality dimension. However, unfortunately this does not lead to a clear discrimination of the investigated indices, since the factor loadings are far from the ideal case where each item has a relatively large loading on one factor and a near-zero loading on the other factor. Rather most indices appear in both dimensions if we use the threshold of 0.6 for the categorization of factor loadings. This clearly indicates strong differences in comparison to the results derived by Bornmann et al. (2008 Bornmann et al. ( , 2009a Bornmann et al. ( , 2009b . For most indices the loadings on the first factor are larger than those on the second factor so that increasing the threshold to the value 0.7 would distinguish A and C loading on the second factor and all others on the first factor for the raw data. The results for the square-root transformed data are somewhat different, with , , , and clearly loading on both factors, and even loading on both factors. More conspicuous are the deviations for the log-transformed data, because now ln(m), ln(g), ln(R), and ln(h w ) are loading even more strongly on the second factor. Table 6 : Varimax rotated loading matrices as in Table 3 We have also performed a further EFA comprising the 7 index variants and N, C, as well as S. We do not show the results here, because the loading matrices are very similar to those given in Table 6 . This means that again N and C lead to a clear distinction of the quantity and the quality dimension. The total number S of all citations to all publications loads strongly on the same factor as N with matrix elements of the order of 0.83 in the 4 EFA models for the varimax and around 0.78 for the promax rotation, i.e. more strongly than all the index variants. We conclude that S is not very helpful for the present investigation while N and C can be used for categorizing the quantity and the quality dimension. Our results are in accordance with the conclusion of Costas & Bordons (2007 , namely that one factor comprises N, S, and h as well as g, but not C. Our results also agree with the findings of
Hendrix (2008) who extracted one factor correlated with N and S, and another factor associated with C.
We have also investigated the 7 indices, N and C with the promax oblique rotation.
Results are shown in Table 7 . The extremely high loadings of N and C again show that the distinction of the quality and quantity dimension has been successful. For the raw indices one obtains a clear categorization of A and C belonging into the second category and all other indices into the first category. These results are in accordance with the varimax rotation method if the higher threshold is applied to the loading matrix in Table 6 . We conclude that in this case the oblique rotation leads to a clearer distinction.
Additionally we have followed our EFA with a confirmatory FA (CFA) (Jöreskog, 1969) to verify our results from the perspective of statistical testing, since CFA allows for tests of statistical significance for the parameters of the model tested, such as the obtained factor loadings. Tables A6 and A7 present factor loadings and the related tests. By fitting the specific CFA model structure 2 obtained from EFA, we see that all items are significant at the 5% significance level, with only the exception of N, which loads somewhat lower in comparison to the EFA results. Generally, however, both tests for factor loadings as well as the respective R 2 values indicate the validity of the performed EFA). For the transformed data in Table 7 the same deviations as in Table 6 occur. Although the loadings for , , and are all below the threshold of 0.6, their values for the two components are not so different so that one might conclude that , , load on both factors, if the square-root transformed data are considered. Again for the log-transformed data ln(m), ln(g), ln(R), and ln(h w ) are loading even more strongly on the second factor. Thus we have again found a remarkable difference between the EFA results for the raw data and for the transformed data. The CFA of the transformed data has also verified the validity of the tested structure, i.e. the structure indicated by the EFA and thus corroborated the deviations, see Tables A6 and A7 . This discrepancy is an important finding. Problems when transforming (and especially log-transforming) non-normally distributed data prior to conducting a FA are not new. For instance, Chapman (1977) states that "factor analysis is very susceptible to scaling and transformations" and that "comparisons of factor models from the logtransformed and untransformed data showed that after log-transformation widespread factor fusion and factor fission occurred and no factor model was completely satisfactory".
Although transforming the data to demonstrate normality is quite a common procedure, there are other alternatives too, depending on the degree of departure from normality in the specific dataset (see, e.g. Ferguson & Cox, 1993) . But according to Muthen & Kaplan (1985) , some degree of skew and kurtosis in the data is acceptable for conducting EFA, especially when the skew and kurtosis coefficients are below the value of 2. Other alternatives include to retain non-normally distributed items in the analysis if they account to less than 25% of the overall number of items since it is believed that below this percentage the distorted variables will not affect the final solution of the model (Ferguson & Cox, 1993) . When none of the above holds, based on the results of the current analysis, we recommend using square-root transformations instead of log-transformed datasets.
In the case of bibliometric data, major discrepancies between results of a FA of skewed citation distributions and their log-transformed values (Leydesdorff & Bensman, 2011 ) of journals were found associated with a reduced dimensionality of the final factor solution, classification of the items, and their magnitude as concerns the factor loadings.
Based on these findings, we believe that caution should be exercised when interpreting results based on EFA, if transformations have been applied to the data. In Tables 5-7 we found rather large changes due to the transformations, while there were only minor changes in Tables 3 and 4 . Therefore we propose to avoid transformations, unless absolutely necessary or at least to compare the FA results for the raw data and the transformed data.
Discussion
An important consideration in evaluating research performance of a scientist is the multiple manifestation of his/her work. One of the main disadvantages of the traditional bibliometric indicators, such as the total number of papers or the total number of citations is that they do not account for the quality of scientific research, or that they can be disproportionately affected by a single publication of major influence.
The h-index intends to measure simultaneously quality and quantity of scientific output, taking into account, to some extent, the diversity of scientific research. However, many authors have argued against the use of an index to assess a scientist's work by one single number. Bornmann et al. (2008; 2009a; 2009b) propose to utilize two indices, one for the quantity of the productive core of a researcher and one for the impact of the core, basing their arguments on the EFA of specific datasets for young scientists from a specific scientific field of research with certain scientific experience.
With more diverse datasets − comprising scientists of varying scientific age -we got quite different results. We have demonstrated that the logarithmic transformation can cause distortions in the results of EFA and subsequently in the interpretations.
We have shown, that for our datasets, for some of the investigated indices no clear distinction was evident to one of the two dimensions of scientific performance. The argument (Schreiber, 2010a) that g measures the impact has not been corroborated. The nearly equal factor loadings for g in the EFA of the raw data in Table 3 seemed to confirm the assumption (Schreiber, 2010a) that the g-index measures both, the quantity and the impact. However, this
was not substantiated by the more comprehensive FA in the previous chapter. Our results are in agreement with the findings of Costas & Bordons (2007 ) and Hendrix (2008 . Major differences to previous analyses of Bornmann et al. (2008 Bornmann et al. ( , 2009a Bornmann et al. ( , 2009b have been found.
They might be due to the small number of papers per scientist in those studies with median values of 2, 3, or 4 for N, h, g, and h(2) which lead to problems of discrimination between the scientists especially for the integer-valued indices. On the other hand the present study suffers from the relatively small number of only 26 investigated scientists. Table 3 shows that the 7 indices under consideration cannot be easily categorized into two groups: A and h appear to define two categories, but most of the other indices load strongly on both factors. The oblique rotation results in Table 4 show the same bevavior, if the lower threshold is applied. Adding standard bibliometric indicators, namely the number of publications N and the total number of citations S, to the analysis does not help. As shown in Table 5 , in this way one can force a distinction into 2 categories, but the second category comprised only N and therefore the distinction is not very helpful. Only the consideration of N and the average number of citations C leads (with or without including S) to a more useful separation into two categories. Now N defines one group with h and h(2) while C belongs to the other group together with A. All other indices load strongly on the first factor, but also show a remarkable share of the second factor, as demonstrated in Table 6 . The oblique rotation in Table 7 makes the distinction more obvious.
In conclusion we have clearly identified 2 categories of h-index variants and we propose to use the 2 complementary indices h and A in the research assessment of an individual scientist. Alternatively, the consideration of N and C would also reflect these two categories, but due to the usually long tail of the citation statistics these numbers are more difficult to obtain with good precision. Thus h and A appear to be the better choice. On the other hand, if it is the aim to utilize only a single index, then the variants m, g, R, and h w could be chosen, because they comprise information from both factors, as corroborated in Table 6 .
For R this is not surprising, as R combines h and A by definition. The h w -index is an interesting alternative, but its practical use is hindered by the relatively complicated definition. The m-index is favourable, because of its simplicity, but its calculation needs the precedent determination of h, just like h w and R do. In contrast g is defined in its own way and in its own right. In this context, it is interesting to note the similarity of the definition of A as the average number of citations received by the articles in the h-core and the fact that g can be determined by the average number of citations received by the articles included in the g-core.
Thus we propose the use of g, if the assessment by a single number is wanted.
However, it remains doubtful in principle, whether the scientific achievements of an individual researcher can or should be quantified with one or two numbers. Hirsch (2005) has already expressed the caveat that "a single number can never give more than a rough approximation to an individual's multifaceted profile". Certainly one should better look at more than one indicator, because different citation records can yield the same h-index and/or the same values for some of the variants. This can easily lead to the underestimation of highly-cited but only intermediate-productive scientists (Costas & Bordons, 2007) . That might influence the publication strategy of those so called selective scientists. There are other problems, because of which using only one or two indicators is inadequate for the research assessment of individuals, like the age effect and the dependence on the research field (van Leeuwen, 2008) , or the influence of self-citations (Schreiber, 2009b) . The h-index has also been criticized by a more theoretical consideration, because it may lead to inconsistent results (Waltman & van Eck, 2009) at least on the level of analysis of individual scientists. This finding makes the use of the h-index and most or all of its variants questionable from a fundamental point of view.
The current analysis has shown that inferences based solely on specific datasets cannot be and should not be generalized. Other robust techniques are required for unifying and generalizing the results of EFA. More valid inferences could be drawn, for instance, by utilizing bootstrap methods (see Efron, 1979 ) that do not require any distributional assumptions and can perform adequately under both normal and non-normal distributions, even when the sample size is small.
Topics for future research may also include the replication of our analysis for a wider range of h-type indices allowing us to gain from the benefits of a comparative study and the utilization of a more extensive and updated dataset. 
Appendix A
