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Abstract
We consider extensions of the F4(2)-building with the diagram
such that the residue of every element of the rightmost type is a one-point extension of the
corresponding C3(2)-residue in the building. Four flag-transitive such geometries are known with
the automorphism groups isomorphic to 2 E6(2) : 2, 3 · 2 E6(2) : 2, E6(2) : 2 and 226 : F4(2).
The first example is a folding of the second one. We show that the last three examples are simply
connected. This brings us close to the complete classification of the flag-transitive c-extensions of
the F4(2)-building with the local one-point extension property.
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
We continue investigating c · F4(t)-geometries defined as follows.
Definition. A geometry E is said to be a c · F4(t)-geometry if
(i) E belongs to the diagram
where t = 1, 2 or 4.
(ii) E satisfies the intersection property (cf. [13]). In particular, the residues of elements
of type 1 are buildings;
(a) any two elements of type 1 are incident to at most one common element of
type 2;
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(ab) if two elements of type 1 are incident to an element e of type 2 and to an element
u of type 5 then e and u are incident.
(iii) E satisfies
(b) three elements of type 1 are pairwise incident to elements of type 2 if and only
if they are incident to a common element of type 5.
If Γ is the collinearity graph of a c · F4(t)-geometry E (the vertices and edges of Γ are
the elements of type 1 and 2 with the inherited incidence relation), then (a), (ab) and (b)
say that Γ has no multiple edges and locally it is the graph on the point-set of the residual
F4(t)-building F in which two points are adjacent if they are in a common symplecton.
These properties of Γ can be taken as an alternative definition of c · F4(t)-geometries;
cf. [10], where the intersection property was assumed but admittedly not stated explicitly.
Since every flag-transitive automorphism group of F is well known to be point-
primitive, (a) is implied by the flag-transitivity. The conditions (ab) and (b) say that the
residue of an element of type 5 is a one-point extension of the C3(t)-residue in F .
In [10] a general theory of c · F4(t)-geometries was developed, in particular the
possibilities for the µ-subgraphs in the collinearity graphs were determined. By the main
result of [10] there is a unique c ·F4(4)-geometry which is the flag-transitive one associated
with the Baby Monster sporadic simple group.
In [11] the c · F4(1)-geometries were classified under a combinatorial condition which
holds in every flag-transitive geometry. Thus we know that there are exactly two flag-
transitive c · F4(1)-geometries: E(Fi22 : 2) and its 3-fold cover E(3 · Fi22 : 2).
In [9] four examples:
E(2 E6(2) : 2), E(3 · 2 E6(2) : 2), E(E6(2) : 2) and E(226 : F4(2))
of c · F4(2)-geometries were constructed and the intersection numbers of their collinearity
graphs were computed. The second geometry possesses a folding onto the first one, and
the folding map commutes with the action of the automorphism group. On the other
hand, the last geometry possesses a number of foldings over orbits of subgroups in the
elementary Abelian translation group and the resulting c · F4(2)-geometries are no longer
flag-transitive. This fact makes the classification project of all c · F4(2)-geometries a
bit problematic. On the other hand, the flag-transitive case appears reasonable and the
corresponding amalgams have already been looked at in [14]. In order to achieve the
classification in this case the simple connectedness question for the known examples has
to be addressed. We prove
Theorem 1. The geometries E(3 · 2 E6(2) : 2), E(E6(2) : 2) and E(226 : F4(2)) are simply
connected.
In fact our results are stronger, but in order to state them properly we need to reintroduce
some terminology and notation.
Let F be the building of type F4(2), F = F4(2) be the automorphism group of F
(which is the only flag-transitive automorphism group of F ) and Ψ be the collinearity
graph of F . Let ∆ be the graph on the point-set of F in which two points are adjacent if
they are incident to a common symplecton. Let E be a c · F4(2)-geometry and Γ be the
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collinearity graph of E . Then Γ is locally ∆ and every graph which is locally ∆ is the
collinearity graph of some c · F4(2)-geometry (cf. Lemmas 3.1 and 3.3 in [10]). There is
a unique injection of the point-set of F into the set of involutions in F which commutes
with the action of F . It is common to identify the points ofF with involutions in F via this
injection and in these terms two points are adjacent in ∆ if and only if they commute. For
a vertex x of Γ let Γ (x) denote the set of neighbours of x in Γ and let
ιx : Γ (x) → ∆
be a bijection which establishes the isomorphism of the subgraph in Γ induced by Γ (x)
with ∆.
If π = (a, x, b) is a 2-path in Γ (which means that a, b ∈ Γ (x) with a and b distinct and
non-adjacent), then 〈ιx (a), ιx(b)〉 is either D6 (in which case π is said to be of type D6)
or D8 (in which case π is of type D8). With π as above the subgraph in Γ induced by
Γ (a) ∩ Γ (b) is called a µ-subgraph. By Lemma 6.3 in [10] whenever x and y are in the
same connected component of the µ-subgraphΓ (a)∩Γ (b), (a, x, b) and (a, y, b) have the
same type. This allows us to define (in the obvious way) the type of a connected component
of a µ-subgraph.
The connected components of type D8 are all isomorphic (with 144 vertices) as
described in Section 6 in [10], see also Section 4.1 below. The connected components of
D6-type are much more interesting. If Ξ is such a component then the subgraph induced by
the projection Σ = ιa(Ξ ) is isomorphic to the collinearity graph of an affine polar space
(AP for short) obtained by removing a hyperplane from the Sp8(2)-polar space P . It is
well known [3] that P admits three kinds of hyperplanes: of O+, O− and singular type (cf.
Section 3.1 for details). The graph∆ contains a subgraphΠ isomorphic to the collinearity
graph of P , whose stabilizer in F induces on Π the full automorphism group Sp8(2). We
say that an AP Σ is classical if it is contained in the image of Π under an element of F . It
is known (Section 7 in [10]) that every AP of type O+ or O− is classical. We assume the
following two conditions:
(c1) if (a, x, b) is a 2-path of type D8 then the µ-subgraph Γ (a) ∩ Γ (b) is connected;
(c2) all connected components of all µ-subgraphs of type D6 are isomorphic.
By (c1) every µ-subgraph has a well-defined type, so (c2) makes sense when (c1) holds.
In view of (c2) we can say that E is of O+, O− or singular type depending on the type of
the connected components of the D6 type µ-subgraphs.
It was proved in [9], Lemmas 3.2, 3.5, 3.7 and 3.8 that (c1) and (c2) always hold when
E is flag-transitive.
Theorem 2. Suppose that E satisfies (c1) and (c2) and let δ(Γ ) be the diameter of Γ . If E
if of O−-type then δ(Γ ) ≤ 3. If E is of O+-type then δ(Γ ) ≤ 4.
It is easy to deduce the simple connectedness of the geometries E(3 · 2 E6(2) : 2) and
E(E6(2) : 2) from Theorem 2 (cf. Corollary 4.2).
Theorem 3. Suppose that E is flag-transitive of singular type and G is a flag-transitive
automorphism group of E . Then E ∼= E(226 : F4(2)) and G ∼= 226 : F4(2).
As a consequence of the proof of Theorem 3 we obtain the following (cf. Lemma 5.10).
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Theorem 4. Suppose that (R, ϕ) is a non-trivial F-admissible (possibly non-Abelian)
representation of F such that the images under ϕ of the points in a symplecton generate a
group of order 26. Then R is the 26-dimensional irreducible G F(2)-module for F.
We follow [7] and [8] for notation for stabilizers; in particular, if G is an automorphism
group of E and X is a set of points of E , we denote by G[X] its set-wise stabilizer in G and
by G(X) its point-wise stabilizer. Also, given a subgroup A ≤ G[X], we denoted by AX
the action induced by A on X .
2. Basics on the F4(2)-building
2.1. Notation and terminology
As aboveF is the building of type F4(2) and F = F4(2) is its automorphism group. The
residue of a 4-element ofF will be called a symp (a shortening for ‘symplecton’). Elements
of F of type 1, 2 and 3 are called points, lines and planes. We will use the symbol ⊥ for
the collinearity relation of F . Also, for two distinct collinear points x , y, we denote by xy
the unique line through them.
We recall that the collinearity graph Ψ of F has diameter 3. As in [10], for a point x
and i ∈ {1, 2, 3}, Ψi (x) denotes the set of points at distance i from x , but we will always
write x⊥ instead Ψ1(x) ∪ {x}. We also recall that there are two types of pairs of points at
distance 2, namely pairs {x, y} where |x⊥ ∩ y⊥| = 1 (these are called special pairs) and
pairs {x, y} where |x⊥ ∩ y⊥| > 1, which are called symplectic pairs and are characterized
by being contained in a (unique) symp. For a symplectic pair {x, y}, we denote by 〈x, y〉
the symp containing it. We recall that 〈x, y〉 is the convex hull of {x, y}.
As in [10], for y ∈ Ψ2(x) we write y ∈ Ψ22 (x) or y ∈ Ψ42 (x) according to whether
the pair {x, y} is symplectic or special. However, it will be convenient to have some
terminology for the relations Ψ3, Ψ42 and Ψ
2
2 more concise than ‘being at distance 3’,
or ‘forming a special pair’ or ‘a symplectic pair’. Thus, when two points x , y of F are in
relation Ψ3, we say that they are far. Given a set of points X , we denote by Ψ3(X) the set
of points far from all points of X . If Y ⊆ Ψ3(X) (or y ∈ Ψ3(X)) then we say that X and Y
are far (that the point y is far from X).
For two points x , y at distance 2, we say that they are almost close or almost far
according to whether y ∈ Ψ22 (x) or y ∈ Ψ42 (x). Given a set X of points, we denote by
Ψ42 (X) (resp. Ψ22 (X)) the set of points almost far from (almost close to) all points of X .
2.2. Properties of symps
The following are well known (cf. [2], for instance):
Lemma 2.1. The intersection S ∩ S′ of two distinct symps S, S′ is either empty, a single
point or a plane of F . Explicitly, S ∩ S′ = ∅ when S and S′ are either far or almost far as
points of the dual F∗ of F , whereas S ∩ S′ is a point or a plane when S and S′ are almost
close or, respectively, collinear as points of F∗. 
Lemma 2.2. For a symp S and a point p /∈ S, one of the following occurs:
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(1) p⊥ ∩ S = ∅. In this case there is a unique point pS ∈ S that is almost close to p,
the points of S collinear with pS but different from pS are almost far from p and the
remaining points of S are far from p.
(2) p⊥ ∩ S is a line, say l. The points of S ∩ l⊥\l are almost close to p and the remaining
points of S are almost far from p. 
In view of Lemma 2.2, given a point q of F far from p and a symp S on p, there is a
unique point qS ∈ S ∩ Ψ22 (q). The symp ψp,q(S) := 〈q, qS〉 is the unique one on q that
meets S non-trivially. The function ψp,q sending every symp S ∈ Res(p) to the symp
ψp,q(S) ∈ Res(q) is a bijection from the set of symps on p to the set of symps on q , with
ψq,p being its inverse.
Note also that ψp,q = π−1q,pπp,q where πp,q is the bijection from the set of symps on p
to Ψ22 (p) ∩Ψ22 (q) sending a symp S ∈ Res(p) to qS , and πq,p is defined in the same way,
but permuting p and q . Clearly, πp,q and πq,p are bijections.
Lemma 2.3. The function ψp,q extends to an isomorphism from ResF (p) to ResF (q).
Proof. For two symps S1, S2 on p, suppose that π := S1 ∩ S2 is a plane. The lines q⊥S1 ∩π
and q⊥S2 ∩ π meet in a point s. By Lemma 2.2, li = s⊥ ∩ ψp,q (Si ) is a line, for i = 1, 2.
Also, pi := q⊥ ∩ li is a point for i = 1, 2. (That intersection cannot be a line, in view of
Lemma 2.2, since p and q are far.) If p1 = p2, then s and q belong to a symp, whereas
they must be almost far by Lemma 2.2. So, p1 = p2. Thus, ψp,q(S1) ∩ ψp,q(S2) contains
two distinct points, namely q and p1 = p2. Hence that intersection must be a plane. 
2.3. Points as involutions and the structure of a point-stabilizer
The points of F bijectively correspond to the elements of a class of central involutions
of F , a point p corresponding to the unique involution of C(p) = Z(F(p)). We will freely
regard points as involutions whenever this is convenient, writing for instance X p for the
image of a set X via the involution corresponding to a point p. In this style, we recall the
following well known result from [5].
Lemma 2.4. Two points x, y of F are collinear or almost close if and only if, regarded as
involutions of F, they commute and their product xy is a point. The points x, y are almost
far if and only if the product xy has order 4. Finally, x , y are far if and only if xy has
order 3. In particular, the points of F form a class of {3, 4}-transpositions of F. 
Let p be a point of F , Q(p) = O2(F(p)), C(p) be the commutator subgroup of Q(p),
Z(p) be the centre of Q(p).
Lemma 2.5. The following assertions hold:
(1) F(p) is the centralizer of the involution p;
(2) F(p) = Q(p)K (p), where K (p) ∼= Sp6(2) is a complement to Q(p) in F(p);
(3) C(p) is of order 2 and is the centre of F(p); the quotient Q(p)/C(p) is an elemen-
tary Abelian 2-group and as a K (p)-module it is an indecomposable extension of
the 6-dimensional symplectic module by the 8-dimensional spin module;
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(4) Z(p) is an indecomposable extension of C(p) by the 6-dimensional symplectic
module (so that Z(p) is the orthogonal module for K (p) ∼= Ω7(2));
(5) F(p) contains two classes of complements to Q(p); the representatives K1 and K2
of these classes can be chosen in such a way that K1 = F(p) ∩ F(q) for some
q ∈ Ψ3(p) and NF (K1) ∼= S3 × Sp6(2), while K2 acts fixed-point freely on Ψ\{p}
and NF (K2) = NF(p)(K2) ∼= 2 × Sp6(2) (K1 and its conjugates in F will be called
Levi complements);
(6) F(p) acts onΨ3(p) as on the cosets of K1; in particular the action is faithful, Q(p)
acts on Ψ3(p) regularly, Z(p) has 28 orbits of length 27 each and, if M is one
of these orbits, then the subgraph in Ψ induced by M has no edges and there are
135 Z(p)-orbits with whom M is joined by matchings;
(7) if L ∼= [220].(S3 × L3(2)) is the stabilizer in F of a line of F , then the centre of L is
trivial;
(8) if t0(p) is the generator of C(p) and ψ0 : p → t0(p), then (F, ψ0) is a repre-
sentation of F .
Proof. These are well known facts. We only note that (5) follows from [1, (17.7)], noticing
that the first cohomology group of the symplectic module is 1-dimensional while that of
the 8-dimensional spin module is trivial [12]; (7) follows, for instance, from the fact that
F4(2) contains no element of order 42. 
Remark. Given K1 = F(p) ∩ F(q) and K2 as in Lemma 2.5(5), the Levi complement
K1 fixes one more point r besides p and q . The points p, q , r are mutually far and the
factor S3 of NF (K1) = S3 × K1 acts transitively on {p, q, r}. The triple {p, q, r} is a
hyperbolic line of the Sp8(2)-polar space P = P(Π ) (see Section 3.1 for the definition
of P(Π )) and NF (K1) is the set-wise stabilizer of {p, q, r} in F[P] ∼= Sp8(2). If Σ is
the AP-substructure obtained from P by removing the perp of p (see Section 3.1), then q ,
r ∈ Σ and r is the unique point of Σ at distance 3 from q .
The complement K2 can also be taken inside F[P], and K2 (but not K1) is contained in
subgroups Oε ≤ F[P] isomorphic to Ωε8 (2), for ε = + or −. In particular, the conjugates
of K2 in F contained in O− ∼= Ω−8 (2) are conjugate in O−, whereas those that are
contained in O+ ∼= Ω+8 (2) form three classes in O+, fused in Aut(O+) ∼= NF (O+).
3. Affine polar spaces involved in F
In this section we consider certain substructures of F , which arise from connected
components of type D6 of µ-subgraphs in the collinearity graphs of c · F4(2)-geometries.
First we recall a few basic properties of those substructures, and then prove two theorems
on them, to be exploited in Section 4.
3.1. Definition and basic properties
Let Φ be the graph on the set of points of F where two points are adjacent when they
are almost close. It is well known ([10, Chapter 7]; also [9]) that Φ admits several induced
subgraphs Σ with the following properties:
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(ap1) if two vertices of Σ have distance 2 in Σ , then they are far as points of F ;
(ap2) Σ is isomorphic to the collinearity graph of an affine polar space obtained by
removing a hyperplane from the Sp8(2)-polar space P .
As the elements of an affine polar space can be recovered as distinguished cliques of its
collinearity graph, a graph Σ as above can be regarded as a rank 4 geometry. (Explicitly,
the vertices and the edges of the graph Σ are the 1- and 2-elements of the geometry,
the 4-elements are the maximal cliques and the 3-elements are 4-cliques obtained as
intersections of two 4-elements.) We call Σ an AP-substructure of F . (Needless to say,
the letters AP are a shortening for ‘affine polar’.)
The three types of AP-substructures
It is well known [3] that P admits three kinds of hyperplanes, namely:
(1) Singular hyperplanes, formed by the perp of a point of P .
(2) Hyperplanes isomorphic to the elliptic quadric for Ω−8 (2). We call them hyperplanes
of O−-type.
(3) Hyperplanes isomorphic to the hyperbolic quadric for Ω+8 (2). We say they are of
O+-type.
If the affine polar spaceA is obtained by removing a hyperplane H from the polar space
P , thenA is said to be of singular, O−- or O+-type according to whether H is of singular,
O−- or O−-type. If A is of type O− or O+, we also say it is of non-singular type. The
same terminology will be used for AP-substructures.
In the next table we recall a few properties ofA, according to its type. Note that Aut(A)
is flag-transitive in all cases. Smaller flag-transitive subgroups, if any, are mentioned in the
last row.
Type Singular O− O+
Number of points 128 136 120
Diameter 3 2 2
Aut(A) 21+6Sp6(2) Ω−8 (2) : 2 Ω+8 (2) : 2
Smaller flag-tr. subgr. Ω−8 (2) Ω
+
8 (2)
Notice that in the singular case, for every point p ∈ A, there exists a unique point of A
at distance 3 from p.
As an AP-substructure Σ of non-singular type has diameter 2, condition (ap1) implies
that no two points of it are collinear or almost far in F . So, in view of Lemma 2.4, the
points of Σ , regarded as involutions of F , form a set of 3-transpositions in the subgroup
of F generated by them. On the other hand, if Σ is of singular type then it admits pairs of
points at distance 3, and these might possibly be almost far in F (but we are not aware of
any example where that happens).
Lemma 3.1. No two points of an AP-substructure of singular type are collinear in F .
Proof. In view of the previous remarks, we only need to consider the case of two points
x , y at distance 3 in Σ . By contradiction, suppose x ⊥ y. Given a point z ∈ Σ adjacent to
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y, consider the symp S := 〈y, z〉. By Lemma 2.2, x cannot be far from z in F . However,
z has distance 2 from x in Σ , as y is the unique point of Σ at distance 3 from x . Hence z
must be far from x , contrary to our previous remark. 
Classical AP-substructures and the polar subgraph Π
Representatives of all three types of AP-substructures can be obtained as induced
subgraphs of a larger induced subgraph Π of Φ, which forms the collinearity graph of a
copy P(Π ) of the Sp8(2)-polar space and such that F[Π ] ∼= Sp8(2) (a maximal subgroup
of F). We call Π an Sp8(2)-polar subgraph of Φ. Properties of Π will be discussed in
more detail later (Section 3.4). We only mention here that no two points of Π are either
collinear or almost far in F . So, the points of Π , regarded as involutions of F , form a set
P (actually, a class) of 3-transpositions of F[Π ] and Π is the commuting graph of P .
If we remove from Π a hyperplane H of the polar space P(Π ), then we obtain an
AP-substructureΣ , with F[Σ ] = Aut(Σ ) and I (Σ ) := P\H as the point-set. We say that
Σ is classical.
When H is of non-singular type Oε (ε = − or +), then I (Σ ) is a class of 3-trans-
positions of F[Σ ] ∼= Ω ε8 (2) : 2. Notice that, I (Σ ) lies outside the commutator subgroup
Ω ε8 (2) of F[Σ ]. On the other hand, let H be of singular type and {p} be its radical. Then〈I (Σ )〉 = F[Π ] and I (Σ ) ∩ F(Σ ) = ∅. We have px = p for every x ∈ I (Σ ). Hence
Σ x = Σ for every x ∈ I (Σ ). (In fact, Σ ∩Σ x is the perp of x in P(Π ), as one can see by
noticing that {p, x, px} is the hyperbolic line of P(Π ) spanned by {p, x}.)
Lemma 3.2. An AP-substructure Σ is classical if and only if one of the two following two
equivalent conditions holds:
(1) F[Σ ] ∼= Aut(Σ ) (the automorphism group of Σ );
(2) for every point p ∈ Σ , the stabilizer of p in F[Σ ] acts as Sp6(2) on the Σ -neigh-
bourhood of p.
Proof. Exploiting the information in [4] on F and its subgroups, it is not difficult to see
that (1) is equivalent to Σ being classical. Obviously, (1) implies (2). Let G ≤ Aut(Σ ) be
such that G(p) is transitive on the Σ -neighbourhood of p for every point p ∈ Σ . Then, as
every edge of Σ is contained in a triangle and Σ is connected, G is point-transitive. Thus,
if (2) holds, then F[Σ ] is point-transitive. Now, again by exploiting [4], one can see that
either F[Σ ] = 21+6 · Sp6(2) or Ω ε8 (2) ≤ F[Σ ] ≤ Ωε8 (2) : 2 for ε = − or +. In any case,
Σ is classical. Hence F[Σ ] = Ω−8 (2) : 2, Ω+8 (2) : 2 or 21+6Sp6(2) and F[Σ ] = Aut(Σ ),
as claimed in (2). 
Lemma 3.3. All AP-structures of non-singular type are classical. Furthermore, an
AP-structure Σ is of non-singular type if and only if its points, regarded as involutions,
stabilize Σ .
Proof. We only need to prove that, if I (Σ ) ⊆ F[Σ ], then Σ is classical of non-singular
type, the rest of the lemma being contained in [10, Chapter 7]. Suppose I (Σ ) ⊆ F[Σ ]
and, for a point p ∈ Σ , let I (p) be the subset of I (Σ ) corresponding to the Σ -neighbours
of p. Then the elements of I (p) stabilize ResΣ (p) (which is a copy of the Sp6(2)-polar
space) and behave on it just as the elements of a class of 3-transpositions of Sp6(2). So,
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〈I (p)〉 induces Sp6(2) on ResΣ (p). By Lemma 3.2(2),Σ is classical. Clearly, it cannot be
of singular type. 
More terminology
Given an AP-substructure Σ , we call the 3- and 4-elements of Σ planes and 3-spaces
respectively (as they may be regarded as affine planes and affine 3-spaces of order 2), but
we keep calling the 2-elements edges, even if Σ is regarded as a geometry.
3.2. Symps and AP-substructures
In the sequel Σ is a given AP-substructure.
Lemma 3.4. For any symp S, either S ∩ Σ = ∅ or S ∩Σ is an edge of Σ .
Proof. Given a symp S with S ∩ Σ = ∅, suppose that |S ∩ Σ | > 2 and let p, x , y be
three distinct points of S ∩ Σ . (Note that S ∩ Σ is a clique, by condition (ap1).) In the
Sp6(2)-polar space ResΣ (p) we can pick an edge {p, q} coplanar with {p, x} in Σ but not
with {p, y}. So, S′ := 〈x, q〉 is a symp and q /∈ S. In view of Lemmas 2.1 and 2.2, q⊥ ∩ S
is a line. Thus, y cannot be far from q in F . On the other hand, y has distance 2 from q in
Σ , whence it is far from q . We avoid this contradiction only assuming that |S ∩ Σ | ≤ 2.
In order to finish, we only need to show that S ∩ Σ = {p} is impossible. By the above
and the fact that Σ admits 63 edges on p, there exist 63 symps S on p with |S ∩ Σ | = 2.
However, there are exactly 63 symps inF on p. So, |S∩Σ | = 2 for every symp S on p. 
Lemma 3.5. For p ∈ Σ , let Σ (p) be its neighbourhood in Σ . The function ϕp,Σ sending
every x ∈ Σ (p) to the symp 〈p, x〉 induces an isomorphism of geometries from ResΣ (p)
to the dual ResF (p)∗ of ResF (p).
Proof. By Lemma 3.4, the function ϕp,Σ is a bijection from Σ (p) to the set of points of
ResF (p)∗ (namely, symps of F on p). We only need to prove that ϕp,Σ is an isomorphism
from the graph induced on Σ (p) to the collinearity graph of ResF (p)∗.
Suppose x , y ∈ Σ (p) are adjacent. Then p is almost close to two points of 〈x, y〉,
namely to x and y. By Lemma 2.2, l := p⊥ ∩ 〈x, y〉 is a line. The plane π := 〈l, p〉 of
F spanned by p and l is contained in both 〈p, x〉 and 〈p, y〉. Hence 〈p, x〉 and 〈p, y〉 are
collinear as points of ResF (p)∗. This shows that ϕp,Σ is a bijective morphism from Σ (p)
to the collinearity graph of ResF (p)∗. However, these two graphs are isomorphic. So, as
they are finite, every bijective morphism between them is also an isomorphism. 
By combining Lemma 2.3 with Lemma 3.5, we obtain the following:
Corollary 3.6. For p ∈ Σ and q far from p, the composite ψp,qϕp,Σ induces an
isomorphism from ResΣ (p) to ResF (q)∗. 
3.3. Points far from an AP-substructure of non-singular type
Theorem 3.7. Let Σ0 be an AP-substructure of non-singular type and suppose that
Ψ3(Σ0) = ∅. Then Σ0 is of type O+ and there exist two more AP-substructuresΣ1 and Σ2
of type O+ such that:
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(1) Σ1 and Σ2 are mutually far and both far from Σ0;
(2) the commutator subgroup O ∼= Ω+8 (2) of F[Σ0] stabilizes each of Σ0, Σ1 and Σ2
whereas its normalizer in F induces S3 on the triple {Σ0,Σ1,Σ2};
(3) Σi ∪ Σ j = Ψ3(Σk) for {i, j, k} = {0, 1, 2}.
Proof. Firstly, we pick a point p far from all points ofΣ0 and, regarding p as an involution
of F , we consider the image Σ1 := Σ p0 of Σ0 under p. Since p ∈ Ψ3(Σ0), for any x ∈ Σ0
we have (px)3 = 1, that is 〈p, x〉 ∼= S3. Since Σ1 = Σ p = {x p|x ∈ Σ0} and {p, x, x p}
are the three involutions of 〈x, p〉, one easily obtains that Σ1 ⊆ Ψ3(p). Furthermore, for
any x, y ∈ Σ0 we have
xy p = x py = (x y p)y = (zp)y,
where z = x y ∈ Σ0. Hence xy p is of order 3, that is x and y p are mutually far. Therefore
Σ1 ⊆ Ψ3(Σ0). We now take a q ∈ Σ1 and set Σ2 = Σ q0 . If we replace p by q in the above
argument, we see that Σ2 ⊆ Ψ3(Σ0)∩Ψ3(q). On the other hand, q = x p for some x ∈ Σ0.
Hence
Σ2 = Σ q0 = Σ pxp0 = Σ xpx0 = Σ px0 = Σ x1 .
Thus, replacing Σ0 by Σ1 and p by x in the first part of this proof, we see that Σ2 is also
far from Σ1. Furthermore, p = px x = x px ∈ Σ2, that is, p stabilizes Σ2. It follows that
〈p, x〉 ∼= S3 acts faithfully on the triple {Σ0,Σ1,Σ2}. In particular, every x ∈ Σ0 permutes
Σ1 and Σ2. By replacing x ∈ Σ0 with y = x p ∈ Σ1 and Σ0 with Σ1, we also obtain that
every y ∈ Σ1 permutes Σ0 and Σ2. Similarly, every z ∈ Σ2 permutes Σ0 and Σ2.
Therefore, denoting by Ô and O the setwise stabilizer and, respectively, the elemen-
twise stabiliser of the triple {Σ0,Σ1,Σ2} in F , we have Ô/O ∼= S3. Moreover, F[Σ0],
which is generated by the involutions x ∈ Σ0, has index 3 in Ô , contains O as a subgroup
of index 2 and we have F[Σ0] = 〈O, x〉, for any x ∈ Σ0. Comparing [4, p. 170], one
can see that O ∼= Ω+8 (2) is the only possibility where the above properties are satisfied.
Namely, Σ0 is of type O+. 
Definition. A triple of AP-substructures Σ0, Σ1 and Σ2 as in Theorem 3.7 will be called
an O+-triple.
By Theorem 3.7, if an AP-substructure of type O+ belongs to an O+-triple, then that
triple is unique. It remains to show that such a triple exists, namely that the situation
described in Theorem 3.7 actually occurs.
Theorem 3.8. Every AP-substructure of O+-type is in a unique O+-triple.
Proof. With Σ0 of type O+, let O ∼= Ω+8 (2) be the commutator subgroup of Ω0 := F[Σ0]
and put Σ1 := Σ t0 and Ω1 := F[Σ1] = Ω t0, for t an element of order 3 of Out(O) =
NF (O)/O. Then Ω0 ∩ Ω1 = O, of index 2 in Ω0 and Ω1. For i = 0, 1, let xi ∈ Ωi\O.
Then x0x1, regarded as an element of Out(O), has order 3. However, the 120 involutions
representing the points ofΣi belong toΩi\O. So, we may assume that x0 and x1 are indeed
involutions and represent points ofΣ0 andΣ1 respectively. By the above, (x0x1)3 = 1. That
is, Σ1 ⊆ Ψ3(Σ0). 
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Corollary 3.9. The set of O+-triples is a partition of the set of AP-substructures of F of
O+-type. 
3.4. More on Sp8(2)-polar subgraphs
The results obtained in this section will be exploited to prove Theorem 3.17, but they
have some interest by themselves.
Given an Sp8(2)-polar subgraph Π of Φ, let P = P(Π ) be the Sp8(2)-polar space
embodied in it (Section 3.1). We recall that F[Π ] ∼= Sp8(2) acts as Aut(P) on P .
Lemma 3.10. For every symp S, either S ∩Π = ∅ or |S ∩Π | = 3. The lines of P are the
non-empty intersections of Π with symps of F and, for every point p ∈ Π , the function
sending every line L of P through p to the (unique) symp S such that L = S ∩Π , extends
to an isomorphism from ResP(p) to the dual of ResF (p).
Proof. Suppose S ∩Π = ∅. As no two points ofΠ are collinear in F , S ∩Π is a clique of
Π , hence it spans a singular subspace LS of P . By Lemma 3.4, for every point p ∈ S ∩Π
and every hyperplane H of P not containing p, S ∩ Π \H contains exactly two points,
forming a line of the affine polar space P\H . On the other hand, H ∩ LS is a hyperplane
in LS . By these remarks and some elementary combinatorics it follows that LS is a line.
Namely, S ∩Π = LS , a line of P . As F[Π ] acts flag-transitively on P , all lines of P arise
in that way. The very last claim of the lemma is a rephrasing of Corollary 3.6. 
Lemma 3.11. The group F[Π ] has three orbits U1,15, U1,1 and U3 on the set of points of
F exterior to Π , of size 2295, 34 425 and 32 640 respectively. Explicitly,
(1) p ∈ U1,15 if and only if p⊥ ∩ Π is a maximal singular subspace of P ,
(2) p ∈ U1,1 if and only if |p⊥ ∩ Π | = 1 and
(3) p ∈ U3 if and only if p ∈ Ψ3(Σ ) for some AP-substructure Σ of Π of type O+ (cf.
Theorem 3.7).
Furthermore, every line of F meeting Π in a point contains both a point of U1,15 and a
point of U1,1.
Proof. The above is stated in [9, Lemma 2.5], but for the explicit descriptions of U1,15,
U1,1 and U3. The description of U1,15 is obvious (compare the list of maximal subgroups
of Sp8(2) in [4]). Points as in (3) exist by Theorem 3.8. Clearly, they form an orbit of F[Π ]
and an easy counting argument shows that their number is indeed 32 640. None of those
points can be collinear with any point Π . Indeed, let p ∈ Ψ3(Σ ) for Σ = P\H with H of
O+-type, and suppose that p ⊥ q for some point q ∈ Π . Clearly, q ∈ H . Also, S∩Π ⊂ H
for every symp S on {p, q}. In view of Lemma 3.10, this forces H to contain the perp q∼
of q in P , a contradiction with the fact that H is non-singular.
The orbit U1,1 remains to be considered. Given a point p ∈ U1,15, let l be one of the
15 lines of F through p that meet Π non-trivially and q be the point of l\{p} not in Π .
Put X p := p⊥ ∩ Π , a maximal singular subspace of P . Clearly, X p contains the point
r = l ∩ Π and, as there are exactly seven symps of F on l and seven lines of P in X p
through r , those seven lines are the intersections of Π with those seven symps. As each of
those lines has two points different from r , their union covers X p . However, if q ∈ U1,15,
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then the same can be said for seven lines of Xq = q⊥ ∩Π through r . So, X p = Xq , which
cannot be. Therefore, q⊥ ∩ Π = {r} and q ∈ U1,1. 
Corollary 3.12. For every symp S meeting Π non-trivially, S ∩ Π is a hyperbolic line in
the Sp6(2)-polar space ResF (S).
Proof. For every maximal singular subspace X of P containing the line L = S ∩ Π , let
pX ∈ U1,15 be the point with p⊥X ∩ Π = X . Then pX belongs to S and pX is collinear
with all points of L. As there are 15 maximal subspaces of P on L, we get 15 points of S
collinear with all points of L. Hence L is a hyperbolic line of S. 
Proposition 3.13. The collinearity graph of F induces on U1,15 a graph isomorphic to the
collinearity graph of the dual of P .
Proof. For x , y ∈ U1,15, put Xx := x⊥ ∩ Π and X y := y⊥ ∩ Π . If |Xx ∩ X y| > 1,
then x and y are in a common symp, say S0. In particular, if Xx = X y then x = y, as
|x⊥ ∩ y⊥| ≥ 15. If Xx ∩ X y is a plane of P , then x⊥ ∩ y⊥ (⊂ S0) contains an anti-clique
of S0 of size 7. In this case, x ⊥ y.
Conversely, suppose that x ⊥ y. Given a line L of P contained in Xx , let S be the symp
on x containing L and let M be the line y⊥ ∩ S. By Corollary 3.12, L is a hyperbolic line
of S. Furthermore, it is contained in x⊥. Hence M⊥ meets L in at least one point, say u.
The symp S′ = 〈y, u〉 is one of the seven symps on the line xu. However, as u belongs to
seven lines of Xx , all symps on xu meet Π in a line of Xx . Hence L ′ = S′ ∩Π is a line of
Xx . On the other hand, L ′ is a hyperbolic line of S′, hence there is a line of S′ from y to a
point v ∈ L ′. By applying to the line yv the same argument used for xu, we get that L ′ is
also a line of X y . So, L meets a line of P contained in Xx ∩ X y . As L is an arbitrary line
of Xx , it follows that Xx ∩ X y is a plane. 
Proposition 3.14. Let {p, q, p0} be a line of F with p0 ∈ Π , p ∈ U1,15 and q ∈ U1,1.
Put X0 = p⊥ ∩Π and H0 := p∼0 , where ∼ stands for the collinearity relation of the polar
space P . Then
p ∈ Ψ42 (Π \X0) and q ∈ Ψ22 (X0\{p0}) ∩Ψ42 (H0\X0) ∩Ψ3(Π \H0).
Proof. Let K be the set-wise stabilizer of X0 in F[Π ]. By Proposition 3.13, K is also the
stabilizer of p in F[Π ]. As X0 is a maximal singular subspace of P , K acts transitively on
Π \X0. Therefore, p is in the same relation (namely, far, almost far or almost close) with
all points ofΠ \X0. As X0 is contained in several hyperplanes of O+-type,Π \X0 contains
a number of AP-substructures of type O+. Hence p /∈ Ψ3(Π \X0) (indeed, p /∈ U3).
Therefore, p is either almost close or almost far from Π \X0. However, if x is a point of
Π far from p0 (hence x /∈ X0), then x is far from one more point of {p, q, p0} and almost
far from the other one. By the above, x is almost far from p and far from q . Thus, we have
proved that Π \X0 ⊆ Ψ42 (p) and Π \H0 ⊆ Ψ3(q). Clearly, X0\{p0} ⊆ Ψ22 (q). It remains
to prove that H0\X0 ⊆ Ψ42 (q).
The stabilizer K (p0) of p0 in K is also the stabilizer of q in F[Π ]. It is transitive on
H0\X0. Hence q is in the same relation with all points of H0\X0. By an argument similar
to that applied to p and noticing that, since q /∈ U3, q ∈ Ψ3(Π \H0), one can see that q
cannot be far from H0\X0. Suppose that q is almost close to x ∈ H0 and put S := 〈x, q〉.
A.A. Ivanov, A. Pasini / European Journal of Combinatorics 24 (2003) 685–707 697
By Corollary 3.12, L = S ∩ Π is a hyperbolic line of S. So, q⊥ ∩ L = ∅. Therefore,
p0 ∈ L. So, S contains p and, since p is almost far from all points of Π \X0, we obtain
x ∈ X0. 
Proposition 3.15. Let p ∈ U3. Then Π ⊆ Ψ3(p) ∪Ψ42 (p), the set Hp := Π ∩Ψ42 (p) is a
hyperplane of P of type O+, and Σp := Π \Hp is the unique AP-substructure of Π that is
far from p.
Proof. By the assumption, p ∈ Ψ3(Σ ) for an AP-substructure Σ = Π \H , with H an
O+-hyperplane of P . Also, p⊥ ∩ Π = ∅. As H is not singular, for every point x ∈ H
there are lines of P that are not contained in H . Given such a line L, let S be the symp
containing it. As the points of L\{x} are far from p, p⊥∩S = ∅, hence S contains a unique
point y ∈ Ψ22 (p). By Corollary 3.12, L is a hyperbolic line of S. Hence y⊥ ∩ L = ∅ and,
since L\{x} ⊂ Ψ3(p), L ∩ y⊥ = {x}. If y = x , then x ∈ Ψ42 (p) and we are done.
Suppose x = y. Then 〈x, p〉 is a symp. It also contains a line M of P through x and, by
Corollary 3.12, p⊥ ∩ M = ∅. Therefore p⊥ ∩ Π = ∅, contrary to the assumption that
p ∈ U3. 
The next corollary immediately follows from Propositions 3.14 and 3.15:
Corollary 3.16. Ψ22 (Σ ) = ∅ for any classical AP-substructure Σ .
3.5. Points almost far from an AP-substructure of non-singular type
Theorem 3.17. LetΣ be an AP-substructure of non-singular type. IfΣ is of type O−, then
Ψ42 (Σ ) = ∅. If Σ is of type O+, then |Ψ42 (Σ )| = 270 and the collinearity relation induces
on Ψ42 (Σ ) a graph isomorphic to the collinearity graph of the dual of the Ω+8 (2)-polar
space.
Proof. By the assumptions, Σ = Π \H for an Sp8(2)-polar subgraph Π and a suitable
non-singular hyperplane H of P = P(Π ).
Assume there exists a point p ∈ Ψ42 (Σ ). Then p /∈ U3, as in the proof of Theorem 3.7.
Therefore, p ∈ U1,15 ∪ U1,1. We shall firstly prove that Σ cannot be of type O−. Suppose
p ∈ U1,1, to fix ideas. (The argument we will use for this case works for the case of
p ∈ U1,15 as well.) Let q be the unique point of U1,15 collinear with p, put X0 := q⊥ ∩Π ,
l := pq and let S(l) be the set of symps on the line l. For every S ∈ S(l), p is either
collinear of almost close from the points of S ∩Π . So, S ∩Σ = ∅. However, {S ∩Π }S∈S(l)
is just the set of lines of X0 through p0 = l ∩ X0. Therefore, X0 ∩Σ = ∅, namely X0 ⊂ H .
This forces H to be of O+-type. Proposition 3.14 now implies that Ψ42 (Σ ) consists of the
points of U1,15 corresponding to the maximal singular subspaces of H . The conclusion
follows from Proposition 3.13. 
Remark. It is not difficult to describe the sets Ψ42 (Σ ) and Ψ3(Σ ) in the classical singular
case, too. We give that description here for the sake of completeness, but avoiding proofs,
as we will not make any use of it in the sequel.
Let Σ be a classical AP-substructure of singular type, namely Σ = Π \p∼ for an
Sp8(2)-polar subgraph Π and a point p ∈ Π . One can prove that Ψ3(Σ ) ∪Ψ42 (Σ ) = p⊥.
In particular, Ψ42 (Σ ) contains exactly 135 points and meets each of the 135 lines of F
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through p in a point different from p, whereas Ψ3(Σ ) contains p and the remaining 135
points of p⊥.
4. Bounds for the diameter of E when E is of type O− or O+
We shall prove Theorem 2 in this section. After a few preliminary lemmas (Section 4.1),
we shall split the proof in two parts. We firstly consider the O−-case in Section 4.2. The
O+-case will be discussed in Section 4.3.
Before turning to the proof of Theorem 2, we prove the following corollary of that
theorem.
Corollary 4.1. Suppose that E satisfies the conditions (c1) and (c2) of the Introduction.
If E is of type O− then it is simply connected. If E is of type O+ and the µ-subgraphs of Γ
are connected, then E is simply connected.
Proof. Let f : E˜ → E be the universal covering of E and let a˜, b˜ be two points in the same
fibre of f .
Suppose firstly that E is of O−-type. By Theorem 2, the collinearity graph Γ˜ of E˜
has diameter δ(Γ˜ ) ≤ 3. So, if a˜ = b˜, then a˜ and b˜ have distance 3. However, f maps
every 3-path from a˜ to b˜ onto a triangle of Γ and the triangles of Γ , being contained in
elements of E , cannot lift through f to open paths of Γ . Hence a˜ = b˜. Namely, f is an
isomorphism.
Suppose now that E is of type O+ and that the µ-subgraphs ofΓ are connected. Suppose
that a˜ = b˜. By an argument similar to that applied in the O−-case we see that a˜ and b˜
have distance at least 4. Hence their distance is 4, since δ(Γ˜ ) ≤ 4 by Theorem 2. Let
α˜ = (a˜, x˜, c˜, y˜, b˜) be a path from a˜ to b˜. The points a = f (a˜) = f (b˜) and c = f (c˜) have
distance 2 in Γ and, by the assumption, the µ-subgraph Γ (a) ∩ Γ (c) is connected. Hence
the path f (α˜) splits in triangles. Therefore, a˜ = b˜. 
Corollary 4.2. The geometries E(E6(2) : 2) and E(3 · 2 E6(2) : 2) are simply connected.
Proof. Trivial, by Corollary 4.1 and since the µ-subgraphs of E(3 · 2 E6(2) : 2) are
connected (see [9]). 
Remark. (1) We have δ(Γ ) = 3 when E is E(E6(2) : 2) and δ(Γ ) = 4 when
E = E(3 · 2 E6(2) : 2). Thus, the bound obtained for δ(Γ ) in the considered cases is
as sharp as possible.
(2) The proof we will give for the O+-case of Theorem 2 could be repeated with only
minor changes for the singular case as well, except for one crucial step in the proof
of a lemma (Lemma 4.9, discussion of case (3)). Regretfully, we have not been able
to overcome that difficulty.
4.1. Preliminaries
Let Γ (a) ∩ Γ (b) be a µ-subgraph of Γ type D8. By (c1), Γ (a) ∩ Γ (b) is connected. It
can be described as follows (see [10, Chapter 6] and [9]). The set Ω := ιa(Γ (a) ∩ Γ (b))
contains 144 points of the building ResE (a), contributed by 72 lines of ResE (a) passing
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through a given point e ∈ ResE (a)\Ω and forming the complement of a hyperplane H
of the dual polar space ResE (a, e), isomorphic to the G2(2)-generalized hexagon. We call
e the a-pole of Γ (a) ∩ Γ (b). The following is proved in [10, Lemma 6.7] (see also [9,
Lemma 3.2]):
Lemma 4.3. Let e be the a-pole of a µ-subgraph Γ (a) ∩ Γ (b) of type D8. A point
x ∈ Γ (a) is adjacent in Γ to some points of Γ (a) ∩ Γ (b) if and only if the point {a, x} of
ResE (a) is not far from e. 
We say that a path α = (a0, a1, . . . , an) with n ≥ 2 is an n-path if ai−1 and ai+1 have
distance 2 for all i = 1, 2, . . . , n − 1. For (k1, k2, . . . , kn−1) ∈ {6, 8}n−1, we say that the
n-path α is of type (Dk1 , Dk2 , . . . , Dkn−1 ) if the µ-subgraph Γ (ai−1) ∩ Γ (ai+1) is of type
Dki for i = 1, 2, . . . , n − 1.
Lemma 4.4. If two points of Γ are joined by a 4-path of type (D8, D j , D8), then their
distance in Γ is at most 3.
Proof. Given a 4-path (a, x, c, y, b) of type (D8, D j , D8), let ea , eb be the c-poles
of Γ (a) ∩ Γ (c) and Γ (c) ∩ Γ (b) respectively and put Ωa := ιc(Γ (a) ∩ Γ (c)) and
Ωb := ιc(Γ (c) ∩ Γ (b)). As every line of ResE (c) contains at most two points that are
far from a given point, either at least 72 points of Ωa are non-far from eb, or ea is almost
far from eb and Ωa ⊆ Ψ3(eb).
In the first case, Lemma 4.3 forces at least 72 vertices of Γ (a) ∩ Γ (c) to be adjacent
with some vertices of Γ (c) ∩ Γ (b), hence a has distance at most 3 from b. Suppose that
ea is almost far from eb and Ωa ⊆ Ψ3(eb). Then ea is collinear with at least 144 points far
from eb. However, this cannot be, as |e⊥a ∩Ψ3(eb)| = 27 = 128 (see Fig. 2 of [10]). 
4.2. The O−-case
Henceforth we assume that E is of O−-type. The adjacency relation ofΓ will be denoted
by ∼.
Lemma 4.5. Let α = (a, b, c, d) be a 3-path of type (D6, D6). Then either the point a has
distance at most 2 from d, or we can replace α with a 3-path (a, b, c′, d) of type (D8, D6).
Proof. Let α = (a, b, c, d) be of type (Di , D6) and let Ξ be a connected component
of Γ (b) ∩ Γ (d). In ResE (b) we consider the point p := {b, a} and the AP-substructure
Σ := ιb(Ξ ). By Theorem 3.7, p cannot be far from all points of Σ . If p is collinear or
almost close to a point q of Σ then, denoted by c′ the vertex of Γ such that q = {b, c′},
we have a ∼ c′ and, as c′ ∼ d , the points a and d have distance at most 2. Otherwise, p is
almost far for some point q ∈ Σ . In this case, taken c′ so that q = {b, c′}, the path (a, b, c′)
has type D8 (by (c1)) whereas (b, c′, d), being contained in Ξ , has still type D6. 
Lemma 4.6. If two points of Γ are joined by a 4-path of type (D6, D j , D8), then their
distance in Γ is at most 3.
Proof. Given a 4-path (a, x, c, y, b) of type (D6, D j , D8), let e be the c-pole of Γ (c) ∩
Γ (b) and Σ := ιc(Ξ ) for a connected component Ξ of Γ (c) ∩ Γ (a). By Theorem 3.7,
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e /∈ Ψ3(Σ ). Hence, by Lemma 4.3, at least one vertex of Ξ is adjacent to some vertices of
Σ and, therefore, a and b have distance at most 3. 
Lemma 4.7. Two vertices of Γ at distance 4 can only be joined by a 4-path of type
(D6, D8, D6).
Proof. Suppose a, b are vertices at distance 4 and let α = (a, x, y, z, b) be a 4-path from
a to b and (Di , D j , Dk) its type. In view of Lemmas 4.4 and 4.6, and possibly permuting
a and b, we may assume that (i, j, k) = (6, 6, 6) or (6, 8, 6). Suppose (i, j, k) = (6, 6, 6).
Then we can apply Lemma 4.5 to replace (x, y, z, b) with a path of type (D6, D8), thus
replacing α with a path of type (Di , D6, D8). (Note that, when doing that, we replace y
with another vertex y ′ and the resulting 2-path (a, x, y ′) might turn out to be of type D8.)
However, Lemma 4.4 when i = 8 and Lemma 4.6 when i = 6 now force a and b to have
distance 3. Therefore, (i, j, k) = (6, 8, 6) is the only possibility. 
End of the proof in the O−-case
By contradiction, suppose that δ(Γ ) ≥ 4, let a, b be vertices of Γ at distance 4 and
pick a vertex c at distance 2 from both a and b. Given connected components Ξa and Ξb
of Γ (c) ∩ Γ (a) and Γ (c) ∩ Γ (b) respectively, put Σa := ιc(Ξa) and Σb := ιc(Ξb). By
Lemma 4.7, the path (a, x, c, y, b) is of type (D6, D8, D6) for every x ∈ Ξa and every
y ∈ Ξb. This means that Σa ⊆ Ψ42 (Σb), impossible by Theorem 3.17. 
4.3. The O+-case
In this subsection E is assumed to be of O+-type.
Lemma 4.8. If two vertices a, b of Γ are joined by a 4-path (a, x, c, y, b) of type
(D6, D6, D8), then either a and b have distance at most 3 or there exists a vertex
y ′ ∈ Γ (c) ∩ Γ (b) such that (a, x, c, y ′, b) is a 4-path of type (D6, D8, D8); furthermore,
the vertex y ′ can be chosen in such a way that {c, y} and {c, y ′} are the two points of a line
of ResE (c) through the c-pole of Γ (c) ∩ Γ (b).
Proof. Let e be the c-pole of Γ (c) ∩ Γ (b) and Σ := ιc(Ξ ) for Ξ a connected component
of Γ (a) ∩ Γ (c) containing x . If e /∈ Ψ3(Σ ), then Lemma 4.3 forces some vertices of Ξ to
be adjacent to some vertices of Γ (c) ∩ Γ (b), hence a and b have distance at most 3.
Suppose e ∈ Ψ3(Σ ) and let Ω := ιc(Γ (c) ∩ Γ (b)). As remarked at the beginning of
Section 4.1,Ω∪{e} is the join of 72 lines of ResE (c) through e and e /∈ Ω . Let l = {e, p, q}
be the line through e that contains the point p := {c, y} and put s := {c, x}. Since e is far
from s and the points of ResE (c) non-far from s form a hyperplane in ResE (c), s is almost
far from a point of l. As the 2-path (x, c, y) is of type D6, s is far from p. So, s is almost
far from q . If y ′ is the vertex of Γ such that q = {c, y ′}, the path (a, x, c, y ′, b) is of type
(D6, D8, D8). 
Lemma 4.9. Two vertices of Γ at distance 5 can only be joined by paths of type
(D6, D8, D8, D6) or (D6, D6, D6, D6).
Proof. Let a, b be vertices of Γ at distance 5 and α = (a, x, y, c, z, b) a 5-path from
a to b. Let (Di , D j , Dk , Dh) be its type. In view of Lemma 4.4, neither i = k = 8 nor
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j = h = 8 are possible. Thus, modulo replacing α with its inverse, the following are the
cases to consider:
(1) (i, j, k, h) = (6, 6, 6, 6),
(2) (i, j, k, h) = (6, 8, 8, 6),
(3) (i, j, k, h) = (6, 6, 8, 8),
(4) (i, j, k, h) = (6, 6, 6, 8),
(5) (i, j, k, h) = (6, 6, 8, 6),
(6) (i, j, k, h) = (8, 6, 6, 8).
We shall prove that cases (3)–(6) are impossible. In case (6) we can apply Lemma 4.8
to the subpath (x, y, c, z, b) of α, thus obtaining a path (a, x, y, c, z′, b) of type
(D8, D6, D8, D8). By Lemma 4.4 applied to (a, x, y, c, z′), the points a and z′ have dis-
tance at most 3. Hence a and b have distance at most 4, contrary to our assumptions.
In case (5) we apply Lemma 4.8 to the subpath (a, x, y, c, z), thus obtaining a path
(a, x, y, c′, z, b) of type (D6, D8, D8, Di ). We have i = 6, by Lemma 4.4 applied to
(x, y, c′, z, b). So, {z, b} is far from {z, c′} in ResE (z). However, {z, b} is also far from
{z, c} (as the 2-path (c, z, b) is of type D6 by assumption) and far from the z-pole e of
Γ (z) ∩ Γ (y) by Lemma 4.3. Also, according to Lemma 4.8, the vertex c′ can be chosen in
such a way that the quadruple l = {z, c, c′, e} is a plane of E . Hence, regarding l as a line
of ResE (z), {z, b} is almost far from a point of l. We have reached a contradiction. Case (5)
is ruled out.
Case (4) can be reduced to case (3) by applying Lemma 4.8 to the subpath (x, y, c, z, b).
Case (3) remains to examine. Denoting by e the y-pole of Γ (y) ∩ Γ (z), let l be the line
of ResE (y) through e and {y, c}. Let Ξ be the connected component of Γ (a) ∩ Γ (y)
containing x and Σ := i y(Ξ ). By Theorem 3.7, at most one point of l belongs to Ψ3(Σ ).
That point must be e, otherwise Lemma 4.3 forces x and z to have distance less than 3.
Therefore, we can pick x ′ ∈ Ξ in such a way that {y, x ′} and {y, c} are almost far. Thus,
the path (a, x ′, y, c, z, b) has type (D6, D8, D8, D8). Consequently, a and b have distance
at most 4, by Lemma 4.4. 
Lemma 4.10. Two vertices of Γ at distance 5 can always be joined by a path of type
(D6, D8, D8, D6).
Proof. Given a, b at distance 5 in Γ and a 5-path α = (a, x, y, c, z, b), Lemma 4.9 forces
the type of α to be either (D6, D8, D8, D6) or (D6, D6, D6, D6). Assume the latter and
put Σ := ιc(Ξ ) and Σx := ιc(Ξx ), for Ξ a connected component of Γ (c) ∩ Γ (b) and Ξx
a connected component of Γ (x) ∩ Γ (c). Clearly, Σ ∩ Σx = ∅ (otherwise a and b have
distance less than 5).
If Σx  Ψ3(Σ ), then some points of Σ are non-far from some points of Σx and we
can replace α with a path β of type (Di , D6, D8, D6), as in the proof of Lemma 4.8.
By Lemma 4.4, i = 8 (otherwise a and b are forced to have distance less than 5). So,
i = 6 and, by applying Lemma 4.8 to the subpath of β of type (D6, D6, D8), we can
replace β with a path γ of type (D6, D8, D8, D j ). We have j = 6, otherwise Lemma 4.4
applied to the (D8, D8, D8)-subpath of γ would force a and b to have distance less than 5.
In this case, we are done.
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Suppose Σx ⊆ Ψ3(Σ ). By Theorem 3.7, Σx is a member of the O+-triple {Σ0,Σ1,Σ2}
of ResE (c) containing Σ . We may assume that Σ = Σ0 and Σx = Σ1. Denoting by Θ
the connected component of Γ (a) ∩ Γ (y) containing x , let t be any of the 119 vertices of
Θ\{x}. If the path (t, y, c) is of type D8, then we can replace α with β = (a, t, y, c, z, b),
which is of type (D6, D8, D6, D6). By Lemma 4.8 on (b, z, c, y, t) we can in turn replace
β with a path of type (Di , D8, D8, D6). As above, if i = 8 the points a, b cannot be at
distance 5. In this case too, we are done.
Finally, suppose that (t, y, c) is of type D6 for every t ∈ Θ . If Σt /∈ {Σ1,Σ2} for some
t ∈ Θ then we are in the same situation as when Σx  Ψ3(Σ ) and we are done. So,
we may assume that Σt ∈ {Σ1,Σ2} for all t ∈ Θ . However, y ∈ Σt for any such t . So,
Σt = Σx = Σ1 for all t ∈ Θ . We now consider this situation as it looks in ResE (y). The
set X of vertices r ∈ Γ (y) with {c, r} ∈ Σ1 has size 63, the point p = i y(c) is far from
i y(Θ) but almost close to all points of X , which in turn are almost close to all points of the
AP-substructure i y(Θ). However, this is a contradiction to Corollary 3.16. 
End of the proof of Theorem 2
Suppose that δ(Γ ) ≥ 5, let a, b be vertices of Γ at distance 5 and α = (a, x, c, y, z, b)
be a 5-path from a to b of type (D6, D8, D8, D6), which exists by Lemma 4.10. Given a
component Ξ of Γ (a) ∩ Γ (c), put Σ := ιc(Ξ ).
Suppose that Ω := ιc(Γ (c) ∩ Γ (z)) is contained in Ψ42 (Σ ). By Theorem 3.17, Ω is
a subgraph of the collinearity graph of the dual of the Ω+8 (2)-polar space. However, the
latter contains no triangles whereas Ω contains many of them. So, this case is impossible.
Therefore Ω  Ψ42 (Σ ), namely at least one point {c, y ′} ∈ Ω is far from a point {c, x ′}
of Σ . We can replace α with β = (a, x ′, c, y ′, z, b), which has type (D6, D6, D8, Di ).
Lemma 4.9 now forces a, b to have distance less than 5. 
5. The singular case
In this section we prove Theorem 3. Thus, assuming that E is a c · F4(2)-geometry
of singular type and G is a flag-transitive automorphism group of E , we show that
E ∼= E(226 : F4(2)) and G ∼= 226 : F4(2). The proof will be achieved in a series of
lemmas. Firstly notice that E satisfies the conditions (c1) and (c2) of Section 1 (because of
the flag-transitivity) and recall the following result proved in [9, Lemma 3.7(iii)]:
Lemma 5.1. If Ξ is a connected component of a µ-subgraph Γ (a) ∩ Γ (b) of Γ of type
D6, then the AP-substructure Σ = ιa(Ξ ) is classical. 
Lemma 5.2. All µ-subgraphs of Γ are connected.
Proof. In view of (c1), we only need to prove the connectedness of µ-subgraphs of type
D6. By contradiction, suppose that Γ admits a disconnected µ-subgraph Γ (a) ∩ Γ (b)
of type D6. The stabilizer G(a, b) of a and b in Aut(E) is transitive on Γ (a) ∩ Γ (b).
Put Σ := ιa(Γ (a) ∩ Γ (b)) and regard it as an induced subgraph of the graph ∆ with
ResE (a) as the set of vertices and ‘being collinear or almost close’ as the adjacency
relation. Let A be the group induced by G(a, b) on Σ . Also, if Ξ1,Ξ2, . . . ,Ξn are the
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connected components of Γ (a) ∩ Γ (b), let Ai be the group induced on Σi := ιa(Ξi )
by the stabilizer of Ξi in G(a, b). By Lemma 5.1, all AP-structures Σ1,Σ2, . . . ,Σn are
classical and Ai ∼= 21+6 : Sp6(2) for i = 1, 2, . . . , n. Furthermore, by [9, Lemma 3.8(iii)],
either A = F[Π ] ∼= Sp8(2) for an Sp8(2)-polar subgraph Π or A = F(p) for a point
p of ResE (a). However, Σ1, Σ2, . . . ,Σn are the images of Σ1 under A and, as they are
ιa-projections of the connected components of Γ (a) ∩ Γ (b), they form a partition Σ in n
connected components. As A is transitive on Σ , n is equal to the index of Ai in A.
Suppose first that A = Sp8(2). Then n = 255 and |Σ | = 32 640. So, Σ can only be the
subgraph of ∆ induced on the orbit U3 of Lemma 3.11. The orbit U3 contains subgraphs
isomorphic to the AP-substructure of type O+ and stabilized by Ω+8 (2) < Sp8(2) (cf.
Theorem 3.8). However, no AP-substructure of O+-type is a subgeometry of an AP-
substructure of singular type. Therefore, A = F(p) is the only possibility. Hence n = 28
and |Σ | = 215. Accordingly, Σ is the graph induced by ∆ on Ψ3(p) and Σi is an orbit M
as in Lemma 2.5(6). However M is not a connected component ofΨ3(p). We have reached
a final contradiction. 
In view of (c1), the following convention (borrowed from [9]) is consistent: given two
points x , y of E at distance 2, we write y ∈ Γ 32 (x) or y ∈ Γ 42 (x) according to whether
Γ (x) ∩ Γ (y) is of type D6 or D8.
Let y ∈ Γ 32 (x). By Lemma 5.2, the ιx -imageΣ = ιx(Γ (x)∩Γ (y)) in Γ (x) is a classical
AP-substructure of ResE (x). So, denoted by C the set-wise stabilizer of Γ (x) ∩ Γ (y) in
the permutation group G(x, y)Γ (x) induced by G(x, y) on Γ (x), C ∼= Aut(Σ ) ∼= 21+6 :
Sp6(2). This isomorphism implies the following (see [9, proof of Lemma 3.5]):
Lemma 5.3. If z ∈ Γ 32 (x) is such that Γ (x) ∩ Γ (z) = Γ (x) ∩ Γ (y), then z = y. 
The above in its turn implies the next (cf. [9, Lemma 3.7(iii) and remarks before
Lemma 3.6]):
Lemma 5.4. G(x) acts faithfully on Γ (x), i.e. G(x) = F ∼= F4(2). 
In view of this, we take the liberty of identifying Γ (x) and the point-set of F , thus
getting rid of the ‘embedding’ ιx : Γ (x) → ResE (x). Accordingly, we may assume that
G(x, y) ≤ G(x, p) = F(p) for a given point p ∈ Γ (x) and that Γ (x) ∩ Γ (y) and the
orbit M of Lemma 2.5(6) are the same thing. So, y is the unique vertex of Γ 32 (x) such that
Γ (x) ∩ Γ (y) = M (see Lemma 5.3).
Let q ∈ M , K1 = F(p) ∩ F(q) ∼= Sp6(2) (a Levi complement in G(x) ∼= F4(2))
and r be the second vertex in M fixed by K1 (see Remark at the end of Section 2.3). Let
S ∼= Sp8(2) be such that its orbit Θ of length 255 on Ψ contains p and M (notice that
S is uniquely determined). Notice also that NF (K1) = NS (K1) ∼= S3 × Sp6(2). Then
M(p) := M = Θ ∩ Ψ3(p), we can define M(q) and M(r) similarly and let u and v be
the vertices in Γ 32 (x) having M(q) and M(r) as µ-subgraphs. Then y, u, v are fixed by K1
and we have the following.
Lemma 5.5. The following assertions hold:
(1) the subgroup K1 is a Levi complement in G(p);
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(2) an element t ∈ G{x, p}\G(x, p) can be chosen to normalize (and even centra-
lize) K1;
(3) the connected componentΛ containing x in the subgraph of Γ induced by the vertices
fixed by K1 is the 3-dimensional cube and the stabilizer X of Λ in NG (K1) is
23 : S3 × Sp6(2);
(4) the element t in (2) can be chosen to be an involution.
Proof. Since K1 fixes (at least) three vertices, namely, x , u and v, adjacent to p, (1) fol-
lows from Lemma 2.5(5). Thus G{x, p} preserves the classes of Sp6(2)-complements of
G(x, p) = F(p) and (2) follows (since Sp6(2) is complete, normalization implies central-
ization). By (2), X acts vertex-transitively on Λ and by the paragraph before the lemma we
have Λ(x) = {p.q, r}, Λ2(x) = {u, v, y} and NG(x)(K1) ∼= S3 × Sp6(2) induces the full
symmetric group of both Λ(x) and Λ2(x). By noticing that any two vertices at distance 2
in Λ have exactly two common neighbours, we easily identify Λ with the 3-dimensional
cube and the action of X on Λ with the full automorphism group 23 : S3 of the cube.
If we choose t ∈ X ∩ CG (K1), we obtain (4), since CG (K1) ∩ X also induces the full
automorphism group of Λ. 
Lemma 5.6. The element t in Lemma 5.5(4) commutes with G(x, p), so that G{x, p} ∼=
2 × 21+6+8 : Sp6(2), in particular the centre of G{x, p} is elementary Abelian of order 4.
Proof. Suppose to the contrary that t induces a non-trivial automorphism of F(p) =
G(x, p) and consider the semi-direct product R of F(p) and 〈t〉 with respect to the natural
action. Further consider the action of R on the cosets of K1. This would give an extension
of the action of F(p) on Ψ3(p) by an automorphism of order 2 commuting with K1. It is
clear that t acts trivially on C(p), Z(p)/C(p) and Q(p)/Z(p) since each is an absolutely
irreducible K1-module. Next it is easy to check that t must act trivially on Z(p), since it
centralizes a complement. Now t fixes the orbit M of Z(p) on Ψ3(p) point-wise and each
other orbit (they are indexed by the elements of Q(p)/Z(p)) as a whole. Since there are
matchings connecting some pairs of the orbits (see Lemma 2.5(6)), and the corresponding
graph on the orbits is connected, t acts trivially on the cosets of Z(p) in Q(p), hence the
result. 
Let t0(p), t1(p), t2(p) be the non-identity elements of the centre of G(x, p). Here t0(p)
is the non-trivial element of C(p) (cf. Lemma 2.5(8)),
ti (p) = t3−i (p)t0(p) for i = 1, 2
and t in Lemma 5.6 is either t1(p) or t2(p). For any point q ofF define ti (q) = f −1ti (p) f ,
where f ∈ F maps p onto q . By Lemma 5.6, ti (q) is well defined. Let ψi : p → ti (p) be
a mapping of the point set of F into G, i = 0, 1, 2.
Lemma 5.7. ψi defines a representation of F for i = 0, 1, 2.
Proof. For i = 0 the claim is by Lemma 2.5(8). For i = 1 or 2 all we need is to check the
line-relations. Let l = {p, q, r} be a line in F , we need to check that si := ti (p)ti (q)ti (r)
is the identity element in G.
We claim that for every α ∈ l the element ti (α) induces an even permutation on the
extended line E := {x, p, q, r}. First assume the claim is true. Then si acts trivially on E ,
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hence it is contained in the stabilizer L of l in F = G(x) and furthermore it is in the centre
of L by the choice of ti (α) (it commutes with G(x, α) and it is uniquely specified by the
edge {x, α}). By Lemma 2.5(7) the centre of L is trivial and hence si = 1 as desired.
Now it remains to prove the claim. Consider a plane π = {p1, . . . , p7} in F (contain-
ing l), let π = {x} ∪ π be the extended plane. Let D be the action induced on π by its
stabilizer in G. Then D ∼= 23 : L3(2) and the image of ti (p1) in D must commute with
D(x, p1) ∼= S4. This shows that the image of ti (p1) belongs to the translation subgroup of
D, hence ti (p1) acts on π fixed-point freely, which gives the claim. 
Lemma 5.8. For exactly one i ∈ {1, 2} the representation ψi is such that the images of the
points incident to a symp S generate an elementary Abelian group of order 26.
Proof. Notice first that in any non-trivial F-admissible representation of F the images
of the points in a symp generate an elementary Abelian 2-group of order 26 or 27.
Furthermore it is easy to check (cf. Lemma 5.10 below) that with respect to ψ0 the
images generate a group of order 27 which is the centre of O2(F[S]) (in fact, it is the
image of Z(p) under an outer automorphism of F4(2)). The extension S of the symp
S is a complete graph on 64 vertices. The stabilizer of S in G induces on S the group
26 : Sp6(2). Therefore Y := 〈ψ0(p), ψ1(p), ψ2(p)〉p∈S is elementary Abelian of order
213. Furthermore, R = F[S]/O2(F[S]) ∼= Sp6(2) acting on Y centralizes a unique non-
identity element (which generates the centre of F[S]) and has two non-trivial chief factors
each isomorphic to the 6-dimensional symplectic module. Hence Y/Z(F[S]), as a module
for R, contains exactly three irreducible 6-dimensional submodules. It is easy to see that
the preimages of two are indecomposable (orthogonal modules) while exactly one is the
direct sum of 1- and 6-dimensional modules. Hence the result follows. 
Notice that if E = E(226 : F4(2)) and G = 226 : F4(2) then the image of ψ0 generates a
complement to O2(G) in G. If i is as in Lemma 5.8 then the image of ψi generates O2(G)
and that of ψ3−i generates the whole G (which is also a representation group of F ).
To complete the job we need the following preliminary lemma.
Lemma 5.9. Let (P, χ) be the Sp6(2)-admissible 8-dimensional representation of the
dual polar space D of Sp6(2) in the spin module and Ω be the collinearity graph of D
(of valency 14 in 135 vertices). Then
(1) χ is the only Sp6(2)-admissible representation ofD in which the images of the (dual)
points in a quad generate an elementary Abelian group of order 24;
(2) if ω ∈ Ω then the points at distance 1 from ω generate a group X of order 24, while
modulo X the points at distance 2 from ω generate a group of order 23.
Proof. Given an Sp6(2)-admissible representation ρ : D → R as in (1), let A fρ(D) be
the (right) affine extension of D by ρ, namely the rank 4 geometry with the elements of
the group R as 1-elements and the (right) cosets of the subgroups 〈ρ(Y )〉 of R as elements
of type 2, 3 and 4, for Y respectively a point, a line or a quad of D. Then A fρ(D) is
an extended near hexagon as considered by [6]. The assumption that for a quad Q the
subgroup 〈ρ(Q)〉 is elementary Abelian of order 24 implies hypothesis (∗) of [6]. Thus,
[6, Theorem 1.3] can be applied to A fρ(D) and the equality ρ = χ follows. In its turn,
claim (2) follows from (1). 
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Lemma 5.10. Let (R, ϕ) be an F-admissible representation of F such that the images
under ϕ of the points in a symp generate a group of order 26. Then R is the irreducible
26-dimensional F4(2)-module.
Proof. Since E(226 : F4(2)) is a c·F4(2)-geometry, we see that the 26-dimensional module
satisfies the hypothesis of the lemma. Thus it is sufficient to show that R is of order at
most 226.
For a subset Λ of the point-set of F put RΛ := 〈ϕ(q)〉q∈Λ. Let p be a point of F and
S be a symp containing p. By the hypothesis of the lemma {ϕ(q)}q∈S together with the
identity is the element-set of the group RS, hence it is closed under multiplication.
Consider an Sp8(2)-polar subgraph Π , put D := F[Π ] ∼= Sp8(2), P := P(Π ) and
assume that p ∈ Π . 
Claim A. The restriction of ϕ to Π defines a representation of P .
We need to check the line-relations. Let l = {p, a, b} be a line of P (so that a, b ∈
Ψ22 (p)). Then l is the intersection ofΠ with a symp and we can assume that this symp is S.
By the above paragraph ϕ(p)ϕ(a) = ϕ(c) for some c ∈ S. On the other hand, D contains
the stabilizer F([S], p, a) of p and a in F[S]. Hence b is the only point in S\{p, a} fixed
by F([S], p, a). Therefore c = b, as claimed.
By Claim A and [8, 3.5.1 and 3.5.5] we immediately obtain the following:
Claim B. The group RΠ  is elementary Abelian of order at most 29.
In order to finish the proof of Lemma 5.10 we only need to prove the following
Claim C. |R| ≤ 226.
We shall prove Claim C in a few steps. We firstly state the following definitions:
R1 = R{p},
R2 = R{p} ∪Ψ1(p),
R3 = R{p} ∪Ψ1(p) ∪Ψ22 (p),
R4 = R{p} ∪Ψ1(p) ∪Ψ22 (p) ∪Ψ3(p).
Step 1. [R4, ϕ(p)] = 1.
This follows from Claim B, noticing that, if q ∈ Ψ3(p), then p and q are contained in a
common Sp8(2)-polar subgraph of F .
Step 2. R4 = R.
This is immediate from the fact that every line intersecting Ψ3(p) intersects Ψ3(p) in
two points and the third point is in Ψ42 (p). The next step is obvious.
Step 3. |R1| = 2.
Step 4. |R2/R1| ≤ 28.
This follows from Lemma 5.9(1), since RS ∩Ψ1(p)/R1 is of order 24.
Step 5. |R3/R2| ≤ 27.
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Since both RSR2/R2 and RS ∩Π R2/R2 are of order 2, the equality R3 = R2 RΠ ∩
Ψ22 (p) holds, while by Claim B, RΠ ∩Ψ22 (p)R1/R1 is of order at most 27.
Step 6. |R4/R3| ≤ 210.
By Claim B, RΠ R3/R3 has order (at most) 2. On the other hand Π ∩ Ψ3(p) is a Z(p)-
orbit. Hence R4/R3 is generated by 28 involutions corresponding to the Z(p)-orbits on
Ψ3(p). Let ∆ be the graph on these orbits in which two orbits are adjacent if they contain
collinear points. Then ∆ is of valency 135 (cf. Lemma 2.5(6)) and it is the Cayley graph
associated with the representation of the Sp6(2)-dual polar space in the spin module. Then
the result follows from Step 4 and the fact that the ∆-vertices equal to or adjacent to a
given vertex form a hyperplane with connected complement.
The bound |R| ≤ 226 immediately follows from the above. 
Proof of Theorem 3
By Lemmas 5.8 and 5.10. 
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