Abstract-Subspace codes are collections of subspaces of a certain ambient vector space over a finite field. Koetter and Kschischang introduced subspace codes in order to correct errors and erasures in noncoherent (random) linear network coding. They have also studied a remarkable family of subspace codes obtained by evaluating certain linearized polynomials. The Koetter-Kschischang subspace codes are widely regarded as the counterpart of Reed-Solomon codes in the domain of network error-correction. Koetter and Kschischang have furthermore devised an algebraic decoding algorithm for these codes, analogous to the BerlekampWelch decoding algorithm for Reed-Solomon codes.
In multicast linear network coding [1] , [10] , the source node injects into the network a set of packets , all of the same length (number of symbols). These packets can be regarded as vectors of length over a finite field . If the network coding protocol is randomized, each intermediate node in the network generates random -linear combinations of the packets available at its incoming edges and sends them out on its outgoing edges. Finally, receiver nodes collect the packets on their incoming edges and use this information in an attempt to recover . It is proved in [8] that, with high probability, this randomized network coding protocol achieves the min-cut max-flow bound (cf. [1] , [10] ), simultaneously for each receiver, provided the size of the underlying field is sufficiently large.
Errors in this model correspond to injection into the network of extraneous packets that do not belong to the linear space spanned by the source vectors ; erasures (lost packets) correspond to the projection of onto a lower dimensional subspace. The problem of error-control for randomized network coding was first addressed in the pioneering work of Koetter and Kschischang [9] . Motivated by the fact that randomized linear network coding is vector-space preserving, Koetter and Kschischang introduced error-correcting codes in projective space [3] , [9] , also known as subspace codes. We observe that subspace codes are closely related to Gabidulin codes [4] and to rank-metric codes, that were discovered independently in [2] , [4] , and [17] .
Let be a fixed ambient vector space over . The projective space of , denoted here as , is the set of all subspaces of . A subspace code in is any nonempty subset of P . Koetter and Kschischang [9] showed that a subspace code P with minimum distance (for an appropriately defined distance function) can correct packet errors and packet erasures introduced anywhere in the network as long as . Koetter and Kschischang also introduced in [9] a remarkable family of subspace codes 1 that are similar to Reed-Solomon codes in that codewords are obtained by evaluating certain polynomials in a set of points. However, in the case of Koetter-Kschischang codes, ordinary polynomials over are replaced by linearized polynomials. Koetter and Kschischang [9] furthermore devised a "list-1" decoding algorithm for their codes, based upon bivariate interpolation in the domain of linearized polynomials. The Koetter-Kschischang algorithm is analogous to the Berlekamp-Welch decoding algorithm for Reed-Solomon codes; it achieves the error-correction radius of , where is the (symbol) rate of the corresponding subspace code. More recent work on (unique) decoding of Koetter-Kschischang codes can be found in [19] and [20] .
The Koetter-Kschischang codes serve as our starting point in this paper. We modify and generalize these codes in many important respects, thereby producing a family of subspace codes that are efficiently list-decodable. List decoding, in turn, makes it possible to provide a better tradeoff between rate and error-correction radius than that of the Koetter-Kschischang codes, albeit only for low rates. Extending our codes and list-decoding algorithms to higher rates remains an open problem. Nevertheless, in a sense, we have achieved for the Koetter-Kschischang codes a result that is somewhat analogous to Sudan's results for Reed-Solomon codes in [21] . In order to do so, we had to overcome several obstacles. First, the ring L of linearized polynomials over is not commutative and, therefore, a polynomial in the ring may have more roots than its degree (see Example 1 in Section III-B). Consequently, the natural approach to making Koetter-Kschischang codes list-decodable fails-it may lead to lists of exponential size. We overcome this problem by using the subring L of L , which turns out to be commutative. However, restricting the input symbols to rather than drastically reduces the rate of the code. In order to overcome this second problem, we make use of certain normal bases for over . However, this restricts the dimension of (all codewords in) our codes to one, since the entire space serves as the set of potential roots of the interpolation polynomial, already in the 1-D case. Hence, in order to produce list-decodable codes of arbitrary codeword dimension, we further modify our construction. This modification extends the space of potential roots of the interpolation polynomial from to , and makes it possible to list-decode subspace codes of arbitrary dimension .
The rest of this paper is organized as follows. In Section II, we briefly review some of the previous work on subspace codes, with the aim of establishing the background necessary for our results. In Section III, we introduce three key modifications of Koetter-Kschischang codes (described in Sections III-B-III-D, respectively), thereby laying the foundations for list decoding. The list-decoding algorithm itself is presented in Section III-D, and the correctness of this algorithm is proved in Section III-E. We point out that the list-decodable codes introduced in Sections III-B and III-D are 1-D, meaning that the source injects a single packet into the network. Unfortunately, a straightforward extension of the results of Section III to dimensions greater than one does not work since the entire space serves as the set of potential roots of the interpolation polynomial constructed in our list-decoding algorithm. Consequently, increasing the dimension of the codewords does not yield any new information at the receiver(s). This problem is addressed in Section IV, where we show how to extend the space of potential roots of the interpolation polynomial to , thereby constructing list-decodable subspace codes of arbitrary codeword dimension , albeit with significant penalty in rate. The corresponding list-decoding algorithm is also presented in Section IV. We conclude the paper with a brief discussion in Section V. Finally, in Appendix, we extend the Roth-Ruckenstein bivariate factorization algorithm [18] to the domain of linearized polynomials, a result that may be of independent interest.
The end result of all this effort is most conveniently expressed in terms of the error-correction radius and the packet rate . Specifically, we guarantee that the message injected by the source will be recovered at the receivers as long as (1) where is the list size. Here, as in Koetter and Kschischang [9] , the error-correction radius is defined as , where is the dimension of the error and is the codeword dimension. The packet rate is a new parameter introduced in this paper. Loosely speaking, is the ratio of the number of information packets to the number of encoded packets injected into the network. This is different from the notion of rate defined by Koetter and Kschischang [9] , which may be thought of as the ratio of the number of information symbols to the number of encoded symbols. For more details on the packet rate and its relationship to the (symbol) rate , see Section IV. Fig. 1 depicts the bound (1) on the error-correction radius for the first few values of the list size . For , our results coincide with those of [9] , as expected. For higher values of , we improve upon [9] , but only for low rates.
II. PRELIMINARIES
In this section, we review some of the prior work on subspace codes. In particular, following Koetter and Kschischang [9] , we discuss the operator channel model, the ring of linearized polynomials, and the Koetter-Kschischang subspace codes.
A. Operator Channel and Subspace Codes
Koetter and Kschischang [9] introduced the operator channel model in order to capture the essence of randomized linear network coding for multicast, in the case where network topology is unknown (the noncoherent case). Let be a fixed vector space over , called the ambient space. Let . All the packets in the network are viewed as elements of . As before, let P denote the set of all subspaces of . Further, let denote the set of all subspaces of of dimension . A distance function on P and , known as subspace distance, is defined as follows: (2) Koetter and Kschischang [9] define an operator channel C associated with the ambient space as follows. The input and output alphabets of C are P . If a vector space is the input to C , the corresponding output vector space is given by (3) where is an error vector space such that and is the erasure operator. The erasure operator projects onto a -dimensional subspace of chosen uniformly at random, provided ; otherwise, leaves unchanged. The number of errors and the number of erasures that occurred during the transmission over the operator channel C are defined as and , respectively.
A subspace code for an operator channel with an ambient space is a nonempty subset of P . Thus, codewords of are subspaces of . The minimum distance of is given by where is the distance function in (2). Koetter and Kschischang proved in [9] that a minimum distance decoder for will always recover the transmitted subspace from the received subspace in (3), provided (4) Conversely, if (4) is not satisfied, then the minimum distance decoder for may fail.
Let be a code associated with the ambient space of dimension over . Suppose that the dimension of every is at most . The rate of the code is defined as (5) by Koetter and Kschischang [9] . If for all , then is indeed the ratio of the number of information symbols to the number of encoded symbols injected into the network.
B. Linearized Polynomials
The subspace codes introduced by Koetter and Kschischang [9] are based on evaluations of linearized polynomials. These polynomials were first studied by Ore in [15] and [16] . In this section, we briefly review linearized polynomials, their main properties, and how to define a ring structure on them.
Let be a finite field and let be an extension of of degree . Recall from [11, p.118 Another important property, established in [9] , is that if two linearized polynomials of -degree at most agree on at least linearly independent points, then they must be identical. It is obvious that the sum of any two linearized polynomials, say and , is also a linearized polynomial. However, their product is not necessarily linearized. Thus, in order to impose a ring structure on the set of linearized polynomials, an alternative product operation is introduced. This operation is simply function composition, namely if and , then
where . Under addition and composition , the set of -linearized polynomials over forms a ring with identity, which we denote by L . Though noncommutative, the ring L has many of the properties of a Euclidean domain. In particular, there are two division algorithms: a left division and a right division. 
where and are linearized polynomials over subject to the constraint (10) as well as the -degree constraints: and , where is an integer parameter to be specified later. Then, to recover the message polynomial, solve the equation . The unique solution is , with the division computed using the right-division algorithm. Note that , where is the number of erasures and is the number of errors introduced by the operator channel. It is proved in [9] that if , then setting in the Koetter-Kschischang decoder guarantees successful recovery of the transmitted message polynomial. This result can be expressed in terms of the tradeoff between the error-correction radius and the code rate . The error-correction radius is defined as the ratio , which for the Koetter-Kschischang codes can be as high as , while the rate is given by (8) . Putting this together, we obtain (11) Thus, in the limit as gets large, the Koetter-Kschischang decoding radius approaches .
III. LIST DECODING OF SUBSPACE CODES
Our results in this section are motivated by Sudan's list-decoding algorithm [21] for Reed-Solomon codes. Thus, we begin with a concise overview of this algorithm in Section III-A. In Section III-B, we describe a straightforward generalization of the Koetter-Kschischang construction that makes the resulting codes amenable to Sudan-type list decoding. Unfortunately,we shall see that decoding such codes may lead to lists of exponential size. The root of the problem lies in the fact that the ring L is not commutative and, therefore, not an integral domain. Consequently, in Section III-C, we modify our construction by restricting the message polynomials to the ground ring L , which is an integral domain. However, this reduces the rate of the resulting codes by a factor of . In Section III-D, we further modify our construction in order to recover this penalty in rate by exploiting certain properties of normal bases for . Having established this necessary background, we present (also in Section III-D) the encoding and list-decoding algorithms for our codes. The correctness of the list-decoding algorithm of Section III-D is then proved in Section III-E. Finally, in Section III-F, we establish the parameters of the resulting codes, in particular the tradeoff between their rate and error-correction radius (under list decoding).
A. Sudan's List-Decoding Algorithm
Recall that the standard polynomial-evaluation construction of Reed-Solomon codes proceeds as follows. Given message symbols in , the encoder first constructs the message polynomial . The codeword transmitted over the channel is , where are a priori fixed distinct elements of .
Given the channel output , Sudan's list-decoding algorithm first constructs the interpolation polynomial (12) such that for all , subject to certain degree constraints. Then, if not too many errors have occurred, it is guaranteed that , and the message polynomial can be recovered by finding all the factors (at most of them) of of the form . In order to produce subspace codes that are amenable to Sudan-type list decoding, an immediate goal might be to convert the form of the Koetter-Kschischang interpolation polynomial from (9) to (12) .
B. Simple Generalization of Koetter-Kschischang Codes
For ease of notation, given a linearized polynomial , let denote the function composition of with itself times. Thus, , , and so on (we set , by convention). As in Section II-C, we fix an integer along with a set of linearly independent elements of . The first step in modifying the Koetter-Kschischang codes in order to enable list-decoding is the following. Given a message polynomial , each packet injected into the network will contain, in addition to and , also . This reflects an important difference between list decoding of Reed-Solomon codes and list decoding on the operator channel. When evaluating for the interpolation polynomial in (12), one needs to compute, in particular, the first powers of . Clearly, given the symbol received at the channel output, all of its powers can be easily computed at the decoder. Moreover, if for some , then trivially for all . Unfortunately, this is not the case for subspace codes. Given one cannot, in general, determine or any of the higher "powers" of . These powers need to be explicitly transmitted across the operator channel.
Based upon the foregoing discussion, let us consider the following straightforward generalization of Koetter-Kschischang codes. Let be the message symbols at the input to the encoder, and let be the corresponding message polynomial, as before. But now, let the output of the encoder be the vector space (13) Suppose is transmitted over an operator channel, and a vector space of dimension is received at the channel output. At the decoder, we would construct a nonzero interpolation polynomial of the form (14) ( 15) where are linearized polynomials over , subject to certain degree constraints (to be specified later). Note that in (14), we wrote the interpolation polynomial in its bivariate form similar to (12) , while in the transition to (15) we have used the fact that for all . In light of (15), it will be useful to introduce the auxiliary variables and think of as an -variate polynomial of the form . With this, the received vector space can be introduced into the decoder via the interpolation constraints (16) where is a basis for whose vectors are of the same form as the basis for in (13) . Since is linearized, it follows from (16) that it is zero over the entire vector space and, in particular, over the intersection of and . Following this line of argument (see Section III-F for more details), it can be shown that, assuming not too many errors and erasures have occurred on the channel, we have (17) The next step is to recover the message polynomial from (17) . To this end, it will be insightful to think of (17) . Since is an integral domain, the ring is also an integral domain, and a polynomial in cannot have more roots than its degree. However, since the ring L is not commutative, the ring is not an integral domain. Thus,in general, list decoding of the subspace codes in (13) , along the lines of this section, can lead to lists of exponential size.
C. Restriction to the Ground Ring
As discussed in the foregoing section, the underlying cause for potentially having more than solutions to (17) is that the ring L is not an integral domain. Herein, we propose to resolve this problem by restricting the message polynomials to a commutative subring of L . For instance, with reference to Example 1 of the previous section, suppose we are interested in solutions to the equation over the ring L L . Note that over , the equation reduces to . So at most of the distinct solutions exhibited in Example 1 are in the subring L . In the rest of this section, we prove that this holds in general. First, the following lemma shows that the ring L of -linearized polynomials over the ground field -which we call the ground ring-is indeed commutative. This result is probably well known; however, the proof is short and is included in what follows for completeness.
Lemma 1: Let and be -linearized polynomials with coefficients in . Then, Proof: Let and denote, respectively, the polynomials and . Then, in view of (7), we have where the second equality follows from the fact that for all . The commutativity of the convolution operation now implies that for all , and therefore . It follows from Lemma 1, along with other properties of linearized polynomials discussed in Section II-B, that the ground ring L is a Euclidean domain. This immediately implies that if is a polynomial of degree with coefficients in L , then has at most roots. However, we would like to prove rather more. We wish to consider polynomials with coefficients in the superring L , as in (17) . The sole departure from (17) is that, instead of considering all the roots of in L , we will be interested only in those roots that lie in the ground ring L . The following theorem shows that the number of such roots is bounded by . Theorem 2: Let be linearized polynomials in L , with , and let be a polynomial of degree having as its coefficients. Then, in the ground ring L , there are at most solutions to (18) Proof: The proof is by induction on . For , we have . Since has to be nonzero for , this implies that there are no solutions to (18) and establishes the induction base. For the induction step consider a solution L to (18) (if there are no such solutions, then we are done). Now suppose L is another solution to (18) . We will show that , if it exists, is a root of a polynomial over L of degree , thereby completing the induction step.
In order to show this, we first make use of the assumption that to write
Since , , and all their powers commute by Lemma 1, we have (22) for all . Combining with (21) and (22) Theorem 2 suggests the following solution to the exponential list-size problem encountered in the previous section. We will allow message polynomials only over the ground field , rather than . Therefore, when we get to (17), we will be interested only in those solutions for that lie in L . By Theorem 2, the number of such solutions is at most .
D. Normal Bases, Encoding, and List Decoding
Clearly, restricting the message polynomials (and, therefore, the message symbols) to the ground field reduces the number of codewords from to ; consequently, the rate of the resulting code is reduced by a factor of . In this section, we show how to take advantage of the fact that message polynomials are over in a further modification of the Koetter-Kschischang construction that increases the rate of the resulting codes by a factor of . In the extreme case , this precisely compensates for the reduction in rate due to restricting the message polynomials to L . Recall from [11, p. 123 ] that any finite extension of has a basis of the form (25) where is a primitive element of . A basis of this form is said to be a normal basis for over . Now, suppose that is a linearized polynomial with coefficients in . Then,
This implies that given , one can determine for all . With reference to (13) , note that if is over , then so are all of its powers . If we furthermore use (the first elements of) a normal basis as the set of evaluation points , then the first vector in (13) completely determines the remaining vectors. Therefore, these vectors do not need to be transmitted: the basic idea is to transmit only the first vector , and then "manufacture" all the others at the receiver(s).
We now proceed with a formal description of the resulting encoder and the corresponding list-decoding algorithm. The listdecodable subspace codes of this section are specified in terms of the following parameters: a finite field , a positive integer , and the corresponding extension field , a primitive element of that generates a normal basis as in (25), a positive integer , and a positive integer , which serves as a bound on the list size. In what follows, all these parameters are assumed to be fixed and known a priori at the decoder.
Encoding algorithm: The input to the encoder consists of information symbols . The encoder first constructs the linearized message polynomial over . The output of the encoder is the 1-D subspace given by (27) Observe that the ambient space associated with the encoder in (27) is an -dimensional vector space over . The elements of can be regarded as vectors of the form , where and are arbitrary elements of . Note that although is in , it is fixed and known a priori to the receiver(s). Thus, it takes a single element of to specify an in . Now suppose that the subspace in (27) is transmitted over an operator channel and a subspace of is received. We henceforth assume that the operator channel does not introduce erasures: the codes and list decoders presented in this section are capable of correcting errors only. Indeed, since is 1-D, a single erasure suffices to annihilate all of the information injected into the network. Consequently, we assume that , where is the error space introduced by the operator channel as in (3) . It follows that , where counts the "number of errors" on the channel. In a manner similar to Sudan's list decoding algorithm of [21] , our list decoder proceeds in three steps, described below.
Step 1: Computing the interpolation points
Find a basis for the received vector space of the form . Then, the set of interpolation points is given by
Step 2: Linearized interpolation Construct a nonzero multivariate interpolation polynomial of the form where are linearized polynomials over subject to the following constraints:
Step 3: Linearized factorization Find all the solutions L , of -degree , of the equation (30) The decoder output consists of the list of the coefficients of each such polynomial .
It is not difficult to see that the list-decoding algorithm above runs in polynomial 2 time.
Step 1 involves nothing more than elementary linear algebra and exponentiation in .
Step 2 is equivalent to solving a system of linear equations over , with the coefficients of as unknowns. This is similar to the interpolation step in list decoding of Reed-Solomon codes; as observed by Sudan in [21] , any such system of equations can be solved in polynomial time using Gaussian elimination. The linearized factorization in Step 3 is arguably the most challenging task. To accomplish this task, we develop a new version of the Roth-Ruckenstein factorization algorithm of [18] that is suitable for finding roots of polynomials whose coefficients are linearized polynomials in the ring L . We call this the linearized Roth-Ruckenstein (LRR) algorithm. This algorithm is presented in detail in Appendix.
E. Correctness of the List-Decoding Algorithm
We now prove the correctness of the list-decoding algorithm presented in the foregoing section. First, we establish a certain threshold on the dimension of the error space which guarantees the existence of the interpolation polynomial in Step 2 (this threshold will determine the error-correction radius of our list decoder, as shown in Section III-F). Next, we prove that if the number of errors introduced by the operator channel is below the threshold, then the message polynomial is included in the list of polynomials generated in Step 3.
Lemma 3: There is a nonzero solution for a multivariate interpolation polynomial satisfying (28) and (29) provided the dimension of the error space is bounded by ( 
31)
Proof: There are interpolation points in the set computed in Step 1. Hence, (28) defines a homogeneous system of linear equations. The number of unknowns is equal to the number of potentially nonzero coefficients of the interpolation polynomial , which is given by in view of (29). If the number of unknowns is strictly greater than the number of equations, then the linear system is guaranteed to have a nontrivial solution, and the lemma follows.
Remark: Notice that, in contrast to conventional decoding, the "number of errors" is known exactly in our case, before decoding even begins. Indeed, one can easily compute the dimension of the received vector space , and verify that it does not exceed the right-hand side of (31). If it does, then rather than proceeding with Step 2, the receiver could declare a decoding failure.
Lemma 4: Let be the message polynomial, of -degree , and let be the interpolation polynomial satisfying (28) and (29) where the last equality holds in view of the interpolation constraint (28). Now let denote the operation of raising each component of a vector over to the power . Thus,
Note that the setting in Step 1 implies that is an interpolation point in for all and . Since raising to power is a linear operation in , we have for all . Therefore, using the same argument as in (34) 
F. Rate and Error-Correction Radius
We conclude this section with an expression for the tradeoff between the error-correction radius and rate of our codes. As observed in Section III-D, the dimension of the ambient space is . Therefore, the rate of the code in (27) is given by
Since , we have . Thus, the error-correction radius of the list-decoding algorithm in Section III-D is given by the right-hand side of (31). Combining this with (42) and observing that , we see that as long as (43) the message injected into the network will be successfully recovered by our list decoder. This is better than the tradeoff (11) obtained by Koetter and Kschischang only for very low rates.
We point out that the list-decoding algorithm of Section III-D is a priori restricted to very low rates. Note that in order for the interpolation polynomials satisfying (28) and (29) to exist, the right-hand side of (29) has to be nonnegative for all . This is equivalent to the condition
In view of (42), for large and , the left-hand side of (44) is well approximated by . With this approximation, the condition in (44) implies . It is curious that for very low rates, the error-correction radius of our codes can exceed 1. This is not possible in conventional decoding: the number of errors corrected cannot exceed the number of symbols in a codeword. Here, we inject only one vector into the network but can recover from numerous (linearly independent) vectors injected into the network by an adversary.
IV. LIST-DECODABLE CODES OF ARBITRARY DIMENSION
In the foregoing section, we have introduced list-decodable subspace codes along with a corresponding list-decoding algorithm. However, a major deficiency of the codes constructed in Section III-D is that codewords are 1-D. One-dimensional codewords are somewhat unnatural. Moreover, as the error-correction radius has to be an integer in this case, we are not able to take advantage of the entire achievable region for , described by (43). In this section, we generalize the construction of Section III-D to arbitrary codeword dimensions, albeit at the expense of a significant penalty in rate.
A straightforward way to modify the encoding algorithm of (27) in order to produce 2-D codewords would be as follows. As before, let be the linearized message polynomial, and let be the generator of a normal basis for . Suppose that another primitive element of also generates a normal basis for over . Let denote the 1-D subspace code of Section III-D, and consider the 2-D subspace code whose codewords are given by (45) Note that the rate of is twice less than the rate of (this is true for both the symbol rate and the packet rate ). For the same message polynomial, the encoder in (45) injects twice as many packets/symbols into the network, and we expect to "get something in return." Indeed, in order to maintain an advantageous tradeoff between rate and error-correction radius, we should be able to correct more errors. In order to correct more errors, we need the interpolation polynomial to have more zeros when evaluated at . Therein lies the problem with the approach in (45). As can be seen from the proof of Lemma 4, the polynomial is already zero on the entire space when the single vector is injected into the network. Therefore, injecting additional vectors, such as , does not increase the number of errors we can correct. The net effect of (45), as compared to (27), is reduction in rate by a factor of two, with nothing in return.
Our solution to this problem is to evaluate the interpolation polynomial in a larger field. When injecting linearly independent vectors into the network, we will work with the extension of . We will evaluate the message polynomial in a set of carefully chosen elements of , so that the interpolation polynomial computed at the decoder is guaranteed to have many zeros in .
A. Code Generators and Their Properties
Fix an element in such that is a normal basis for over . Further, let us henceforth assume that divides . This assumption is essential for the construction of -dimensional subspace codes in this section. When , the polynomial has distinct roots in . These are the th roots of unity, which we denote as (46) In terms of and , we now define distinct elements of given by (47) for . Since the elements in (47) play a special role in our code construction, we refer to them as code generators. We next establish some of their properties. (50) for some in . Raising both sides of (50) to the power , we can further conclude that (51) where for all . It follows from (51) that every element of the normal basis is an -linear combination of the elements of . This, in turn, implies that the elements of span the whole space . But . Hence, is a basis for over .
B. Encoding and List Decoding
We are now in a position to formally describe our encoding algorithm. We assume that the code parameters and the code generators in (47) are all fixed and known a priori at the decoder. We require that and . Extended encoding algorithm: The input to the encoder consists of information symbols . The encoder constructs the corresponding message polynomial and the vectors
for . The output of the encoder is the -dimensional vector space . We define the subspace code as the collection of all subspaces produced by the above encoding algorithm. The ambient space associated with the code is the -dimensional vector space over given by (53) Note that the elements of can be regarded as vectors of the form , where belongs to the -dimensional vector space spanned by while are arbitrary elements of . Now suppose that a codeword of is transmitted over an operator channel and a subspace of is received. Let . Given , the proposed decoder for first computes an integer as follows: (54) The decoder then proceeds in three steps, specified below, in a manner similar to the list decoder of Section III-D.
Step 1: Computing the interpolation points
Find a basis for the received vector space of the form . Then, the set of interpolation points is given by (55)
Step 2 In what follows, we will refer to the foregoing decoder as the extended list-decoding algorithm. We conclude this section by assessing the complexity of this algorithm.
Determining a basis for the received vector space is part of the network operation protocol, so we will not account for the complexity of this procedure. We assume that the received vector space is, in fact, specified in terms of a basis for . Under this assumption, the first step of the extended list-decoding algorithm reduces to exponentiations in . The second step involves polynomial interpolation in the ring of -linearized polynomials over . The most efficient algorithm for this purpose that we are aware of is due to Xie et al. [23] . The complexity of the interpolation algorithm of [23] is operations over . Throughout this paper, we regard the list size as a constant. Further, the dimension of is bounded by , where is the number of errors introduced by the operator channel. In view of Theorem 12 (which is proved in Section IV-C), we can assume that and therefore . Indeed, if the dimension of the received vector space exceeds this bound, the receiver should declare a decoding failure (see the remark in Section III-E). Assuming that is a constant and , the complexity of the interpolation step can be written as . Finally, the factorization step invokes the linearized Roth-Ruckenstein algorithm, given in the Appendix. According to Corollary 19 of the Appendix, finding all the roots of the interpolation polynomial, whose -degree is less than , takes field operations in , assuming is a constant. Since by assumption, it follows that the overall complexity of the extended list-decoding algorithm is dominated by the complexity of the interpolation step, namely operations in .
C. Correctness of the Extended List-Decoding Algorithm
In this section, we show that if the number of errors and erasures introduced by the operator channel satisfies a certain threshold condition, then the message polynomial is included in the list produced by the extended list-decoding algorithm. First, let us prove that the interpolation polynomial we are required to compute in Step 2 of the algorithm indeed exists.
Lemma 8: There is a nonzero solution for a multivariate interpolation polynomial satisfying (56) and (57). Proof: Observe that (56) defines a homogeneous system of at most equations, with the coefficients of as unknowns. The number of unknown coefficients is given by (59) Therefore, a nonzero solution to the homogeneous linear system exists provided the right-hand side of (59) is strictly greater than . This is precisely the condition we have used to set the value of in (54).
Suppose that during the transmission of , the operator channel introduces erasures and errors. Thus,
In a manner similar to Lemma 4, let us consider the univariate linearized polynomial (61) where is the interpolation polynomial computed in Step 2 of the extended list-decoding algorithm and is the message polynomial. Our goal is to derive a condition which guarantees that and, thereby, implies that is one of the solutions to (58) found in Step 3 of the algorithm. This goal is achieved in a series of three lemmas.
Lemma 9: Partition the set of interpolation points in (55) in-to subsets defined as follows:
Then, the linear spans of the sets are disjoint. The -degree of the message polynomial is at most . Therefore, and hence in view of the interpolation constraints (57). Thus, the -degree of is at most , and the lemma follows. The next theorem summarizes our results in this section, and establishes the threshold condition that guarantees successful list decoding.
Theorem 12: Suppose that the operator channel introduces errors and erasures. Then, the extended list-decoding algorithm outputs a list of size at most that includes the message polynomial , provided
Proof: The existence of a nonzero interpolation polynomial that satisfies (56) and (57) is guaranteed by Lemma 8. By Lemma 11, the message polynomial is one of the solutions to (58) found in Step 3 of the algorithm, provided . Combining this with (54), we get (72) where we have also used the expression for in (60). It is easy to see that (71) implies (72). Finally, the size of the list produced by the algorithm is at most by Theorem 2.
D. Rate and Error-Correction Radius
We now consider the tradeoff between rate and error-correction radius for the subspace codes introduced in this section. The error-correction radius is given by , as before, where is the number of errors on the operator channel. To allow for a fair comparison with the codes of Section III, we henceforth refocus on error-correction only and assume that the channel does not introduce erasures. By Theorem 12, the message subspace will be recovered by the receiver(s) as long as (73) In order to express the right-hand side of (73) in terms of the rate of , note that the ambient space has dimension by (53). Each codeword of is an -dimensional subspace of . Thus, the rate of the code is (74) Combining (73) and (74), we arrive at the following tradeoff between rate and error-correction radius:
Note that for large , the above expression is similar to (43), except that is replaced by . Thus, the tradeoff between and varies with the codeword dimension .
In order to express our results in a more convenient way, we consider the packet rate, which is a new parameter introduced in this paper. As observed in Section II-A, the rate is the ratio of the number of information symbols (over ) to the number of encoded symbols (also over ). This can be interpreted as the symbol rate of the code. In contrast, we define the packet rate as the ratio of the number of information packets to the number of encoded packets injected into the network. For example, in the Koetter-Kschischang construction [9] , a source of information generates packets of length over , in response to which the encoder injects packets (of length over ) into the network. Thus, the packet rate of the Koetter-Kschischang code is . A similar situation arises for the subspace codes recently introduced in [5] and [14] (see Section V for a discussion of these codes). There are information packets of length over , while the number of encoded packets is . Thus, the packet rate of the codes of [5] , [14] is also . The situation is different for the subspace codes constructed in this section. Each codeword, consisting of packets injected into the network, encodes information symbols over . If presented with a source that generates packets of length over (as is the case for Koetter-Kschischang codes and the codes of [5] , [14] ), our encoder can accommodate only such packets per codeword. It follows that the packet rate of our code is
where we have assumed, for the sake of simplicity, that divides . Combining (76) with (73), we find that the error-correction radius has a simple expression in terms of the packet rate, namely (77) It follows from (8) and (11) that the corresponding tradeoff for the Koetter-Kschischang codes is . Observe that this coincides with (77) for , as expected. The bound (77) is plotted in Fig. 1 for , 2, 3, 4.
V. CONCLUSIONS AND DISCUSSION
Subspace codes can be used for error control in randomized linear network coding [9] . In this paper, we have considered the problem of algebraic list-decoding of subspace codes. In order to bring about subspace codes that are list-decodable, we have generalized and modified the Koetter-Kschischang codes of [9] in various ways. As a result, we have constructed a new family of subspace code and proposed a list-decoding algorithm for them that enables error-correction beyond the unique decoding bound of . For a fixed code dimension, we can correct any number of errors provided that the list size is sufficiently large and the rate is sufficiently low.
Since the submission of this paper, considerable further progress has been made in the area of list decoding of subspace codes. In [13] , we have extended the results of this paper by introducing the notion of root multiplicity in the ring of linearized polynomials. By requiring the interpolation polynomial to have multiple roots at each interpolation point (vector), we were able to list-decode for a wider range of rates. We have also achieved a better tradeoff between rate and error-correction radius-see [13] for more details. More recently, a new family of subspace codes, which can be regarded as a "folded" version of the Koetter-Kschischang codes, was introduced independently in [5] and [14] . These codes can be efficiently decoded using a linear-algebraic list-decoding algorithm. The results of [5] and [14] further improve upon the tradeoff between rate and error-correction capability of subspace codes. Notably, the same techniques can be applied to rank-metric codes. Thus in [14] , we construct "folded Gabidulin codes" that can be list-decoded up to the information-theoretic Singleton bound.
We point out that the approach in this paper (and in our follow-up work [13] ) is very different from that of [5] and [14] . There are fundamental differences both in the construction of subspace codes and in the algorithm used to list-decode them. Herein, the code is constructed by evaluating powers of the linearized message polynomial, up to some fixed power , thereby enabling list-decoding with a list of size at most . In [5] and [14] , the code construction is based on a variant of folded Reed-Solomon codes [6] . Specifically, the message polynomial is evaluated over certain folded subsets of the underlying field. The list-decoding algorithms are also completely different, especially so in the factorization step. Herein, we focus on solving equations over the ring of linearized polynomials, whereas in [5] and [14] , the entire list-decoding algorithm is linear-algebraic. That is, a system of linear equations is solved for the interpolation step and then another linear system is solved to compute the set of all possible roots of the interpolation polynomial. Consequently, in this paper, the list size is bounded by a fixed constant , which can be set independently to any positive integer value. In contrast, in [5] and [14] , the list size is bounded by a power of the size of the underlying field, and therefore depends on the other code parameters.
APPENDIX
In this appendix, we develop the linearized Roth-Ruckenstein (LRR) algorithm, which is used in the factorization step of our list-decoding algorithms. The LRR algorithm finds roots of polynomials over the ring of linearized polynomials. More precisely, consider a polynomial of the form (78) where is a variable in the ring L while are linearized polynomials over a finite extension of . The LRR algorithm finds all L , with -degree at most , for which is identically zero.
We will say that the polynomial is divisible by if are all divisible by . In this case, for each , there is a linearized polynomial such that . Then, we define
The LRR algorithm proceeds in a recursive manner. At each recursion level , the set of all possible values for is computed. This is done by solving an equation in terms of the variable which represents at each recursion level. Then for each , the LRR algorithm substitutes into and calls itself to find the next coefficient . The algorithm stops when . We will prove that at this point, the set is the set of all the roots of . Theorem 17: The LRR algorithm is correct. That is, for any polynomial as defined in (78), the call computes a set which consists of all roots of in L . The proof follows from Lemmas 14 and 16.
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Lemma 18: The overall number of recursive calls made to the LRR algorithm is at most . Proof: The set contains at most elements by Theorem 2. For each of the elements in , a total number of recursive calls has been made to compute all the coefficients of that element. Therefore, the total number of recursive calls is at most .
Corollary 19:
The complexity of finding all the roots of (78) using the LRR algorithm is field operations over . Proof: We regard the list size as a constant factor. Therefore, the total number of calls to LRR function is by Lemma 18. Notice that, the degree of the polynomial is at most with respect to and it can be solved using a constant number of field operations over . Therefore, each recursive call to LRR algorithm only requires a constant number of field operations which completes the proof.
