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1. Het oplossert van vergelijkirtgen. 
De m.eeste, zo niet alle,methoden voor het benaderen van wortels van 
vergelijkingen zijn iteratief. 
Er wordt gestart met een zekere schatting voor een wortel, de start-
waarde x0 , vervolgens wordt een zekere bewerking uitgevoerd waardoor 
een betere benadering van de betreffende wortel wordt verkregen. 
Dit proces wordt herhaald en er ontstaat een rij iteratiewaarden {x.} .. 
l. l. 
Indien de limietwaarde Het proces heet convergent als lim x. bestaat. 
l. i-+<x> 
voldoende nauwkeurig benaderd is wordt gestopt. 
Het succes van de methode hangt vaak af van de startwaarde x0• Soms is 
het moeilijk om een geschikte startwaarde te vinden. Het kan zijn, dat 
voor de berekening van xi+l niet alleen gebruik gemaakt wordt van xi 
maar ook van oudere iteratiewaarden. In dit geval is er ook meer dan 
een startwaarde nodig. 
In de te behandelen methoden zijn de iteratiewaarden en de limiet reele 
of complexe getallen. 
Er zijn ook iteratie-methoden waarbij de iteratiewaarden en de limiet · 
vectoren of functies zijn. 
1.1, Bisectie. 
De tussenwaardestelling luidt: 
Zij f een continue functie op [a,b], dan neemt fop (a,b) elke waarde 
aan tussen f(a) en f(b). 
In het bijzonder heeft f een nulpunt tussen a en b als f(a) * f(b) < O, 
d.w.z. als f(a) en f(b) tegengesteld teken hebben. 
Zij m = (a+b)/2. Er zijn de volgende mogelijkheden: 
A. f(m) = O, mis dus een wortel van f(x) = O. 
B. f(m) * f(a) < O, er is een nulpunt tussen a en m; 
b wordt vervangen doormen het proces wordt herhaald. 
C. f(m) * f(b) < o, er is een nulpunt tussen men b; 
a wordt vervangen doormen het proces wordt herhaald. 
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~procedure BISECTIE (x,fx,eps,a,b); 
value eps,a,b; ~ x,fx,eps,a,b; 
begin integer sa,st; x:=a; sa:=sign(fx); 
half: x:=(a+b)/2; st:=sign(fx); if st=0 ~ goto fini; 
if sa*st > 0 ·~ a:=x ·~ b:=x; 
if abs(b-a) > eps ~ goto half~ x:=(b+a)/2; 
fini: BISECTIE:=x 
end BISECT IE; 
Elke stap wordt de lengte van het te beschouwen interval gehalveerd. 
Het proces is dus convergent. 
10 3 Daar 2 ongeveer gelijk is aan 10 moet ongeveer 10 keer gehalveerd 
worden om het oorspronkelijke interval met een factor 1000 te ver-
kleinen. 
1.2. De itexatieformule van Newton. 
De iteratieformule van Newton luidt 
y 
f(xi) 





Meetkundig betekent di t, dat in 
het punt (xi,f(xi)) de raaklijn 
aan de grafiek van de kromme 
y = f(x) wordt getrokken. Het 
snijpunt van deze raaklijn en de 
x-as is de nieuwe iteratiewaarde 
Analytisch wordt de formule als volgt verkregen. 
Ta;ylorreeksontwikkeling van f(xi+ 1) om xi geeft 
f''(x.)+ ••• 
l. 
Linealiseren en nulstellen van het linkerlid levert de iteratie-
f,ormule van Newton. 
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Dit proces convergeert niet altijd. Wel is conve_rgentie verzekerd 
als tussen startwaarde en de wortel a van f(x) = 0 de grafiek van 
y = f(x) met de bolle kant naar de x-as is geke,:rd, in formule 
f(x) f''(x) > 0 voor x tussen x0 en a. 
Voorbeeld. Berekening van ~ • 
o/a"kan worden geinterpreteerd als een wortel van de vergelijking 
~-a= O. 
Voor deze vergelijking luidt de iteratieformule 
N N (N-1 )x. + a 
X - a J. 
xi+1 = x. = J. N N-1 N-1 x. N x. 
J. J. 
Voor N = 2, d.w.z. voor de berekening van ya, 
x. +1 = ~21 x. +!-) • 
J. J. x. 
J. 
De methode van Newton kan worden gecombineerd met bisectie. 
Er moeten dan twee punten bekend zijn, waarvan de functiewaarden 
tegengesteld van teken zijn. Een stap met de methode van Newton wordt 
geaccepteerd als het een iteratiewaarde levert, die tussen de twee 
punten ligt, anders verworpen. Ingeval van verwerping wordt bisectie 
toegepast. Wordt de Newton-stap geaccepteerd, dan wordt de functie-
waarde in het gevonden punt uitgerekend en het veilige interval kan 
worden verkleind, rekening houdend met het teken van de functie in het 
laatste punt. 
~ procedure NEWTON (x,a,b,fx,dfdx,tolx,count); 
value a,b; ~ x,a,b,fx,dfdx,tolx; integer count; 
begin~ t,fa,fb,ft,tol; 
x:=b; fb:=fx; t:=x:=a; ft:=fa:=fx; count:=2; tol:=O; 
weer: t:=a-fa/dfdx; 
if sign(a-t)fsign( t-b) ~ t :=(a+b) /2 ~ 
if abs(t-a) < tol then t:=a+sign(b-a)*tol; 
x:=t; ft:=fx; count:=count+1; 
if sign(ft) = sign(fb) ~ 
begin b:=a; fb:=fa ~; 
a:=t; fa:=ft; tol:=abs(tolx); 




1.3. Convergentie~snelheid van Newtons proces. 
Zij a de gezochte wortel van f(x) = 0 en o. = x.-a de fout in de i-de 
l. l. 
i teratiestap. 
Als voor alle voldoend grote i geldt 
m ( m+1) o. 
1 
= C6. + 0 o. 
J.+ l. l. 
voor constante C en m, dan heet m de orde van het proces en C de con-- -
vergenti.efact?r· De orde is een maat voor de conyergentie-snelheid 
van het iteratieproces. Voor m = 2 spreken we ook van kwadratische con-
vergentie en voor m = 1 van lineaire convergentie. (Bisectie is dus 
lineair convergent met factor i). 
Substitutie van de Taylorreeksen van f(x.) en f'(x.) in de iteratie-
J. J. 
formule van Newton levert 
(x.-a) f'(a) + ~(x.-a) 2 f''(a) + 
l. l. X, - -=----,---,----,-----,a...---,--,------
J. f' (a) + (x. -a) f" (a) + ••• 
l. 
= (x.-a) (l _ f'(a) + H~-a) f''(a) + 
1 
f'(a) + (x.-a) f"(a) 
= (x.-a) ( 
J. 
J. 
~f"(a) (x.-a) + ••• 
---.---:=1--.-------) 
f'(a) + (x.-a) f''(a) + 
J. 
Indien f'(a) f o, dan geldt 
Voor een enkelvoudige wortel van f(x) = 0 geldt dus 




Indien f'(a) = O, maar f''(a) f O, dan geldt 
m.a.w. het proces is van de orde 1. In dit geval is de convergentie-
factor, ~, een maat voor de convergentie-snelheid, 
1.4. Regula falsi. 
Laten ~Oen x 1 twee niet ge-
lijke startwaarden voor het 
bepalen van een wortel van 
f(x) = 0 zijn. De nieuwe ite-
ratiewaarde x2 is het snijpunt 
van de lijn door de punten 
(x0 ,f(x0 ))en (x1 ,r(x1 )) met de 
x-as: 
De volgende stap wordt uitgevoerd met x 1 en½ en de betreffende 
functiewaarden, enz. 
De algemene i teratieformule luidt 
(1.4.1) f(x. ) 
i 
Dit proces convergeert niet altijd, Zelfs als gestart wordt met 
punten x
0 
en x 1 , waarvoor geldt dat f(x0 )*f(x1) < O, kan divergentie 
optreden, terwijl er toch een nulpunt is tussen x0 en x1 als f 
continu is. 
De regula falsi kan ook als volgt warden toegepast. Er wordt gestart 
met startwaarden x0 en x1 zodanig, dat f(x0 )*f(x1) ~ 0. Met formule 
(1.4.1) wordt x2 berekend. 
Als f(x2 ) = 0 dan is x2 een wortel van f(x) = O. Als f(x2 )*f(x1) < O, 
~an wordt vervolgd met x1 en x2 • Is echter f(x2 )*f(x0 ) < O, dan wordt 
de volgende stap uitgevoerd met x0 en½· Deze variant op de regula 
falsi is veilig. Conve~gentie_ 1:-a~: .. ~en tussen x0 en x1 gelegen wortel 
van f(x) = 0 is verzekerd. 
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1.5. Convergentie-snelheid regula falsi. 
Stellen we weer o. = x.-a, waarbij a een wortel van f(x) = 0 is, dan kan 
l. l. 
men bewijzen, dat voor alle voldoend grote i bij benadering geldt: 
o.+ 1 ~Co. o. 1• l. l. l.-
Bij de zojuist geschetste veilige variant, kan het zijn dat x. 1, l.-
en dus ook o. 1, lange tijd constant blijft, zodat de convergentie dan l.-
slechts lineair is. 
Kiezen we in formule (1.4.1) steeds xi en xi~1 gelijk aan de twee 
nieuwste iteratie-waarden, dan geldt: als het proces convergeert, dan 
convergeert het sneller dan lineair. Men kan aantonen dat de convergentie-
orde dan gelijk is aan 
( 1+V5);2 -::: 1.61a. 
Hieronder volgt een ALGOL 60 procedure, waarin regula falsi en bisectie 
zodanig worden gecombineerd, dat het proces veilig is (d.w.z. altijd 
convergeert), terwijl toch (op den duur) de bovengenoemde hoge conver-
gentie-orde wordt bereikt. 
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Description mca 2310 
zeroin searches r'or a zero of a function between the given values of x 
and y within a certain tolerance. The function and the tolerance are, 
in this order, given by the actual parameters for fx and tolx, which 
are expressions depending on the Jensen variable x • 
. zeroin:= true, if either the function values at the given point x and 
y have dii'l'erent sign, or the procedure finds some point in between at 
which the sign of the function value differs from that at x and y. 
Then zeroin calculates and delivers two values x and y lying within 
the given interval, having function values of different sign and 
satisfying abs(x - y) < 2 x tolx. 
Moreover, the absolute-function value is not greater at x than at y, 
so that the delivered value of xis the best value for the zero. 
If the function has a continuous second derivative, the order of 
convergence is about 1.6. 
zeroin:= false, if the procedure fails to find points at which the 
function vaiues have different sign. Then the delivered values of x 
and y satisfy all the above conditions, except the sign change 
condition. 
One has to take care that tolx is never smaller than the machine 
precision. Then in either case the process is completed after a finite 
number of steps, an upper bound for the required number of steps 
being the length of the given interval divided by the minimum of the 
tolerance. 
comment mca 2310; 
15oolean procedure zeroin(x, y, fx, tolx); real· x, y, fx, tolx; 
begin real· a, fa, b, fb, c, fc, tol, m, p,'""'q';"' 
- ...... a ... :·':"x; fa:= fx; b:= x:= y; fb:= fx; 
interpolate: e:= a; fc:= fa; 
extrapolate: if abs(fc) < abs(fb) then 
besin a:=o; fa:= fb; x:= b:= c]'""l'b:= fc; c:= a; fc:= fa 
'end: interchange; 
to!:= tolx; m:= (c + b) ><· .5; :I:f abs(m - b) > tol then 
begin p:= (b - a) x fb; if p >'"1T·then q:• fa - fb else 
oegin q:= fb - fa; p::=° - p en<i;""'" -
end; 
a:= b; fa:= fb; ~. 
x:= b:= if p < abs(q) x tol then sign(c - b) X tol + b else 
if• p < (m- bT X q then p / q·+·b else m; fb:=·fx; ............. 
goto if sign( fb) = sign( f c) then interpolate else 
extrapolate ............ __,. 
• pc; zeroin:= sign(fb) x sign(fc) < O 
end zeroin; -
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1. 6. Vergelijking van de behandelde methoden. 
We hebben gezien dat voor een enkelvoudige wortel de formule van Newton 
van de orde 2, bisectie is van de orde 1 en de regula falsi van de 
orde 1.618 is. 
Bij bisectie en regula falsi moet per stap een waarde f(x) worden uit-
gerekend, bij de methode van Newton echter ook een waarde f'(x). 
Als de berekening van f'(x} vrijwel niets kost (b.v. a.ls f een oplossing 
van een differentiaalvergelijking is), dan is het proces van Newton 
dus het gunstigst van de drie geschetste metho4en. 
Als de berekening van f'(x) ongeveer evenveel kost als de berekening 
van f(x}, dan kost een Newton-stap ongeveer evenveel als 2 stappen 
regula falsi. 
Uit 
volgt dat de methode van Newton minder snel is dan de regula falsi, 
aangezien voor deze formule geldt m2 > 2. 
Men zegt ook wel dat de effectieve convergentie-orde van de formule 
van Newton gelijk is \[z ~ 1. 414. 
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1.7. Algebraische vergelijkingen. 
Bovengenoemde methoden worden veelvuldig toegepast voor het oplossen 
van algebraische vergelijkingen. Zij 
a • n 
Er zijn diverse formules die een bovengrens voor de modulus van alle 
wortels van f(x) = 0 geven. Een niet al te royale bovengrens is 
w = 2 max 
k=1, ••• ,n 
waarvoor tevens geldt dater minstens een wortel is, waarvan de mo-
dulus minstens w/2n is. 
Als de graad n oneven is, is er minstens een reele wortel en de functie 
f heeft tegengesteld teken voor x =wen x = -w, zodat het interval 
[-w,w] kan worden gekozen als uitgangspunt voor de procedure zeroin 
of NEWTON om een reele wortel ate bepalen. Zie onderstaand progra.mma. 
Vervolgens kunnen we de factor x - a uitdelen, waardoor een veelterm 
van de graad n-1 ontstaat. 
Algebraische vergelijkingen van even graad hoeven geen reele wortels 
te hebben. Indien ze wel reele wortels hebben is het niet altijd een-
voudig een interval te bepalen waarin precies e~n reele wortel gelegen 
is. Een methode, gebruik makend van Sturm-rijen, komt in de volgende 
sectie ter sprake. Het bepalen van complexe wortels is in het algemeen 
ingewikkelder, o.a. omdat dan de tussenwaarde-stelling ons niet kan 
helpen. 
We gaan hier niet verder op in. 
begin 
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comment reele wortel van oneveng:madsvergelijking. 
D!t programma gebruikt zeroin., z:te pag. 7; 
integer n,k; real v,r,x,y,eps,tol; 
real procedure pol(x,g:mad,a); value x,g:mad; 
reaI x; integer g:mad; array a; 
oeg'In integer j; real r; 
r:= 1; -
for j := 1 step 1 until g:mad do r:= r X x + a[j]; 
pol:= r; 
print(x); print(r); nlcr 
~ pol; 
eps:= read; 
in: ~== read; if n < 0 then goto einde; 






for k:= 1 step 1 until n do 
oegin . a[k] := readJ -
end; 
r:= abs(a[k]) tf.. (1/k); 
if- r > v then v:= r 
x:= 2 Xv; y:= -oc; tol:= v X eps; 
if zeroin(x.,y,pol(x,n,a),tol) 
':filien 
'Segin printtext(.f:wortel = :}); 
print(x) 
end 
















+.2519842099788ro+ 1 +.1399999999996ro+ 2 
-.2519842099788ro+ 1 -.1799999999997ro+ 2 
+.3149802624757r o -.196875oooooooro+ 1 
+.5868125437892r O -.1797931709923ro+ 1 
+.1553327321788ro+ 1 +.17479o81891ooro+ 1 
+.1076887566058ro+ 1 -.7511476723284r 0 
+.1220092293510ro+ 1 -.1837398598436r 0 
+.1266465318295ro+ 1 +.3132729351273r 1 
+.1259710491555ro+ 1 -.1002554026854r 2 
+.1259919959872ro+ 1 -.51909o826856or 5 
+.1259921050078ro+ 1 +.8694769348949r 9 
+.1259921049896ro+ 1 +.3637978807092icr- 11 
+.1259921049770ro+ 1 -.5929905455559icr- 9 
wortel = +.1259921049896ro+ 1 
+10 +16o8o8 
-10 -59292 
-.4612267151293ro+ 1 -.8580342607908ro+ 3 
-.4533154612654ro+ 1 -.7935708500929ro+ 3 
-.3559247029101ro+ 1 -.3527895586016ro+ 3 
-.2779757442877ro+ 1 -.2608568186923ro+ 3 
-.5679755046149r O -.2429849498144ro+ 3 
+.4716012247693ro+ 1 +.5858909377232ro+ 4 
-.357560602291or O -.2428905638435ro+ 3 
+.21792258227ooro+ 1 +.8179316873942ro+ 2 
+.1540167627623ro+ 1 -.1372423273502ro+ 3 
+.1940585987069ro+ 1 -.2312825829443ro+ 2 
+.1993190339810ro+ 1 -.274542o467108ro+ 1 
+.2000275764709ro+ 1 +.1117052414920r 0 
+.1999998745361ro+ 1 -.508128432557or 3 
+.1999999999769ro+ 1 -.93365o8810520r 7 
+.2000000000269ro+ 1 +.1091975718737r 6 
wortel = +.1999999999769ro+ 1 
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1.8. Eigenwaa.rden van symmetrische matrices. 
Zij A een vierkante matrix van de orde n. De vergelijking 
(1.8.1) Ax= AX, 
waa.rbij :X een scalar en x een vector met n elementen is, heeft dan en 
slechts dan een oplossing x ongelijk aan de nulvector, als 
(1.8.2) det (:XI - A)= 0. 
Deze ka.rakteristieke vergelijking van A is een'algebraische vergelijking 
van de graad n. De wortels A heten eigenwaa.rden van A en de bijbehorende 
vectoren die voldoen aan (1.8.1) heten eigenvectoren van A. 
We nemen aan dat A reeel symmetrisch is. De eigenwaarden zijn dan alle 
reeel en er zijn n lineair onafhankelijke eigenvectoref die zo gekozen 
kunnen worden, dat ze een reele orthogonale matrix vormen. 
Verder beperken we ons tot het in de praktijk veel voorkomende geval 
dat A een tridiagonale matrix is, dat is een matrix waa.rvan alle 
elementen buiten de hoofddiagonaal en de aanliggende nevendiagonalen 
nul zijn. Wegens de symmetrie heeft Adan dus de gedaante 
a1 b2 0,------9 
' ' ' ' ~2 a2 ' ' ' ' \ ' ' ' (1.8.3) o\ ' ' A = ' ' I I' \ ' ' 'O I ' ' ' ' ' ' ' I \ ' 'b l ' ' I ' n ' ' I o-- - -b b 
n 
De waarde van de karakteristieke veelterm det (:XI - A) voor wille-
keurig gegeven). wordt berekend met behulp van de recursie-formule 
ro = 1 , 
r, = ). - a1, 
( :X-a.) f. 1 
2 2, f. = b.f. 2 , 
1. = (I •• , n. 
1. 1. 1.- 1. 1.-
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Dan is f. gelijk aan det (AI-A.), waarbij A. de submatrix van A is bestaan-
i 1 1 
de uit de eerste i rijen en kolommen van A. dus 
fn = det (AI-A). 
Bovendien geldt: 
(1.8.4) Stelling van Givens. 
Als in A, gedefinieerd volgens ( 1.8.3), alle nevendi,agonaalelementen bi on-
gelijk aan O zijn, dan vormt voo~ elke A de rij r0 , f 1, ••• , fn een Sturm-
rij, d.w.z. het aantal eigenwaarden van A groter dan A is gelijk aan het 
aantal tekenwisselingen in deze rij, mits fn ~ O. 
Bewi,js 
Twee opeenvolgende waarden f. 1, f. kunnen niet beide gelijk aan O zijn, i- 1 
anders zouden, volgens bovengenoemde recursie-formule,alle waarden 
r0 , r 1, ••• , fn gelijk aan O zijn, wat blijkbaar onmogelijk is. 
Als voor zekere i ~ n geldt fi_ 1 = O, dan hebben fi_2 en fi dus tegenge-
steld teken. Hieruit volgt dat het aantal tekenwisselingen ongewijzigd 
blijft bij het passeren van een wortel van f. 1 = 0. Dus het aantal teken-i-
wisselingen kan alleen veranderen bij het passeren van een wortel van 
fn = 0. Aangezien voor A= +00 het aantal tekenwisselingen O is en voor 
A= - 00 dit aantal n is, wordt het aantal tekenwisselingen bij het passeren 
van elke eigenwaarde met 1 verminderd,waaruit de stelling volgt. 
Deze stelling is een belangrijk hulpmiddel voor de berekening der eigen-
waarden. Men vormt steeds kleinere intervallen met behulp van bisectie. 
Heeft men eenmaal een interval gevonden, waarin blijkens de tekenwisselingen 
in de Sturmrijen (berekend op de uiteinden van het. interval) precies een 
eigenwaarde zit, dan kan men deze met behulp van zeroin (zie pag. 7) bere-
kenen. Bij een meervoudige eigenwaarde vindt men zo'n interval niet, maar 
dan levert bisectie de eigenwaarde met zijn multipliciteit. 
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1.9. Eigenvectoren van symmetrische matri?es. 
Bij een eigenwaarde A van A vindt men een eigenvector x door oplossing van 
het homogene lineaire stelsel (vgl. 1.8.1) 
(A-AI) x = Q 
(hierbij duidt Q. de nulvector aan). 
Aangezien de matrix van dit stelsel singulier is, kunnen we een vergelijking 
schrappen. 
Aangezien x op een factor na bepaald is, kunnen we een component van x die 
ongelijk aan O is gelijk aan (bijvoorbeeld) -1 stellen, d.w.z. we kunnen 
de betreffende kolom van A - AI naar rechts brengen. 
Hierdoor ontstaat een inhomogeen lineair stelsel van de orde n - 1, waarvan 
de matrix vaak. niet singulier is, en dan met behulp van eliminatie kan 
worden opgelost. Het probleem hierbij is, welke vergelijking kunnen we het 
beste schrappen en welke kolom naar rechts brengen? Bovendien beschikken we 
in de praktijk slechts over een numerieke benadering van een eigenwaarde. 
Inverse iteratie 
Deze problemen worden omzeild door het stelsel als volgt iteratief op te 
lessen. Zij nu A een numerieke benadering van een eigenwaarde A1 van A en 
x(O) ~ Q een vector, die als startvector voor de iteratie wordt gekozen. 
Hieruit berekenen we een vector x door het inhomogene lineaire stelsel 
op te lessen met behulp van eliminatie. 
Vervolgens normeren we x (d.w.z. we delen x door zijn Euclidische lengte 
11 x 11 ) en noemen de aldus verkregen· ·vect~r x ( 1 ) , in formule 
( 1. 9. 3) Stelling 
De VQlgens (1.9.1) en (1.9.2) berekende vector x( 1) is een goede benadering 
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van de bij A1 behorende eigenvector v 1 van A als aan de volgende voorwaar-
den is voldaan: 
1) A1 ligt niet te dicht bij de andere eigenwaarden A2 , ••• , An; 
2) 
3) 
A is een goede schatting van A1; 
( 0) . . . . . . de component van x in de richting van v1 is niet klein. 
Bewijs 
Laten v1, ••• , vn onderling loodrechte genormeerde eigenvectoren van A 
zijn horende bij respectievelijk A1, •.• ,An.We kunnen dan schrijven 
(1.9.4) + ••• + 
Hieruit en uit (1.9.1) volgt 
+ ••• 
a, V • 
n n 
Uit bovengenoemde voorwaarden (1) en (2) volgt, dat IA 1-AI veel kleiner 
is dan l\k-AI voor k = 2, ••• , n. Uit voorwaarde (3) volgt dat la. 11 niet 
klein is (met name niet veel kleiner dan la.21, .•• , la.nl ). Hieruit kunnen 
we concluderen dat in (1.9.5) de coefficient van v1 in absolute waarde 
veel grater is dan de andere coefficienten. Dus x( 1), verkregen door x te 
normeren, is nagenoeg gelijk aan de genormeerde eigenvector v 1, waarmee 
de stelling bewezen is. 
Vervolgens kunnen we op analoge wijze uit x( 1) een vector x( 2) berekenen, 
enz. Dit iteratie-proces convergeert meestal zeer snel. In de praktijk 
zijn 1 of 2 stappen bijna altijd voldoende. Voor meervoudige eigenwaarden 
is het proces iets gecompliceerder, omdat dan maatregelen moeten warden 
genomen om onderling loodrechte eigenvectoren te krijgen (bijvoorbeeld 
d.m.v. Gram-Schmidt-orthogonalisatie). 
Als A, en dus ook A - AI, een tridiagonale matrix is, is het eliminatie-
proces waarmee het stelsel (1.9.1) wordt opgelost betrekkelijk eenvoudig. 
De onbekenden warden geelimineerd in de natuurlijke volgorde. Omdat de 
matrix tridiagonaal is, zijn daardoor telkens bij het elimineren van een 
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onbekende slechts twee vergelijkingen betrokken. Een geschikt veelvoud 
van dievergelijking die voor de betreffende onbekende de grootste coeffi-
cient in absolute waarde heeft, wordt van de andere vergelijking afgetrok-
ken. De genoemde groo~ste coeffici~nt heet pivot en het proces wordt genoemd 
Gauss' eliminatie met pivoten of met (stabiliserende) rijverwisselingen. 
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2. Numerieke integratie. 
Een bepaalde integraal wordt gedefinieerd door een limietproces. De limiet 
kan analytisch worden bepaald als een primitieve van de integrand gevonden 
kan worden. Het is de taak van de numerieke wiskunde om een integraal, die 
niet of moeilijk langs analytische weg verkregen kan worden, te berekenen. 
Het resultaat moet in een eindig aantal stappen worden verkregen. 
2.1. De integratie-formules van Newton-Cotes. 
Deze integratie-formules zijn van de volgende vorm 
Jxn-1 f(x)dx = h(Aofo+A1f1+ ••• +An-1fn-1) + Rn(h). 
XO 
(2.1.1) 
Hierin is h een vast getal, xi= x0+ih en fi = f(xi) voor i = 0(1)n-1. De 
punten xi heten basispunten en Rn(h) heet restterm. De coefficienten Ai 
hangen niet af van de te integreren functie fen worden bepaald als volgt. 
* We vervangen f door een polynoom f van de graad kleiner dan n, die in de 
basispunten met f overeenstemt en eisen dan dat geldt 
* = 0 voor f = f. 
Kiezen wen= 2 dan wordt formule (2.1.1) 
Jx1 f(x)dx = h(Aofo+A1f1)'+ R2(h). 
XO 
Het eerstegraadspolynoom, dat in de basispunten x0 en x 1 met f overeen-
stemt is 
* f (x) = 
Zij x = x0+ph, dan krijgen we 
1 Dus A0 = A1 = 2 • 
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Zij f tweemaal differentieerbaar. Voor de restterm,geldt 
R2(h) =fx
1 f(x)dx - fx1 r*(x)dx = 
XO XO 
IxO+h h f(x)dx - 2 (f(x0 )+f(x0+h)). 
XO 
We differentieren tweemaal naar h: 
Tevens geldt R2(o) = R2(o) = O. 
Integreren levert 
De middelwaardestelling uit de integraalrekening luidt: 
Als de functies fen g continu zijn op [a,b] en op het hele interval geldt 
of g(x) .::_ 0 of g(x) .:5.. O, dan is er een ~ in het interval zodanig, dat 
fb f(x) g(x)dx = f(~) Jb g(x)dx. 
a a 




R2(h) = - f- r" (x0+eh), 0<8<1. 
Nogmaals toepassen van de middelwaardestelling levert 
De integratieformule luidt dus 
fx1 h h
3· 
f(x)dx = 2( f O +f' 1) - 12 f'" ( ~). 
XO 
Deze formule wordt de trapeziumregel genoemd. 
Een integratie-f'ormule is van de orde n, als de formule exact is voor alle 
polynomen van de graad kleiner dan n, maar niet voor polynomen van de 
graad n. 
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Uit R2(h) = - .!:!__ f"(~) volgt, dat de trapeziumregel exact is voor alle 12 
polynomen van de graad kleiner dan twee, maar niet voor tweedegraadspoly-
nomen. 
De orde van deze formule is dus twee. 





Jx2 f(x)dx = ! (r0+4r1+r2 ) - ~~ r< 4}(~) 
XO 
Jx3 f(x)dx = 3~ (f0+3f1+3f2+r3) -
3~~ f( 4 )(~) 
XO 
Jx4 r(x)dx = ~~ (7r0+32f'1+12f'2+32r3+1r4 ) - ~ft~ f'( 6)(~). 
XO 
FormuJ_e (2.1.3) heet de formule van Simpson. 
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2.2. Richardson-correctie. 
De formu.les van Newton-Cotes kunnen worden aaneengeregen. Voor constante 
h krijgen we voor de trapeziumregel b.v. 
J
X 1 1 X -XQ 2 
m f(x)dx = h( 2f'0+r1+ ••• +fm_,~fm) - m12 hf"(~). 
XO 
Deze formu.les hebben echter het nadeel, dat de fout over de verschillende 
intervallen ter lengte h sterk kan varieren. Liever willen we h varieren 
en wel zodanig, dat de fout per stap ongeveer constant is. 
Zij I 1 een benadering van de integraal over een interval ter lengte 2h, 
verkregen door 2 stappen ter lengte h met de trapeziumregel en I 2 een be-
nadering van de integraal over hetzelfde interval eveneens verkregen met 
de trapeziumregel, maar met een stap ter lengte 2h, dus 
Dan geldt 
(2.2.1} 
Jx2 f(x)dx = I2 - 1~ h3 f"(~2). 
XO 
(2.2.2) 
Nemen we aan, dat f" constant is op het betreffende interval, dan volgt 
uit (2.2.1) en (2.2.2) dat 
We nemen dit als correctieterm. De benadering van de integraal wordt 
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Dit is de formule van Simpson, maar nu met een idee van de nauwkeurigheid, 
n.l. de aangebrachte correctieterm. Deze correctie heet Richardson-correctie. 
De correctieterm voor de formule van Simpson luidt 
, 
waarbij 
We krijgen dan een formule van de 6e orde equivalent met (2.1.5) 
J
x I -I 




In onderstaande procedure qad wordt 
a Simpson met Richardson-correctie. 
f(x)dx berekend met de formule van 
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Description of qad 
The rea1 procedure qad ca1culates the definite integra1 from a to b 
of fx, where fx is an expression depending on x; both a< b and a> b 
are a1lowed. 
In array e[1:3], one must give the relative tolerance a[1] and the 
absolute tolerance e[2]. 
The procedure delivers the va1ue of the required definite integra1 
as va1ue of the procedure identifier and the number of steps smaller 
than abs{b-e.) X e[1] in e[3] .. 
The integra1 is ca1culated by means of Simpson's rule with Richardson 
correction. If the fourth difference is too big {and thus a1so the 
correction term), the tota1 interva1 is split into two equa1 parts and 
the integration process is invoked recursively. 
This process uses small steps only in those parts of the integration 
interval where the integrand or one of its derivatives is (nearly) 
singular, so that the procedure is useful for smooth integrands 
as well as for integrands having singularities. 
rea1 procedure qad{x, a, b, fx, e); va1ue a, b; rea1 x, a, b, fx; 
arraye; -
begin rea1 xO, x1, x2, fO, f1, f2, t, v, sum, hmin, re, ae; 
procedure int; 
begin rea1 x3, x4, f3, f4, h; 
x4:= x2; x2:= x1; f4:= f2; f2:= f1; 
anew: x:= x1:= {xO + x2) x .5; f1:= fx; 
x:= X3:= {x2 + x4) x .5; f3:= fx; h:= x4 .... xO; 
v:= (4 X {f1 + f3) + 2 X f2 + fO + f4) X 15; 
t:= 6 X f2 - 4 X (f1 + f3) + fO + f4; 
if abs{t) < abs{v) x re + ae then sum:= sum+ h X {v - t) 
e!se if abs{h) < hmin then e[3]:= e[3] + 1 else 
"6eg!n'""int; x2:= x3; f2:= f3; goto anew end;-
xo:·= x4; fO:= f4 - -
~ int; 
re:= e[1]; ae:= e[2] x 180; e[3]:= O; hmin:= abs{b - a) x re; 
x:= xO:= a; fO:= fx; x:= x2:= b; f2:= fx; 
x:= x1:= (xo + x2) x .5; f1:= fx; sum:= o; int; qad:= sum/ 180 
~ qad; 
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begin comment enige aanroepen van de procedure qad; 
integer k;rea1 x,y,z; array e[1:3]; 
e[1]:=r7; e[2]:= r-8; fork:= 1 step 1 until 10 do 
begin z:=qad(x,o,1,~(17IP'le); -




+.5000000000000:ia- 0 +.5000000000000:ia- 0 -0 
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3. Gewone differentiaalvergelijkingen 
De algemene vorm van een gewone differentiaalvergelijking is 
(1) (2) (n) 
F(x,y,y ,y , .•• ,y ) = O, 
waarbij yen y(i) :f'uncties van x zijn, dus 
en y(i) de ide afgeleide van y{x) is, dus 
(i) y = d(i)y(x) 
dxi 
Een differentiaalvergelijking is van de orde n als in de vergelijking de 
nde afgeleide voorkomt, maar geen afgeleiden hoger dan n. 
Een differentiaalvergelijking van de orde 1 heeft dus als algemene vorm 
wa.arbij 
F(x,y ,y') = O, 
y' = y( 1). 
Indien y' a.ls functie van x en y wordt geschreven dan ontstaat de expli-
ciete vorm 
y' = f(x,y). 
De oplossing van een differentiaalvergelijking is in het algemeen niet 
eenduidig. 
Voorbeeld 
De algemene oplossing van y' = xy luidt 
1 2 
zK 
y = Ke • 
Een oplossing kan worden vastgelegd door in een punt xO de :f'unctiewaarde 
Yo~. y(xO) te geven. 
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De oplossing van dit voorbeeld luidt dan 
Wordt een oplossing van een differentiaalvergelijking van de orde 1 vast-
gelegd, dan ontstaat een beginwaarde-probleem van de orde 1: 
y' = f(x,y) 
(3.0.1) 
De algemene vorm van een beginwaarde-probleem van de orde n is 
x0 , y0, y 1, ••• , yn_ 1 zijn gegeven getallen. 
Hier worden alleen in een punt waarden van functie en afgeleiden gegeven. 
Worden daarentegen dergelijke waarden in meer dan een punt gegeven, dan 
spreken we van randwaarde-problemen. 
We zullen ons beperken tot het numeriek oplossen van het beginwaarde-pro-
bleem (3.0.1). 
3.1. Meerstap-formules 
Zij h een vast getal, xi= x0+ih en gi = g(xi) voor i = 1(1)n+1. In formu-
le (2.1.2), de trapeziumregel, vervangen we x0 door xn, x 1 door xn+1 en de 
functie f door de functie g. We krijgen 
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"( ) G 1 = G + -2(g 1+g) - -12 g ~. n+ n n+ n ' 
We vervangen g(x) door f(x,y(x)) en daar y een primitieve van f is mogen 
we G door y vervangen: 
waarbij y. = y{x.) en f. = f(x. ,Y·) voor i = n, n+1. 
i i i i i 
Deze formule is weer van de orde 2 (exact voor polynomen van de graad 
kleiner dan 2, niet voor polynomen van de graad 2). 




Yn+1 = y + h(f +f) - h._ y(3)(~) n 2 n+1 n 12 
(3.1.2) Yn+1 = Yn + ~2( 5fn+1+Bfn-fn-1) - 'Y(4)(~) 
(3.1.4) 
In de rechterleden van deze formules komt fn+ 1 voor. Daar fn+ 1 afhankelijk 
is van Yn+ 1 kunnen deze formules niet direkt worden toegepast. 




( 3 •. 1. 8) 
Formules (3.1.1) t.e.m. (3.1.8) zijn met uitzondering van formule (3.1.5) 
meerstap-formules. Voor het berekenen van Yn+ 1 wordt gebruik gemaakt van 
meer dan een der reeds berekende functiewaarden. 
Hiernaast bestaan ook eenstap-formules, die voor het berekenen van Yn+ 1 
uitsluitend gebruik maken van informatie in het basispunt x. Deze formu-n 
les zijn gebaseerd op de Taylorreeksontwikkeling van de onbekende functie 
y. 
De eenvoudigste eenstap-formule is (3.1.5) en heet de formule van Euler •. 
De eenstap-formules hebben het voordeel, dat telkens de staplengte h zon-
der moeite gevarieerd kan worden, maar het nadeel (althans bij formules 
van hogere orde) dat meer rekenwerk nodig is per stap. 
Keren we terug naar bovengenoemde meerstap-formules. We merken op, dat de 
constanten in de resttermen van (3.1.6) t.e.m. (3.1.8) veel groter zijn 
dan de constanten in de resttermen van de overeenkomstige formules (3.1.1) 
t. e. m. ( 3. 1. 3) . 
De formules kunnen als volgt worden gecombineerd. 
We berekenen m.b.v. een der formules (3.1.5) t.e.m. (3.1.8) een benaderde 
waarde voor Yn+ 1 en passen vervolgens een of meer malen een van de formu-
les (3.1.1) t.e.m. (3.1.4) toe. 





Y(i) = y(k) + h(f( (i-1))+f( y(k))) 1, = n+1 n 2 xn+1'Yn+1 xn, n ' 
waarbij y~!~ benaderingen zijn voor Yn+ 1, i = 0(1)k. 
1 ( 1 )k, 
In dit geval heet (3.1.9) de predictor-formule en (3.1.10) de ~orrector-
formule. 
In de procedure precor, die in onderstaand progra.mma is gedeclareerd, 
worden de formules (3.1.9) en (3.1.10) gecombineerd. De corrector-formule 
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wordt een keer toegepast. 
Zij 
Zij y(x0) = y(a) gegeven en y(xn) = y(b) gevraagd, dan wordt geeist dat 
voor een interval ter lengte h geldt 
(3.1.11) l.b*toly I corr :5.. b-a = tol, 
waarbij toly een bepaalde tolerantie is. 
Voor het gehele interval geldt dan 
n-1 (1) (0) 
l I Y. + 1-Y. + 1 I :5.. toly. • 0 ]. ]. 
i= 
Is niet aan (3.1.11) voldaan dan wordt de berekende functiewaarde Yi1~ 
verworpen, de staplengte h wordt gehalveerd en met de nieuwe staplengte 
en met formules (3.1.9) en (3.1.10) een nieuwe y~1~ berekend. 
Indien echter corr :5._ tol dan wordt Yi1~ geaccept~erd. Vervolgens wordt 
nog onderzocht of de staplengte kan worden verdubbeld. Daar corr= O(h2 ) 
en tol = O(h} is dit bij benadering het geval als 
corr< tol/2. 
In de procedure precor is een veiligheidsmarge in acht genomen. Voor ver-
dubbelen van de staplengte wordt geeist 
corr < .4 * tol. 
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procedure precor(x,a,b,toly,y,f:xy); 
viiue a,b; reel x,a,b,toly,y,t:xy; 
'begin real li;'i';f,tol,corr,w; boolean last; 
x:•7ifn:• b-a; z:• w:• y; 
step: if sign(x+b-b)•aign(b-a)Vx+h•b then 
begin list:• true; h:• "b-ix end; -
t':• f:xy;y:~; x:• x+h; 
z:• z+hX(f:xy+f)/2;tol:• aba(hXtoly/(b-a)); 
corr:• aba(y-z); if corr.>tol then 
begin x:• :xi-h; h:an/2; le.st:~se; 
z:illlll y:• w; goto step 
end; 
~ y:• z; if 7 le.st then 
begin if corr <.,4xtol""'llien h: • h+h; 
~precor; -
y:• 1; for a:• 0 step .. 1 until .. 91 do 
begin b:• a+. 1; preoor(x1a.,b., ia-4:xy+;-,.5 .,y .,-2XxXy"Xy); nicr;fixt(2,1,x);fixt\2.,10,y);fixt(2.,10,1/(1+bXb)) 
end 
end ......... 
+ .. 1 
+.2 
+.,3 
+ .. 4 
+ .. 5 


















+ .. 862o68g655 
+ .. aooooooooo 
+.7352941176 
+ .. 6711409396 
+,.6097560976 
+.,5524861878 
+ .. 5000000000 
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3,2. Stelsels differentiaalvergelijkingen en differentiaalvergelijkingen 
van hogere orde 
De algemene vorm van een stelsel differentiaalvergelijkingen van de 
eerste orde luidt 
(3.2.1) 
waarbij y. functies van x zijn, dus y. = y.(x), i = 1(1)m. 
1 1 1 
Zijn van de f'uncties yi de f'unctiewaarden in een punt x0 gegeven, dus 
a. voor i 
1 
= 1 ( 1 )m, 
dan hebben we weer een peginwaarde-probleem. 
De procedure precor kan gemakkelijk warden uitgebreid zodanig, dat de 
procedure geschikt is voor het oplossen van stelsels differentiaalverge-
lijkingen van de eerste orde of oak voor het oplossen van een enkele 
differentiaalvergelijking van hogere orde. 
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4. Sommeren van reeksen 
Wanneer de termen van een reeks snel genoeg naar nul convergeren, biedt 
het berekenen van de som niet veel moeilijkheden. Men neemt eenvoudig zo-
veel termen mee, als voor de vereiste precisie nodig zijn. In het algemeen 
is het evenwel gevaa.rlijk, op te houden zodra men een verwaa.rloosbaa.r 






convergeert weliswaa.r snel, maar men mag toch niet ophouden bij de derde 
term, die toevallig nul is. Als wapen hiertegen kan men een ongelovigheids-
parameter "tim" invoeren met de betekenis: 
neem zoveel termen mee, totdattim keer achtereen de termen verwaarloosbaar 
klein blijken te zijn. 
Alleen als men weet dat de termen in absolute waarde monotoon afnemen, mag 
men gewoon tim = 1 kiezen. We gaan nu enige methoden bespreken voor het 
sommeren van langzaa.m convergerende reeksen. 
4. 1. De transformatie van Euler 
Op langzaam convergerende alternerende reeksen kan men met succes de trans-
formatie van Euler toepassen. 
Beschouwen we de alternerende reeks 
(4.1.1) s = I ~, 
k=O 
waa.rbij ~ positief is voor k even en anders negatief. 




Voeren we de gemiddelde-operator Min gedefinieerd door 
(4.1.2) 
dan kunnen we S schrijven in de vorm 
00 
Passen we op de aldus ontsta.ne reeks dezelfde transf9rmatie toe, dan 
krijgen we 
Herhalen we dit precede oneindig vaak, dan krijgen we de getransformeerde 
reeks 
(4.1.3) T = , ,Mu ,M2 2UQ + 2 Q + 2 UQ + ••• 
De omzetting van de reeks (4.1.1) in de reeks (4.1.3) heet de transformatie 
van Euler. Hiervoor geldt de volgende 
(4.1.4) Stelling. Als de reeks (4.1.1) convergeert en de reeks 
een functie voorstelt die analytisch is in het punt z = 1, dan convergeert 
de reeks (4.1.3) ook en beide reeksen hebben dezelfde som. 
De tra.nsformatie van Euler levert vaak grote convergentie-versnelling op 
voor alternerende langzaam convergerende reeksen. 
Euler-transformatie met strategie van Van Wijngaarden 
Men kan de Euler-transformatie uitstellen, d.w.z. eerst enige termen gewoon 
bij elkaar optellen en dan de resterende reeks somm.eren volgens Euler. Nog 
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mooier is het om tijdens de opbouw van het gemiddelden-schema telkens te 
bepal.en of men een Euler-stap zal. zetten of de Euler-tra.nsformatie een 
keer zal uitstellen. Zijn op een gegeven moment r termen gewoon opgeteld 
en vervolgens n Euler-stappen gezet, da.n luidt de tot da.n toe verkregen 
partiele som 
n 
S = uo + u1 + ••• + ur-1 + ~ l ~u. 
r,n k=O r 
(4.1.5) 
Accepteren we de volgende Euler-term 1'1+1u, da.n wordt n opgehoogd en we 
r 
hebben blijkbaar 
1 • .n+1 · 
8 =S +2M u. r,n+1 r,n r 
Stellen we daarentegen de Euler-sommatie een keer uit, da.n wordt r opge-
hoogd en men ka.n bewij zen, dat 
. .n+1 s =S +Mu. r+1,n r,n r 
In de strategie van Van Wijngaarden wordt de Euler-term 1'1+1u geaccep-
+1 r 
teerd, da.n en slechts dan al.s jt/1 url < 11'1ur+1 1. 
Dit proces is beschreven in de procedure euler, gepubliceerd in Revised 
Report on the Algorithmic Language ALGOL 60, door P. Naur(editor). 
We lichten dit proces en het gebruik van de procedure euler toe m.b.v. 
onderstaand programma, waarin een benadering berekend wordt van 
1n(2) ~ 0.693147 en n/4 ~ 0.785398. 
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begin ~ som; integer q; 
procedure kop; 
'6eg!n nlcr; printtext{{:gemiddelden--schema en partiele sommen:f,.); 
nlcr; nlcr 
end; 
procedure print(x); fixt(1, 6, x); 
procedure print1{x); beginnlcr; fixt(7, 10, x); nlcr end; 
real procedure f(n); vel.ue n; integer n; 
f':= (.f!: n l 2 X 2 = n then 1 else -1) / (q X n + 1); 
comment Procedure ontleend a.an 
P,. Naur (editor), Revised report on the algorithmic 
language .ALGOL 60., 
Enige statements zijn ingelast om het gemiddelden-
schema en de partiele sommen af te drukken; 
procedure euler(fct, sum, eps, tim); vel.ue eps, tim; 
real procedure fct; real sum, eps; inte,er tim; 
coiiii'nent euler comput~e sum of fct(r f'or i from zero up to 
infinity by means of a suitable refined euler transformation. 
The summation is stopped as soon as tim times in succession the 
absolute vel.ue of the terms of the transformed series are found 
to be less than eps. Hence, one should provide a function fct 
with one integer argument, an upper bound eps, and an integer 
tim., The output is the sum sum,. euler is particularly efficient 
in the case of a slowly convergent or divergent alternating 
series; 
begin integer i, k, n, t; array m[0: 15]; real mn, mp, ds; 
1:= n:= t:= o; m[0]:= fct(0); sum:';;7ifo] / 2; 
print{m[o] ); pr1nt1 (sum); 
nextterm: 1:= 1 + 1; mn:= fct(i); 
print{mn); 
for k:= 0 step 1 until n do 
oegin mp:= (mn + in[k]) / m'" m[k] := mn; mn:= mp; 
print{mn) 
end means; 
~(abs(mn) < abs(m[n])) /\ (n < 15) then 
oegin ds:= mn / 2; n:= n + 1; m[n] :='"'"iiiii'"'end accept 
e"!se ds:= mn; -
iuiii: = sum + ds; 
print1 {sum); 
if abs(ds) < eps then t:= t + 1 else t:= 0; 
If t < tim then go'To nextterm 
end euler; --
kop; q:= 1; 
euler(f, som, u,-4, 2); 
nlcr; printtext( ,P.n(2) : i ); print(som); nlcr; 
kop; q:= 2; 
euler(f, som, u,-4, 2); 
nlcr; printtext( ~pi : ;i> ) ; print(som X 4); nlcr 
35 





+.333333 -.o83333 +.083333 
+.7083333333 
-.250000 +.o41667 -.02o833 
+.6979166667 
+.200000 -.025000 +.008333 -.006250 
+.6947916667 
-.166667 +.016667 -.oo4167 +.002083 -.002083 
+.6937500000 
+.142857 -.011905 +.002381 -.000893 +.000595 -.000744 
+.6930059524 
-.125000 +.008929 -.001488 +.000446 -.000223 +.000186 
+.,6930989583 
+ .. 111111 -.006944 +.000992 -.000248 +.000099 -.000062 +.000062 
+.6931299603 
ln(2) : +.693130 
gemiddelden-schema en partiele sommen 
+1.000000 
+.5000000000 
- .. 333333 +.333333 
+.,6666666667 
+.200000 -.o66667 +.133333 
+.Booooooooo 
-.142857 +.,028571 -.019048 
+.,7904761905 
+.111111 -.015873 +.006349 -.006349 
+.7873015873 
..... 090909 +.010101 -.002886 +.001732 -.002309 
+.,7849927850 
+.076923 -.006993 +.,001554 .... .,000666 +.000533 
+.,7852591853 
-.066667 +.005128 -.000932 +.,000311 -.000178 +.,000178 
+,,7853479853 
+.058824 .... .,003922 +.,ooo603 ..... 000165 +.000073 - .. 000052 + .. 000063 
+.,7854106678 
pi : +3.,141643 
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4.2. De transformatie van Van Wijngaarden 
Deze transformatie is vooral geschikt voor langzaam convergerende reeksen 
met positieve termen. Zij gegeven de reeks 
(4.2.1) s = l ~-
k=1 




Samennemen van gelijksoortige termen levert de getransformeerde reeks 
(4.2.3) 
Voor deze transformatie geldt 
(4.2.4) Stelling. Al.s de reeks (4.2.1) convergeert, dan convergeert de ge-
tra.nsformeerde reeks (4.2.3) dan en slechts naar dezelfde limiet als de 
reeksen (4.2.2) convergent zijn voor alle ken 
2n 
lim l vk = O. 
n-+oo k=n+1 
In bet bijzonder is de transformatie geoorloofd als de oorspronkelijke 
reeks (4.2.1) wordt gemajoreerd door een convergente reeks waarvan de 
· termen monotoon niet-stijgend zijn. 
Al.s de termen van de oorspronkelijke reeks positief zijn, dan is de ge-
tra.nsformeerde reeks (4.2.3) alternerend en kan vaa.k gema.kkelijk m.b.v. de 
37 
transformatie van Euler gesommeerd worden. Omdat de indices van de termen 
in de reeksen (4.2.2) met machten van twee oplopen, convergeren deze 
reeksen meestal sneller dan (4.2.1). Hierin ligt juist het succes van deze 
transformatie. Bovendien wordt formule (4.2.2) alleen gebruikt om termen 
vk met oneven index k te berekenen; de term.en met even index volgen uit de 
relatie 
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