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In this paper, for a given descriptor system,we construct a feedback
in order to obtain a nonnegative, stable and regular closed-loop
system. The required conditions impose structure on the state ma-
trices of the descriptor system, and thereby allow expression of the
solution of the new system in terms of smaller matrices. For that,
we exploit the structure of the state matrices of the descriptor sys-
tem. We also design an algorithm to construct the aforementioned
feedback and the solution of the closed-loop system. In addition,
some examples illustrating the results are presented.
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1. Introduction
Nonnegative control systems are dynamical systems whose state variables are nonnegative at all
times. Thesekindsof systemsappear inmultipleproblems inengineering, for examplewhenmodelling
some physical phenomena and interconnected systems such as electrical, mechanical, and chemical
processes [3,12]. The property of nonnegativity plays an important role in these cases. For instance, in
[9], the positive (nonnegative) descriptor systems have been widely considered.
Regularization of descriptor systems via state-feedbacks has been studied by different authors
[11,13]. In general, these studies are based on theWeierstrass–Kronecker decomposition of the system,
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which uses twomatrices P and Q that may change the information the original matrices. In this paper,
wewill use adifferent approachbasedon rearranging the information involved in theoriginalmatrices.
In someapplications theevolutionof the systemis represented in the state-space formand it isusual
to search feedbacks which transform it into a new system with speciﬁc properties, such as stability,
symmetry, etc. In this paper, we are interested on ﬁnding feedbacks that transform the original system
into a new system with the nonnegativity, regularization, and stability properties.
For a given matrix A ∈ Rn×n, a matrix X ∈ Rn×n is called its Drazin inverse if the properties
XAX = X , AX = XA, and Ak+1X = Ak hold, where k = ind(A) is the index of A, that is, the smallest
nonnegative integer such that rank(Ak+1) = rank(Ak). The matrix X will be denoted by AD and it is
unique. Generalized inverses have been used to characterize the properties of nonnegative descriptor
systems [2,4]. An important particular subclass corresponds to the case k = 1, where the generalized
inverse is called the group inverse of A and is denoted by A# [1]. The group inverse has been widely
analyzed in the literature and applied in several situations to solve different problems. For instance, to
model electric networks, to solve Markov chains, to give the solution of symmetric descriptor control
systems, etc. [1,3,5,6].
We will let AO denote a matrix A with nonnegative entries, and σ(A) the spectrum of a square
matrix A. We will use the set σ(E, A) = {λ ∈ C| det(A − λE) = 0} where E, A ∈ Rn×n. As usual, the
open ball with center a and radius r > 0 is deﬁned by B(a, r) = {z ∈ C||z − a| < r}.
This paper is organized as follows: In Section 2, the statement of the problem is described and some
useful results are quoted. In Section 3, we ﬁnd necessary and sufﬁcient conditions to guarantee the
existenceof a feedbacksuch that theclosed-loopsystemisnonnegative, stableandsatisfy the regularity
condition. In addition, the solution of the aforementioned closed-loop system is obtained. In Section
4, the stability region is analyzed and an algorithm to obtain the indicated feedback is developed.
Moreover, some examples illustrate the obtained results. Finally, in Section 5 some conclusions are
presented.
2. Statement of the problem
In this paper, we consider discrete-time descriptor control systems:{
Ex(k + 1) = Ax(k) + Bu(k),
y(k) = Cx(k), (1)
where E, A ∈ Rn×n, B ∈ Rn×m, C∈Rp×n, x(k)∈Rn×1, u(k) ∈ Rm×1, and y(k) ∈ Rp×1 with rank(E)=
r < n. In general, this system is denoted by (E, A, B, C).
The system (E, A, B, C) is said to satisfy the regularity condition if there exists a scalar α such that
det(αE + A) /= 0. In this case, it is well known that the system (1) has solution [10].
Throughout the paper, we consider systems (E, A, B, C)which does not satisfy the regularity condi-
tion, in which E is a nonnegative matrix with index 1 and EE# O.
On the other hand, the condition EE# O is already imposed in different works analyzing nonneg-
ativity, as we can see in the next result [2,4].
Proposition 1. Let (E, A, B) be a discrete-time descriptor system such that ind(E) = 1, EE# O, EA = AE,
andKer(E) ∩ Ker(A) = {0}. The system (E, A, B) is nonnegative if and only if E#AO, E#BO, and−(I −
EE#)ADBO.
For E satisfying the conditions of Proposition 1, we can apply the following [8, Theorem 1].
Theorem 1. Let E ∈ Rn×n be a nonnegativematrix of rank r. Then the following conditions are equivalent:
(i) EE# O.
(ii) There exists a permutation matrix P such that
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PEPt =
⎡⎢⎢⎣
J JM O O
O O O O
NJ NJM O O
O O O O
⎤⎥⎥⎦ , (2)
where the diagonal blocks are square, J = XTY , T ∈ Rr×r is a nonnegative nonsingular matrix, X =
diag(x1, x2, . . . , xr), Y = diag(yt1, yt2, . . . , ytr), xi and yi are positive unit vectors such that yti xi = 1,
and M, N are nonnegative matrices of appropriate size.
Thus, by Theorem 1, we may assume that the matrix E in system (1) has the form (2).
Moreover, the orthogonal matrix P appearing in (2) allows to transform the system (1) into the
following equivalent system:{
E˜z(k + 1) = A˜z(k) + B˜u(k),
y(k) = C˜z(k), (3)
where z(k) = Px(k),
E˜ = PEPt =
⎡⎢⎢⎣
J JM O O
O O O O
NJ NJM O O
O O O O
⎤⎥⎥⎦ , A˜ = PAPt ,
B˜ = PB =
⎡⎢⎢⎣
B1
B2
B3
B4
⎤⎥⎥⎦ , and C˜ = CPt = [C1 C2 C3 C4] . (4)
It is easy to verify that ind(E) = 1 and EE# O if and only if ind(˜E) = 1 and E˜E˜# O.
By algebraic manipulations using the form of E we obtain the following block version of
Proposition 1.
Theorem 2. Let (E, A, B, C) be a descriptor system where E, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n are matrices
such that E O, EE# O, A = I − βE, for some scalar β , and B and C are partitioned as in (4). Then the
system (E, A, B, C) is nonnegative if and only if the following conditions hold
(a) T−1 − βI O,
(b) T−1Y(B1 + MB2)O,
(c) −B2 O,
(d) −B4 O,
(e) (XY − I)(HDB1 + SB2) + XYMB2 O,
(f) NXY(HDB1 + SB2 + MB2) − UB1 − VB2 − B3 O,
(g) (C1 + C3N)X O,
(h) C1[(XY − I)(HDB1 + SB2) + XYMB2] − C2B2 + C3[NXY(HDB1 + SB2 + MB2)−UB1−VB2−B3]− C4B4 O,
where X , Y ,M,N, and T are the matrices deﬁned in (2), H = I − βXTY ,
S = β(HHD − I)
⎡⎣l−1∑
i=0
HiXTYM
⎤⎦+ βHDXTYM,
U = −βNXTY
⎛⎝l−1∑
j=0
Hj(I − HHD) − HD
⎞⎠,
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and
V = βNXTY
⎛⎝l−1∑
j=0
Hj(HS − βXTYM) + S + M
⎞⎠.
Note that the matrices involved in this theorem have smaller sizes than in Proposition 1, which can
improve the computational calculations.
The assumptions required in next Lemma 2 and Theorem 3 are owed to those of Theorem 2, which
are needed to state the nonnegativity of the system (E, A, B, C) [7].
From now on, we will consider the system (3) where, for simplicity, the matrices will be denoted
by E, A, B, and C instead of E˜, A˜, B˜, and C˜.
Themain aim of this paper is to ﬁnd a feedback for this last system such that the closed-loop system
is nonnegative, stable, and satisﬁes the regularity condition.
3. Obtaining nonnegativity, stability, and regularization
We start this section presenting some useful properties on the matrices E and J deﬁned in (2).
Lemma 1. Let E ∈ Rn×n be a nonnegative matrix of rank r < n such that EE# O and J deﬁned as in (2).
Then the following statements hold:
(a) rank(J) = r.
(b) ind(J) ∈ {0, 1} and J# = XT−1Y .
(c) σ (E) = σ(J) ∪ {0}.
Proof. (a) Since J = XTY and T ∈ Rr×r , rank(J) rank(T) = r. Moreover, the facts that X has full-
column rank and Y has full-row rank imply that there exist two matrices X− and Y− such that
X−X = I and YY− = I [1]. Then T = X−JY− and r = rank(T) rank(J). Thus, rank(J) = r.
(b) Since J = XTY and YX = I, an easy computation shows that J# = XT−1Y by checking the three
conditions of the group inverse deﬁnition. Consequently, ind(J) ∈ {0, 1}.
(c) The spectrum of E is given by the λ’s satisfying the equation:
det (E − λI) = det
⎛⎜⎜⎝
⎡⎢⎢⎣
J − λI JM O O
O −λI O O
NJ NJM −λI O
O O O −λI
⎤⎥⎥⎦
⎞⎟⎟⎠ = 0. (5)
Expanding by columns this last determinant we get λ = 0 or
det
([
J − λI JM
O −λI
])
= 0, (6)
which is equivalent toλ = 0 or det(J − λI) = 0. Thus,σ(E) = σ(J) ∪ {0} because r < n. This ﬁnishes
the proof. 
Next, we consider the system (3). In order to obtain a state-feedback such that the closed-loop
system be nonnegative, stable, and satisfying the regularity condition, we have to ﬁnd two matrices F
and G such that the feedback u(k) = Fz(k) + Gv(k) transforms (3) into{
Ez(k + 1) = (A + BF)z(k) + BGv(k)
y(k) = Cz(k) (7)
with the properties that
(R) there exists a scalar β such that A + BF = I − βE,
(S) σ(E, A + BF)B(0, 1),
(N) for each k, if z(0) 0 and v(i) 0 for all i = 0, 1, . . . , k, then z(k) 0 and y(k) 0.
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Note that such a feedback preserves the properties of the matrix E. Observe now that ﬁrst we have
to ﬁnd the feedback F fulﬁlling the condition (R). Under this condition, the other two conditions, (S)
and (N), will be analyzed.
The condition (R) is equivalent to the existence of a numberβ such thatBF = I − βE − A. In control
theory it is usual toﬁnd systemswhere thematrixBhas full-column rank. In this case, a feedback canbe
chosen as F = B−(I − βE − A), where B− is a left inverse of B [1], that is B− = (BtB)−1Bt . Otherwise,
the existence of F depends on the chosen β and the matrices E, A, and B, that is, for each chosen β , the
equality rank([B νi(β)]) = rank(B)must hold for i = 1, . . . , n, where νi(β) represents the ith-column
of the matrix I − βE − A. This last equality is equivalent to rank([B I − βE − A]) = rank(B).
Related to the conditions (S) and (N), if the condition (R) holds, then the following lemma gives a
ﬁrst approach to the solution of the problem.
Lemma 2. Let (E, A, B, C) be a descriptor system satisfying the conditions E O, EE# O, and B and C
partitioned as in (4). Then, there exist a feedback u(k) = Fz(k) + Gv(k) such that the closed-loop system
is nonnegative, stable, and satisﬁes the regularity condition if there exist a scalar β ∈ B(γ , 1) and amatrix
F such that A + BF = I − βE and the following conditions hold:
(a) T−1 − βI O,
(b) T−1Y(B1 + MB2)GO,
(c) −B2GO,
(d) −B4GO,
(e) (XY − I)(HDB1 + SB2)G + XYMB2GO,
(f) NXY(HDB1 + SB2 + MB2)G − UB1G − VB2G − B3GO,
(g) (C1 + C3N)X O,
(h) C1[(XY − I)(HDB1 + SB2) + XYMB2]G − C2B2G + C3[NXY(HDB1 + SB2 + MB2) − UB1 − VB2− B3]G − C4B4GO,
where 1/γ ∈ σ(J) − {0}, X , Y ,M,N, and T are the matrices deﬁned in (2), and H, S, U, and V are the
matrices deﬁned in Theorem 2.
Proof. Suppose that there exist a scalar β and amatrix F such that A + BF = I − βE. The set σ(E, A +
BF) is given by the λ satisfying
det(λE − (A + BF)) = det(λE − (I − βE)) = det((λ + β)E − I) = 0.
Set γ = λ + β . The case γ = 0 leads to a contradiction, so γ /= 0 and the last equation is equivalent
to det(E − (1/γ )I) = 0, that is 1/γ belongs to the spectrum of the matrix E. Then, the condition (S)
is satisﬁed if the number β belongs to B(γ , 1) where, by Lemma 1, 1/γ ∈ σ(J) − {0}.
Now, we analyze the nonnegativity condition (N). Taking into account the hypothesis on thematrix
E and the condition (R), we have that the closed-loop system (7) is nonnegative if the conditions given
in Theorem 2 hold. 
Under the assumptions of the above lemma the solution of system (7) is nonnegative. This solution
can be expressed in terms of the matrices of the system, which may be of large sizes. However, we
exploit the structure of E and its properties in such a way that the solution of (7) can be obtained by
means of a more reduced expression involving matrices of smaller sizes.
In fact, splitting the state vector as z(k) = [z1(k) z2(k) z3(k) z4(k)]t , with z1, z2, z3, and z4 of
appropriate sizes, the system (7) becomes
E
⎡⎢⎢⎣
z1(k + 1)
z2(k + 1)
z3(k + 1)
z4(k + 1)
⎤⎥⎥⎦ = (I − βE)
⎡⎢⎢⎣
z1(k)
z2(k)
z3(k)
z4(k)
⎤⎥⎥⎦+ BGv(k)
and y(k) = Cz(k), where
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E =
⎡⎢⎢⎣
J JM O O
O O O O
NJ NJM O O
O O O O
⎤⎥⎥⎦ , B =
⎡⎢⎢⎣
B1
B2
B3
B4
⎤⎥⎥⎦ , and C = [C1 C2 C3 C4] .
A simple computation allows to observe that the variables z2(k) and z4(k) are:
z2(k) = −B2Gv(k), z4(k) = −B4Gv(k), (8)
and, using (8), the remaining variables satisfy the following equations:
Jz1(k + 1) = (I − βJ)z1(k) + JMB2Gv(k + 1) + (βJMB2 + B1)Gv(k), (9)
NJz1(k + 1) = −βNJz1(k) + z3(k) + NJMB2Gv(k + 1)
+ (βNJMB2 + B3)Gv(k). (10)
Substituting the ﬁrst equation into the second one, we have that
z3(k) = Nz1(k) + (NB1 − B3)Gv(k). (11)
Moreover, by [10], Eq. (9) has the following solution:
z1(k) = (J#(I − βJ))kJ#Jz1(0) +
k−1∑
i=0
J#(J#(I − βJ))k−i−1v˜(i)
− (I − J#J)(I − βJ)Dv˜(k)
= X(T−1 − βI)kYz1(0) +
k−1∑
i=0
XT−1(T−1 − βI)k−i−1Yv˜(i)
− (I − XY)(I − βXTY)Dv˜(k), (12)
where v˜(i) = JMB2Gv(i + 1) + (βJMB2 + B1)Gv(i) and we have used that J = XTY , YX = I, and
Lemma 1. Now, y(k) = C1z1(k) + C2z2(k) + C3z3(k) + C4z4(k). Then, we can state next proposition
summarizing the above reasoning.
Proposition 2. Let (E, A, B, C) be a descriptor system satisfying the conditions E O and EE# O. If there
exist a scalar β and a matrix F such that A + BF = I − βE, then the solution of the closed-loop system
(7) is y(k) = Cz(k) where z(k) is given by the expressions (8), (11), and (12). Moreover, if the conditions
(a)–(h) given in Lemma 2 hold, the system is stable and its solution is nonnegative.
Note that it is enough to know the component z1(0) of the initial condition z(0) in order to obtain
the solution.
The converse of Lemma 2 is also valid, as we show in the next result.
Theorem 3. Let (E, A, B, C) be a descriptor system satisfying the conditions E O and EE# O. Suppose
that there exists a scalar β such that the matrices B and [B I − βE − A] have the same rank and let F be
the solution of the matrix equation A + BF = I − βE. Then, there exist a feedback u(k) = Fz(k) + Gv(k)
such that the closed-loop system is nonnegative and stable if and only if the following conditions hold:
(a) β ∈ B(γ , 1),
(b) T−1 − βI O,
(c) T−1Y(B1 + MB2)GO,
(d) −B2GO,
(e) −B4GO,
(f) (XY − I)(HDB1 + SB2)G + XYMB2GO,
(g) NXY(HDB1 + SB2 + MB2)G − UB1G − VB2G − B3GO,
(h) (C1 + C3N)X O,
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(i) C1[(XY − I)(HDB1 + SB2) + XYMB2]G − C2B2G + C3[NXY(HDB1 + SB2 + MB2) − UB1 − VB2− B3]G − C4B4GO,
where 1/γ ∈ σ(J) − {0}, X , Y ,M,N, and T are the matrices deﬁned in (2), H, S,U, and V are the matrices
deﬁned in Theorem 2.
Proof. The necessary condition follows directly from Lemma 2. Relative to the sufﬁciency, the stability
of the system (E, A, B, C) guarantees the condition (a) and the remain conditions are assured by the
nonnegativity of its solution. 
4. Algorithm and examples
Next, we observe that conditions (a) and (b) in Theorem 3 allow one to analyze the set of possible
values of β related to the different values of γ . Since the matrices A, B, and C are considered over the
real ﬁeld, it is clear that the scalar β must be also real.
Proposition 3. Let (E, A, B, C) be a descriptor system satisfying the conditions E O and EE# O. Then,
the condition β ∈ B(γ , 1), where 1/γ ∈ σ(E) − {0}, is equivalent to
β ∈
ν⋃
i=1
{R ∩ B(γi, 1)} , (13)
with ν < n, 1/γi ∈ σ(E) − {0},−1 < Im(γi) < 1, and Re(γi) −
√
1 − (Im(γi))2 < β < Re(γi)
+
√
1 − (Im(γi))2, for each i = 1, . . . , ν . Moreover, if this condition holds, the inequality T−1 − βI O,
where T is the matrix deﬁned in (2), implies that
(a) If T is not a diagonal matrix, then β  0, and
(i) Re(γi) 0 and |γi| < 1, or
(ii) Re(γi) < 0.
(b) If T is a diagonal matrix, then one of the following statements hold:
(i) β  0 and
(I) Re(γi) 0 with |γi| < 1, or
(II) Re(γi) < 0.
(ii) 0 < β min{1/tjj , j = 1, . . . , r} and
(I) Re(γi) < 0 with |γi| < 1, or
(II) Re(γi) 0.
Proof. Fromβ ∈ B(γ , 1) ∩ R, we get |β − γ | < 1 and then (β − γ )(β − γ ) < 1. So,β2 − 2βRe(γ )
+ |γ |2 < 1, and thus (β − Re(γ ))2 < 1 − (Im(γ ))2. It is clear that (Im(γ ))2 < 1 and
Re(γ ) −
√
1 − (Im(γ ))2 < β < Re(γ ) +
√
1 − (Im(γ ))2. (14)
The converse is trivial.
Now, since T = [tij]ri,j=1 O, the inequality T−1 − βI O becomes βT  I, that is, βtij  0 for every
i /= j and βtjj  1 for all i, j ∈ {1, . . . r}. We observe that if there exists i /= j such that tij /= 0 then
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Fig. 1. Regions of the possible γi .
β  0. Otherwise, if tij = 0 for every i /= j, then β min{1/tjj , j = 1, . . . , r} being tjj > 0 since T is a
nonsingular matrix.
Suppose thatT is notdiagonal. It is clear thatβ  0holds. IfRe(γi) 0 thenRe(γi) −
√
1 − (Im(γi))2
< 0 and so |γi| < 1. Hence, the case (a) (i) is obtained. If Re(γi) < 0 then it is clear that there exists
β( 0) verifying the condition (14) for this γi, and thus the case (a) (ii) is obtained. The case (b) can be
obtained in a similar way. This ends the proof. 
Since β ∈ B(γ , 1), it is necessary to know γ in order to choose β . Proposition 3 assures that if γ is
not in the region represented in the Fig. 1, then it cannot be used to pick a β .
The algorithmbelow constructs a feedback forwhich the closed-loop system satisﬁes the regularity
condition and is nonnegative and stable.
Algorithm
Inputs: Descriptor system (E, A, B, C) which satisﬁes E O and EE# O.
Outputs: The matrices F and G such that the system (7) is nonnegative, stable, and satisﬁes the
regularity condition.
Step 1: Transform the system into the form (3).
Step 2: If (C1 + C3N)X < O (condition (h) in the Theorem 3) then ‘There does not exist such a
feedback to make the system nonnegative’. Go to End.
Step 3: Solve the inequalities T−1Y(B1 + MB2)GO,−B2GO, and −B4GO. If there does not
exist a solution, then ‘There does not exist such a feedback to make the system nonnegative’
and go to End, else choose such a solution G. We propose to try with a ﬁnite number of
different matrices G.
Step 4: Compute σ(J) and denote by  the set of 1/γ ∈ σ(J) − {0} such that γ belongs to the
region given in Proposition 3, which is represented in Fig. 1 depending on T .
Step 5: Fix 1/γ0 ∈  and choose β verifying Re(γ0) −
√
1 − (Im(γ0))2 < β < Re(γ0)
+
√
1 − (Im(γ0))2 and T−1 − βI < 0.Note that in each step, for eachﬁxedγ0,wepropose
to try with a ﬁnite number of different values of β .
Step 6: If rank[B I − βE − A] /= rank(B) then go to Step 5.
Step 7: If any of the conditions (f), (g), or (i) in Theorem 3 is not satisﬁed then go to Step 5.
Step 8: If a ﬁxed ﬁnite number of β ’s and a ﬁnite number of G’s in Steps 5 and 3, respectively, have
been tried without success then ‘This strategy has not produced a solution’ and go to End.
Step 9: Compute F as the solutionof the linearmatrix equationBF = I − βE − A,whose existence
is guaranteed in Step 6. Then, the feedback u(k) = Fz(k) + Gv(k) satisﬁes the conditions
required in Theorem 3.
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Step 10: Then ‘The closed–loop system is nonnegative, stable, and satisﬁes the regularity condition’.
The solution of system (7) is given by expressions (8), (11), and (12).
End
Next, we illustrate the obtained results with an example depending on parameters. This example
and the fact that there exist an inﬁnite number of matrices E of index 1, allow to observe that there
exist a large enough number of systems satisfying the conditions appearing in Theorem 3.
Example. Let (E, A, B, C) be the descriptor system given by the matrices
E =
⎡⎣ρ ρ 00 0 0
ρ ρ 0
⎤⎦ , A =
⎡⎣1 −1 00 0 1
1 −1 0
⎤⎦ ,
B =
⎡⎣b10
b3
⎤⎦ /= O, and C = [C1 C2 C3] ,
with ρ > 0, b1 and b3 arbitrary scalars, and C1, C2, and C3 arbitrary vectors verifying that C1 + C3 O.
We can observe that choosing P = I, T = ρ , and X = Y = M = N = 1, the matrix E is written in the
form given in the Theorem 1. Moreover, we note that det(αE + A) = 0 for all scalar α. We look for a
feedback of the form u(k) = Fx(k) + Gv(k) to regularize the system.
Notice that, the Steps 1 and 2 of the Algorithmhold. To satisfy the Step 3we have to choose amatrix
G depending on b1 such that b1GO.
Next, in Step 4 we deﬁne Γ = {1/ρ} since σ(J) = {ρ}. For this γ0 = 1/ρ , in the Step 5, we choose
a scalar β such that 1/ρ − 1 < β  1/ρ .
Since B has full column rank, the Step 6 holds.
The Step 7 includes the analysis of conditions (f), (g), and (i) in Theorem3. In fact, sinceH = 1 − βρ ,
HD =
{
0 if β = 1
ρ
1
1−βρ if β /= 1ρ
, U =
⎧⎨⎩0 if β =
1
ρ
βρ
1−βρ if β /= 1ρ
,
and (g) and (i) become
{−b3GO, and − b3C3GO if β = 1ρ ,
(b1 − b3)GO, and (b1 − b3)C3GO if β /= 1ρ .
In all these cases we can ﬁnd a state-feedback to stabilize the system and to get the nonnegativity and
regularity property with
F = [−(x + z)βρ − z (x + z)(1 − βρ) + y z − y] ,
where xb1 + zb3 = 1 must hold, being B− = [x y z] any matrix satisfying that B−B = I.
Then, the solution of the closed-loop system is y(k) = Cx(k) with
x(k) =
⎡⎢⎢⎢⎣
(
1
ρ
− β
)k
x1(0) +∑k−1i=0 1ρ ( 1ρ − β)k−i−1 b1Gv(i)
0(
1
ρ
− β
)k
x1(0) +∑k−1i=0 1ρ ( 1ρ − β)k−i−1 b1Gv(i) + (b1 − b3)Gv(k)
⎤⎥⎥⎥⎦ .
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5. Conclusions
The properties of the matrix E in the system (E, A, B, C) allow, using Theorem 1, to rearrange its
structure keeping the relevant information in the block J. Then, the use of this canonical form shows
the advantages of working with block matrices, as we can see in the Theorem 2, Lemmas 1 and 2,
Proposition 2, and Theorem 3.
In general, the solution of the system (1) is treatedwith thematrices in their original sizes. However,
the model reduction used in the Proposition 2 allows the presentation of this solution in terms of
considerably smaller matrices. In this sense, our results improve the result described in Proposition 1,
where the whole matrices are used to check the nonnegativity of the system.
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