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Intelligentes Backtracking in Inferenzsystemen 
am Beispiel Terminologischer Logiken 
Dennis Drollinger 
Zusammenfassung 
In der KI beschartigt man sich zunehmend mit Terminologischen Logiken. Diese gehen 
auf einen logikbasierten Formalismus fUr Semantische Netze zuriick , der von R. Brachman 
unter dem Name KL-ONE eingefiihrt wurde. In KL-ONE-basierten Systemen wird zwischen 
terminologischem und assertionalem Wissen unterschieden, indem fUr jede Komponente ein 
eigener Formalismus zur Verfiigung steht. In der sogenannten TBOX wird das konzeptu-
elle Wissen beschrieben, wahrend in der ABOX Instanzen von Konzepten gebildet werden 
konnen, die tiber Relationen miteinander verkntipft werden. 
In den letzten Jahren lag der Schwerpunkt der Forschung im Bereich Terminologischer 
Logiken auf der Entwicklung vollstandiger und effizienter Algorithmen fUr die Klassifikation , 
die den zentralen Inferenzdienst des TBOX-Reasoning darstellt . Heute kann man sagen, daB 
die Leistungsfahigkeit implementierter Systeme beziiglich des TBOX-Reasoning durchaus 
den Anforderungen geniigt. 
In den meisten Applikationen stellt jedoch das ABOX-Reasoning, die fUr den Einsatz als Tool 
oder Stand-Alone-System wesentlichen Inferenzdienste, zur Verftigung. Die bisher entwickel-
ten vollstandigen Algorithmen fur das ABOX-Reasoning sind jedoch zu ineffizient, urn sie 
in praktisch verwendbaren Systemen einsetzen zu konnen. Ursache dieser Ineffizienz ist die 
naive Behandlung der Disjunktionen, weshalb eine intelligente Behandlung dieser notwendig 
erscheint. 
In der vorliegenden Arbeit wurde ein Verfahren entwickelt, das durch die Verwaltung von 
Abhangigkeiten und durch geeignete Kontrollmechanismen eine intelligente Backtrackings-
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1 Einleitung 
Eine der wichtigsten Aufgaben der KI ist ea, Verfahren zur Realisierung komplexer Operationen 
auf gro6en Datenmengen anzubieten. 
Eine Moglichkeit dafiir ist durch "Heuristische Suche" den Losungsraum so einzuschra.nken, dafi 
in vertretbarer Zeit eine Losung gefunden wird. Der Nachteil dabei ist, dafi die Losung nicht 
optimal sein mufi oder moglicherweise, aufgrund einer zu grofien Beschneidung des Suchraums, 
iiberhaupt nicht gefunden wird, obwohl sie existiert. 
Bestimmte Probleme lassen jedoch auch eine andere Moglichkeit zu: 1m Verlauf der Suche wird 
zusatzliches Wissen aufgebaut und dazu benutzt, den Losungsraum so einzuschranken, dafi, falls 
vorhanden, die Losung in vert ret barer Zeit gefunden wird und auch optimal ist. 
In dieser Arbeit wird ein Verfahren entwickelt, das ein Modell fiir eine Menge von Constraints 
sucht, wobei der Losungsraum durch Wissen iiber die Abhangigkeiten zwischen den Constraints 
stark eingeschrankt wird. 
1.1 Zur Entstehung dieser Arbeit 
Ein Tell der "Compllations-Gruppe" des ARC-TEC-Projekts beschaftigt sich seit Herbst 1990 
mit der Verarbeitung von Taxonomischem Wissen. Dabei entstanden auch drei Implernentierun-
gen, die die praktische Relevanz der erarbeiteten Ansatze demonstrieren sollten. 
Bestimrnte Inferenzdienste geniigten durchaus den Anforderungen der Benutzer, andere verur-
sachten nicht vert ret bare Laufzeiten. 
Aus diesem Grund mufite die Implementierung optimiert werden. 
Die gesammelten Erfahrungen leg ten die Vermutung nahe, dafi die Laufzeit fiir aile Inferenz-
dienste, durch eine geeignete Behandlung der Disjunktionen, auf ein vert ret bares Mafi reduziert 
werden konnte. 
Ziel der Diplomarbeit ist es, dies zu zeigen. 
1.2 Aufgabenstellung 
Der Schwerpunkt dieser Arbeit war die Entwicklung eines Konzepts zur Verwaltung von Abhangig-
keiten in Inferenzsystemen unter besonderer Beriicksichtigung Terminologischer Inferenzsyste-
me. Urn die Zweckma6igkeit des Ansatzes zu zeigen, sollte eine prototypische Implementierung 
erstellt werden. 
1.3 Gliederung der Ausarbeitung 
In Kapitel 2 werde ich eine kurze Einfiihrung in Terminologische Logiken geben. Die Darstellung 
ist dabei sehr knapp, so dafi manche "Feinheiten" dem Leser verborgen bleiben miissen. 
Am Ende des Kapitels befindet sich die Darstellung eines Constraint-Propagierungs-Systems. Ein 
ahnliches Constraint-Propagierungs-System fand in der letzten Implementierung Verwendung, 
so daB dieses den Implementierungsstand vor dieser Arbeit darstellt. 
In Kapitel 3 werde ich diese Arbeit motivieren, indem ich zeige, dafi eine intelligente Behandlung 
der Disjunktionen notwendig und ausreichend ist, urn vertretbare Laufzeiten zu erhalten. 
In Kapitel 4 werde ich von Terrninologischen Logiken abstrahieren, indern ich anstelle einer 
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Terminologischen Logik einen Regelformalismus betrachte, der jedoch dazu geeignet ist, die 
operationale Semantik einer Terminologischen Logik adaquat zu reprasentieren. Am Ende des 
Kapitels steht dann eine Formalisierung des in Kapitel2 vorgestellten Constraint-Propagierungs-
Systems, auf dem die folgenden Algorithmen aufbauen werden. 
Kapitel 5 beschaItigt sich mit den Problemen und deren LOsungen, die bei einer intelligenten 
Behandlung der Disjunktionen auftreten. Diese LOsungen reprasentieren dabei meinen Ansatz 
zur Realisierung einer intelligenten Backtrackingstrategie. 
In Kapitel 6 wird der vollstandige Algorithmus zuerst informell und dann formal vorgestelit. Die 
Kapitel 5 und 6 bilden den Schwerpunkt dieser Ausarbeitung. 
Kapitel 7 befafit sich mit moglichen Erweiterungen des Ansatzes. 
In Kapitel 8 wird die Verwandschaft meiner Arbeit zu Arbeiten aus den Bereichen Truth-
Maintenance-Systeme und Logische Programmierung untersucht. 
In Kapitel 9 wird diese Arbeit zusammengefafit und ein Ausblick auf weitere Arbeiten in dieser 
Richtung gegeben. 
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2 Einfiihrung in Terminologische Logiken 
In diesem Abschnitt werde ich einen kurzen Uberblick tiber Terminologische Logiken geben. 
Dabei werde ich mlch hier auf das Notwendigste beschranken. Der Leser, der an Darstellungen 
interessiert ist, die ausfUhrlicherl sind, die Erweiterungen2 Termlnologischer Logiken beinhalten 
oder die die Integration Termlnologischer Logiken in andere Systeme beschreiben3 , sei auf die 
angegebene Literatur verwiesen. 
2.1 Grundgedanke Terminologischer Logiken 
Terminologische Logiken gehen auf einen logikbasierten Formalismus fUr semantische Netze 
zuriick, der von R. Brachman unter dem Namen KL-ONE eingefUhrt wurde. Ausgehend von 
semantischen Netzen, deren Semantik prozedural erklart war, wollte er einen Wissensreprasen-
tationsformalismus entwickeln, der semantisch fundiert ist. 
1m Laufe der Zeit entstand eine Vielzahl von Systemen, die die folgenden Gemeinsamkeiten 
aufweisen: 
• Termlnologische Logiken sind hybride Systeme, in denen zwischen terminologischem und 
assertionalem Wissem unterschieden wird, indem fiir jede Komponente ein eigener Forma-
lismus zur Verfiigung steht. In der Terminologischen Box, der sogenannten TBOX, wird 
das konzeptuelle Wissen beschrieben, wahrend in der assertionalen Box, der sogenann-
ten ABOX, Instanzen von Konzepten gebildet werden, die iiber Relationen, sogenannte 
Rollen, miteinander verkniipft werden.4 
• Der TBOX -Formalismus gestattet die Strukturierung des Diskursbereichs, indem aus ein-
fachen Begriffen komplexere gebildet werden konnen. Die dabei entstehende Begriffshier-
archie (Subsumptionshierarchie genannt) kann dazu benutzt werden, die Inferenzdienste 
fUr den ABOX-Formalismus und TBOX-Formalismus zu untersttitzen. 
• Es existieren effiziente Inferenzdienste, die es gestatten, implizites Wissen explizit zu ma-
chen. 
• Es laBt sich eine Tarski-Style-Semantik angeben. 
• Die Semantik basiert auf der Open World Assumption. 
Die entwickelten Systeme unterscheiden sich erheblich hinsichtlich der Ausdrucksstarke. Insbe-
sondere fUhrte die Ausdrucksmachtigkeit des ursprtinglichen KL-ONE zur Unentscheidbarkeit 
mancher Inferenzprobleme. 1m folgenden wird die Termlnologische Sprache ALe definiert, die 
in vielen terminologischen Sprachen enthalten ist. 
2.2 Die Konzeptsprache 
Die Konzeptsprache stellt Konstrukte zur VerfUgung, mit denen die Terminologie des Diskurs-
bereichs definiert werden kann. 
lzum Beispiel [Brachman and Schmolze, 1985], [Nebel, 1989], [von Luck, 1991] und [Baader et al., 1992a] 
2zum Beispiel [Schmiedel, 1990], (Baader and Hanschke, 1991], (Baader and Hollunder, 1992] und [Hanschke, 
1992] 
3 zum Beispiel (Boley et al., 1991], [Abecker, 1992] und (Hanschke, 1993] 
4Es besteht dabei eine gewisse Analogie zur Unterteilung bei Datenbanken in Datenbankschema und 
Datenbankinhalt. 
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2.2.1 Die Syntax der TBOX 
Definition 2.1 (Konzeptterme und Terminologie von ALe) Seien CONC und ROLE zwei 
disjunkte Mengen von Konzept- und Rollennamen. Die Menge der Konzeptterme von ALC 
ist induktiv definiert durch: 
1. Jeder Konzeptname ist ein Konzeptterm. 
2. Seien C und D K onzeptterme, und sei Reine Rollenname, dann sind die folgenden A us-











Sei A ein Konzeptname und sei D ein Konzeptterm. Dann ist A=D ein terminologisches 
Axiom. Eine TBOX T ist eine endliche Menge terminologischer Axiome mit den zusatzlichen 
Einschrankungen, daft erstens kein Konzeptname mehrfach auf der linken Seite eines Axioms 
erscheint, und zweitens, daft in T keine zyklischen Definitionen enthalten sind. . 
Eine TBOX besteht also aus zwei unterschiedlichen Arten von Konzeptnamen. Die definierten 
Konzepte erscheinen auf der linken Seite eines Axioms. Die anderen werden primitive Konzepte 
genannt. 
2.2.2 Die Semantik der TBOX 
Definition 2.2 (Interpretationen und Modelle) Eine Interpretation I besteht aus einer Men-
ge dom(I) und einer Interpretations/unktion. Die Interpretationsfunktion assoziiert mit jedem 
Konzeptnamen A eine Teilmenge AI von dom(I), und mit jedem Rollennamen Reine binare 
Relation RI auf dom(I). 
Die Interpretationsfunktion - welche eine Interpretation fur atomare Terme darstellt - kann 
auf Konzeptterme wie folgt erweitert werden: 
Seien C und D Konzeptterme, und sei Rein Rollenname. Angenommen C I und DI sind bereits 
definiert. Dann ist 





CI nD1 , 
CIUDI , 
dom(I) \ C I , 
{x E dom(I) I fur aile y mit (x, y) E RI gilt: y E C I } und 
{x E dom(I) I es gibt ein y, so daft (x, y) E RI und y E CI}. 
Eine Interpretation list ein Modell derTBOX T gdw fur aile Axiome A=D in Tgilt: AI = D . 
2.2.3 Terminologische Inferenzdienste 
Den wesentlichen Inferenzdienst des TBOX-Reasoning stellt die Subsumption dar, das hei6t 
die Berechnung der Ober-Untermengenbeziehungen zwischen den Konzepttermen. 
2.3 Die assertionale Sprache 9 
Definition 2.3 (Subsumption) Seien C und D Konzeptterme, und T eine TBOX. C sub-
sumiert D bezuglich T gdw fur aUe MOOelle I von T DI ~ C I gilt. (Notation: D ~T C) 
Die Klassifikation ist die Berechnung der Subsumptionsbeziehung aUer Konzeptterme. 










Mensch n maennlich 
Mensch n weiblich 
Mann n (3Kind.Mensch) 
Frau n (3Kind.M ensch) 
Vater U Mutter 
Mann n (3K ind.Elternteil) 
eine TBOX aus der Domane der Verwandschaftsbeziehungen mit der folgenden graphischen 
Darstel1ung der Subsumptionshierarchie: 
Abbildun 1: Subsumptionshierarchie 
. ',': ,'::::: : ,': : : ..•... : ..•...... ': ... ', 
~~~;q~~:: ~~~~~: ~ ~i~¥.~: 
.. ...... ...... ...... ....... ..... ....... ...... . ............ .. ....... . 
~~~m~~i::: 
., ... .. .... ... . .. ... ..... ... . 
\ I 
:v.ate£ BUtt.e:r: 
... .... .... .... ... .. ....... ..... 
\ ..... .............. . 
:GroBsv.ater.: 
- , - , .. : : :::: : .'::: : ,': : :.',': : : .' 
2.3 Die assertionale Sprache 
Wahrend in der TBOX das konzeptuelle und taxonomische Wissen einer bestimmten Pro-
blemdomane beschrieben wird, werden in der ABOX die Konzepte und Rollen durch konkrete 
Individuen instanziiert. Die auftretenden Individuen und ihre Beziehungen untereinander, sowie 
zu den in der TBOX definierten Begriffen, beschreiben einen Zustand dieser Problemdomane. 
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2.3.1 Die Syntax der ABOX 
Definition 2.4 (assertionale Axiome und ABOXen itir ALe) Sei OBJ eine Menge von 
Objektnamen. Die Menge aller assertionalen Axiome ist wie folgt definiert. Sei C ein Kon-
zeptterm, Rein Rollenname und a,b Elemente von OBJ. Dann sind 
a : C und (a, b) : R 
assertionale Axiome. Eine ABOX ist eine endliche Menge assertionaler Axiome. 
2.3.2 Die Semantik der ABOX 
Definition 2.5 (Interpretationen und Modelle) Eine Interpretation fur die assertionale 
Sprache ist einfach eine Interpretation fur ALC, die zusiitzlich jedem Objekt aI E dom(I) einen 
Objektnamen zuordnet. Eine Interpretation eritillt ein assertionales Axiom 
a: C gdw aI E CIund 
(a, b) : R gdw (aI, bI) E RI. 
Eine Interpretation ist ein Modell einer ABOX A gdw aile assertionalen Axiomen aus ihr 
folgen 0=1 A). Sie ist ein Modell einer ABOX A zusammen mit einer TBOX T gdw sie ein 
Modell fur T und A ist. 
Beispiel 2: Sei T die TBOX aus Beispiel 1. Dann lassen sich bezuglich T beispielsweise 








Definition 2.6 Eine ABOX A heiftt (semantisch) konsistent bezuglich einer TBOX T 
falls fur sie ein Modell existiert. Eine ABOX A und eine TBOX T implizieren ein assertionales 
Axiom a gdw aile Modelle fur A und T a erfUlien (A FT a). 
Das ABOX-Reasoning stellt folgende Inferenzdienste zur Verfiigung: 
• Konsistenzproblem: 1st eine ABOX A bezuglich einer TBOX T konsistent? 
• Instanzenproblem: Implizieren eine ABOX A und eine TBOX T ein assertion ales 
Axiom der Form a : C ? 
• Realisierungsproblem: Sei a ein Objektname. Die Menge der speziellsten Konzepte, in 
denen a enthalten ist, ist definiert als 
MSCA,7(a):= {C E CONCIA 1=7 a: C und JJD E CONC mit A 1=7 a: D undT 1= Dee 
Die Berechnung der Menge MSC fur ein a heiBt Realisierung fur a. 
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• Retrievalproblem: Sei C ein Konzeptterm und .A eine ABOX. Das Retrievalproblem 
ist definiert als Berechnung der Menge aller Instanzen von C, die in .A auftreten. 
Beispiel 3: Sei T die TBOX aus Beispiel 1 und enthalte die ABOX .A die assertionalen 
Axiome aus Beispiel 2, da.nn gilt fiir das Realisierungsproblem: 
M SC A,r( I okaste) = {Mutter}. 
Satz 1 Aile Inferenzdienste des TBOX-Reasoning und des ABOX-Reasoning lassen sich auf 
das Konsistenzproblem fur ABOXen reduzieren. 
Beweis in [Hollunder, 1990] 
Gesucht ist also ein Entscheidungsverfahren, das zu einer gegebenen TBOX T und einer gege-
benen ABOX .A feststellt, ob .A beziiglich T konsistent ist. 
So ein Verfahren wird im nachsten Abschnitt vorgestellt und in Kaptiel 4 formalisiert. 
2.4 Terminologische Inferenzsysteme 
Eine Moglichkeit die Inferenzdienste zu realisieren ist, diese auf den Konsistenztest fill ABOXen 
zuriickzufiihren. Bei diesem Konsistenztest werden assertionale Axiome als Constraints aufge-
fafit, die iiber gewisse Inferenzrege1n propagiert werden. Die eventuell vorhandenen Disjunk-
tionen fiihren dazu, daB die Propagierung nicht deterministisch verlauft. Fiihrt dieses fiir eine 
ABOX .A stets zu einem offensichtlichen Widerspruch, so ist .A inkonsistent ansonsten konsi-
stent. 
Der Inferenzprozess eines Constraint-Propagierungssystems solI nun naher untersucht werden, 
da er fUr das Verstandnis der nachfolgenden Probleme wichtig ist. 
Abbildung 2: Komponenten eines einfachen 
Constraint-Pro 
......... .......... ,. - , .. . ........ .. . 
. . .... . .. . . .. . ...... . .... .... . . .. . .. . .. .. . ... . 
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2.4.1 Die Komponenten und Speicherglieder 
• Die Inferenzkomponente leitet aus der Menge der Constraints des Constraint-Speichers 
und dem "oberst en" Element (Topelement) des Stacks weitere Constraints abo 
• Die Kontrollkomponente aktiviert die Inferenzkomponente und die Backtrack1nkompo-
nente und transportiert Daten von den Speichergliedern zu der Inferenzkomponente und 
umgekehrt. 
• Die Backtrackingkomponente verwaltet die "Wahlpunkte" und restauriert friihere Zusta.nd 
Wahlpunkte sind notwendig, da eventuell vorhandene Disjunktionen Alternativen bei der 
Propagierung induzieren. 
• Der Constraint-Speicher enthalt die Constraints, die bereits propagiert wurden. 
• Der Stack entha.J.t die Constraints, die noch zu propagieren sind. 
2.4.2 Der InferenzprozeB 
Initialisierung 
Der Constraint-Speicher ist zu Beginn leer. Auf dem Propagierungs-Stack stehen aIle assertio-
nalen Axiome der ABOX. 
Constraint-Propagierung 
• 1st der Propagierungs-Stack nicht leer, dann wird das Topelement, im folgenden "aktueller 
Constraint" genannt, vom Propagierungs-Stack genommen. 
1st der aktuelle Constraint eine Disjunktion, dann wird das erste Disjunktionsglied auf 
den Propagierungs-Stack geschrieben und die restlichen Disjunktionsglieder durch die 
Backtrack1ngkomponente verwaltet. Das heifit, es wird ein sogenannter Wahlpunkt 
eingefiihrt, der die restlichen Disjunktionsglieder als Alternative fUr das erste Dis-
junktionsglied bereithalt. Danach beginnt der Constraint-Propagierungsprozefi von 
vorn. 
Ansonsten wird der aktuelle Constraint propagiert, das heifit, die Constraints, die 
aus dem Constraint-Speicher und dem aktuellen Constraint mittels der Inferenzkom-
ponente abgeleitet werden konnen, werden auf den Propagierungs-Stack geschrieben 
und der Constraint-Speicher wird urn den aktuellen Constraint erweitert. 
* Wird durch die Propagierung eine Inkonsistenz hergeleitet, dann wird die Back-
trackingkomponente aktiviert. Diese restauriert den Zustand des Constraint-
Speichers und des Propagierungs-Stacks, der vor der letzten Wahl einer Alter-
native herrschte. Dann wird die nachste Alternative des Wahlpunkts auf den 
Propagierungs-Stack geschrieben und der Propagierungsprozefi beginnt von neu-
em. 
* Tritt keine Inkonsistenz auf, beginnt der Propagierungsprozefi direkt von neuem. 
Terminierung 
• Der Algorithmus terminiert mit dem Wert "konsistent", wenn der Propagierungs-Stack 
leer ist. 
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• Der Algorithmus termiruert mit dem Wert ninkonsistent", wenn nach dem Auftreten einer 
Inkonsistenz keine weiteren Alternativen ex.istieren, die zu priifen waren. 
Beispiel 4: Sei T die TBOX aus Beispiel 1 und A die ABOX aus Beispiel 2. Eine m6gliche 
Anfrage ware, ob Iokaste im Konzept Mutter entha.iten ist. DaB Instanzenproblem ist realisiert 
durch einen Widerspruchsbeweis. Bei der Anfrage, ob ein Individuum a eine Instanz eines Kon-
zepts C ist, wird die ABOX urn daB aBsertiona.ie Axiom a : ~C erweitert und auf Konsistenz 
getestet. Dabei ist die ABOX genau dann inkonsistent, wenn a eine Instanz des Konzeptes C 
ist. 
Das heillt fiir dieses Beispiel, dall die ABOX 
A= {Iokaste : Frau, Oedipus: Mensch, (Jokaste, Oedipus) : Kind, Iokaste : ~Mutter} 
auf Konsistenz getestet werden mull. 
l.CS={} 
Stack = {Iokaste : Frau, Oedipus: Mensch, (Jokaste, Oedipus) : Kind, Iokaste : ~M utter} 
2. CS = {Iokaste: Frau} 
Stack = {Oedipus: Mensch, (Jokaste,Oedipus) : Kind,Iokaste: ~Mutter} 
3. CS = {Iokaste: Frau, Oedipus : Mensch} 
Stack = {(J okaste, Oedipus) : K ind,I okaste : ~M utter} 
4. CS = {Iokaste: Frau, Oedipus : Mensch, (Jokaste,Oedipus) : Kind} 
Stack = {I okaste : ~ Mutter} 
5. CS = {Iokaste: Frau, Oedipus : Mensch, (Jokaste, Oedipus) : Kind,Iokaste: ~Mutter} 
Stack = {I okaste : ~Frau V V K indo ~M ensch} 
An dieser Stelle wird ein Wahlpunkt angelegt. 
6. CS = {Iokaste: Frau, Oedipus : Mensch, (Jokaste, Oedipus) : Kind,Iokaste: ~Mutter} 
Stack = {I okaste : ~Frau} 
7. CS = {Iokaste: Frau,Oedipus: Mensch, (Jokaste, Oedipus) : Kind, 
Iokaste: ~Mutter,Iokaste: ~Frau} 
Stack = {.l} 5 
Die Ba.cktrackingkomponente findet in Iokaste : V K indo ~M ensch eine Alternative fiir 
Iokaste : ~Frau. 
8. CS = {Iokaste: Frau, Oedipus : Mensch, (Jokaste, Oedipus) : Kind,Iokaste: ~Mutter} 
Stack = {Iokaste: VKind.~Mensch} 
9. CS = {Iokaste: Frau, Oedipus : Mensch,(Iokaste,Oedipus): Kind, 
Iokaste: ~Mutter, VKind.~Mensch} 
Stack = {Oedipus : ~M ensch} 
10. CS = {Iokaste: Frau, Oedipus : Mensch, (Iokaste, Oedipus) : Kind, 
Iokaste : ~M utter, V K ind.~M en.ch, Oedipus : ~M ensch} 
Stack = {.l} 
Die Backtrackingkomponente findet keine weiteren Wahlpunkte, daraus folgt die Inkonsi-
stenz der ABOX, und damit ist Iokaste Instanz des Konzepts Mutter . 
.5 Dabei ist ..1 das Symbol flir eine lnkonsistenz 
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Die obige ReaJisierung eines Tenrnnologischen Inferenzsystems offenbart zwei Schwachen: 
• Die naive Behandlung der Disjunktionen, weiche in chronologischer Reihenfolge abgear-
beitet werden, ohne Riicksicht auf etwaige U rsachen eines Konilikts . 
• Die Nicht-Existenz einer inkrementellen Schnittstelle. Bei jeder Anfrage an die Wissens-
basis werden alle Axiome der ABOX neu propagiert und nicht auf bereits propagierte 
Constraints zuriickgegriffen. 
Auf die naive Behandlung der Disjunktionen werde ich im folgenden naher eingehen. 1m Anschlufi 
werde ich zeigen, dafi mit den zusatzlichen Informationen, die notig sind, um eine intelligente 
Backtrackingstrategie zu reaJisieren, auch eine inkrementelle Schnittstelle reaJisiert werden kann. 
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3 Motivation fiir intelligentes Backtracking 
3.1 Theoretische und praktische Arbeiten auf clem Gebiet der Terminologi-
schen Logiken 
Erste theoretische Arbeiten6 iiber terminologische Formalismen beschaftigen sich mit Fragen der 
Komplexitat und Entscheidbarkeit. In diesen Arbeiten wurde gezeigt, daB die inharente Komple-
xitat Terminologischer Logiken sehr hoch ist. Das Subsumptions-Problem flir ausdrucksst~kere 
Sprachen (zum Beispiel ALe) ist mindestens NP-hart, und fiir manche Sprachen (zum Beispiel 
das urspriingliche KL-ONE) sogar unentscheidbar. 
Dieses Problem wurde aufzwei Arten umgangen: . 
• Die Systeme unterstiitzen nur eine eingeschrankte Terminologische Sprache, dabei sind die 
dem Konsistenztest zugrundeliegenden Algorithmen korrekt 7 und vollstandig8 • 
• Die Systeme unterstiitzen eine ausdrucksstarkere Sprache, wobei die Algorithmen korrekt, 
aber unvollstandig sind. 
Da dies fiir bestimmte Anwendungen nicht ausreichend war, sind in den letzten Jahren die 
Systeme Taxon9 und KRISlO entwickelt worden. Beide weisen die folgenden Merkmale auf: 
• Die terminologische Sprache ist ausdrucksstark, 
• das Konsistenzproblem ist entscheidbar und 
• die zugrundeliegenden Algorithmen sind korrekt und vollstandig. 
Vergleiche mit Systemen, die bei ahnlicher Ausdruckstarke unvollstandige Algorithmen benut-
zen, zeigten, daB die unvollstandigen Algorithmen erheblich schneller waren. Eine Untersuchungll 
bewies jedoch, daB die Laufzeitunterschiede bei der Klassifikation im wesentlichen nicht auf die 
vollstandigen Algorithmen zuriickzufiihren sind, sondern auf die unzureichende, prototypische 
1mplemEmtierung dieser. 
Daraufuin wurden die voIlstandigen Algorithmen fiir die Subsumption wie folgt verbessert: 
• In Taxon wurde dem eigentlichen Subsumptionstest ein "struktureller" Subsumptions-
test vorgeschaltet, der als Ausgabewerte neben "subsumiert" und "subsumiert nlcht" noch 
den Wert ,.,Subsumptionsbeziehung unbekannt" zulieB. 1m letzteren Fall wurde dann erst 
der eigentliche Subsumptionstest aufgerufen. Da der "strukturelle" Subsumptionstest sehr 
schnell war, und empirische Untersuchungen zeigten, daB der eigentliche Subsumptions-
test nur noch in 20 bis 40 Prozent der Falle aufgerufen werden muBte, kam es zu einer 
erheblichen Verringerung der Laufzeit. 
6[Brachmann and Levesque, 1984], [Nebel, 1988], [Schmidt-SchauB, 1989] und [Nebel, 1990] 
7Korrektheit bedeutet dabei: Liefert der Algorithmus den Wert "inkonsistent", dann ist die ABOX tatsichlich 
inkonsistent. 
8Yollstlindigkeit bedeutet dabei: 1st die ABOX inkonsistent, dann liefert der Algorithmus den Wert "inkonsi-
stent" . 
9Taxon wurde am DFKI von der Projektgruppe ARC-TEe entwickelt ( [Hanschke et al., 1991] ) 
10 K1US wurde am DFKI von der Projektgruppe WINO entwickelt ( [Baader and Hollunder, 1990] ) 
ll[Baader et al., 1992b] 
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• In KnIS wurde ebenfalls Wissen fiber die Struktur der Konzepte und der Konzepthier-
archie zur Effizienzsteigerung ausgenutzt. Auch dies fUhrte zu erheblichen Verbesserungen 
der Laufzeit. 
Trotz dieser Verbesserungen war damit ein weiteres Problem noch nicht gelost. Die Laufzeit der 
vollstandigen Algorithmen fUr das ABOX-Reasoning12, welches ffir die meisten Applikationen 
die wesentlichen Inferenzdienste zur VerfUgung stellt, war zu hoch, um die Algorithmen in prak-
tisch verwendbaren Systemen einsetzen zu konnen. 
Dabei ist zunachst noch nicht klar, ob dieses Problem fiberhaupt lOsbar ist. Das heillt, es ist zu 
klaren, ob die U rsache der zu hohen Laufzeit entweder an der inharenten Komplexitat Termino-
logischer Logiken oder an der Anzahl der zu priifenden potentiellen Modelle liegt und nicht an 
den ineffizienten, vollstandigen Algorithmen. 
Zur Klarung dieser Frage wurden anwendungsrelevante ABOXen und TBOXen im Hinblick auf 
ihre strukturellen Merkmale, sowie das Laufzeitverhalten des Konsistenztests fUr verschiedene 
ABOXen und TBOXen untersucht. 
Dabei wurden die folgenden Merkmale festgestellt: 
Merkmale der TBOX 
( Tl) Die sogenannten "schlimmsten Fane" moglicher Konzeptterme kommen in der Regel ni 
( T2) Die Komplexitat der Konzeptterme, das heiBt die Anzahl der Konzeptterme, die einen 
anderen definieren, ist gering (in der Regel weniger ala neun). 
( T3) Die Anzahl der Disjunktionen innerhalb eines Konzeptterms ist gering. Die meisten 
Konzeptterme enthalten fiberhaupt keine Disjunktionen, und wenn, dann in den 
seltensten Fallen mehr als zwei. 
( T4) Rekursive, das heiBt zyklische Definitionen von Konzepttermen sind nicht zugelassen. 
Merkmale der ABOX 
( AI) Die Existenz eines assertionalen Axioms der ursprfinglichen ABOX ist unabhangig 
von der Existenz anderer Axiome. 
( A2) Eine ABOX laBt sich haufig derart partitionieren, daB aus zwei beliebigen Axiomen 
zweier Teilmengen keine Inferenzen gezogen werden konnen. 
La ufzeitver halten 
( L1) Die Laufzeit des Konsistenztests mit naiver Behandlung der Disjunktionen steigt mit 
der Anzahl der Disjunktionen in der ABOX exponentiell an . Enthalt die ABOX 
keine Disjunktionen, dann wachst die Laufzeit des Konsistenztests mit der GroBe 
der ABOX hochstens polynomial, meistens sogar linear. 
12 ABOX-Reasoning und TBOX-Reasoning basieren auf dem Konsistenztest fUr ABOXen. Wahrend heim 
TBOX-Reasoning die Anzahl der assertionalen Axiome genau eins ist, kann beim ABOX-Reasonig die ABOX 
beliebig grofi werden. 
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Folgerungen 
( Fl) 1st die Anzahl der Disjunktionen grofi, so geschieht dies dadurch, dafi viele Individuen 
Instanz eines Konzeptterms sind, die mindestens eine Disjunktion enthalten, und nicht 
dadurch, dafi einige Individuen Instanz eines Konzeptterms sind, der sehr viele 
Disjunktionen enthalt. ( T3 ) 
( F2) Die Menge der Folgerungen aus den Axiomen ist relativ klein. 1m Gegensatz etwa zu 
Prolog13, wo durch das Aufrufen eines "goals" selbst wieder zahlreiche "subgoals" 
aufgerufen werden, die ihrerseits selbst wieder "subgoals" aufrufen, usw ... 
( Tl, T2, A2 und vor aIlem T4 ) 
( F3) Die Existenz eines Axioms ist in den meisten Fallen nicht abhangig von der Existenz 
einer Disjunktion. Das heifit die meisten Axiome sind immer giiltig. ( T3 ) 
Obige Beobachtungen belegen die These, dafi die hohe Laufzeit fiir das ABOX-Reasoning nicht 
auf die inharente Komplexitat Terminologischer Logiken zuruckzufiihren ist, sondern auf die 
Handhabung der Disjunktionen in den Algorithmen. 
,. 
1m folgenden werde ich zeigen, dafi die in Terminologischen Inferenzsystemen implementierte 
Strategie des chronologischen Backtracking fiir die hohe Laufzeit verantwortlich ist. Gleichzeitig 
wird deutlich werden, dafi eine intelligente Backtrackingstrategie die optimale Strategie beim 
Ziehen terminologischer Inferenzen ist. 1m folgenden werden dazu die drei fiir diesen Kontext 
wesentlichsten Backtrackingstrategien beschrieben und an einem Beispiel verdeutlicht. 
3.2 Backtrackingstrategien 
Die Terminologie entstammt dem Artikel [Giinter, 1993]. Dort finden sich noch weitere Back-
trackingstrategien, die hier nicht interessant sind. 
Chronologisches Backtracking 
Tritt im Verlauf der Propagierung ein Konflikt auf, so wird die zuletzt getroffene Entschei-
dung riickgangig gemacht, bis ein Wahlpunkt angetroffen wird, der eine noch nicht untersuchte 
Alternative bereithalt. Danach werden aIle Konsequenzen zuriickgenommener Entscheidungen 
ungiiltig. 
Bei diesem Verfahren werden weder die moglichen Ursachen des Konflikts beriicksichtigt, noch 
Daten, die am Konfiikt unbeteiligt sind iibernommen. Dabei kann die Anzahl der unnotigen 
Mehrfachberechnung von Daten exponentieil mit der Anzahl der Wahlpunkte steigen. 
Es gibt viele Systex:ne, in denen die Strategie des chronologischen Backtracking berechtigt ist 
(PROLOG). Dies liegt daran, dafi die Abhangigkeiten zwischen den Daten sehr grofi sind. Auf-
grund der einfachen Realisierbarkeit hat sich chronologisches Backtracking als Standardverfahren 
etabliert. 
A bhangigkeitsgesteuertes Backtracking 
Beim abhangigkeitsgesteuerten Backtracking geht man bis zu der letzten Entscheidung zuriick, 
die am Konfiikt beteiligt ist, und die eine noch nicht untersuchte Alternative bereithalt. Aile 
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Konsequenzen zuriickgenommener Entscheidungen werden ungiiltig. Abhangigkeitsgesteuertes 
Backtracking setzt voraus, daB zu jedem Konflikt Informationen iiber dessen Ursache explizit 
oder implizit vorhanden sind. Auch hier sind Mehrfachberechnungen nicht ausgeschlossen, jedoch 
ist deren Anzahl im Normalfall wesentlich geringer. 
Intelligentes Backtracking Coder Backtracking mit Dateniibernahme) 
Beim intelligenten Backtracking wird nicht nur ein Wahlpunkt zuriickgenommen, sondern die 
gesamte Auswahl der Wahlpunkte wird so geandert, dafi der Konflikt verschwindet. AIle Kon-
sequenzen zuriickgenommener Wahlpunkte werden ungiiltig. Die Daten, die von der Anderung 
nicht betroffen sind, bleiben erhalten: Intelligentes Backtracking setzt nicht nur Informationen 
iiber die Ursachen der Inkonsistenz voraus, sondern auch iiber die Abhangigkeiten zwischen den 
Daten. 
Das folgende Beispiel stellt eine stark vereinfachte ABOX dar, ist aber insoferntypisch, als die 
Konstrukte die die hohe Laufzeit verursachen, darin enthalten sind. Auf jeden Fallla6t sich die 
Abarbeitung der Constraints mit den jeweiligen Backtrackingstra.tegien gut daran demonstrie-
ren. 
Beispiel Gegeben sei die folgende ABOX: 
{Xl Gu V Gl2 , 
X 2 G21 V G22, 
Xn G nl V G n2 , 
Xl .Gu }, 
wobei die Xi Objekte und die Gij Konzeptterme sind. 
Unabhangig von der Backtrackingstrategie werden zuerst die Disjunktionen Xi : Gil V Gi2 (1 ~ 
i ~ n) propagiert. Das hei6t, da im allgemeinen keine Prioritatsfunktion fill die Disjunktionsglie-
der existiert, werden die Xi : Gil zugesichert und die Xi : Gi2 als deren Alternativen verwaltet. 
Danach fiihrt die Propagierung von Xl : .Gu zu einem inkonsisten Zustand: 
Abarbeitung beim chronologischen Backtracking Der Backtrackingmechanismus setzt 
Xn : G nl zuriick und sichert stattdessen die Alternative Xn : G n2 zu. Auch dies fiihrt nach einer 
erneuten Propagierung von Xl : .Gu zu einem Konflikt. Nachdem 2n - 1 Alternativen gepriift 
wurden, wird die eigentliche Ursache des Widerspruchs Xl : Gn durch ihre Alternative ersetzt. 
Danach werden die Axiome Xi : Gil V G i2 (2 ~ i ~ n) und Xl : .Gu erneut zugesichert. 
Abarbeitung beim abhangigkeitsgesteuerten Backtracking Bei diesem Verfahren werden 
die Zusicherungen Xi : Gil (2" ~ i ~ n) zuriickgenommen, ohne daB ihre Alternativen propagiert 
werden, da die Xi : Gil nicht am Konflikt beteiligt sind. Dann wird Xl : Gn ersetzt und die 
Axiome Xi : Gil V Gi2 (2 ~ i ~ n) und Xl : .Gll erneut zugesichert. 
Abarbeitung beim intelligenten Backtracking Bei diesem Verfahren wird die gesamte 
Auswahl der Wahlpunkte neu berechnet. Die neue Auswahl unterscheidet sich im Beispiel an 
einer Stelle von der alten. Xl : Gll wird durch Xl : Gn ersetzt. 
Obige Ausfiihrungen und das Beispiel verdeutlichen folgende Aussagen: 
3.2 Backtrackingstrategien 
• Die hohen Laufzeiten fiir das ABOX-Reasoning liegen nicht an der inharenten 
Komplexitat Terminologischer Logiken. ( T1 und L1 ) 
• Beim Ziehen Terminologischer Inferenzen ist, infolge der meist lokalen 
Abhangigkeiten, die Anzahl der potentiellen Modelle, die man priifen mufi, 
um festzustellen, ob ein Modell existiert oder nicht, gering. ( A2 und F1 ) 
• Der zusatzliche Aufwand fiir die Verwaltung der Abhangigkeiten wiegt in fast 
allen Fallen nicht so schwer, wie der Effizienzgewinn, den man erhalt, dadurch 
dafi man weniger potentielle Modelle priifen mufi. ( F2 und F3 ) 
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4 Von der Semantik zum Entscheidungsverfahren 
1m folgenden werde ich von Terminologischen Logiken abstrahieren, indem ich stattdessen einen 
abstrakten Regelformalismus betrachte, mit dem dann die operation ale Semantik einer Teilspra-
che erster Stufe beschrieben werden kann. Dieser Regelformalismus muB folgender Bedingung 
geniigen: 
Es existiert ein Algorithmus, der fiir jede zuHi.ssige Instanz der Regelsprache einer 
gegebenen Menge von Formeln das Attribut "syntaktisch konsistent" beziehungsweise 
"syntaktisch inkonsistent"zuordnet;· 
Dabei wird die Rege1sprache so gewahlt, dafi sich die operationale Semantik von ALC damit 
beschreiben la.Bt. 
Am Ende des folgenden Abschnitts stehen die Begriffe der Inkonsistenz eines Constraint-Systems 
und der operationalen Semantik. Diese bilden eine Schnittstelle zwischen einem abstrakteren 
Semantikbegriff auf der einen und dem Regelsystem auf der anderen Seite. 
4.1 Operationale Semantik 
Gegeben seien eine Menge von Constraintnamen eN, eine Menge von Funktoren :FU und eine 
Menge von Variablen V. 
Definition 4.1 Die Menge der Terme ist induktiv definiert durch: 
1. Aile O-stelligen Funktoren f! E :FU tmd aile Variablen Vj E V sind Terme. 
2. Sind t l , t2, ... , tn (n ~ 1) Terme und fr ein n-stelliger Funktor, 
dann ist auch ft( tI, t2, ... , tn) ein Term. 
Definition 4.2 Ein Grundterm ist ein Term, der keine Variablen entha.lt. 
Definition 4.3 Die Menge der Formeln :F wird induktiv definiert durch: 
1. T und 1. sind Formeln. 
2. Sind tl , ... , tn (n ~ 1) Terme und ist C ein n-stelliger Constraintname, 
dann ist C(tI, ... , tn) eine Formel. 
Definition 4.4 Ein Constraint ist eine Formel, deren Terme Grundterme sind. 
Die Menge aller Constraints wird mit CT notiert. 
Definition 4.5 Regeln Seien CpI, ... , Cpn und CjI, ... , Cjm(m,n ~ 1) Formeln, dann ist 
eine Regel, wobei jede Variable, die auf der rechten Seite des Pfeils in einem Constraint auftritt, 
auch auf der linken Seite in einem Constraint vorkommt. 
4.1 Operationale Semantik 
Definition 4.6 Eine Auswahlfunktion A fUr Wahlpunkte ist eine partielle Funktion 
A : P(C) -4 C mit A( {ctb ... , cti, ... , ctn }) = cti. 
Definition 4.7 Eine endliche Menge 'R von Regeln heiftt Regelsystem. 
Definition 4.8 Substitution 
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1. Eine Substitution 4> ist eine endliche Menge der Form {(Vb t 1 ), ••• , (Vn' tn)}, wobei die Vi 
paan.oeise voneinander verschiedene Variablen sind und die ti von Vi verschiedene Terme 
sind. 
2. Sei 4> eine Substitution und r eine Regel. Dann ist r4> eine Instanz von r, das heiftt, die 
Regel, die durch gleichzeitiges Ersetzen jedes Vorkommens der Variablen Vi in r durch die 
. Terme ti entsteht. 
Definition 4.0 Herleitbarkeit 
1. Eine Disjunktion etaj ... j ctz heiftt direkt herleitbar aus einer Constraintmenge CS 
bezuglich eines Regelsystems 'R gdw es eine Regel r E 'R und eine Substitution 4> gibt, 
so daft rtf> == ct}, ... ,ctn => etaj ... j etz und Vi: cti E CS. 
(Notation: CS ----+'R cta; ... j ctz) 
2. Ein Constraint ct:r; heiftt direkt herleitbar aus einer Constraintmenge CS bezuglich eines 
Regelsystems 'R und einer A uswahlfunktion A gdw es eine Regel r gibt, so daft r4> == 
ctb ... ,ctn => cta; ... ; ctz und Vi: cti E CS und A( {cta, ... , ctz }) = ct:r;. 
(Notation: CS ~'R ct:r;) 
3. Ein Constraint ct heiftt herleitbar aus einer Constraintmenge CS bezuglich eines Regel-
systems'R und einer Auswahlfunktion A gdw es ein i ~ 0 gibt, so daft ct E Xi, wobei 
Xo:= CS und 
A Xi+l := Xi U {ct'IXi ----+'R ct'}. 
(Notation: CS ~'R ct:r;) 
Definition 4.10 Ein Constraintmenge CS heiftt (syntaktisch) inkonsistent gdw fur jede 
A uswahlfunktion A gilt: C S A,. I 'R 1... 
Definition 4.11 Ein Regelsystem 'R enthiilt bezuglich einer Constraintmenge CS einen Zyklus, 
wenn gilt: Es existiert eine Auswahlfunktion A sodaft CS ~'R ct und ct E CS . 
Definition 4.12 Ein Regelsystem 'R heiftt zuliissig bezuglich einer endlichen Menge C ~ CT, 
wenn fur aile CS ~ C gilt: Fur jede Auswahlfunktion A ist die Menge aller Folgerungen 
Folg(CS, A}:={ctICS ~'R ct} aus CS endlich. 
Definition 4.13 Sei L eine Sprache erster Stufe. Ein Regelsystem 'R heiftt operationale Se-
mantik fur eine Sprache L gdw eine Abbildung 1jJ : P(Form(L)) t-t P(C) existiert, derart daft 
fur aile F ~ Form(L) gilt: Fist semantisch inkonsistent gdw 'IjJ(F} ist syntaktisch inkonsistent. 
Nun ist nicht kIar, wie man bei gegebener Sprache Lund zugehoriger Semantik 1 zu einer 
operationalen Semantik in Form eines Regelsystems kommen kann und ob diese uberhaupt 
existiert. An dieser Frage sind wir iller jedoch nicht interessiert. Uns genugt es zu wissen, daft 
ein Regelsystem 'R exlstiert, welches operationale Semantik flir ALe ist. 
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4.2 Beispiel: Die operationale Semantik von ALe 
Seien 
• "cterm", "ncterm" , "role", "definition" und "cnamep" Constraints, 
• "and", "or" , "not", "some" , "forall" und "new" Funktoren, 
• "Obj", "C", "CI ", "C2" und "Ct" Variablen und 
• das Regelsystem ~ gegeben durch 
cterm(Obj, and(CIt C2)) 
cterm( Obj, and( CIt C2)) 
cterm(Obj, or(CI, C2» 
cterm(Obj, not(C)) 
cterm(Obj, C), cnamep(C), definition(C, ct) 
cterm(Obj, foral/(Role, C)), role(Obj, Role, Obj2) 
cterm(Obj, some(Role, C» 
cterm(Obj, 8ome(Role, C» 
ncterm(Obj, and(C1 , C2 )) 
ncterm(Obj, or(Cl, C2)) 
ncterm(Obj, or(CI, C2)) 
ncterm(Obj, not(C)) 
ncterm( Obj, C), cnamep( C), definition( C, ct) 
ncterm(Obj, forall(Role, C)) 
ncterm(Obj, forall(Role, C)) 
ncterm(Obj, some(Role, C)), role(Obj, Role, Obj2) 



















cterm(Obj, C2 ) 




cterm(new(Obj, Role, C), C) 
role(Obj, Role, new(Obj, Role, e») 
ncterm(Obj, Cd j ncterm(Obj, e 2) 
ncterm(Obj, cd 
ncterm( Obj, C2) 
cterm(Obj, C) 
ncterm(Obj, ct) 
ncterm( new( Obj, Role, C), e) 
role(Obj, Role, .new(Obj, Role, e)) 
ncterm( Obj2, C) 
.L, 
dann gilt: Das Regelsystem ~ ist operationale Semantik von ALC. 
Beweis 
Sei die Transformationsfunktion wie folgt definiert: 
"p(F):= U "po(J), 
JEF 
wobei "po wie folgt definiert ist: 
• Flir das TBox-Reasoning: 
"po(C := ct) I-t {definition(C, "pl(ct», cnamep(C)}, 
wobei "pI wie folgt definiert ist: 
4.3 Regelinterpreter 
tPl (e) 
tPl(e n D) 




e, falls C Konzeptname, 
and( tPl( e), tPl(D)), 
ore tPl (e), tPl(D)), 
note tPt (e)), 
some(R, tPl(e)) und 
forall(R, tPl( e)). 
• Fiir das ABox-Reasoning: 
tPo( a:C) f-+ {cterm( a, Cn 
tPo((a,b):R) f-+ {role(a,R, bn 
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dann wird in [Baader and Hanschke, 1991] die Aquivalenz der Unerfiillbarkeit einer Formelmenge 
F und der Inkonsistenz eines Constraint-Systems tP(F) gezeigt. 0 
Das Regelsystem ~ entspricht im wesentlichen einem Teil der durch Taxon rea.lisierten opera-
tionalen Semantik. Dort wird lediglich ausgenutzt, dafi 
• zusatzliches Wissen iiber die Konzepthierarchie vorhanden ist und, 
• dafi man Konzeptterme, aus denen sich keine weiteren Constraints ableiten lassen, aus der 
Wissensbasis entfernen kann ~ 
Allerdings lie6en sich beide Optimierungen durch ein erweitertes Regelschema, welches auch 
externe Pradikate und sogenannte Vereinfachungsregeln14 kennt, rea.lisieren. 
4.3 Regelinterpreter 
Was nun noch fehlt, ist die Operationa.lisierung des Begriffs der Herleitbarkeit einer Inkonsi-
stenz. Dazu definieren wir einen Vorwartsregelinterpreter, der eine einfache Tableau-Methode 
rea.lisiert . Dabei wird das Constraint-System beziiglich sich chronologisch andernder Auswahl-
funktionen Ai auf Konsistenz getestet, bis entweder ein Modell gefunden, oder aufgrund der 
Nichtexistenz weiterer Auswahlfunktionen die Inkonsistenz festgestellt wird. 
Definition 4.14 Konsistenztest kn 
1. Sei A eine A uswahlfunktion. Die Folgerelation =4. kn auf P( C) ist definiert durch: 
T 
falls J.. E es 
falls J.. ~ e S und 
sonst 
e S --+n ctl j ... j ctn und 
Vj : ctj ~ e S und 
A( {ctb ... , ctn } ) = cti 
Die transitive HiiIIe von =4.kn wird mit ~kn notiert. 
It[Herbig, 1993] 
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2. Der Konsistenztest k'R fiir eine Constraintmenge CS ist definiert dureh: 
k'R(CS) gdw es eine Auswahlfunktion A gibt, so daft CS ~kR T. 
Satz 2 (Termination von k'R) Sei Rein zulii.ssiges Regelsystem bezuglich C. 
Dann ist k'R( C S) definiert fiir aile C S ~ C. 
Beweis: Da R zulassig ist, ist die Menge der Folgerungen aus CS endlich. Da keine Constraints 
mehrfach abgeleitet werden, ist die Behauptung gilltig. 
Satz 3 (Korrektheit und Vollstiindigkeit von k'R) SeiR ein zuliissiges Regelsystem bezuglicli 
C. Dann gilt fur CS ~ C: CS ist konsistentgdw k'R.(C S). 
Beweis: CS ist syntaktisch konsistent gdw es eine Auswa.hlfunktion A giht, so daB 1... nicht 
herleit bar ist gdw es eine Auswahlfunktion A (die gleiche) gibt, so da.6 CS ~ kR T gdw k'R.( C S) 
D. 
In der Definition von 4kR ist im Bedingungsteil der zweiten Zelle die Suche na.ch einer Regel 
und einer Teilmenge des aktuellen Constraintsystems versteckt, mit der man die Disjunktion 
aus CS ahleiten kann. Deswegen wird 4kR geeignet modifiziert, so daB diese Suche explizit ist. 
Der im folgenden vorgestellte Konsistenztest k'R. ist eine Forma.lisierung des in Kapitel 2.4.1 
vorgestellten Constraint-Propagierungs-Systems. Die erste Komponente der Thpel auf denen die 
Folgerelation erkHirt ist, entspricht dem Constraint-Speicher, die zweite dem Propagierungssta.ck. 
Definition 4.15 Konsistenztest k'R. 
1. Sei A eine Auswahlfunktion. Die Folgerelation 4kR auf P(C) x P(C) ist definiert 
durch: 
(C S u {.L}, C SI) 
(C S, C SI U {( chj ... j ctn)}) 
(CS, {}) 4kR 
NIL 
(C S u {cti}, C SI u CP'R.( C S, cti)) , 
wobei A( {ct1 ; ... j ctn}) = cti 
T, wobei.L rf. CS 
Hier bezeiehnet CP'R.:P(C) X 0-+ P(C) eine einsehrittige Constraint-Propagierung, die durch 
definiert ist. 
CP'R( C S, ct) = {( ct1 ; ... j ctn)IC S U {ct} ---+n (ct1j ... j ctn) und 
Vi: eti rf. CS und 
CS hn(ctlj ... ;ctn )} 
Die transitive Hulle von 4 k
n 
wird mit ~ kR notiert. 
2. Der Konsistenztest k'R. fur eine Constraintmenge CS ist definiert dureh: 
k'R.( C S) gdw es eine A uswahlfunktion A gibt, so daft ({}, C S) ~ kR T. 
Satz 4 (Terminierung von k'R.) Sei n ein zulassiges Regelsystem bezuglieh C. 
Dann ist k'R. (CS) definiert fur alle CS mit CS ~ C. 
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Beweis: 
Aufgrund der Definition von CPn. und der Folgerelation ~ k'R. gilt fiir jede Auswahlfunktion A: 
Aus (n,CS) ~k'R. (CS},CS2) folgt CSl ~ Folg(CS,A) und CS2 ~ Folg(CS,A). 
Da n zulassig ist, ist Folg(CS,.A) endlich. Nach Definition wachst das erste Argument bei jedem 
Ubergang. Nach endlich vie1en Schritten gilt dann entweder: 
(n,CS) ~k'R. T,(n,CS) ~k'R. NIL oder (n,CS) ~k'R. (CSI,CS2) und CSl = Folg(CS,A) 
Aus der Definition von CPn folgt, dafi diese Funktion keine weiteren Constraints ableitet.Dar-
aus folgt, daB das zweite Argument im folgenden stetig abnimmt, bis entweder die leere Menge 
erreicht wird, oder der Constraint-Speicher eine Inkonsistenz enthalt. 
Satz 5 (Korrektheit und Volistandigkeit von kn ) Sein fin zuliissiges Regelsystem bezuglich 
C. Dann gilt fur aile CS ~ C: CS ist konsistent gdw kn(CS). 
Beweis: 
1. Sei CS konsistent. Dann ex.istiert eine Auswahlfunktion A, so dafi aus CS 1. nicht abge-
leitet werden kann. Dann gilt fiir jede Menge von Constraints CS' mit ({n,CS);. ~k'R. 
(CS',CS") : 1. ¢ CS' und somit kn(CS). 
2. Es gelte kn.(CS). Dann gibt es eine Auswahlfunktion A und eine Menge CS' mit ( n, C S) ~ k'R. (C S', n)· 
Hilfsbehauptung: 
Aus (n,CS) ~k'R. (CS},CS2) folgt CSl U {ctlCSt ---4n ct} ~ CSt U CS2 
Beweis: Induktion iiber die Lange der Berechnung 
n=O 
n U {ctln ---4R ct} = n ~ n U cs = CS 
n-+n+l 
Sei (n,CS) ~k (CS},CS2U{(ct a ; ••• ;ctZ)}):::ik (CSlU{ctx},CS2UCPn(CS},ctx)). 
Nach I.V. gilt: C~l U {ctlCSl --+R ct} ~ CSl U CS2 U {(eta; ... ;ctz)} 
Dann folgt aus der Definition von CPn und der Induktionsvoraussetzung 
C Sl U {ctx} U {ctlC Sl U {ctx} ---4n ct} ~ CSt U {ctx} U C S2 U CPn( CS}, ctx) 
und somit die Hilfsbehauptung. 
Aus der Hilfsbehauptung folgt, daB C S' eine Obermenge von C S' U {ctlC S' --+n ct} ist, 
d.h. aus CS' konnen keine weiteren Constraints abgeleitet werden. Damit ist CS konsistent. 
Die obige Realisierung des Konsistenztests kn stellt den Ausgangspunkt fUr meine Betrach-
tungen hinsichtlich des intelligenten Backtrackings dar. 1m folgenden werde ich, aufbauend auf 
diesem, einen Regelinterpreter entwickeln, der anstatt vielfach einfach alle moglichen AuswahI-
funktionen durchzuprobieren, nur diejenigen priift, die notwendig sind, um festzustellen, ob eine 
Menge von Constraints konsistent ist oder nicht. 
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5 Intelligentes Backtracking 
Wie in Kapitel 3 beschrieben, scheint eine intelligente Ba.cktra.ckingstrategie von erheblichem 
N utzen fiir Termlnologische Logiken zu sein. Einer der wesentlichen Griinde fUr den Einsatz einer 
chronologischen Ba.cktrackingstrategie ist die relativ einfache Realisierbarkeit. Genau umgekehrt 
verhalt es sich mit einer intelligenten Backtrackingstrategie. In diesem Kapitel wird beschrieben 
welche zusatzlichen Probleme auftreten, wenn man statt einer chronologischen Backtrackings-
trategie eine intelligente reaJisiert, und wie diese Probleme gelost werden konnen. 
Der Ansatz, der in dieser Arbeit verfolgt wird, urn eine solche Strategie zu rea.lisieren, ist der 
folgende: 
Die Suche nach einer Auswahlfunktion, beziiglich derer man kerne Inkonsistenz her-
lei ten kann, wird rea.lisiert durch eine Suche im Raum der konfliktauflosenden Aus-
wahlfunktionen. Die Eigenschaft konfliktauflosend schrankt dabei die moglichen Aus-
wahlfunktionen erheblich ein. 
Welche zusatzlichen Informationen miissen wann verfiigbar sein? 
Die Grundidee ist, im Falle einer Inkonsistenz, die Auswahlfunktion nminimal" zu andern, so 
daB der Konflikt vermieden wird. Dazu werden Informationen uber die Ursache der Inkonsistenz 
benotigt (Problem der Konfliktursache). Mit Hilfe dieser Information laBt sich dann jeder In-
konsistenz eine Menge vonalternativen Anderungen der aktuellen Auswahlfunktionen zuordnen. 
Hat man aus dieser Menge erne Alternative ausgewahlt, so mussen bestimmte Entscheidungen 
und deren Folgerungen zuriickgenommen werden (Problem der Validitiit)i andere mussen propa-
giert werden. Dabei mufi sichergestellt werden, daB erstens erne Auswahlfunktion nicht mehrfach 
gepriift wird (Problem der Termination) und zweitens, daB auch alle potentiellen Auswahlfunk-
tionen untersucht werden (Problem der Korrektheit). 
5.1 Problem der Konfliktursache 
1m Falle eines Konfljkts miissen, die den Konfljkt verursachenden Entscheidungen, bestimmt 
werden. Da prinzipiell jeder Constraint potentiell an einem Konflikt beteiligt ist, muB zu jedem 
Constraint die Menge von Entscheidungen bekannt sein, die die Existenz des Constraints recht-
fertigen. Dabei kann esmehrere Begriindungen fiir einen Constraint geben. Die leere Menge ist 
dabei eine Begrundung fUr einen Constraint, der immer giiltig ist. Die Menge aller Begriindun-
gen eines Constraints wird Begriindungsklasse genannt. In Abhiingigkeit der Konfliktursache laBt 
sich dann ein Mengensystem von Entscheidungen bestimmen, die sogenannte Alternativenklas-
se, deren Elemente Mengen von Entscheidungen sind, die Alternativen zu den Entscheidungen 
darstellen, die zuruckgenommen werden miissen, urn die Inkonsistenz (lokal) zu eliminieren. 
Es existieren im wesentlichen zwei Ansatze diese Begriindungsklasse zu bestimmen: 
1. Zu jedem Constraint wird explizit ein Verweis, der im folgenden Begriindungsfunktion 
genannt wird, auf des sen Begriindungsklasse angelegt. 
2. Zu jedem Constraint werden lediglich Riickwartsverweise auf des sen Pramissen gespeichert. 
Die Begriindungsklasse eines Constraints wird dann bei Anfrage mit Hilfe dieser Pramissen 
berechnet. 
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Struktur Aufbau Berechnung der Konfliktursache 
Begrundungsklasse ist Fur jeden Constraint muB die Verweis 
explizit vorhanden Begriindungsklasse berechnet 
und gehalten werden. 
Nachteil: Die Begriindungs-
klasse wird auch fUr Constraints 
berechnet, die keine 
Inkonsistenz verursachen. 
Riickwartsverweise auf Fiir jeden Constraint werden N achteil: Die 
die Pramissen die Ruckwartsverweise Begrundungsklasse muB bei 
auf die Pramissen eingetragen. jedem Konfiikt neu berechnet werden. 
Eine Bewertung wird erst spater vorgenommen, da beide Strukturen zur Lasung des Validitats-
problems benutzt werden konnen. 
5.2 Problem der Validitat der Constraints 
Um die Konfliktauflosung zu erreichen mussen nach der Bestimmung der Alternativenklasse 
bestimmte Entscheidungen und deren Auswirkungen zuriickgenommen werden. Dabei andert 
sich die Validitat mancher Constraints. 
Methoden zur Bestimmung der Validitat eines Constraints 
1. Die Giiltigkeit eines Constraints wird auf die Gultigkeit der Pramissen des Constraints 
zuriickgefiihrt. Die Endpunkte dieser Rekursion stellen einerseits die Constraints dar, die 
keine Pramissen besitzen, also diejenigen, die immer giiltig sind, andererseits Entscheidun-
gen, auf denen eine sogenannte Validitatsfunktion definiert ist. Diese Validitatsfunktion 
ordnet jeder Entscheidung den Wert "giiltig" oder "ungiiltig" zu. 
2. Die Giiltigkeit eines Constraints wird auf die Giiltigkeit der Entscheidungen der explizit 
vorhandenen Begriindungsklasse reduziert. Die Giiltigkeit der einzelnen Begriindungen der 
Begriindungsklasse wird dabei ebenfalls mittels einer Validitatsfunktion auf Entscheidun-
gen bestimmt. 
3. Die Giiltigkeit eines Constraints wird mit Hilfe der Methoden 1 oder 2 bestimmt und 
anschlieBend gespeichert. Diese Berechnug muB nach jedem Wechsel der Auswahlfunktion 
noch einmal dqrchgefiihrt werden. Daraus folgt, daB zusatzlich bekannt sein mu6, ob seit 
der letzten Berechnung die Auswahlfunktion geandert wurde oder nicht. 
4. Zu jedem Berechnungszustand existiert eine Abbildung, die jedem Constraint den Wert 
"giiltig" oder "ungiiltig" zuordnet. Diese Abbildung muB dann nach jeder Konfliktauf!osung 
aktualisiert werden. 
Um auch die Folgerungen riickgangig machen zu konnen, miissen zusatzlich Verweise von 
den Entscheidungen auf die Folgerungen vorhanden sein. Dies ist jedoch noch nicht aus-
reichend: 
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Seider Constraint ct eine Folgerung der Entscheidung E, die zuruckgenommen 
wurde. Dann kann es sein, dafi die Existenz des Constraints ct durch andere 
Entscheidungen gerechtfertigt wird. Also mufi bekannt sein, ob ct auch dann 
noch gilltig ist, wenn E zUrUckgenommen wird. 
Diese Information kann mittels der Methoden 1 oder 2 berechnet werden. Das heifit , die 
dort verwendeten Strukturen mussen auch bei dieser Methode vorhanden sein. 
L 
Methode Anfrage, ob ein Wechsel der Notwendige ~ 
Constraint gultig ist. A uswahlfunktion Strukturen 
1. Die Berechnung der , Die Validitatsfunktion Ruckwartsverweise 
Gilltigkeit erfolgt mittels wird fUr die Entscheidungen, auf die Pramissen 
der Ruckwartsverweise. die zuruckgenommen werden 
N achteil: teure Berech- mussen, geandert. 
nung bei jeder Anfrage 
-- ( Zeit) ++ ( Zeit) ++ ( Speicherplatz ) 
2. Die Giiltigkeit eines Die Validitatsfunktion Die Begrundungs-
Constraints wird mittels wird fUr die Entscheidungen, klasse ist explizit 
" der Begrund ungsklasse die zuruckgenommen werden vorhanden. 
berechnet. miissen, geandert. 
N achteil: Berechnung 
t bei jeder Anfrage 
- ++ + 
.. 
3. N ach jedem Wechsel der Die Validitatsfunktion 1. Riickwartsverweise 
Auswahlfunktion wird die wird fUr die Entscheidungen, auf die Pramissen 
Gilltigkeit hochstens die zUrUckgenommen werden oder 
-
einmal berechnet und dann mussen , geandert . explizit vorhandene 
gespeichert. Begrun d ungsklasse 
Nachteil: Die Validitat der 2.Marke (Zahler) 
Constraints, die am Kon-
flikt unbeteiligt sind, mufi 
auch neu berechnet werden. 
+ ++ + 
4. Die Information ist Die Validitatsfunktion 1. Vorwartsverweise 
direkt vorhanden fUr Constraints auf die Folgerungen 
mufi in Abhangigkeit 2. Es existieren 
der ungilltigen Entscheidungen Ruckwartsverweise 
neu berechnet werden. auf die Pramissen 
N achteil: Die Validitat wird beziehungsweise 
auch fUr Constraints ist die Begrundungs-
berechnet, deren Giiltigkeit klasse explizit 
bis zum nachsten Wech- vorhanden. 
sel der Auswahlfunktion, 
nicht abgefragt wird. l 
++ - - .~, 
\~ 
Die Anfrage, ob ein Constraint giiltig ist oder nicht, tritt wesentlich haufiger auf als ein Wechsel 
der Auswahlfunktion. Der beanspruchte Speicherplatz kann im Prinzip vernachlassigt werden. 
-
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Da die Methoden 3 und 4 Erweiterungen der Methoden 1 und 2 darstellen und sich in fast allen 
FaJlen als giinstiger erweisen werden, werden diese getrennt betrachtet. 
Kritik der Methoden 1 und 2 
Der Nachteil von Methode 2 aus dem vorherigen Abschnitt, dafi die Begriindungs-
klasse auch fUr Constraints berechnet und gespeichert wird, die keinen Konfiikt ver-
ursachen, ist hinfa.I.lig, da die Begriindungsklasse auch dazu benutzt werden kann, 
die Giiltigkeit eines Constraints zu bestimmen. Auch der grofiere Speicherplatzbedarf . 
faJlt nicht ins Gewicht. 
Daher ist die explizite Existenz einer Begriindungsklasse der Berechnung dieser aus 
den Riickwartsverweisen auf diePra.missen eindeutig vorzuziehen 15. 
Kritik der Methoden 3 und 4 
Methode 4 ist empfindlich gegen sehr haufige Wechsel der Auswahlfunktion und lan-
ge Ableitungsketten (dadurch verursacht, dafi die Menge der Folgerungen aus einem 
Constraint groB ist). 
Methode 3 ist ungiillstig, wenn der Wechsel der Auswahlfunktion gerade dann er-
folgt, wenn die Giiltigkeit vieler Constraints genau einmal angefragt wurde. 
Eine eindeutige Bewertung zugunsten einer der Methoden 3 oder 4 - ohne Bezug zu 
einer bestimmten Anwendung - kann also nicht gegeben werden. 
Die relativ kurzen Ableitungsketten lassen erwarten, daB fiir den Bereich Termino-
logischer Logiken, Methode 4, im verein mit Methode 2, die Giinstigste ist.16 
Die Ursache eines Konflikts und die Giiltigkeit eines Constraints lassen sich also auf eine Be-
griindungsklasse zuriickfiihren. Dabei bestehen deren Elemente, die Begriindungen, ausschlieB-
lich aus Entscheid ungen und nicht aus Constraints. 
5.3 Problem der Terminierung 
Beim intelligent en Backtracking werden nicht alle potentiellen Auswahlfunktionen in chronolo-
gischer Reihenfolge gepriift, sondern in bezug auf die aktuelle Inkonsistenz wird eine alternative 
Auswahlfunktion berechnet. Bei diesem dynamischen ProzeB miissen zusatzlich Informationen 
dariiber bekannt sein, weIche Auswahlfunktionen bereits gepriift wurden, um das permanente 
"Hin und Herspringen" zwischen zwei Auswahlfunktionen, und damit eine Endlosschleife, zu 
vermeiden. 
Losungsansatz 
Bei jedem Wechsel der Auswahlfunktion, infolge des Auftretens eines Konflikts, wer-
den die Entscheidungen, die geandert wurden gesperrt. Das heifit, tritt im weiteren 
Verlauf wieder eine Inkonsistenz auf, dann diirren diese Entscheidungen nicht mehr 
zuruckgenommen werden. 
Diese Losung wirft aber ein wei teres Problem auf: 
15In der prototypischen Implementierung findet jedoch, aufgrund der relativ einfachen Realisierbarkeit, Methode 
3 Verwendung. 
16In der Darstellung des Algorithmus im nichsten Kapitel wird aus Grunden der Einfachheit Methode 2 benutzt. 
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5.4 Problem der Korrektheit 
Wird durch das Setzen von Sperren das Priifen bestimmter Auswahlfunktionen verhindert ? 
Beispiel Es seien die folgenden Constraints gegeben: 
x "Co, 
X C1 V Co und 
X "C1 V C2 • 
Zuerst wird x : ,Co zugesichert. Dann X : C1> wofiir X : Co eine Alternative darstellt. Die 
Propagierung von X : "C1 fiihrtdann zu einem Kon:fl.ikt mit der Alternativenklasse AK := 
{{X: Co}, {X: C2 }}, das heifit es gibt zwei Moglichkeiten die Inkonsistenz zu beheben. X : Co 
wird als Alternative zu X : C1 ausgewahlt, urn den Kon:fl.ikt zu vermeiden, das heiBt X : Co wird 
gesperrt und propagiert. Dabei tritt erneut ein Widerspruch auf. Die einzige Moglichkeit diesen 
zu beseitigen, ware die gesperrte Entscheidung X : Co zuriickzunehmen, was aber aufgrund der 
Sperrung nicht moglich ist. Somit lieBe sich eine glob ale Inkonsistenz herleiten, die gar nicht 
vorhanden ist. Also ware der Algorithmus inkorrekt. 
Losung 
Es wird eine Tiefensuche auf den Sperren realisiert. Tritt eine Inkonsistenz auf, die 
sich nicht hehehen la6t, dann wird zum letzten Konflikt zuriickgesprungen, die "letz-
ten" Sperren zuriickgenommen, und, falls moglich, der letzte Kon:fl.ikt durch die Wahl 
einer anderen Alternative beseitigt. 
Fiir das obige Beispiel wiirde dies bedeuten, daB nach dem Auftreten der zweiten Inkonsistenz, 
die Sperre fiir X : Co aufgehoben wird, X : "C1 zuriickgenommen und stattdessen X : C2 
gesperrt und propagiert wird. 
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6 Der Algorithmus 
Im folgenden Abschnitt wird der Algorithmus informell dargestellt. Das Hauptaugenmerk liegt 
dabei auf der Beschreibung der Kontrollkomponente. Die Details der Verwaltung der Abhangig-
keiten finden sich im Abschnitt nFormalisierung". 
6.1 Darstellung 
Die Propagierung geschieht relativ zu sogenannten Umgebungen. Eine Umgebung enthaJ.t 
• eine vorhergehende Umgebung (aufier der Anfangsumgebung), 
• einen Constraint-Speicher, das hei13t eine Menge von Constraints, die bereits zugesichert 
wurden und die (in Abhangigkeit der Validitatsfunktion und der Begriindungsfunktion der 
Umgebung) entweder giiltig oder ungiiltig sind. 
• einen Propagierungs-Stack, der eine Menge von Constraints, die noch zugesichert werden 
miissen und die zugehorigen Begriindungsklassen enthalt, wobei die Constraints wiederum 
giiltig oder ungiiltig sind. 
• eine Validitatsfunktion, 
• eine Begrundungsfunktion, 
• eine Alternativenklasse, das hei13t eine Menge von Alternativen, die die Inkonsistenz der 
vorhergehenden Umgebung vermeiden. 
• eine Menge von Entscheidungen, die sogenannten Sperren, die beziiglich dieser Umgebung 
gesperrt sind, das hei13t, deren Alternativen kommen, im Falle einer Inkonsistenz, fUr die 
Alternativenklasse der nachfolgenden Umgebung nicht in Betracht. 
• eine sogenannte Konfliktklasse, deren Elemente Mengen von Entscheidungen sind, die 
beziiglich des aktuellen Constraint-Speichers und jeder Validitatsfunktion, die diesen Ent-
scheidungen den Wert "T" zuordnet und bei Propagierung zu einem nicht behebbaren 
Konflikt fiihren. 
Jeder Umgebung ist zusatzlich ein Modus zugeordnetj der Propagierungsmodus oder der Back-
trackingmodus. Die Anfangsumgebung enthalt als Constraintmenge das auf Konsistenz zu priifen-
de Constraint-System CS und befindet sich im Propagierungsmodus. 
6.1.1 Der Propagierungsmodus 
1m Propagierungsmodus werden solange die Elemente des Propagierungs-Stacks zugesichert, bis 
dieser entweder leer ist oder ein Widerspruch auftritt. 
• Tritt wahrend der Propagierung eine Inkonsistenz auf, so wird eine neue Umgebung er-
zeugt. Die Alternativenklasse der neuen Umgebung ist dabei die Alternativenklasse der 
aktuellen Inkonsistenz, eingeschrankt beziiglich der Menge gesperrter Entscheidungen al-
ler U mgebungen und eingeschrankt beziiglich der bereits gepriiften Alternativen der Kon-
fliktklasse. Der Propagierungs-Stack und die Menge der Sperren der neuen Umgebung 
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sind zunachst leer, die restlichen Elemente werden aus der aktuellen Umgebung entnom-
men. Danach wird die neue Umgebung zur aktuellen erkHi.rt und der Backtracking-Modus 
gesetzt. 
• 1st der Propagierungs-Stack leer und existiert eine vorhergehende Umgebung, dann wird 
diese aktuell. Dabei werden der Constraint-Speicher, die Begriindungsfunktion, die Vali-
ditatsfunktion und die Konfliktklasse iibernommen. Die aktuellen Sperren der Entschei-
dungen werden nicht iibernommen, das heifit die Entscheidungen werden wieder freigege-
ben. 
• 1st der Propagierungs-Stack leer und existiert keine vorhergehende Umgebung, dann ter-
miniert der Algorithmus mit dem Wert "syntaktisch konsistent". 
6.1.2 Der Backtrackingmodus 
Im Backtrackingmodus befindet sich der Constraint-Speicher zusammen mit der Validitatsfunk-
tion und Begriindungsfunktion in einem inkonsistenten Zustand. Diese Inkonsistenz mufi beho-
ben werden. 
• 1st die aktuelle Umgebung die Anfangsumgebung und ist die Alternativenklasse leer, dann 
ist die Auflosung des Konflikts nicht mehr moglich; das heifit, dafi die urspriingliche Cons-
traintmenge inkonsistent ist. Der Algorithmus terminiert mit dem Wert "syntaktisch in-
konsistent" . 
• 1st die Alternativenklasse der aktuellen Umgebung leer, dann wird die Vorgangerumgebung 
aktuell. Die Konfliktklasse wird dabei urn die Menge der Sperren alIer vorhergehenden 
U mgebungen erweitert. 
• Enthalt die Alternativenklasse eine Menge alternativer Entscheidungen, dann werden diese 
auf den Propagierungs-Stack geschrieben und als "gesperrt erklart". Die alten Entscheidun-
gen werden durch Manipulation der Validitatsfunktion ungiiltig, womit die Inkonsistenz 
verschwindet. 
6.2 Formalisierung 
In diesem Abschnitt wird · der Algorithmus auf einer sehr formalen Ebene beschrieben. Zu-
standsanderungen werden durch eine Ubergangsfunktion sowie durch Erweiterungen von partiell 
definierten Funktionen simuliert (vgl. [Egon Boerger, 19911). 
Der Exaktheit, die man damit erreicht, steht eine gewisse manglende Transparenz gegeniiber, 
die aber durch die informellen ErHiuterungen in den vorherigen Abschnitten ausgeglichen sein 
sollte. 
Definition 6.1 (Entscheidung Teil 1) Seien ct E C, D ~ C und ct E D, dann heiftt das 
Tripel (ct, D, {{}}) eine Entscheidung. Dabei wird ct der aktuelle Constraint und D die Menge 
aller Disjunktionsglieder genannt. 
Definition 6.2 Eine Begriindung ist eine endliche Menge von Entscheidungen. 
Die Menge aller Begriindungen wird mit B notiert. 
6.2 Formalisierung 
Ahhildun 3: Ahstrakte Darstellun 
CS ~ " 
PSASKS 
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Definition 6.3 Eine Begriindungsklasse ist eine endliche Menge von Begrundungen. 
Die Menge aller Begriindungsklassen wird mit BK notiert. 
Definition 6.4 (Entscheidung Teil 2) Seien ct E C, D ~ C und bk E BIC, dann heiflt das 
Tripel (ct, D, bk) Entscheidung. Dabei heiflt bk die Begrundungsklasse der Entscheidung. 
Die Menge alter Entscheidungen wird mit WP notiert. 
Definition 6.5 Auf den Entscheidungen sind drei Selektionsfunktionen definiert: 
a : WP 1-+ C mit a( (ct, _, _)) = ct, 
0: WP 1-+ P(C) mit 0((_, D,_)) = D und 
f30 : WP 1-+ BIC mit f3o( (_, _, bk)) = bk. 
Definition 6.6 Eine Entscheidung el heiflt eine Alternative fur eine Entscheidung e2 gdw 
Tl == (ctl,D,bk),e2== (ct2,D,bk) undctl f:. ct2· 
Definition 6.7 Eine Validitatsfunktion v ist eine partielle Abbildung v : WP 1-+ BOO£. 
Die Menge aller Validitatsfunktionen wird mit T bezeichnet. 
Definition 6.8 Eine Begriindungsfunktion f3 ist eine partielle Abbildung f3 : C 1-+ BIC. 
Die Menge alter Begrilndungsfunktionen wird mit B notiert. 
Definition 6.9 Giiltigkeit 
1. Eine Entscheidung e heiflt giiltig bezuglich einer Validitatsfunktion v und einer Be-
grundungsfunktion f3 gdw v(e) und 3b E f3o(e): "leo E b: v(eo). 
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2. Eine Begriindung heiflt giiltig bezilglich einer Validitiitsfunktion v und einer Begrilndungs-
funktion {3 gdw jede Entscheidung der Begrilndung gultig ist. 
3. Eine Begriindungsklasse heiflt giiltig bezuglich einer Validitiitsfunktion v und einer Be-
grilndungsfunktion {3 gdw mindestens eine Begrilndung der Begrilndungsklasse gultig ist. 
4. Ein Constraint heiflt giiltig bezuglich einer Validitiitsfunktion v und einer Begrilndungs-
funktion {3 gdw die zugehorige Begrilndungsklasse gilltig ist. 
Die Entscheidungen in einer Begrundung sind also konjunktiv verknupft, wahrend die Be-
griindungen in einer Begriindungsklasse disjunktiv verkniipft sind. 
Ein Entscheidung el == (ctI! {ctI! ... , ctn }, bk) wird wahrend des Inferenzprozesses immer dann 
kreiert, wenn eine Disjunktion ctl , ... , ctn auftritt. Verursacht ctl irgendwann eine Inkonsistenz 
und wird el zur Aufiosung dieser herangezogen, dann wird el fur ungiiltig erklart, indem ei-
ne neue Validitatsfunktion betrachtet wird, die sich von der vorherigen nur an der Stelle el 
unterscheidet, und stattdessen eine alternative Entscheidung e2 == {ct2, {ctI! ... , ctn }, bk} gepriift. 
6.2.1 Operationen auf Begriiridungsklassen 
Definition 6.10 Der einstellige Operator 1>, der von einer Menge von Mengen auf eine Teil-
menge von dieser abbildet, ist definiert durch: 
I>M := {m E MI ,llmo : rna EM und mo C m} 
Der Operator I> wird bei Verniipfungen von Begriindungsklassen benutzt, um das Ergebnis 
redundanzfrei zu halten. 
Definition 6.11 Die UND- Verknupfung 0 fur Begrilndungsklassen ist definiert durch: 
Die UND-Verkniipfung wird dazu benutzt die Begriindungsklasse eines Constraints zu bestim 
men, der aufgrund einer Mehrpramissenregel inferiert wurde. 
Satz 6 Seien bk = bkl 0 bk2, (3( ct) = bk, (3( ctl) = bkl und (3( ct2) = bk2, 
dann gilt fur jede Validitiitsfunktion: 
ct ist gu/tig gdw ctl und ct2 gultig sind. 
Definition 6.12 Die ODER- Verknupfung EEl fUr Begrilndungsklassen ist definiert durch: 
Die ODER-Verkniipfung wird dazu benutzt die Begriindungsklasse eines Constraints, der ver· 
schiedene Begriindungen besitzt, zu erweitern. 
Satz 7 Seien bk:= bkl EB bk2,{3(ct) = bk,{3(ctt) = bkl und (3(ct2) = bk2, 
dann gilt fUr jede Validitiitsfunktion: 
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ct ist gultig gdw ctl oller ct2 gultig ist. 
Definition 6.13 Sei llbk die Menge aller Selektionsfunktionen bezuglich einer Begrundungsklas-
se bk der Form: 
7r : bk ~ U bk mit 7r : b I---T e E b fur aile b E bk 
Dann ist die "NEGATION" e einer Begrondungsklasse definiert durch: 
Die "NEGATION" findetausschliefilich bei derBestimmung der Kon:6.iktursache Verwendung. 
Satz 8 Sei nbk = e bk, dann gilt fur jede Validitiitsfunktion: 
Fur aile Elemente nb E nbk gilt: 
Aus der Ungultigkeit aller Entscheidungen von nb folgt die Ungilltigkeit von bk. 
Satz 9 Das Verknupfungsgebilde (BK, 0, (9) ist ein Verband. 
Dabei ist i := {{}} das Einselement bezuglich 0, und 6 := {} das Nullelement bezuglich Ell. 
Definition 6.14 Die n-stellige UND- Verknupfung 0 ist definiert durch: 
6.2.2 Ordnungen auf Begriindungsklassen 
Definition 6.15 Eine Begrondungsklasse bk l heiftt schwacher als eine Begrondungsklasse bk2 
gdw Vb l E bkl : 3b2 E bk2 : b2 ~ bl ( Notation: bkl ~bk bk2 ) 
Eine Begrondungsklasse bkl heiftt echt schwacher als eine Begrondungsklasse bk2 gdw bkl ~bk 
bk2 und nicht bk2 ~bk bkl . ( Notation: bkl Lbk bk2 ) 
Satz 10 Seien bk l und bk2 Begrondungsklassen und es gelte: bk l Lbk bk2, dann gilt fur jede 
Validitiitsfunktion: A us der Gultigkeit von bk l folgt die Gultigkeit von bk2. 
6.3 Umgebungen 
1m folgenden seien 
• CS ~ C eine Menge von Constraints, ( Constnl.int-Speicher ) 
• PS ~ C x P(C) x BK, ( Propagierungs-Stack ) 
• v eine Validitatsfunktion, 
• f3 eine Begriindungsfunktion, 
• A ein Mengensystem von Entscheidungen, ( Alternativenklasse ) 
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{3(D)={{ (D, {D, E}, i) }} 
.B(E)={{ (E,{D,E},i) }} 
{3(F)={{ (D, {D, E}, i) }} 
.B(G)={{ (G, 
{G,H}, 
{{ (E, {D, E}, i)}}), 




(E, {D, E}, i)}} 
{3(I)={ { (G, 
{G,H}, 
{{ (E, {D, E}, i)} }), 
(E, {D, E}, i)}} 
Der Constraint I besitzt als Recht-
fertigung die zweite Alternative von 
VI und die erste von V2. 
• S ~ WP eine Menge von Entscheidungen und ( Sperre ) 
• KS ein Mengensystem von Entscheidungen. ( Konfliktmengensystem ) 
Definition 6.16 1. Die Menge der Umgebungen U definiert durch: 
{aJ (p,f.,CS,PS,v,{3,A,S,KS) und (b,f.,CS,PS,v,{3,A,S,KS) sind Umgebungen. 
{b JIst u eine Umgebung, dann sind auch 
(p,u,CS,PS,v,{3,A,S,KS) und (b,u,CS,PS,v,{3,A,S,KS) Umgebungen. 
2. Sei Q die nirgends definierte Funktion.Dann heiftt 
ucs := (f., {}, {(et l , {ctt}, i), ... , (ctn , {ctn }, i)}, Q, Q, {}, {}, {}) 
die Anfangsumgebung der Constraint-Menge {ch, ... ,ctn }. 
3. Uo heiftt Vorgangerumgebung von U2 gdw 
U2 == (-, UI, _, -, -, -, -, -, -) und Uo = UI oder Uo ist Vorgiingerumgebung von Ul · 
Auf einer abstrakten Ebene lassen sich die einzelnen Komponenten einer Umgebung wie folgt 
betrachten: 
• Die Begrundungsfunktion {3 steht fUr die Abha.ngigkeitsverwaltung, 
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• die Vorgangerumgebung, die Alternativenklasse, die Sperren und die Konfliktklasse stehen 
fur die Kontrollkomponente und 
• der Constraint-Speicher, der Propagierungs-Stack und die Validitatsfunktion stehen fiir 
die Inferenzkomponente. In diesem Kapitel wird auf diese nun nicht naher eingegangen, 
da diese in Kapitel 4 ausflihrlich untersucht wurde. 
Bemerkung zur Notation 
1m folgenden wird p«(u,CS,PS,v,,B,A,S,KS}) statt (p,u,CS,PS,v,,B,A,S,KS) und 
b( (u, C S, P S, v, ,B,A,S,KS}) statt (b, u, C S, P S, v, ,B,A,S,KS) geschrieben. 
Dabei erscheinen die Modi nP" beziehungsweise nb" innerhalb der Umgebung u nicht 
mehr, da sie unwichtig sind. 
In der folgenden Definition steht i flir undefiniert und 1 flir definiert. 
Definition 6.17 Erweiterung der Begriindungsfunktion 
Die Funktionale j3 : B x C x BK. f-+ B und /3 : B xWP f-+ B sind definiert durch: 
{ 
,B(ct) EB bk : x = ct und ,B(ct) 1 
j3(,B,ct,bk).(x) = bk : x=ctund,B(ct)i 
,B( x) : sonst 
Obige Definition realisiert die Erweiterung der Begrundungsfunktion an der Stelle ct um die 
Begrundungsklasse bk. 
~ { ,B(a(e» EB (,Bo(e) 0 {{ e}}) 
,B(,B,e).(x) = ,Bo(e) 0 {{e}} 
,B(x) 
x = e und ,B(a(e» 1 
x = e und ,B(a(e» i 
sonst 
Diese Definition realisiert die Erweiterung an der Stelle a( e). 
Der aktuelle Constraint a( e) einer Entscheidung e ist genau dann giiltig, wenn die Begriindungs-
klasse ,Bo( e) und die Entscheidung e gilltig sind. 
Definition 6.18 Erweiterung der Validitiitsfunktion 
Die Funktionale v : T x WP f-+ T und v : T x P(WP) f-+ T sind definiert durch: 
Wird eine neue Entscheidung getrofi'en, dann wird die Validitatsfunktion v durch v ersetzt, und 
die Entscheidung e ist fortan gilltig. 
v(v, E).(x) = { ~[~ 3e E E : x ist Alternative von e sonst 
Nach einem Wechsel der Auswahlfunktion mussen bestimmte Entscheidungen ungilltig werden. 
Dabei gibt es immer nur eine Alternative flir obige Entscheidung e, die beziiglich v gilltig ist. 
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Definition 6.19 Die Constraint-Propagierungsfunktion CP'R. : P(C) X C x T x B ist de-
finiert durch: 
G So U {ct} ---+'R. ctb ... , ctn , 
Veto E G So U {ct} : eto ist gultig, 
13G S2 c G So U {ct} : G S2 f-'R. etb ... , ctn , 
bk == OV1(cto)lcto E GSo U {ct}} und 






Die Constraint-Propagierungsfunktion CP'R.realisiert im Prinzip die gleiche Abblldung wie die 
gleichnamige Funktion aus Kapitel 4. Das Ergebnis ist die Menge der giiltigen Entscheidungen, 
die aus giiltigen Constraints des Constraint-Speichers CS und dem Constraint ct, falls dieser 
giiltig ist, abgeleitet werden konnen. 
Die erste Zelle stellt dabei sieher, daB die Disjunktion aus GSo U {ct} hergeleitet werden kann, 
die zweite Zeile garantiert, daB alle Constraints aus G So U {ct} giiltig sind, 
die dritte Zelle fordert, daB es keine Teilmenge von GSo U {ct} gibt, aus der man bereitsdie 
Disjunktion herleiten kann, urn die korrekte Berechnug der Begrundungsklasse bk zu gewahrlei-
sten, 
die vierte Zelle Bestimmt die Begrundungsklasse bk und 
die fiinfte Zelle verhindert unnotige Propagierungen und fa.ngt Zykel ab, indem gefordert wird, 
dafi alle Begrundungsklassen von bereits propagierten Disjunktionsgliedern echt schwacher sind 
als die Begriindungsklasse bk. 
Bei einer chronologischen Backtrackingstrategie ist es nicht notwendig, Constraints zu folgern, 
die schon im Constraint-Speicher vorhanden sind. Bei einer intelligenten Backtrackingstrategie 
kann dies notwendig werden, wenn dadurch die Begrundungsklasse starker wird. 
Definition 6.20 Die Menge aller Sperren u( u) bezuglich einer Umgebung u ist gegeben durch: 
u(u) := {SIS ist die Menge der aktueUen Sperren der Umgebung u oller eines Vorgangers von u} 
Die Menge alier Sperren reprasentiert den Tell der Auswahlfunktion, der "fest" ist. 
Definition 6.21 Alternativenklasse 
Die Menge der Verursacher einer Inkonsistenz .l in Abhangigkeit einer Validitats/unktion v und 
einer Begriindungs/unktion {3 ist die Menge der gultigen Begriindungen, die keine gesperrten 
Entscheidungen enthalten. 
KVu.p.s.u := {BIB E (3(.l), Ve E B : v(e) und e ¢ S U u( un 
Jedes A E eKVv.p.s,su ist eine minimale Menge von Entscheidungen, die ungultig werden 
mussen, um die Inkonsistenz.l zu beheben. Die Konfliktklasse KS enthalt Mengen von Entschei-
dungen, die, wenn sie aUe gultig sind, zu einer nicht behebbaren Inkonsistenz fiihren17 • Deswegen 
muft man diejenigen A nicht pro/en, die zusammen mit den aktuellen Sperren und der Menge 
aller Sperren der Vorgangerumgebung eine Obermenge eines Elements der Konftiktklasse bilden. 
Av,tJ.u.S,KS := {AlA E eKVu,tJ,s,u und 13k E KS: k ~ AU S U u(u)} 
171m Bereich der Truth-Maintenance-Systeme nennt man die Konftiktklasse die "Nogoods". 
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Definition 6.22 Folgeumgebung 
1. Sei l!I die disjunkte Vereinigung. Eine Umgebung Ul heiftt direkte Folgeumgebung einer 
Umgebung Uo (Uo t.....+ Ul ), 
falls Ul durch anwenden der "obersten« Regel auf Uo entsteht. 
(a) Konfiiktregel 
p( (u, C S l!I {l.}, PS, v, (3, AK, S, K S)) 
b( ((u, C S, P S, v,(3, AK, S, K S), C S, n, v,(3, Av ,{3,u,S,KS, S, K S, n, K S)) 
Die Konfliktregel bewirkt aufgrund der Entdeckung einer Inkonsistenz den Ubergang 
vom Propagierungsmodus zum Backtrackingmodus. Dabei wird eine neue Umgebung 
erzeugt, deren Alternativenklasse Av,.o,u,S,KS gerade diejenige der aktuellen Inkonsi-
stenz ist. 
(b) Riicksprungregel 
p( ((u, _, PS, _, _, _, AK, S,_), C S, n, v, (3,-, _, K S)) 
p( (u, CS, PS, v,(3, AK,S, K S)) 
Die Rucksprungregel bewirkt ein Zuriickspringen zur Vorgangerumgebung, um den 
dortigen Propagierungs-Stack abzuarbeiten. " 
(c) Constraint-Propagierungsregel 
p( (u, C S, P S l!I {(ctb {ctl}, bk)}, v,(3, AK, s, K S)) 
p( (u, CS u {ctd, PS U CP'R.(CS, ctll v, i3.o,ct},bk) , v, i3{3,ct lobk, AK, S, K S)) 
Die Constraint-Propagierungsregel propagiert einen Constraint ctl, fUr den die Be-
grundungsfunktion (3 um die Begrundungsklasse bk erweitert wird. 
( d) Entscheid ungs-Propagierungsregel 
p((u,CS,PSl!I {e},v,(3,AK,S,KS)) 
p( (u, C S U {a(e)}, PS U CP'R.( CS, a( e), vv,e, /3.o,e) , vu,e, /3.o,e, AK, S, K S)) 
Die Entscheidungs-Propagierungsregel ubernimmt vom Propagierungs-Stack eine Ent-
scheidung, erweitert fur diese die Validitatsfunktion, das hei13t e wird fur giiltig er-
klart, und andert die Begrundungsfunktion (3 fUr deren aktuellen Constraint um die 
UND- Verknupfung von der Begrundungsklasse der Entscheidung e und {{ e} }. 
(e) error-Regel 
b( (((u, CS, PS, v, (3, AK, s, KS),_, -, -,_, AKo, So, K So), -, -,-,-, n, _, _)) 
b(((u, CS, PS, v,(3,AK, S, K S),CS, n, v,(3, AKo, {}, K So U {So U 0-( u)})) 
Die error-Regel feuert, wenn im Backtrackingmodus die Alternativenklasse leer ist. 
Dabei wird der Zustand, der herrschte nachdem die vorletzte Inkonsistenz auftrat, 
restauriert. 
(f) trial-Regel 
b( ((u, C S, P S, v,(3, AK, S, K S),_, _, _, _, _, {A} l±J AKo, _, K So)) 
p( ((u, C S, PS, v,{3, AK, S,K S), CS, A, vu,A,(3, AKo, A, K So)) 
Die trial-Regel findet im Backtrackingmodus eine Alternative, andert die Validitats-
funktion, indem die "alten" Entscheidungen fur ungiiltig erklart werden, setzt die 
Sperren und wechselt zum Propagierungsmodus. 
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2. Eine Umgebung Un heiftt Folgeumgebung einer Umgebung Uo (uo ~ Un ), 
falls Umgebungen u!, ... , Un-l existieren mit Uo '---+ Ul '---+ ••• '---+ Un· 
3. p((€,-, {},-,-,-,-,-» heiftt positive Endumgebung und 
b( ( (€, _, _, _, _" _, _), _, _, _, _, n, _, _) heiftt negat ive End umgeb ung. 
Die Endumgebungen sind Umgebungen, auf die man keine Regel anwenden mnn. 
Definition 6.23 Der Konsistenztest KRist deftniert durch: 
K'R ( C S) = { »syntaktisch konsistent" 
»syntaktisch inkonsistent" 
Satz 11 Terminierung 
Has ~ p( (€, -, n, -, -, -, -,-» 
HCS ~ b( ((€, -, -, -, -, -, -, -), -, -, -, -, n, -,-» 
Sei ~ ein bezuglich C zuliissiges Regelsystem. Dann ist K'R (CS) definiert fiir aile C S ~ C. 
Beweis-Skizze 
1. Es gelte UCS~kR u, Dann folgt aus der nRegeldefinition", dafi u entweder Endumgebung 
ist oder cine Regel auf u anwendbar ist. ' 
2. Es lafit sich eine wohlfundierte Ordnung t;;;;uauf U angeben. 
Fiir jede Folge Ul 4kR U2 mit UCS~kR u gilt dann: 
U2 !;u Ul· 
Diese Ordnung beriicksichtigt folgende GroBen, die in der Reihenfolge ihrer Prioritiit wie-
dergegeben sind: 
GroBe der Konfliktklasse, 
Anzahl der bereits gepriiften Alternativen, 
Anzahl aller Sperren, 
Anzahl der Vorgangerumgebungen und 
eine Ordnung auf Constraints, die existiert, falls das zugehOrige Regelsystem 
zulassig ist, das heiBt die Menge def herleitbaren Constraints endlich ist. 0 
Satz 12 Vollstandigkeit 
Aus KR(CS) = »syntaktisch konsistent" folgt die Konsistenz der Constraintmenge CS. 
Beweis-Skizze 
Seien P S; ( u) die Menge aller giiltigen aktuellen Constraints, die auf dem Propagie-
rungsstack der Umgebung u, oder auf dem Propagierungsstack eines Vorgangers von 
u liegen und CSg(u) die Menge der giiltigen Constraints der Umgebung u. 
Dann lafit sich zeigen, daB fiir jede Umgebung u mit UCS~kR u gilt: 
CS C CSg(u) U PS;(u) 
CSg(u)u{ctICSg(u)~nct} C CSg(u)UPS;(u) 
Dann gilt dies auch fUr eine positive Endumgebung U e mit PS;(ue ) = n. Daraus 
folgt: Aus CSg(ue ) liifit sich nichts mehr ableiten, und da CS ~ CSg(ue ) ist, ist 
C Sg( ue ) ein Modell fUr CS und CS ist somit konsistent. 0 
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Satz 13 Korrektheit 
Aus Kn.( C S) == »syntaktisch inkonsistent" folgt die Inkonsistenz der Constraintmenge CS. 
Beweis-Skizze 
Die Constraintmenge CS sei konsistent. Dann existiert eine Auswahlfunktion .A so-
dafi .1. nicht hergeleitet werden kann. 
Sei u mit 1LCS~k'R U 4k'R u' die erste Umgebung, die eine Inkonsistenz enthalt -
falls so ein u nicht existiert, terminiert der Algorithmus mit dem Wert "syntaktisch 
konsistent" .Dann entha.J.t die Alternativenklasse von u' auch eine Menge von Ent-
scheidungen E, dieeine Teilauswahl von .A darstellen. Wird nun in der Folge eine 
andere Alternative gepriift und ein Modell gefunden, dann terminiert der Algorith-
mus mit dem Wert "syntaktisch konsistent". 1st dies nicht der Fall, wird irgendwann 
die Alternative E gepriift, und deren Elemente gesperrt. Dieser Prozefi lafit sich so-
lange weiterfiihren bis die vollstandige Auswahlfunktion.A beziiglich derer man keine 
Tn konsistenz herleiten kann. aufe:ebaut ist . 0 
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6.4 Beispiel 
Die Konsistenz der Constraintmenge CS :={ a: .C2 , a: C1 VC2 , a: C3 V C .. , a: ,CI V .C2 } soIl 
gepriift werden. 
Die Validitatsfunktion wird beschrieben durch eine Menge. Diese Menge enthalt genau die Ent-
scheidungen, die giiltig sind. Die Begriindungsfunktion wird ebenfalls durch eine Menge darge-
stellt. Dabei steht ct 1-+ bk fiir /3(e!) = bk. 
Die einze1nen Komponenten werden nur dann aufgefiihrt, wenn sie sich gegeniiber der letzten 
Umgebung geandert haben. 
Ini tialisierung . 
Der Propagierungs-Stack enthalt die 
Constraints in der korrekten Syntax. 
rno = p 
Zo f 
CSo = {} 






(a:CI V C2,{a:CI V C2},i), 
(a:CaV C4 ,{a:Ca V C4 },i), 








a : -,C2 wird propagiert und die Begriindungs-
funktion wird aktualisiert. 
CSI = {a:-.C2} 
PSI = {(a: CI V C2, {a: CI V C2}, I}, 
(a:C3V C4 ,{a:C3 V C4 },i), 
(a : -'CI V -.C2 , {a: -'CI V -.C2 } , i}} 
fll {a: -'C2 1-+ i} 
Constraint-Propagierungsregel 
a : CI vC2 wird propagiert und die Begriindungs 
funktion wird aktualisiert. 
CS2 CSI U {a: CI V C2} 
PS2 {(a: Ca V C4 , {a: Ca V C4 }, I}, 
(a: -'CI V -.C2, {a: -'CI V -,C2} , I}, 
(a: CI, {a: CI,a: C2 }, I}} 
fl2 flIU{a:CI VC2I-+i} 
Constraint-Propagierungsregel 
a : C3vC .. wird propagiert und die Begriindungs-
funktion wird aktualisiert. 
CSa = CS2 U {a : Ca V C4 } 
PS3 {(a: -,CI V -.C2 , {a: -'CI V -,C2}, I}, 
(a: CI , {a: CI,a: C2 }, I}, 
(a : Ca, {a: Ca,a: C4}, I}} 
fla = fl2 U {a : Ca V C4 1-+ i} 
Constrain t-Propagierungsregel 
a : -'CI V -'C2 wird propagiert und die Be-
griindungsfunktion wird aktualisiert. 
CS4 CS3 U {a : -'CI V -.C2 } 
PS4 {(a: CI, {a: CI,a: C2}, I}, 
(a : C3, {a: C3,a: C4}, I}, 
(a :..-.CI , {a: -.Cl , a : -.C2 } , I}} 
fl4 = fla U {a:-,CI V-,C2 1-+1} 
Entscheid ungs-Propagierungsregel 
a : C I wird propagiert, die Entscheidung 
(a: Cl,{a: CI,a: C2},i) fiir giiltig erkHi.rt 




CB4 u{a:CI } 
{(a: C3 , {a: C3 ,a: C4 }, i), 
(a: -.CI , {a: -.ClIa: -.C2 }, i)} 
{(a: CI,{a: CI,a: C2},i)} 
/3s = /34 U {a : C I 1-+ 
{{(a: CI , 
{a: CI,a: C2 }, 
i}}} 
En tscheid ungs-Propagierungsregel 
a : Ca wird propagiert, die Entscheidung 
(a : CI,{a : C3 ,a : C4 }, i) fiir giiltig erklart 
und /3 aktualisiert. 
6.3 U mgebungen 
PS6 PS5 U {a: C3 } 
CS6 = {(a: ...,CI , {a: ...,Ct, a: ...,C2 }, i) 
} 
V6 = V5 U {(a: C3 , {a: C3 ,a: C4 }, i)} 
f36 = f3s U {a : C3 I-t 
{{(a: C3 , {a: C3 ,a: C4 }, i)}}} 
Entscheid ungs-Propagierungsregel 
a : ""CI wird propagiert, die Entscheidung (a : 
CI , {a: ...,C},a: ...,C2 }, i) fijr giiltig erkHi.rt und , 
f3 aktualisiert. 
CS7 = CS6 U{a:...,Cd 
PS7 = {(1-, 
{1-}, 
{{(a: Ct,{a: Ct,a: C2},i) 
(a: ...,Ct,{a; ...,CI,a: ...,C2}, i) 
}})} 
V7 = V6U {(a: ...,C},{a: ""CI,a: ...,c2},i)} 
f37 = f36 U {a : ...,C I I-t 
{{(a: ...,Ct, 
{a: ...,CI,a: ...,C2 }, 
i)}} } 
Konfliktregel 
Die Inkonsistenz des Constraint-Speichers wird 
festgestellt und die Begriindungsfunktion erwei-
tert. 
CSs = CS7 U {l-} 
PSs = {} 
f3s = f37 U {1- I-t 
{{(a: Ct,{a: Clla: C2},i), 
(a: ...,Ct, 
{a: ...,Ct, a: ...,C2 }, 
i)}} } 
trial-Regel 
Die Alternativenklasse enthalt die potentielien 
Alternativen zur Vermeidung der Inkonsistenz 
a : CI und a : ...,CI . 
m9 = b 








= {{(a: C2 , {a: CI,a: C2 }, i)}, 
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{(a: ...,C2 , {a: ...,C},a: ...,C2 }, i)}} 
S9 = {} 
KSg - KSo 
Entscheid ungs-Propagierungsregel 
Die Alternative (a: C2 , {a: Clla: C2 }, i) wird 
auf den Propagierungs-Stack geschrieben, ge-




{(a: C2 , {a: CI,a: C2 }, i)} 
VIo = {(a:...,C2 ,{a:...,C2 },i), 
(a: C3 , {a: C3 ,a: C4 }, i), , 
(a: ...,CI,{a: ""CI,a: ...,c2},i) 
} 
AIO = {{(a: ,C2 , {a : ,Ct, a : ...,C2}, i)}} 
SIO = {(a: C2 , {a: C I , a: C2 }, i)} 
Constraint-Propagierungsregel 
propagiert. 
CSn = CS9 U {a: C2} 
PSn = {(1-, 
{1-}, 
{{(a: C2 , {a: Ct,a: C2 }, i)}})} 
Vn VIO U {(a : C2, {a: CI , a: C2}, i}} 
f311 = f39 U {a : C2 I-t 
{{(a: C2 ,{a: Ct,a: C2},i)}}} 
Konflikt- Regel 
Dadurch entsteht erneut eine Inkonsistenz, 
= CSu U {1-} 
= {} 
= f310 U {1- I-t 
{{ (a: C2, {a: Ct, a: C2 }, i)}}} 
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trial-Regel 
die nicht mehr zu beheben ist. 
ml3 = b 
Zl3 = (.zg, CSn , PSI2 , Vn, 
(312, A IO , SIO, K So) 
CSl3 = CSn 




Sl3 = {} 
KSl3 = KSo 
error-Regel 
Infolgedessen wird "zuriickgesprungen" und aus 
der Alternativenklasse A9 die zweite Alternati-
ve gepriift. 
Zl4 = Z9 
CSI4 = CS7 
PSI4 = {} 
Vl4 V7 
{314 {3a 
Al4 {{(a: ..,C2, {a: ..,CI , a : -,C2 }, i)}} 
Sl4 {} 
KS14 {(a: C2, {a: CI , a: C2}, i)} 
trial-Regel 
Die Alternative (a : -,C2 , {a: -,CI , a: -,C2 }, i) 
wird auf den Propagierungs-Stack geschrieben, 
gesperrt und ... 
ml5 P 
CSl5 CSl3 
PSl5 = {(a: ..,C2, {a: ",CI, a: -,C2}, i)} 
Vl5 = {(a: C3, {a: C3, a: C4 }, i), 




Sl5 {(a : -,C2, {a: ",Ci, a: -,C2}, i)} 
KSl5 = KSl4 
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Entscheid ungs-Propagierungsregel 
propagiert. 
CSl6 CSI sU{a:-,C2 } 
PSI6 = {} 
Vl6 = V U {(a: -,C2 , {a: ..,C}, a: ..,C2 } , i)} 
{316 {38 U {a : ..,Cz f-+ i} 
Riicksprungregel 
Danach ist der Propagierungs-Stack leer und 
Vorgangerumgebung wird aktiv, wobei der Constr . 
Speicher, die Validitatsfunktion, die Begriindungs-











{a: -,C2, a: CI V C2, a: C3 V C4 , 
a : -'CI V -,C2 , a : Cll a : C3 , a : -'Cd 
PS8 = {} 
{(a: C3, {a: C3, a: C4 }, i), 
(a: Cll {a: CI , a: C2 }, i), 
(a: ..,C2, {a: -'Cll a : ..,C2} , i)} 
{a : -'C2 f-+ i, a : CI V C2 f-+ i, 
a : C3 V C4 ~ i, a : -'CI V -'C2 ~ i, 
a: CI f-+ (a: CI , {a: CI,a: C2}, i), 
a : C3 f-+ (a: C3 , {a: C3 , a: C4 }, i), 
a : -'CI f-+ (a : ",CI, {a : -,CI , a: ",C2}, 
A8 = {} 
Sa = {} 
{(a: C2 , {a: CI,a: C2 }, i)} 
Obige Umgebung ist eine positive Endumge-
bung. 
"konsistent" 
Die Menge der gilltigen Constraints des 
Constraint-Speichers CSl 7 in Abhangigkeit von 
V17 und {317 {a: -,C2 ,a: CI V C2 ,a: C3 V C4 , 
a : ",CI V ..,C2, a: CI , a: C3} ist ein Modell fur 
die urspriingliche Constraintmenge CS. 
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6.5 Die inkrementelle Schnittstelle 
Die Realisierung einer inkrementellen Schnittstelle ist sehr einfach, denn es gilt: 
Satz 14 Seien UGS ~k'R Uel und Uel == (u,CS·,PS,v,{3,AK,S,KS) Endumgebung, dann 
ist C S U {et} konsistent gdw (u, C S·, {(ctb {ctIl, i)}, v,{3, AK, S, K S) ~k'R Ue2, wobei Ue2 
positive Endumgebung ist. 
1st Uel eine positive Endumgebung, da.nn ist der Progierungs-Stack PS leer. 
6.6 Fakten und Annahmen 
Der Algorithmus gestattet neben der Reprasentation von Constraints, die immer giiltig sind und 
im folgenden Fa.kten gena.nnt werden, auch die Reprasentation von Constraints, deren ValidiUi.t 
man auch aufierhalb des Konsistenztestes, oder sogar nur aufierhalb dessen, andern k.a.nn. Die-
se Constraints werden Annahmen gena.nnt. Ohne den Algorithmus erweitern zu mussen ist es 
moglich die Annahmen in den Inferenzproze6 zu integrieren, indem die Annahmen als "Disjunk-
tionsglieder ohne Alternative" gefiihrt werden. 
Definition 6.24 Sei et ein Constraint. Dann heipt das Tripel (et, {et}, i) eine Annahme. 
Definition 6.25 Eine Annahme A heipt bezuglich einer Validitatsfunktion v gultig gdw v(A) . 
Der Definitionsbereich der Validitatsfunktion mu6 nicht erweitert werden, da die Menge der 
Annahmen eine Teilmenge von WP ist. 
Satz 15 Seien CS eine Menge von Fakten, A eine Menge von Annahmen und v eine Validitcits-
funktion, die fur aile Annahmen aus A definiert ist, dann gilt: 
p( (€, {}, P SF UPS A, v, Q, {}, {}, {} ) ) ~ k'R Upos 
gdw 
C S u {ctl(et, {et}, i) E A und v( (ct, {ct}, i))} konsistent ist, wobei 
PSF:= {(et, {et}, i)let E CS}, 
PSA := {(et,{ct},{{(ct,{et},i)}})I(et,{ct},i) E A} und 
uP08 eine positive Endumgebung ist. 
Das heipt, der Algorithmus tenniniert mit dem Wert "syntaktisch konsistent" gdw die Vereini-
gung der Menge der Fakten und der Menge der gultigen Annahmen konsistent ist. 
1m verein mit einer inkrementellen Schnittstelle stellt die M6glichkeit Annahmen zu treffen, und 
diese wieder fallen zu lassen, ein machtiges Werkzeug dar. 
Beispielsweise lassen sich Widerspruchsbeweise in geeigneter Weise fiihren: 
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Die Wissensbasis wird repriisentiert durch Fakten. Dabei erscheint es sinnvoll, die-
se auf Konsistenz zu prufen, da man aus einer inkonsistenten Wissensbasis "alles" 
herleiten kann. Im Anschluss an den Konsistenztest hat man, aufgrund der inkre-
mentellen Schnittstelle, Zugang zu dem noch vorhandenen Modell der Wissensbasis. 
Soli nun per Widerspruchsbeweis gezeigt werden, dafi der Constraint ct aus der Wis-
sensbasis gefolgert werden kann, dann wird das Komplement kct des Constraints 
als giiltige Annahme eingefUhrt, und mit dem noch vorhandenen Modell auf Konsi-
stenz getestet. U nabhangig yom Ergebnis des Konsistenztests wird im Ansch1u6 die 
Annahme, und damit auch ihre Folgerungen, fur ungiiltig erklart. 
Findet der Algorithmus ein Modell, dann ist es offensichtlich, dafi dieses Modell weiter benutzt 
werden kann. 1st dies auch so;wenn eine:globale~ Inkonsistenz auftritt ? Ja, denn der Algorithmus 
kehrt, im Falle einer globalen Inkonsistenz, bis zur ersten Inkonsistenz zuruck, die in diesem Fall 
durch die Annahme verursacht wurde. Wird nun die Annahme fUr ungiiltig erklart, verschwindet 
die Inkonsistenz, und man hat das gleiche Modell wieder wie zu Beginn des Konsistenztests. 
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7 Mogliche Erweiterungen des Ansatzes 
In Kapitel 4 wurde ein Regelformalismus angegehen mit dem sich die operationale Semantik von 
ALC heschreihen lafit. 
Fiir diesen Formalismus wurde ein Interpreter entwickelt, der eine intelligente Backtrackings-
trategie realisiert. 1m folgenden wird beschrieben werden, wie man den Formalismus und den 
Interpreter erweitern muB, so daB sich damit auch die operationale Semantik von Taxon dar-
stellen lafit. 
In Taxon hesteht gegeniiber ALC noch die Moglichkeit die Gleichheit von Termen zu fordern 
und die Konsistenz einer Menge sogenannter konkreter Pradikate durch ein externes Entschei-
dungsverfahren priifen zu lassen. 
7.1 Gleichheit von Termen 
Es bieten sich zwei Moglichkeiten an, die Gleichheit von Termen zu realisieren. 
1. Auf der Regelebene wird eine transitive und symmetrische Relation beschrieben, 
gleich( Objt, Obj2) ~ gleich( Obh, Obj}) 
gleich( Obj}, Obh), gleich( Obh, Obh) ~ gleich( Obit, Obh) 
deren "Reflexivitat" dadurch simuliert wird, daB fiir jede Regel mit mehreren Pramissen 
die gleiche Regel modulo Gleichheit eingefiihrt wird. 
cterm(Obj, jorall(Role, e)), role(Obj, Role, Obh) ~ cterm(Obh, e) 
cterm(Obj, jorall(Role, C)), role(Obj}, Role, Obh), gleich(Obj,ObjI) ~ cterm(Obh, e) 
Nachteil: 
(a) Der "Zykeltest" innerhalb der Constraint-Propagierungsfunktion CPn muB durch-
gefiihrt werden. 
(b) Die Reprasentation der Gleichheit als Menge von einzelnen Gleichheitsconstraints ist 
nicht besonders effektiv. 
2. Der Regelformalismus wird erweitert durch die Einfiihrung eines speziellen Constraintna-
mens ,,=", der die Menge der Formeln wie folgt vergroBert: 
Sind t} und t2 Terme, dann ist t} = t2 eine Formel. 
Der Regelinterpreter interpretiert das spezielle Symbol ,,=" als A,quivalenzrelation. 
Niitzlich erscheint dabei: 
(a) die Gleichheitsconstraints an eine spezielle Komponente zu iibergeben, die diese ge-
eignet reprasentiert und in Abhangigkeit einer Begriindungsfunktion, auf Anfrage die 
Begriindungsklasse eines Gleichheitsconstraints obj} = obh berechnet und 
(b) die Gleichheitsconstraints mit in die Begriindungsklasse aufzunehmen. Dies hat den 
Vorteil, daB wenn weitere Begrundungen die Gleichheitsbeziehung obit = obh recht-
fertigen, die Begriindungsklasse des Constraints, und all seiner Folgerungen, nicht 
erweitert werden muB. 
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7.2 Konkrete Pradikate 
Das gro6te Problem bei konkreten Pradikaten ist, daB das externe Entscheidungsverfahren eben-
falls die Abhangigkeiten verwalten mu6. 1st na.mlich die Menge der konkreten Pradikate inkon-
sistent, dann miissen diejenigen Pradikate bestimmt werden, die den Konflikt verursachen, und 
der Kontrollkomponente von Taxon iibergeben werden. 
Auch das Zuriicknehmen bestimmter Entscheidungen, und die damit verbundene Ungiiltigkeit 
bestimmter konkreter Pradlkate mu6 fiir das Entscheidungsverfahren transparent sein. 
Am einfachsten ist, sofern dies moglich ist, aus dem externen Entscheidungsverfahren ein internes 
zu machen, das hei6t die operationale Semantik des Entscheidungsverfahrens mit Hilfe der bier 
vorgestellten Regeln zu beschreiben, und die Konsistenz einer Menge von Pradikaten auf den 
Konsitenztest K'R zuriickzufiihren. 
Fiir das zum "Lieferumfang" von Taxon gehorende Entscheidungsverfahren ffir Ordnungen auf 
reel1en Zahlen ist dies problemlos moglich. 
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8 Verwandte Arbeiten 
In den folgenden zwei Abschnitten wird kurz die Verwandschaft zu den Gebieten Truth-Maintenance-
Systerne und Logische Programmierung aufgezeigt. 
8.1 Truth-Maintenance-Systeme 
Zu Beginn der Arbeit war klar, dafi die Verwaltung der Abhangigkeiten und die Schlu6folgerungs-
mechanismen zu denen ahnlich sind, die in Truth-Maintenance-Systernen Verwendung tinden. 
Jedoch sind die Probleme, die man mit einem Truth-Maintenance-System lOsen will, und damit 
die Anforderungen an diese, von denen verschieden, die wir hier betrachtet haben. 
Die beiden bekanntesten Vertreter der Truth-Maintenance-Systeme sind das Justification ba-
sed TMS (JTMS) von Doyle18 und das Assumption based TMS (ATMS) von de Kleer19 • Der 
wesentliche Unterschied zu einem JTMS ist, dafi dieses in der Lage ist, 
• Nicht-Monotonie zu behande1n jedoch 
• keine Disjunktionen direkt reprasentieren kann. 
Zwar ist aufgrund der Disjunktionen auch in dem hier beschriebenen Konzept eine gewisse Nicht-
Monotonie vorhanden, diese ist jedoch nicht nach au6en transparent, da ein Modell einer Menge 
von Constraints aufgebaut werden soll, urn deren Konsistenz zu zeigen, und nicht urn aus diesem 
Modell irgendwelche Schliisse zu ziehen. Die Behandlung der Nicht-Monotonie in einem JTMS 
erfordert einen erheblichen Aufwand, so da6 es nicht adaquat erschien, die fUr unsere Anwen-
dung sehr wichtigen Disjunktionen durch ein JTMS zu simulieren. 
Ein ATMS ist dazu konzipiert mehrere sogenannte Kontexte parallel zu verwalten. Urn ein 
Modell fiir eine Menge von Constraints zu finden, ist dies jedoch nicht notwendig. Also konnte 
auch hier zusatzlicher Aufwand eingespart werden. 
8.2 Intelligentes Backtracking in PROLOG 
In der Logischen Programmierung versteht man unter Intelligent em Backtracking, das was hier 
unter dem Narnen "Abhangigkeitsgesteuertes Backtracking" vorgestellt wurde, das hei6t das 
Zuriickspringen zu der letzten Entscheidung, die ani. Konflikt beteiligt ist. 
Backtracking in PROLOG findet gebeniiber Terminologischen Logiken unter ganzlich anderen 
Voraussetzungen statt: 
• PROLOG-Systeme sind Riickwartsregelsysteme, das hei6t die Abarbeitung ist zielgerich-
tet. Implizites Wissen das nicht zum Beweis eines "goals" benotigt wird, wird nicht ab-
geleitet; im Gegensatz zu Vorwartsregelsystemen, die vielfach Widerspruchsbeweiser sind 
(zumindest dann, wenn Disjunktionen vorhanden sind). Dort wird das komplette implizite 
Wissen explizit gemacht, urn eine rnogliche Inkonsistenz zu entdecken. 
18(Doyle, 1979] 
19(de Kleer, 1986] 
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• Die Ableitungsketten werden im allgemeinen sehr lang. Dies liegt insbesondere daran, daB 
die rekursive Regeldefinition in PROLOG nicht nur erlaubt, sondern ein fundamentales 
Konzept dieser Sprache darstellt. In terminologische Logiken sind sogenannte zyklische 
Definitionen der Konzeptterme nicht gestattet. 
Dies flihrt dazu, daB die Methoden, die entwickelt wurden, um im Bereich der Logischen Pro-
grammierung "abha.ngigkeitsgesteuert backtracken" zu konnen, fiir diese Arbeit nur eine unter-
geordnete Rolle spielen. Der interessierte Leser sei auf die Literatur20 verwiesen. 
20[P.Codognet , 1990], [Malhorta, 1990] und [M.Bruynooghe, 1991] 
51 
9 Zusammenfassung und Ausblick 
In der vorliegenden Arbeit wurde ein Konzept zur Verwaltung von Abhangigkeiten entwickelt. 
Dieses wurde in einen Algorithmus integriert, der ein Modell fiir eine Menge von Constraints 
sucht, und mit dem Wissen iiber die Abhangigkeiten eine intelligente Backtrackingstrategie 
realisiert. 
Die wesentlichen Merkmale des Algorithmus sind: 
• direkte Reprasentation von Disjunktionen (im Gegensatz zu den Truth-Maintenance-Systemen), 
• Konzentration auf die Entscheidungen bei der Verwaltung der Abhangigkeiten, 
• die Existenz einer inkrementellen Schnittstelle und 
• die Moglichkeit zur Reprasentation von Fakten und Annahmen. 
U m die theoretisch zu erwartende Effizienzsteigerung bei terminologischen Inferenzsystemen zu 
iiberpriifen, wurde eine prototypische Implentierung erstellt. Die zugrundeliegende terminologi-
sche Sprache war dabei ALC. 
Die Ergebnisse iibertrafen sogar die Erwartungen, zumindest fiir getesteten Beispie-
Ie. Der zusatzliche Aufwand fiir die Verwaltung der Abhangigkeiten war sehr gering. 
Auch wenn keine Disjunktionen auftraten, war der nintelligente" Algorithmus nur 
unwesentlich langsamer ala der, der eine chronologische Backtrackingstrategie ver-
folgt. Allerdings mufi man sagen, dafi ALC nicht reprasentativ ist. Die ABOXen 
und TBOXen, die in Anwendungen benutzt werden, verlangen jedoch die volle 
Funktionalitat des terminologischen Inferenzsystems Taxon und stehen deswegen 
al.s Testbeispiele noch nicht zur Verfiigung. 
Zukiinftige Arbeiten 
• Zu Uberpriifen ware die Einsetzbarkeit der Algorithmen in anderen Bereichen, in denen 
naturgemafi Disjunktionen vorkommen wie zum Beispiel Planen. 
• Auf dem Gebiet der terminologischen Logiken ware zu klaren, wie sich die Algorithmen zur 
Realisierung der Inferenzdienste andern, unter Benutzung eines Konsistenztests, der eine 
inkrementelle Schnittstelle besitzt und die M6glichkeit zur Repdisentation von Fakten und 
Annahmen bietet. Die neuen M6glichkeiten zur Einbettung einer terminologischen Logik 
in ein hybrides Wissensreprasentationssystem21 miifiten untersucht werden, da zu erwarten 
ist, dafi dies nun viel einfacher und effizienter zu realisieren ist als das bisher der Fall war. 
• Auf der praktischen Seite steht die Realisierung der vollen Funktionalitat von Taxon an, 
das heifit die Implementierung der Komponente zur Behandlung der Gleichheit. 
21 zum Beispiel TaxLog [Abecker, 1993] 
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