oping a method for the estimation of extra virgin olive oil adulteration with 60 edible oils including hazelnut oil. The produced PLS models for the case of the 61 hazelnut oil showed a relatively good performance (relative error of prediction, 62 REP=20.8 and correlation factor R 2 =0.9351) (Maggio et al., 2010) . Multiple 63 linear regression (MLR) models constructed using FT-IR data for extra virgin 64 olive oil-hazelnut oil admixtures claim to be capable of detecting hazelnut oil 65 content in olive oil with a 5% limit of detection (Lerma-García et al., 2010) . 66 In another study, high gradient diffusion NMR spectroscopy coupled with dis-67 criminant analysis (DA) was used for detecting rapidly the adulteration of extra 68 virgin olive oils with seed and nut oils. The lower limit of detection for the case 69 of hazelnut oil was 30% (Šmejkalová & Piccolo, 2010) . The development of an 70 artificial neural network in 600MHz 1 H-NMR and 13 C-NMR data achieved a 71 limit of 8% (García-González et al., 2004) . In a recent study, 60MHz 1 H NMR 72 spectral data in combination with PLS regression achieved a limit of detection 73 at the level of 11.2% w/w (Parker et al., 2014) . However, it has to be highlighted 74 that the aforementioned studies tackling this adulteration of extra virgin olive 75 oil with little or great success do not claim explicitly if the hazelnut oil is refined 76 or crude and they are not often validated adequately and correctly which might 77 produce overestimated and /or overfitted results. 78 The detection of adulterants at low levels (5-20%) is still quite challenging 79 even for high end methods such as chromatography (Zhang et al., 2011; Osorio 80 et al., 2014a) . There is a need for more research in the field of data analysis 81 of complex chemical data, especially spectroscopic data which are by nature 82 multivariate. More accurate statistical methods are required to be used on 83 top of existing analytical methods that would not necessarily demand a large 84 number of samples and are independent of statistical interpretations (Frankel, 85 2010).
86
The present work introduces a novel continuous statistical modelling tech-87 nique which extends the Locality Preserving Projections (LPP) dimensionality 88 reduction technique to the cases where data are considered as a continuous vari-89 able. Data are modelled as data series and the continuity is preserved during 90 the learning and dimensionality reduction by building two graphs incorporating neighbourhood information of the data set. In this way, the proposed tech-
Fig. 2):
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• Continuous neighbourhood (C k ): the 2t nearest points in sequence of current data point:
• Similarity neighbourhood (S k ): the r points parallel to m k , acquired from the r repetitions of m k in the r parallel trajectories T (1..r) . Each trajectory is generated by the 2t continuous neighbours:
Specifically, the steps for the dimensionality reduction comprise: 121 1. Assign weights to the edges of each graph using the LPP formulation:
0, otherwise.
(3)
2. Compute the eigenvectors V of embedded space : The d eigenvectors V * with the smallest nonzero eigenvalues make the embedded space. These eigenvectors and eigenvalues are calculated by solving the generalized eigenvalue problem:
where L C = D C − G C and L S = D S − G S are the Laplacian matrices and 122 D C and D S are diagonal matrices. β is a weighting factor for balancing the 123 continuous and similarity variabilities.
124
preserve continuity (Lawrence, 2004; Lewandowski et al., 2010) . 
where Y is the mean value of the Y , learned during the creation of the latent 156 space. were collected directly from the producers. The olive oil samples were spiked 163 accurately at percentages that vary from 1% to 90%.
164
A few adulteration levels are necessary for generating the desired continuity 165 in the produced latent space, as it can be noticed in Fig. 3 , which illustrates 166 the space resulted by LDA and CLPP by using different number of adulteration 167 levels for FT-IR data. Specifically, sixteen different concentration grades were 168 selected, from 1% to 15% with an interval of 2, and from 20% to 90% with an 169 interval of 10 (see Table 1 ). The higher resolution in the low concentrations of 170 hazelnut oil was selected in order to cover the most challenging adulteration area 171 (5-20%) to detect (Zhang et al., 2011) . A total of 256 admixture samples were For FT-IR spectroscopic analysis, the acquisition of all FT-IR spectra was 178 performed using a Nicolet iS5 Thermo spectrometer (Thermo Fisher Scientific, as the modelling method, partial least squares discriminant analysis (PLS-DA), 209 kNN and nearest neighbour using Pearson's correlation for distance metric as 210 discriminant methods, partial least squares (PLSR) (Wold et al., 1984) to be noted that CLPP is a novel method that was conceived and developed by 225 this research team and directly implemented in Matlab.
226
The main proposal of this work is the application of kNN on the CLPP space.
227
CLPP has been also combined and tested with SVM, geodesic distance, clus-228 tering and Mahalanobis distance as classifiers for finding the best combination 229 (data not shown). Furthermore, PLSR is applied in combination with the CLPP 230 latent space for exploring the potential improvement regarding the conventional 231 PLSR. The rationale of this experiment is that applying regression on a low di-232 mensional space is simpler and computationally less expensive than on the raw 233 data while preserving the advantages of regression outputs. For comparison 234 purposes, the application of PLSR on PCA space was also examined.
235
As previously mentioned, two spectral datasets (Raman and FT-IR spec- An exploratory representation for FT-IR data is presented in Fig. 4 The cross validation schema was applied as described in section 3.4 for two 291 examined scenarios.
292
Classification problem with 10 classes. 
