Abstract. This paper proposed an Improved Bacterial Foraging Optimization (IBFO) algorithm to enhance the optimization ability of original Bacterial Foraging Optimization. In the new algorithm, Social cooperation is introduced to guide the bacteria tumbling towards better directions. Meanwhile, adaptive step size is employed in chemotaxis process. The new algorithm is tested on a set of benchmark functions. Canonical BFO, Particle Swarm Optimization and Genetic Algorithm are employed for comparison. Experiment results show that the IBFO algorithm offers significant improvements over the original BFO algorithm and is a competitive optimizer for numerical optimization.
Introduction
Bacterial Foraging Optimization (BFO) is a novel swarm intelligence algorithm first proposed by Passino in 2002 [1] . It is inspired by the foraging and chemotactic behaviors of bacteria. Recently, BFO algorithm and its variants have been used for many numerical optimization [2] or engineering optimization problems [3] [4] . However, original BFO algorithm has some weaknesses. First, the tumble angles are generated randomly. Useful information can't be shared between bacteria. Second, the step size in the original BFO is a constant. If the step size is large at the end stage, it is hard to converge to the optimal point. In this paper, we proposed an Improved Bacterial Foraging Optimization (IBFO). Two adaptive strategies are used in IBFO to improve its optimization ability. First, social cooperation is introduced to enhance the information sharing between bacteria. Then, adaptive step size is employed, which could make the bacteria use different search step sizes in different stages.
The rest of the paper is organized as followed. Section 2 introduces the original BFO algorithm. In section 3, the proposed IBFO algorithm is described in detail. In Section 4, the IBFO algorithm is tested on a set of benchmark functions compared with several other algorithms. Results are presented and discussed. Finally, conclusions are drawn in Section 5.
Original Bacterial Foraging Optimization
The E. coli bacterium is one of the earliest bacterium which has been researched. It has a plasma membrane, cell wall, and several flagella which are randomly distributed around its cell wall 1. By the rotation of the flagella, E. coli can "tumble" or "run" in the nutrient solution. By simulating the foraging process of bacteria, Passino proposed the BFO algorithm. The main steps of BFO are explained as followed.
Chemotaxis
In BFO, the position updating which simulates the chemotaxis procedure is used the Eq. (1) as followed. θ t is the position of the bacterium in the tth chemotaxis step. C(i) presents the step size. Φ(i) is a randomly produced unit vector which stands for the tumble angle.
In each chemotactic step, the bacterium generated a tumble direction firstly. Then the bacterium moves in the direction using Eq. (1) . If the nutrient concentration in the new position is higher than the last position, it will run one more step in the same direction. This procedure continues until the nutrient get worse or the maximum run step is reached. The maximum run step is controlled by a parameter called N s .
Reproduction
For every N c times of chemotactic steps, a reproduction step is taken in the bacteria population. The bacteria are sorted in descending order by their nutrient values. Bacteria in the first half of the population will split into two. Bacteria in the residual half of the population die. By this operator, individuals with higher nutrient are survived and reproduced, which guarantees the potential optimal areas are searched more carefully.
Eliminate and Dispersal
After every N re times of reproduction steps, an eliminate-dispersal event happens. For each bacterium, it will be moved to a random place according to a certain probability, known as P e . This operator enhances the diversity of the algorithm.
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Social Cooperation
As we known, swarm intelligence is emerged by the cooperation of simple individuals [5] . However, the social cooperation hasn't been used in original BFO algorithm. In chemotactic steps, the tumble directions are generated randomly. Information carried by the bacteria in rich-nutrient positions is not utilized. In our IBFO, the tumble directions are generated using Eq. (2). Where θ gbest is the global best of the population found so far. θ i, pbest is the ith bacterium's personal historical best. The tumble direction is then normalized as unit vector and the position updating is still using the Eq. (1).
The direction generating equation is similar with the velocity updating equation of PSO algorithm [6] . They all used the global best and personal best. However, they are not the same. First, there is no inertia term in Eq. (2) . In chemotactic steps of bacteria, inertia term will enlarge the difference of between θ gbest , θ i, pbest and the current position tremendously. Second, there are no learning factors in Eq. (2) as the direction will be normalized to unit vector. By social cooperation, the bacteria will move to better areas with higher probability as good information is fully utilized.
Adaptive Step Size
As it mentioned above, the constant step size will make the population hard to converge to the optimal point. In an intelligence optimization algorithm, it is important to balance its exploration ability and exploitation ability. Generally, in the early stage of an algorithm, we should enhance the exploration ability to search all the areas. In the later stage of the algorithm, we should enhance the exploitation ability to search the good areas intensively. There are various step size varying strategies [7] [8] . In IBFO, we use the decreasing step size. The step size will decrease with the iteration, as shown in Eq. (3). C s is the initial step size. C e is the ending step size. NowEva is the current function evaluations count. TotEva is the total function evaluations. In the early stage of IBFO algorithm, we use larger step size to guarantee the exploration ability. And at the end stage, smaller step size is used to make sure the algorithm can converge to the optimal point.
Experiments
In this section, we tested the optimization ability of IBFO algorithm on six benchmark functions. Original BFO, PSO and Genetic Algorithm (GA) were employed for comparison.
Benchmark Functions
The six benchmark functions are listed in Table 1 . They are widely adopted by other researchers to test their algorithms in many works [9] [10] . Dimension of all functions are 20.
To compare algorithms fairly, we use number of function evaluations (FEs) as a measure criterion in this paper. It is also used in many other works [11] [12] . All algorithms were terminated after 60,000 function evaluations.
Parameter Settings for the Involved Algorithms
The population sizes S of all algorithms are 50. In original BFO and IBFO algorithm, the parameters are set as followed: N c =50, N s =4, N re =4, N ed =10, P e =0.25, C=0.1, S r =S/2=25. The initial step size of IBFO C s =0.1(Ub-Lb), ending step C e =0.00001(UbLb) where Lb and Ub refer the lower bound and upper bound of the variables of the problems. In PSO algorithm, ω decreased from 0.9 to 0.7. C1=C2=2.0 [13] . V min =0.1×Lb, V max =0.1×Ub. In GA, P c is 0.95 and P m is 0.1. 
Experiment Results and Statistical Analysis
The results of IBFO, BFO PSO and GA on the benchmark functions are listed in Table  2 . Best values of them on each function are marked as bold. Convergence plots of the algorithms on these functions are shown in Fig. 1 . It is clear from table 2 that IBFO obtained the best values on five of all six functions. PSO is best on the rest one. BFO and GA performed worst. On Rosenbrock and Rastrigin functions, all algorithms didn't performed well. However, the results of IBFO are a little better than that of PSO. On Ackley function, BFO, PSO and GA all performed badly while only IBFO obtained remarkable results. IBFO converged fast at the end stage and seemed was able to continue improving its result. On Griewank function, it got a rank of 2. However, it is only a little worse than PSO. On Schwefel2.22, it performed better than the other three algorithms, too. Overall, IBFO shows significant improvement over the original BFO algorithm. And its optimization ability is better than the classic PSO and GA algorithms on most functions. 
Conclusions
This paper analyzes the shortages of original BFO algorithm. To overcome its shortages, an Improved Bacterial Foraging Optimization (IBFO) algorithm is proposed. Social cooperation and adaptive step size strategies are used in IBFO. In the chemotactic steps, the tumble angles are no longer generated randomly. Instead, they are produced using the information of the bacteria's global best, the bacterium' personal best and its current position. The step size in chemotactic processes decreases linearly with iterations too, which could balance its exploration ability and exploitation ability. To test the optimization ability of IBFO algorithm, it is tested on a set of benchmark functions compared with original BFO, PSO and GA algorithms. The results show that IBFO algorithm performed best on five functions of all six. On the rest one, it is only a little worse than PSO. In general, the proposed IBFO algorithm offers significant improvements over original BFO, and is a competitive algorithm for optimization compared other algorithms.
