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PART ONE 
THEORY OF PARTICLES 
WITH ARBITRARY SPIN 
lb 
I. INTRODUCTION 
The history of relativistic wave equations began in 1926 when the 
Klein-Gordon equation, the first relativistic wave equation, was proposed 
independently by several authors. This equation is derived by making the 
operator substitutions E"*  ^in the relativistic 
relation between the energy and momentum for a free particle, 
E z - C* f , (i) 
so that 
(2) 
Here * M is the mass of the particle and C the velocity of 
light in vacuum. The amplitude is a one-component scalar quantity 
which, under an inhomogeneous proper Lorentz transformation 
Xm =  &MY Xr + \>M y ^ 
transforms according to 
(4) 
To give a physical interpretation to one might try to define a 
density and a current so that a continuity equation holds between them 
2 
in analogy with non-relativistic theory. The density to which one is led 
is 
, <5> 
where the superscript C indicates complex conjugate. It is clear that 
P assumes negative as well as positive values because can have 
the opposite sign from <|> . Thus it is difficult to think of p as a 
conventional probability density. 
In 1928 while trying to overcome these difficulties with the inter­
pretation of the Klein-Gordon theory*Dirac (1) discovered the relativis­
tic equation which now bears his name. The reasoning involved in the 
discovery of the Dirac equation is as follows: 
1. To prevent the occurrence of negative probability densities 
the differential equation must be first order in time derivatives. 
This gives densities of the form ^  (j) which are positive defi­
nite. 
2. Relativistic covariance implies that there be symmetry in the 
treatment of the space and time derivatives. Therefore,only 
first-order spatial derivatives are considered. 
3. Linearity is required so that the superposition principle of 
quantum mechanics holds. 
4. The wave function must satisfy the Klein-Gordon equation since 
it implies the relativistic energy momentum relationship for a 
free particle. 
3 
These considerations lead to the equation 
= o , <6) 
where repeated indices are summed and Greek indices run from one to four. 
The Dirac matrices, ^ *4 , are 4x4 numerical matrices which satisfy the 
anti-commutation rules 
= " (7) 
Any set of four matrices which satisfy Equation 7 is a possible set of 
Dirac matrices. The Dirac equation describes a free particle with mass 
and spin one-half. The wave function f (X) is a four-component 
quantity which transforms like an elementary spinor with respect to in-
homogeneous proper Lorentz transformations. Equation 6 can also be 
written in the form of two spinor differential equations connecting the 
elementary spinors X6 and (the indices ranging from 1 to 2) 
è»\; ($*= i , 
-i <$"•. 
The spinor differential operator is related to ordinary differen­
tiation by 
(8a) 
(8b) 
4 
\ . A 
àû = "• èxV (9a) 
 ^= (9b) 
àti = a*, * *" >*» 1 
(9c) 
à a - à . - à , .  ( 9 d )  
where s L C^ C 
The success of the Dirac equation for spin one-half makes it plausi­
ble to generalize the spinor differential equations to equations for 
arbitrary spin. This was done by Dirac (2) and Fierz and Pauli (3, 4). 
They wrote Lorentz covariant first-order differential equations relating 
two independent spinors each with I indices: 
a<*. • <W q, a« 
Sv>, V*. * <T » <10a> 
 ^ . (10b) 
All the spinor components satisfy the Klein-Gordon equation and the 
equations describe particles with maximum spin ,4,3 ^  ÇVfrtftïQ * T^ ie 
symmetry of the spinors limits the equations to a single spin. 
5 
Equation 6 is a useful form for the spin one-half equations and 
suggests that the spinor equations for higher spins be rewritten in the 
form of a first-order matrix differential equation. Kemmer (5) did this 
for spin zero and spin one, the equation being 
( P « 9 x m  *  I T  ) f w = o  .  ( 1 1 )  
The are the Duffin-Kemmer matrices (6). They satisfy the algebra­
ic relations: 
Pa* ft* ftx "Ie P* Pr P* = Pa*Sv>. Ar ^kSvM. (12) 
The have two irreducible representations, five-dimensional for 
spin zero and ten-dimensional for spin one. This means that the wave 
function solutions have five and ten components respectively for the two 
cases. The Kemmer equations are special cases of the general type pro­
posed by Bhabha (7) for arbitrary spin. The Bhabha equations have the 
same form as Equation 11 but with the chosen properly for each spin. 
These equations are equivalent to the Dirac-Fierz-Pauli equations. 
Another general scheme for describing relativistic free particles 
is the helicity representation of Jacob and Wick (8). This representa­
tion was introduced to facilitate the analysis of binary reactions in­
volving particles with arbitrary spin and does not involve the explicit 
writing of a wave equation or the explicit form of the state functions. 
Foldy and Wouthuysen (9) by the unitary transformation which bears 
6 
their name were able to rewrite the Dirac equation in a form suitable for 
taking the non-relativistic limit. Using the Hamiltonian form proposed 
by Taketani and Sakata (10), Case (11) showed that the Klein-Gordon and 
spin one Dirac-Fierz-Pauli theory could be written in the Foldy-Wouthuysen 
form. This led Foldy (12) to propose a relativistic wave equation for 
arbitrary spin of the form 
OU $00 = (A , (13) 
w h e r e  ( J U  > j '  a n d  i s  a  2.%C2A** ) rank square 
matrix which is the generalization to arbitrary spin of the 4^* matrix 
of spin one-half theory. A similar equation has been recently proposed 
by Guth (13) but in a more obviously covairant form. 
Recently the Foldy-Wouthuysen transformation for spin one-half has 
been interpreted (14, 15) as the Lorentz transformation to the rest system 
of the particle. The Foldy-Wouthuysen transforms of the laboratory system 
Hamiltonian and polarization operators are thus to be interpreted as the 
operators Lorentz transformed to the rest system. In the rest system 
"""* * « 
these spin one-half operators are £> an<* where is 04» , 
£ is an arbitrary unit vector, and 51 are the Pauli matrices. This 
interpretation of the Foldy-Wouthuysen transformation, generalized to 
arbitrary spin, is used in this thesis to construct a theory of particles 
with mass and arbitrary spin. 
The theory proposed in this thesis is therefore derived from two 
postulates: 
7 
1. Rest system energy and polarization operators exist for all 
spins with a form analogous to those for spin one-half. That 
is, for arbitrary spin the rest system energy and polarization 
A 
operators are and (V S * C where is the generaliza­
tion of and  ^is a 2 X (2^ ' ) rank matrix with the 
spin matrices along the diagonal and zeros elsewhere. 
2. Laboratory system spinors and laboratory system operators can 
be constructed from the rest system operators by a generaliza­
tion of the spin one-half Lorentz transformation out of the rest 
system. 
As a result of these postulates laboratory Hamiltonians and polari­
zation operators can be calculated for all spins as well as the 3xC2Atl) . 
component plane wave eigenstates. The other displacement operators such 
as the momentum and angular momentum are also specified for arbitrary 
spin. Thus a complete Hamiltonian type relativistic theory for particles 
of arbitrary spin is obtained. 
An interesting feature of the theory is that it goes continuously 
over to the massless particle theory of Hammer and Good (16) which con­
tains the two-component neutrino theory and the photon as well as all 
higher spins. Another feature is that the spin zero and spin one labora­
tory Hamiltonians are different from those proposed by Taketani and 
Sakata (10). It is therefore possible that interactions will appear in 
this theory in a manner different from previous proposals. 
8 
II. FORMULATION OF THE THEORY 
A. tConstruction of Spinors 
Any description of a particle and antiparticle with integer or 
half-integer spin jfr, and mass requires <XxC2«AH ) independent 
functions, 3LA.+1 spin projections for both particle and antiparti-
cle. Postulate one of the arbitrary spin theory is that and  ^
are the rest system energy and polarization operators. Thus, the 
3i X(9UX* I ) independent rest system functions are the eigenfunctions 
of the matrix equations 
6,"A 
o* U.OA. (14a) 
PToë) -*r°& •> 
-# A 
1 (14b) 
6iWIa 
where 
P= (?o ) > (15a) 
s - c * i ) >  (15b) 
each submatrix being a I rank square matrix. The operators .A 
are Hermitian spin matrices for spin and £ —tj for particles/ 
antiparticles. The eigenfunctions can be written as 
9 
(16a) 
where 
Xë (16b) 
and s -tA. )X ) > A-l 1 v4u • The superscript o 
on a quantity refers to the rest system value of the quantity. The 
A 
completeness of the is expressed by 
'€v*A 
The rest 'system wave equation from which Equation 14a follows is 
tvipiftxO 1 (17) 
where 
_ „u»t6 
t w )  = t ^ ) ç .  
(18) 
10 
The units used here and subsequently are C = 1 
The laboratory system eigenfunctions are obtained from C*#) 
by using postulate two. To see this consider the laboratory system in 
a state of definite energy E > O and momentum  ^. The special 
Lorentz transformation between the rest and laboratory coordinate systems 
is then (17) 
5 Qmv Xr •) (19) 
"here Cx>iV) ' and 
(20a, 
0U*=- (X+i - ' % > 
(20b) 
4^4 " • 
(20c) 
The corresponding wave function transformation is by postulate two 
for all spins in analogy with the spin one-half case, where 
11 
_ / vA. o \ -• 
°<5 (o-i 
sÂ <3 )=- ïsS ,  
(22a) 
a n .  (22b) 
-c6*H^ ° 
The exponential factor  ^ is a Lorentz scalar whose labora-
tory system value is Ç; where 1 C . It is convenient 
to rewrite this exponential factor and the transformation operator of 
Equation 21 in terms of Y the eigenvalue of —C V : 
a A 
%•£ éP-êï 
e = e = Aap) , Co 
U?-X-6ïO 
e - e (23b) 
Note that  ^ is the eigenvalue of C""t V ) where S t ^  , 
so «^6? • This is the generalization to arbitrary spin of the 
electron-positron interpretation of the solution of the Dirac equation. 
That is, for the free Dirac particle, as an alternative to Dirac's hole 
theory, one may interpret the four solutions, of the Dirac equation as 
actually describing electrons and positrons'instead of electrons alone. 
The observable, and therefore physical, momentum and energy are then 
12 
Ityl and 21 . Thus the positron has the energy -V\ and momentum 
I HI 
« © 
T 
-p . In the generalization to arbitrary spin the particle has the 
same physical assignments as the electron and the antiparticle the same 
physical assignments as the positron. 
The most general state of the laboratory system is given by a super­
position of the plane wave eigenstates, 
r - UT-x-eEV) 
Ate»- (24) 
06 &w 6>w> 
-I <JP 
The factor E is included because "g" is a Lorentz scalar. The in­
clusion of the factor VH will be shown later to make the theory go 
continuously to the correct massless limit. For larger powers of W the 
functions go to zero as vn goes to zero, and for smaller powers of M 
the function ^  goes to infinity as yv\ goes to zero. Notice that 
can be written as 
= Wt4,  ^ (25) 
where /\Cx) is the operator generalization of /VéP) formed by re­
placing p with -C V and 5* with °^/\P«l , and 
<?«"cifofà&SSLi&c . <26> 
13 
Since QCh) contains only the column matrices f , it follows 
from Equation 14a that (^x) satisfies Equation 13. Also, as will be 
shown later (See Chapter IV), ^ (x) has the Lorentz transformation prop­
erties discussed by Foldy (12) and so is the Foldy wave function. 
B. Covariance of the Theory 
The theory defined by the two postulates of the previous section 
will be shown to be covariant. This is a necessary requirement since all 
physical theories should have the same form in coordinate systems related 
by proper Lorentz transformations. This means that if (^x) satisfies 
Equation 24, then the Lorentz transformed laboratory system function 
•¥<.*') is 
e. 
for the theory to be covariant. The function ^ÏjL>) is a spinor with 
respect to proper Lorentz transformations between laboratory systems. 
This will be verified by demonstrating the covariance using spinor 
transformation rules for . The special Lorentz transformation 
between laboratory systems with relative velocity V is (17) 
Xyn - A«*y Xy j (28a) 
where 
14 
<Vi= Çci % 
V1 (28b) 
QC4= - a+t = £UVi j 
(28c) 
A 44 5 K j 
(28d) 
- ^  
and l6 - 0~ Yv) . The corresponding, spinor transformation is 
C^*')- e fcx, , <29) 
where. is an imaginary vector defined by 
A 
^ r i  V  0 / u £ * * v V \  V  ( g o )  
A 
Equation 21 is a special case of Equation 29 with  ^— -tV^ 4<^ »*'hVe 
For the pure rotation 
- Xv») (31a) 
where 
15 
^ + t -V %: ^ (31b) 
\>£ 4^  = ®^At = O ) 
(31c) 
\>44 = \ ) Old) 
the spinor transformation rule is 
i t S  
"î'(*')= e -fc» , (32) 
?» 
where C is real. The transformation is an angular displacement in 
A 
the right-handed sense about % through angle X C t ^  *Xi 'tv ) • 
Equations 29 and 32 can be written as 
it A 
e 
\ o e 
a?Â I to) . (33) 
The product of two successive transformations is again a transformation 
with the form of Equation 33. That is, 
16 
• A 
lUt-A 
1 ' (34) 
Equation 34 is proved by a theorm of Hansdorff (18) which states that 
eV =  e M B  +  t t A , B l *  o s )  
) 
where the higher order terms in the series depend only on successive 
higher order commutators. The commutation rules for all spins are 
t Vt-A*. . (36) 
c-
Thus each term in Equation 35 with A — C (k-C tX'Â ^ and 
% = t •""&« (fc = i ) is linear in .Àvt and the terms can 
be summed to give iXs% A. Vl ) 
As a consequence of Equation 34, every Lorentz transformation con­
tinuous with the identity can be generated by the two types discussed 
in the previous paragraph. It is therefore sufficient to prove covariance 
separately for the pure rotations and special Lorentz transformations. 
For pure rotations, Equation 32 becomes 
17 
(37) 
it-S _ lt-S o> 
The evaluation of <® AC6P) € and C§) follows 
from the identity 
.Its its 
e Se e = ou* S* <> (38) 
which is proved in Appendix I. It is easy to see using Equation 38 
that 
cS S -iVs 
ç  % î  ç, = s ;', <M) 
where £ U = • Since the matrix  ^commutes with 
-? mO *\ 
% the result of a rotation on 1 CC is 
Ct-S . r  
^oav V»6>Wa (40) 
« % . 
18 
c  ^where is real. The rotated functions <2 (^ Ç can also 
. o A 
be written in terms of the complete set of functions \ accord-
6 s**A. 
ing to 
e = 4 tel) Dtfi , 
e,"A «A 
(41) 
where 
are the usual matrix elements (19) for finite rotations. The super­
script H indicates Hermitian conjugate. Also from Equation 38 
„irs 
e, AG&fte = Ace?') > (43) 
A 
because fXCfeP) is a polynomial in *^6? (see Appendix II). Sub­
stituting Equations 41 and 43 into Equation 37 gives 
•r,' W*" f 7? . 
19 
A change of integration variable can now be made so that jlP =4? > 
E'-E and s ?. X . Comparison to Equation 27 demonstrates 
the covariance of (^*) and give the transformation rule for the ex­
pansion coefficients 
(45) 
For pure special Lorentz transformations, Equation 29 becomes 
As proved in Appendix I, 
CtrS ,,7x 
e Ate»- , (47> 
where T is given by Equation 30. The parameter specifies a 
particular pure rotation with the axis of rotation in the direction of 
6 P XV and with magnitude 
(48) 
20 
A change of integration variable parallel to the coordinate transforma­
tion can be made using the identities -g = and • 
With Equation 47 substituted, Equation 46 for ^(x*) then becomes 
_ r_ CVS (4g) 
± ACp) l\CÛ>')e * 
cttn J -
Again the expansion in Equation 41 is substituted and the covariance is 
demonstrated with 
A«'), = â All) . <50) 
The reflection properties of the theory must also be considered. 
With respect to the space reflection 
Xi - ""** > x4 - *4 (51a) 
and the time reflection 
Xi )X4=-X^ , f=-X, . (51b) 
the transformation of the spinor components is 
21 
>i'w /\s (52a) 
fcx')= McMc (52b> 
with 
(53a) 
C P> > 
At s^(^, ( 5 3 b )  
in analogy with the spin one-half theory. The matrix is defined by 
is' (.o °) , (54) 
each submatrix being 3A*l dimensional. In the representation of the 
spin matrices 
1 
, (55a) 
C a O , ma= - CAO * ) (55b' 
22 
= VA A) 
the charge conjugation matrix C. is defined by 
(55c) 
C = U ° o ) ,  ( 5 6 )  
where 
U»V.< " Sw»»-«A . 
(57) 
This definition is discussed in Appendix III. The matrix has the 
properties 
MX Uf1' , (58a) 
"
l (58b) 
U** VA | 
and 
U"'= 4 VA , (58c> 
where t applies to bosons/fermions. 
23 
Consequently C. is real and unitary and 
C SC" =-S 4, (59a) 
C3C-'« 5 S (59b) 
Cp>C =- P> • (59C) 
To verify that the transformation rules give covariance, one starts with 
the plane wave expansion 
-ÎV'-S Vi c c"<-
(60) 
From the properties of the matrices it is easy to see that 
c -x 
C ACe?) C Asyr - A (-6^ ) t (61) 
and that 
24 
^ rk- •"rt.. 
<v,c « r«), 
Sl*MA 
where and are phase factors. For the space reflection 
substitution of Equations 61 and 62a into 60 gives 
r - c i\c. 
^Mec^xVi 4Â/x'"6",,e Kc . 
Letting *"6r and substituting for X from Equation 51a demon­
strates the covariance with respect to the space reflection. The trans­
formation rule for the /Va. is found to be 
A = Ç, . (64) 
-6iWa 
Similarly covariant with respect to the time reflection with 
the At*» transforming according to 
25 
iV 
= e Aec-W . (65) 
et**.». 6)-Wa 
The theory is also charge conjugate. The spinor transformation rule 
is 
•î'cvis Cc'îc»^ 0 (66) 
and the properties of £ lead to 
=e , 
6,wl* "6>«VA 
(67) 
where .M& is a phase factor. The covariance is demonstrated similar to 
the procedure for the reflections and the resulting transformation of the 
is 
ALc£t.= e . (68) 
iM e  
26 
III. CONSTRUCTION OF LABORATORY SYSTEM OPERATORS 
A. Relation Between Lorentz and Foldy-Wouthuysen Transformation 
The unitary Foldy-Wouthuysen operator for spin one-half (9) is well-
known to be 
E 2. p. 3 (S 
Sfvu = TT . (69) 
t i e  C  e * v * ) 3  i  
Bollini and Giambiagi (14) and Good and Rose (15) have shown that 
corresponds to the spin one-half Lorentz transformation from thé labora­
tory to the rest system together with a factor which preserves the norm 
of the wave function. To show this, consider the spinor Lorentz trans­
formation out of the rest system, Equation 23a. For spin one-half the 
exponential expands to give (see Appendix II) 
-- . (70) 
1 
Consider operating on a spin one-half rest system function. 
The index £ commutes with ?•«( so it can be moved to the right 
and then replaced by according to Equation 14a. Thus, 
27 
= \îrmlM ÎEx, 
£ TLW> C E tv*%)^ zX 
= F^tV) 
1 étwA, 
• <  % L ,  
(71) 
where 
F(p) - g»»*-» *>«(* (72) 
Next consider a laboratory system function, Equation 21, and 
which is 
(73) /\£tV = 
* £,2** CEt^ l^ - ' 
Performing a.similar substitution one gets 
28 
ïcx) = te  ^
2.  ^2 (S +*»)]% 6i*% 
„ [E*w-2.?-5 
— — r<xi 
l^vw CE 6i^ a 
• fci, %,, 
é»««, (74) 
tylftt i where /IH-1 s the Dirac laboratory system sign operator 
it 2P-«| + W\(l 
/hi = ë • (75) 
Hence, 
A£é?)fto = I P"1 4><„, 
z. ^2v*»ce^vHiyr 6^a 
= CtVS^Î^ . 
•6V»A- <76) 
Thus, to relate the Lorentz transformation out of the rest system to the 
29 
Foldy-Wouthuysen transformation, , replace g , which commutes 
with all operators, by the rest system sign operator which does not 
commute with all operators. Similarly, to relate the Lorentz transfor­
mation to the rest system to the inverse Foldy-Wouthuysen operator, 
m 
tl(P> » replace g by . 
The spin-one spinor Lorentz transformation out of the rest system 
may be related to a spin one Foldy-Wouthuysen operator in a 
similar way. The spin one Lorentz transformation out of the rest system 
is (see Appendix II) 
/\&f) = 3 -H . (77) 
One can replace 6 in by when it is operating on a spin 
one rest system eigenfunction so that 
iU = [(s.,ui=i)Hp-3é 
6.*A * "K 6 J é,«A 
=VI.-') (W +|'5 o +'1 î<x») 
s ^
 icxo) 
* (78) 
30 
where 
f\CP' = (5-,)CP'S)11 P-? p. + 
(79) 
K T « 
vw 
is defined as the spin one Foldy-Wouthuysen operator. Next consider a 
— i 
spin one laboratory system function, Equation 21, and which 
is 
eg f * , . (80) 
VVx 
Following the spin one-half procedure, 
** - e\H». 
- ^ (P^ CK) 
(81) 
where /j't+V is to be interpreted as the laboratory system sign operator 
-i 
for spin one. That Ç* (?) is indeed the matrix inverse of f*(p) is 
31 
true because  ^ and were constructed by operating on a complete 
set of functions. 
The construction of Foldy-Wouthuysen operators from the 
Lorentz transformation out of the rest system can be continued for all 
higher spins using the same formal procedure. 
To find the explicit form of for arbitrary spin, one needs 
the form of |^HI • The procedure for calculating will be given 
in the next section. 
B. Calculation of for Arbitrary Spin 
ll 
To calculate for arbitrary spin consider the rest system sign 
operator equation, 
(VÎCx.) =efc*.) , <82) 
6WtA 
and operate from the left with . This gives 
Atep-» (i A^ p) Act?) fw) = e • 
e,^ A 
(83) 
Since is a laboratory system eigenfunction, 
/cV n -t 
can be replaced in the equation by . Similarly, 
operates on the rest system eigenfunctions and so can be 
32 
replaced by . The equation then reads 
-
X 
- " (84) 
0» ^ AC?) 'fu) = C: . 
The index €r refers to the sign of the energy in all coordinate systems 
and is the laboratory system eigenfunction. Therefore, 
(b^ p) is to be interpreted as the laboratory system sign operator 
for arbitrary spin. That is, 
P> FJ?) = • 
(85) 
for all spins. 
For spin one-half, Equation 85 is 
£ -3ft1 [e-^ >h-2 ?•« jij ^  ^  (86) 
Solving for /jyj| gives 
V»n4±n2, <87, 
the Dirac theory sign operator, which is thé expected result for spin 
33 
one-half. 
For spin one, Equation 85 is 
a es») 
td-o (p.s)% (3 *a<* Ui,->Kp.3)*-|;5 'i= s, • 
Li 
This is again a matrix equation which can be solved for . The 
result is 
tt, - UE P 5 + (EUpi)a _ 2(Î»CP.5)*] / 
4hi ~ /c*4Px % (89) 
which is the spin one laboratory system sign operator. This operator 
and the corresponding ones for higher spin have not been known previously. 
The operator -4- is Hermitian and ( jr s I as required for the 
In I * I Hi — 
sign operator. The spin one Hamilton!an is therefore 
 ^ ~ e2>pl[2E P*5 + -2(i(P'3V*) , 
(90) 
Note that the laboratory functions 1^ *1^  are the unnormalized eigen-
functions of HC?) • They are orthogonal for different values of 6 
since U(P) is a Hermitian operator. When is substituted in 
m\ 
FJCP1 , the result is 
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For spin one, a unitary operator similar to ^ Pvu cannot be constructed. 
One calculates o^r arbitrary spin in the same way as for 
spin one-half and spin one. 
C. Calculation of the Laboratory System Values of Other Operators 
 ^ a\ 
Once the operators and are constructed, the 
laboratory system values of other operators of interest can be calculated. 
In particular, the laboratory system polarization operator can be cal­
culated for arbitrary spin. The rest system polarization operator is, 
from Equation 14b, 
(92) 
This operator commutes with the rest system sign operator , this 
property will be retained under the similarity transformation 
For spin one-half the calculated laboratory system polarization operator 
is 
| - FcF) Ç.S # C'V) 
1  Î  z 
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= 2(jS-i *2 S? 5 (93) 
as reported by Fradkin and Good (20). This operator is SS'9 /fill 
when C is in the direction of motion and S-ÇA when © 
is perpendicular to the motion. 
For spin one, the calculated laboratory system polarization operator 
is 
= f^O-S-ê F> 
V CvHE-Eî.pi)(iS-? (?.S)X t (^ -OCEi^ cls^ se 
-Ctvp»ns|s§.| ^ 
(94) 
A, 
This operator is not Hermitian. For ç in the direction of motion 
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A 
whereas for C perpendicular to the motion 
= Eitr,[c.«e-ei-Fn(is4. CPs)1 
(95) 
Ce**?*^ s 1/S sex 4 
(96) 
The laboratory system values of other operators can be constructed 
in the same way for all spins. The procedure is, given the rest system 
operator for spin a, , the laboratory system operator is 
F> (97) 
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IV. INTEGRALS OF THE MOTION 
A. Infinitesimal Generators of the Inhomogeneous Proper Lorentz Group 
It is well-known classically that a free particle has several in­
tegrals of the motion, that is, certain physical quantities which are 
constants in time. These quantities are the energy, linear momentum, 
angular momentum, and the velocity of the center-of-energy (relativistic 
generalization of the notion of center-of-mass). Quantum mechanically 
one therefore expects that there exists certain operators, corresponding 
to these physical quantities, whose expectation values are constants in 
time and which have the correct transformation properties with respect to 
the inhomogeneous proper Lorentz group. 
The term inhomogeneous proper Lorentz group refers to the group 
formed by the space and time translations and the continuous Lorentz 
transformations. This is a ten-parameter group whose infinitesimal gen­
erators are: 
1. The generators of infinitesimal translations along the three 
coordinate axes, the momentum operator P 
2. The generator of an infinitesimal time translation, T ( % is 
the Hamiltonian in the particular representation discussed). 
3. The generators of infinitesimal rotations about the three co­
ordinate axes, the angular momentum operator T 
4. The generators of infinitesimal Lorentz transformations along 
the three coordinate axes, the center-of-energy operator Qy 
The ten operators satisfy the following commutation relations : 
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)  fy ' l  - =  o > (98a) 
(98b) 
(98c) 
(98d) 
(98e) (li)Tl. = 0> 
I f c j W V S c j T ,  < 9 8 f >  
[ T) Qil_ = Pt , (98g) 
A3c J Gi ].= i€tjk (£>*> (98h) 
f e i ^ V » i € i i t e ï k .  ( 9 8 1 )  
These infinitesimal generators are the quantum mechanical operators cor­
responding to the conserved classical quantities and their expectation 
values are constants in time as will be discussed below. 
In the Foldy representation (12) the infinitesimal generators are 
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"P- - i V , 
T-i p» > 
X X ? *  S t  
Qs -vuj^ x"] -C\? ti ?xS ^  
Denoting any of these by L<Ç , the Foldy wave equation, Equation 13, is 
left invariant under the transformation 
(ÇCxl — (Ç'cx) = (l *i S l<ç) <?<*), (100) 
where S is the infinitesimal displacement corresponding to \-9 • 
It was noted previously that the functions defined by Equation 25 
and 26 are a set of Foldy wave functions. This is true because they 
satisfy Equation 13, the Foldy wave equation, and because they have the 
Foldy representation of the infinitesimal generators, Equations 99a to 99d. 
To see that the latter statement is true it is only necessary to calculate 
the transformation properties of *Ç(x) from the known properties of ^ 00, 
the spinor function. The infinitesimal generators of the spinor represen­
tation are 
(99a) 
(99b) 
(99c) 
(99d) 
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P* ? , 
T«i W, 
—* _« -« —* 
X X ?  *  S  ,  
G*  ^
where $^! is assumed to be a scalar with respect to space and time dis­
placements. From these generators and the relation between operators in 
the spinor representation, , and operators in the Foldy representa­
tion, Lç , 
L-Ç = LU * F F UJ* , (102) 
it is found that as given in Equation 26 has the infinitesimal 
generators, Equations 99a to 99d. 
B. Integrals of the Motion in Terms of Foldy Wave Functions 
Because the integrals have a simple form it is useful to first dis­
cuss the integrals of the motion in terms of the Foldy wave functions. 
For every transformation 
(101a) 
(101b) 
(101c) 
(lOld) 
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x«=Xmu> > <$'= <$'(*$) > (103> 
that leaves the form of the Foldy wave equation unchanged there is a 
conserved quantity 
£t>> - ÇdX <f (*^ <$<5, (104a) 
& 
at 
4 t>7 = O . (104b) 
In particular for the infinitesimal transformations of Equations 99a to 
99d, the conserved quantities are 
 ^
= SAx p $ I (105a) 
<?4>= ($UCu f > (105b) 
(105c) 
e (105d) 
Lv-V\ 
The quantity , the 4-momentum, written in terms of the expansion 
coefficients is 
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(106a) 
(106b) 
From the transformation properties of the A)A. , Equations 45, 50, 64 and 
65, it is seen that is a 4-vector, regular by space reflection 
and pseudo by time reflection as required for the energy-momentum. 
The tensor @m v  can be constructed from and by 
the definitions 
Qi^ ~  Gcjfr ^  îbX 
Qc4t:-©4i - CQ>i> , 
(107a) 
(107b) 
044 = O . (107c) 
With respect to continuous Lorentz transformations, is a second-
rank tensor. The proof of this is given in Appendix IV as part of a 
discussion of the tensor properties of covariantly defined operators. 
With respect to the space reflection, Equation 51a, 
- <!:>) (108a) 
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(108b) 
and with respect to the time reflection, Equation 51b, 
d09a) 
T"" 
so that 0MV is regular with respect to the space reflection and 
pseudo with respect to the time reflection. 
If 0 is the identity transformation, one gets the quantity 
G} = e Six §*(V<P 
= e^ l 4 6 \ Mo \\ 
B /. 1M. ' ^ 6)wA * (110) 
where  ^is the positronic charge. This integral, Q , is the charge 
for the field. It transforms like a scalar with respect to continuous 
Lorentz transformations and time reflections and is pseudoscalar with 
respect to space reflections. Also it is seen from Equation 63 that 
changes sign under charge conjugation. 
The quantity, 
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N -  S A*  <5*  
=S€ é \\ 
(111) 
is to be interpreted as the number of particles. It is a constant in 
time and a scalar for both the continuous Lorentz transformations and 
the reflections. For a Fermi particle N must be normalized to unity. 
C. Integrals of the Motion in Terms of Spinors 
The discussion of the integrals of the motion can also be made in 
terms of the spinor functions Ixl . From Equation 25, the relation 
between and , it is found that 
4D> = ^ f F"JL 6* t , <112) 
IHl 
where is the laboratory system sign operator for arbitrary spin 
as discussed in Chapter III. The connection between and for 
arbitrary spin is 
5 Uj 1 F Dç F Lu ^ . (113) 
The integrals of the motion for spin zero, spin one-half, and spin 
one will be discussed as examples. 
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1. Spin zero integrals 
For the case of spin zero, \ so 
(Do) = Ç<$x f<«(v V>* (114) 
where 
a to * ^  uA (115) 
Equation 114 must be connected to the usual invariant integral, % , 
appropriate for scalar solutions of the Klein-Gordon equation. To show 
the connection,one starts with X , as follows. For two solutions 4>i , 
4*1 of the Klein-Gordon equation, the invariant integral is 
(116) 
t-L 
where in the last equation the Hermitian operators Lu 1 have been in­
serted. The Foldy wave function is related to the solution of the 
Klein-Gordon equation by 
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-l VU2- <b-
%= I _i 
Vy 1 W J > (117) 
thus, 
1= S*X <9. Sa . (118) 
(119) 
For spin zero  ^and  ^are related by 
=u,"^ <§L 
-i *v 
. t *  
- -  ( *  
v* 
>P- A. 
so that ki and Yu are identical up to a phase factor 6 . From 
Equations 118 and 119 the invariant integral is then 
1= S** . (120) 
With the identifications and it is seen 
that X -
47 
2. Spin one-half integrals 
The spin one-half operator is given by Equation 72. Direct 
calculation shows that 
.1 
FcW> = £1 % (121) 
z t  ^
and 
CVfa $*! fci , (122) % U I LL1 ?*• ' U*\ 2 
where 
Off = (o * | ' ou*'.
From Equations 71 and 76 it is seen that 
= Sfvu Sfw ) 
(123) 
(124) 
that is tjfe? are the Foldy-Wouthuysen transforms of the Dirac theory in­
variant integral since 
% = (S)V % 
= S Ps, (125) 
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are the Dirac theory laboratory system wave functions. 
3. Spin one integrals 
— 
Equation 91 gives the spin one operator r\ and from it one finds 
that 
f f Y -  .  
Substituting in Equation 112 it is found that 
CV=Ça >î\y( M. Q- 1 
pi + W* J IWl 
(126) 
(127) 
In the same way the integrals of the motion for arbitrary spin can 
be constructed from the displacement operators and the spinor 
functions  ^
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V. HASSLESS LIMIT OF THE THEORY 
A. Massless Limit of the Spinors 
A 
To discuss the massless limit the polarization direction €T is 
chosen, for simplicity, to be in the  ^direction. With this choice 
the laboratory system spinor.function as given in Equation 24 
becomes 
= & S ï  ( ?  * 6 E U  < i 2 8 )  
From Equations 22a and 23a it is seen that 
- 5 f5 • S 
ACep) = e 
and from Equations 14a and 14b that 
(129) 
S->Y<?>=én.tç» . <130) 
6tVIVt 
Since S and S commute it is then true that 
= e T(# 
*»u , (law 
50 
where the exponential on the right is a polynomial in — of the 
same degree and with the same coefficients as the polynomial form of 
A(€?) . Now 
/, 
\ 0 
If is an integer, say where V) is positive, 
..— )A then 
/ -n CLuZl«k*4\ 
€ 
° \ 
(132) 
/ 
Cce*(M<)M.P6 î><41aAde4.l>'l" /fei , o 
(133) 
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Since 
Gh4A ouvcfcMn » 
/^£ s ^ /m > 
Tni;(WWk% /(|t£)" Q  ^
e 
^ o (4*£)7 
. * / ( E î ?V* 
O (E;pr 
(134a) 
(134b) 
(135) 
Similarly if is a half-integer say A^,- ^  /£ where V?. = I)Z) 
3)""'  )*A an<* % positive, then 
O ,lu^ c^vuWi| î>C^ t(VuW\Çf 
> 
(136) 
I  
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and 
C*«Avt O/W*0Un = (^ ) 2, 
vAAwAa t CX/VC^ O^  /'g r * . 
(137a) 
(137b) 
Thus 
l$çCXAX^ OwkB 
o . t c V a t f T i s W  J  
-1£ 
= VVN ^  
(138) 
From Equations 135 and 138 it is therefore easy to see that 
-MaX$0AC*MVV/6 
VV\ 2. 
VV\-*0 = 0 (139) 
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unless • This means that only the polarization directions 
with and against the momentum remain in f^c*) in the massless limit. 
One also sees from Equations 135 and 138 that in the massless limit 
only the matrix element with the + sign contributes, so 
JUmv e 
Mv\-»0 
cm* o ) (140a) 
and 
."8 s (Wt*ew*\ ^  
c 
Jlvvvx t 
yw-eo 
O o 
o a?v 
.) (140b) 
Thus the spinor function becomes 
. (141) 
This spinor has &K (2AtO components and is therefore the spin 
generalization of the four-component neutrino theory. To reduce the 
number of components to for parity nonconserving theories, one 
invokes the criterion that only the part of which transforms like 
a lower-dotted spinor, that is the upper 3A+1 components, shall be 
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kept. Note that this is equivalent to the chirality condition 
C I-TSOŒ. _ <1 4 2> Lpi' T = t -
With this condition Equation 141 becomes 
^
= J > A-u^ e }> (143) 
where A*iA and A-= Ar-).A, . This spinor is "3t * times 
the massless particle spinor discussed by Hammer and Good (16). 
For spin one-half, Equation 143 is the two-component neutrino 
spinor and for spin one is V? times the three-component photon 
spinor, as discussed in detail by Good (22). 
This procedure for taking the massless limit is especially interest­
ing because it shows that massless particles can be built by a continuous 
process from massive particles. 
B. Massless Limit of Integrals of the Motion 
One requires that the integrals of the motion as given by 
Equation 112 reduce to the massless particle theory integrals of the 
motion when the limit O is taken. 
Consider the various quantities in > 
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JU~ * = (144) 
f i where x s the massless spinor of Hammer and Good. Also 
u -ïAv 
T^o F"î=frr t • 
(145) 
so 
<t»= ^ o<D> = Ss 5 3 , 
IWI T-
(146) 
where and D^ » are the massless limits of and 
respectively. The explicit forms of D/Ç and are found by 
setting the mass equal to zero in the formulas with mass and remembering 
that the operators are operating on the functions . It was 
found by Hammer and Good (16) that the functions  ^ defined by 
t = P 9 
(147) 
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are useful for writing the integrals of the motion • As can be 
seen from Equation 143, 
-- r —«» LCPx-PO iÛÊ-x+PV* (148) 
3 v A-u^ e V 
Substituting Equation 147 into Equation 146 one gets 
^ô>= V-viô* ?"*<§ 
= (i4,) 
where 
Dq = (150> 
C. Massless Limit of Integrals of the Motion as a Double Integral on 
Coordinates 
It has been shown by Good (22) that the integrals of the motion for 
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the photon may be written as a certain type of double integral involving 
the spinors and the displacement operators of the corresponding trans­
formations . The purpose of this section is to write the integrals of the 
motion for arbitrary spin in the form of a double integral on the coordin­
ates so that the spin one specialization of the massless limit is the 
photon double integral. 
The solution of the differential equation 
( VV\l - yl ) - &(X) (151^ 
with the boundary condition as \)?\-*ao where &Cxl is the 
Dirac delta function, is 
Gcx)= S— 
4tr\* i  (152) 
The function (ô(x) is the Yukawa potential for Q and the Coulomb 
potential for Wx—O • Equation 112 for £0^  may be rewritten as a 
double integral by inserting the delta function as defined by Equation 151. 
Thus, 
it» • S® Si (ïg fi',, t„) 
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By a partial integration on X discarding the surface terms, one gets 
r r f u \H 
<0>=^  ^ ^ • (154) 
is a laboratory system wave function, one can 
\Ktxîl* • In the massless limit, Equation 154 
• 
(155) 
By two partial integrations, again discarding surface terms, Equation 155 
becomes 
For spin one this is 
Since # 
replace v*Aa>- by 
becomes 
<D l>=tVW^|^lH,x,6» fw, 
which is the double integral of Good (22). 
(157) 
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VI. CONNECTION WITH OTHER THEORIES 
A. Spin Zero 
The spin zero specialization of the arbitrary spin theory, as dis­
cussed in Chapter IV, is the usual Klein-Gordon theory in a two-component 
Hamiltonian form. It was shown in Equation 119 that the spinor function 
, which satisfies the wave equation 
connection between the Klein-Gordon invariant integral and the integrals 
of the motion in the spinor theory has also been discussed. 
different from the Hamiltonian discussed by Taketani and Sakata (10). 
They presented a Hamiltonian theory of spin zero and spin one by rewrit­
ing the Klein-Gordon and Proca equations in a Hamiltonian form. Their 
theory has the equations 
and the Klein-Gordon function <£ are equal up to a phase factor. The 
The laboratory system Hamiltonian, LV (& presented in this work is 
(159a) 
where 
(159b) 
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and 
- i V • (159c) 
Here j are a set of Paul! matrices and .A are 
the spin matrices for spin zero and spin one. For spin zero the A are 
zero. To make a physical interpretation of the theory by constructing a 
current and density from Equations 159a and 159b, it is necessary to define 
the expectation of an operator O by 
<.0 > = Ç f o-> O Y fx , 
(160) 
so that is the metric (indefinite). The total charge Q de­
scribed by the wave function -t* is 
Q = e ^ c<r3 . <161> 
Note that although the metric is the same in the Taketani-Sakata theory 
as in the spinor theory, the interpretation is different. In the spinor 
theory, fS s ^  is the sign operator whereas in the Taketani-Sakata 
theory, it is not. 
The Taketani-Sakata theory has been transformed to the Foldy repre­
sentation by Case (11) with the operator 
U =  e  (162) 
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where Ô is defined by the operator equation 
(163) 
so that 
UFVU= (5Uj S U H U . (164) 
B. Spin One-Half 
The spin one-half specialization of the arbitrary spin theory is the 
Dirac theory as previously discussed in Chapter IV, Equations 121 through 
125. The massless limit of the theory is the four-component neutrino. 
Application of the chirality condition, Equation 142, reduces the mass­
less theory to the two-component neutrino. 
The usual theory for particles with spin one and mass is the Proca 
theory which has the field equations 
C. Spin One 
(165a) 
(165b) 
62 
where Aim is a four-vector. The field equations can be written in the 
Foldy representation in the following way (following Foldy (12) ). 
~S^=~Ei 1 (166a) 
f = Avt " àjÀA > (166b) 
where 
El 5 l&i. At 
With the further definition 
5 * èXL ^  1 
and the property 
Equations 166a and 166b can be rewritten as 
(166c) 
(167a) 
(167b) 
(168a) 
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^ = i iWwi&j Ai. (168b) 
Making the identifications 
u
' = tÙv 
Cu>w 
(169a) 
and 
s/i 
"czk»^1Cu,+w)W - lii ] 
Uj+Wl YM 1 
(169b) 
the function 
«? = 
u, \ 
Ui 
Ut 
V, 
Vi 
Vi 
(170) 
is the Foldy wave function for spin one satisfying Equation 13. The 
relation between (Ç and the spinor function  ^for spin one is 
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0^0 = v*\ LU * A.Cx) <Ç(X) , (171) 
where A,Cx) is given by Equation 77 with P replaced by -v V 
and 6 by %^?ol . 
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VII. SUMMARY AND POSSIBLE EXTENSIONS 
A. Summary 
The theory presented in this thesis is a C- number theory for a 
single particle with mass V* and arbitrary spin JL . 
The starting point of the theory is that all particles with mass 
have a unique rest system. In this rest system the differential equations 
describing the time development of the particle are greatly simplified. 
To get a complete set of rest system states, one takes the eigenfunctions 
of the rest system polarization operator which commutes with the rest 
system energy operator. The rest system eigenstates are then specified 
by the sign of the energy and the projection of the spin. 
To construct the theory in the laboratory system, one assumes that 
the functions are symmetric spinors and applies the Lorentz transformation 
rules. That the functions are indeed spinors is demonstrated by the suc­
cessful proofs of covariance. 
As discussed in Chapter III, the laboratory system Hamiltonians 
analogous to the spin one-half Hamiltonian can be calculated, in princi­
ple, for all spins. This is made possible by the extension of the notion 
of the Foldy-Wouthuysen transformation as the Lorentz transformation out 
of the rest system to arbitrary spin. As well as the Hamiltonian, the 
laboratory system values of other interesting operators, such as the 
polarization operator, can be calculated. 
In addition, the theory provides the plane wave solutions of the 
laboratory system wave equation as well as the transformation properties 
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of the solutions with respect to the inhomogeneous proper Lorentz group, 
the reflections, and charge conjugation. 
The massless limit of the arbitrary spin theory (including the 
chirality condition) is the - component spinor theory of Hammer 
and Good (16). This theory contains the two-component neutrino and the 
photon as well as all higher spins. In connection with the massless limit 
it was found possible to write the integrals of the motion, for arbitrary 
spin, as a double integral on coordinates of the spinors and displacement 
operators, the spin one specialization being the double integral for the 
photon discussed by Good (22). 
B. Possible Extensions 
1. Interactions 
The theory presented in this thesis has provided the laboratory 
Hamiltonians appropriate for discussing all spins. For spin one this 
Hamiltonian is different from the Taketani-Sakata Hamiltonian, and it is 
possible that the form of interactions in this theory will differ from 
the interactions proposed for other theories. If such is the case, an 
experimental test may be possible for the form of spin one interactions. 
2. Second quantization 
This theory is a single particle theory and as such is subject to 
the usual limitations of such theories. The Hamiltonian has negative as 
well as positive energy eigenvalues, and also the theory does not allow 
for the creation and destruction of particles in reactions. Therefore, 
to get a correct physical interpretation it is necessary to quantize the 
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theory. The quantization will be easily made because the spinor function 
is already expanded in a set of single particle functions. Thus 
a complete number theory can be constructed. Since all spins are treat­
ed the same, it will be interesting to see if the connection between the 
spin and statistics of the particles parallels that of the massless parti­
cles of Hammer and Good (23). 
Guessing interactions is also important here in the number 
theories. It will be especially interesting to find the interaction be­
tween Dirac particles and the spin one meson. 
68 
VIII. APPENDIX I: TWO THEOREMS ABOUT LORENTZ TRANSFORMATION MATRICES 
In this appendix two theorems used in the proofs of covariance in 
Chapter II will be proved. 
The first theorem, cited in Equation 38, is that 
is true for spin one-half. This can be seen by expanding the exponentials 
and multiplying the matrices together 
-tr-A cS-A 
 ^Ai e - , 
(172) 
where V>£^  is the rotation matrix given in Equation 31b. The theorem 
A 
(173) 
Using the properties 
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and 
+ A 
^ C\- cent) 
3 ^ • 
(174a) 
<5TC^  +<$jSi= *Slj , (174b) 
the above equation can be simplified to give 
£  ^e 1 s <Ti ctrt- t + Gcjfc T* A^ r 
(175) 
The theorem is then true for all spins by application of another theorem 
of Hausdorff (18): 
- A _ (176) 
e % e s B +• t3»Al+ i?rl lB,AL>Al„*---  .  
In the evaluation of the right hand side of Equation 176, only the commu-
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tatlon relations of the operators are needed and they are the same for 
all spins. Therefore, Equation 172 is true for all spins. 
The second theorem to be proved, Equation 47, is that 
1 if. 3 ÛtR-S 
e - Afep') e 
(177) 
r» 
where X is given by Equation 30, and is a pure rotation parameter 
to be determined. To prove Equation 177, it is convenient to rewrite it 
as 
,r
"
5 
C = A tie?') e ACe>i. 
This equation is true for spin one-half. This can be seen by expanding 
the exponentials on the right: 
it* 5 
e = ?" 1 . a tfr 3 à** \ ^ - (179> 
Substituting for E' and P* according to Equations 28a to 28d, the 
final result is 
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iTfc-S 
<€Pi vj <r. 
I*»* /cmI-T (180) 
From Appendix II, one sees that 
so 
and 
eta-ST 
c 2 
= Cerx ^  + ÎTr-T^ IS (181) 
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Ja? 
J»*'!* = 
2*1 
(182b) 
both coefficients being real. 
The axis of the rotation is 
Ta = 6 Pxv 
(183) 
Equation 48 is found from 182a and 182b. Also as can be verified ex­
plicitly 
UrVtâ -, (184) 
Hence the theorem is true for spin one-half. It is then true for all 
spins by appeal to Equation 35, the first of Hausdorff's theorems. 
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IX. APPENDIX II: POLYNOMIAL FOKM OF THE LORENTZ 
TRANSFORMATION MATRIX 
ltX 
The purpose of this appendix is to show that can be 
A 
written as a polynomial in f-A for arbitrary spin. This can be proved 
A 
in the following way. Choose X in the Xj direction so that 
it A CfjLi 
e = e (185) 
For spin A , 
«A.-1 
(186) 
— (A-1) 
-A 
Expanding the exponential gives 
irAi 
vA*i \" 
-(A.-0 
-A 
/V 
\ + £ Cit) 
w 
cjL-n 
\ o (-AY* 
(187) 
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This equation can be rewritten in terms of trigonometric functions. If 
is an integer, Equation 187 is 
\ 
X 
% 
A-1 
O 
Cce^ .lr^ ovU'Vl 
— («A.-0 
• .rA. 
-t 
= LlerW IA * Icexf * i>^  rl 
*1 
+ +X0 + tccnt X.\+" 
— ~A 
"f C<*»t +v>Uxtl T +lce»t + . . 
-o-n -A 
(188) 
If A is a half integer, Equation 187 can be written 
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e 
atA-Vi 
- to»,*. X^ ,*"'" 
+• V**,'!. -t-ÎM^ l^ ll v tc*»,'! - - • 
" l 
-XCA.-A -2A (189) 
+ lo^ T. +wkAXl I 1 * lt«vs- IA-
The matrices •L*>k are a complete set of diagonal matrices for spin 
They have the form 
/t<x-i + C^%V V 
f*"1 
\ 
-l(A-l) 
\ 0 A i 
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\ ^A-x ™ 
O O 
-L&-4 
(190) 
The matrices 
ing to 
can be written in terms of powers of accord-
(191) 
There are 3.A. terms in the product so the set .... 
also a complete set of diagonal matrices for spin -A. . Consequently 
l'ÎAî 
C can be written as a polynomial in of degree ^ A . 
— A — 
For an arbitrary  ^direction, one replaces by f  -A- so that 
± -, 
ç can be written as a polynomial in A^ of degree &A, . 
So far .A, a half-integer 
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e "= <2- Air . (192) 
M>S"A Z 1 <**A c% + w' 1 
For example, for A.- % 
Lt-A 
<• S + . (193) 
For As ^ 
It-A 
e = " A^ 3ft 4. Zl - OM3L] c4.Zf 
+ %<***. -ic^X. 
(194) 
Similarly if ^  is an integer 
'
K
. 
MaS-A ) (195) 
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For spin one, this is 
C + *^ v (196) 
if. A 
In general to calculate 6 for a given spin, one uses the hi-
nomial expansion to calculate C.Caa.t 4. l* >&***"£) A or 
Cc<p-3L +i "X • The binomial theorem is 
Cat Vf = I Q)a"(tti\ <197) 
A=o 
where f ^  \- and ft is an integer. 
79 
X. APPENDIX III: CHARGE CONJUGATION MATRIX 
In this appendix the choice of the phase in the charge conjugation 
matrix G > Equation 56, is discussed. 
Suppose 
(198) 
where 
uc= u, (199a) 
(199b) 
and Uls t I for bosons/fermions. 
The charge conjugate 'f of  ^is defined by 
r - t c  f l c .  
(200) 
What is  ^, the charge conjugate of the charge conjugate of ^  ? 
-Y = = (c cc>t)6lc 
=  C * c f .  (201) 
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So 
1s 
It is reasonable to require that 
all phase factor, so the choice 
-i S 
e = e. 
must be made. That is, 
It is also required of Q that 
(202) 
differ from  ^by at most an over-
(203) 
(204) 
(205) 
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This means that 
it 
e  =  - i ,  
(206) 
since 
C e' (3 (207) 
from the previous argument. So 
S = ± (T)± W, 
(208) 
The conclusion is that the phase factor C. in Q is completely 
determined within a multiple of Î.\T as S-îf . A result is that 
(209) T = ? f 
for bosons/fermions. 
A further condition to be imposed on C is that 
C AC- l= A e  , ( 2 1 0 )  
where A is the spinor Lorentz transformation matrix. This condition 
comes from the requirement that Âp transform like 't' with respect to 
Lorentz transformation. . The result of this condition is the requirement 
82 
that 
= -JL c 
(211) 
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XI. APPENDIX IV: TENSOR PROPERTIES OF OPERATORS 
The purpose of this appendix is to discuss the tensor properties of 
covariantly defined operators. This discussion is pertinent to Chapter 
IV, Sections A and B. The proofs given in this appendix are due to C. L. 
Hammer as given in a course in advanced quantum mechanics at Iowa State 
University, 1962-1963. 
The main theorem to be proved is the following. A necessary and 
sufficient condition that covariantly defined operators have the 
proper tensor properties under the pure, continuous transformation 
it* 
Voo = e tlx), (212a) 
X1 - z\x , (212b) 
is that 
V i(9u) X £ X* ©lx)l =0» Glx) (213) 
where X. is the displacement, X is the displacement operator, and 
"a" is the infinitesimal transformation of a tensor of the same rank as 
Ocxl for the transformation A. By pure transformation is meant rota­
tion, pure Lorentz transformation, and translation. A corollary to the 
theorem is that a necessary and sufficient condition for studying the con-
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tinuous transformation of an operator ^  is a study of the infinitesimal 
transformations of the operator © . 
Proof of necessity: 
Given Equations 212a, 212b and 
T'l*> <9w) g H-'CK.), (214a) 
= Six T w fl*) • (214b) 
Substituting for gives 
Si* fw (e iM ©u) (etr>) fw. 
(215) 
Comparing to Equation 214b shows that if (9cx) is to be a tensor, 
H _ 
Ce ) (9c»o e, s (x«<^Q(vt 
o<(V—'TS 
a*Y %-Y > (216) 
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so that 
= a
=* •••• a, Y «9>£t... r (2i7) 
itX 
Expanding ç and *"n Equation 216 gives 
(5 Cx) \,\ * V t XI = ^  £<*S &SV 
<*fS • 
t ^(btrSsv "V t " 
tSecsixxr-— S>»v) ®^)
-v , 
S* 
(218) 
where 
(X<*S = Soi^  £<*S , (219a) 
Z èOe<SX 
^ K-O • (219b) 
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The quantities £ai£ are called structure constants. In general  ^
will be more than one parameter. In this event it is understood that 
the index specifying this is suppressed. Collecting terms gives 
§£!..•*! - * U«s Si* 
, (220) 
or 
v[(9cx) Yx - tCXH(9cxl1e ta©tx). (221) 
Since is either real or imaginary for pure transformations, 
*£ C. _  ^, so that 
t l © x e x v i 9 ]  =  a © .  ( 2 2 2 )  
Note that if is real/imaginary and X is hermitian/antihermitian 
the above bracket reduces to a commutator. The proof of sufficiency takes 
several steps and will not be shown here. 
This theorem may be applied to the operators of the Foldy represen­
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tation since all the conditions are met: 
1. For pure rotations f is real and A— X =  sW . Therefore 
a covariant operator is a tensor under rotations if 
L3, &l- = vct& <223> 
Thus for tensors up to rank two 
Scalars L ^ i ) ©"1 - = 01 (224a) 
Vectors Hi , ©jl = l , <224b) 
Rank 2 tTt)©iVtLz 
(224c) 
2. The rules for pure Lorentz transformations come from the facts 
il —• 
that X is pure imaginary and X--1 = Qç . They give 
Scalars * 0) (225a) 
4-vectors = C Si* 0* , <225b> 
• ~ (225c) 
Tensors tCi ,6jkL= , (225d) 
-i (225e) 
tG>i)<9tVl_=-i (225f> 
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The tensor 0MV defined by Equations 107a to 107c satisfies these 
rules and thus is a second rank tensor with respect to continuous Lorentz 
transformations. 
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PART TWO 
PHOTOPRODUCTION 
OF Tm173 
89b 
XII. INTRODUCTION 
In the course of a survey at this Laboratory of the radioactive 
species produced by synchrotron irradiation of ytterbium, an activity 
173 173 identified as Tm has been produced. Since Tm had not been observed 
prior to this time, an investigation of the nuclear properties was begun. 
During this investigation Kuroyanagi, et al. (24) reported the production 
173 
of Tm by internal bombardment of Yb in the Tohoku University betatron. 
173 
They found a half-life of 7.2 + 0.5 hours for Tm , a beta-ray with end-
point 0.9 + 0.05 Mev, and two gamma rays with energies 400 and 470 kev. 
Since Tm^ * is the only stable thulium isotope, Tm*73 is expected to 
173 decay by negatron emission to excited states of Yb . Considerable work 
173 has recently been done on the energy levels of Yb (25, 26, 27) with 
levels found at 78.7, 179.5, 351.2, and 636.8 Kev above the ground state. 
All of the above levels have been observed by following the electron­
ic 
capture decay of Lu . The two lowest levels have also been observed by 
coulomb excitation (28, 29). Spins and parities of the levels and multi-
polarities of the gamma ray transitions have been assigned. 
173 The Tm nucleus is expected to have a ground state spin of one-half 
like the other odd-A thulium isotopes and hence to decay to low-spin states 
173 173 
of Yb which cannot be reached in the decay of Lu . To investigate 
173 these energy levels Tm has been produced by synchrotron irradiation of 
174 
Yb inside the donut of the Iowa State University synchrotron. This 
173 
reaction yields low intensities of Tm 
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XIII. EXPERIMENTAL 
A. Preparation of Sources 
173 Sources of Tm were prepared by bombarding enriched ytterbium 
oxide in the Iowa State University electron synchrotron. The enriched 
ytterbium, supplied by Oak Ridge National Laboratory, contained the 
following proportions of the various stable ytterbium isotopes: 
Isotope Enriched % Natural % 
Yb*®® 0.01 0.14 
Yb!': 3.03 0.03 
Yb:', 0.13 14.31 
Yb!':: 0.33 21.82 
Ybr'f 0.78 16.13 
Yb!': 98.4 31.84 
Yb 0.36 12.73 
Samples of ytterbium oxide weighing 80 mg were irradiated. They were 
contained in a stainless-steel cylinder 7/16«*in. long, 1/4 in. o.d., and 
1/8 in. i.d. The sample holder was taped to a synthane rod and inserted 
by means of an internal probe into the donut of the synchrotron. This 
allowed much higher fluxes in the sample than could be obtained with con­
ventional external bombardment. The synchrotron was operated at a maximum 
energy of 45 Mev for all the irradiation. After irradiation the samples 
were removed from the irradiation container and placed in plexiglass 
holders for counting. 
B. Half Life 
1 T\ — 
The half-life of Tm was determined by following both the de­
cay and the decay of the associated gamma-rays, For the counting 
91 
2 
a Los Alamos Sugarman proportional counting tube with a 1.8 mg/cm 
aluminized Mylar window was used to detect the particles; the counting 
gas was methane. The output from the counting tube was fed into a 
90 90 
Nuclear-Chicago Model 186 P scaler. The counting rate of a Sr -Y 
source was used to normalize the counting data. 
The decay of the gamma-rays was followed with a cylindrical 2" x 2" 
Harshaw Nal(Tl) crystal which was connected to a Nuclear-Chicago Model 
1820 recording spectrometer and a Nuclear-Chicago Model 186P scaler. 
C. Scintillation Spectroscopy 
A block diagram of the circuitry used to obtain the gamma-ray spectra 
taken in this investigation is shown in Figure 1. A cylindrical 2" x 2" 
Harshaw Nal(Tl) crystal optically coupled to a DuMont 6655 photomultiplier 
tube was associated with a cathode follower, linear amplifier (a Baird 
Associates Non-overloading Amplifier Model 215), power supply, single 
channel pulse height analyzer, and scaler to form a conventional single 
channel analyzer. This analyzer will be referred to as the gating counter. 
A cylindrical 3" x 3" Harshaw Nal(Tl) crystal was coupled to a DuMont 
6363 photomultiplier tube associated with a cathode follower, power supply, 
White follower, linear amplifier, single channel pulse height analyzer, 
pulse delay stabilizer, and scaler to form a modified single channel 
analyzer. This analyzer was operated in the integral mode during all 
coincidence runs. 
The White follower transmits pulsed signals through long coaxial 
transmission lines without attenuation or distortion. This circuit was 
Figure 1. Block diagram of scintillation spectroscopy equipment 
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a necessary part of the apparatus because of the relatively long lengths 
of coaxial cable required to interconnect the circuit elements fed by the 
three-inch detector. 
The pulse delay stabilizer receives as an input all pulses being fed 
into a single channel pulse height analyzer and produces a delayed output 
pulse corresponding to each output pulse from the pulse height analyzer. 
There is normally a random fluctuation in the length of time between in­
put and output pulses for a single channel pulse height analyzer, and for 
an analyzer operating in the integral mode, the size of the uncertainty in 
time may approach the magnitude of the resolving time used with coincidence 
circuits. The inclusion of the pulse delay stabilizer improves the pre­
cision of the measurements by reducing the uncertainty in the transit 
times of the signals being analyzed. 
The multichannel analyzer used in this investigation was a Radiation 
Counter Laboratories Model 20611 256-channel analyzer. 
The coincidence circuit was designed to provide an output pulse of 
the proper size and shape to open the gate in the multichannel analyzer 
when it received coincident pulses from the two single channel analyzers 
at its two input terminals. As the apparatus has been described so far, 
these permissive pulses from the coincidence circuit would arrive at the 
gate input several microseconds later than the pulse to be analyzed. A 
time delay was introduced with the delay line, which was an Advanced 
Electronics Type 2011 passive L-C network. 
All of the items of equipment for which no manufacturer and model• 
number were given were designed and constructed by the Electronics Shop 
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of the Institute for Atomic Research at Iowa State University. 
D. Calibration of Equipment 
The modified single channel analyzer was set to pass all pulses 
which entered it and did not need to be calibrated. If, for example, 
differential-differential coincidence operation was desired this analyzer 
would be calibrated. 
The gating counter was calibrated in the following manner. The White 
follower was disconnected from the cathode follower of the three-inch 
crystal and connected to the output from the cathode follower of the two-
inch crystal. With the equipment connected in this way, pulses from the 
two-inch crystal go through both the gating counter and modified single 
channel analyzer as well as directly into the multichannel analyzer 
through the delay line. Next, with the coincidence circuit turned off, 
173 the spectra of the sources of Tin (with which coincidence studies were 
to be made) were accumulated on the multichannel analyzer. The spectrum 
175 
of a source of Yb which has strong gamma-rays at 53(Lu K-x ray), 114, 
282, and 396 Kev was also accumulated to calibrate the two-inch crystal 
in terms of energy. Finally, the coincidence circuit was turned on. Now 
only those pulses which are allowed to pass by the gating counter are ob­
served on the multichannel analyzer. So the position of the gate was 
observed directly on the multichannel analyzer. 
It should be noted that when the equipment was connected as shown in 
Figure 1, a load equivalent to the modified single channel analyzer was 
connected to the output of the cathode follower of the two-inch crystal so 
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that the position of the gate would not shift from that found in the cali­
bration. 
The three-inch crystal was calibrated for energy assignments by run­
ning the spectrum of the Yb*^  source with the equipment connected as in 
Figure 1 and the coincidence circuit off. 
The operation of the coincidence circuit was checked by running 
several coincidence experiments on Yb*^ . The results of these experi­
ments agreed with the decay scheme of Yb*^  as shown in Strominger, et al. 
(30). 
96 
XIV. RESULTS 
The ratio of the yield of the activity from the irradiation of 
174 
enriched ytterbium oxide (98.4% Yb ) to that from the natural oxide 
(31.8% Yb*^ ) was 3 indicating that the activity is produced by a 
174 photonuclear reaction on Yb 
The activity is the major component produced in the irradiation of 
Yb^ \ The activity decays by negatron emission indicating an excess of 
neutrons. The nuclides Yb^ \ Yb^ \ Yb^ \ Tm^ \ Tm*- ,^ Er^ ^^ , and 
171 
Er are either stable or have known decay characteristics different 
from the activity produced from Yb^ \ Finally, the synchrotron was 
operated at 45 Mev during all the irradiations which rules out the pro­
duction of significant quantities of nuclides produced by many-particle 
173 
reactions. The above facts indicate that the activity is Tm 
173 
The data on the half-lifè of Tm are not highly accurate due to 
the low counting rates and the interference of Tm^  ^and Yb*^ . The 
average of several determinations is 8.0 hours with an estimated error 
of + 0.5 hours. 
Aluminum absorption measurements gave a value of 1.0 + 0.1 Mev for 
173 the negatron end-point energy of the Tm decay. 
173 The results of gamma-ray coincidence experiments on sources of Tm 
173 
are shown in Figures 2-6. In each case the integral spectrum of Tm is 
shown for comparison. Figure 7 summarizes the results in a proposed decay 
173 
scheme along with the previously known results from the decay of Lu 
(25, 26, 27) and coulomb excitation (28, 29). In Figure 2 is shown the 
spectrum of gamma-rays in coincidence with events above 360 kev. As can 
Figure 2. Spectrum of coincidences with events above 360 kev. 
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be seen from the integral spectrum there is a weak peak at 460 + 10 kev. 
There are two possible interpretations of the 50 kev peak in the coin­
cidence spectrum. The 50 kev peak could be Yb K-x-rays from a highly 
converted gamma-ray in coincidence with the 400 kev peak. The 50 kev 
peak could also be a 50 kev gamma-ray in coincidence with the 400 peak. 
The second interpretation would indicate a level at 450 kev assuming that 
the 400 kev gamma-ray is a transition from a level at 400 kev to the 
173 173 ground state of Yb . Since Tm has a ground state spin of 1/2, it 
173 is expected to decay to low-spin levels in Yb . From the level diagrams 
and data analysis of Mottelson and Nilsson (31) the lowest-lying low-spin 
level is Yb*^  is expected to be the 5^21 ~j 1/2, 1/2-level. The 
analysis of Kuroyanagi, et al. (24) predicts that the first excited 
state of this rotational band, the 3/2-state, should be higher in energy 
by 45 kev. So with the second interpretation the 400 and 460 + 10 kev 
gamma-rays can be consistently interpreted as transition from the 5^21 1 
173 
1/2, 1/2- and 3/2- levels at 400 and 460 + 10 kev to the Yb ground 
state and the 50 kev coincidence gamma-ray as the transition between the 
3/2- and 1/2- members of the rotational band. 
In Figure 3 is shown the spectrum obtained by gating on all photons 
above 35 kev. The broad peak in the integral spectrum between 140 and 
250 kev has split into two peaks at 170 and 230 kev. The 400 kev peak 
also appears in the coincidence spectrum. In Figure 4 which shows the 
coincidences with photons above 75 kev, the 400 kev peak has disappeared 
(except for chance coincidences). This agrees with the results shown in 
Figure 2, that the 400 kev peak is in coincidence with a 50 kev peak. 
103b 
Figures 5 and 6 show that the 170 and 230 kev peaks are in coinci­
dence. This indicates that there is a level at 170 or 230 kev but the 
position of the level cannot be decided from the data. The interpreta­
tion of this level in terms of asymptotic quantum numbers is difficult. 
In Figure 7 these results are summarized and interpreted as new 
173 levels in Yb at 450, 400, and 170 or 230 kev. The assignment of the 
173 
asymptotic quantum numbers to the ground state of Tm was made by 
analogy to the other odd-A thulium isotopes. Figure 7 shows beta branches 
to both the 400 and 450 kev levels but two beta rays with such close 
energies could not be resolved by aluminum absorption measurements. It 
is also possible that the 170 or 230 kev level is populated directly from 
173 
the Tm ground state. If the level is at 170 kev this would explain 
the greater intensity of the 170 kev gamma-rays with respect to the 230 
kev gamma-rays. One should note that none of the levels populated by 
173 173 
Lu decay are populated by Tm decay because of the large spin change 
that would be involved. 
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XV. APPENDIX: ROTATIONAL MODEL OF THE RARE EARTH NUCLEI 
The low lying energy levels of the rare earth nuclei are successfully 
explained with the rotational model proposed by Bohr and Mottelson (32, 
33). The physical picture of the rotational model is an elliptically de­
formed nuclear shape which provides a non-spherical field in which the 
individual nucléons move. If the frequency of rotation of the deformed 
nucleus is slow compared with the frequency of individual particle motions 
(called intrinsic motions), then the rotation will not disturb the nucléon 
orbits in the distorted potential well. So the nucleus will have intrin­
sic levels generating rotational bands just like in molecules. 
In the rotational model, the rotational eigenfunctions are the same 
I ZT 
as those for a symmetric top D^ K where i is the total angular 
momentum and M and K are the projections of X on the space 
Z- axis and the axis of symmetry of the nucleus, respectively. Also 
one denotes the intrinsic angular momentum by 3" and its component along 
the body axis by -Q. . To make detailed calculations it is also neces­
sary to have the intrinsic wave functions. Nilsson (34) has carried out 
the most detailed calculations, using as a model a single particle moving 
outside on elliptically deformed core. For large deformations the intrin­
sic states may be approximately characterized by the so-called asymptotic 
quantum numbers. n a. where n is the total number of oscillation 
quanta, N* the number of oscillator quanta along the symmetry axis, 
and -A. the component of single-particle, orbital angular momentum along 
the symmetry axis. In the literature, the quantum numbers of the asymp­
totic states are usually written in the following 
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For example, a state with N-S > N%= I > _Asà , » and negative 
parity would be written 1 >*] ^  where Is K , K* 1 , 
etc. Mottelson and Nilsson (31) have published level diagrams in which 
they have designated the levels by the asymptotic quantum numbers. 
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