This article proposes new methodologies for the design of adaptive sliding mode control. The goal is to obtain a robust sliding mode adaptive-gain control law with respect to uncertainties and perturbations without the knowledge of uncertainties/perturbations bound (only the boundness feature is known). The proposed approaches consist in having a dynamical adaptive control gain that establishes a sliding mode in finite time. Gain dynamics also ensures that there is no overestimation of the gain with respect to the real a priori unknown value of uncertainties. The efficacy of both proposed algorithms is confirmed on a tutorial example and while controlling an electropneumatic actuator.
Introduction
The sliding mode control is a very popular strategy for control of nonlinear uncertain systems, with a very large frame of applications fields (Slotine and Li 1991; Utkin, Guldner, and Shi 1999) . Due to the use of discontinuous function and high control gain, its main features are the robustness of closed-loop system and the finite-time convergence. However, its design requires the knowledge of uncertainties bound, which could be, from a practical point of view, a hard task; it often follows that this bound is overestimated, which yields to excessive gain. Then, the main drawback of the sliding mode control, the well-known chattering phenomenon (for its analysis, see Boiko and Fridman (2005) ; Boiko, Fridman, Pisano, and Usai (2007) ), is important and could damage actuators and systems. A first way to reduce the chattering is the use of a boundary layer: in this case, many approaches have proposed adequate controller gains tuning (Slotine and Sastry 1983) . A second way to decrease the chattering phenomenon is the use of higher order sliding mode controller (Levant 1993 (Levant , 2001 (Levant , 2007 Bartolini, Ferrara, Usai, and Utkin 2000; Laghrouche, Plestan, and Glumineau 2007; Plestan, Glumineau, and Laghrouche 2008) . However, in both these control approaches, knowledge of uncertainties bound is required.
As the objective is the non-requirement of the uncertainties bound, another way consists in using adaptive sliding mode, the goal being to ensure a dynamical adaptation of the control gain to be as small as possible whereas sufficient to counteract the uncertainties/perturbations. As recalled previously, this problem is an exciting challenge for applications given that, in many cases, gains are also overestimated, which gives larger control magnitude and larger chattering. In order to adapt the gain, many controllers based on fuzzy tools (Munoz and Sbarbaro 2000; Tao, Chan, and Lee 2003) have been published; however, these papers do not guarantee the tracking performances. In Huang, Kuo, and Chang (2008) gain dynamics directly depends on the tracking error (sliding variable): the control gain is increasing since sliding mode is not established. Once this is the case, gain dynamics equals 0. The main drawback of this approach is the gain over-estimation with respect to uncertainties bound (see e.g. in Huang et al. (2008, Section III) ). Furthermore, this approach is not directly applicable, but requires modifications for its application to real systems: thus, the sign function is replaced by a saturation function where the boundary layer width affects accuracy and robustness. Furthermore, no boundary layer width tuning methodology is provided. A method proposed in Lee and Utkin (2007) in order to limit the switching gain must be mentioned. The idea is based on use of equivalent control: once sliding mode occurs, disturbance magnitude is evaluable and allows an adequate tuning of control gain. However, this approach requires the knowledge of uncertainties/perturbations bounds and the use of low-pass filter, which introduces signal magnitude attenuation, delay and transient behaviour when disturbances are acting. In Hall and Shtessel (2006) a gain-adaptation algorithm is proposed by using sliding mode disturbance observer. The main drawback is that the knowledge of uncertainties bounds is required to design observer-based controller.
The objective of the current article is to propose new methodologies for control of a class of uncertain nonlinear systems for which uncertainties are bounded, but this bound (which is finite) is not known. The first controller is based on a gain-adaptation law derived from coupling of Lee and Utkin (2007) and Huang et al. (2008) methods, whereas the second one is using an original gain-adaptation law. In both the control algorithms, the gain is dynamically tuned in order to ensure the establishment of a sliding mode; once this sliding mode is achieved, the gain is adjusted in order to get a 'sufficient' value in order to counteract the perturbations and uncertainties.
Section 2 states the problem, displays some recalls on sliding mode and presents a review of Lee and Utkin (2007) and Huang et al. (2008) by addressing their deficiencies. Section 3 displays both the proposed adaptive sliding mode control algorithms and Section 4 details -tuning. In order to prove the feasibility of the approaches, both simulations (control of tutorial system and position control of electropneumatic actuator model) are presented in Section 5. Section 6 concludes this article.
Preliminaries 2.1 Problem statement
Consider the nonlinear uncertain system
with x 2 X & IR n the state vector and u 2 IR the control input. Functions f(x) and g(x) are smooth uncertain functions and are bounded for x 2 X; furthermore, f(x) contains unmeasured perturbations term and g(x) 6 ¼ 0 for x 2 X (i.e. system (1) is controllable for all x 2 X). The control objective consists in forcing the continuous function (x, t), named sliding variable, to 0. Supposing that admits a relative degree equal to 1 with respect to u, one gets
Functions É(x, t) and À(x, t) are supposed to be such that
for x 2 X. It is assumed that É M , À m and À M exist but are not known. The objective of this article is to propose a new sliding mode controller u(, t) with the same features as classical SMC (robustness, finite-time convergence) but without any information on uncertainties and perturbations (appearing in f(x)); this latter is only known to be bounded. Furthermore, this objective allows to ensure a global stability of closedloop system whereas the classical way (with knowledge of uncertainties bounds) only ensures its semi-global stability. In the sequel, definitions of ideal and real sliding mode are recalled.
Definition 1 (Levant 1993) : Consider the nonlinear system (1), and let the system be closed by some possibly dynamical discontinuous feedback. Variable is a continuous function, and the set S ¼ fx 2 X j ðx, tÞ ¼ 0g, called 'sliding surface', is non-empty and is locally an integral set in the Filippov sense (Filippov 1988) , i.e. it consists of Filippov's trajectories of the discontinuous dynamical system. The motion on S is called 'sliding mode' with respect to the sliding variable . oe
In real applications, an 'ideal' sliding mode as defined in Definition 1 cannot be established. Then, it is necessary to introduce the concept of 'real' sliding mode.
Definition 2 (Levant 1993) : Given the sliding variable (x, t), the 'real sliding surface' associated with (1) is defined as (with 4 0)
Definition 3 (Levant 1993) : Consider the non-empty real sliding surface S Ã given by (4), and assume that it is locally an integral set in the Filippov sense. The corresponding behaviour of system (1) on (4) is called 'real sliding mode' with respect to the sliding variable (x, t). oe 2.2 Discussion of adaptive sliding mode control solutions and motivations Two adaptive sliding mode controllers have been given in Lee and Utkin (2007) and Huang et al. (2008) and are discussed now. These two approaches follow two different ways: the first does not require the knowledge of uncertainties/perturbations bound and consists in increasing the control gain since a sliding mode is established whereas the second one requires the knowledge of the bound and is using the equivalent control concept in order to evaluate and to minimise the control gain. Then, the same objective can be claimed, which is the dynamical adaptation of the gain in order to counteract perturbations and uncertainties.
Theorem 1 (Huang et al. 2008) : Given the nonlinear uncertain system (1) with the sliding variable (x, t) dynamics (2) controlled by u ¼ ÀKðtÞ Á signððx, tÞÞ with the adaptation law K(t) given by
with " K 4 0 and K(0) 4 0, then there exists a finite time t F ! 0 so that a sliding mode is established in system for all t ! t F , i.e. (x, t) ¼ 0 for t ! t F .
oe
The main feature of this approach is that it does not require a priori the knowledge of control gain. However, from K-dynamics, it yields that when ¼ 0, _ K ¼ 0. In this case, the gain K is clearly overestimated with respect to uncertainties, which induces larger chattering (see simulations results in Huang et al. (2008, Section III) . Furthermore, this methodology is applicable only for 'ideal' sliding mode, the objective ¼ 0 being reachable. In the case of real sliding mode, this latter objective is not reachable which induces that K gain is always increasing. In Huang et al. (2008) , the authors propose to modify K-dynamics by introducing a boundary layer neighbouring the sliding surface ¼ 0. It means that accuracy has to be sacrificed in order to apply the previous controller and that the control gain is still overestimated. Also, with discrete-time measurements, adaptation law (5) inevitably implies the tending of K to infinity, if the sampling interval is separated from zero.
Theorem 2 (Lee and Utkin 2007) : Given the nonlinear uncertain system (1) with the sliding variable (x, t) dynamics (2) controlled by u ¼ ÀKðtÞ Á signððx, tÞÞ with the adaptation law K(t) given by
with " K 4 0, 4 0 and the average of sign() obtained through a low pass-filter
then there exists a finite time t F 4 0 so that the sliding mode is established for all t ! t F . oe
The main feature of this controller is the adjustment of the control gain by using the equivalent control concept. It implies that chattering is decreasing. However, K-adaptation law requires the knowledge of uncertainties/perturbations bounds. Furthermore, the use of low-pass filter introduces in the closed-loop system dynamics and transient phenomena in case of perturbations. Also note that methodologies for the tuning of parameters and have not been detailed except their positivity and the fact that the time constant of the low-pass filter must be sufficiently small. However, their tuning could engender very different behaviours of closed-loop system.
Motivations:
The main objective of the current article consists in providing new adaptive sliding mode controllers such that:
. Uncertainties/perturbation bounds exist but are not known. . The gain-adaptation law does not overestimate uncertainties/perturbations magnitude and then, the obtained control magnitude is reasonable.
A first solution to the problem under interest in this article consists in combining the two previous gainadaptation laws: the first one would be used since a sliding mode is established, whereas the second allows to decrease the control gain once sliding mode is established. A second solution is an original adaptive real sliding mode control law that does not allow to overestimate the gain value without using concept of equivalent control.
Main results
In this section, two adaptive sliding mode control algorithms that establish the sliding modes in SISO systems with bounded perturbations with unknown bounds, are presented. The first algorithm combines the adaptive schemes formulated in Theorems 1 and 2, Section 2, while mitigating the deficiencies of the combined gain-adaptation schemes. The second adaptive sliding mode control algorithm is completely original. It does not require the estimation of the perturbations via equivalent control as in Lee and Utkin (2007) (Theorem 2) and does not overestimate the control gain as in Huang et al. (2008) (Theorem 1). Furthermore, the second adaptive-gain sliding mode control algorithm requires smaller amount of tuning parameters than the first algorithm, and is developed in the real sliding mode context.
First adaptive sliding mode control law
Consider the following controller
with the gain K(t) defined by ( being a positive parameter)
. If jj 6 ¼ 0, K(t) is the solution of
with "
K 3 4 0 and 4 0. t Ã is the largest time value such that, by denoting t
Discussion: By supposing that j(x(0), 0)j 6 ¼ 0, the adaptive sliding mode control law (7)- (9) works as follows:
. The gain K(t) is increasing due to the adaptation law (8) up to a value large enough to counteract the bounded uncertainty with unknown bounds in (1) until the sliding mode starts. Denote the time instant when the sliding mode starts for the first time as t 1 . . As sliding mode has started, i.e. (x(t), t) ¼ 0, from t ¼ t 1 , K(t) follows the gain-adaptation law (9). Then, gain K(t) is adapted through (9) with " K 2 ¼ Kðt 1 Þ. Note that this strategy will allow to decrease the gain and then to adjust it with respect to the current uncertainties/ perturbations. . However, if the varying uncertainty/perturbation exceeds the value " K 2 ¼ Kðt 1 Þ, then the sliding mode will be destroyed and (x(t), t) will not be equal to zero. Next, the gainadaptation will happen in accordance with (8). The gain K(t) will be increasing until the sliding mode occurs again at the reaching time instant t 2 . . As sliding mode has occurred and (x(t), t) ¼ 0 from t ¼ t 2 , K(t) now follows the gain-adaptation law (9) with " K 2 ¼ Kðt 2 Þ. And so on. Lemma 1: Given the nonlinear uncertain system (1) with the sliding variable (x, t) dynamics (2) controlled by (7)-(9), the gain K(t) has an upper-bound, i.e. there exists a positive constant K Theorem 3: Given the nonlinear uncertain system (1) with the sliding variable (x, t) dynamics (2) controlled by (7)-(9), there exists a finite time t F 4 0 so that a sliding mode is established for all t ! t F , i.e. (x, t) ¼ 0 for t ! t F .
The proof is composed of two steps. The first step concerns 6 ¼ 0 which yields K-dynamics described by (8), whereas the second one concerns ¼ 0 with K-dynamics described by (9).
. Suppose that (0) 6 ¼ 0: in this case, K(t)-dynamics read as (8). Consider the following Lyapunov candidate function, with K Ã a positive constant
One has
From Lemma 1, there always exists
There always exists K Ã and such that
, which yields 4 0 and K 4 0. Then, one gets . Suppose now that (0) ¼ 0: Theorem 1 of Lee and Utkin (2007) claims that, if K is large enough with respect to uncertainties/perturbations effects, then sliding mode control (7) with the gain-adaptation algorithm (9) allows keeping trajectories of system (1) on the sliding surface ¼ 0. Given that trajectories of system (1) reach ¼ 0, it means that K is large enough as required by Theorem 1 of Lee and Utkin (2007) . Then, the sliding mode is established in system (1) for all t ! t r . Theorem 3 is proven.
Implementation issues. The proposed adaptive-gain sliding mode control algorithm in (7)- (9) is not ready for the practical implementations. In fact, it is not possible to reach the objective ¼ 0 due to sampled computation, noisy measurements or other nonidealities. That is why it is important considering the implementation of the previous controller in a real sliding mode context. The following modifications of the gain-adaptation algorithm (7)-(9) are proposed 2 . If j(x, t)j 4 4 0, K(t) is the solution of
with " K 1 4 0 and K(0) 4 0. . If j(x, t)j , K(t) reads as
with " K 2 ¼ Kðt Ã Þ, " K 3 4 0 and 4 0. t Ã is the largest time value such that, by denoting t
Corollary 1: Given the nonlinear uncertain system (1) with the sliding variable (x, t)) dynamics (2) controlled by (7), (13) and (14), there exists a finite time t F 4 0 so that a real sliding mode is established for all t ! t F , i.e. j(x, t)j 5 for t ! t F . oe
Proof:
The proof is composed of two steps. The first step concerns jj 4 which yields K-dynamics described by (13), whereas the second one concerns jj with K-dynamics described by (14) . Then, the proof follows the same way as the proof of Theorem 3 based on Lyapunov analysis when jj 4 , and on Theorem 1 of Lee and Utkin (2007) when jj . oe
Second adaptive sliding mode control law
The first adaptive sliding mode control law uses concept of equivalent control which introduces lowpass filter dynamics with parameter that is not easy to tune (Utkin et al. 1999) . The controller displayed in this section does not estimate the boundary of perturbation and uncertainties. But, there is an eminent price to do that: the new strategy guarantees a real sliding mode only. Consider the following controller
with the gain K(t) defined such that
with K(0) 4 0, " K 4 0, 4 0 and 4 0 very small. The parameter is introduced in order to get only positive values for K. In the sequel, for discussion and proof, and without loss of generality but for a sake of clarity, one supposes that K(t) 4 for all t 4 0.
Discussion: Once sliding mode with respect to (x, t) is established, the proposed gain-adaptation law (16) allows the gain K declining (while j(x, t)j 5 ). In other words, the gain K will be kept at the smallest level that allows a given accuracy of -stabilisation. Of course, as described in the sequel, this adaptation law allows to get an adequate gain with respect to uncertainties/perturbations magnitude.
Lemma 2: Given the nonlinear uncertain system (1) with the sliding variable (x, t) dynamics (2) controlled by (15) and (16), the gain K(t) has an upper-bound, i.e. there exists a positive constant K Ã so that
oe Proof of Lemma 2 is given in the Appendix.
Theorem 4: Given the nonlinear uncertain system (1) with the sliding variable (x, t) dynamics (2) controlled by (15) and (16), there exists a finite time t F 4 0 so that a real sliding mode is established for all t ! t F , i.e. j(x, t)j 5 for t ! t F , with
oe Proof: The proof is based on Lyapunov's approach and shows that, when jj 4 , then control strategy ensures that jj 5 in a finite time. Furthermore, it is proven that as soon as reaches the domain jj , it stays in the domain jj defined by (17) for all consecutive time. Therefore, the proof shows that the real sliding mode is established in finite time in the domain jj .
Consider the following Lyapunov candidate function
Introduce parameter K 4 0 as
From Lemma 2, there always exists K Ã 4 0 such that K(t) À K Ã 5 0 for all t 4 0. It yields
Then, one gets
. Case 1 Suppose that jj 4 . is positive if
From (21), one gets
It is always possible to choose such that the previous inequality fulfils. Therefore, finitetime convergence to a domain jj is guaranteed from any initial condition j(0)j 4 . . Case 2 Suppose now that jj 5 . Function in (20) can be negative. It means that _ V would be sign indefinite, and it is not possible to conclude on the closed-loop system stability. Therefore, jj can increase over . As soon as jj becomes greater than , _ V À Á V 1=2 and V starts decreasing. Apparently, decrease of V can be achieved via increase of K allowing jj to increase before it starts decreasing down to jj . Without loss of generality, let us estimate the overshoot when 0 ¼ (0) ¼ þ and K 0 ¼ K(0) ¼ K(0) 4 0: considering the 'worst' case (with respect to uncertainties/ perturbations), one has
Then, it yields
It appears from (26) that, when 0 ¼ þ ! , the maximum value of M reads as
In conclusion, converges to the domain jj in a finite time, but could be sustained in the bigger domain jj . Therefore, the real sliding mode exists in the domain jj .
On -tuning
The objective of this section consists in providing a methodology for the tuning of parameter for both the algorithms in the case of sampled controllers. In fact, the choice of parameter has to be made by an adequate way because a 'bad' tuning could provide either instability and control gain increasing to infinity, or bad accuracy for closed-loop system as described in the sequel.
. If parameter is too small, and due to large gain K and sampling period T e , system trajectories are such that jj never stays lower than . From K-dynamics (13) or (16), it yields that gain K is increasing, which induces larger oscillation, and so on . . . . . If parameter is too large, system trajectories are such that, in spite of large gain K and sampling period T e , jj is evolving around , it follows that controller accuracy is not as good as possible.
Note that should rather be too large than too small because, in the first case, closed-loop system trajectories are globally uniformly ultimately bounded even if accuracy is bad. Parameter has to be tuned such that, as long as K(t) is greater than jÉ/Àj, jj 5 . In this case, given that gain K(t) is sufficient to counteract the perturbations, there is no reason that increases over . Suppose that, at t ¼ t 1 , j(t 1 )j and
It is clear that control gain K is sufficient to ensure
From Euler's formula, one has
From (28), one has jÉj jÀj Á K:
It yields
Furthermore, as gain K(t) fulfils (28), _ -sign is the opposite of sign. It means that, if 0 (t 1 ) (resp. À 0), function will decrease (resp. increase). Then, in order to guarantee that j(t 1 þ T e )j will not exceed , the 'worst' case is (t 1 ) ¼ 0. From (29), it yields
Given that it must be ensured j(t 1 þ T e )j , and as the best accuracy and the closed-loop system are the both objectives, has to be chosen as a time-varying function equal to the smallest admissible value
Discussion: Equation (31) means that the knowledge of bounds of À is required for the choice of in the case of sampling controller. However, note that this latter equation gives the best tuning. As said previously, can be tuned to a 'too' large value which guarantees the stability but with a worst accuracy. Furthermore, Equation (31) gives at least a methodology for -computation: no such information is given in Huang et al. (2008) whereas such a parameter is required for the boundary layer in case of practical implementation of the controller.
However, in the case of many practical applications, the knowledge of À bounds is not really required. In fact, when applied, the controller design procedure is very often the following: uncertain functions read as É ¼ É Nom þ DÉ and À ¼ À Nom þ DÀ where É Nom and À Nom are the nominal known functions and DÉ and DÀ their unknown parts. Furthermore, in most of the cases, one has jÉ Nom j ! jDÉj and jÀ Nom j ! jDÀj. Then, by supposing that É Nom is invertible, the control law
is applied to system (2) which gives
As jÀ Nom j ! jDÀj, one gets j1 À DÀ À Nom j 2. From (31), it yields ðtÞ ¼ 4KðtÞT e :
Simulations

Tutorial
Consider the following uncertain system
Function É(t) is an uncertain bounded function described by Figure 1 . Simulations have been made by supposing that (0) ¼ 10 and T e ¼ 0.0001 s. From (31), parameter reads as (t) ¼ 2K(t) Á T e .
Control algorithm 1 in Equations (7), (13) and (14): Control input u and gain-adaptation law K(t), respectively, read as in Equations (7), (13) and (14). Gain is initialised at K(0) ¼ 10, its dynamics being tuned with "
Control algorithm 2 in Equations (15) and (16). Control input u and gain-adaptation law K(t) respectively read as in Equations (15) and (16). Gain is initialised at K(0) ¼ 10, its dynamics being tuned with " K ¼ 1000 and ¼ 0.1.
Figures 2 and 3 display simulations results of both previous controllers applied to system (33). It appears that both control laws yield very similar results. Based on simulation plots, one can conclude that both adaptation algorithms provide the controller gain K(t) to follow closely the perturbation É(t) whose profile and boundary are not known a priori (see bottom-right plots in Figures 2 and 3) . Therefore, the control gain K(t) is not overestimated and control chattering is minimal. Also, the sliding variable is robustly constrainted to jj 5 (t) with exception of sparse spikes.
Electropneumatic actuator
The electropneumatic system under interest is a double acting actuator (Figure 4 ) composed of two chambers, denoted P (as positive) and N (as negative). The air mass flow rates entering the two chambers are modulated by two three-way servodistributors controlled with two electrical inputs of opposite signs (u and Àu). The pneumatic jack horizontally moves a load carriage of mass M. (7), (13) 
Model
Following standard assumptions on the pneumatic part of the electropneumatic system (Shearer 1956; Mac Cloy 1968; Brun, Belgharbi, Sesmat, Thomasset, and Scavarda 1999; Girin, Plestan, Brun, and Glumineau 2009; Laghrouche, Smaoui, Plestan, and Brun 2006) one gets a nonlinear dynamic model for the whole system
with y the load carriage position, v its velocity and p P and p N the pressures of P and N chambers. V X (X ¼ P or N ) is the volume in the chamber X, q mX (u X , p X ) the mass flow rate provided from the servodistributor X, k the polytropic constant, r the perfect gas constant, T the supply temperature and S X the piston area in the chamber X. The term F f represents all the dry friction forces which act on the moving part in the presence of viscous friction (b Á v) and an external force only due to atmospheric pressure (F ext ).
The model of mass flow rate delivered by each servodistributor can be reduced to a static function described by two relationships q mP (u, p P ) and q mN (Àu, p N ). The first two equations of (34) concern the pneumatic part of the system and are obtained from the state equation of perfect gases, the mass conservation law and the polytropic law under the assumptions given above. The last two equations describe the mechanical part and are derived from the fundamental mechanical equation applied to the moving part. In order to get an affine nonlinear state model, the mass flow rate static characteristic issued from measurements (Sesmat and Scavarda 1996) reads as 
with functions ' P and P (resp. N and ' N ) fifth-order polynomial functions with respect to p P (resp. p N ).
T , system (34) can be written as nonlinear system (1). Let us define X as the physical domain X ¼ x j 1 bar p P 7 bar, 1 bar p N 7 bar, È À200 mm y 200 mm, jvj 1 m s
It yields that, for x 2 X, system dynamics are bounded under a bounded control input u. Two kinds of uncertainties are taken into account: uncertainties due to the identification of physical parameters, and perturbations. Viscous and dry friction coefficients have been identified, but the determination of their variations around their nominal values is a hard task. For example, the dry friction coefficient is difficult to identify depending on the track surface quality (thus the piston position), the seal wear, the working conditions (temperature, pressure, quality of air) etc. The mass flow rate delivered by each servodistributor has been approximated by polynomial functions (35); the uncertainties on '(Á) and (Á) have been evaluated to AE15% and AE5%, respectively. Finally, during the load moving, the total mass in displacement can evolve from 17 up to 47 kg.
Control design and simulations
The aim of the control law is to get a good accuracy in terms of position tracking for the desired trajectory defined in Figure 5 . Following the previous section, consider the sliding variable
with 4 0. As system (34) and (35) admits a relative degree equal to 1 for with respect to u, one gets For Algorithm 2, one has ¼ 0.1. Following simulations have been made by making variations of load mass (þ20%) 6 and uncertainties on ' and (À20%). Figures 6 and 7 display, for both the control laws, the actuator position with respect to desired trajectory (top), the control input u (centre) and the gain K (bottom). It appears that both the strategies yield quite similar results. Note that, with the proposed gain tuning, Algorithm 1 induces lower magnitudes of control and gain in this time interval; in fact, Algorithm 2 gain is increasing to a larger value and takes time to decrease to similar values of Algorithm 1. However, in the authors' experience, implementation of Algorithm 2 is clearly easier.
Conclusion
This article proposes two new methodologies for adaptive sliding mode controller design. Both the algorithms allow establishing of the sliding mode via the sliding mode control laws with gain-adaptation without a priori knowing uncertainties/perturbations bounds while both the adaptive-gain values are not overestimated. The first algorithm is based on evaluation of uncertainties/perturbation by using equivalent control concept that requires employment of low-pass filter. The second adaptive control law does not estimate the boundary of perturbations/ uncertainties and yields establishing a real sliding mode. The efficacy of these new strategies has been confirmed on a tutorial example as well as by controlling the electropneumatic actuator. Future works will concentrate on extending the developed methodologies to both MIMO uncertain nonlinear systems and systems with higher order adaptive-gain sliding mode control, as well as on experimental validating the advanced algorithms. 
