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Abstract—In this paper, we propose a hierarchical representation of latent contextual information that captures contextual situations in
which users are recommended particular items. We also introduce an algorithm that converts unstructured latent contextual
information into structured hierarchical representations. In addition, we present two general context-aware recommendation algorithms
that extend collaborative filtering (CF) approaches and utilize structured and unstructured latent contextual information. In particular,
the first algorithm utilizes structured latent contexts and the second one combines the structured and the unstructured latent contextual
representations. By using latent contextual information in a recommendation model, we capture and represent both the structure of the
latent context in the form of a hierarchy and the values of contextual variables in the form of an unstructured vector. We tested the two
proposed methods with two CF-based methods on several context-rich datasets under different experimental settings. We show that
using hierarchical latent contextual representations leads to significantly better recommendations than the baselines for the datasets
having high- and medium-dimensional contexts. Although this is not the case for the low-dimensional contextual data, the hybrid
approach, combining structured and unstructured latent contextual information, significantly outperforms other baselines across all the
experimental settings and dimensions of contextual data.
Index Terms—context-aware recommender system, context, matrix factorization, hierarchical clustering.
F
1 INTRODUCTION
R ECOMMENDER systems (RSs) have become one of themajor applications that aim to tailor items to the
user’s preferences. Traditional recommendation algorithms
capture users’ interests and their interactions with items
without taking into account contextual information, such
as time and location. However, user interests may change
depending on the context [1]. In real-life applications, there
is plenty of information regarding user’s circumstances and
surroundings (e.g., the activity of the user, time, location,
weather, etc.). Such contextual information can be high-
dimensional and is gathered from multiple sources, such
as web pages, mobile devices, and more. RSs taking context
information into account are called context-aware recom-
mender systems (CARSs) [1].
Most of the traditional CARSs have used pre-defined
explicit contextual information for the recommendation pur-
poses [2], [3], such as the circumstances of the information
being collected, e.g., weather conditions (sunny, cloudy,
raining, etc.), time conditions (weekday, weekend, etc.) or
locations where recommendations are provided (e.g., mid-
town Manhattan). While explicitly specified contexts usu-
ally are of small dimensionality encompassing only few
contextual variables handpicked for a specific application
domain, they may not represent the most effective and all-
encompassing set of contextual features for the recommen-
dation application. In order to address these limitations,
recent studies [4], [5], [6], [7], [8] proposed to use latent con-
texts in CARSs that are usually modeled using embeddings,
which constitute implicitly defined latent vectors obtained
using various dimensionality reduction methods [9], [10].
It has been recently shown that these latent approaches to
CARSs significantly improve performance of RSs.
However, the previously proposed approaches modeled
latent contextual information as vectors of high dimension-
ality, and thus, ignored certain structure of latent contextual
variables. In particular, these methods, while trying to re-
duce dimensionality of the contextual space, do not take
into account the structure of latent contextual variables and
the semantically meaningful interrelationships among them
[11], [12]. Note that explicit contextual features usually have
a hierarchical structure, such as time that can be divided
into days, weeks, months and years, while traditional latent
context-aware approaches do not consider hierarchies. In
this paper we argue that it is also important to model latent
contextual variables using hierarchical representations and
that these representations can automatically be inferred by
the system.
We propose a new structured representation of latent
contexts that is organized in a hierarchical manner and
includes groups of similar latent contexts, called contextual
situations. For example, if a latent contextual vector rep-
resents explicit contextual factors of ”noon,” ”loud,” ”not
moving” and ”location = (Warren Weaver Hall, NYU),” this
set of contexts collectively defines the contextual situation
of a student attending a class lecture at the Warren Weaver
Hall of NYU. Furthermore, these contextual situations can
be organized into hierarchical structures by aggregating
unstructured latent contextual vectors into high-level con-
textual representations. For instance, more granular contex-
tual situations, such as ”attending a class lecture at NYU”
and ”eating in the cafeteria at NYU,” can be aggregated
to a higher-level contextual situation of ”being located at
the university” that is less granular than the two previous
contextual situations.
By modeling latent contexts as structured hierarchies
obtained from unstructured latent vectors, we can enhance
recommendation algorithms with new types of contextual
situations that improve recommendations. In particular, we
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propose a generic context-aware algorithm that extends
collaborative filtering (CF) methods with hierarchical latent
contexts. We demonstrate the importance of modeling hier-
archical latent contexts in the proposed contextual recom-
mendation approach by showing that it improves recom-
mendation performance in multiple dimensional contextual
spaces. We also present a hybrid model that combines both
unstructured and structured latent contexts when recom-
mending items to the users. We compare our recommen-
dation algorithms with other state-of-the-art context-aware
algorithms on six real world context-aware datasets and
demonstrate that our approaches outperform the baselines
across different experimental settings.
Modeling latent contexts as structured hierarchies pro-
vides several important advantages over modeling contexts
as unstructured latent vectors. First, as is shown in the
paper, this approach provides significant recommendation
performance improvements - up to 13.8% of RMSE in some
situations, especially in the mid- to high-dimensional cases.
Second, it captures latent contextual information better than
the unstructured vector-based approach, since it identifies
the patterns of latent contextual information, i.e., contextual
situations, that are useful for the recommendation purposes
and for the conceptual representation and understanding
of latent contexts (as is shown in Section 5). Contextual
situations are important beyond their applicability in RSs
and can be used by marketers to understand complex con-
texts of customer actions and by data scientists in general
for developing better predictive models. Finally, structured
latent contextual information is more compact than the un-
structured latent vectors, which helps to overcome the major
sparsity problem of CARSs [1], [13].
The main contributions of this paper are as follows. First,
we propose a novel representation of implicit context that
models latent contextual information in a hierarchical man-
ner. This representation is obtained from unstructured latent
contexts, is capable of modeling the recurrent patterns of
the latent contextual space, and captures complex contextual
situations of the user at different granularity levels. Second,
we demonstrate the impact that dimensionality of contex-
tual information has on the recommendation accuracy. In
particular, by extending existing CF-based models with hi-
erarchical latent contexts, we can obtain significantly better
recommendation accuracy for the rating prediction task
when the contextual space is medium- or high-dimensional,
while in a low-dimensional contextual space the improve-
ments of hierarchical latent contexts over the unstructured
latent contexts are smaller. Third, we enhance CARSs by
proposing a hybrid latent context-aware method that incor-
porates both the structured and unstructured latent contexts
in a complementary manner. Finally, we perform extensive
offline experiments to evaluate the proposed models on six
different datasets containing various contextual dimensions.
The experiments show that our hybrid model, utilizing
both unstructured and structured contextual information,
outperforms traditional CARSs.
The rest of this paper is organized as follows: Section 2
describes related work, and Section 3 describes the contex-
tual recommendation model that includes structured and
unstructured latent contexts. Section 4 presents the datasets,
the baselines and the evaluation protocols, and Section 5
presents a case study of analyzing hierarchical latent con-
texts. Finally, in Section 6 we discuss the results and in
Section 7 we discuss the limitations of our method and plans
for future work.
2 RELATED WORK
2.1 CARSs (Context-Aware Recommender Systems)
The area of context-aware recommender systems (CARSs)
[1], [13] has drawn much research attention in recent years
due to the emergence and penetration of smart mobile de-
vices that utilize sensors to collect available data about users
[14]. CARS deals with modeling and predicting user prefer-
ences by incorporating available contextual information into
the recommendation process. In recent years, researchers
have shown that the integration of contextual information
(e.g., time, place and weather) in recommender systems
(RSs) improves recommendation accuracy [13].
Existing CARSs methods can be grouped into three main
paradigms [1]: contextual pre-filtering, contextual post-
filtering and contextual modeling. While the pre- and post-
filtering approaches are used in traditional context-unaware
recommendation algorithms to select the relevant set of
rating data before (or after) computing predictions, their
main limitation comes from the difficulty to obtain ratings
in all of the possible explicit contextual situations, which
makes it hard to build a robust and contextualized rating
prediction model. In the contextual modeling approach,
contextual information is directly incorporated into the pre-
diction model as part of the rating model. Several CARSs
based on contextual modeling methods have been proposed
so far, such as the extension of Matrix Factorization (MF)
[15] and Factorization Machines (FM) [16] with different
influences of contextual information on items and users [3],
[17]. These methods utilize explicit contextual information,
which refers to the user’s current situation from a reduced
set of known labeled contexts (e.g., at work, running, etc.)
that is selected manually by domain experts.
In contrast to the described explicit approaches of CARS,
several studies [7], [8] proposed to generate an effective
and reduced set of contextual features for the recommen-
dation process, referred as ”latent contexts”, that model the
implicit context of the user and can significantly improve
recommendation accuracy. Recently, deep learning has rev-
olutionized recommendation architectures [18], [19], [20]. In
particular, several context-aware deep learning models have
been suggested: [4] proposed utilizing convolutional neu-
ral networks (CNNs) for enhancing FM and models high-
order interactions between contextual variables, and [21]
aims to learn latent contextual features that reflect user’s
preferences over all candidate items and considers explicit
contextual features. [22] proposed a context-aware session-
based recommendation utilizing conditional recurrent neu-
ral networks (RNNs) that injects contextual information
into input and output layers and modifies the behavior
of RNNs. [5] extracted unstructured latent contexts from
rich contextual factors such as images and texts for event
prediction and [23] extracted latent content information
from documents using convolutional neural network. While
these works strengthen the hypothesis that explicit and
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latent contextual information improves recommendation ac-
curacy, they modeled contextual information as vectors of
high dimensionality and ignored certain structure of latent
contextual variables.
In recent years, some works have considered structures
of latent information in RSs [24], [25], [26]. Although these
works integrate various structures, such as trees, with latent
factor models, they do not incorporate contextual informa-
tion into recommender systems. [8] proposed a context-
aware approach that extends tensor factorization by using
encoded contextual features extracted from a regression tree.
While this work considered hierarchical contextual features,
their method has several limitations: (1) since tensor factor-
ization can handle a small number of contextual features,
they represented contextual features by only one cluster
(i.e., the tree leaf), while more complex contextual patterns
can be revealed by a richer structured representation. (2)
Clustering was applied on all available explicit contextual
variables with low-dimensional datasets (up to 12 contex-
tual features). However, in environments with rich and
high-dimensional context space, clustering becomes ineffi-
cient and challenging [27] and context dimension must be
reduced. In addition, although clustering has the potential
to group similar contextual features at some level, it does
not reveal the relations among the features and limits the
analysis to a fixed number of learned clusters. (3) A regres-
sion tree was trained with a fixed number of tree depth,
which can be hard to define in advance.
We suggest leveraging the advantages of each the studies
above [7], [8], [24] and propose to model latent contextual
variables using hierarchical representations in order to auto-
matically capture complex contextual situations at different
granularity levels. We also present a novel context-aware
recommendation model that extends traditional CF-based
models with both structured (hierarchical) and unstructured
latent contextual information. We evaluate our method on
six context-aware datasets and discuss how the dimension-
ality of the contextual space can affect the recommendation
accuracy. A detailed model and algorithms are described in
Section 3.
2.2 Hierarchical Context Information
In most real-life context-aware applications that use contex-
tual information and adapt their functionality to the users’
immediate context, there is plenty of contextual information
that describe the current situation of a user in terms of
location, activity and surroundings. For example, mobile
devices contain a large set of embedded sensors that can be
used for context inference and are utilized to identify a wide
range of user-related contexts or activities. [28] examines ac-
tivity recognition from mobile sensed information referring
to physical movements (e.g., walking, driving) and physical
activities (e.g. eating, studying). Other studies refer to en-
vironmental characteristics (e.g. cold, warm) and emotional
conditions of the user (e.g. nervous, happy, excited).
The contextual information that is used to determine
the situation of the user can be organized as a structured
representation of trees [29], [30]. [31] modeled contextual
information in a hierarchical structure and used a specializa-
tion taxonomy to build the tree. They handled only explicit
contextual features with categorical values, which is not
practice in real-life solutions. These limitations with explicit
contexts may cause serious problems in several practical ap-
plications, such as smart health and well-being, mobile sens-
ing and internet-of-things (IoT) [28], where the contextual
feature space is high-dimensional, complex and dynamic.
For example, by exploiting numerous sensors derived from
smartphones, such as accelerometer, magnetic field, GPS
and light, high-dimensional contextual information (up to
600 contextual variables) can be collected automatically to
infer users’ behaviors and contexts [14]; the accelerometer
sensor can be used to infer the activity of the user (e.g.,
walking or sitting), while other features from the GPS sensor
can be used to infer her location (e.g., at work, at home, etc.).
Identifying all the explicit contexts that are relevant for
the service can be very challenging, especially in big data
environments, and therefore automatic latent modeling of
contextual information can be useful to capture the richness
of the contextual information [5] and can implicitly identify
various types of contexts. Previously latent context-aware
approaches [6], [12], [32] modeled latent contextual infor-
mation as unstructured vectors of high dimensionality, and
ignored certain structure of latent contextual variables. The
key difference between our work and methods mentioned
above is that we model latent contexts as structured hier-
archies in order to better reflect their structure and identify
the patterns of latent contextual information, i.e., contextual
situations, that are useful for the recommendation purposes
and for the conceptual representation and understanding
of latent contexts. We use all available contextual features
(e.g., weather, sound, light, location) in order to extract a
latent and compressed representation of context, and then
we build an efficient tree out of the latent context instances.
In this way, we transform the latent contextual space to
a richer structured contextual representation at different
granularity levels. This structured representation of latent
contexts reveals implicit contextual situations that differ
from one another, called ”hierarchical latent contexts”.
3 METHOD
In this section, we present a latent context-aware recommen-
dation model utilizing a new representation of structured
and unstructured latent contextual information. Specifically,
we suggest building a hierarchical structure for representing
latent contextual information that captures complex contex-
tual situations at different granularity levels. This model
is called latent contextual situations hierarchy and organizes
compressed latent contextual vectors into groups of implicit
contextual situations. By modeling latent contextual vectors
in a structured manner from a non-hierarchical latent con-
textual information, we can enrich the recommendation al-
gorithm with new types of context patterns that are compact
and better reflect the user’s context. In addition, when using
latent contextual information in a recommendation model,
we would like to capture and represent both the structure of
the latent context in the form of a hierarchy and the values
of contextual variables in the form of a latent vector. Then
we use this structured and unstructured latent contextual
representation in developing our recommendation method
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Fig. 1. Method overview.
that is presented in Figure 1 and consisting of the following
steps:
(1) Unstructured Latent Contexts Extraction step is
responsible for extracting latent contextual vectors from the
collected contextual feature space. We extract a reduced
representation of latent contexts from multiple contextual
dimensions, such as mobile sensors, weather and location.
This step includes three parts: (1) collecting raw contextual
data (e.g., from mobile devices we may collect data from the
accelerometer and Wi-Fi, and light and microphone infor-
mation); (2) extracting a set of contextual features from the
collected raw data (e.g., calculating statistics such as mini-
mum, maximum, and average of the collected accelerometer
records), and (3) reducing the high-dimensional contextual
space to a compressed latent contextual space using classical
unsupervised learning techniques (e.g., auto-encoding and
PCA). As a result of this step, we obtain an unstructured
contextual latent vector
−→
lci that reflects the current user
context in an implicit manner, as shown in Step 1 of Figure
1. Note that dimensionality of the latent contextual space is
compressed to a limited number of latent values.
(2) Hierarchical Latent Contexts Extraction step ex-
tracts a new structured context representation from the
latent context vectors obtained in Step 1. This structured
context is organized in hierarchical manner and includes
groups of similar latent contexts, called contextual situations,
that are organized at different granularity levels. The input
for this step is the latent contextual vector
−→
lci, which is
defined by a limited set of numerical values. The output
is a hierarchical latent context vector
−−→
hlci, a set of implicit
contextual situations, obtained from the path of the latent
context vector
−→
lci in the constructed tree, as shown in Step
2 of Figure 1. This structured representation is much more
compact than the latent contextual vector and reveals the
patterns among the latent values.
(3) User-Item Data Collection step obtains information
on user preferences for the items the system wishes to
recommend, typically in the form of ratings, that are sub-
sequently used by the collaborative filtering systems [15],
[24], as shown in Step 3 of Figure 1.
(4) Contextual Recommendation step combines the out-
puts of all of the previous steps and constructs the complete
rating model capturing user-item interactions, unstructured
and hierarchical latent contexts.
Fig. 2. Example of an auto-encoder network structure for extracting
unstructured latent contexts.
In the rest of this section we explain each of these steps
in greater detail.
3.1 Unstructured Latent Contexts Extraction
Contextual information can be described by various types of
environmental features, such as time, location, weather and
sensor data [1]. It has been recently shown that reducing
and automatically selecting the optimal set of contextual
factors in an implicit manner, called ”latent contexts”, can
significantly improve performance of CARSs [5], [6], [7]. In
order to reduce the dimensionality and noise of the feature
space and reveal relationships between the contextual fea-
tures, we follow [7] and extract unstructured latent contexts
with two types of unsupervised learning techniques: (1)
auto-encoding [10] and (2) principal component analysis
(PCA) [9]. These unstructured latent contextual variables
are numeric attributes representing the current context of
the user in an implicit manner. In the following sections,
we will briefly present the extraction of unstructured latent
contexts using the two techniques.
3.1.1 Unstructured Latent Contexts Extraction Using Auto-
Encoder
Since context often consists of environmental and sensorial
data (such as location, accelerometer data, light, etc.), many
of its variables being correlated with other variables. Hence,
we use an auto-encoder (AE) [10] to discover non-linear
correlations between different features and extract a latent
representation out of these correlations. This latent represen-
tation is generated from the compressed layer of a trained
AE (i.e., −→LC layer in Figure 2). Note that the auto-encoding
process is performed by an unsupervised learning algorithm
that applies backpropagation that is aimed at setting the
value of the targets to be equal to the value of the inputs
[19]. In the training phase, the encoder tries to learn the
function hW,b(
−−−−−−→
Contextt) ' ˆ−−−−−−→Contextt, where W and b are
the weights of the network’s edges. By putting constraints
on the neural network, we can discover an interesting
data structure, which is composed of limited numbers of
hidden units in each layer forcing the network to learn a
compressed latent representation of the contextual input.
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3.1.2 Unstructured Latent Contexts Extraction Using Prin-
cipal Component Analysis (PCA)
The second dimensionality reduction method that we apply
utilizes Principal Component Analysis (PCA) [9]. It extracts
latent contextual attributes by performing an orthogonal
transformation to convert the set of original contextual
variables, possibly having collinear dependencies, into a set
of new uncorrelated latent features (principal components),
each new feature being a linear combination of the original
features. PCA entails (a) computing the covariance matrix
of the original features (after a normalization process), (b)
calculating the eigenvectors and eigenvalues of the covari-
ance matrix, (c) ordering the eigenvectors according to their
matching eigenvalues, and (d) selecting eigenvectors cor-
responding to top-k largest eigenvalues. We decided to use
PCA for extracting latent contextual information because (a)
this is a popular rigorous dimensionality reduction method
and (b) it is linear- in contrast to the auto-encoder method
described in Section 3.1.1.
3.2 Hierarchical Latent Contexts Extraction
The goal of this step is to model latent contextual infor-
mation in a hierarchical manner in order to learn the most
recurrent contextual situations from unstructured latent con-
text vectors. For instance, if a latent context vector represents
the values of contextual factors such as ”noon,” ”loud,” ”not
moving” and ”location = (Warren Weaver Hall, NYU),” this
set of contexts collectively represents a recurrent situation of
attending a class lecture at NYU. Unlike unstructured latent
contexts, which represent a reduced set of non-hierarchical
contextual values reflecting the current context of the user,
hierarchical latent context is a set of contextual situations
specified at different granularity levels. For instance, more
granular contextual situations such as ”attending a class
lecture at NYU” and ”eating in the cafeteria at NYU” can be
aggregated to a higher-level contextual situation of ”being
located at the university” that is less granular than the two
previous contextual situations.
The process of constructing a hierarchical model is done
by grouping the set of all unstructured latent contextual
vectors into a finite set of clusters, each cluster representing
a particular implicit contextual situation. We apply ag-
glomerative hierarchical clustering (AHC) [33] to the latent
contextual vectors in order to automatically estimate the
number of contextual situations S that are represented as
clusters. Then we apply the k-means algorithm to group
similar latent contextual vectors into a contextual situation.
The hierarchical clustering approach would produce a hier-
archical tree structure, such as the one presented in Figure
3. As Figure 3 shows, for each latent contextual vector
−→
lcj in
the leaf of the tree, we find node shti at the hierarchy level ht
that is an ancestor of leaf node
−→
lcj . This node shti represents
a similar contextual situation for the latent contextual vector−→
lcj at level ht of the tree hierarchy. The final hierarchical
latent representation is the path of
−→
lcj from the leaf to the
top of the tree, which results in a set of contextual situations
shti at each hierarchy level ht ∈ H .
The levels of the tree hierarchy H are selected based
on how similar (or dissimilar) the situations (set of la-
tent contextual vectors) are. The similarity is computed
Fig. 3. Latent contextual situations hierarchy structure for obtaining
hierarchical latent contexts.
by the Ward’s minimum variance method [33]. Situations
that share the same ancestor in the same hierarchy level
ht are similar to each other and share the same contextual
patterns. In order to produce a hierarchical latent contextual
representation from the learned tree, we extract the hierar-
chical latent contextual vector
−→
hlc = [s1i, s2j , ..., s|H|t] for
each latent contextual vector
−→
lcj , each contextual situation
st reflects the similar situation for
−→
lcj at level ht of the
tree hierarchy. For example, the extracted hierarchical latent
contextual vector for
−−→
lc19, based on the tree in Figure 3, is−−−→
hlc19 = [s19, s26, s33, s41], corresponding to the hierarchy
levels h1, h2, h3 and h4.
Algorithm 1 describes the process of building a hi-
erarchical tree and extracting hierarchical latent contexts.
The input for the algorithm is the training set LC =
[
−→
lc1,
−→
lc2, ...,
−→
lcn], where each latent context instance
−→
lcj is a
compressed r-dimensional vector, containing r numerical
features that were extracted from the contextual features
based on auto-encoding or PCA (as described in Section
3.1). The second input is the stopping threshold α for the
AHC algorithm that is used to estimate the number of
contextual situations (clusters) S. The output of the algo-
rithm is the set of n hierarchical latent contextual vectors
res = [
−−→
hlc1,
−−→
hlc2, ...,
−−→
hlcn] for each of the corresponding
latent contextual vector
−→
lci in LC.
−−→
hlci is a vector that
composed of |H| contextual situations for each level ht ∈ H
of the tree hierarchy. H is determined automatically by the
structure of the tree and reflects the hierarchy levels of the
tree.
The algorithm starts with applying AHC with latent con-
textual vectors in order to estimate the number of contextual
situations S (line 2). The construction of the hierarchical tree
by applying AHC leads to a complexity ofO(n2) for n latent
contextual vectors. Then k-means clustering is applied in
order to improve the initial clustering obtained with AHC
(see lines 3 to 15). The k-means is an iterative relocation al-
gorithm until squared error achieves its minimal value [33].
In lines 4,12 the function NewMean calculates the mean of
all the latent contextual vectors in the contextual situation si.
The time complexity of the k-means is O(t∗s∗n∗r), for the
n (r-dimensional) latent contextual vectors, where s = |S| is
the number of clusters (contextual situations). In line 16, we
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compute the hierarchy levels of the tree by the updated con-
textual situations S and the set of latent contextual vectors
LC. This computing is done by selecting only the hierarchy
levels ht ∈ H in the tree that obtain more than 60% in their
variance values (ht ≥ ht−1 ∗ 1.6) that are computed by the
Ward’s variance method [34] (O(H)). Then, for each latent
contextual vector, we extract the hierarchical latent contexts
representation (see lines 17-20), which is computed by its
contextual situation in each level of the tree hierarchy. This
leads to a time complexity ofO(H∗n) for n latent contextual
vectors and H hierarchy levels. The result res (line 23) is
a set of hierarchical latent contexts, each of them is |H|-
dimensional and contains contextual situations at different
granularity levels of the tree.
The overall complexity of this step is O(n2), since the
construction of the hierarchical tree by applying AHC and
updating the contextual situations by using k-means re-
quires the computation of all pairwise similarities between
n latent contextual vectors.
Algorithm 1 Extracting Hierarchical Latent Contexts
Input: the training set LC that contains n latent contextual
vectors; the threshold α.
Output: the set of hierarchical latent contexts res.
1: O ← ∅, error ←∞
2: S ← AHC(LC,α)
3: for si ∈ S do
4: Update its mean meansi = NewMean(si)
5: end for
6: repeat
7: errorold = error
8: for latent contextual vector
−→
lcj ∈ LC do
9: Assign
−→
lcj to the closest contextual situation s ∈
S, such that ∀si ∈ S, MATCH(lcj , si) ≤
MATCH(lcj , s)
10: end for
11: for contextual situation si ∈ S do
12: Update meansi = NewMean(si)
13: end for
14: Compute error =
∑k
i=1
∑
lc∈si |MATCH(lc,meansi)|2
15: until errorold ≤ error
16: H ← GetTreeHierarchy(S,LC)
17: for
−→
lcj ∈ LC do
18: for level of hierarchy ht ∈ H do
19: hlct = assign
−→
lcj to the closest contextual situation
sht ∈ S at tree level ht
20: end for
21: res = res ∪ −→hlc
22: end for
23: return res
=0
3.3 User-Item Data Collection
In this subsection, we give an overview of the rating model
capturing user-item interactions, unstructured latent con-
textual vectors and structured (hierarchical) latent contexts.
We design a general latent context-aware recommendation
model, in which any CF-based model can be extended
to incorporate structured contextual information. We also
suggest a hybrid recommendation model that combines two
types of latent contextual representations in a complemen-
tary manner: unstructured and structured latent contexts.
The unstructured latent contextual representation is the
same as used in [7], where the original contextual fea-
tures are compressed by auto-encoding or PCA. The new
recommendation model adds a structured representation
of latent contexts, modeled in a hierarchical manner, in
order to describe multiple contextual situations at differ-
ent granularity levels. These situations describe the most
recurrent contextual situations from the unstructured latent
contextual vectors.
A single rating instance in our model has the following
structure: ru,i,l1,...,lk,hlc1,hlc2,...,hlch , where r is the actual
rating score, u ∈ U is the user ID, i ∈ I is the item’s ID,
l1, ..., lk =
−→
lc is the set of unstructured latent contextual
attributes, and hlc1, ..., hlch =
−→
hlc is the set of hierarchical
latent contextual attributes, where each hlct is the ID of a
contextual situation (cluster) from a finite set of contextual
situations st ∈ S. We normalize the contextual situation IDs
to a continuous number in the range of {0..1}.
3.4 Contextual Recommendation
We present two general variations of context-aware rec-
ommendation algorithms that extend CF-based approaches
and utilize structured and unstructured latent contextual
information. In particular, the first is the Hierarchical Latent
Context Model (HLCM) that utilizes structured latent con-
texts in a hierarchical manner, and the second is the Hybrid
Contexts Model (Hybrid) that combines the structured and
the unstructured latent contextual representations. We ex-
tend two specific CF-based models: (1) Matrix Factorization
(MF) described in [15], and (2) the IHSR model described
in [24], which considers implicit hierarchical structures of
items and users.
A general rating prediction model is presented in Equa-
tion 1. The input for the rating prediction is a target user
ID (u), a target item ID (i), the set of unstructured latent
contexts (l1, ..., lk), and the set of hierarchical latent contexts
(hlc1, ..., hlch). When the recommendation model utilizes
only hierarchical latent contexts (HLCM), the value of bi,j
is 0. We add structured and unstructured latent contextual
attributes and learning the set of parameters in the baseline
rating prediction rule, as follows:
rˆu,i,l1,...,lk,hlc1,...,hlch = Θ +
k∑
j=1
bi,j lj +
h∑
s=1
b′i,shlcs (1)
In this model, hierarchical latent contexts hlcs and un-
structured latent contexts lj can be added to any CF model
Θ that takes into account user and item representations.
The rating biases bi,j and b′i,s are used to fully reflect the
impact of the latent contextual attributes of a given item
i on the predicted rating. Furthermore, the unstructured
and structured latent context attributes (lj and hlcs) are
represented as continuous numbers in the range of {0..1}
in our model.
In this paper we focused on Θ being MF [15] for the
following reasons: (1) due to the representation of low-
dimensional hidden factors for items and users, MF is
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able to efficiently handle large datasets, sparseness of rat-
ing matrix and scalability problem of CF algorithm. This
representation also preserves user privacy, since users and
items are represented as latent factors. (2) MF easily allows
incorporation of additional information, such as multiple
forms of feedback, temporal dynamics, and confidence
levels. Hence, generalizing our recommendation model to
real-world applications is crucial for context inference and
modeling for recommender systems.
In order to show the generality of our model and the
importance of structured and unstructured latent contexts,
we also considered IHSR model [24] as Θ, since it learns
implicit hierarchies of users and items and significantly im-
proves MF. In general, Θ can be any other CF model, such as
memory-based approaches (user-based CF and item-based
CF) [35] and model-based approaches, such as clustering-
based algorithms [35]. In particular, the specific rating pre-
diction model with Θ being MF or IHSR is presented in
Equation 2:
rˆu,i,l1,...,lk,hlc1,...,hlch = bu+bi+vuq
T
i +
k∑
j=1
bi,j lj+
h∑
s=1
b′i,shlcs
(2)
• bu is the baseline estimator for user u. This parameter
captures the user rating bias. For example, a user
who tends to give high rating scores overall will have
a high baseline.
• bi is the baseline estimator for item i. This parameter
indicates the degree of popularity or the likelihood
of the given item.
• vu and qi are the rating score of a given user u to
item i. In the extension of MF, vu and qi are the
traditional latent factor vectors that map users and
items on a set of f common latent factor space, when
the multiplication of vuqTi is an approximation of the
original and sparse rating matrix. In the extension of
IHSR model, it is the rating score X(v, q) from user
uv to item iq .
• bi,j lj is the rating bias of item i under the unstruc-
tured latent contextual attribute j. bi,j = 0 for the
HLCM that utilize only hierarchical latent contexts.
• b′i,shlcs is the rating bias of a given item i under the
hierarchical (structured) latent contextual situation s.
We estimate the parameters of the rating model (as pre-
sented in Equation 2) by solving the following optimization
problem that aims at minimizing the squared error between
the predicted rating, according to the prediction rule and
the actual rating:
minvu,qi,bu,bi,j lj ,bi,shlcs
=
∑
r∈R
(ru,i,l1,..,lk,hlc1,...,hlch − bu − bi − vuqTi −
k∑
j=1
bi,j lj
−
h∑
s=1
b′i,shlcs)
2
+ λ(‖bu‖2 + ‖vu‖2 + ‖qui‖2 +
k∑
j=1
b2i,j lj +
h∑
s=1
b′i,s
2hlcs)
(3)
Note that the regularization term is used to minimize
overfitting, and it is controlled by the parameter λ to pe-
nalize the conditions where these variables are overfitted
to the observed data. To solve this optimization problem,
we apply an iterative stochastic gradient descent (SGD)
learning algorithm, having the following meta-parameters:
R - a rating dataset with unstructured and hierarchical latent
contexts, f - latent factors’ size for the components vu and qi,
k - the size of the unstructured latent contextual attributes,
h - the size of the hierarchical latent contextual situations, λ
- the regularization parameter, and γ - the learning step of
the gradient descent algorithm.
The output of the algorithm is the learned model with
values of vu, qi, bu, bi,j lj , bi,shlcs for users, items, unstruc-
tured latent contexts and hierarchical latent contexts.
3.5 Method Complexity
Our method is an extension of a CF model Θ (e.g., MF) with
unstructured and structured latent contextual information.
In particular, we use MF [15] or IHSR [24] as the base CF
model (Θ). Therefore, the time complexity of the CF model
is dependent on the complexity of Θ. The integration of
various contextual representations to the framework is done
by representing contextual information as structured or
unstructured latent context. The process of extracting latent
contextual vectors is done in two steps: (1) training an auto-
encoder (AE) with n contextual vectors for compressing
the original contextual features from l dimensions to a r-
dimensions (O(n∗l∗r)). The training of an AE is an iterative
process that is performed with stochastic gradient descent
through back propagation. (2) Extracting hierarchical latent
contexts from the unstructured latent contextual vectors.
This process includes the construction of hierarchical tree by
applying agglomerative hierarchical clustering with Ward’s
variance method [34], which is O(n2) computational com-
plexity for the clustering of n observations.
4 EXPERIMENTS
In this section we present several experiments investigating
whether our proposed latent contextual recommendation
models (HLCM and Hybrid) can achieve better performance
compared to other state-of-the-art recommendation meth-
ods. The experiments are performed on six different datasets
described in the next section.
4.1 Datasets
We use the following six context-aware datasets in our
study containing different contextual dimensions: two pri-
vate datasets containing mobile data (Hearo [7] and CARS
[36]), one private dataset containing music listening logs
(Spotify), and three public datasets across multiple domains
(LDOS-CoMoDa [37], Frappe [38] and Yelp1):
(1) Hearo. This high-dimensional context-aware dataset
was used by Unger et al. [7] and provided by the authors.
The data derived from a field experiment in which users
interacted with a recommender system that provided rec-
ommendations of points of interest (POIs) obtained from the
1. https://www.yelp.com/dataset/challenge
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TABLE 1
Description of Context-Aware Datasets
Hearo Dataset CARS Dataset Spotify Dataset LDOS-CoMoDa Dataset Frappe Dataset Yelp Dataset
num of users 77 98 7,108,598 112 957 451,341
number of items 228 1,918 4,019,103 1,232 4,082 80,796
num of ratings 7,416 38,900 1,235,653,977 2,294 96,204 3,383,536
rating scale 0-1 dislike (1), like (3), and check-in (5) listening percent (0-1) 1-5 0-4.46 1-5
rating sparsity 57.75% 96.41% 99.99% 98.34% 97.54% 99.99%
num of contextual dimensions 16 14 5 12 3 2
num of contextual features 523 247 16 32 22 9
contextual dimensions time, location, ringer mode, time, weather, ringer mode, time, location, time, location, time, time,
battery, activity recognition, accelerometer, orientation, type of device, day type, dominantEmo, location, city
light, accelerometer, orientation, location, running applications, connected resources, endEmo, mood, weather
application traffic, gravity, screen log, battery, light, user intent social, physical,
microphone, screen, weather, network traffic, gravity, decision, interaction,
magnetic field, cell state microphone, magnetic field weather, season
Foursquare API and received users’ binary ratings about the
recommendations provided. The ratings being obtained by
77 users and associated with 523 contextual features. The
contextual features were extracted from multiple contextual
dimensions, such as accelerometer, microphone, battery,
gravity, GPS, etc. For each contextual dimension, various
statistical contextual features were extracted, such as aver-
age, standard deviation, root mean square, entropy, etc.
(2) CARS. This high-dimensional context-aware dataset
was used by Unger et al. [36] and provided by the authors. It
contains 38,900 explicit 5-scale ratings (1-dislike, 3-like, and
5-check-in) of 1,918 Foursquare POIs, each rating being asso-
ciated with 247 contextual features. The data was collected
from various types of contextual dimensions that included
environmental information, user activity, mobile state, and
user behavioral data.
(3) LDOS-CoMoDa. This is a publicly available context-
aware dataset [37] comprised of movie data collected from
surveys. It contains 2,294 5-scale ratings for the movies and
32 contextual features describing the situation in which the
movies were consumed, including time in a day, location,
day of the week, and three emotional variables. The dataset
does not include the specific timestamp of each user inter-
action with the system.
(4) Frappe. This implicit feedback dataset is collected
from a context-aware personalized recommender of mobile
apps [38]. We used 3 contextual dimensions for experimen-
tal evaluations, including time (time of the day, day of the
week), location and weather. This data captures the usage
frequencies of an app by each user within 2 months. We
employ a log transformation on the raw frequency numbers
which results in a rating scale of 0-4.46. Overall, the data
contained 96,204 ratings. The dataset does not include the
specific timestamp of each user interaction with the system.
(5) Yelp. This is a large-scale dataset. Since the original
data was highly sparse, we retained users and items with
at least 10 interactions. This results in a subset of data
containing 451,341 users, 80,796 items, and 3,383,536 inter-
actions. We use the contextual dimensions time and location
and their corresponding extracted contextual features: year,
month, day of the week, and city.
(6) Spotify. This is a private dataset provided by a mo-
bile music recommendation company. The data represents
one week of listening records and contains 7,108,598 users,
4,019,103 items, and 1,235,653,977 interactions. We use the
following contextual features: 4 features about the user’s
region, 9 features about the product and platform of the
user’s device, day of the week, time of the day and the
user interface context (home, search, library, radio, browse,
other). Overall we have 16 contextual features associated
with each user interaction in the system. For the rating
prediction task, we predict the percent of the song listening.
For each of the datasets, we normalized the contextual
features to a scale of 0 to 1 and transformed nominal
features to binary features. The overall number of contextual
features (after normalization) and the characteristics of the
five datasets are summarized in Table 1.
4.2 Baselines
In order to test the proposed methods, we conducted a series
of offline simulations with each of the datasets. We used the
following four recommendation models as baselines:
• Matrix Factorization (MF) [15] - a method that charac-
terizes both users and items by latent vectors inferred
from observed ratings.
• Implicit Hierarchical Structure (IHSR) [24] - the exten-
sion of MF with implicit hierarchical structures of
items and users.
• Factorization Machines (FM) [16] - a generic approach
that combines the flexibility of feature engineering
with factorization models. We use LibFM2 to imple-
ment the method.
• Convolutional Factorization Machines (CFM) [4] - a
deep learning approach that automatically learns
feature interactions using independent embedding
dimensions and implicit high-order interaction mod-
eling. We use the explicit contextual attributes to
represent user context in the model.
• Explicit Contexts Model (ECM) [17] - the extension
of MF by considering different influences of explicit
contextual attributes on the item bias. For explicit
context features, we followed [17] and chose the time
of day, time of week, and weather.
• Latent Contexts Model (LCM) [7] - the extension of
MF by considering only unstructured latent context
vectors that were extracted by PCA method or an
auto-encoder model, as described in section 3.1.1.
And we compared them with our proposed models:
• Hierarchical Latent Contexts Model (HLCMMF ) -
our proposed hierarchical latent model which ex-
tends MF with only hierarchical latent contextual
2. http://www.libfm.org
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attributes, as described in section 3.4. HLCMIHSR
extends the IHSR model with hierarchical latent con-
texts.
• Hybrid Contexts Model (HybridMF ) - our proposed
model which extends MF and takes into consid-
eration both unstructured and hierarchical latent
contexts, as described in section 3.4. HybridIHSR
extends the IHSR model with unstructured and hi-
erarchical latent contexts.
4.3 Evaluation protocols
According to the principles of cross-validation, we divide
each of the context-aware datasets into ten subsets, and ran-
domly split each subset into three portions: 80% for training,
10% for validation, and 10% for testing. The validation set is
used for tuning hyper-parameters for the recommendation
model training, and the final performance comparison is
conducted on the test set. The final results are the mean of
the ten experiments. We also applied a time-based evalua-
tion strategy with the datasets that contained the timestamp
feature (i.e., Hearo, CARS, Spotify and Yelp). The splitting
ratio was 80:20 for training and testing respectively, and the
ratings were split in that proportion according to the ratings’
timestamps. We evaluated the rating prediction accuracy
with two metrics: the root mean squared error (RMSE) and
the mean absolute error (MAE) [13].
For each of the datasets used in our study, we extracted
latent contextual information based on the contextual fea-
tures of that dataset. To do that, we trained the autoencoder
(AE) network (as shown in Figure 2) containing five layers
(2 input layers, 1 compressed layer of latent contexts and
2 output layers). For the CARS dataset, we trained the AE
with (247, 120, 40, 120, 247) units in layers (2 input layers, 1
compressed layer and 2 output layers) respectively. For the
Hearo, Spotify, LDOS-CoMoDa, Frappe and Yelp datasets,
we trained the AE with (523, 260, 80, 260, 523), (16, 10,
5, 10, 16), (32, 20, 12, 20, 32), (22, 14, 8, 14, 22) and (9, 5,
3, 5, 9) units in each of the (2 input layers, 1 compressed
layer and 2 output layers) layers respectively. The number of
units in the compressed layer, which represents the number
of unstructured latent contexts, was determined by cross-
validation in a separate calibration process for each dataset.
We randomly initialized the AE parameters using Gaussian
distribution (with mean of 0 and the standard deviation
of 0.01), optimizing the model with Adam algorithm. We
tested the batch size of [128, 256, 512, 1024], and the learning
rate of [0.0001, 0.0005, 0.001, 0.005]. When evaluating the
latent contexts extraction models, we applied and compared
both the auto-encoding and the PCA methods for obtaining
unstructured latent contexts. We show the best results ob-
tained by the auto-encoding method.
5 HIERARCHICAL LATENT CONTEXTS ANALYSIS:
A CASE STUDY
As described in Section 3.2, hierarchical latent contexts are
learned by recognizing similar latent contextual patterns us-
ing hierarchical clustering methods. In order to demonstrate
the necessity of modeling the hierarchical structure of latent
contexts for the recommendation process, we visualize the
Fig. 4. T-SNE graph of the latent context’s vector space with hierarchical
contextual situations applied for LDOS-CoMoDa dataset.
unstructured latent contextual space by using the t-SNE
method (t-distributed stochastic neighbor embedding) [39]
with LDOS-CoMoDa dataset. By applying t-SNE, we show
the hierarchical nature of the latent space, which is reduced
to two-dimensions. We illustrate that similar latent context
points, that are clustered together, can be represented by a
particular contextual situation derived from our hierarchical
latent representation model. Moreover, we can also show the
importance of aggregating clusters in a hierarchical manner
for better representing high-level contextual situations.
The output graph obtained from applying t-SNE con-
tains a set of clustered points, each of them representing a
latent contextual vector, as presented in Figure 4. A different
color is used for each cluster (cluster 1- red, cluster 2-
green, cluster 3- blue, and cluster 4- purple). Separate from
generating the t-SNE graph, we constructed a hierarchical
latent contextual tree (as explained in Section 3.2 and shown
in Figure 5) in order to extract hierarchical latent contexts
for each latent contextual vector. Then, we matched each
latent contextual point from the t-SNE graph to its extracted
hierarchical latent contextual situation sh,i. As shown in
Figure 4, we marked groups of latent contextual instances
that belong to the same contextual situation in a circle and
named each group with its contextual situation.
Although the training process of the hierarchical tree was
done on all the latent contextual vectors of LDOS-CoMoDa
dataset (2,294 ratings, as presented in Section 4.1), we used
only two randomly selected users that rated 102 movies
in total because we would like to comprehend the latent
contextual space and its hierarchical structure using only
few (102) examples that can be clearly visualized. As is
shown in Figure 5, the partial tree has 102 leaves (shown as
colored circles) representing the extracted latent contextual
vectors for the two users, each latent contextual vector
having 12 latent attributes. Then, we applied t-SNE with
the latent contextual vectors to reduce their dimensionality
to a two-dimensional space, thus producing a t-SNE graph
with two-dimensional latent contextual points. We added
the corresponding contextual situations from the learned
tree (marked as a circle and named as sh,i in Figure 4) for
each point in the t-SNE graph.
It can be seen from Figure 4 that similar latent contextual
vectors, that are close to each other, are grouped into a
similar contextual situation. This illustrates our assumption,
expressed in Section 3.2, that similar contextual patterns
can be revealed by clustering unstructured latent contextual
vectors. In addition, we can observe from Figure 4 the
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Fig. 5. Example of the hierarchical latent contextual model applied for
the LDOS-CoMoDa dataset.
hierarchical nature of latent contextual vectors, which can
be grouped into several contextual situations at different
granularity levels. For example, from Figures 4 and 5 we
can see the red cluster, which corresponds to our extracted
contextual situation s21. s21 contains 61 latent contextual
instances that are divided into three lower level contextual
situations: s11, s12, and s13, each of them contains 57, 2,
and 2 instances respectively. We can also notice that a
single contextual instance (marked as blue in Figure 4) was
grouped in our hierarchical tree to a contextual situation
s23, although this point in the t-SNE graph is very close to
the green instances that belong to the contextual situation
s22. This phenomenon can be explained by the fact that the
t-SNE graph contains only a part of the latent contextual
instances extracted from the LDOS-CoMoDa dataset. Since
we chose to show only the latent contextual instances of
two users, the instances of other users may share other
contextual patterns with this instance.
In order to further investigate this phenomenon and bet-
ter understand the meaning of each contextual situation, we
show the original contextual feature space for each extracted
contextual situation, as shown in Figure 6. Since for each
contextual situation there are multiple instances (i.e., s12
contains 4 instances), we randomly selected one instance
from the dataset that represents each contextual situation.
We can notice from Figures 5 and 6 that both of the red (s11
and s13) and green (s112 and s111) situations, which were
clustered to a higher-level contextual situation s31, share
”Happy” and ”Neutral” moods, while watching a movie,
which confirms that a meaningful contextual situation was
revealed by our structural model of the hierarchical tree.
In addition, we can notice the main differences between
their corresponding higher-level contextual situations s21
and s22: the red cluster s21 that contains s11 and s13 and
the green cluster that contains s112 and s111 are different in
their location and the end emotion values. Hence, different
emotions and locations differentiate between the learned
contextual situations s21 and s22. We can also notice that the
blue instance, which belongs to situation s130, has a negative
mood, as opposed to the green instances s112 and s111 that
have ”Positive” or ”Neutral” moods. This further highlight
the necessity of the hierarchical structure, which can reveal
unique patterns within the latent contextual values. As
we can also notice from Figure 5, the blue (s130) and the
purple (s138 and s136) clusters were grouped into the same
higher-level contextual situation s42 in the 4th level of the
hierarchical tree presented in Figure 5. This is probably
Fig. 6. Original contextual features and their corresponding learned
contextual situations.
because most of their instances share negative moods, as
shown in Figure 6.
We can also notice the dimensionality difference between
latent contextual vectors and hierarchical latent vectors.
While the unstructured latent contextual vectors were ex-
tracted by an auto-encoding method and were represented
by 12 latent values (out of 32 normalized and binary contex-
tual features), the hierarchical latent vectors were modeled
by 4 contextual situations that were automatically obtained
from the path of each latent contextual vector in the tree,
as explained in Section 3.2. Therefore, the representation of
hierarchical latent vectors is more compact than the latent
vector representation and can help better find meaningful
contextual situations in latent contexts.
6 RESULTS
We present the rating prediction results of our two proposed
methods HLCM and Hybrid for the high-, medium- and
low-dimensional context-aware datasets, using two split-
ting strategies: 10-fold cross-validation (CV) and time-based
splitting strategy. Table 2 illustrates the rating prediction
performance with respect to RMSE and MAE on two high-
dimensional context-aware datasets, Hearo and CARS, that
contain 523 and 247 contextual features respectively. The
best results in each column are denoted in bold, while
results that are statistically significant (p < 0.05) are denoted
by an asterisk (*).
Table 2 shows that our new representation of hierarchical
latent contexts model (HLCM) consistently achieves the
best performance on both metrics and on both datasets
with respect to the other baselines. From the table, we
have the following observations. First, context-aware mod-
els outperform context-unaware models MF and IHSR,
which confirms the fact that contextual information is an
important factor to recommender systems. Second, we can
notice that the models of factorization machines (FM) and
Convolutional FM (CFM) achieved better results than most
of existing context-aware models (ECM and LCM) for the
CARS dataset. This can be explained by the fact that CARS
dataset has 38,900 ratings, while Hearo dataset has only
7,416 ratings. Hence, when relevant data exists, FM and
CFM can be trained more accurately to find high-order
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TABLE 2
Results of Rating Prediction on High-Dimensional Context Datasets
Hearo Dataset CARS Dataset
10-fold CV Time-based 10-fold CV Time-based
Model RMSE MAE RMSE MAE RMSE MAE RMSE MAE
MF 0.441 0.385 0.461 0.412 0.489 0.397 0.509 0.415
IHSR 0.43 0.379 0.452 0.391 0.467 0.373 0.484 0.396
FM 0.433 0.377 0.454 0.393 0.356 0.28 0.38 0.301
CFM 0.429 0.359 0.451 0.386 0.35 0.274 0.371 0.296
ECM 0.428 0.332 0.449 0.348 0.395 0.301 0.412 0.314
LCM 0.426 0.324 0.442 0.335 0.381 0.319 0.394 0.33
HLCMMF 0.421 0.321 0.436 0.331 0.315 0.24 0.337 0.26
HLCMIHSR 0.418 0.319 0.434 0.328 0.314 0.238 0.331 0.256
HybridMF 0.402* 0.306* 0.418* 0.309* 0.312* 0.231* 0.329* 0.242*
HybridIHSR 0.392* 0.301* 0.410* 0.3* 0.309* 0.229* 0.325* 0.239*
correlations and can significantly improve recommenda-
tion accuracy. Third, our hierarchical latent contexts model
consistently outperforms all other baselines in both vari-
ations of MF and IHSR. In particular, the extension of
IHSR achieves significantly better results: in the 10-fold CV
setting, HLCMIHSR obtains improvements over the best
baseline by 1.9% in RMSE and 1.6% in MAE on Hearo
dataset. On CARS dataset, HLCMIHSR improves over the
best baseline CFM by 11.5% and 15.1% in terms of in RMSE
and MAE respectively in the 10-fold CV setting, and 12.1%
and 15.6% in RMSE and MAE respectively in the time-
based setting. This observation confirms our assumption
that the hierarchical representation better captures latent
contextual information than the unstructured vector-based
approach, since it identifies complex contextual situations
that improve recommendation performance.
Finally, we can observe that the hybrid approach de-
scribed in section 3.4, which combines hierarchical and
unstructured latent contexts vectors, leads to substantial
performance improvements in context-aware recommen-
dations and significantly outperforms all other baselines.
The hybrid approach obtains improvements over the best
baseline HLCMIHSR by 6.6% in RMSE and in 5.98% MAE
on Hearo dataset in the 10-fold CV setting, and 5.85%
and 9.33% in terms of RMSE and MAE respectively in the
time-based setting. On CARS dataset the hybrid approach
improves over the best baseline by 1.61% in RMSE and
3.93% in MAE in the 10-fold CV setting, and similar results
were obtained in the time-based setting. This observation
indicates the importance of incorporating two types of latent
contextual representations into the recommendation model;
the first is the actual value of the context provided by the
unstructured latent contextual vector, and the second is the
contextual situations at different granularity levels that are
provided by the hierarchical latent contexts.
In Table 3, we present the rating prediction results on the
medium-dimensional context-aware dataset LDOS-CoMoDa,
which contains 12 contextual dimensions. We can observe
that our proposed approaches of HLCM and Hybrid that
extend the IHSR model achieve significantly better per-
formance than all the other baseline models. Therefore, it
further confirms the usefulness of hierarchical latent con-
texts for better recommendations. In addition, the rating
performance of CFM was superior to the existing context-
aware models, as it outperforms ECM and LCM models and
better captures higher-order feature interactions. Another
TABLE 3
Results of Rating Prediction on a Medium-Dimensional Context Dataset
LDOS-CoMoDa Dataset
Model RMSE MAE
MF 1.45 1.1
IHSR 1.43 1.08
FM 1.4 1.09
CFM 1.4 1.08
ECM 1.43 1.1
LCM 1.41 1.09
HLCMMF 1.38 1.07
HLCMIHSR 1.36 1.05
HybridMF 1.26* 0.99*
HybridIHSR 1.23* 0.97*
major contribution of hierarchical latent contexts can be
seen in this medium-dimensional setting, where the hybrid
approach performed much better than the HLCM. Specif-
ically, in the 10-fold CV setting the hybrid approach that
extends IHSR (HybridIHSR) improves the best baseline
CFM by 13.8% and 11.3% in terms of RMSE and MAE
respectively. This further verifies the substantial influence
of combining hierarchical and unstructured latent contexts
together. Therefore, we can conclude that in settings when
contextual dimension is medium or high, unstructured la-
tent contextual vectors and hierarchical contextual situa-
tions are complementary to each other and result in the best
rating performance.
In order to further highlight the impact of hierarchical la-
tent contexts on the results accuracy, we examined how lim-
ited number of contextual dimensions affected the recom-
mendation accuracy, as shown in Table 4. We evaluated our
hierarchical latent context model on three low-dimensional
datasets: Spotify, Frappe and Yelp, which contain 5, 3 and
2 contextual dimensions respectively. The results show that
the hybrid model extending the IHSR model consistently
achieves the best performance on both metrics and on all
datasets with related to the other baselines. From Table 4 we
have three main observations. First, we can observe that our
proposed approach of HLCMIHSR utilizing only hierarchi-
cal latent contexts obtained slightly better results than LCM
and ECM on the Frappe dataset. This phenomenon can be
explained by the fact that reducing the dimension of the con-
text causes simpler and limited number of learned contex-
tual situations. Hence, when we extract hierarchical latent
contexts from low-dimensional contextual space, the hier-
archical information can become sparse and uninformative
since it represents the recurrent latent contextual patterns.
Second, on the Yelp and Spotify datasets, adding hierarchi-
cal latent contexts in the HLCMIHSR model improves the
other baselines in terms of MAE and RMSE for both splitting
methods. This observation confirms our assumption that in
big-scale environments, complex contextual situations can
be learned efficiently, even when context space is low. In
addition, we can observe the impact of the application of
deep learning on the recommendation results, as in most of
the cases CFM achieves the best performance with related
to the other context-aware baselines. Third, we can observe
that the hybrid approach, utilizing both hierarchical and
unstructured latent contexts, improves HLCM approach in
terms of all rating measures. Specifically, in the time-based
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TABLE 4
Results of Rating Prediction on Low-Dimensional Context Datasets
Spotify Dataset Frappe Dataset Yelp Dataset
10-fold CV Time-based 10-fold CV 10-fold CV Time-based
Model RMSE MAE RMSE MAE RMSE MAE
MF 0.287 0.258 0.293 0.261 0.786 0.624 1.128 0.889 1.16 0.89
IHSR 0.28 0.251 0.285 0.254 0.764 0.61 1.11 0.875 1.148 0.885
FM 0.262 0.237 0.268 0.242 0.71 0.55 1.109 0.872 1.141 0.881
CFM 0.259 0.22 0.265 0.224 0.7 0.53 1.1 0.87 1.135 0.876
ECM 0.265 0.239 0.27 0.243 0.69 0.523 1.11 0.876 1.146 0.883
LCM 0.259 0.221 0.264 0.223 0.689 0.522 1.103 0.869 1.132 0.871
HLCMMF 0.254 0.218 0.262 0.22 0.691 0.526 1.098 0.859 1.131 0.868
HLCMIHSR 0.249 0.212 0.259 0.218 0.688 0.524 1.092 0.853 1.128 0.865
HybridMF 0.248* 0.21* 0.259* 0.219* 0.688* 0.52* 1.077* 0.846* 1.09* 0.851*
HybridIHSR 0.238* 0.197* 0.246* 0.209* 0.686* 0.51* 1.074* 0.841* 1.08* 0.85*
splitting setting the hybrid approach HybridIHSR obtains
improvements over the best baseline LCM by 4.8% in RMSE
and 2.47% in MAE on the Yelp dataset, 8.8% in RMSE and
12.18% in MAE on the Spotify dataset, and on the Frappe
dataset the improvement of the hybrid approach is negligi-
ble. Similar results were obtained in the 10-fold CV setting.
This observation indicates that when the contextual space is
small, utilizing both latent and hierarchical latent contexts
in the hybrid approach can still produce comparable results
and significantly improve recommendation accuracy.
7 CONCLUSION
In this paper we proposed a novel representation of latent
contextual information defined in a hierarchical manner
for recommender systems. This hierarchical latent repre-
sentation captures latent contextual information better than
the unstructured vector-based approach since it identifies
the patterns of latent contextual information, referred as
contextual situations, that are useful for the conceptual un-
derstanding of latent contexts. This representation is more
compact than the latent vector representation and can help
better find meaningful contextual situations and can over-
come the sparsity problem of context-aware recommender
systems.
We presented two novel latent context-aware recommen-
dation models that extend traditional CF-based models by
utilizing latent context information in a hierarchical and
unstructured manner. The first is a contextual recommen-
dation model that incorporates hierarchical latent contexts
(HLCM) and the second is a hybrid contextual recommen-
dation model that utilizes hierarchical and unstructured
latent contexts in a complementary manner. We conducted
several experiments to compare our approaches to state-of-
the-art recommendation models, with respect to RMSE and
MAE measures.
Experimental results on six context-aware datasets
showed that our models significantly outperform baseline
context-aware methods used for rating prediction task.
Specifically, we showed that the suggested recommendation
model utilizing hierarchical latent contexts (HLCM) was
superior to the latent context baseline model (CFM) in terms
of the RMSE and MAE metrics, especially for the medium
to high-dimensional cases. We also observed that utilizing
both hierarchical latent contexts and unstructured latent
contexts in a hybrid approach significantly achieves the best
performance on all datasets. We demonstrated that for the
high-dimensional contextual case, a relatively small size of
contextual situations is what you actually need to make
the recommendation process effective, while for settings
with medium or low-dimensional context, it is preferable
to utilize both latent context and hierarchical latent context
for improving recommendation accuracy.
We believe that the explainabilty of the hierarchical
model is one of the limitations of our work. Since the
construction of hierarchical latent contexts is done in a latent
space with poorly interpretable numerical data, labeling
and annotating latent contextual situations is a complex
task. Unlike topic modeling and similar problems in explicit
feature spaces, such interpretation still remains challenging
and requires conducting extensive additional research.
The hierarchical latent contextual representation can be
important beyond its applicability in recommender systems
and can be used for other domains. For example, it can
be used by marketers to understand complex contexts of
customer actions and by data scientists in general for de-
veloping better predictive models, such as predicting if a
customer would respond to a mobile phone’s ad in the
contextual situation of him entering a shopping mall on
Saturday evening with his girlfriend. In addition, since it
still remains unclear if improvements on rating prediction
measures like RMSE translate into more effective recom-
mendations, it is also important to measure the impact
of supporting hierarchical latent contexts in recommender
systems using business performance metrics, such as CTR,
adoption and conversion rates, and increased sales and
revenues, as opposed to using classical ML metrics, such
as RMSE, F-measure, etc. We plan to work on these issues
as part of our future research.
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