The performance of Bayes estimators depend on the form of the prior distribution and the assumed loss function. This paper resolves the problem of estimation of one parameter decapitated generalized Poisson distribution; using a class of improper prior distributions under symmetric and asymmetric loss functions. The statistical performances of the Bayes estimates with respect to different priors and loss functions are illustrated for a data set and a simulation study.
Introduction
Discrete distributions are finding their way into Bayesian analysis. The literature dealing with discrete distributions is sparse as far as Bayesian inference is concerned. For a bibliography of relevant literature, see Hassan et al (2007a Hassan et al ( , 2007b , Hassan and Khan (2009) . Considering a random variable X that follows a decapitated generalized Poisson distribution (DGPD) with one parameter  when the other parameter  is assumed to be known, the probability function of X is given by 
It is observed that at  = 0, the distribution (1) reduces to David and Johnson's (1952) truncated Poisson distribution. Hassan et al (2007a) studied Bayes estimator and reliability function of parameter  of DGPD by considering a noninformative prior, when the other parameter is assumed to be known. For a bibliography of relevant literature see Jani and Shah (1981) , Consul and Famoye (1989) , Consul (1989) , Johnson, Kotz and Kemp (1992) and Consul and Famoye (2006) . 
Prior Distribution
The Bayesian formulation requires appropriate prior(s) for the parameter(s). If we have enough information that can help us to go for an informative prior, it would certainly be preferred over all other choices. Otherwise it is better to stick to noninformative or vague priors. In this paper, we have considered the following prior (See Upadhyay et al. (2001) , Singpurwalla (2006) ). 
Here c = 0 leads to a diffuse prior and c = 1 to a non-informative prior.
Loss Function
From a theoretical decision perspective, in order to select the 'best' estimator, a loss function must be specified and the loss function is used to represent a penalty associated with each of the possible estimates. Traditionally, most authors use the simple squared error loss function to obtain the posterior mean as the Bayesian estimate. However, in practice, the real loss function is often not symmetric. In recent years, many authors have considered asymmetric loss functions. Here we consider symmetric as well as asymmetric loss functions for our Bayesian analysis.
1.
The first loss function considered is a quadratic loss function and is given by The second loss function considered is the General entropy loss function. In many practical situations; it appears to be more realistic to express the loss, in terms of ratio ( /  ). Calabria and Pulcini (1996) proposed a loss function called General Entropy Loss Function of the form:
where the minimum occurs when
This loss is a generalization of the Entropy loss, referred to by several authors (see, Dey et al (1987) and Dey and Liu (1992) ), where the shape parameter p is equal to 1.The Bayes estimator for the parameter  (when w = 1) under General Entropy loss may be defined as
exists, and is finite. The proper choice for p is a challenging problem for analyst as it reflects the asymmetry of the loss function in a given practical situation. A discussion towards finding a solution for such type of problem is available in Calabria and Pulcini (1996) .
3.
The third loss function is the squared log error loss function proposed by Brown (1968) , and is defined as The posterior expectation of (5) is
Under the squared log error loss function, the Bayes estimator for parameter  of DGPD is the value which minimizes (6). ( , ) log log log( ) 
From Figure ( 
Bayes estimator under quadratic loss function (BEQF)
Under prior (3), The Bayes estimator for the parameter  with the posterior density (7) is given by
Bayes estimator under general entropy loss function (GELF)
After simplification, we get
Remark  When p = 1, the Bayes estimator (9) coincides with the Bayes estimator under the weighted squared error loss function of the form 
Bayes estimator under squared log error loss function (BESLF)
Under the above prior (3) and posterior distribution (7) and using the squared log error loss function, the Bayes estimator for parameter  of DGPD is the value which minimizes (6). It is computed as
After algebraic manipulation, 
log ( 1) is the digamma function.
Hence, we have, 
Simulation and Discussion
This Tables 5 and 6 present results for α = 2 and β = 1/6 and 1/8. We summarize the results as follows.
1.
Tables 3 -6, illustrate that our prior underestimates the true value of the parameter  under all loss functions irrespective of the value of c , but under the entropy loss function, with negative values of p , present values nearer to the true value of the parameter. We also observe that for any ( , )  pair and sample size n , the entropy loss function with negative 
3.
On the basis of the above observation, we conclude that the MSE's of Bayes estimators are not responsive to the choices of the parameter c when n  30. Finally, the Bayes estimator using the General entropy loss function could be effectively employed, instead of Bayes estimators using a quadratic loss and squared log error loss functions with a proper choice of p .
Application and Conclusion
In this section we compare the several proposed estimation techniques based on a data set. Assuming that only the counts are given, rather than the ordered raw data, we fit the decapitated generalized Poisson distribution to the data via Bayesian methods. The data set given in Table 1 consists of frequency of trisomy among karyotyped spontaneous abortions of pregnancies, by calendar month of the last menstrual period, for the period of July 1975 to June 1977, in three New York hospitals. For details of the data, see Wallenstein (1980) . To calculate Bayesian estimators, we have used several values of  and c for this data set, we notice that the  = 1/8 and c = 1 provide reasonable fit to the data set. In Table 2 we see that the fitted probabilities corresponding to three different estimators effectively echo the same trend of inference as seen in the simulation study. n c n c n c n c 
