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ABSTRACT
Wepresent a solution to the first-hitting time stochastic reach-
ability problem for extremely high-dimensional stochastic
dynamical systems. Our approach takes advantage of a non-
parametric learning technique known as conditional distri-
bution embeddings to model the stochastic kernel using a
data-driven approach. By embedding the dynamics and un-
certainty within a reproducing kernel Hilbert space, it be-
comes possible to compute the safety probabilities for sto-
chastic reachability problems as simple matrix operations
and inner products. We employ a convergent approxima-
tion technique, random Fourier features, in order to accom-
modate the large sample sets needed for high-dimensional
systems. This technique avoids the curse of dimensionality,
and enables the computation of safety probabilities for high-
dimensional systems without prior knowledge of the struc-
ture of the dynamics or uncertainty. We validate this ap-
proach on a double integrator system, and demonstrate its
capabilities on amillion-dimensional, nonlinear, non-Gauss-
ian, repeated planar quadrotor system.
CCS CONCEPTS
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chastic control and optimization.
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1 INTRODUCTION
Stochastic reachability is an established verification tech-
nique which is used to compute the likelihood that a system
will reach a desired state without violating a predefined set
of safety constraints. The solutions to stochastic reachabil-
ity problems are broadly framed in terms of a dynamic pro-
gram [1, 31], which scales poorly with the dimensionality of
the system. Methods using approximate dynamic program-
ming [12], particle filtering [14, 17], and abstractions [28]
have been posed, but are limited to systems of moderate di-
mensionality. Optimization-based solutions have garnered
modest computational tractability via chance constraints [14,
38], sampling methods [22, 33, 34], and convex optimization
with Fourier transforms [36, 37], but are limited to linear dy-
namical systems and Gaussian or log-concave disturbances.
Recent work in reachability for non-stochastic, linear dy-
namical systems has accommodated systems with up to a
billion dimensions [4–6], an unprecendented size. However,
comparably scalable solutions for stochastic systems, even
with considerable structure in the dynamics and in the un-
certainty, remain elusive.
We propose a model-free method for stochastic reachabil-
ity analysis of extremely high-dimensional systems using a
class of machine learning techniques known as kernel meth-
ods. Kernel methods [23] employ a data-driven approach
to perform functional analysis in a high-dimensional space.
Kernel methods are advantageous because they are agnos-
tic to structure in the dynamics or the uncertainty, meaning
that they are amenable to generic Markov control processes,
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and they avoid numerical integration by approximating in-
tegrals via inner products. These techniques scale exponen-
tially with the number of samples, meaning that they can
suffer from computational complexity and memory storage
requirements. This can be prohibitive for high-dimensional
systems, whichmay require a large number of samples in or-
der to effectively capture the dynamics of the system. The
utility of kernel methods for the terminal-hitting time prob-
lem has been demonstrated for systems of up to 10,000 dimen-
sions [32], but the jump to a million presents significant
computational challenges.
Our approach exploits a nonparametric learning technique
known as conditional distribution embeddings [25–27]which
has traditionally been applied to POMDPs [11, 15] and more
recently to stochastic optimal control [7]. Distribution em-
beddings extend the data-driven regression techniques af-
forded by kernel methods to statistical measures and prob-
ability distributions. These methods are closely related to
Gaussian processes [39], but do not impose the same as-
sumptions about the noise. To facilitate stocahstic reacha-
bility calculations for extremely high-dimensional systems,
we couple kernel distribution embeddings with a technique
known as random Fourier features [20], that uses an empir-
ical Fourier approximation to deal with large sample sets.
The main contribution of this paper is an application of ran-
dom Fourier features to compute an efficient model-free ap-
proximation of the safety probabilities for high-dimensional
systems.
The paper is outlined as follows. Section 2 formulates the
problem. Section 3 outlines the use of conditional distribu-
tion embeddings to perform safety verification for the first-
hitting time problem. Section 4 describes the application of
random Fourier features in order to compute the safety prob-
abilities for high-dimensional systems. In section 5, we demon-
strate our approach on two examples: a stochastic chain
of integrators in order to demonstrate the feasibility of the
technique, and a repeated planar quadrotor example to demon-
strate the approach for a high-dimensional system up to one
million dimensions.
2 PROBLEM FORMULATION
The following notation is used throughout the paper. For
any nonempty space Ω, the indicator 1A : Ω → {0, 1} of
A ⊂ Ω is a function defined such that 1A(ω) = 1 if ω ∈ A,
and 1A(ω) = 0 if ω < A.
Let (Ω,F(Ω), Pr) define a probability space, where F (Ω)
denotes the σ -algebra relative to Ω, and Pr is the assigned
probability measure. When Ω ≡ ℜ, let B(Ω) denote the
Borel σ -algebra associated with Ω. Given i ∈ N random vari-
ables x i , which are measurable functions on (Ω,F (Ω), Pr),
let x = [x1, . . . ,xn]⊤ be a random vector defined on the in-
duced probability space (Ωn,F (Ωn), Prx ), where Prx is the
induced probability measure. A stochastic process is defined
as a sequence of random vectors {xk }Nk=0, N ∈ N. For a real,
measurable function x on (Ω,F(Ω), Pr), the Lebesgue inte-
gral
∫
Ω
x Pr is denoted by the expectation operator Ex∼Pr[x].
2.1 System Model
We consider a Markov control processH , which is defined
in [31] as a 3-tuple:
H = (X,U,Q) (1)
where X ⊆ ℜn is a compact Borel space representing the
state space;U ⊆ ℜm is a compact Borel space representing
the control space; and Q : B(X) × X × U → [0, 1] is a
stochastic kernel, which is a Borel-measurable function that
maps a probability measure Q( · | x ,u) to each x ∈ X and
u ∈ U in (X,B(X)).
The system evolves over a finite time horizon k ∈ [0,N ],
where the inputs are chosen from a Markov control policy
π = {π0, π1, . . .} [9, 19], which is a sequence of universally-
measurable maps πk : X → U. The set of all Markov poli-
cies is denoted asM.
We consider a set S of m samples {(x¯i , u¯i , y¯i )}mi=1, such
that y¯i is drawn i.i.d. from the stochastic kernel Q , and u¯i is
computed from a deterministic, fixed Markov policy π .
y¯i ∼ Q( · | x¯i , u¯i ) (2)
u¯i = π (x¯i ) (3)
We denote sample vectors with a bar to differentiate them
from time-indexed vectors.
2.2 Reproducing kernel Hilbert Spaces
Given a positive definite [30, Definition 4.15] kernel over
the domain (X,B(X)), KX : X × X → ℜ, let HX denote
the unique reproducing kernel Hilbert space (RKHS) for X.
A RKHS HX is a Hilbert space of real-valued functions on
X with inner product 〈·, ·〉HX , and two important proper-
ties [3]: 1) For any x , x ′ ∈ X,KX(x , · ) : x ′ → KX(x , x ′) is an
element ofHX ; and 2) An elementKX(x , x ′) ofHX satisfies
the reproducing property such that ∀f ∈ HX ,
f (x) = 〈KX(x , ·), f (·)〉HX (4)
From (4), it follows that KX(x , x ′) = 〈KX(x , ·),KX(x ′, ·)〉HX ,
meaning we can efficiently compute the inner product using
the kernel function.
By choosing KX , we effectively choose a basis to repre-
sent the functions in HX . Using the reproducing property,
we can thenwrite the function f as f (x) = w⊤ϕ(x), a weighted
sum of basis functions for some possibly infinite-dimensional
weight vectorw .Wewish to solve for the particularw which,
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Figure 1: Conditional distribution embeddings map a
probability measure into an RKHS, which can be used
to compute an expectation as an inner product.
based on the samples S, minimizes the difference between
the observations and the kernel-based estimate.
We can view the element KX(x , ·) as a nonlinear feature
map ϕ : X → HX , such that
KX(x , x ′) = 〈ϕ(x),ϕ(x ′)〉HX (5)
The feature map can be interpreted as lifting sample points
into HX so that we can compute the inner product. How-
ever, constructing the feature map ϕ( · ) and computing the
inner product 〈ϕ(x),ϕ(x ′)〉HX explicitly can be computation-
ally expensive or even impossible, depending on the choice
of kernel. Instead, the inner product can be computed using
KX(x , x ′) directly for a KX that is positive definite. This is
known as the kernel trick [24].
2.3 First-Hitting Time Problem
Let K,T ∈ B(X) denote the safe set and target set, re-
spectively. We define the first-hitting time safety probabil-
ity r πx0(K,T) [31] as the probability that a system H con-
trolled by a Markov policy π ∈ M will reach T at some
time j ∈ [0,N ] while avoiding X\K for all k ∈ [0, j − 1].
r πx0(K,T) , Prπx0 {∃j ∈ [0,N ] : x j ∈ T ∧
∀i ∈ [0, j − 1],xi ∈ K\T }
(6)
Unlike the terminal-hitting time problem [31], which is con-
cerned with staying safe over the entire time horizon and
reaching T at time N , the first-hitting time problem is con-
cerned with the probability that the system will reach T at
some point during the time horizon. Let the value functions
V π
k
: X → [0, 1], k ∈ [0,N ], be defined via backward recur-
sion:
V πN (x) = 1T(x) (7)
V πk (x) = 1T(x) + 1K\T(x)Ey∼Q ( · | x,u)
[
V πk+1(y)
]
(8)
Then,V π0 (x) = r πx0(K,T) for every x0 ∈ X.
2.4 Problem Statement
We consider the following problems:
Problem 1. Use samples S to compute an efficient approx-
imation of the kernel using random Fourier features that en-
ables an efficient computation of the safety probabilities in (8)
for high-dimensional systems.
Problem 2. Without direct knowledge of Q , use samples
S to compute a kernel-based approximation of (8) that con-
verges in probability.
In the following sections, we will utilize conditional dis-
tribution embeddings and random Fourier features to com-
pute the safety probabilities for stochastic reachability us-
ing a data-driven approach. Because conditional distribu-
tion embeddings require that we generate and maintain a
matrix that scales with the number of samples, large data
sets can have intractable storage requirements. For instance,
storing the matrix for a million sample points would require
7450.6 GB. Instead, we show that we can utilize random
Fourier features as outlined in [20] to approximate the ker-
nel and enable computation of the safety probabilities in
(6) for high-dimensional systems by providing a reduced-
complexity model.
In the sections that follow, we first show that we can
compute the safety probabilities for the first hitting time
problem using a convergent approximation method via con-
ditional distribution embeddings. Then, we show that we
can compute an approximation of the kernel using random
Fourier features in order to enable first-hitting time analysis
for high-dimensional systems.
3 CONDITIONAL DISTRIBUTION
EMBEDDINGS FOR
STOCHASTIC REACHABILITY
Let P denote the set of probability measures on the mea-
surable space X. The kernel distribution embedding [8, 25]
of a conditional probability measure Pry | x,u ∈ P , given by
µ(x,u) : P → HX , is defined as
µ(x,u) ,
∫
X
KX(y, ·) Pry | x,u{dy | x ,u} (9)
Thus, by the reproducing property (4) of HX , the expecta-
tion of a function f ∈ HX with respect to the probability
measure Pry | x,u ∈ P is given by
〈µ(x,u), f 〉HX = Ey∼Pry | x ,u { · | x,u } [f (y)] (10)
We use this to define a conditional distribution embedding
of the stochastic kernel Q that can enable computation of
the expectation of the value function in (8) as an inner prod-
uct.
Let HX and HU denote the reproducing kernel Hilbert
spaces for X andU, with positive definite kernel functions
KX : X × X → ℜ and KU : U × U → ℜ, and inner
products 〈 ·, · 〉HX and 〈 ·, · 〉HU . Further, let HX×U denote
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the reproducing kernel Hilbert space for X × U with the
positive definite kernelKX×U : (X,U)×(X,U) → ℜ, such
thatKX×U = KX ⊗KU , where ⊗ denotes the tensor product.
The goal is to find an element µ(x,u) ∈ HX , which is the
conditional distribution embedding of the stochastic kernel
Q , such that ∀f ∈ HX ,
〈µ(x,u), f 〉HX = Ey∼Q ( · | x,u)[f (y)] (11)
We then compute an estimate µ¯(x,u) of µ(x,u) using sam-
ples S, such that ∀f ∈ HX ,
〈µ¯(x,u), f 〉HX ≈ Ey∼Q ( · | x,u)[f (y)] (12)
According to the Riesz representation theorem [18], the es-
timate µ¯(x,u) is the solution to a regularized least-squares
problem [15],
min
µ¯
{
1
M
M∑
i=1
‖KX(y¯i , ·) − µ¯(x¯i ,u¯i )‖2HX + λ‖µ¯‖2Hϒ
}
(13)
where Hϒ is a vector-valued RKHS [18]. We detail the con-
nection toHϒ in Appendix A. According to [18, Theorem4.1],
the solution to (13) is unique and has the form
µ¯(x,u) = ηΦ⊤(G + λMI )−1ΨKX×U((x ,u), ·) (14)
where λ is a regularization parameter to avoid overfitting, η
is a normalization constant, and Φ, Ψ, and G are defined as
Φ = [KX(y¯1, ·), . . . ,KX(y¯M , ·)]⊤ (15)
Ψ = [KX×U((x¯1, u¯1), ·), . . . ,KX×U((x¯M , u¯M ), ·)]⊤ (16)
G = ΨΨ⊤ (17)
By the reproducing property of KX in HX , ∀f ∈ HX , we
can rewrite (12) as
〈µ¯(x,u), f 〉HX = f ⊤β(x ,u) (18)
where f = [f (y¯1), . . . , f (y¯M )]⊤, and β(x ,u) ∈ ℜM is a vec-
tor of coefficient values,
β(x ,u) = η(G + λMI )−1ΨKX×U((x ,u), ·) (19)
This means we can approximate the value function expecta-
tion Ey∼Q ( · | x,u)[V πk+1(y)] in (8) as an inner product with the
conditional distribution embedding estimate.
Remark 1. The normalization constant η is called feature
scaling [23, Section 2.1], and ensures that the result of (18) is
within the range [0, 1].
3.1 First-Hitting Time Problem
We now show that we can use (14) to construct an approxi-
mation of the safety probability in (6). We rewrite the value
function in (8) as
V πk (x) = 1T(x) + 1K\T(x)〈µ(x,u),V πk+1〉HX (20)
Algorithm 1: Backward Recursion
Input: samples S drawn i.i.d. from Q , policy π , horizon N
Output: value function estimate V π0 (x)
1: V π
N
(x) ← 1T(x)
2: for k ← N − 1 to 0 do
3: Compute β(x , πk (x)) using S from (19)
4: Y ← [V π
k+1
(y¯1), . . . ,V πk+1(y¯M )]⊤
5: V π
k
(x) ← 1T(x) + 1K\T (x)Y⊤β(x , πk (x))
6: end for
7: Return r πx0(K,T) ≈ V π0 (x)
With the estimate µ¯(x,u), we obtain the approximation
V πk (x) ≈ 1T(x) + 1K\T (x)〈µ¯(x,u),V πk+1〉HX (21)
We define the approximate value functionsV π
k
: X → [0, 1],
k ∈ [0,N − 1], given by
V πk , 1T(x) + 1K\T (x)〈µ¯(x,u),V πk+1〉HX (22)
whereV π
k
(x) ≈ V π
k
. If we letV πN = V
π
N , we can approximate
the safety probability in (6) by approximating and recur-
sively substituting V π
k+1
into (22). This procedure is demon-
strated in Algorithm 1. Using this, we obtain the approxima-
tion
r πx0(K,T) ≈ V π0 (x) (23)
3.2 Convergence
We now seek to characterize the convergence of the approx-
imation. This follows the results presented in [32], where
convergence is shown for the terminal-hitting time problem.
Here, we extend the results presented in [32] to show con-
vergence for the first-hitting time problem. As shown in [11,
Lemma 2.2], for any ε > 0, if the regularization parameter λ
in (13) is chosen such that λ → 0 and λ3M → ∞, and if X
is bounded and KX is strictly positive definite, then the dis-
tance pseudometric ‖µ(x,u) − µ¯(x,u)‖HX converges in prob-
ability. Thus, we can show that as the number of samples
M increases, the value function estimate also converges in
probability.
Proposition 1 (Value FunctionConvergence). For any
ε > 0, if the regularization parameter λ in (13) is chosen such
that λ → 0 and λ3M → ∞, and if X is bounded and KX is
strictly positive definite,
V π
k
(x) − V π
k
(x)
 converges in proba-
bility.
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Proof. The proof is by induction and follows [32, Propo-
sition 2]. By subtracting (20) from (21), we define the abso-
lute value function error Ek (x) at time k ,
Ek (x) , |V πk (x) −V πk (x)| (24)
= |1T(x) + 1K(x)〈µ(x,πk (x )),V πk+1〉HX−
1T(x) − 1K(x)〈µ¯(x,πk (x )),V πk+1〉HX |
(25)
Using the parallelogram law and Cauchy-Schwarz, we can
rewrite (25) to obtain
Ek (x) = 1K(x)|〈µ(x,πk (x )) − µ¯(x,πk (x )),V πk+1〉HX | (26)
≤ 1K (x)‖V πk+1‖HX ‖µ(x,πk (x )) − µ¯(x,πk (x ))‖HX (27)
Since ‖µ(x,πk (x )) − µ¯(x,πk (x ))‖HX converges in probability ac-
cording to [11, Lemma 2.2], |V π
k
(x) −V π
k
(x)| also converges
in probability with the probabilistic error bound ε . 
Following the results from [32], we can show that as the
value function estimate converges in probability, the approx-
imation obtained using Algorithm 1 converges in probabil-
ity to r πx0(K,T). Because the error converges in probability
to ε for all k < N , by approximating and recursively sub-
stituting V π
k
(x) in Algorithm 1, the error obtained by Algo-
rithm 1 converges in probability to at most Nε [32].
4 STOCHASTIC REACHABILITY FOR
HIGH-DIMENSIONAL SYSTEMS
Wenow consider computing the safety probabilities for high
dimensional systems. In general, the most significant com-
putational bottleneck of kernel methods is computing and
storing thematrixG (17), which is at leastO(M2). Thismeans
that the complexity of Algorithm 1 is exponential in the
number of samples. In the case of high-dimensional systems,
a large number of samples may be needed to fully charac-
terize the stochastic kernel Q , which can make computing
and storingG prohibitive. However, significant progress has
been made to reduce the computational complexity of ker-
nel methods [13, 15, 20] to make them scalable for large sam-
ple sets. We focus on random Fourier features (RFF), which
utilizes an empirical approximation of the Fourier integral
to efficiently compute an approximation of the kernel. This
reduces the computational complexity of Algorithm 1 by ap-
proximating the inner product in (12) using a low-dimensional
Euclidean inner-product space.
4.1 Random Fourier Features
Instead of computing a high-dimensional approximation us-
ing the kernel trick [24], we consider a low-dimensional ap-
proximation of the kernel as the inner product of random-
ized feature maps z : ℜd → ℜD . Using this, we can ap-
proximate KX and KX×U in order to efficiently estimate the
kernel.
In order to do this, [20] shows that by exploiting Bochner’s
theorem [21], we can approximate the inner product in (18)
by computing the Fourier transformΛ(ω) of the kernel func-
tion and approximating the Fourier integral in feature space
using samples of the frequency variable.
Bochner’s Theorem. [21] A continuous kernel k(x , x ′) =
φ(x − x ′) onℜd is positive definite if and only if φ(x − x ′) is
the Fourier transform of a non-negative Borel measure Λ.
Let k(x , x ′) be a real-valued, positive definite, translation-
invariant kernel, such that there exists a positive definite
function φ : ℜd → ℜ such that k(x , x ′) = φ(x − x ′). As
shown in [20, 29], by Bochner’s theorem, φ is the Fourier
transform of a Borel measure Λ(ω),
φ(x − x ′) =
∫
ℜd
exp(jω⊤(x − x ′))Λ(dω) (28)
=
∫
ℜd
cos(ω⊤(x − x ′))Λ(dω) (29)
where (29) follows from the real-valued property of φ. Us-
ing the results from [20], we construct an estimate of the
integral using a set Ω of D samples {ω¯i }Di=1, such that ω¯i
is drawn i.i.d. from the Borel measure Λ according to ω¯i ∼
Λ(·).
k(x , x ′) ≈ 1
D
D∑
i=1
cos(ω¯⊤i (x − x ′)) (30)
By using the trigonometric identity cos(α−β) = cos(α) cos(β)
+ sin(α) sin(β), (29) can be written as
φ(x − x ′) =
∫
ℜd
[ cos(ω⊤x) cos(ω⊤x ′) +
sin(ω⊤x) sin(ω⊤x ′)]Λ(dω)
(31)
Then, for the randomized feature map z,
z(x) = 1√
D
[
cos(ω¯⊤1 x), . . . , cos(ω¯⊤Dx),
sin(ω¯⊤1 x), . . . , sin(ω¯⊤Dx)
]⊤
(32)
we can write (30) as:
k(x , x ′) ≈ 〈z(x), z(x ′)〉 (33)
By correlating KX and KU with k in (33), we obtain ap-
proximations of the kernels as inner products of randomized
feature maps z. Using the tensor product of kernels, since
KX×U = KX ⊗ KU , an approximation of KX×U can be ob-
tained as
KX×U((x ,u), (x ′,u ′)) = KX(x , x ′)KU(u,u ′) (34)
≈ 〈z(x), z(x ′)〉〈z(u), z(u ′)〉 (35)
We define the tensor product of random feature maps ac-
cording to the algebraic tensor product, such that
〈z(x), z(x ′)〉〈z(u), z(u ′)〉 = 〈z(x) ⊗ z(u), z(x ′) ⊗ z(u ′)〉 (36)
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Algorithm 2: Backward Recursion via Random
Fourier Features
Input: samples S drawn i.i.d. from Q , policy π , horizon N ,
the Fourier transform Λ(ω) of KX and KU
Output: value function estimate V π0 (x)
1: V π
N
(x) ← 1T(x)
2: Generate D i.i.d. samples {ω¯i }Di=1, such that ω¯i ∼ Λ(·)
3: for k ← N − 1 to 0 do
4: Compute γ (x , πk (x)) from (41) using S and {ω¯i }Di=1
5: Y ← [V π
k+1
(y¯1), . . . ,V πk+1(y¯M )]⊤
6: V π
k
(x) ← 1T(x) + 1K\T(x)Y⊤γ (x , πk (x))
7: end for
8: Return r πx0(K,T) ≈ V π0 (x)
Using the kernel approximations (33) and (35), and the ten-
sor product definition in (36), we define the vectors ζ and Z ,
and construct the matrix H ,
ζ = [z(x¯1), . . . , z(x¯M )]⊤ (37)
Z = [z(x¯1) ⊗ z(u¯1), . . . , z(x¯M ) ⊗ z(u¯M )]⊤ (38)
H = ZZ⊤ (39)
where H is of dimension D × D. This allows us to reduce
the complexity of G , allowing us to handle large data sets.
Using this, we define the following relations, and obtain an
approximation of µ¯(x,u),
µ¯(x,u) ≈ ζ⊤γ (x ,u) (40)
γ (x ,u) = ν (H + λMI )−1Z (z(x) ⊗ z(u)) (41)
where ν is a normalization constant. Using (41), we can com-
pute an approximation of (18), such that
〈µ¯(x,u), f 〉HX ≈ f ⊤γ (x ,u) (42)
This means we can compute an efficient approximation of
the expectation of the value function Ey∼Q ( · | x,u)[V πk+1(y)]
in (8) as an inner product of random feature maps. This ap-
proach avoids the significant complexities of storing and
computingG (17) for high-dimensional systems. We can use
(42) to approximate the safety probabilities in (6) by substi-
tuting an approximation of the kernel into Algorithm 1. This
procedure is outlined in Algorithm 2. The explicit connec-
tion to the conditional distribution embedding is provided
in Appendix A.
4.2 Convergence
We now seek to characterize the convergence of the approx-
imation computed using Algorithm 2. The results in [20,
Claim 1] show that the approximation in (33) converges in
probability for some probabilistic error bound ρ > 0 as the
number of frequency samples increases,
PrΩ∼Λ
{
sup
(x,x ′)∈X
|〈z(x), z(x ′)〉 − KX(x , x ′)| ≥ ρ
}
≤ 28
(
σΛdiam(X)
ρ
)2
exp
(
− Dρ
2
4(d + 2)
)
(43)
where σ 2
Λ
= EΛ[ω⊤ω] is the second moment of Λ. Further,
[20, Claim 1] also shows that given any probabilistic error
bound ρ, the supremum in (43) is bounded by ρ with any
constant probability if we choose D such that:
D = O(dρ−2 log(σΛdiam(X)ρ−1)) (44)
Because the kernel approximation in (33) converges in prob-
ability to ρ as the number of frequency samples increases,
the approximation computed using Algorithm 2 also con-
verges in probability to r πx0(K,T) as D → ∞ for any proba-
bilistic error bound ρ. This means that as the kernel approx-
imation converges in probability, the value function approx-
imation |V π
k
(x) −V π
k
(x)| also converges in probability with
the probabilistic error bound ρε where ε is the probabilistic
error bound outlined in Proposition 1.
D vs. ρ. Because the probabilistic error bound ρ appears
in (44), we can choose ρ based upon the desired quality of
the approximation. This provides a tradeoff between numer-
ical accuracy and computational efficiency by the choice of
D. Lower values of D will provide a faster approximation,
while higher values will reduce the error of the value func-
tion approximation.
5 NUMERICAL RESULTS
We implemented Algorithm 1 on a stochastic chain of in-
tegrators for the purposes of validation. Then, we imple-
mented Algorithm 2 on a million-dimensional repeated pla-
nar quadrotor example in order to demonstrate the method
for high-dimensional systems.We first generatedM samples
via simulation, and then presumed no knowledge of the dy-
namics or the structure of the uncertainty for the purposes
of computing the safety probability r πx0(K,T) in (6) using
Algorithms 1 & 2. For all problems, we used a Gaussian ker-
nel
K(x , x ′) = exp(−‖x − x ′‖22/2σ 2) (45)
with σ = 0.1, and chose λ = 1 as the default regularization
parameter for the evaluation. The Borel measure Λ that cor-
responds to the Fourier transform of the Gaussian kernel is
a Gaussian distribution of the form
Λ(ω) = 1
σ
exp
(−σ 2‖ω‖22
2
)
(46)
All computations were done in Matlab on a 3.8GHz In-
tel Xeon CPU with 32 GB RAM. Computation times were
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Table 1: Computation Time
Number of Number of Number of
Sample Evaluation Frequency Dynamic
System Disturbance Dim. [n] Points [M] Points Samples [D] Algorithm 1 Algorithm 2 Prog.
Chain of Integrators Gaussian 2 2,500 10,000 15,000 2.30 s 22.94 s 65.78 s
Chain of Integrators Beta 2 2,500 10,000 15,000 2.30 s 22.75 s 69.01 s
Chain of Integrators Exponential 2 2,500 10,000 15,000 2.32 s 22.81 s 65.35 s
Planar Quadrotor Gaussian 6 1,000 10,000 15,000 0.62 s 15.24 s –
Planar Quadrotor Beta 6 1,000 10,000 15,000 0.61 s 15.25 s –
Planar Quadrotor Gaussian 1,000,000 1,000 1 1,000 1.32 h 51.83 s –
Planar Quadrotor Beta 1,000,000 1,000 1 1,000 1.23 h 44.59 s –
Planar Quadrotor Beta 1,000,000 1,000 1 500 1.23 h 20.39 s –
Figure 2: (a) Dynamic-programming-based solution for a double integrator system with a Gaussian disturbance
wk ∼ N(0, Σ) over the horizon N = 5. (b) First-hitting time safety probabilities for a double integrator system
using Algorithm1. (c) Absolute error between (a) and (b). (d) First-hitting time safety probabilities for a double
integrator using Algorithm 2, where D = 15000. (e) Absolute error between (a) and (d).
obtained using Matlab’s Performance Testing Framework.
Code to generate all figures is available at https://github.com/unm-
hscl/ajthor-vigsiv-HSCC2020.
5.1 Stochastic Chain of Integrators
We consider a 2-D stochastic chain of integrators [36], in
which the input appears at the 2nd derivative and each el-
ement of the state vector is the discretized integral of the
element that follows it. The dynamics with sampling timeT
are given by:
xk+1 =
[
1 T
0 1
]
xk +
[
T 2
2!
T
]
uk +wk (47)
where wk is an i.i.d. disturbance defined on the probability
space (W,B(W), Prw ). We consider three distributions for
the disturbance: 1) A Gaussian distribution with variance
Σ = 0.01I such that wk ∼ N(0, Σ); 2) A beta distribution
wk ∼ 0.1Beta(α , β), with PDF
f (x | α , β) = Γ(α + β)
Γ(α)Γ(β)x
α−1(1 − x)β−1 (48)
described in terms of the Gamma function Γ and positive
shape parameters α = 2, β = 0.5; and 3) An exponential dis-
tribution wk ∼ 0.01Exp(λ), with the distribution parameter
λ = 3 and PDF
f (x | λ) = λ exp(−λx) (49)
For the purpose of validation against a known model, the
control policy π was chosen to be π0(x) = π1(x) = . . . = 0.
The target set is defined as T = [−0.5, 0.5]2 and the safe set
is defined as K = [−1, 1]2.
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Figure 3: First-hitting time safety probabilities for a
double integrator systemwith a Gaussian disturbance
over the horizon N = 5 using Algorithm 2 with D =
10000 (left) and D = 12500 (right).
For a 2-D chain of integrators with a Gaussian distur-
bance wk ∼ N(0, Σ), we computed the safety probabilities
using Algorithm 1 for a time horizon of N = 5 for the
first hitting time problem using M = 2500 samples. The re-
sults are shown in Fig. 2(b). We then computed the safety
probabilities for the system using Algorithm 2 (RFF) with
D = 15000 (Fig. 2(d)). This corresponds to an expected error
in the kernel approximation of less than 0.05. We compared
the results against a dynamic programming solution imple-
mented in [35] in order to compare against a known “truth”
model. The maximum absolute error between Algorithm 1
and the dynamic programming solution was 0.0748, and the
maximum absolute error computed using Algorithm 2 was
0.0907. The absolute error between the dynamic program-
ming solution (Fig. 2(a)) and Algorithms 1 and 2 are shown
in Fig. 2(c, e). As expected, Algorithm 2 produced a higher
error estimate of the safety probabilities than Algorithm 1
due to the kernel approximation (33), and the decrease in
accuracy was close to what was expected for the choice of
D (44). Also as expected, we obtain a better approximation
of the safety probabilities as D is increased (Fig. 4). Fig. 3
demonstrates the effect of D on the accuracy for the 2-D
stochastic chain of integrators. Computation times for both
algorithms are shown in Table 1.
As shown in Table 1, the first-hitting time problem com-
putations took 2.30 seconds with M = 2500 samples for a
2-D stochastic chain of integrators using Algorithm 1, a two
order of magnitude improvement over dynamic program-
ming. However, Algorithm 2 took 22.94 seconds to compute
the safety probabilities with M = 2500 and D = 15000. This
is because the choice of D determines the size of the matrix
5000 10000 20000
1
Figure 4:Mean absolute error of the value function ap-
proximation |V π0 −V π0 | vs.D for the 2-D stochastic chain
of integrators with a Gaussian distrurbance.
Figure 5: First-hitting time safety probabilities for a
double integrator system with a beta distribution dis-
turbancewk ∼ 0.1Beta(2, 0.5) (left) and an exponential
distribution disturbance wk ∼ 0.01Exp(3) (right) over
the horizon N = 50 using Algorithm 1.
H in (41), and for D ≫ M , the algorithm does not produce a
more efficient approximation of the safety probabilities.
We consider the same system with a beta distribution dis-
turbance wk ∼ 0.1Beta(2, 0.5) and an exponential distribu-
tion disturbance wk ∼ 0.01Exp(3). We computed the safety
probabilities for a time horizon of N = 50 as shown in Fig.
5. Algorithm 1 is agnostic to the complexities of the dis-
turbance, which means handling arbitrary disturbances is
straightforward.
Effect of samplesM on Algorithm 1.As the number of sam-
plesM is increased, the approximation of the value function
obtained using Algorithm 1 improves asymptotically. How-
ever, since the computation time of Algorithm 1 is exponen-
tial in the number of samplesM , increasingM may not pro-
vide dramatic improvements in the approximation accuracy.
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5.2 Planar Quadrotor
We implemented Algorithms 1 and 2 on a million-dimen-
sional nonlinear system with a non-Gaussian disturbance.
We chose a repeated planar quadrotor system, in which 170,000
six-dimensional planar quadrotorsmust all take off and reach
a desired altitude. This can be interpreted as a simplification
of formation control for large swarms of quadrotors, where
we compute the safety probabilities for the entire swarm as
the quadrotors are controlled to reach a particular config-
uration. The nonlinear dynamics of a single quadrotor are
given by
m Üx = −(u1 + u2) sin(θ )
m Üy = (u1 + u2) cos(θ ) −mд
I Üθ = r (u1 − u2)
(50)
where x is in the lateral position, y is the vertical position, θ
is the pitch, and we have the constants intertia I = 2, length
r = 2, massm = 5, and д = 9.8 is the gravitational constant.
For a single quadrotor, the state space is X ⊆ ℜ6, with
state vector given by z = [x , Ûx ,y, Ûy, θ , Ûθ ]⊤, and the input
space is U ⊆ ℜ2, with input vector u = [u1,u2]⊤. The
input is chosen to be a reference tracking controller, com-
puted using a linearization of the system dynamics about a
hover point. The controller is therefore a stationary policy
that depends only on the current state of the system. We
discretize the nonlinear dynamics in time using an Euler ap-
proximation (T = 0.25), and add an affine disturbance. The
disturbance ω[·] is a Markov process with elements wk de-
fined on the probability space (W,B(W), Prw ). We con-
sider two cases: 1) A Gaussian disturbance with variance
Σ = diag(1×10−3, 1×10−5, 1×10−3, 1×10−5, 1×10−3, 1×10−5)
such that ωk ∼ N(0, Σ); and 2) A disturbance with beta
distribution, such that ωk ∼ Beta(α , β) (48) with shape pa-
rameters α = 2, β = 0.5. The beta disturbance has a non-
zero mean, and can be interpreted as wind, such that the
dynamics are biased in a particular direction. For a single
planar quadrotor, the safe set is defined as K = {z ∈ ℜ6 :
|z1 | < 1, 0 ≤ z3 < 0.8}, and the target set is defined as
T = {z ∈ ℜ6 : |z1 | < 1, 0.8 ≤ z3}. For repeated quadrotors,
we define the safe sets and target sets as a series of paral-
lel tubes, such that no quadrotor may enter into the safe set
of an adjacent quadrotor. This can be interpreted as ensur-
ing the quadrotors do not collide in midair. This means the
quadrotors must all reach an altitude of 0.8 while remaining
within their respective tube.
We first computed the safety probabilities for a single
planar quadrotor with a reference tracking policy in order
to demonstrate the feasibility of Algorithms 1 and 2. We
used M = 1000 samples over a time horizon of N = 5 and
D = 15000 for Algorithm 2 using a Gaussian and a beta dis-
tribution disturbance. The results are shown in Fig. 6.
We then computed the safety probabilities for a repeated
planar quadrotor system, consisting of 170,000 individual
quadrotors. We generally cannot use Algorithm 1 for a sys-
tem of this size due to the computational requirements of
storing and computing the matrix G (17) for large sample
sets. However, due to the repeated structure of the dynam-
ics, we do not need to choose samples that are far outside
the safe set for any single quadrotor, allowing us to choose
fewer samples overall. In practice, without prior knowledge
of the dynamics, the number of samples needed to fully char-
acterize the state space canmake computing the safety prob-
abilities using Algorithm 1 intractable.
For this example, we choseM = 1000 and D = 1000 in or-
der to demonstrate the reduced computational complexity
of Algorithm 2 for high-dimensional systems. We then com-
puted the safety probabilities for a time horizon of N = 1
and a single test point. The safety probabilities for all 170,000
planar quadrotors were computed in 1.32 hours using Algo-
rithm 1 (Table 1). We then computed the safety probabilities
using Algorithm 2, which took 51.83 seconds. As expected,
the computation time using Algorithm 2 was almost two
orders of magnitude faster than Algorithm 1. We also re-
duced the number of frequency samples to D = 500 in or-
der to demonstrate the reduced computation time of the ap-
proximation as D is decreased. The computation time with
D = 500 was 20.39 seconds.
M vs. D. The quality of the approximation obtained from
Algorithm 2 is dependent on the number of samplesM and
on the number of frequency samples D. In some cases, the
number of frequency samples from Λ that are required to
approximate the kernel can mean the approximation using
RFF does not provide a lower-dimensional approximation
of G (17). However, when M ≫ D, or when the system
is high-dimensional, RFF can significantly reduce the com-
putational complexity of computing the safety probabilities.
By choosing a lower value of D, we exchange numerical ac-
curacy for lower computation times of the algorithm.
5.3 Algorithm Parameters
The quality of the approximation obtained by Algorithm 1
and Algorithm 2 can be greatly affected by the choice of pa-
rameters λ and σ . A cross-validation scheme to empirically
choose these parameters is presented in [18, Section 6].
Similarly, the parameter D in Algorithm 2 can also affect
the approximation of the safety probabilities. In order to
approximate the kernel to within some probabilistic error
bound ρ, [20] suggests thatD should be chosen according to
(44). An alternative choice of D can be found in [29], which
suggest a more optimal rate. This rate ideally determines the
minimal size of H in (39), which is larger than G if D > M .
However, in practice, lower values ofD still produce quality
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Figure 6: (left) First-hitting time safety probabilities
for a planar quadrotor system with a Gaussian distur-
bance and (right) with a beta distribution disturbance
over the horizon N = 5.
results (Fig. 3). See [16] for a complete treatment on rates of
convergence when using RFF.
6 CONCLUSION & FUTURE WORK
We presented a sample-based method to compute the sto-
chastic reachability safety probabilities for high-dimensional
Markov control processes. This approach is applicable to ar-
bitrary disturbances and is model-free, meaning it does not
rely upon a known stochastic kernel. We presented an algo-
rithm based on random Fourier features to compute the sto-
chastic reachability safety probabilities for the first-hitting
time problem and demonstrated it on a million-dimensional
system to showcase the efficiencies of the computation.
We plan to extend this to controller synthesis for stochas-
tic reachability, and explore applications to DTSHS models.
We also plan to release an implementation of the algorithm
as part of aMatlab toolbox for stochastic reachability, SReach-
Tools [35], available at https://sreachtools.github.io/.
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A VECTOR-VALUED REPRODUCING
KERNEL HILBERT SPACES AND
RANDOM FOURIER FEATURES
Recall that a stochastic kernel maps a probability measure
Q(· | x ,u) to each x ∈ X and u ∈ U. Because we consider
thatX andU are compact Borel spaces, we note that a prob-
ability measure Q(· | x ,u) assigned to the measurable space
(X,B(X)) is a continuous, real-valued function. Using this,
a probability measure Q(· | x ,u) can be represented as an el-
ement within an RKHS of vector-valued functions, which is
a Hilbert space of functions on X of the form f : X → ℜd .
LetV be a real Hilbert space with inner product 〈 ·, · 〉V .
Let HΓ denote the linear space of functions f : X → V ,
which is a vector-valued reproducing kernel Hilbert space
[18] with inner product 〈 ·, · 〉Γ . By the Riesz representation
theorem [2, Theorem 16], there exists, for every x ∈ X and
v ∈ V , an operator from V to HΓ , written Γ(x , ·)v ∈ HΓ ,
such that ∀f ∈ HΓ ,
〈v, f (x)〉V = 〈f , Γ(x , ·)v〉HΓ (51)
LettingL(V) be the space of bounded linear operators from
V into itself, we define the reproducing kernel Γ(x , x ′) ∈
L(V) as Γ(x , x ′)v . A function Γ : X×X → L(V) is a kernel
according to [18, Proposition 2.1] and [11] if it satisfies the
following properties: 1) For every v,v ′ ∈ V , we have
〈v, Γ(x , x ′)v ′〉HΓ = 〈Γ(x , ·)v, Γ(x ′, ·)v ′〉HΓ (52)
2) Γ(x , x ′) ∈ L(V), Γ(x , x ′) = Γ(x ′, x)∗, where ∗ denotes the
adjoint of a bounded linear operator in L(V), and Γ(x , x)
is in L+(V), the cone of nonnegative bounded linear oper-
ators. 3) For all n ∈ N, x1, . . . , xn ∈ X, and v1, . . . ,vn ∈ V,
n∑
i=1
n∑
j=1
〈vi , Γ(xi , x j )vj〉V ≥ 0 (53)
We correlate the RKHSHX with the general Hilbert space
V, and define the vector-valued reproducing kernel Hilbert
spaces Hϑ and Hϱ , with kernels ϑ : X ×X → L(HX) and
ϱ : U ×U → L(HX). Further, we define the reproducing
kernel Hilbert space Hϒ with the kernel ϒ = ϑ ⊗ ϱ, such
that if we choose ϑ (x , x ′) and ϱ(u,u ′) to be
ϑ (x , x ′) = KX(x , x ′)IdX (54)
ϱ(u,u ′) = KU(u,u ′)IdX (55)
where IdX : HX → HX is the identity map on HX , then
the kernel ϒ : (X,U) × (X,U) → L(HX) is given by
ϒ((x ,u), (x ′,u ′)) = KX(x , x ′)KU(u,u ′)IdX (56)
using the tensor product of kernels. We can easily verify
that this choice of kernel satisfies the requirements in [18,
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Proposition 2.1]. Using (51), the conditional distribution em-
bedding µ(x,u) can be viewed as an element µ in the vector-
valued RKHS Hϒ , such that
〈µ(x,u), f 〉HX = 〈µ, ϒ((x ,u), ·)f 〉Hϒ (57)
and the dependence of µ(x,u) on x andu can be characterized
by the kernel ϒ.
We compute the approximation of the kernel using ran-
dom Fourier features in (33) and (35) [10]. Using the tensor
product definition in (36), the kernel ϒ in (56) can be written
as
ϒ((x ,u), (x ′,u ′)) ≈ 〈z(x), z(x ′)〉〈z(u), z(u ′)〉IdX (58)
Let the approximate kernel ϒ˜ : (X,U) × (X,U) → L(HX)
computed via RFF be defined as
ϒ˜((x ,u), (x ′,u ′)) = 〈z(x), z(x ′)〉〈z(u), z(u ′)〉IdX (59)
We can verify that this is a valid kernel according to [18].
Substituting the kernel ϒ˜ in (57) gives an approximation of
the inner product 〈·, ·〉HX . This means an approximation of
the kernel functions via RFF can be used to approximate the
vector-valued kernel function ϒ, and thus can be used to ap-
proximate the conditional distribution embedding.
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