Vehicle-to-everything (V2X) communication is a key enabler that connects vehicles to neighboring vehicles, infrastructure and pedestrians. In the past few years, multimedia services have seen an enormous growth and it is expected to increase as more devices will utilize infotainment services in the future i.e. vehicular devices. Therefore, it is important to focus on user centric measures i.e. quality-of-experience (QoE) such as video quality (resolution) and fluctuations therein. In this paper, a novel joint video quality selection and resource allocation technique is proposed for increasing the QoE of vehicular devices. The proposed approach exploits the queuing dynamics and channel states of vehicular devices, to maximize the QoE while ensuring seamless video playback at the end users with high probability.
I. INTRODUCTION
In the recent years, multimedia services have seen exponential growth and their demand is increasing every day. In 2015 alone, multimedia traffic was more than half of the global mobile data traffic [1] . Tremendous growth in traffic is one of the many driving forces behind the next generation of mobile services (5G) which is expected to serve a vast variety of connected devices with several use cases, i.e. enhanced mobile broadband (eMBB), ultra-reliable low latency communication (URLLC) and massive machine type communication (mMTC). Vehicles are the fastest growing type of connected devices after cellphones and tablets [2] . Vehicle-to-everything (V2X) communication has been studied from over a decade due to its potential in enabling safer transportation. Apart from safety application, vehicular infotainment services are getting more attention mainly due to multimedia utilization in long haul journeys. Dedicated short range communication (DSRC) based on IEEE 802.11p was released in early 2000's as an initial support for V2X communication [3] . However, it was later shown in [4] that DSRC cannot guarantee the qualityof-service (QoS) requirements and it suffers from unbounded latency. Researchers, however advocate cellular solutions as preferable V2X standard [5] , primarily because of the wide infrastructure deployment [6] and need for ultra-reliable and low-latency communication.
5G is intended to support a diverse range of services, however initial solutions are expected to provide support for eMBB and URLLC use cases [7] , [8] . Provisioning of infotainment services for the passengers of autonomous vehicles falls under the eMBB use case of the 5G systems [9] . The increasing popularity of video streaming services are forcing network operators and service providers to ensure a certain quality of experience (QoE) for infotainment activities. Due to the limited nature of wireless resources and challenging wireless environment, satisfying each users demand is a critical issue for which efficient radio resource allocation techniques play an important role [10] . In this regard, the existing literature on V2X communication focuses on several challenges including resource allocation, power minimization, ensuring reliability and network slicing [11] , [12] , [13] , [14] , [15] , [16] . Performance of cellular V2X communication is analyzed for different receiver types in [2] . An offloading mechanism for vehicles with low signal-to-interference ratio (SIR) is proposed in [11] . QoE-aware power allocation scheme for device-todevice (D2D) video transmissions is studied in [13] , with the goal of increasing user experience. Authors in [17] evaluate the performance of LTE downlink unicast and multicast, based on single-cell point-to-multipoint (SC-PTM), and V2X sidelink transmission. A decentralized resource allocation mechanism to minimize network-wide power consumption while satisfying the constraints on queuing latency and reliability of vehicular user equipments is presented in [14] . A brief overview of radio resource management techniques for eMBB use cases is studied in [12] . To address the stringent requirement of vehicular networks, authors in [15] propose the design of customized network slices tailored to fulfill the demands of different use cases i.e. URLLC, eMBB. All of these works assume a fixed underlying architecture which is not elastic (cannot be scaled) and author in [15] propose a flexible architecture without analyzing its performance. Thus, in this work we propose the joint analysis of an elastic network where resource allocation is aimed to satisfy the user QoE.
QoE enhancements have been studied from various perspectives in the existing literature [13] , [18] - [24] and it is summarized in Table I . The works [13] , [18] , [20] , [22] , [23] study the QoE enhancement in single-cell downlink networks for services such as video, VoIP, FD, and HTTP, via power control and resource allocation. Furthermore, the QoE enhancement in multi-cell scenarios is studied in [19] , [21] , [24] for multiple services (web browsing, HTTP, and FTP). In multi-cell scenarios, the optimized variable for QoE enhancement were user association, power control, and resource allocation. All of these works assume that radio links are established with the access points and the QoE is enhanced on the basis of already established links. In our work, the first task is to offload the vehicles from weak V2I links to high quality V2V links, which is performed using a clustering algorithm. Then the video quality selection and resource allocation tasks are optimized to enhance QoE. Moreover, the existing literature assumes that the network topology is fixed during the communication duration i.e., access points does not change. In contrast, we have a flexible architecture where the access points for V2V communication are changed depending upon the link quality.
Vehicular use cases cover a multitude of scenarios spanning from self driving cars, to multimedia utilization on an incar infotainment system, to real time diagnostics, and remote driving. The verticals for 5G vehicular devices are still to be disclosed, while network slicing is ramping up. Network slicing is the concept of creating multiple sliced networks on a shared physical infrastructure [25] . Slicing is visualized in [9] as a means of providing service to several use cases with independent QoS constraints. A network slice can span across all the network entities including the core network (CN) and radio access network (RAN) [26] . The impact of CN slicing can be seen on control plane functionalities i.e. mobility management, authentication and configurable user plane functionalities. Slicing the RAN is more challenging due to the shared and time varying nature of wireless resources and it affects the time/frequency usage of wireless resources. Also it is possible to have a network slice spanning across the network i.e. CN and RAN but it will lead to higher complexity [15] .
In this paper, we introduce a novel resource allocation and video quality management (selection) algorithm for vehicular network considering the reliability requirements of V2X communication. This work considers a sliced vehicular network in the downlink direction consisting of a set of video streaming vehicles with multiple video qualities. A network-wide video quality and resource maximization problem is considered in this work subject to probabilistic constraint on the received video duration. The constraint ensures that a vehicle must always buffer a certain amount of video frames to ensure seamless experience. In the proposed solution, the road side unit (RSU) is responsible for clustering the vehicles (with weak QoE) and allocating them to slice leaders (SLs) which will relay the data to clustered vehicles. SLs are the vehicles with high QoE and good quality vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) links making it suitable to serve as a relay. Clustered vehicles with weak QoE have the choice to either connect with the RSU or the SL and are categorized as free vehicle. Vehicles which have high quality V2I link and can only connect to the RSU are termed as compelled vehicles RSU is responsible for selecting the quality and resources of the vehicles connected to it directly while the decision for clustered vehicle is made by the SL. The formulated problem is solved using Lyapunov optimization which ensures that the constraints on queue length are satisfied [27] . Selection of resources and video quality is performed using the Lyapunov drift plus penalty at each time instant which satisfies the reliability requirements on queue length. The performance of the proposed algorithm is evaluated using a system level LTE-A compliant simulator built as per the guidelines of international telecommunication union (ITU) [28] .
The rest of the paper is structured as follows. Section II explains the system model and presents the problem formulation. Section III discusses the network slicing and vehicle clustering mechanism in detail. Lyapunov optimization for vehicle scheduling and video selection is discussed in Section IV. Performance evaluation of the proposed resource allocation and video selection algorithm is provided in Section V and Section VI concludes the paper. Notations: We will use boldface lower case letter x and boldface upper case letter X to represent vectors and matrices. The cardinality of set X is denoted as X.
II. SYSTEM MODEL AND PROBLEM DEFINITION
We study a downlink orthogonal frequency-division multiple access (OFDMA) system with single-input multiple-output (SIMO) transmission consisting of a set B = {1, ..., b, ..., B} of RSU and a set V of vehicles. Vehicles in the network can be categorized as slice leaders, free users and compelled users. SLs S have high quality V2I and V2V links they serve as virtual RSU for their neighboring vehicles. Free users are free to choose either RSU or SLs as their serving nodes as indicated using the link indicator variables l bv , l sv . The set of free users that are in the vicinity of SL s is F s and F = {∪ s∈S F s } is the set of all free users in the network. Compelled users C have high quality V2I links and poor V2V links with their neighbors. RSUs and SLs have their own sets of resources M RSU and M SL which consists of equal number of physical resource blocks (PRB). Therein, vehicle clustering is performed to improve the quality of links between vehicular users and their serving nodes yeilding enhanced QoE. First, the vehicles with weak V2I links are identified and nearby vehicles are grouped together on the basis of the neighborhood size parameter. Then, each cluster is assigned to a close-by vehicle with strong V2I and V2V links known as slice leader. This allows clustered vehicles to establish strong V2V links as opposed to their weak V2I links. Finally, the serving nodes of the clustered vehicle are changed from RSU to SL. Vehicles in the network are partitioned into three sets based on their operation mode:
• V2I downlink only: Compelled vehicle C • V2V downlink only: Free vehicle F • V2I downlink and V2V uplink: Slice leader S This partitioning is formally represented in (1a). Constraints (1b)-(1d) ensure that vehicles connect to one service point only i.e., slice leaders and compelled vehicles are served by the RSU and free vehicles are served by their corresponding slice leaders. Finally, the link indicator constraint (1e) ensures that only one link is used at any time, either V2I or V2V in which case the corresponding indicator has a value 1.
For such partitioning of vehicles, we use spectral clustering as explained in Algorithm 1. An important input parameter to the algorithm is the neighborhood size σ which controls the similarity among vehicles with given locations. A lower value of σ results into large number of clusters with smaller number of vehicles per cluster. On the other hand, large value of σ results in few clusters with large number of vehicles. The importance of σ can be highlighted in an abstract manner as follows:
Using small value of σ in a sparse network can lead to clusters with only one vehicle, creating the same number of clusters as the number of nodes. While, using large value of σ in a denser network increases the similarity among vehicles and could lead to a one cluster scenario. Moreover, when we have large number of clusters, the number of slice leader also increases which increases the interference in the network due to resource reuse. Therefore, the choice of the trade off parameter σ directly impacts the performance of the proposed algorithm.
The wireless channel between RSU and vehicles is modeled using geometry-based stochastic channel model (GSCM) given by [28] and the path loss model follows the macro to relay model. Communication channel gain from RSU b to vehicle v ∈ V on resource block m ∈ M RSU is denoted as h m bv (t). On the other hand SLs and vehicles have independent and identically distributed (i.i.d.) channels and they follow the V2V path loss model given in [29] . The channel from SL s to vehicle v ∈ F is denoted as h m sv (t), where m ∈ M SL is a RB available for V2V communication. Assignment of physical resources for receiver vehicle v is indicated using a resource utilization vector
where φ is the bandwidth of a physical resource block. 
In the past few years much of the attention is paid to the development of chunk based video encoding schemes, where a video is first divided into chunks and then every chunk is encoded into multiple quality levels. Therefore, the video streaming logic that resides either at the client or the server needs to make a fine grained decision of the quality per chunk. In our formulation, we first assume that the video is divided into I chunks. Moreover, we assume that each video chunk is encoded into J quality levels with rates r 0 , r 1 , r 2 , ...., r J−1 , and we denote the set of encoding levels by J ∈ {0, 1, 2, ..., J −1}.
1} is used to indicate that vehicle v is fetching video chunk i at quality level j. Moreover, each vehicle can only stream a video chunk with one quality, i.e., the required rate to download chunk i by vehicle v is given as follows:
where, z 0 v,i r (0) is the required rate for lowest video quality as shown in Fig. 2 and the required rate for highest video quality is z (J−1) v,i r (J−1) . The value of decision variable z (k) v,i = 1 for all k ≤ j where j is the selected chunk quality. The motivation behind (3) is that the vehicle remains a candidate to all the encoding levels that are below the selected quality. 
(2) ,
Required rate for different encoding levels: The network model assumes that each vehicle has queues of video frames maintained at their serving RSU and the arrival rate of video frames in each queue is equal to the rate required by the selected video chunk. The evolution of the queue length of v-th vehicle at the RSU b is:
where r bv (t) is the service rate of RSU b. Free vehicles which receive their video stream from a slice leaders have queues evolving at RSU and at their serving SL s ∈ S given as:
where r sv (t) is the service rate with which SL relays the video frames to vehicle v and r v bs (t) represents the backhaul link between the SL and RSU. To ensure QoE at each vehicles, it is necessary to ensure queue stability at corresponding transmitters i.e.q bv = lim t→∞
On the other hand, queue stability for free vehicles v ∈ F is ensured when the queues at both RSU and SL are stable.
Vehicles which serve as SLs establish backhaul links with the RSU that should support the data rates of connected free vehicles along their own rate demands, i.e.,
To ensure seamless video streaming each receiver must at least buffer video frames with playback time of ψ in advance. Hence, we impose a probabilistic constraint on each vehicle which ensures that playback video in its buffer is less than ψ with a very small probability 1,
where
is the duration of video frames transmitted to vehicle v till elapsed time t.
Each vehicle in the network can utilize the maximum number of resources available at their serving node. In this regard, the per vehicle resource allocation constraints are defined as follows:
where (8) implies that resources of the RSU and SL are not shared by any vehicle i.e., the SL serves only those free vehicles which are connected to it and the rest are served by the RSU. Furthermore, each resource of RSU and SL can be only used by one vehicle at each time instant, i.e., v∈V\F
Note that the constraints (8) and (9) Fig. 3 illustrates the link model between the RSU, SL and a vehicle. In the simulator link-to-system (L2S) interface is used for the exact modeling of radio links. An important input parameter for L2S interface is the channel quality information (CQI) which is transmitted by each vehicle and is used to decide the modulation and coding scheme (MCS). Intersymbol interference is mitigated by using cyclic prefix longer than the delay spread. To exploit spatial diversity the vehicles use maximal ratio combining (MRC) receivers. Calculation of SINR is performed for each RB. The symbols are perfectly synchronized in time and frequency domain. Computational overhead is minimized by using mutual information based effective SINR mapping (MIESM) which maps the SINR to respective mutual information curve. Erroneous transmissions are detected by mapping the frame error curve to the corresponding mutual information curve. Successful transmission of video frames generates an acknowledgment (ACK) while failed transmissions are represented with negative acknowledgement (NACK). Re-transmission of the failed video frames is handled by the hybrid automatic repeat request (HARQ).
A. Problem Formulation
The design criteria is to maximize the quality of experience (QoE) for each vehicle. QoE in this work is defined as a weighted sum of two terms, the first term takes care of maximizing the average quality while preserving fairness among users j γ j z j v,i , where γ 1 [30] , [31] . The second one, penalize the quality switching between adjacent chunks and it is captured by:
and 0 otherwise, where 0 ≤ β ≤ 1. Therefore, for every chunk i to download, we solve the following optimization problem:
subject to (1), (3), (6), (7), (8), (9)
The value of indicator function is 1 whenever the quality decreases compared to the quality at previous video chunk otherwise it is 0. Here, β is the tradeoff parameter that controls the impact of video fluctuation on the objective.
The indicator function in our optimization problem is transformed into an equivalent s-curve function [32] i.e.,
where α controls the slope of the s-curve. To solve the objective function in (10) the slicing algorithm determines the partition of sets S, F, C. When the set partitions are determined RSU solves the network wide optimization problem and performs resource allocation and selection of video quality while ensuring queue stability.
III. VEHICLE CLUSTERING VIA NETWORK SLICING
Network slicing is defined as a virtualization capability that slices the physical network into several logical networks which can be independently optimized. Network slicing brings elasticity which will be helpful in addressing the issues of efficiency, flexibility and scalability for the future generation of mobile services. The key enabler of this technology is network functionality virtualization (NFV) which can reconfigure networks with software and manage network resources. In the present network architecture we have predefined service function chains for individual services.
Network slicing enables the reconfiguration of service functions via NFV, with which the same infrastructure can be used to provide different services. The key step in network slicing is to determine clusters of free vehicles. RSU measures the CQI value of all the vehicles and computes the similarity between the low SINR vehicles (with weak QoE) in the network based on the geographical information. RSU constructs the distance based similarity matrix C in a way that vehicles which have large distance have less similarity and vice versa. Since the objective function in (10) requires the partition of set V as per (1), we decouple (10) and first utilize spectral clustering algorithm to determine F [33] .
Algorithm 1 Partitioning Free Users
Input: Similarity matrix C Output: a set of k clusters i.e. ∪F k Initialization: 1: Let W be the weighted adjacency matrix of C. let x i ∈ R k be the vector representing the i-th row of U.
7:
Cluster the points (x i ) i=1,...,n in R k with the k-means algorithm into clusters F 1 , ..., F k . 8: end for 9: return F = {F 1 , ..., F k } Euclidean distance based similarity matrix C is formulated at each RSU, where d vv corresponds to the (v, v )-th entry. Similarity C two vehicles v, v ∈ V is measured by the Gaussian similarity function given as [34] :
where d v corresponds to the location of vehicle v. Impact of neighborhood size is controlled by σ. Small value of σ results into less vehicles per cluster and vice versa. Apart from σ, an important clustering parameter is the input k which determines the number of clusters. If σ is fixed, an appropriate choice of clusters k is determined by eigenvalue method. Spectral clustering exploits the geometry of nodes in a graph. The graph Laplacian matrix is formulated as L = D − S, where D is diagonal matrix with v-th diagonal element given as
For cluster F, the combination of the smallest F eigenvectors of L can be used to determine the input parameter k for k-means clustering.
where χ i is the i-th smallest eigenvalue. When the nodes on the graph are uniformly distributed as k clusters, the first k eigenvalues are small and the (k + 1)th eigenvalue becomes relatively large. Since the spectral clustering algorithm requires the knowledge of similarity matrix S, it is categorized as a centralized clustering mechanism. The output of clustering algorithm is the set of free users F = {∪F k }.
To serve the set of free vehicles we need to determine the slice leaders S. As described earlier S is the set of vehicle which have high quality V2I link and V2V link, which makes it suitable for them to serve as an access point. RSU utilizes the geographical information to determine the distance of all vehicles v ∈ V\F from cluster center. Since the vehicular devices are mobile, it is highly likely that the nearest vehicle from cluster center will have high quality V2V links with all the vehicles of the respective cluster. A vehicle which is closest to the cluster center then becomes the slice leader as per the slicing algorithm. After determining the free users F and slice leaders S RSU utilizes (1) to find the compelled vehicles C. In the upcoming section Lyapunov optimization to jointly optimize resources and video quality is performed.
IV. VEHICLE SCHEDULING AND VIDEO SELECTION VIA LYAPUNOV FRAMEWORK
The Lyapunov drift method is widely used to solve optimization problems that evolve over time. Since the problem in the current work has time varying channel states, we leverage Lyapunov drift framework to ensure queue stability and performance optimization. In the Lyapunov method the choice of the optimal value of penalty comes with a trade off between the network stability and average queue backlog. For tractability of the inequality constraint (7) we resort to the Markovian inequality. Markovian inequality specifies that for a non-negative random variable X and a ≥ 0 we have Pr(X ≥ a) ≤ E[X]/a [35] . Applying the Markovian inequality on (7) yields,
Note that the stability of virtual queues ensures the stability of the objective function and the satisfaction of probabilistic constraints. Two sets of virtual queues U v and Y v for vehicle v ∈ V connected to RSU and for vehicle v ∈ F connected to SL are introduced. The evolution of virtual queues is given as:
Furthermore, as per (15) , the stability of virtual queues ensure the stability of actual queues, in which case the stability of queues given in (15) is sufficient for the stability of network.
We define a collective queue vector Θ(t)
including the current running time averages of control vectors x v , z (j) v,i defined as:
The collective queue vector represents the multidimensional state of the system, which is composed of the virtual queues (15) , and the time-averages of control variables (16) . The non-negative Lyapunov function for the collective queue vector is [27] :
The conditional Lyapunov drift ∆(Θ(t)) is [27] :
where ϕ is a constant which bounds the square terms of queues and the optimization variable i.e.
Introducing the penalty term with the objective function and minimizing the upper bound on Lyapunov drift plus penalty at each time t yield the solution for the optimization problem described in (10) .
is the objective function defined in (10) for the current running time averages and η is a non-negative penalty parameter that controls the tradeoff between the optimality of the solution and average queue congestion. The optimization problem in (19) requires the minimization of the upper bound on Lyapunov drift. Since minimization requires the objective function to be convex and in our problem the non-convexity in the Lyapunov drift expression is due to the product of optimization variables x m v and z (j) v,i shown as, 1 + ψ) and applying the equality −4xz = (x−z) 2 −(x+z) 2 to (20) for simplifying various relations,
By applying the first order taylor expansion around (a, b) on (21) we can approximate the non-convexity in (18) as,
Concave-convex procedure (CCP) is used to find the optimal solution of upper bound minimization problem. The linear approximation in (22) is bounded by an additional variable ρ
which is minimized in the objective function. The proposed algorithm takes control actions at every time slot in reaction to the previous observations and queue states, to minimize the drift plus penalty expression written in terms of the optimization variables as:
where ϑ m v , Φ j v represents the coefficients of x m v and z (j) v,i respectively and ρ m(j) v represents the CCP part. Next we analyze the performance of the proposed method for different vehicular densities, resources, neighborhood size and reliability ( ).
V. PERFORMANCE ANALYSIS
In this section, we analyze the performance of network slicing based vehicular network simulated on system level simulator. The simulation considers the layout of a six lane highway as proposed in [11] , where vehicles in three lanes are moving in left direction and the vehicle in remaining lanes are moving towards right with the speed of 140 km/h. RSU network is placed alongside the highway at a distance of 35 m and the inter RSU distance is 1732 m.
The simulated layout assumes the highway is stretched over a distance of 10 km. To model different vehicular densities in the network we change the inter vehicular distance i.e. large inter vehicular distance results in sparse network and vice versa. To avoid the overhead of computing real time information of V2V links at each time slot RSU repeats the slicing procedure after every 100 ms. After updating the link information RSU runs the slicing algorithm to partition the vehicles into their respective sets. RSU uses transmit power of 46 dBm while vehicles use transmit power of 20 dBm. The rest of simulation settings are tabulated in Table II . The performance of the proposed network slicing solution is compared with baseline 1 and baseline 2. Baseline 1 from [2] was used to develop the vehicular communication in LTE-A system level simulator. Baseline 2 is from [11] , which follows the concept of relaying vehicles to enhance cell coverage by offloading the weak V2I links to high quality V2V links for the cell edge users. The cumulative distribution function (CDF) of the duration of playback video buffered at the receiver is plotted in Fig. 4 . The Performance of the proposed and baseline methods is compared for different values of reliability ( ), resources block (M ) and vehicle densities (V ). A neighborhood size of 10 m is assumed in the proposed network slicing. From Fig. 4 it can be seen that the proposed network slicing algorithm improves the performance of vehicular devices compared to both baselines. When network slicing is used with = 0.1 we see that the buffered video is greater than the target threshold for all vehicles. Moreover, when we increase the reliability i.e. = 0.01, the number of vehicles achieving the target threshold increases along with an increase in buffered video per vehicle. On the other hand, when we increase resources while keeping the same value of reliability higher numbers of chunks are available at the receiver buffer to be watched compared to the case with fewer resources. Similar trend can be observed in the baseline methods, where high value of reliability results in more vehicles satisfying the reliability criteria and vice versa. Moreover, the effect of available resources in the baseline scenarios are similar to the observed performance gains of the proposed approach. When we increase the number of resources in the baseline scenarios we see an increase in the number of users satisfying the reliability criteria where, baseline 2 performs the best because of the increased number of vehicular users (especially at the cell-edge) utilizing high quality links.
Since vehicular devices are streaming videos the QoE measures the user satisfaction. In this work the QoE is defined in terms of seamless video experience and quality fluctuations. Seamless video experience is ensured when packets are sent without delay to the receiver. Fig. 5 shows the complementary cumulative distribution function (CCDF) of the packets queuing latency. From Fig. 5 we can see that in baseline 1 we have maximum transmitter queuing latency of 10 ms when the resources are equal to the number of users and the latency is reduced to 7 ms when the resources are doubled. In baseline 2 where, the cell-edge vehicles are offloaded to be served by neighboring vehicle performs better than baseline 1. The maximum transmitter latency of 10 ms is observed for lower value of reliability and the latency reduces to 9 ms when the reliability is increased. Similarly, when the number of resources are increased for baseline 2 the latency is reduced to 5 ms. On the other hand, the proposed solution reduces the maximum latency of baselines by half e.g. 5 ms for less reliable scenario i.e. = 0.1, moreover the latency is further reduced by 1 ms when the reliability is increased. The minimum queuing latency of 3 ms is achieved when network slicing is introduced with double the resources compared to the number of users. Combining the analysis of Fig. 4 & 5 we can see that when the number of resources are greater than the number of users we achieve the minimum queuing latency as well as increased number of users with high buffered amount of playback video still to watch. On the other hand higher reliability increases the QoE of users by minimizing the latency and increasing the duration of playback video available at the receiver and vice versa. It is observed that the baselines method doesn't achieve the reliability criteria for all the vehicles in the network. This is evident from the behavior of receiver buffer in Fig. 4 and latency in Fig. 5 where, we can see a fraction of vehicles satisfying the reliability constraints. In baseline 1 vehicles have no other option than to directly connect to the RSU and receive video streams, but users with bad channels experience erroneous transmissions which leads to increased queuing latency due to retransmissions. Whereas baseline 2 performs better than baseline 1, since cell-edge vehicle with weak links are offloaded to the neighboring vehicles resulting in improved link quality. Baseline 2 doesn't consider the possibility that vehicle other than cell-edge can also possess weak V2I links due to high mobility. The proposed network slicing approach on the other hand decreases the possibility of erroneous transmissions by establishing network wide high quality V2I and V2V links. Vehicles with poor channel have the option to either connect to the RSU or the SL for receiving video streams. Next, we analyze the effect of neighborhood size on the achieved QoE (left y-axis, black dashed line) and the effect on the number of clusters (right y-axis, red dash-dotted line). Fig. 6 shows the QoE and the number of clusters for a given neighborhood size. As explained earlier neighborhood size effects the similarity of vehicles i.e. small value of neighborhood size results into more clusters with less number of vehicles in it. We can see from Fig. 6 that when σ = 10 0 m we have 7 clusters in the network and the number of clusters reduces to 1 when we increase the neighborhood size σ = 10 4 m. When the number of cluster in the network increases the inter cluster interference lowers the performance of V2V links, which results in low value of QoE. On the other extreme when there is only one cluster in the network then slice leader may become overloaded due to large number of free users and in this case vehicles which are not served lowers the QoE. The achieved QoE is maximum when the neighborhood size is between 10 2 -10 3 (m) when there are 2 and 3 clusters in the network. It should be noted that neighborhood size has direct effect on the performance of network slicing, large neighborhood size in dense networks leads to overloaded clusters, where cluster leaders may not be able to serve their free vehicle and small neighborhood size increases the number of clusters and the inter cluster interference. So neighborhood size should always be chosen based on the density/sparsity of network. In baseline 1 RSU serves all the vehicle and its performance is lower than network slicing, which is because RSU doesn't have high quality V2I links with all the vehicles which leads to lower QoE. The video quality selection algorithm is based on the solution of the optimization problem (23) , where the optimization variables are the choice of video quality and the resource block assignment. Fig. 7 shows the achieved video quality for the proposed and baseline 1 as a function of number of vehicular users (VUEs) per RSU. The small number of vehicles per RSU (i.e., 6 VUE/RSU) achieves high quality (720p) video for all the vehicles in the proposed scenario compared to the baseline 1 technique, which achieves low quality (240p) video for 98% of the vehicles and the remaining 2% VUE achieve higher video quality i.e., 360p, 720p. The proposed technique ensures high quality video experience for increased number of vehicles per RSU compared to baseline 1 because the proposed technique utilizes high quality V2V links along with the V2I links, while baseline 1 only utilizes V2I links. When the number of VUE per RSU is increased to 15, baseline 1 achieves the lowest video quality for 100% of the users, while the proposed solution realizes lowest video quality (240p) for 18% of the VUEs, medium video quality (360p) for 50% of the VUEs, and the highest video quality (720p) for the remaining 32% of the users. Further increasing the number of VUEs per RSU results in lower quality video selection and a decline in high quality video experience, which is due to the limited radio resources in the network. The decline in high quality video experience in the proposed case for higher number of VUEs is due to the fact that the Lyapunov video selection algorithm selects the video quality and radio resources to ensure long term stability of all vehicles and to avoid the penalty of video quality fluctuation. Since, the limited number of radio resources cannot provide high quality video experience to all the vehicles, the Lyapunov video selection algorithm lowers the video quality of certain vehicles to avoid the associated cost of quality fluctuation.
VI. CONCLUSION
In this paper, we have formulated the problem of joint resource allocation and video selection for vehicular devices as a stochastic optimization problem under constraints of queue stability and QoE. The aim is to maximize QoE for vehicular devices while ensuring a threshold duration of video at each receiver. We simulated a highway scenario with different vehicular densities and analyzed the performance of the proposed technique. Under mild assumptions, we analyzed the performance of the proposed technique with the system level simulator and we have shown that performance of proposed method is better than the baselines. Furthermore, the proposed approach is evaluated for different neighborhood sizes and the effect of changing reliability or resources is compared with the baselines. The considerable gains in the proposed technique is due to the utilization of high quality links which maximized the user's experience.
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