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Abstract
Non-rigid image registration is an important tool for analysing mor-
phometric differences in subjects with Alzheimer’s disease from struc-
tural magnetic resonance images of the brain. This thesis describes a
novel probabilistic approach to non-rigid registration of medical im-
ages, and explores the benefits of its use in this area of neuroimaging.
Many image registration approaches have been developed for neu-
roimaging. The vast majority suffer from two limitations: Firstly, the
trade-off between image fidelity and regularisation requires selection.
Secondly, only a point-estimate of the mapping between images is
inferred, overlooking the presence of uncertainty in the estimation.
This thesis introduces a novel probabilistic non-rigid registration model
and inference scheme. This framework allows the inference of the pa-
rameters that control the level of regularisation, and data fidelity in
a data-driven fashion. To allow greater flexibility, this model is ex-
tended to allow the level of data fidelity to vary across space. A ben-
efit of this approach, is that the registration can adapt to anatomical
variability and other image acquisition differences.
A further advantage of the proposed registration framework is that
it provides an estimate of the distribution of probable transforma-
tions. Additional novel contributions of this thesis include two pro-
posals for exploiting the estimated registration uncertainty. The first
of these estimates a local image smoothing filter, which is based on
the registration uncertainty. The second approach incorporates the
distribution of transformations into an ensemble learning scheme for
statistical prediction. These techniques are integrated into standard
frameworks for morphometric analysis, and are demonstrated to im-
prove the ability to distinguish subjects with Alzheimer’s disease from
healthy controls.
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Chapter 1
Introduction
With the recent availability of large, high resolution medical image datasets,
the manual analysis of every image by trained experts is becoming intractable.
To deal with this plethora of data, automated medical image analysis techniques
have been devised. These tools are designed to extract application specific details
from the data, either automatically, or with limited manual intervention. The
development of such tools is essential for accurate information to be obtained,
and compared across subjects to evaluate the characteristics of a disease in a
population. Once extracted, the image derived information can be used as a
basis for objective diagnosis or prognosis of individual patient outcomes.
This thesis considers the analysis of differences, and changes over time, in the
morphology of the human brain when affected by Alzheimer’s disease (AD). To
find robust and sensitive morphological imaging biomarkers of neurodegenerative
disease, the differences and similarities between and across population groups
need to be statistically analysed. In order for such an analysis to be performed,
all of the image data need to be placed within a common frame of reference. Once
the images are transformed to a common reference frame, a particular coordinate
location has a common meaning across the set of images [177]. In neuroimaging
group studies, subject images are usually transformed to an average population
image space, often referred to as an atlas. There are several standard atlases
that are used in neuroimaging, one of the more common is the MNI152 atlas [54].
More task specific atlases can also be derived, which is discussed in section 2.3.3.
The process of estimating the mapping from a subject image to an atlas
space is referred to as spatial normalisation. Spatial normalisation reduces inter-
subject anatomical variability and enables meaningful comparison of image infor-
mation [58]. It also provides a framework for analysing morphometric deviation
1
between subjects and an atlas [11][38]. Spatial normalisation is a challenging
problem, and is addressed through the use of image registration algorithms.
The development of advanced tools for registration of structural magnetic
resonance images (MRI) of the brain, is the main focus of this thesis. The next
section introduces medical image registration and describes some of the limita-
tions of current approaches. This is followed by a brief introduction to MRI, and
the benefits of image analysis in AD.
1.1 Medical Image Registration
Medical image registration is the problem of estimating anatomical, or functional
correspondence between images. This correspondence takes the form of a mathe-
matical mapping between the two image coordinate systems. Image registration
has a broad variety of medical applications [84], and has been implemented using
a wide range of methodologies (see [121][207] for reviews).
There are two particularly important roles that image registration plays in
neuroimaging: Firstly, it allows the spatial normalisation of multiple subjects into
a common reference frame. The estimation of this mapping is sometimes referred
to as inter-subject registration. Secondly, registration can be used to align images
of the same subject, known as intra-subject registration. These images may
have been acquired at different times, or using different imaging modalities. As
such, intra-subject registration provides a mechanism for describing anatomical
changes in a subject over time. Both inter-subject and intra-subject registration
are explored in this thesis.
Brain image registration methods are typically driven by the alignment of
image intensities, although some methods have been developed that are based
on specific landmarks [26][134]. However, the determination of a homologous,
or sufficiently descriptive, set of landmarks to relate two images is usually only
semi-automated, and many landmarks may be required for a reasonable map-
ping. An alternative approach, is cortical curvature matching [45][55]. These
methods estimate the deformation of the cortical surface with the aim of align-
ing regions that have a similar surface curvature. However, such approaches
do not seek to align subcortical structures, such as the hippocampus, which is
strongly associated with AD [97]. Therefore, this thesis only considers the class
of image intensity based registration methods. Image intensity based registration
approaches optimise a chosen transformation model such that the anatomical or
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functional correspondence, as measured from the voxel intensities, is maximised
subject to any constraints.
1.1.1 Global Registration Methods
Early approaches to image intensity based registration in neuroimaging were used
to correct for global differences, such as position, scale and shearing [192][39].
The choices of transformations vary from rigid transformations with six degrees
of freedom (rotations and translations in three directions), to affine transforma-
tion with up to an additional 6 parameters (scales and skews in 3 directions).
These global registration methods are able to account for the gross anatomical
differences between images, and provide a coarse level of alignment. Global regis-
tration methods have been well studied, and many efficient implementations are
available [15][193][98]. However, in order to provide a high-resolution spatial nor-
malisation, or model morphometric differences between images, a more flexible
class of methods is required.
1.1.2 Non-Rigid Registration
Intensity driven non-rigid (sometimes referred to as non-linear) registration was
introduced to neuroimaging to resolve spatially local changes in brain shape [63].
These methods have far greater degrees of freedom than global registration, and
as such allow for a more flexible mapping between images. A global registration
is often a required pre-processing step for non-rigid registration. This is because
the reduced degrees of freedom make it less susceptible to sub-optimal solutions.
1.1.3 Issues In Non-Rigid Registration
Intensity based image registration methods measure correspondence according
to the differences of the image intensities at each location. An approach that
purely minimises intensity differences, will probably infer large, complicated, and
noisy transformations. This is because voxel intensities are a noisy measurement
of the tissue properties of the underlying anatomy. As the same tissue types
are found across the brain, the voxel intensities do not provide sufficient infor-
mation for a distinct anatomical correspondence. Moreover, small differences in
intensity, which could result from acquisition noise, or image processing such as
subsampling, or smoothing of the image data, will be attempted to be matched.
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This is a key issue when using a more flexible transformation, as the model can
more closely match small image differences. An unconstrained approach to non-
rigid registration may result in a wholly inaccurate registration, attempting to
match non-corresponding structures despite them being geometrically different,
and anatomically distinct, because of irrelevant intensity differences. Therefore,
to infer an accurate and plausible transformation, some prior knowledge needs to
be introduced as a means of regularisation. An issue present in all approaches
to non-rigid registration, is how to balance the importance of matching image
intensities, and the strength of the prior knowledge. Methods to address this
issue are addressed in chapters 3 and 4, with results given in chapter 5.
A further concern is that intensities necessarily do not specify a unique optimal
mapping between images, for any given transformation model. The ambiguities in
voxel intensity matching can be calculated, and incorporated into a quantification
of the uncertainty in the inferred mapping between images. Understanding the
uncertainty in registration is an important consideration in any statistical analysis
where registration is required. This is explored in chapters 6, 7 and 8.
Both of these problems can be addressed through the use of a probabilistic
model for image registration. Therefore, chapter 2 includes a brief review of the
components required for a non-rigid registration algorithm, with a focus on the
construction of probabilistic models of registration.
The next section of this chapter introduces the context for the application of
medical image registration in this thesis.
1.2 Alzheimer’s Disease
AD is a progressive neurodegenerative disease, and the most common to be as-
sociated with the symptoms of dementia. Individuals affected by AD suffer a
progressive impairment of cognitive function, and emotional disturbances due to
the accelerated rate of death and degradation of neurons and synapses. AD is
a degenerative and terminal condition linked to ageing. AD currently affects an
estimated 26.6 million people worldwide [31]; consequently AD is responsible for
huge medical costs and poses a considerable social burden. There currently exists
no cure for Alzheimer’s disease. This may be partially due to the imprecise tools
that are commonly used as a surrogate measure for the effects of any developed
treatments.
AD has been shown to be associated with the accumulation of abnormal pro-
teins in the brain, which is accompanied by progressive synaptic, neuronal and
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axonal damage. These changes may begin to occur several years prior to any
symptomatic effects. The presence of abnormal proteins and grey matter atro-
phy is initially observed in the medial temporal and parietal lobes. Subsequently,
the frontal lobe is affected in the later stages of the disease [159].
AD is often preceded by the patient suffering from mild cognitive impairment
(MCI). Patients with MCI often suffer from mild memory loss, but are still ca-
pable of everyday living [136]. MCI may be caused by several different factors.
However, patients with MCI have an increased likelihood of progressing to AD,
at a rate of 10-15% per year [118]. For this reason, patients with MCI are often
studied when investigating the early effects of AD.
Diagnosis of AD is often based on insensitive symptomatic measures such
as the clinical dementia rating [128]. Such tests are poorly suited for detecting
changes in mildly symptomatic subjects, are insensitive to small changes in be-
haviour, and may not be suitable for ascertaining which specific pathology has
lead to an incidence of dementia. Tests on the cerebrospinal fluid (CSF) for AD
have been developed [6]. These tests have been shown to be sensitive to AD.
However, it is still unclear how specific these tests are [46]. Obtaining samples
of the CSF for these tests requires an invasive procedure, making this unsuitable
for widespread use.
Radiological imaging of subjects suffering the symptoms of dementia can be
used to provide a differential diagnosis. Furthermore, imaging can potentially
provide measures that are better suited for measuring the efficacy of a treatment
than cognitive, or functional scales.
1.2.1 Imaging in Alzheimer’s Disease
Radiological imaging of patients with suspected AD enables an observation of the
current state of brain function or anatomy. The information provided by imaging
can yield objective evidence regarding the state of pathology that would otherwise
be unavailable. Quantifiable features derived from imaging that are indicative of
biological state, are known as image derived biological markers, or more simply
as imaging biomarkers. The International Working Group for New Research
Criteria for the Diagnosis of AD [50] proposed the use of imaging biomarkers
as supporting evidence for the diagnosis of AD. Imaging biomarkers can also
be used as a measure of treatment efficacy [96]. Currently, there are no widely
accepted imaging biomarkers of disease progression [61], although preliminary
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studies suggest that such an approach could provide greater statistical power
than traditional measures [89].
The selection of a suitable set of biomarkers requires some consideration. A
useful biomarker needs to be both biologically plausible, and sensitive to changes
in disease progress. As the pattern of change varies over the course of the disease,
an ideal set of biomarkers would reflect this.
Several imaging modalities have been previously used in the diagnosis of AD.
These include functional imaging techniques such as positron emission tomogra-
phy (PET) using an FDG tracer. FDG PET allows the visualisation of glucose
uptake, and therefore provides a measure of localised brain activity [82]. Func-
tional magnetic resonance imaging (fMRI), which measures the blood oxygen
level dependence (BOLD) signal, has also been used [153]. Molecular imaging
approaches such as PET using the PIB tracer have been used to image the amy-
loid proteins associated with AD [107]. Micro-structural imaging approaches,
such as diffusion tensor magnetic resonance imaging (DTMRI), have been used
to visualise the integrity of neuronal connections in AD [154].
Structural magnetic resonance imaging (MRI) allows a view of the anatomical
macro-structure, and provides a means for assessing the shape and size of brain
structures. This thesis focuses on the use of structural imaging methods, which
has the advantage of the availability of large public datasets. There is a potential
for AD biomarkers derived from other imaging modalities to be used in com-
bination with structural MRI information, as they will contain complementary
information. The next section provides some details regarding the acquisition of
MR images, before elucidating on their uses in AD.
1.2.2 Magnetic Resonance Imaging
Magnetic resonance imaging is a powerful non-invasive method of medical imag-
ing, which in contrast to some other structural imaging methods such as com-
puted tomography does not use ionizing radiation. This makes MRI ideal for
both clinical and scientific work. MRI also provides a high contrast in soft tissue
anatomical structures, which is appropriate for imaging the human brain.
MRI scanners use a strong magnetic field, most commonly between 1.5-3 Tes-
las for neuroimaging. This aligns the magnetic spin of hydrogen nuclei of a body
placed within the field. Radio frequency (RF) pulses, produced at the resonance
frequency of the target protons, are then applied to “flip” the angle of magnetic
spin. These flipped protons create a magnetic field perpendicular to the main
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field. This induces currents in a set of receive coils, allowing the measurement
of the perpendicular component of the proton’s spin. The “relaxation” of these
hydrogen nuclei to their original magnetisation (aligned with the field) is then
measured according to two time periods. T1, the time taken for relaxation of
the magnetisation in the direction of the magnetic field, and T2 the time taken
for the loss of the magnetisation perpendicular to the main magnetic field. The
MR image is constructed from the estimated measurements of these time periods
at each point in space. The relaxation time for these two factors varies between
different tissue types, and it is this variation that provides the contrast between
tissue types in the MR images [80]. Image intensity or contrast may vary across
the image in a spatially smooth manner according to an unknown intensity bias
field [188]. Amongst other things, intensity bias fields may be caused by inho-
mogeneous sensitivity of the receive coils to locations in the brain. MR produces
images that are corrupted by Rician noise, which for typical values of SNR is
approximately Gaussian [74].
In order to create a 3-D image, positional information needs to be encoded.
This is achieved by applying an additional magnetic field gradient across space.
The frequency that a proton “precesses” or spins at, is proportional to the
strength of the magnetic field. This is known as the Larmor frequency. The
use of a magnetic field gradient causes protons in different locations to spin at
different frequencies. By exciting, and then “listening” to these different frequen-
cies, the T1 and T2 time periods can be acquired across different locations.
MRI uses different pulse sequences in order to acquire images with varying
contrasts. The choice of the sequence is dependent on the application. In neu-
roimaging, it is common for T1-weighted structural images to be used. However,
T2 sequences also have their uses and provide good contrast for some tasks, for
example in locating lesions. The resolution of the acquired MR images is depen-
dent on the sequence, the scanner field strength and the required signal-to-noise
ratio. A typical image resolution from a 3T scanner is 1 mm3 per volume element
(voxel).
1.2.3 Structural MRI in Alzheimer’s Disease
Structural T1-weighted MRI of the brain has been commonly used as a modal-
ity to develop imaging biomarkers of AD [61]. MRI allows the measurement of
macroscopic changes in brain structure. This can be used for the quantification
of both global [59][172], and local [60][159][89][57], changes in brain morphology
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(commonly atrophy). It can also be used to describe morphological differences
between subjects [11][106][120][44][90][179]. Changes in brain morphology can in-
clude differences in size, and shape of brain structures. By analysing the patterns
of morphological differences across several subjects, a consistent set of biomarkers
that differentiate AD from normal ageing, or MCI, can be found. Morphological
biomarkers associated with AD have been established as being visible from MRI
prior to the observation of clinical symptoms [142], and hippocampal atrophy has
been shown to correlate well with CSF markers [76].
As MR imaging biomarkers of AD are visible before symptomatic effects,
these could be used to facilitate an early diagnosis, or prognosis. This could also
provide an insight into the biological mechanisms underlying AD. Perhaps more
importantly, imaging biomarkers can be be used as a quantitative measure of the
efficacy of any disease modifying drugs on the underlying anatomy [96][56]. The
predictive capabilities of structural MR images of the brain for the detection of
AD are explored in chapters 7 and 8.
1.3 Summary Of Remaining Chapters
This thesis introduces two novel probabilistic models and inference strategies for
non-rigid registration, these provide a solution to some of the limitations of cur-
rent methods. The benefits of the proposed probabilistic registration frameworks
are evaluated in terms of deriving robust spatially normalised morphological fea-
tures that are predictive of AD.
Chapter 2 introduces the required components of non-rigid registration, fo-
cusing on how a probabilistic registration model can be formulated, and how this
fits within the existing registration literature. Bayesian inference strategies on
probabilistic models are briefly reviewed. The chapter concludes with a discus-
sion of how morphological features can be extracted from MR images of the brain
using non-rigid registration, and how these features can be statistically analysed.
Chapter 3 presents a novel probabilistic model and inference strategy, for
non-rigid registration. Bayesian inference of this model is described, which allows
the level of regularisation, and data fidelity, to be inferred from the data. This
eliminates the need for manual tuning of the model parameters by allowing the
registration to adapt to the presented data. Furthermore, this model intrinsi-
cally provides estimates of the uncertainty of the registration, this is investigated
further in chapter 6.
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Chapter 4 further develops the probabilistic non-rigid registration model
that was proposed in the previous chapter, and adapts it to describe spatially
varying estimates of model mismatch. This allows the data driven inference of a
spatially varying trade-off between data fidelity and regularisation.
Chapter 5 introduces methods for the quantitative validation of non-rigid
registration, and provides results for the two proposed registration framework
in comparison to a pre-existing tool. The probabilistic registration frameworks
are shown to adapt to image acquisition, and anatomical, differences and are
demonstrated to provide robust and accurate inter-subject registration.
Chapter 6 discusses the concept of registration uncertainty, its interpreta-
tion, and how it can usefully be applied to resolve residual mis-registration in
inter-subject registration. A novel adaptive smoothing filter, which is derived
from the estimated registration uncertainty, is introduced. The use of smoothing
to compensate for mis-registration is motivated in terms of providing an improved
trade-off between sensitivity and specificity, with respect to propagated anatomi-
cal segmentation accuracy. The adaptive smoothing filter is shown to outperform
several isotropic Gaussian smoothing kernels.
Chapter 7 investigates the application of the probabilistic non-rigid registra-
tion framework for the longitudinal image analysis of subjects with AD. Maps of
localised expansion and contraction are estimated. These are shown to provide
information that accurately discriminates between AD and age matched healthy
controls. Furthermore, the spatial normalisation of these features was performed
using the proposed registration framework. This permitted the adaptive smooth-
ing filter, as described in chapter 6, to be used to compensate for mis-registration.
The application of this filter is demonstrated to provide the most accurate clas-
sification of disease status from the spatially normalised longitudinal features, as
compared with a range of isotropic Gaussian smoothing kernels.
Chapter 8 proposes the use of registration uncertainty as a novel mechanism
for generating variability in statistical predictors. These predictors are amalga-
mated into an ensemble learning framework, which compensates for registration
uncertainty. This framework is applied to the classification of subjects with AD
from age matched controls based on two forms of estimated morphological brain
differences. The variability in statistical predictors, as generated from samples
of probable registrations, is demonstrated to improve classification, and provides
better estimates of the uncertainty in prediction than traditional approaches.
Chapter 9 summarises the contributions of this thesis, discusses some ideas
for future work and draws some overall conclusions.
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Chapter 2
Background
This chapter begins by describing how registration can be formulated as a gener-
ative model, which allows for a probabilistic description of the model parameters.
This is followed by an introduction of the constituent parts of a non-rigid regis-
tration algorithm, with a focus on components that fit within a generative model
formulation. Approaches to Bayesian probabilistic inference are then briefly re-
viewed, and an appropriate inference framework for the problem of non-rigid
registration is introduced. The chapter concludes with a discussion of how mor-
phological features can be extracted from MR images of the brain using non-rigid
registration, and how these features can be statistically analysed to predict a
subjects’ disease status.
2.1 Generative Models for Image Registration
Generative models provide a description of what the observable data should look
like, given a set of parameter values. Such models usually incorporate a random
noise model, which probabilistically describes the level of mismatch. Mismatch
between the observed data, and the generative model of that data, is referred
to as residual or error. For a complex problem, like inter-subject brain registra-
tion using real data with limited signal-to-noise ratio, residual errors are to be
expected. A generative model allows these errors to be described explicitly. The
reliability of a model parametrisation can thus be assessed through the use of a
random noise model. As such, generative models provide a probabilistic approach
to modelling, which facilitates model parameters being expressed as random vari-
ables that follow a probability distribution, rather than point estimates.
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Image registration can, and has, been formulated as a generative model, but
this is not necessarily the case, and many registration approaches seek to optimise
the transformation parameters according to some data derived criteria. The fol-
lowing sections describe the requisite components of a registration method, and
explain how a generative formulation of registration can be achieved, including
any limitations or benefits of such an approach.
2.1.1 Transformation Models
A key feature of any non-rigid registration algorithm is the choice of the transfor-
mation model that describes the mapping between images. Many transformation
methods have been proposed for use in the field of medical image registration,
for which a broad review can be found in [86].
Consider the problem of registration between a moving source image,
x : Ωx → R to a fixed reference image, y : Ωy → R, where Ωx,Ωy ⊂ R3 are the
domains of the 3-dimensional source and target image, respectively. Registration
estimates the transformation that projects x onto the domain of Ωy. This is
achieved by inferring the mapping from the reference image domain, Ωy, to the
source image domain, Ωx. This mapping takes the form of a deformation field u:
u(c,w) : c ∈ Ωy ×w ∈ RNt → cx ∈ Ωx (2.1)
where u(c,w) encodes the deformation field as a change in coordinates that is
defined at each point, c, in the reference image domain, Ωy. The deformation
field is dictated by a set of Nt transformation parameters, w, and results in
the corresponding co-ordinate cx in the source image domain. The relationship
between w and cx is described by the choice of transformation model. Using the
same notation, transforming x to Ωy can be written as:
t(x,w, c) = x ◦ u(c,w)→ R (2.2)
where ◦ refers the composition operatior in this equation. This function takes the
source image, x, transformation parameters, w, and a coordinate in the reference
domain c, and returns the intensity of the corresponding location in the source
image cx. In all further equations, c is omitted and t(x,w) refers to the complete
transformed source image, for all points in the domain Ωy.
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t(x,w) can be used as a forward model in a generative model of registration
as it generates the model prediction of the observed target image, based on the
estimated transformation of the source image. This formulation is not restricted
to use in generative models, and is used in many approaches to registration.
To provide estimates of uncertainty of the transformation parameters, w, the
correlation of their effects on the transformed image, or cost-function is required
to describe their joint distribution. As registration uncertainty is one of the issues
with which this thesis is concerned, transformation models that allow efficient
methods of calculating the correlation in w are preferable.
Parametric Transformation Models
A broad class of transformations suitable for use in non-rigid registration are
“parametric” transformation models. Parametric transformation models describe
the complete image transformation using a linear combination of basis func-
tions [127]. The selected basis set can have either global [10], or local [156] sup-
port within the image. These methods fully describe the transformation through
a single deformation field, with three directional components.
Parametric transformation models only guarantee a smooth mapping for small
deformations, hence these are referred to as small deformation models [124].
When modelling larger transformations using a small deformation model, it is
possible for the mapping to be non-smooth at points. This permits image “fold-
ing”, points where the determinant of the deformation field Jacobian matrix, the
3 × 3 matrix of first order deformation derivatives, is less than or equal to zero.
The capability of parametric models to resolve larger transformations can be im-
proved through the use of hierarchical registration schemes [160]. Hierarchical
approaches to registration are described in 2.1.5.
The primary advantage of using a basis set is that w is a compact description
of the transformation. This results in a reduced set of parameters to estimate.
These approaches often provide the facility for rapid calculation of the correlation
between parameters as shown for the discrete cosine transform [10], or cubic B-
splines free-form deformations [5].
B-spline Free-Form Deformations
The use of a B-spline basis set is preferable to a discrete cosine basis set, as the
local influence of the B-spline simplifies the calculation of the correlation of w
in high-resolution registration. A free-form deformation (FFD) transformation
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model based on B-splines gives rise to an interpretation of each parameter in w.
Free-form deformations are described by the movement of control points, which
for image registration, are normally arranged on a uniform grid across the image.
Each control point can move in 3 dimensions, and the resulting deformation is cal-
culated by blending the displacements of the control points using B-splines, which
gives a smooth deformation across space [109]. w describes the movement of the
control points, with a separate parameter for each direction. This is equivalent
to stating that w contains the coefficients of a B-spline basis set. B-splines have
a further advantage in being analytically differentiable, up to a degree based on
the order of the B-spline. Although they are smoother, higher orders of B-splines
give each control point a wider influence on the deformation across space, which
complicates calculation and may lead to overly smooth deformations. Cubic B-
splines are the most common to be used in registration [5][156], and produce a
smooth and C2 continuous deformation field, meaning that the second derivative
of the transformation is continuous.
Models Using Multiple Transformations
There are several approaches to registration that estimate, and apply several dif-
ferent deformation fields to find the mapping from Ωy to Ωx, for example viscous
fluid models [37], demons [180] and diffeomorphic demons [186]. Such approaches
allow great flexibility in terms of the estimated transformation. However, the fi-
nal mapping may be difficult to constrain in a principled manner, and it may
be almost impossible to obtain meaningful estimates of the correlation between
transformation parameters. This is because each deformation field will be de-
fined using a separate w, which will typically be a vector with between 10,000
and 2,000,000 components. This could lead to many million degrees of trans-
formation freedom in total. In such a case, the joint distribution between the
transformation parameters will be prohibitively difficult to calculate, and the
complete transformation will be difficult to constrain.
Vector Field Approaches
In recent years, vector field approaches to medical image registration have be-
come very popular. These allow a diffeomorphic mapping between images. A
diffeomorphic mapping is one where the function u(c,w), which maps from Ωy
to Ωx, is bijective and smooth, and has a smooth inverse. The large deformation
diffeomorphic metric mapping (LDDMM) [22] has been particularly influential.
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In LDDMM, a vector field is used to define the transformation, and the complete
mapping can be calculated by integrating the vector field over time. The LD-
DMM formulation allows the vector field to vary with time, thus very complex
warps can be calculated. The advantage of such an approach is that by integrat-
ing over sufficiently small time steps, the transformation can be guaranteed to
be diffeomorphic. However, in the standard LDDMM formulation a very large
number of parameters are needed, as a three dimensional vector field for each
time step is required.
A simplification of LDDMM was proposed by Ashburner in the tool diffeo-
morphic anatomical registration using exponentiated lie algebra (DARTEL) [7].
This approach uses a velocity field that is stationary in time. Although such an
approach is less flexible than LDDMM, it still allows large deformations that are
diffeomorphic and requires far fewer parameters. More recently, velocities that
are variable in time have been parametrised as an initial momentum field using
the principle of geodesic shooting [14]. Both of these approaches have imple-
mentations that allow fast computation of the correlation in w. Although these
approaches have fewer degrees of freedom than LDDMM, there are still far more
parameters to estimate than in an approach using a parametric basis set.
Symmetric and Groupwise Registration Formulations
Registration can alternatively be formulated as a symmetric [8][150][17][111], or
more generally as a groupwise [23][100], problem. Symmetric registration meth-
ods are unbiased in the choice of which image is selected to be the source, or the
target, producing an identical output regardless. Groupwise registration aims
to estimate the mappings from each subject to an intermediate image, which is
unbiased to any of the original images.
Symmetry places an inverse consistency constraint on the registration [36],
which means that the transformation between image A and image B should be
the inverse of that from image B to image A. This implicitly assumes a diffeomor-
phic mapping between images. Symmetric approaches should aim to infer trans-
formations where the forward and inverse are equally probable [8], which requires
an appropriately re-formulated cost function [17]. Although most approaches to
symmetric registration require an inverse transformation, equivalent perturbation
methods [111][176] do not, although Reuter et al. [140] caution that interpola-
tion asymmetry may cause bias, particularly in longitudinal imaging, due to the
additional smoothness introduced by image warping. Symmetry has been ap-
proached by registering both images to a midpoint between images [21][17][139],
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thus treating them equivalently. Symmetric approaches to registration clearly
provide a laudable constraint and the potential for extending this work to a sym-
metric formulation is discussed in chapter 9.
Groupwise is the generalisation of a symmetric registration, where multiple
images are co-registered to an unbiased average space. Several constraints and
approaches have been proposed [23][100][2][157]. Careful implementation is re-
quired, as these methods may require large amounts of memory and computa-
tional power.
2.1.2 Cost Function
The process of intensity based non-rigid registration can be thought of as the
minimisation of a general cost function C:
C(w, φ, λ) = −φCsim(y, t(x,w)) + λCreg(w) (2.3)
where Csim measures the similarity between two images and Creg provides a reg-
ularisation cost, penalising unreasonable mappings. Creg measures the deviation
between the current transformation parameters, w, and any prior knowledge that
has been specified regarding the values of w. φ models the fidelity of the image
data, indicating how much it should be trusted. λ controls the strength of the
regularisation. The trade-off between regularisation and image fidelity is very
important, and is discussed in detail in the following section. In some imple-
mentations, this trade-off is expressed using a single parameter that models their
ratio. The next section describes some typical types of regularisation that are
used in non-rigid registration.
2.1.3 Regularisation Constraints
Registration is driven by an image similarity function that attempts to find the
mapping that maximises the overlap of image information between two images.
In structural MR images, the image intensities provides a noisy surrogate for
anatomical tissue type. Simply finding the maximum value of the similarity
function provides no guarantee as to the reasonableness of the inferred mapping,
as voxel intensities do not provide sufficient information for plausible biological
correspondence. Non-rigid registration mappings can be arbitrarily complex, and
a close to perfect match of image intensities could be achieved that is biologically
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meaningless. As a trivial example, the completely useless registration tool [151]
maximises the similarity measure by transforming each voxel in the source image,
to the position of the voxel in the target image that has the same rank when sorted
by intensity. This implausible and unconstrained mapping between anatomies is
clearly useless, despite maximising the image similarities. It is clear that to
ensure the inference of a reasonable mapping, some prior information is required
to constrain w to plausible values.
The trade-off between data-fidelity, φ, and regularisation strength, λ, is a key
issue in all approaches to non-rigid registration. The λ parameter indicates the
expected complexity of the inferred transformation, as measured by the form of
the regularisation. As such, the trade-off between φ and λ describes the expected
level of transformation complexity, for a given measurement of image similar-
ity. If the relative importance of λ is too low, the optimisation may become
under-constrained and large changes in transformation may be made for a small
improvement in image similarity. This is because a more complex transforma-
tion was expected a priori than was actually required to adequately describe the
registration. Conversely, if the regularisation strength is too high, the inferred
mapping is likely to be overly smooth, and inaccurate. A motivating example of
the effects of regularisation is given in Figure 2.1.
It is a necessary, but not sufficient condition that the transformation is spa-
tially smooth to maintain the topology of the original image after transformation.
The preservation of topology encourages spatially adjacent features in the origi-
nal image to remain adjacent in the transformed image. It is also appropriate to
penalise the complexity of a registration to ensure the plausibility of a mapping.
This approach of penalising the path length, or deviation from the identity trans-
formation of the inferred mapping, is used in several recent diffeomorphic works
on registration [22][7][17][14]). It is clear that the smoothest, shortest mapping,
which leads to an equivalent model fit, is preferable. When using a small defor-
mation framework, regularisation is also used to reduce any folding of the image
that may occur in complex or noisy transformations. An appropriate prior on
the transformation parameters is one that encourages the transformation to be
small and smooth.
Regularisation Priors
As the deformation field is wholly defined by the transformation parameters, w,
the regularisation of these parameters regularises the transformation. A prior on
the distribution of transformations parameters can be specified as a multivariate
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Figure 2.1: An example of inter-subject registration between a subject with
Alzheimer’s disease (top-left), to a representative atlas (top-right) under different
levels of regularisation. The transformed images are shown in the second row.
The example with a high level of regularisation looks quite different from the
atlas, unlike the other two images. The deformation fields for the Y-direction
are given in the third row. The Y-direction is chosen as it shows the greatest
distinction between the registration methods. With a high level of regularisation,
the transformation is very smooth, whereas for a low level of regularisation, it is
very noisy. This results in a high level of image folding as shown in the determi-
nant of the Jacobian map on the bottom row. Conversely, an appropriate level
of regularisation leads to no folding in this case.
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normal distribution, N , which is parametrised by a mean and a covariance matrix,
P (w) = N (w; 0, (λΛ)−1), where Λ is the inverse covariance matrix scaled by λ.
To penalise against the magnitude of the transformation, the mean of the
prior distribution can be set as the identity transformation. The diagonal of the
covariance matrix describes the expected variance of the transformation param-
eters from the identity. To support a smooth transformation, an appropriate
covariance structure for the prior on w must be selected. The covariance terms
of the prior encourage parameters in w that control spatially nearby regions of
the deformation field, to take similar values, which in turn results in a smoother
transformation.
Several forms of regularisation on the deformation field can be encoded into
matrices for use as a prior on w. These priors are encoded as spatial covariance,
or inverse covariance matrices. The inverse covariance matrix can be thought of
as a difference matrix, allowing differential operators to be encoded in an inter-
pretable and sparse form. Conversely, the covariance matrix may be full, which in
high resolution registration would be computationally intractable to store. Once
appropriately encoded as an inverse covariance matrix Λ, the regularisation en-
ergy of the transformation, can be calculated using linear algebra as: wTΛw,
where w is a vector containing the transformation parameters. Regularisation
models can be efficiently applied though convolvution of the deformation field
with the Green’s function of the linear differential operator [30].
In the absence of any biological priors on the true covariance structure of
the transformation parameters, there are a variety of structures that have pre-
viously been demonstrated as priors in non-rigid registration. These include
membrane [4], thin-plate spline [26] and linear elastic [125] energy. These forms
of regularisation have been adopted in many registration frameworks includ-
ing [156][10][7][5]. The particular model of interest in this thesis is the thin-plate
spline bending energy, which is defined for a deformation field, u, in a direction,
d, as follows:
∫ X
0
∫ Y
0
∫ Z
0
3∑
d=1
λ
{(
∂2ud
∂x2
)2
+
(
∂2ud
∂y2
)2
+
(
∂2ud
∂z2
)2
+2
[(
∂2ud
∂x∂y
)2
+
(
∂2ud
∂x∂z
)2
+
(
∂2ud
∂y∂z
)2]}
dxdydz
(2.4)
where x, y, z refer to locations within the domain Ωy, bounded by (0,0,0) and
(X, Y, Z).
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More advanced prior distributions would be representative of a population of
interest, such as Ashburner et al. demonstrate for affine registration [15]. Such
a prior could be estimated for non-rigid registration from many registrations,
but it may be computationally expensive to use due to the extensive covariance
structure, although it would clearly be beneficial. The principal modes of vari-
ation, as obtained by principal component analysis using the covariance matrix
of many registrations, have been used as a basis set for computationally efficient
registration [104]. A symmetric prior was proposed by Ashburner et al. [8] and
extended to 3-D [9] for a high dimensional finite-element approach to registra-
tion. Their prior provides equivalent penalties for the forward, and backwards
transformation, which is not the case with most priors. Adaptive spatial priors
could be inferred from the registration of image pairs, or groupwise registrations.
This could draw from work in other aspects of brain imaging [62][78][72], and is
further discussed in chapter 9.
Alternative Regularisation Methods
Some fluid type registration approaches such as demons [180] and diffeomorphic
demons [186], provide an ad-hoc approach to regularising the mapping between
images. These approaches regularise through the use of a Gaussian kernel con-
volution with the deformation, or velocity fields. This constrains all the defor-
mations to be of a certain scale. Furthermore, mappings may be constructed by
composing multiple transformations consecutively, where each of the individual
transformations may be separately smoothed using an additional Gaussian ker-
nel. The selection of an appropriate Gaussian is unintuitive, and changes to the
regularisation scheme have a very strong influence on the registration.
An additional problem with these approaches is that they do not optimise
the complexity of the overall mapping at the same time as encouraging spa-
tial smoothness, as in LDDMM [22]. Instead, these aspects are decoupled into
separate terms, which makes it computationally efficient, but does not directly
optimise the intended gradient. This may result in a poor constraint that infers
inaccurate mappings.
The next section describes some image similarity measures that are used in
non-rigid registration.
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2.1.4 Image Similarity Measures
A generative model for registration can be formulated such that an estimate
of the observed target image is generated from the transformed source image,
as given in equation 2.2. Additionally, this estimate will contain errors due to
mismatched structures, or image noise. As such, a random noise term is contained
in the model. The most common approach is to assume additive independent,
and identically distributed Gaussian noise. This leads to a model of the form:
y = t(x,w) + e (2.5)
where e ∼ N (0, Iσ2), I is an identity matrix, and σ2 is the noise variance. The
likelihood, which is a probabilistic measure of model fit, for this model is related
to the commonly used similarity measure, sum of squared differences (SSD):
Csim = (y− t(x,w))2 (2.6)
The limitation of SSD is that both images must have identical contrast to be
reasonably compared. This can be rectified by explicitly modelling an intensity
mapping of one image to match that of the other [63][10][5]. Such an intensity
mapping E, parametrised by b, E(b; y), can be substituted into the generative
model for y. E could be used to provide a linear intensity mapping:
E(b; y) = by (2.7)
where b is a single variable that scales the image. Non-linear intensity mappings
give a greater degree of flexibility, and can be defined as:
E(b; y) =
n∑
j=1
bjy
j−1 (2.8)
where an nth order mapping is used. The use of an intensity mapping corrects
for differences in contrasts between the two images due to the image acquisition.
If significant bias fields are present, these mapping can be permitted to vary
smoothly over space [13] to jointly model the difference in image contrast and
bias fields [5]. The intensity mapping parameters and transformation parameters
together describe the generative model, and can be inferred simultaneously from
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the data when using the Bayesian inference techniques that will be described later
in this thesis. Incorporating such a mapping makes the use of a generative model
flexible enough for non-rigid registration of real MR data.
Alternative generative models have been proposed that permit different image
similarity measures. For example, Zo¨llei et al. provide an interesting registration
formulation through modelling the joint image intensity statistics as a multino-
mial distribution [208]. This allows for a multi-modal registration cost-function,
which minimises the entropy of the joint image intensity distribution. Addition-
ally, this provides a mechanism for informative priors on the similarity function,
which correspond to known intensity-mappings between image modalities.
Alternative Image Similarity Measures
Registration approaches that are not based on an underlying generative model
allow an arbitrary choice of similarity function. Popular alternative similarity
function choices include measures derived from information theory, such as mu-
tual information (MI) [187][119][156]. MI makes no assumptions regarding the
relationship between image intensities, but such flexibility is not necessary for
single-modal MR images. MI is commonly calculated from the joint histogram of
image intensities. This requires the width of each intensity interval, or bin, to be
selected for each image. This needs to be considered to avoid intensities related
to different tissue types falling into the same bin, and being counted as equiva-
lent. A further common measure is cross-correlation, which measures the linear
dependency between the intensities in two images [19][68]. Such an approach is
equivalent to estimating a linear intensity mapping between images. The corre-
lation ratio allows an arbitrary functional relationship between the intensities of
the two images [149]. Probabilistic interpretations of all of these cost functions
was investigated in Roche et al. [148].
Mutual information has been formulated as conditional on the position in im-
age space to compensate for bias fields [116]. Cross-correlation has been extended
similarly [83][17] by calculating statistics only on a local region of an image. These
approaches help compensate for bias fields as the local intensity heterogeneities
are accounted for. However, there is a potential for the similarity metric to over-
fit the data, e.g. give a high similarity for different tissue types, as the local
statistics do not contain sufficient information. This is because these approaches
do not model a smoothly varying intensity difference, but instead calculate the
similarity measure based on the statistics of a local region of arbitrary size.
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In terms of single modal registration of real MR images of the brain, such
as considered in this thesis, SSD, with an appropriately modelled intensity rela-
tionship, should provide at least as effective a cost-function, if not better than
any other measure. This similarity measure also fits within the generative model
framework.
2.1.5 Hierarchical Registration Schemes
Hierarchical registration schemes provide a framework for efficient and accurate
registration between images [115]. There are two hierarchical registration strate-
gies that are typically considered: those that manipulate the information content
of images, referred to as multi-resolution frameworks [18], and those that con-
sider the complexity of the transformation, referred to as multi-level registration
frameworks [160]. Note that for transformation models that do not use a sparse
parametrisation, multi-resolution schemes are intrinsically multi-level.
Multi-resolution, at its simplest, is the registration of subsampled images to
one another, in a coarse-to-fine fashion. This is commonly accompanied by image
smoothing, the level of which may be based on a scale-space interpretation [191]
that ensures image features of a particular scale are visible in the data. Smooth-
ing the data by a greater amount at coarser scales allows the larger scale image
features to be matched first. The reduction of small scale image features reduces
the choices of voxel matching locations dramatically, and helps ensure the reg-
istration method can find a reasonable solution. Subsampling also improves the
computational efficiency, as less voxels are present at the coarser levels.
Multi-level schemes follow in a similar manner. Initially a relatively coarse
transformation is used to estimate the large scale image deformations, followed
by successively increasing the number of degrees of freedom at finer levels. As
with multi-resolution schemes, this leads to a large improvement in computational
efficiency, and reduces the risk of finding suboptimal solutions. In most multi-level
approaches, a single set of transformation parameters, w, is estimated. These
initially describe a coarse transformation, but are refined at each multi-level. As
such, w will describe the entire deformation.
Multi-resolution and multi-level schemes are often used together, and for many
approaches to registration they are equivalent. In this thesis they will jointly be
considered as a hierarchical registration scheme.
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2.1.6 Optimisation of Registration
Once an appropriate similarity term and regularisation criterion have been es-
tablished, the process of finding the optimal set of parameters to fit the model
needs to be considered. A wide variety of optimisation procedures have been used
in non-rigid registration; however, for brevity only a brief description of the two
most common strategies is presented.
Gradient Descent
Gradient descent is a first-order optimisation algorithm, and is one of the simplest
optimisation schemes. The gradient of the registration cost function is evaluated
with respect to each transformation parameter independently [156][22]. The gra-
dient vector is evaluated for the cost function from the current set of parameters
by:
∇C(w, φ, λ) = ∂C(w, φ, λ)
∂w
(2.9)
where C is the cost function given by equation 2.3. Once the gradient has been
calculated, a line search is performed along ∇C(w, φ, λ) to choose the next set of
parameters. Gradient descent has been characterised as having slow convergence
in non-rigid rigid registration problems when compared to using a Gauss-Newton
type scheme, and is more susceptible to locally optimal solutions [206].
Gauss-Newton
Gauss-Newton is a second order optimisation algorithm that is used to solve
problems of the non-linear least squares form. This problem is non-linear in
that the output of the model is given by a non-linear combination of the model
parameters. As with gradient descent, the gradient of the cost function with
respect to the model parameters is required and is calculated by:
∇C(w, φ, λ)j = ∂C(w, φ, λ)
∂wj
=
Nv∑
i=1
φ(y−t(x,w))i∂t(x,w)i
∂wj
+λ
∂Creg(w)
∂wj
(2.10)
where j indexes any transformation parameter, and i indexes through the Nv
voxels. This can be re-written using linear algebra.
∇C(w, φ, λ) = φJTk + λΛw (2.11)
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where J is the first-order matrix of partial derivatives of the model parameters
with respect to the transformed source image, k is the residual error of the model
defined as y − t(x − w). Λw provides the gradient of the regularisation, as
specified by the inverse covariance regularisation matrix, Λ.
Additionally, the matrix of second-order partial derivatives of the generative
model is required. This is known as the Hessian matrix. In Gauss-Newton, the
Hessian is approximated by assuming that the second order derivatives are small
enough to be negligible. This is then equivalent to a 1st order Taylor series
approximation of the transformation model. This approximation is commonly
used in image registration, both for computational reasons and because the second
derivative can reduce the stability of the optimisation [138]. The approximate
Hessian entry for a given pair of transformation parameters wk and wl is given
by:
Hj,l =
∂2C(w, φ, λ)2
∂wj∂wl
=
Nv∑
i=1
φ
∂t(x,w)i
∂wl
∂t(x,w)i
∂wl
+ λ
∂Creg(w)
∂wj
∂Creg(w)
∂wl
(2.12)
and again, can be re-written using linear algebra as:
H = φJTJ + λΛ (2.13)
Each iteration consists of calculating the gradient and the Hessian given the
current set of parameters. The next set of parameters is calculated by:
wnew = wold −H−1∇C(w, φ, λ) (2.14)
The advantages of using Gauss-Newton over gradient descent is that the Hes-
sian provides a measure of the distance a cost function derivative can be trusted
for each parameter, rather than performing a search along the line of the gradi-
ent. Additionally, the Hessian recognises those parameters that covary, and thus
should move together. This allows the gradient to be rotated appropriately. Thus
Gauss-Newton requires fewer iterations than gradient descent, and may be more
resistant to local minima. The inverse of the Hessian can also be interpreted as
the covariance matrix of w, which will be revisited in the next chapter.
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2.1.7 Summary
As this section has illustrated, a generative model can be formulated to provide
an accurate and flexible approach to medical image registration between MR
images of the human brain. The advantage of using a generative approach is that
it allows a probabilistic model description. Model parameters can be regularised
through the use of prior distributions, which probabilistically describe the set of
possible values they would be expected to take. The optimisation, or inference, of
these model parameters should incorporate the prior distributions in a principled
fashion. Furthermore, the inference should take advantage of the probabilistic
nature of the model, and allow distributional estimates of the inferred model
parameters. Bayesian statistical inference provides the only coherent framework
for the adjustment of belief (in the form of probability density functions) in the
presence of new information [41]. The theory and use of Bayesian inference is
explored in the next section.
2.2 Bayesian Inference
Bayesian statistics provides a principled mechanism for the incorporation of prior
information regarding the nature of unknown model parameters, when inferring
the optimal model parameters. A further advantage of using a probabilistic infer-
ence scheme, is that it also facilitates, and intrinsically considers, estimates of pa-
rameter uncertainty. Bayesian inference schemes have been previously applied in
medical image registration with methods including [66][67][10][13][2][183][146][14].
2.2.1 Bayes’ Rule
Bayes’ rule provides a mechanism for the inference of a set of parameters Θ,
of a given model M, given some observable data D. Bayes’ rule allows the
incorporation of prior beliefs about the parameter values, P (Θ), and infers a
posterior probability distribution on the model parameters given the data and
the prior. Bayes’ rule states:
P (Θ|D,M) = P (D|Θ,M)P (Θ|M)
P (D|M) (2.15)
The posterior probability of the model parameters, P (Θ|D,M) is given in terms
of the likelihood of the data given the model parameters, P (D|Θ,M), multiplied
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by the prior probability of the parameters, P (Θ|M), and normalised by the model
evidence, P (D|M). The model evidence is not dependent on Θ, and can therefore
be calculated by integrating the likelihood over the set of model parameters. This
gives rise to the following relationship:
P (Θ|D,M) ∝ P (D|Θ,M)P (Θ|M) (2.16)
In subsequent equations, the model M will be implicit for clarity.
2.2.2 Priors
The use of a prior distribution on the set of model parameters, P (Θ), is part
of Bayesian inference. Priors range from being entirely uninformative, e.g. a
uniform distribution across all possible values, to highly specific delta functions.
Priors need to embed any a priori knowledge of the model parameters.
Hierarchical priors can be constructed that allow for a flexible approach to
the specification of the prior distribution. In such a hierarchical model, the
parameters of the prior are modelled as random variables that can be inferred
from the data. This allows a more “objective” approach to inference, as the
parameters are estimated from the data [69], rather than subjectively selected.
Such a hierarchical model requires hyperparameters to be defined as random
variables. These are variables that do not directly contribute to the likelihood,
but instead affect the priors on other parameters. Regularisation strength is
an example of a hyperparameter. Hyperparameters additionally require a prior
distribution to be specified on their value, and themselves follow a distribution.
Hierarchical priors have been demonstrated to provide regularisation in brain
imaging, for example in fMRI detection [196][135] and segmentation [195].
2.2.3 Inference
Full Bayesian inference consists of finding the posterior distribution of parame-
ter values according to Bayes’ rule, as described in equation 2.15. However, a
difficulty is presented in this equation: the calculation of the model evidence,
P (D), which is required to normalise the posterior distribution P (Θ|D), is often
intractable to calculate as it requires integrating the likelihood over the set of all
model parameters. Additionally, to calculate the marginal posterior distribution
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of an individual model parameter requires integration over the joint posterior
distribution of all other model parameters.
Markov Chain Monte Carlo
One option is to estimate the required integrals numerically using tools such
as Markov Chain Monte Carlo (MCMC) [24]. MCMC methods attempt to nu-
merically build-up an estimate of the true posterior parameter distribution by
sampling sets of parameter values. These samples are drawn in a random walk
through parameter space, where the current sample is correlated only with the
preceding sample. Samples of a point in parameter space are kept according to
the unnormalised posterior probability, given in equation 2.16. This means that
given sufficient samples, the true posterior distribution can be constructed, and
no approximations need to be made regarding the distribution of the parame-
ters. Several MCMC algorithms exist, the most popular include: Metropolis-
Hastings [122][81] and Gibbs sampling [70]. The most appropriate algorithm
depends on the problem of interest. MCMC methods are particularly computa-
tionally demanding for problems which have a large number of model parameters,
such as high resolution image registration. This is because of the need to sample
the full joint distribution of parameters. However, MCMC has been demonstrated
as applicable in 2-D, or low resolution non-rigid registration [66][146].
Approximate Bayesian Inference
As numerical integration is particularly costly, the majority of Bayesian ap-
proaches to image registration tend to not perform full Bayesian inference. In-
stead, point estimates of model parameters can be inferred using the relationship
given in equation 2.16. As point estimates are inferred, integration is not required,
thereby making such methods computationally efficient. This approach is referred
to as maximum-a-posteriori (MAP), as it aims to calculate the most probable
value of the posterior distribution of the model parameters. Many approaches
to image registration have used MAP, and include: Gee et al. [65], Andersson et
al. [5] and the various methods of Ashburner and Friston [10][13][7][14].
MAP does not allow for inference on hierarchical probabilistic models, and
only provides point estimates of registration parameters. On the other hand,
numerical integration using MCMC is computationally too expensive for image
registration. Instead, an alternative option is to consider simple analytic approxi-
mations to the posterior distribution. These allow for full Bayesian inference while
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being computationally more efficient than numerical approaches. Allassonnie´re
et al. [2] use such a scheme to infer parametric distributions for variables using a
variant of the expectation-maximisation (EM) algorithm [48]. Van Leemput [183]
uses the Laplace approximation and an EM scheme for inference of model param-
eters.
In this thesis, mean-field variational Bayesian (VB) [99][16][95] is explored as
an approximate solution for full Bayesian inference, although other approaches
such as restricted maximum likelihood (REML) [133], could have been chosen.
2.2.4 Variational Bayes
The mean-field VB approach for inference of graphical models [99][16][95] builds
on previous work using the mean-field approximation [137]. VB is related to the
popular expectation-maximisation (EM) approach [48] and is sometimes referred
to as variational EM in the literature. VB allows tractable Bayesian inference of
an approximate posterior probability distribution of the model parameters. This
is achieved by approximating the posterior parameter distribution P (Θ|D) as a
simpler, parametric probability distribution function, q(Θ):
q(Θ) ≈ P (Θ|D) (2.17)
Variational Free Energy
The negative variational free energy, F , is the cost function of variational Bayesian
inference. F can be derived using the log model evidence, which is written as:
logP (D) =
∫
log
P (D,Θ)
P (Θ|D) dΘ (2.18)
As VB approximates the posterior parameter distribution as q(Θ), the log
evidence can be re-written by taking the expectation with respect to q(Θ):
logP (D) =
∫
q(Θ) log
P (D,Θ)
P (Θ|D) dΘ (2.19)
=
∫
q(Θ) log
P (D,Θ)q(Θ)
P (Θ|D)q(Θ) dΘ
=
∫
q(Θ) log
P (D,Θ)
q(Θ)
dΘ +
∫
q(Θ) log
q(Θ)
P (Θ|D)dΘ
= F +KL
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where F is the negative variational free energy and KL is the Kullback-Leibler
distance [108] between the approximate, and the theoretical posterior distribution
of Θ.
KL =
∫
q(Θ) log
q(Θ)
p(Θ|D)dΘ (2.20)
KL seems like an ideal quantity to minimise, as it directly measures the distance
of the approximate solution from the true theoretical distribution. However, this
necessitates already knowing P (Θ|D), which is not the case. Fortunately, KL
is always positive, which makes F a lower bound on the log-evidence. Closer
examination of F shows that it can broken up into two composite components.
F =
∫
q(Θ) log
P (D,Θ)
q(Θ)
dΘ (2.21)
=
∫
q(Θ) log
P (D|Θ)P (Θ)
q(Θ)
dΘ
=
∫
q(Θ)(logP (D|Θ)dΘ +
∫
q(Θ)(logP (Θ)− log q(Θ))dΘ
= Lav −DKL(q(Θ)‖P (Θ))
Lav is the marginal value of the log likelihood with respect to the approximate
posterior distribution, q(Θ):
Lav =
∫
q(Θ)(logP (D|Θ))dΘ (2.22)
= < logP (D|Θ) >q(Θ)
where the angled brackets correspond to an expectation with respect to the sub-
sequent subscripted term. The DKL(q(Θ)‖P (Θ)) term can be re-written like so:
−DKL(q(Θ)‖p(Θ)) =
∫
q(Θ)(log p(Θ)− log q(Θ))dΘ (2.23)
= −
∫
q(Θ) log
q(Θ)
p(Θ)
dΘ
which is recognisable as the Kullback-Liebler distance between the approximate
posterior, and the prior distributions.
Intuitively, F provides a summary of model fit given the approximate posterior
distribution, whilst penalising the deviation of q(Θ) from the prior, P (Θ).
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Mean-Field Approximation
The mean-field approximation is the assumption of independence between sets of
parameters in the approximation to the posterior distribution [137]:
q(Θ) =
∏
qΘi(Θi) (2.24)
where the parameters are collected into separate groups Θi, each of which have
an approximate marginal posterior distribution q(Θi). In general, a full factori-
sation of parameters is not required [16]. Instead, independence can be assumed
between sensible parameter groupings; e.g. transformation parameters, and noise
parameters.
The assumption of parameter group independence means that during infer-
ence each parameter group is inferred conditionally on the approximate posterior
distributions of the other parameters. As such, an iterative inference procedure
is required to account for any real relationships between the parameter groups
that are described as independent according to the mean-field approximation.
This means that the inferred posterior distributions can still be related, but this
relationship is not modelled explicitly.
The form of the factorised posterior distributions, q(Θi), is not fixed arbitrar-
ily, but is instead determined algebraically by combining the likelihood expression
with the prior distribution.
Calculus of Variations
Variational calculus can be used to derive analytic iterative updates for each
approximate posterior distribution with the aim of maximising F .
The negative variational free energy, F can be described as a functional, f ,
which is a function of a function.
F =
∫
f(Θ, q(Θ), q′(Θ))dΘ (2.25)
where q′(Θ) corresponds to the first differential of q(Θ) with respect to Θ.
The calculus of variations provides a framework to maximise functionals. As
the parameter groups are independent, F only needs to be maximised with respect
to a certain parameter group at a time, Θi, where all the other parameters Θi
are constant.
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This allows a new functional, g, that only relates to a particular parameter
group, i:
∫
g(Θi, q(Θi), q
′(Θi))dΘi = F , where:
g(Θi, q(Θi), q
′(Θi)) =
∫
f(Θ, q(Θ), q′(Θ))dΘ
i
(2.26)
=
∫
q(Θ
i
)(logP (D|Θ) + logP (Θ)− log q(Θ))dΘ
i
The Euler-Lagrange differential equation can be formulated to find the point
where the functional derivative, g, is zero for a parameter set Θi. This can be
written as:
∂g(Θi, q(Θi), q
′(Θi))
∂q(Θi)
− d
dΘi
∂g(Θi, q(Θi), q
′(Θi))
∂q′(Θi)
= 0 (2.27)
In this case, the second term of the equation is equal to zero, as g, given in
equation 2.26, does not depend on q′(Θ). Subsituting equation 2.26 into 2.27
gives:
0 =
∂
∂q(Θi)
∫
q(Θ
i
)(logP (D|Θ) + logP (Θ)− log q(Θ))dΘ
i
(2.28)
This expression provides the point where the derivative of g, hence F with re-
spect to Θi, is zero. Therefore, the approximate posterior distribution, q(Θi),
that satisfies this local optima can be found by rearrangement and writing the
marginalisation as an expectation:
log q(Θi) =< logP (D|Θ) + logP (Θ) >q(Θ
i
) +κ (2.29)
where κ is a constant. The integral on the left hand side disappears because q(Θi)
is independent of q(Θ
i
). log q(Θi) can now be chosen to match the right hand
side of the equation. For certain likelihood models and approximate posterior
distributions, the parameters of q(Θi) can be found analytically by algebraic
manipulation.
It should be noted that although the variational free energy is the measure
being optimised in this procedure, it does not ever need to be calculated explicitly.
However, it could in principle be used to measure convergence, or perform model
comparison.
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Non-Linear Models
VB is is not tractable for arbitrary non-linear forward models. To account for
non-linear models, such as those required in non-rigid registration, a linear ap-
proximation to the transformation model must be used. The forward model can
be approximated as linear using a first [34], or second [195] order Taylor series
approximation.
2.2.5 Summary
The use of VB provides a principled, and tractable framework for inference on hi-
erarchical probabilistic models; therefore, VB can be used to infer an appropriate
balance of regularisation priors, and data fidelity based on the data. Furthermore,
VB facilitates the inference of approximate posterior parameter distributions,
providing a measure of parameter uncertainty. The final section of this chapter
provides details on how non-rigid registration can be used in the derivation of
morphological biomarkers that are associated with AD.
2.3 Morphometric Biomarkers
As was described in section 1.2.3, structural MRI of the brain is well suited to the
analysis of morphological variability of neuroanatomical structures. The identi-
fication and measurement of consistent patterns of atrophy and morphological
changes that are indicative of progression to, or of, AD have a variety of applica-
tions, as previously described in section 1.2.1. This section provides an overview
of some common approaches used in the extraction of morphological biomarkers
of AD. There are two main groups of automated methodological approaches for
identifying morphological biomarkers: voxel and deformation-based morphome-
try [11].
2.3.1 Voxel Based Morphometry
Voxel-Based Morphometry (VBM) provides a tool for analysing voxel-wise dif-
ferences in tissue properties across a range of subjects [199]. VBM requires a
probabilistic segmentation map of a certain tissue type, e.g. grey matter, which
indicates the probability that a given voxel contains a tissue type. Probabilistic
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Figure 2.2: An example of the probabilistic segmentation maps required for VBM
as estimated by FAST. The original image is given on the left, the middle image
indicates the most likely tissue class for different regions, where different colours
correspond to different tissue types. The right image shows the grey matter
probability map.
segmentation maps can be automatically defined through a model-based segmen-
tation, and an example map is given in Figure 2.2 as segmented by FAST [204].
These maps are then registered to an atlas space. The transformed tissue proba-
bility map is modulated (multiplied) by the determinant of the warp field Jaco-
bian, to compensate for the expansion/contraction of voxels [71]. In traditional
VBM approaches, statistical tests are performed in a voxel-wise manner to find
regions of significant differences between subjects. However, these registered and
modulated segmentation maps could be examined using a variety of statistical
tools with the aim of locating consistent biomarkers of disease. Grey matter (GM)
probability maps have previously been used in the discrimination of AD [106],
while other methods have incorporated white matter (WM) and cerebrospinal
fluid (CSF) as well [120][184], see [44] for a comparison of classification methods
using VBM features.
Role of Registration
Spatial normalisation in VBM is essential in the generation of useful feature
data. Commonly, it is used to only resolve the large scale differences in brain
morphology, leaving spatially localised differences intact. This level of registra-
tion accuracy preserves differences between the subject groups. If the registra-
tion produced a perfect correspondence in terms of tissue properties, then there
would be no differences in tissue maps between subjects to evaluate, and all the
discriminative information would be encoded in the deformation field. The use
of the deformation Jacobian determinant to modulate the tissue map leads to a
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continuum between voxel and tensor based morphometry (described in the next
section), allowing either coarse or accurate registration to yield informative fea-
tures. An appropriate level of accuracy for VBM can be achieved with a relatively
coarse transformation, e.g. a 10mm control point spacing using a B-spline FFD
model.
Modern approaches to VBM spatially normalise the segmented tissue proba-
bility maps to a tissue probability atlas, which leads to any results being directly
attributable to differences in that tissue class. Previous approaches used regis-
tration of the MR image directly, which elicited some controversy [27] due to
the sensitivity of VBM under imperfect registration, giving results that are not
necessarily caused by differences in a particular tissue class [12]
2.3.2 Deformation- and Tensor-Based Morphometry
Deformation-, and tensor-based morphometry allow for the assessment of differ-
ences in brain morphometry between two images using features derived from the
deformation field obtained from non-rigid registration of the images. Deformation-
based morphometry is used to “identify differences in the relative positions of
structures within the subjects’ brains”, whereas tensor-based morphometry refers
to the measurement of local shape differences in brain structures [11]. This thesis
focuses on tensor based morphometry (TBM), as it has been more commonly
used in the investigation of neurodegenerative disease because of its ease of in-
terpretation.
Tensor-based morphometry takes its name from the analysis of the Jacobian
tensor of the deformation field, which is estimated from the non-rigid registration
of two images. TBM provides a framework to summarise informative features
from a deformation field. The most common feature to be used is the determinant
of the Jacobian tensor, or its log, which provides a measure of the expansion
or contraction of a voxel due to the inferred deformation [38]. Ridgway [141]
provides an overview of various other TBM features for use in the detection
of AD, and finds that the log determinant of the Jacobian tensor yields the
largest distinction between population groups. Taking the log of the Jacobian
determinant is likely to prove more useful in statistical analysis, as the data
distribution will be symmetric and closer to normal [111]. This symmetry is
useful in statistical analysis, as a doubling of volume or a contraction of 50% will
be equally spaced from a level of constant volume. This allows standard distance
measures to be used without bias towards contraction or expansion.
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There are two slightly different manners in which TBM can be applied: for
the evaluation of differences between a subject and an atlas, or to describe the
changes in a subject across time.
Atlas Based Tensor-Based Morphometry
Figure 2.3: An example of atlas based tensor based morphometry features de-
rived from the registration of a subject image (left) to the atlas image (middle).
The TBM features (right) shows the log determinant of the transformation, and
indicate the level of expansion or contraction at each spatial location. This sub-
ject suffers from AD, and so the rapid expansion of CSF spaces and loss of grey
matter is visible.
TBM, using the determinant, or log determinant of the Jacobian tensor, has
been frequently used to measure differences in the size of brain structures between
atlas and subject images. By analysing the TBM features between and across
groups, regions of consistently differing sizes can be evaluated for use as biomark-
ers of pathology. This is similar in principle to the use of volumetry, which is the
measurement of the volume of specific brain structures, except no segmentations
or regions of interest are required, as the deformation field encodes the relative
size difference of each voxel from an atlas image [38]. This presents an advan-
tage over volumetry as changes can be measured on a voxel level, providing the
registration is sufficiently accurate. Atlas based TBM has been explored in the
analysis of AD [179][113][90]. Conversely, it has also been used in the analysis of
brain growth [1]. An example of atlas based TBM is given in Figure 2.3.
Longitudinal Tensor Based Morphometry
Longitudinal imaging of subjects with Alzheimer’s disease has been used to pro-
vide estimates of the rate of brain atrophy that are a hallmark of progressive
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dementia. Previous approaches that provide a global measure of the rate of at-
rophy have been developed, which only require affine registration: the boundary
shift integral [59] and SIENA[172]. However, these methods have a limited ability
to provide a spatially localised estimate of the rate of atrophy which is necessary
for differentiating between pathologies.
Non-rigid registration of longitudinal MRI scans of the brain has been used
to estimate the level of atrophy between two images [60], and such methods have
been shown to be sensitive to anatomical changes in asymptomatic subjects with
AD [159]. An example of longitudinal TBM is given in Figure 2.4.
Figure 2.4: An example of longitudinal tensor based morphometry features de-
rived from the registration of the follow-up image (middle) to the baseline image
(left). The TBM features (right) show the determinant of the transformation,
and indicate the level of expansion or contraction at each spatial location. This
subject suffers from AD, and so the rapid expansion of CSF spaces and loss of
grey matter is visible.
Role of Registration
As TBM features are entirely derived from non-rigid registration, they are sen-
sitive to differences in the registration methods used to estimate them. This
is illustrated in Figure 2.1, where different levels of regularisation are used for
registering a subject to an atlas. Clearly, the inference of biologically plausible
Jacobian maps will be dependent on the level of regularisation.
It is difficult to evaluate which registration model, and parametrisation, gen-
erates the most realistic TBM features, as ground truth deformation fields are
unknown. Camara et al. [32] proposed a simulation based approach that provides
gold standard deformation fields, which can be used to measure the accuracy of
the tensor features. They found that a B-spline FFD transformation model pro-
duced a more accurate estimate of atrophy than fluid based registration. However,
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this evaluation is limited by the biological accuracy of the simulations. Yanovsky
et al. [200] provide a systematic comparison of several in-house registration meth-
ods for creating Jacobian maps. This evaluation is based on serial registration
of ten two week follow up scans, where no changes are expected, and ten one
year follow-up scans, where changes are expected. As there are no ground truth
deformation fields, or Jacobian features, only the consistency and magnitude of
changes between registering baseline to atlas, and vice versa, can be evaluated.
Furthermore, the optimal level of regularisation may vary across subjects, be-
cause of the large morphological differences in different images. This problem
could be approached by inferring the level of regularisation in image registration,
which will be described in chapter 3 and demonstrated in chapter 7.
2.3.3 Atlas Construction
Standard atlas spaces exist that can be used as a common reference frame. How-
ever, for many tasks an atlas that is more representative of the population of
interest is preferable. The use of a sharp and and representative population atlas
is a key issue for spatially normalised statistical analysis. Single subjects can be
selected for use as a standard co-ordinate system. This has limited application as
the complex inter-subject anatomical variability cannot be encapsulated from a
single image, and therefore in any analysis there will be an inherent bias towards
the atlas subject. Several frameworks have been proposed to reduce the bias in
atlas estimation. These range from iterative averaging approaches [75], to group-
wise registration approaches using small [23][174][209], or large [100] deformation
transformation models. More complex approaches to modelling the populations
of an atlas have described. Allassonnie´re et al. estimate a continuous multi-modal
atlas [2], Blezek and Miller use the mean-shift algorithm to find the modes of the
image population [25] and Sabuncu et al. use a Gaussian mixture model to find
the modes of an image population [157]. However, it is unclear how multiple
atlases can be best used in practise.
The iterative atlas creation framework proposed by Guimond et al. [75] is
preferred in this thesis: this is because of its capacity to work with a pairwise
registration algorithm, rather than necessitating the use of a groupwise registra-
tion approach. For a given group of subject images the framework proceeds as
follows:
1. The images are affinely aligned to any atlas space (e.g. MNI 152).
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2. An initial atlas estimate is calculated by averaging the subject images.
3. Each subject image is non-rigidly registered to the current atlas estimate.
4. The registered subject images are averaged to make a mean intensity image.
5. The deformation fields used to transform the subject to the atlas are in-
verted, and then averaged to find the mean inverse deformation.
6. The mean inverse deformation is applied to the mean intensity image to
generate a new atlas estimate.
7. Repeat from step 3 until subsequent atlas iterations converge (differ by less
than 1%).
In practise, this algorithm converges in four, or five iterations, and is minimally
biased towards the MNI 152 atlas, to which the images are initially affinely reg-
istered.
This procedure fits the observed data, the population of images, to the esti-
mated population average, which whould ideally be a part of the model. A more
principled framework, would iteratively estimate the population average by reg-
istering the current atlas estimate to the population of images. This would form
a more reasonable generative model of the observed images, and the image gradi-
ents would be smoother. Unfortunately, this requires inverting the deformation
field to resample the subject images in the average space. Inverting transforma-
tions may be slow and unreliable for certain transformation models. Future work
will investigate how such a procedure could be integrated with the work in this
thesis.
2.3.4 Statistical Prediction
Once an appropriate set of biomarkers have been extracted from the data and
normalised to an appropriate reference frame, they can be statistically analysed
across subject groups. This analysis takes the form of a multivariate data clas-
sification, or regression problem. Through these methods, an outcome variable,
e.g. disease group or score, can be estimated from a set of feature data [24],
e.g. VBM or TBM maps. This thesis examines the classification of subjects into
disease groups based on image derived measures of brain morphometry. Such an
approach allows the objective diagnosis, or, if the outcome variable corresponds to
future disease status, prognosis of a subject. Classification allows the predictive
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properties of the data to be quantified in terms of how accurately it can be used
to differentiate between disease groups. This allows the discriminative quality
of different feature types, e.g. VBM or TBM, to be compared. Aside from an
objective diagnosis, beneficial real-world applications of subject classification in-
clude: the pre-symptomatic diagnosis of AD, or the prediction of which subjects
will progress from MCI to AD.
Statistical predictors such as classifiers and regressors take as input some
feature data d, and output an estimated outcome variable oˆ. Therefore, for a
given class of statistical predictor, h, oˆ = h(d).
In this thesis, only the class of supervised learners are considered. Supervised
learning requires a “training set” of N data items that are labelled with a known
outcome variable, o. Here, a training set is defined as:
L = {(on,dn), n = 1, 2, ..., N}, where n indexes the subjects in the training set.
Statistical predictors estimate the relationship between d and o from L in a
process known as training. The trained predictive model can provide an estimate
for a test subject i, based on L, oˆi = h(di,L).
There are many classifier variants, and a full review is outside the scope of
this thesis. Two commonly used classifiers are used in this thesis: support vector
machines and na¨ıve Bayes. They are described in the following sections.
Support Vector Machines
Support vector machines [40] (SVMs) are maximum margin classifiers, thus esti-
mate the separating hyperplane that discriminates between training examples of
different classes that are maximally distant from the nearest training example.
This approach leads to a classification model that generalises well, and accurately
predicts the class of unseen data. The hyperplane estimation uses only a small
amount of the training examples that are near the hyperplane. These training
examples are called support vectors.
The hyperplane is defined in a classification feature space, z, as:
wTz + b = 0 (2.30)
where the weights of the hyperplane w are a linear combination of support vectors:
w =
Ns∑
n
αnφ(dsv)n (2.31)
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where φ maps between the original data space of d and z. n indexes through the
Ns support vectors dsv ⊆ L. b is a bias term of the hyperplane.
This leads to a classification function for an unseen testing example, dtest:
oˆ = sign
(
Ns∑
n
αnφ(dtrain)n · φ(dtest) + b
)
(2.32)
where · refers to the dot product between the vectors containing the feature data.
The comparison of features in a high dimension space can be made computation-
ally tractable through the use of the so-called kernel trick. This implicitly maps
each data example into a higher dimensional feature space. These kernels allow
the dot product between two examples to be efficiently calculated in a higher
dimensional space, based on the original, low-dimensional data. This provides
classification decision surfaces that are non-linear with respect to the original
data space. Kernels that induce a high dimensional feature mapping will require
parameters to be selected. For example, the width of the radial basis function,
or the degree of the polynomial.
The most common formulation of SVMs contain an additional parameter,
which is not inferred as part of the optimisation. This parameter C, permits
a flexible penalty system to account for the misclassification of training exam-
ples [40]. Such a framework leads to a soft-margin classifier, which means that
the SVM can be robustly trained on data that is not linearly separable in the fea-
ture space, z. The use of a soft-margin leads to the hyperplane being optimised
with respect to a different cost function, where there is no penalty for correctly
classified examples that are outside of the margin. The misclassification cost for
correctly classified support vectors that are inside the margin is: 0 < ξn ≤ 1. For
misclassified examples, the classification cost is ξ ≥ 1, and increases linearly with
distance from the separating hyperplane. The function being minimised in this
formulation is:
C
Ns∑
n
ξn +
1
2
||w||2 (2.33)
Smaller values of C leads to a smaller margin, and therefore less support vectors
are required, although there will be greater misclassification error of the training
set. Conversely, higher values of C result in more accurate discrimination of the
training set, but wider margins, which leads to more support vectors. This makes
it more likely that the classifier will over-fit the training data, and not perform
as well on unseen data. C needs to be selected to provide an optimal trade-off.
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A principled manner in which it can be chosen is described in the section below
entitled parameter selection.
Support vector machines are often used in classification problems in neu-
roimaging due to their efficiency and ability to generalise to previously unseen
data. In this thesis, the LibSVM implementation of SVMs is used [33].
Gaussian Na¨ıve Bayes
Gaussian na¨ıve Bayes is an effective and efficient approach to data classifica-
tion [204]. It has an additional benefit of not requiring any parameter tuning.
The na¨ıve Bayesian classifier estimates the probability of an example belonging
to a class based on the set of data features, in this case voxels. From Bayes’ rule
it can be seen that:
p(o|d) = p(o)p(d|o)
p(d)
(2.34)
However, the joint probability density of the data d is likely to be difficult to
calculate, especially for a large number of voxels. Therefore a na¨ıve assumption
of independence between the variables in d is assumed, namely:
p(o|d) = 1
Z
p(o)
Nj∏
j
p(dj|o) (2.35)
where Z is a normalisation constant dependent on d, j indexes the features in the
feature vector, Nj is the total count of features and p(o) gives the prior probability
of observing a particular class o. p(dj|o) is assumed to follow a Gaussian distri-
bution: p(dj|o) = N (µj, σj). The parameters of each Gaussian are fitted using
maximum likelihood based on the training set, L. Once the model parameters
have been learned from the training data, the probability of a new data exam-
ple belonging to a class can be can be estimated using equation 2.35. The class
attributed the highest probability given the data, is selected as the most likely
class. Despite the assumption of independence between voxels being incorrect,
na¨ıve Bayes has been demonstrated to provide accurate classification. Although,
the probabilistic estimates of the class of an example are typically unreliable.
Parameter Selection
The majority of approaches to statistical classification require the selection of
hyper-parameters, including the SVMs described previously. The optimal pa-
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rameters need to be derived in such a manner as to preserve the fairness of the
test. This requires that the test data, along with its group labelling, is not in-
volved in parameter selection. A principled mechanism for inferring an optimal
set of parameters that should generalise to unseen data, given a labelled training
set of data L, is cross validation. Cross validation estimates the generalisation
accuracy of a statistical prediction tool, by training and testing on different sub-
sets of the training data. A common approach is to divide the training set into
k approximately equally sized, and class balanced “folds”. The performance of
the model, under a given parametrisation, is then assessed by training the model
on k − 1 folds of data and validating on the left out fold. This is repeated for
each fold, and averaged to reduce the variability in the estimation. Using a larger
number of folds provides more stable estimates of performance as the variability
between training folds is reduced, but results in greater computational expense.
Feature Selection
To allow accurate and efficient classification or regression, it may be necessary to
reduce the dimensionality of the set of feature data. MR images of the brain may
contain several million voxels, some of which will be highly correlated. Inferring
on a relationship between each of these voxels and an outcome variable may
be slow to calculate and erroneous. Therefore, several approaches have been
proposed to reduce the dimensionality of the data. The simplest approach is
to use a region of interest (ROI) analysis. By manually selecting a range of
interesting voxels, some of the difficulties in inference can be reduced. However,
this requires that a suitable ROI is known in advance. An alternative approach,
is to select voxels based on consistent differences between groups. These group
differences can be evaluated in a voxelwise fashion using classical statistical tests,
such as t-tests.
Alternative approaches to reducing the number of features are data decompo-
sition approaches. Examples of such methods include principal and independent
component analysis that represent a set of data through a linear basis set of image
features. These methods may follow certain assumptions, such as Gaussianity of
the variables, but could be used to provide an efficient compression of the data.
2.3.5 Summary
This section has introduced two types of morphological features that can be used
to describe differences in brain anatomy, voxel-, and tensor-based morphometry.
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Additionally, the role of registration in each of these feature types is discussed.
Approaches for the generation of representative atlas images are introduced, and
two methods for the statistical prediction of disease status based on image data
are described.
The next chapter introduces a generative model for non-rigid registration that
is inferred upon using variational Bayes. This framework allows the inference
of the level of regularisation and data fidelity, and provides estimates of the
uncertainty in registration.
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Chapter 3
Probabilistic Non-Rigid
Registration with Inferred
Regularisation
3.1 Introduction
This chapter introduces a principled approach to the data-driven inference of the
parameters that control the level of regularisation and data fidelity in non-rigid
image registration models. This adaptive approach to medical image registration
allows flexible treatment of different data and hierarchical registration schemes
without necessitating any manual tuning of the parameters. A further benefit
is that it provides an estimated measure of registration uncertainty, which arises
naturally from the probabilistic framework. This work has been published [169],
with an earlier version in [163].
3.1.1 Motivation
As was highlighted in the previous chapter, accurate registration is a vital step
in performing population, or longitudinal imaging studies. A limitation that
exists in almost all registration methods is that the user is required to select
some parameters to ensure that the inferred mappings between images are both
accurate and plausible. The majority of these parameters can be selected for
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a wide range of subjects, e.g. degrees of freedom of the transformation, image
sub-sampling and smoothing. However, the vast majority of non-rigid registration
approaches require the definition of an additional parameter, or parameters, which
are likely to need manual tuning for different datasets. These are the parameters
that control the trade-off between image fidelity, how much the image data is
trusted, and regularisation, which aims to keep the inferred mapping simple and
smooth.
The relative trade-off of these parameters is key for inferring a reasonable
mapping between subjects. This trade-off describes the expected transformation
complexity, as defined by the regularisation model, for a given measurement of
image similarity. Where too low an emphasis is placed on regularisation, the ex-
pected transformation complexity will be greater than is required. This may lead
to spurious matching of voxels based on irrelevant intensity differences, which
results in unnecessarily large and complex mappings. Conversely, if the influence
of regularisation is too strong, the inferred mapping is likely to be inaccurate.
The level of regularisation or data fidelity may require tuning due to variability
in the signal-to-noise (SNR), or contrast, of the images being registered. Where
images with poor SNR, or different contrasts, are being registered, the optimi-
sation may require stronger constraints to resist attempting to register image
noise, as opposed to structure. Furthermore, subjects will be anatomically more
similar to some, than others. This leads to an expectation that registration be-
tween different subjects will require a variable level of transformation complexity.
Therefore, a “one size fits all” approach to penalising the complexity in registra-
tion will allow for the possibility of over-, or under-constraining the mapping in
some circumstances.
3.1.2 Previous Approaches to Parameter Selection
Manual
Regularisation parameter values have traditionally been selected using a trial and
improvement strategy [156][5][7]. Here, a user finds an appropriate set of param-
eters that provide qualitatively reasonable results over a specific set of data. As
hierarchical registration schemes are commonly utilised in non-rigid registration,
such an approach may require a user to hand-tune several parameters. Manual
attempts to parameter selection are subjective and time consuming.
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Cross-validation
The simplest objective approach to parameter tuning is through cross-validation.
Cross-validation allows the assessment of the quantitative effects, according to
a given metric, of a particular set of parameters on a training set of data. The
parameter set that produces the optimal score on the training set are selected
for use in subsequent registrations. This framework can be used to find the most
effective cost-function [201], which could vary spatially [202], for a particular
task. Such a procedure has been demonstrated using the localisation accuracy
of cortical folds as an objective metric [202]. This procedure requires manually
labelled data to train on that is representative of the testing data of interest
However it is derived, using a fixed level of regularisation on a set of im-
ages makes the assumption that all data require a similar level of regularisation,
whereas the optimal level of regularisation will have a dependence on the data
presented to it.
Probabilistic Inference
There has been some work in the field of medical image registration to facilitate
the probabilistic inference of regularisation. Van Leemput [183] uses a generative
model to describe the formation of a labelled probabilistic image atlas as a result
of groupwise registration. This approach uses a finite element transformation
model, regularised using a Markov random field prior. The strength of the prior
describes the flexibility of all the mappings between a template and a set of
subjects. The value that provides the optimal segmentation is inferred from the
data. He does not provide quantitative results on 3D data due to the difficulties
of integrating over the distribution of possible segmentations.
More closely related to the proposed method is the work of Risholm et al.
In their work, the elastic material parameters in intra-subject brain registration
are estimated from the data [146]. Their approach uses a generative model for
registration with the two Lame´ parameters, that govern the elastic energy prior,
described as random variables. The elastic prior may vary over space, or across
spatial compartments. This model is inferred upon using Markov chain Monte
Carlo, which does not require assumptions to be made about the distribution of
the posterior. This has a major disadvantage in that the computational complex-
ity of numerically integrating over the model parameters constrains this approach
to only being feasible for low resolution registration.
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3.1.3 Proposed Solution
This chapter proposes a generative model for non-rigid registration, which is
inferred upon using an approximate full Bayesian inference technique. This allows
for the data-driven and computationally tractable inference of the parameters
that controls the level of regularisation and data fidelity.
3.2 A Generative Model of Image Registration
The process of image registration can be described probabilistically through the
use of a generative model. As described in section 2.1.4, the majority of gen-
erative models for registration use a Gaussian noise model, which is equivalent
to a sum of squared differences (SSD) cost function. This cost function is ap-
propriate for single modal MR brain registration when coupled with an intensity
mapping to model the difference in contrast between the two images and any
bias fields [5]. Therefore, a Gaussian likelihood is chosen due to its simple and
efficient formulation.
As a brief recap of section 2.1.1, a generative model for image registration
assumes that the target image data, y, can be generated from a source image,
x, when it is deformed according to some transformation model. Here, t(x,w) is
the transformed source image, where w parametrises the transformation. In all
equations, column vectorised forms of y, t(x,w) and w are used.
The specific form of the transformation model used in t for this implemen-
tation is a B-spline free-form deformation (FFD), as described in section 2.1.1.
As such, w represents the set of B-spline control point displacements in each
direction. The B-spline FFD model was chosen to demonstrate this approach as
it requires substantially fewer parameters to optimise than a time-varying [22],
or stationary, [7][185] velocity field approach, whilst providing a mechanism for
the efficient and sparse calculation of the covariance between transformation pa-
rameters. Although stationary velocity fields [7], or initial velocities in geodesic
shooting [14], permit the rapid calculation of transformation parameter covari-
ance, the number of parameters renders these options computationally expensive.
Velocity fields could potentially be parameterised by basis functions, such as in
Modat et al. [126], but the covariance between the transformation parameters
will likely be very difficult to estimate.
The generative model includes a noise term, which represents the residual dif-
ference in intensities between the target, and transformed source images. These
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intensity differences will be caused by a combination of: noise in the image for-
mation process, image structures that cannot be matched using the given trans-
formation model and resolvable image misalignment. The noise term is assumed
to be independent and identically distributed (i.i.d.) across image voxels, and
follows a normal distribution, N :
e ∼ N (0, φ−1I) (3.1)
where I represents the identity matrix, and φ is a global precision (inverse vari-
ance) of the noise across the image.
Including this noise term, a generative model for registration can be formu-
lated as:
y = t(x,w) + e (3.2)
As the noise is assumed to be i.i.d Gaussian the likelihood of any given voxel
in the target image, indexed by i, is given by:
P (yi|x,w, φ) =
(
φ
2pi
) 1
2
exp−
1
2
(yi−t(x,w)i)φ(yi−t(x,w)i) (3.3)
From equation (3.3) the log-likelihood of the target image data, y, given the set
of model parameters can be defined as:
log p(y|x,w, φ) = Nv
2
log
φ
2pi
− φ
2
(y− t(x,w))T(y− t(x,w)) + κ (3.4)
where κ contains all terms that are constant with respect to the model param-
eters. Nv is the number of voxels accounted for by the model. The choice was
made to discount any voxels that contains background information in both images
from the model. This is because these voxels do not contain relevant information
regarding the matching of anatomy. Therefore, their inclusion provides a discor-
dant contribution to the estimation of the i.i.d. noise term, e, for the task of
brain registration.
To regularise the registration, prior distributions over the parameters are in-
cluded. This provides a full probabilistic model, which is graphically described
in Figure 3.1.
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Figure 3.1: A graphical description of the probabilistic dependencies of the reg-
istration model parameters. The variables in square boxes are constants, and
the variables in circles are random variables. The image y is noisily generated
from the transformed source image t(x,w), where x is the source image, and
the transformation is parametrised by w. The prior on w is given in equation
3.5 and is parametrised by λ. The Gaussian noise, e, of this model has a single
parameter, φ.
3.2.1 Priors
Transformation parameters
As described in section 2.1.3, the set of transformation parameters w needs to be
spatially regularised. Regularisation preserves the topology of the source image,
by enforcing spatial covariance in neighbouring transformation parameters. It
also penalises the registration complexity such that complex transformations are
not inferred, without being supported by sufficient image information. Transfor-
mation complexity is a measured by the deviation of w from the spatial prior. In
an elastic approach to regularisation, the spatial prior has a mean of the identity
transformation, which is where |w| = 0. It also has some covariance structure,
which describes smooth transformations. Therefore, greater deviation from the
spatial prior means larger, and less smooth transformations.
Regularisation is incorporated into this probabilistic framework by assigning
an appropriate prior distribution to w. p(w) is modelled using a multivariate
Normal distribution:
p(w|λ) = N (w; 0, (λΛ)−1)
=
|λΛ| 12
(2pi)
Nc
2
exp−
1
2
wT(λΛ)w (3.5)
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The form of the prior knowledge of w is described in equation (3.5). Here, Λ
encodes bending energy regularisation, although other models could be chosen, as
an Nc×Nc spatial kernel matrix. Λ is specified in the form of a precision (inverse
covariance) matrix. This representation is preferred to a covariance matrix as
it has a sparse form, unlike the covariance matrix. Nc is the count of all the
transformation parameters that have any effect on the likelihood term. In the
case of the B-spline FFD transformation model, this is the number of control
points that have any effect on the foreground image data, in all three deformation
directions. λ is a scalar spatial precision parameter that controls the level of
regularisation. λ is modelled as a random unknown variable, therefore it can
be determined adaptively from the data resulting in an automated approach to
regularisation. In the case where λ is given a fixed value, the approach will
correspond to other generative approaches to registration, such as DARTEL [7]
or FNIRT [5]. The novelty of the proposed approach lies in the inference of λ
based on the data.
Spatial precision
As the spatial precision parameter, λ, is probabilistically modelled, a prior distri-
bution on λ must be specified. The prior on λ is modelled using a Gamma (Ga)
distribution:
P (λ) = Ga(λ; s0, c0)
= λc0−1
exp
− λ
s0
Γ(c0)s
c0
0
(3.6)
Equation 3.6 shows the definition of the prior over λ, with initial scale, s0, and
shape, c0, parameters. A Gamma distribution can be used to set an uninformative
prior over the possible values of λ, with the distribution parameters set to
s0 = 10
10, c0 = 10
−10.
Noise precision
In order to evaluate the optimal value of λ, the level of noise in model fit also
needs to be accurately estimated. This is because of the inherent trade-off be-
tween regularisation and maximising the likelihood. Therefore, φ also needs to be
inferred during the registration. The model noise is assumed to follow a Gaussian
distribution, that is independent and identically distributed across voxels. This
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Figure 3.2: Two example histograms of the un-smoothed residual image,
y− t(x,w), after fitting the registration model parameters for two pairs of high
resolution (1 mm3), high SNR, T1 weighted MR images of different human brains
taken from the NIREP database [35]. The dashed overlaid red line shows the
estimated i.i.d. Gaussian noise precision. In both of these cases it can be seen
that the centre of the residual distribution is well modelled by the Gaussian.
However, the residual distribution does have heavier image tails, resulting in a
positive kurtosis of 3.4, for the left and 4.7 for the right histogram.
Gaussian has zero mean and variance φ−1. The prior on φ is modelled as being
Gamma distributed:
P (φ) = Ga(φ; a0, b0)
= φb0−1
exp
− φ
a0
Γ(b0)a
b0
0
(3.7)
where a0 and b0 are the initial scale and shape prior hyper-parameter estimates
of the distribution. These are again chosen to give a non-informative prior dis-
tribution with a0 = 10
10, b0 = 10
−10.
3.2.2 Noise Model
As described in section 3.2, the noise in model fit is approximated to be zero mean,
independently and identically distributed Gaussian noise. The appropriateness of
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Figure 3.3: An initial residual image, y − t(x,w), from two high resolution
(1 mm3) T1 MR images of different human brains taken from the NIREP
database [35]. These images have almost identical contrast, and high SNR. The
images are affinely aligned using FLIRT [98]. As can be seen, there are large
clusters of residuals in the model fit, particularly around the cortical regions and
the ventricles. The residuals are clearly highly spatially correlated due to image
misalignment. As the alignment improves, the noise will become less correlated.
this approximation for inter-subject registration is illustrated in Figure 3.2 using
histograms of the residual image (y − t(x,w)) from fitted registration models,
overlaid with the inferred Gaussian noise distribution. Although the centre of
the distribution is well approximated as a Gaussian, the distribution has positive
kurtosis, and is therefore not Gaussian distributed. In inter-subject brain regis-
tration misalignment of anatomy, rather than image formation noise, will be a
large cause of error in model fit. These “outlier” voxels introduce heavier tails to
the residual image distribution. This could potentially be address in future work
by the use of a mixture of Gaussians [194]. Alternatively, as the misaligned struc-
tures are likely to be spatially localised, the correctness of the noise model could
be improved by describing the residual as locally Gaussian, and this is addressed
in the Chapter 4.
The tails of the distribution in real data will be affected by the variability of
structures within the field of view, and the variability in contrast of some non-
brain structures. These outlier voxels can be removed through the extraction of
the brain from the image using a suitable tool, such as the brain extraction tool
(BET) [170].
52
Covariance in the Residual Image
Unfortunately, the assumption of spatial independence in the registration noise
model is largely incorrect. There are two primary sources of spatial noise covari-
ance to consider; firstly, image data is often pre-smoothed using a Gaussian filter
to increase the SNR of the data and preserve features of a specific scale. This
is performed with different full-width at half-maximum (FWHM) values at dif-
ferent levels of the hierarchical registration scheme. Image smoothing introduces
additional covariance in the image data, and therefore also in the noise. Secondly,
and more importantly, the misalignment of tissue during the registration process
introduces spatial correlation in the residual image. This is due to regions of
tissue types often being spatially contiguous. An example difference image after
affine registration is given in Figure 3.3, which illustrates the spatial correlation
of the model fit due to misalignment. The spatial covariance in e needs to be
compensated for, to avoid over-emphasising the noise precision, and therefore the
relative importance of the likelihood to the spatial prior.
The most direct method to compensate for the spatial covariance of the resid-
ual noise, e, is to model spatially smooth noise using a Gaussian process. This
would allow an adaptive determination of the noise covariance. Unfortunately,
this approach is computationally very demanding. An approximate solution,
with minimal computational overhead is available. This is based on estimating
the number of RESELS (RESolution ELementS). The number of RESELS is an
approximation of the number of independent signals in the data. If this residual
noise is assumed as having been smoothed using a Gaussian kernel, the degrees of
freedom of the unsmoothed image can be approximated using Gaussian random
field theory [198]. All terms that sum over voxels are weighted by the ratio of
the degrees of freedom in the image to the number of voxels in the overlap Nv.
This is equivalent to decimating the data, a process that reduces the number of
data samples to remove redundancy. However, as decimating the data requires
removing voxels that may still contain valuable information, a weighting term is
used instead, providing a virtual decimation (VD) [73]. The VD weighting factor,
α, can be calculated using equation (3.8) as given in [198]:
α =
RESELS
Nv
(4 log(2)/pi)D/2 =
(
0.9394
FWHMx
)(
0.9394
FWHMy
)(
0.9394
FWHMz
)
(3.8)
where FWHM{x,y,z} is the full width at half maximum of the equivalent Gaussian
smoothing kernel in each direction. The smoothing kernel’s FWHM is estimated
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by assessing the correlation between adjacent voxels in each direction:
(FWHMl)
2 = −2 log(2)/ log(corrl) (3.9)
where corrl is the correlation between adjacent voxels in the direction l, l ∈
{x, y, z}. This adjustment weights all terms that sum over voxels such that
only the approximate number of “independent” noise observations is considered.
Although this approach is non-Bayesian, it is still determined from the data, and
therefore fits the adaptive framework that is being considered. This approach has
also been used in the registration approach of Ashburner and Friston [10].
3.3 Model Inference
The previous section described the probabilistic generative model for non-rigid
registration between two MRI images of the human brain. This generative
model, described in Figure 3.1, contains a set of unknown parameters and hyper-
parameters, these are modelled as random variables. These random variables pro-
vide a probabilistic description of the transformation parameters, w, the strength
of the prior distribution on w, λ, as well as describing the error in model fit, φ.
As a hierarchical prior model is specified, a full Bayesian inference approach is
required. Variational Bayes, as described in section 2.2.4, is used to provide
tractable full Bayesian inference.
3.3.1 Mean Field Approximation
To allow tractable inference with VB, the mean-field approximation was applied.
For this case the transformation, noise and regularisation parameter distributions
are factorised in the approximate posterior:
p(w, φ, λ|y) ∼ q(w, φ, λ) = q(w)q(φ)q(λ) (3.10)
3.3.2 Variational Free Energy
Using the VB framework, analytic updates were derived for the approximate
posterior distributions of the transformation, regularisation and noise parameters,
which seek to maximise the negative variational free energy F . In the case of this
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registration model using the approximation in equation 3.10, F can be written
as the sum of four terms:
F = Lav −DKL(q(w)‖p(w))−DKL(q(λ)‖P (λ))−DKL(q(φ)‖P (φ)) (3.11)
where Lav is the expectation of the log-likelihood given in equation 3.4, with
respect to both the Gamma distribution on φ and the Gaussian noise model.
DKL(q‖p) is the Kullback-Leibler (KL) divergence [108] between the approximate
posterior, q, and the prior, p, for each of the groups of model parameters. The KL
terms penalise over-confidence in the parameter estimates and deviation from the
prior distribution. The full definition of F for this registration model is provided
in Appendix A. The derivation of the updates presented below is provided in
Appendix B.
3.3.3 Inference on Transformation Parameters
The approximate posterior distribution of the transformation parameters, w, fol-
lows a multivariate Normal distribution:
q(w) = N (w;µ,Υ−1) (3.12)
where µ is an Nc×1 vector containing the posterior mean, and Υ−1 is the Nc×Nc
posterior covariance matrix of w.
As VB is not tractable for arbitrary non-linear forward models, a first order
Taylor series approximation is used to provide a linear approximation of the
transformed image, with respect to w:
t(x,w) ≈ t(x,µ) + J(w− µ) (3.13)
where J is the Nc ×Nv matrix of first order partial derivatives of the estimated
transformed image, t(x,w), with respect to w, centred on µ.
Through VB, analytic updates can be derived for µ and Υ:
Υ = (αφ¯JTJ + λ¯Λ) (3.14)
Υµnew =
[
αφ¯JT (Jµold + k)
]
(3.15)
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where k is a length Nv×1 vector representing the residual image y−t(x,w). The
subscripts new, and old of µ give the previous, and new estimate of µ respectively.
λ¯ is the expectation of the posterior spatial precision distribution, and φ¯ is the
expectation of the estimated noise precision. As both µnew and J depend on the
previous parameters, µold, these updates need to be applied iteratively until the
convergence criteria is met.
These updates are equivalent to those in Gauss-Newton as described in section
2.1.6, and for fixed values of φ¯ and λ¯ this method is equivalent to standard non-
linear least-squares approaches to registration such as FNIRT [5].
3.3.4 Inference on Regularisation Parameters
The variational Bayesian methodology can be used to provide updates on the
posterior distribution of the regularisation control parameter, λ. The approxi-
mate posterior distribution of λ is Gamma distributed, q(λ) = Ga(λ; s, c). The
distribution parameter updates are as follows:
c = c0 +
Nc
2
(3.16)
1
s
=
1
s0
+
1
2
(
Tr(Υ−1Λ) + µTΛµ
)
(3.17)
where Tr refers to the matrix trace operation. The expectation of the approxi-
mate posterior distribution over λ, is given as λ¯ = sc.
3.3.5 Inference on Noise Parameters
The approximate posterior noise parameter distribution, φ, is Gamma distributed,
q(φ) = Ga(φ; a, b), with distribution parameter updates given by:
b = b0 +
Nvα
2
(3.18)
1
a
=
1
a0
+
1
2
α(kTk + Tr(Υ−1JTJ)) (3.19)
As described in section 3.2.2, Nv is scaled by the virtual decimation factor, α,
such that it measures the number of independent noise voxels. This is required
to prevent over-emphasising φ. The expectation of the approximate posterior
distribution over φ, is given as: φ¯ = ab.
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3.3.6 Informative Prior Distributions on λ and φ
The model described in this Chapter assumes an uninformative prior distribution
of λ and φ. This allows the inference framework to select the parameter values in
an entirely data driven manner. A limitation is that this may be more susceptible
to local minima, as there is no prior constraint that λ and φ should be within
certain plausible ranges. A solution to this is the use of an informative prior dis-
tribution, as derived from the registrations of a range of subjects. An informative
Gamma distribution for λ and φ could be inferred by maximum likelihood fitting
of a population of inferred parameters.
Such an approach would ideally be performed with many registrations in par-
allel, where P (λ) and P (φ) are re-calculated every iteration according to the
values from all of the registrations. Unfortunately, such an approach would re-
quire communication between many simultaneous registrations, which would be
complicated to implement in practise. An alternative approach is to perform the
registration using a representative training set, or all of the data with an unin-
formative prior. An informative prior can then be derived from the population of
converged parameter values at each level of the hierarchical registration scheme.
The population can then be registered using the derived informative priors.
3.4 Implementation
3.4.1 Approximations
From a practical perspective, the update terms required for both the noise (equa-
tion 3.19), and spatial (equation 3.17), precisions contain terms that are compu-
tationally infeasible to calculate. Specifically, the difficult term to compute is the
inverse of the posterior precision matrix of the transformation parameters, Υ−1.
As Υ is a large sparse matrix, calculating the inverse is computationally very
intensive, and would require a very large amount of memory. Therefore, only
for the updates in equations 3.19 and 3.17, an approximation to the posterior
covariance matrix is made, which assumes that the control point at each location
is independent of its neighbours and only has cross-directional covariance. This
allows a sparse inverse approximation that can be rapidly calculated and provides
a sufficiently accurate estimation of φ and λ. The accuracy of this approximation
is described in Appendix C.
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For calculating the update on µ in equation 3.15, it is not necessary for Υ−1
to be explicitly calculated. Instead, approximate methods can be used on the
full precision matrix Υ to find µnew; in this implementation a conjugate gradient
method was used.
Although the updates seek to maximise the negative variational free energy, F ,
this is not calculated in full for measuring the convergence of each update. This is
because of the large computational expense of calculating the log determinant of
very large matrices. Instead, equation 3.20 is calculated to measure convergence
after each update for µ.
C = αφ¯kTk + λ¯µTΛµ (3.20)
3.4.2 Software
FNIRT
The 3D implementation of this registration model was incorporated into the FM-
RIB Non-linear Image Registration Tool (FNIRT) [5]. FNIRT is a non-linear
least squares (NLLS) implementation of a FFD B-spline model as popularised
by [156]. FNIRT uses MAP inference with Gauss-Newton optimisation. It is
regularised through a fixed-parameter bending energy prior, with a simple noise
model that depends on the SSD of the image residual. The FNIRT λ parameter
encodes the trade-off of data fidelity and regularisation into a single parameter.
FNIRT uses a non-linear intensity mapping to account for differences in image
contrast. The parameters of this mapping are estimated concurrently with the
transformation parameters. FNIRT was chosen as a basis for implementation
of the described model due to its formulation as a generative model, solved in a
NLLS framework. FNIRT also has an efficient mechanism for calculating the Hes-
sian matrix, which would otherwise be computationally expensive. However, it
must be stressed that this work describes a generic framework and is not restricted
to application in FNIRT. It could be implemented in any other generative model
regularised through an elastic prior on the transformation parameters, including
the diffeomorphic approaches of a stationary velocity field [7] or using geodesic
shooting [14], which may have some advantages in mapping larger deformations.
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Algorithm 1 Pseudo-code description of the VB registration algorithm:
µ = 0
Run 1st hierarchical level using fixed trade-off using the FNIRT default.
for i = 2 to number of hierarchical levels do
if Informative prior then
Set a = a0 ,b = b0,s = s0,c = c0
else
Set a0,b0,s0,c0 as uninformative
end if
Smooth and sub-sample images according to the hierarchical scheme
α=VD(y-t(x,w)) // eq. (3.8)
Refine µ to new resolution level
Calculate J // Re-linearise first order derivatives of t(x,µ)
while a, b, s, c not converged do
Update Υ // eq. (3.14)
Update a, b, s, c // eqs. 3.16 to 3.19
end while
while CalculateC() > Cold do
Cold = CalculateC() // eq. 3.20
Calculate J
Update Υ
Update µnew // eq. 3.15
if CalculateC() > Cold then
µ = µnew
Update a, b, s, c
end if
end while
end for
Psuedocode
An algorithmic summary of the proposed method is presented in Algorithm 1.
Unlike in the previously published work [169], the coarsest level of the hierarchical
registration scheme uses the default FNIRT trade-off. This is because of the dif-
ficulties in registering data that requires a complicated intensity mapping. When
using the proposed algorithm for the coarsest level of the hierarchical registration
scheme, the intensity mapping is not initially well estimated, resulting in a high
level of regularisation. This under-estimates the larger scale warps, increasing the
chances of being stuck in a weak local minimum. By estimating the coarsest level
with a fixed trade-off, a reasonable estimate of the intensity mapping and large
scale warps can be found. For subsequent levels of the hierarchical registration
scheme, the model hyper-parameters are initially optimised based on the current
transformation to aid faster convergence.
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Hierarchical
registration
level
Image sub-
sampling
factor
Control point
spacing (mm)
Image smooth-
ing FWHM
(mm)
Fixed
FNIRT λ
1A 8 40 8 300
1B 8 40 6 150
2A 4 20 5 100
2B 4 20 4.5 50
3A 2 10 3 40
3B 2 10 2 30
4A 1 5 2 40/20
4B 1 5 1.5 30/10
Table 3.1: Hierarchical registration scheme used by FNIRT, extended to have a
final 5mm control point spacing, with either a lower or higher regularisation at
the finest two levels.
3.4.3 Hierarchical Registration Scheme
FNIRT uses both a multi-resolution, and a multi-level approach to image regis-
tration, as described in section 2.1.5. In this thesis, to allow comparison with
FNIRT, the standard hierarchical registration scheme, which is recommended for
general use in inter-subject structural brain registration within FNIRT, is used.
This is given in Table 3.1. As FNIRT only provides a relatively coarse registra-
tion, with a control point spacing of 10mm by default, this is extrapolated to
provide a more accurate 5mm control point spacing. Both a highly regularised,
and a lower regularised 5mm FNIRT configuration are chosen for comparison.
The hierarchical scheme consists of 4 levels of sub-sampling resolutions and con-
trol point spacings. At each of these levels, there are two separate sub-levels with
differing amounts of regularisation and image pre-smoothing.
Image Smoothing
The images are smoothed prior to subsampling. This is both to improve the
SNR, and provide a scale-space representation of the image data. Only image
features of a specific scale are preserved by the smoothing [191]. The level of
image smoothing alters the image data in x and y by removing noise and blurring
features. This subsequently affects the inference on the registration model as the
VD factor estimates the covariance between voxels in the residual, where smoother
images result in a lower VD factor. Greater levels of image smoothing improves
the accuracy of the 1st order Taylor series approximation of the transformation
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function, t(x,w). Therefore, the level of image smoothing at each level of the
hierarchical registration scheme will have an effect on the inferred mapping.
Some further experimentation was carried out with regard to image smooth-
ing, and in the previously published results [169], a lower level of image smooth-
ing is used. Subsequent experiments have shown that using a scheme with less
smoothing provides slow convergence. For this reason, and for ease of comparison,
the results presented in Chapter 5 use the standard FNIRT smoothing scheme,
the details of which are given in Table 3.1.
As different scales of image features are visible at different levels of the hierar-
chical registration scheme, and each level will have varying residual magnitudes
and degrees of freedom, all of which greatly affect the model fit, they will com-
monly require substantially different values of φ and λ.
3.5 Discussion and Conclusions
3.5.1 Discussion
This chapter has proposed a framework for inferring the level of spatial regulari-
sation in non-rigid registration as part of a probabilistic inference scheme. There
are two key advantages of formulating this model within a principled probabilistic
framework; firstly it produces estimates of the uncertainty of model parameters.
Chapters 6, 7 and 8 explore uses of the estimated transformation uncertainty. A
second advantage is that this framework is generic and extensible, and it is pos-
sible to incorporate more complex transformation models, spatial priors or noise
models. The next chapter investigates the use of a more complex noise model.
The VB framework permits model comparison using the variational free en-
ergy F , which could be usefully applied in non-rigid registration, for example,
to compare different control point spacings or spatial priors. Unfortunately the
framework presented here has two factors that prove restrictive for model com-
parison: firstly the VD factor α, used to compensate for the spatial covariance
of the residual image defined in section 3.2.2, would need to be fixed between
methods, as this would otherwise alter the data. Additionally, the Taylor series
expansion will give different uncertainties at different local minima. Due to these
difficulties, Bayesian model comparison is not considered in this thesis.
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3.5.2 Conclusions
This chapter has described a probabilistic framework for the tractable inference
of regularisation parameters in high-resolution non-rigid registration. This has
been developed as a generic registration framework, capable of using a range of
transformation and regularisation models.
The next chapter describes an extension to this model that allows spatially
varying estimates of noise. Chapter 5 presents a quantitative evaluation of both
registration methods.
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Chapter 4
Probabilistic Non-Rigid
Registration Using Local Noise
Estimates
4.1 Introduction
This chapter introduces a more flexible extension of the registration model pre-
sented in the previous chapter. Specifically, the model is extended to have spa-
tially varying estimates of model noise. This allows the data driven inference of
a spatially varying trade off between data fidelity and regularisation in non-rigid
registration. This work has been previously presented [167].
4.1.1 Motivation
Intensity based registration methods require a cost function to measure image
similarity, which is used to drive the optimisation. In the approach presented
in Chapter 3, the sum of squared differences between the transformed source
image, and target image is used. Regardless of the choice of image similarity
metric, a problem common to all of these methods is the presence of ill-matching
anatomical structures between the two images. Here, ill-matching anatomical
structures are defined as those regions where a smooth and accurate mapping
between two subjects, using a given transformation model, is difficult to obtain.
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In the case of inter-subject brain registration, there is potential for the appear-
ance of ill-matching anatomical structures. For example, there may be regions
of the cerebral cortex that have a complex geometric variability between sub-
jects, and therefore may be difficult to accurately estimate the correspondence
for. There may even be some cortical structures that do not have homologues in
all subjects.
The significance of these regions to non-rigid inter-subject brain registration,
lies in the trade-off between the level of data fidelity and regularisation. Where a
global value of these parameters is used, and a higher weighting is selected for data
fidelity, well matching brain structures should be accurately registered. However,
there may also be multiple regions where an unreasonable mapping, which may
not be smooth, is inferred in an effort to reduce the cost-function. While allowing
such a mapping may provide a slight improvement in image similarity cost, it
will not necessarily provide a more accurate mapping between subject anatomies.
Alternatively, where a higher weighting is given to the spatial regularisation,
globally smoother transformations will be inferred. This may under-estimate the
mapping in some regions where an accurate matching would be possible given
greater flexibility.
4.1.2 Previous Approaches
The use of a spatially varying trade-off between image fidelity and regularisation
has been previously explored by several authors. Davatzikos [45] computed sim-
ilarity gradients from a representation of the cortical surface of the brain, and a
segmentation of the ventricles to drive the registration. A spatially varying set of
elastic regularisation parameters are defined to allow for a range of deformation
sizes in segmentation defined regions of the brain. Some incorporated explicit
prior information, Lester et al. [114] define a spatially varying likelihood weight-
ing function and regularisation form derived from the type of anatomical tissue
at a location. They suggest that the weight assigned to the likelihood, should be
varied according to prior assumptions about the relevance of the data in different
regions of the image. Regularisation should be used to ensure smooth mappings
in regions with a low data likelihood, which draw influence from more trusted
regions. Recent approaches also use prior knowledge of tissue types from seg-
mentations to define the level of regularisation [173]. Such approaches require a
substantial amount of prior knowledge, and do not adapt to the presented data.
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Data-driven spatially varying regularisation approaches have previously been
approached in terms of anisotropic smoothing of image similarity gradients ac-
cording to the homogeneity of image information, as initially proposed by [130].
This has since been adopted to medical image registration [83]. Such approaches
still require a proportional trade-off between data fidelity and regularisation to
be defined, as well as the smoothing parametrisation.
Other data driven approaches have focused on the concept of image feature
saliency [101]. In such approaches, image regions can be identified that are more
likely to be unique, and can therefore be weighted more heavily in the similarity
function as they should provide a more useful description of image matching.
Huang et al. [92] proposed such an approach to identify salient features in each
image independently. However, as is the case with ill-matching structures, salient
features in one image are not necessarily salient in the other. Luan et al. [117]
identify the utility of each voxel according to a regional estimate of the joint
image saliency, where the gradient of a mutual information similarity gradient in
rigid registration is weighted higher if a pair of voxels is salient in both images.
Tang et al. [178] use a local image reliability measure based on image structure
and estimated noise levels, which was used to derive a spatially localised trade-
off. A limitation of that approach is that only the information in the individual
images are used to define the local regularisation weighting, which may still lead
to problems dealing with ill-matching structures. The most thorough approach
to be suggested is that by Ou et al. [132]. In their approach, image data is
assessed and appropriately weighted based on the presence of mutually salient
image features. This has been demonstrated to improve registration, although
this approach is computationally highly expensive.
4.1.3 Proposed Solution
This chapter proposes the use of local measures of data fidelity as an extension
of the previously proposed algorithm. This provides a mechanism for describing
a spatially varying level of trust in the image data, and therefore the derived
similarity-measure gradients in a region. Spatially varying estimates of noise
should aid the inference of smoother warps in regions that are ill-matching, while
allowing larger warps in regions where a better match is obtainable. Furthermore,
this increases the validity of the Gaussian noise model, as the residual image is
more likely to follow a locally Gaussian distribution as ill-matching structures
are spatially localised. Incorporating such a procedure within the previously
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described probabilistic registration algorithm is particularly beneficial, as a global
level of spatial regularisation is inferred, and the estimated level of uncertainty in
the mapping should be accordingly higher in ill-matching image regions. A similar
extension is possible to the framework of Risholm et al. [146], which uses MCMC
sampling rather than variational Bayes for inference. As described previously
in section 3.1.2, approximate full Bayesian inference using VB is a preferential
strategy to MCMC due to its computational efficiency.
4.2 A Generative Model of Image Registration
with Local Noise Estimates
This method extends the probabilistic registration framework described in Chap-
ter 3 by using a generative model for registration that describes spatially-varying
noise estimates. As before, the generative model is written as:
y = t(x,w) + e (4.1)
where y is the target image, and t(x,w) is the transformed source image, where
the transformation is parametrised by w. As before, although this approach
is valid for any choice of transformation model, a B-spline FFD transformation
model is used, where w describes the displacement of the B-spline control points.
The difference in this model, from the one presented in the previous chapter,
lies in the definition of the noise, e, which is assumed to be independently dis-
tributed Gaussian noise. However, whereas previously e describes a global level
of noise, in this approach e is modelled as having a smoothly spatially varying
precision:
e = N (0, diag(αΦTb)−1) (4.2)
where diag takes a vector for use as the diagonal of a matrix, Φ = {φ1, φ2, ..., φL},
is a L × 1 vector of locally calculated Gaussian noise precisions, where L is the
number of noise components. α is the virtual decimation factor that compensates
for spatial smoothness in the noise, as previously described in section 3.2.2. b is
a Nv × L matrix representing the basis set that assigns the weighting of each φ
across the Nv voxels in the image. b must represent a non-negative basis set that
has a degree of spatial smoothness to allow estimates of the image gradients. In
this work the basis set b is implemented using a set of equally spaced normalised
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Figure 4.1: A graphical description showing the probabilistic dependencies of the
registration model parameters. The variables in square boxes are constants, and
the variables in circles are random variables. The Gaussian noise e of the model
has multiple parameters φ1, φ2, ..., φl.
Gaussian kernels. A graphical description of the extended registration model is
given in Fig. 4.1.
Having a more complex model noise term leads to a different likelihood func-
tion. The log likelihood for this model is given by:
log p(y|x,w,Φ) =
L∑
l
(
αNv,l
2
log
αφl
2pi
− 1
2
mTl αφlml
)
(4.3)
where ml = (b:,l)
1
2 ◦(y−t(x,w)), here ◦ refers to the elementwise matrix product
(Hadamard product). m is a Nv × 1 vector. Nv,l refers to the number of voxels
weighted by φ. This likelihood function assumes an integer count in Nv,l of all the
voxels within a noise region. As the basis set may be smooth, in this work Nv,l is
approximated as the number of partial voxels weighted by φl, Nv,l = sum(b(:,l)).
4.2.1 Priors
The prior distributions of w and λ are the same as those in the Chapter 3 given
in equations 3.5 and 3.6 respectively.
Independent prior distributions are placed on the hyper-parameters of each
parameter in Φ, where for a given parameter l, φl is again described using a
Gamma distribution:
P (φl) = Ga(φl; a0, b0) (4.4)
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where a0 is the scale, and b0 the shape parameter of the distribution. The prior
distribution on noise precision is initially set to be uninformative with a0 = 10
10,
b0 = 10
−10. However, once values of the φ parameters have been estimated,
an informative prior can be derived. This prior can be calculated by fitting
the current distribution of Φ with a Gamma distribution. The scale and shape
parameters of the fitted Gamma distribution can then be used as a0 and b0.
4.3 Model Inference
As before, VB is used for inference on the parameters of the registration model
and the mean-field approximation is required:
p(w,Φ, λ|y) ∼ q(w,Φ, λ) = q(w)q(Φ)q(λ) (4.5)
where q(Φ) =
∏L
l q(φl).
The negative variational free energy F for this model is defined as:
F = Lav −DKL(q(w)‖p(w))−DKL(q(λ)‖P (λ))−
L∑
l
DKL(q(φl)‖P (φ)) (4.6)
where Lav is the expectation of the log-likelihood given in equation 4.3, with
respect to the Gaussian noise model with spatially varying precision given by ΦTb.
DKL(q‖p) is the Kullback-Leibler (KL) divergence [108] between the approximate
posterior, q, and the prior, p, for each of the groups of model parameters.
4.3.1 Inference on Noise Parameters
The posterior distribution for the noise precisions is approximated using inde-
pendent Gamma distributions, where q(φl) = Ga(al, bl). The updates for the
hyper-parameters are given below:
bl = b0 +
αNv,l
2
(4.7)
1
al
=
1
a0
+
α
2
(rTl rl + Tr(Υ
−1JTl Jl)) (4.8)
where Jl is theNc×Nv Jacobian matrix of partial derivatives of the transformation
parameters, calculated on the source image that has been weighted by the basis
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component b(:,l). rl = ((b(:,l))
1
2 ◦ k), where k is a Nv × 1 vector containing the
difference image, y− t(x,µ).
4.3.2 Inference on Transformation Parameters
The approximate posterior distribution on w is normally distributed,
q(w) = N (µ,Υ−1). The updates for these parameters are given as:
Υ =
L∑
l
αφ¯lJ
T
l Jl + Λλ¯ (4.9)
Υµnew =
L∑
l
αφ¯lJ
T
l (Jlµold + rl) (4.10)
where φ¯l is the expectation of the approximate noise distribution, φ¯l = E[φl] =
albl, and similarly λ¯ = E[λ] = sc.
4.3.3 Inference on Regularisation Parameter
The approximate posterior distribution of λ is Gamma distributed, q(λ) = Ga(λ; s, c).
The hyper-parameter updates are as follows:
c = c0 +
Nc
2
(4.11)
1
s
=
1
s0
+
1
2
(
Tr(Υ−1Λ) + µTΛµ
)
(4.12)
4.4 Implementation
This model is implemented as an extension to the previous probabilistic regis-
tration model in FNIRT [5], and the same approximations are made as in sec-
tion 3.4.1. The hierarchical registration scheme is the same as before (given in
table 3.1). The number of basis set components varies between levels of the hi-
erarchical registration scheme, and from coarse to fine is given as: 1, 1, 8, 27,
27, 64, 64, 125. The basis set kernels have a full-width at half-maximum that is
50% of the size of the spacing between kernel centres. The size and form of the
basis set was chosen empirically through experimentation to provide a visually
reasonable level of localisation without undue computational burden.
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The use of a local noise model for registration leads to an approximately five
fold increase (∼ 15hours), compared to using a global noise model (∼ 3hours).
However, as the majority of the computation is in calculating JTl Jl, which is
separable, this could be made significantly faster if parallelised.
Map of local noise distribution
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Figure 4.2: An example registration result. The top-left image shows the target
image, the top-right, the transformed source image. The bottom-left shows the
map of the local noise standard deviation for the example slice. The bottom-right
is a histogram of the distribution of standard deviations of the noise across the
whole brain. As can be seen, there is a reasonable degree of variation in the local
noise distribution. For this slice, there is a much higher inferred level of noise
and the top and bottom of the slice. This is because of the noise at the top of
the image, and the difficulty in matching the sulci at the bottom of the image.
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4.4.1 Registration Example
An example to illustrate the use of a local noise model is given in Figure 4.2. This
shows one of the images in the IBSR dataset, described in section 5.3, registered
to another and the resulting local noise distribution.
4.5 Conclusions
This chapter has proposed a generic probabilistic registration framework with
a spatially varying noise model. The improved modelling of the residual error
should provide a more appropriate balance between data fidelity and regulari-
sation across the image. The limitation of this approach is the computational
complexity required to estimate the L components of JTJ weighted by the basis
set. In the current implementation, this increases the computational burden by
approximately a factor of 5 for the hierarchical registration scheme considered.
However, as each of these components are calculated independently, this could be
parallelised to run on an appropriate hardware system to allow rapid registration.
The next chapter presents a full evaluation of the registration frameworks
presented in this, and the previous chapters.
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Chapter 5
Registration Validation
5.1 Introduction
This chapter introduces principled approaches for the quantitative validation of
non-rigid medical image registration in the human brain. Data from two public
image datasets are selected to explore the effects of signal-to-noise ratio, anatom-
ical variability, and image contrast on the inferred registration model parameters.
Subsequently, a quantitative comparison between the methods presented in Chap-
ter 3, Chapter 4 and the FMRIB non-linear image registration tool (FNIRT), is
performed in terms of registration accuracy and transformation smoothness.
5.2 Validation of Non-Rigid Registration
As was described in Chapter 2, there are are a variety of approaches for analysing
morphometric differences between subjects that rely on non-rigid registration. To
be confident in the validity of the inference of subject differences, the registra-
tion procedure needs to infer an accurate mapping between biological structures.
Problematically, structural MR images themselves only contain a noisy surrogate
for the tissue type at a location. In the case of inter-subject brain registration, this
is unlikely to provide sufficient information for a perfect correspondence. More-
over, this implies image correspondence does not necessarily guarantee anatomical
correspondence [42][151]. As has been eloquently described in [151], image sim-
ilarity, which is often the measure being minimised, is a very poor method of
registration validation. Having a high degree of image similarity does not guar-
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antee the biological accuracy of the inferred registration. Furthermore, the “true”
correspondence between anatomies is always unknown. For this reason, “gold-
standard” measures have been derived to provide a means of comparing whether
one particular mapping is biologically better than any other.
5.2.1 Gold standards
Simulations
For certain applications, the derivation of suitable biomechanical models have
been used to provide gold-standard deformations [32][161]. The biological accu-
racy of these simulations is essential for such models to provide useful data for
validation. The uncertainty surrounding the validity of any biomechanical model
makes the use of such an approach questionable for the evaluation of registration
accuracy.
Assessment of Anatomical Structural Overlap
In the absence of suitably realistic deformation fields, the assessment of the over-
lap of anatomical structures between the transformed source image and the target
image can provide a measure of registration accuracy. Overlap in this case mea-
sures whether the same anatomical structure is present in each voxel between the
two images. These anatomical structures need to be segmented to a sufficient
level of accuracy to be suitable. Furthermore, the segmented structures need to
be more complex than simply tissue classes to provide a useful measure [151].
Klein et al. [105] use a variety of assessment criteria for the accuracy of struc-
tural overlap and they note that these methods “gave almost identical results
when corrected for baseline discrepancies”. All measures being approximately
equal, the target overlap metric is chosen as it allows a comparison with some
results in Klein et al. The target overlap quantifies the intersection of a labelled
region in two images, normalised by the size of the region in the target image:
TO =
|A ∩B|
|B| (5.1)
where TO is the target overlap, A is a labelled structure in the transformed source
image and B is the corresponding labelled structure in the target image. ∩ refers
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to the intersection of the structure in two images, and || indicates the number of
voxels in the labelled region.
5.2.2 Other Measures of Registration Quality
It is highly unlikely that measures of anatomical structural overlap could have
a sufficiently high resolution to describe the voxel-to-voxel relationship between
images. For this to be possible, each voxel would require a unique label. Instead,
these approaches commonly measure the overlap of regions with a similar struc-
ture/function. This lack of specificity means that there may be many possible
mappings that provide the same, or very similar, gold standard measurements.
If the accuracy of several registrations were the same, the most appropriate
registration to choose would be that which best preserves the relative positions
of structures in the source image after transformation. Such a transformation
should be smooth and with minimal or no image folding. These criteria can be
considered as secondary objectives of a registration algorithm.
5.3 Materials
Two publicly available datasets were used in the evaluation of this method. The
first is available from the internet brain segmentation repository (IBSR), which
is from the Centre for Morphometric Analysis1. This data has been bias-field
corrected and includes segmentations of both cortical and subcortical brain struc-
tures. An example slice from one subject is given in Figure 5.1
The IBSR dataset contains 18 subjects that have a variety of ages, between
7 and 71, with an average age of 38.4. There are also 4 scans of ”juveniles”. 4
of the subjects are female, the remaining 14 are male. The data were acquired
with a variety of scan resolutions, 8 have a resolution 0.94 x 0.94 x 1.5mm, 4
are 0.84x0.84x1.5mm and 6 have 1x1x1.5mm. Additionally, the image contrast,
signal-to-noise ratio (SNR), and presence of data artefacts is observably different
between scans. This qualitatively appears to be linked to the scan resolution,
where images with higher in-plane resolution have less noise, but more artefacts.
In the study by Klein et al. [105] they state “All of the algorithms performed
worst on the IBSR18 set, whose images were acquired from various sources and are
of varying quality”. The variability between images, particularly in terms of image
1www.cma.mgh.harvard.edu/ibsr/
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Figure 5.1: An example slice of a subject in the IBSR dataset. The left hand
image shows the structural MR, the centre image shows the subcortical structure
labels. The right image shows the segmentation map of the cortical regions in
this slice.
contrast, makes this dataset an interesting one to work with, allowing a more
thorough exploration of the difficulties in registration. This image variability and
the provision of subcortical structure labels is why the IBSR database is used in
almost all the experiments preferentially to the NIREP dataset, which was used
in the previous evaluation found in [169].
The non-rigid image registration evaluation project (NIREP) [35] contains a
set of 16 3D T1 weighted MR images of the human brain, taken from 16 healthy
subjects. These images have been pre-processed by correcting for bias fields and
were created by averaging 3 scans, and thus have unusually high SNR. As these
images have uncommonly high SNR, and do not include subcortical structure
labels, the NIREP data is only used in the signal-to-noise experiment as it allows
the effects of higher SNR to be observed.
Prior to conducting the experiments, each image is affinely aligned to the
MNI152 atlas using FLIRT [98] with 9 degrees of freedom and a correlation ratio
cost function. These parameters were chosen to match the validation framework
of Klein [105]. However, following some experimentation it was found that the
best approach to registering brain extracted images with FLIRT is to use an image
weighting function on the source and the target image. This weighting function
is calculated by blurring the brain mask using a Gaussian kernel with a standard
deviation of 2.5mm. The advantage of such an approach is that the majority of
empty voxels do not contribute to the cost function, except for those surrounding
the edge of the brain that produce a useful effect. This yields a more accurate
and robust affine registration. Each of the individual non-rigid registrations is
initialised with a further rigid alignment between the MNI 152 aligned images to
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Name Inferred λ Local Noise Estimates Informative
Prior on λ
FNIRT/FNIRT2 No No Yes
FNIRT-VB Yes No No
FNIRT-VB-IP Yes No Yes
FNIRT-VB-LN Yes Yes No
Table 5.1: Summary of the registration algorithms being compared.
resolve any differences in pose, this is estimated using FLIRT with 6 degrees of
freedom.
5.4 Overview of Experiments
In these experiments, five algorithms are compared, and a summary of these
variants is given in Table 5.1. The proposed probabilistic registration frameworks
are evaluated in comparison to the standard FNIRT in FSL [5], as this formed the
basis for the implementation. FNIRT and FNIRT2 are identical except for the
level of regularisation at the final hierarchical registration levels, where FNIRT2
uses comparatively less regularisation than FNIRT. The level of regularisation
for the FNIRT methods, and the other details of the hierarchical registration
scheme are given in Table 3.1. For each method, a fifth-order non-linear intensity
mapping is estimated between the two images, as is standard in FNIRT. Each
image in the IBSR dataset is registered to every other using all the registration
algorithms. From these registrations, the variability in the inferred λ and φ
parameters across a range of signal-to-noise ratios, hierarchical registration levels,
and between individuals is examined for the proposed methods. Subsequently,
the quality of the inferred registrations is evaluated in terms of structural overlap
measurements, transformation complexity and the level of image folding.
5.5 Variability in Inferred Regularisation
5.5.1 Variability in λ Across Signal-to-Noise Ratios
Theoretically, more regularisation may be required in situations where the image
information is of lower quality. This is to avoid the registration becoming under-
constrained. The variability in the inferred level of λ was examined over a range
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Figure 5.2: Variability of λ at the finest hierarchical registration level when reg-
istering images with a range of SNR. Two images from the NIREP database
were registered using FNIRT-VB. Independent Gaussian noise was added to the
source image at a range of signal-to-noise ratios to produce images between 10
(20dB) and 40 (32dB). The error bars show the standard deviation of λ across 10
instances of random noise. Three image pre-smoothing schemes were tested: the
standard FNIRT scheme, a low pre-smoothing scheme (FWHM equal to the voxel
size, and then half the voxel size), and a scheme with no image pre-smoothing.
The plot shows that without smoothing the data, the algorithm is very sensitive
to noise. There is a decrease in λ for higher SNR for all methods, although the
change is quite minor in the case of pre-smoothing. This indicates that smooth-
ing the data does a reasonable job at removing the effects of image noise. When
using the low image smoothing scheme, the inferred λ values are substantially
lower than with the other schemes.
of signal-to-noise ratios (SNRs). This is achieved by adding Gaussian noise to the
source image, which had an original SNR of 40, to produce a set of images with
a range of SNR between 10 (20dB) and 40 (32dB). The SNR of the target was
estimated at 52 (34dB). Each noisy image is registered to the unmodified target
image with the proposed framework. As the anatomy of both images remains the
same, the difference in inferred regularisation between the registrations will only
depend upon the SNR of the source image.
Noise is added to the source image as this mimics the common spatial nor-
malisation procedure, where collected data is registered to some common average
atlas. It should be noted that a more principled generative model would treat
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the atlas as the source, as this should be part of the model, and deform the at-
las to the observed images. However, such an approach requires the inversion of
the inferred deformation field, which for certain transformation models, such as
B-spline FFDs, may not be well defined.
Adding noise to the target image instead will lead to a slightly different be-
haviour. This is because gradients are calculated based on the source image,
and noise in the source image is smoothed by the interpolation used to warp the
source image.
10 noisy images were sampled for each SNR level to provide error bounds on
the estimates. As image smoothing increases the SNR of the data, but preserves
fewer small features, these effects are investigated here with three schemes: the
original FNIRT scheme, a scheme employing no pre-smoothing and a lower image
smoothing scheme. The inferred level of λ for each SNR level is shown in Figure
5.2. Where no image smoothing is used in the presence of noise, a very high λ
is inferred. This is because the 1st order Taylor series approximation used by
this model (described in section 3.3.3), which assumes the transformed image
changes locally linearly with respect to the transformation parameters, is mostly
invalid when the data is non-smooth. This results in the estimation of weak, and
unreliable cost function gradients. For data with good SNR, the FNIRT image
smoothing and no image smoothing produce similar results. Whereas, using little
pre-smoothing leads to very low λ. For this reason, and its robustness to noise,
the FNIRT image smoothing scheme is selected for all further experiments.
5.5.2 Variability in λ and φ Across Subjects and Hierar-
chical Registration Scheme Levels in FNIRT-VB
Examining the distribution of inferred λ and φ over a set of example registra-
tions provides an illustration of the behaviour of the algorithm. Each level of
the hierarchical registration scheme requires a different amount of regularisation
depending on the control point spacing, the image pre-smoothing and the image
sub-sampling. These factors affect either the transformation model, or the data
to be registered. Additionally, each pair of individual brain images may require a
different trade off between regularisation and data fidelity due to anatomical or
image acquisition differences.
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Figure 5.3: Histogram and fitted gamma distribution plot of the inferred FNIRT
equivalent values of λ, over the 306 pairwise registration of the IBSR database
using FNIRT-VB for levels 1B (coarsest), 2B, 3B and 4B (finest). The y-axis
shows the normalised population density. The dashed red line indicates the λ
value utilised in the original FNIRT configuration, the dash-dot blue line for level
4B indicates the low regularisation scheme for the finest levels. Note the similarity
between the mode of the distributions to the hand-defined FNIRT values.
FNIRT equivalent λ distribution
The distribution of FNIRT equivalent λ (FEλ) values inferred by FNIRT-VB for
each level of the hierarchical registration scheme, given in Table 3.1, is shown
in Figure 5.3. As described in section 3.4.2, FNIRT encodes the trade-off of λ
and φ into a single parameter that is referred to as FNIRT λ in this thesis. FEλ
is calculated to give the value of the FNIRT λ parameter that would describe
the same trade-off as the inferred λ and φ parameters. This allows comparison
with the original FNIRT configuration. The inferred distribution of FEλ has a
wide variability between subjects at each stage of the registration. As FEλ is the
proportion of spatial regularisation to SSD, it also accounts for the noise in the
model residual. Therefore the variation in FEλ is likely to be driven by either
anatomical variability, or difficulties in estimating the intensity mapping.
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Figure 5.4: Histogram illustrating the distribution of inferred spatial precision (λ)
across the 306 registration pairwise registration from the IBSR database using
FNIRT-VB for levels 1B (coarsest), 2B, 3B and 4B (finest). The y-axis shows the
normalised population density. The blue line shows the fitted Gamma distribu-
tion. The distribution of λ strongly resembles the estimated Gamma distribution,
and shows no significant differences according to Kolmogorov-Smirnov test at the
5% significance level.
The distribution of λ values inferred across the 306 registrations in the IBSR
database with FNIRT-VB is given in Figure 5.4. The λ value indicates the
strength of the spatial prior. The distribution of λ is broad for each level, varying
by a factor of 2 from the mean for most of the levels of the hierarchical registration
scheme. However, the population is still well modelled as a Gamma distribution,
indicating a single λ population. As λ shows little variability due to the SNR of
the data after smoothing, it can be surmised that the majority of this variation
is due to anatomical variability.
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Figure 5.5: Plot illustrating the inferred noise precision (φ) across the 306 registra-
tion pairwise registration from the IBSR database using FNIRT-VB for levels 1B
(coarsest), 2B, 3B and 4B (finest). The y-axis shows the normalised population
density. The blue line shows the fitted Gamma distribution. The distribution of φ
at each level of the hierarchical registration scheme is significantly different from
the fitted gamma distribution (Kolmogorov-Smirnov test at the 5% significance
level) and appears to be multi-modal.
Distribution of φ
The distribution of inferred noise precisions (φ) across the 306 registrations in the
IBSR database using FNIRT-VB is given in Figure 5.5. The distribution appears
to be multi-modal, which implies the distribution is a mixture of φ populations.
The multi-modal nature of the distribution of φ can be further investigated.
Figure 5.6 shows φ plotted against λ in separate colours denoting the “resolution
group” of the source image. The resolution group refers to the in-plane resolu-
tion of the original image before re-sampling. As mentioned in section 5.3 these
different acquisitions have varying contrast, SNR and artefacts. In each group
there is a trend for lower λ with higher φ. However, for all of the images where
the source image was from the lowest resolution group the values of φ are much
lower, although the λ values are similar.
The reason for the lower φ for this group is most likely related to the complex
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Figure 5.6: Scatter plot illustrating the relationship between φ and λ for the IBSR
dataset at the finest level of the hierarchical registration scheme. The “resolution
group” of the source images are shown by plots in different colours, with 1 being
the highest resolution (0.84x0.84x1.5), 2 is slightly lower (0.94x0.94x1.5) and 3 is
(1x1x1.5.). There is a clear relationship between φ and λ for all groups. Where
the source image is in group 3, the inferred value of φ is much lower.
intensity mapping function required to map another image to the same contrast
as the source. It is unlikely to be due to image noise that was not resolved by
smoothing as similar λ values for all registrations are inferred, which implies that
the image gradients are sufficiently visible in the source image.
5.5.3 Informative Prior Distribution
The ideal situation when multiple subjects are being co-registered, or spatially
normalised, is that an informative prior distribution for λ, and/or φ can be in-
ferred based on the current distribution of estimated parameters. Such a situation
is currently computationally infeasible as multiple registrations would need to be
carried out simultaneously, and iterate in step with each other. The potential
benefit of an informative prior is that the inference of parameter values can be
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regularised, giving a better conditioned inference scheme, and thus reducing the
probability of outliers
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Figure 5.7: Histogram illustrating the distribution of inferred spatial precisions
(λ) across the 306 registration pairwise registration from the IBSR database using
FNIRT-VB-IP for levels 1B (coarsest), 2B, 3B and 4B (finest). The y-axis shows
the normalised population density. Using an informative prior on λ removes some
of the outliers that are present in the coarser levels of the hierarchical registration
scheme, but makes very little difference to the λ at the finest level. The effects
of the informative prior do not produce a statistically significant effect on the
inferred λ distribution (Wilcoxon rank-sum at 0.05 level)
.
Informative priors can be estimated based on the distribution of converged
estimates of λ, and φ. Figures 5.4 and 5.5 illustrate the distribution of inferred λ
and φ parameters across the 306 registrations in the IBSR database using FNIRT-
VB. The fitted Gamma distributions, where this provides an appropriate model
of the population, can be used as an informative prior in the registration model.
As shown in Figure 5.5, the distribution of φ is not well modelled by a Gamma
distribution. This provides a caution against the use of an informative prior for
φ, as it may vary significantly across acquisition types, whereas λ is likely to be
more stable.
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In these experiments, all 306 registrations were re-run using an informative
prior for λ (FNIRT-VB-IP), based on the original 306 registration conducted with
an uninformative prior. The distribution of λ values given by FNIRT-VB-IP is
shown in Figure 5.7. The effects of using an informative prior in this manner
appears to be minimal from the inferred λ values. However, the effects are likely
to increase if the population of λ was modelled at each iteration, rather than
constructing a prior from a converged set of λ values. Nevertheless, within the
current approach, there is no evidence that λ requires an informative prior, and
therefore its value is sufficiently well supported by the data. The FNIRT-VB-
IP results are not presented in the quantitative validation as they are almost
identical to the results of FNIRT-VB.
5.5.4 Variability in λ and φ Across Subjects and Levels
of the Hierarchical Registration Scheme in FNIRT-
VB-LN
Distribution of λ
Figure 5.8 shows the inferred λ distribution from FNIRT-VB-LN. The inferred
λ values are slightly higher than those inferred using FNIRT-VB, however the
distributions are not significantly different (Wilcoxon rank-sum at 0.05 level).
Spatial Distribution of φ
Due to the large number of φ parameters, and their spatial association, it is more
appropriate to view the distribution of φ parameters as a map. The mean and
standard deviation of φ across the IBSR registrations is given in Figure 5.9. The
local noise model estimates higher φ values in the homogeneous white matter
regions, and lower φ in the cortex. The inferred residuals in the white matter will
tend to have relatively low magnitude (1/φ), as the transformation parameters are
marginalised over their posterior distributions in a homogeneous region. Whereas
cortical regions are less homogeneous, and geometrically complex, making them
harder to register and leading to larger residuals. The large standard deviation in
φ across subjects in the white matter, compared to the cortical regions, is most
likely related to how well the intensity mapping between images is estimated.
This is because for any mapping in the posterior distribution of transformations,
if the intensity mapping is poor, the residual is always large in homogeneous
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Figure 5.8: Histogram illustrating the distribution of inferred spatial precisions
(λ) across the 306 registration pairwise registration from the IBSR database us-
ing FNIRT-VB-LN for levels 1B (coarsest), 2B, 3B and 4B (finest). The y-axis
shows the normalised population density. The blue line shows the fitted Gamma
distribution. The distribution of λ strongly resembles the estimated Gamma dis-
tribution, and shows no significant differences according to Kolmogorov-Smirnov
test at the 5% significance level.
regions. Whereas in heterogeneous regions, the size of the residuals has greater
dependence on the shape of the posterior transformation distribution, which in
this framework draws image information from the source image only and therefore
is less affected by the intensity mapping.
5.6 Validation of Inferred Registration Mappings
5.6.1 Registration Accuracy on Subcortical Labels
Figure 5.10 illustrates the overlap in subcortical segmentations using the different
approaches. As can be seen, FNIRT-VB and FNIRT-LN2 achieve a similar level
of overlap on subcortical structures to the original methods. However, in regions
with more geometrically complex differences, such as the cerebral cortex and
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Figure 5.9: Maps of the mean and standard deviation of φ (inverse variance of
the model noise residuals) across the 306 registration pairwise registration from
the IBSR database using FNIRT-VB-LN. The results from the final level of the
hierarchical registration scheme are shown. The top row shows the corresponding
slice of the MNI152 atlas that the IBSR data is affinely registered to. The highest
mean φ is understandably in the white matter regions, with decreasing φ towards
the cortex. The regions with the most variation are the white matter and the
cerebellum.
white matter, it can be seen that FNIRT2 achieves a higher level of overlap.
Conversely, on other less complex structures such as the hippocampus and the
thalamus, FNIRT-VB-LN performs best, followed by FNIRT-VB. Interestingly,
FNIRT2 performs worst on some structures such as the pallidum, caudate and
amygdala. This illustrates that under-constraining the registration may lead to
poor registration of certain brain regions.
The differences between FNIRT-VB and FNIRT2 lies in the trade-off between
λ and φ. As shown in Figure 5.3, FNIRT-VB mainly differs by having more
regularisation at the second coarsest, and the final resolution level, although this
varies depending on the data. However, on average this extra regularisation
appears to provide a better registration of certain structures.
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Figure 5.10: A boxplot showing the target overlap scores for a selection of sub-
cortical labelled regions across the 306 registration pairwise registration from the
IBSR database. The left and right label target overlap scores have been averaged
for each subject. The 4 registration variants are displayed in different colours.
The * at the end of a region name indicates a statistically significant difference
in target overlap between the 4 populations, as measured by one-way analysis of
variations (ANOVA), p < 0.05). The majority of structures show similar levels
of overlap for all methods. FNIRT2 (lower regularisation) achieves significantly
better overlap for the cerebral white matter and the cerebral cortex than the
other methods, although it does significantly worse in the Pallidum.
There are few differences between FNIRT-VB and FNIRT-VB-LN in terms of
overlap, none of which are statistically significant (Wilcoxon rank-sum 5% sig-
nificance level). FNIRT-VB-LN is slightly better at registering the hippocampus
and worse at the lateral ventricle. The inferred values of λ are similar for FNIRT-
VB and FNIRT-VB-LN, so the majority of any differences will be because of the
spatially varying φ. Although FNIRT-VB-LN infers a lower value of φ is in the
cerebral cortex, a very similar level of overlap is recorded. Conversely, a high φ
is found around the hippocampi and the lateral ventricles, the former of these is
87
well registered and the latter is less so.
5.6.2 Registration Accuracy on Cortical Labels
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Figure 5.11: A boxplot showing the average target overlap for the cortical la-
bels in the IBSR dataset across the 306 registrations. No statistically significant
differences between methods were detected in the distribution of average target
overlaps (one-way ANOVA, p < 0.05). The overlaps are quite consistent across
all methods. Both the FNIRT-VB approaches obtain a better minimum overlap
than the original methods, although FNIRT 2 shows a marginally higher median
overlap. The overlap of cortical structures is expected to be lower than that of
the subcortical structures because of the geometric complexities in the cortical
folds.
The IBSR dataset also contains 96 cortical labels, the sizes of which are of
approximately the same order. Therefore, it is reasonable to present results as
an average of the target overlap for each subject, which is presented in Fig-
ure 5.11. Here, FNIRT2 achieves the highest average overlap (0.5445), although
the minimum overlap is lower than the FNIRT-VB approaches. The minimum
overlaps given by FNIRT and FNIRT2 occur for the data that the FNIRT-VB
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approaches provide a more regularisation heavy trade-off. This additional regu-
larisation appears to avoid the over-fitting of the registration algorithm, which
may cause mis-registration in some regions for certain images. An example of
this is given in section 5.7. FNIRT-VB-LN gives a slight improvement in median
overlap (0.543) over FNIRT-VB (0.5425) but has a larger inter-quartile range.
FNIRT with higher regularisation achieved the lowest overlap (median 0.536).
These cortical label results would be directly comparable with the results
presented in Klein et al. [105] if the same pre-processing was used. However, as
a more rigorous affine alignment is used, the overlaps show better results for all
methods than any of the algorithms in that study. This is true to the extent that
the lowest overlaps in these experiments are still better than the medians of some
methods in that study. This highlights the benefits of doing an accurate global
registration.
5.6.3 Registration Smoothness
Interpretation of Violin Plots
Violin plots provide a more detailed illustration of a set of data distributions,
compared to the more standard boxplot. They feature a superposition of a kernel
density estimate on a boxplot. The estimated density of the distribution for a
particular value is given by the width of the “violin”. This allows the visualisation,
and comparison of the modes of a distribution as well as the medians and inter-
quartile ranges given by the boxplot.
Bending Energy
Figure 5.12 shows the distribution of bending energy across all 306 registration
for each method. As can be seen, for fixed levels of regularisation the bending
energy forms a tight distribution. This is because a fixed ratio of bending energy
to image similarity is expected for all registrations. When the level of regularisa-
tion is inferred, a much larger spread of transformation complexity is obtained.
FNIRT infers the least complex transformations, but achieves the lowest level of
overlap. FNIRT-VB and FNIRT-VB-LN infer transformations with a wide range
of bending energies. Their modes and medians are quite similar, and substantially
lower than those of FNIRT2.
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Figure 5.12: Violin plots of the level of bending energy across the different non-
rigid registration methods for the 306 registration of the IBSR dataset. Bending
energy provides a measure of transformation complexity across the different non-
rigid methods. The fixed regularisation FNIRT approaches have a very tight
distribution, implying a similar level of complexity used to map between all pairs
of individuals. Conversely, where λ is inferred from the data, the level of bending
energy takes a much wider range of values, as the regularisation trade-off is data
dependent.
Negative Jacobians
The use of a small-deformation transformation model means that diffeomorphic
registrations cannot be guaranteed. FNIRT has the facility to refit the defor-
mation field to remove any negative Jacobians, but in this evaluation this is not
performed. This allows the methods to be more fully compared in terms of the
deformation field smoothness imparted by the regularisation.
The percentage of folded voxels in the transformation can be used as a further
measure of transformation complexity. Figure 5.13 shows the percentage of folded
image voxels across the set of IBSR registrations. The results are similar to the
comparison of bending energies. FNIRT2 has the highest amount of folding, and
FNIRT the lowest. FNIRT-VB and FNIRT-VB-LN have similar distributions of
voxel folding, with a wide range of folding. The mode and median of these distri-
butions is between that of FNIRT and FNIRT2. There are also some registrations
using the VB methods where no folding occurs.
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Figure 5.13: Violin plots of the percentage of negative Jacobians across the differ-
ent non-rigid registration methods for the 306 registration of the IBSR dataset.
FNIRT is capable of removing regions of folding by refitting the deformation field,
but this is not performed here. The level of folding is almost always highest in
FNIRT2. FNIRT achieves the lowest level of image folding, along with the lowest
overlap. FNIRT-VB and FNIRT-VB-LN infer transformations with a wide range
of folding. The mode and medians of which are lower than FNIRT2.
5.7 Example Registrations
5.7.1 FNIRT2 vs. FNIRT-VB
An example registration from the IBSR dataset illustrating the benefits of inferred
regularisation is given in Figure 5.14. This is the image that achieved the lowest
cortical label accuracy for FNIRT2. The use of a higher level of regularisation to
data fidelity is demonstrated to provide a more accurate registration.
5.7.2 FNIRT-VB vs. FNIRT-VB-LN
An example registration from the IBSR dataset illustrating the benefits of a local
noise model is given in Figure 5.15. This illustrative example was selected from
the set of images where FNIRT-VB-LN performed better than FNIRT-VB. A
similar level of λ is inferred for both registrations, yet FNIRT-VB-LN yields a
more accurate registration as assessed by cortical label overlap.
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Figure 5.14: An example registration result comparing FNIRT2 and FNIRT-
VB. The registration is from subject 10 to subject 13 of the IBSR dataset. Both
subjects are in resolution group 3, which has been shown to infer lower values of φ.
The top image shows a region of the target image with the different labels overlaid
in colour. The second row shows the resulting transformed images with overlaid
labels for FNIRT2 and FNIRT-VB. The third row shows the deformation field
in the X-direction for these slices for both methods. The X-direction was chosen
as it illustrated the greatest difference. FNIRT-VB achieves a better registration
of the cortical labels, with an average of 0.453 as opposed to 0.430. FNIRT-
VB infers a significantly higher FEλ for all levels of the hierarchical registration
scheme, with a four-fold increase of regularisation on average. This leads to a
much smoother deformation field, with much lower bending energy, 66,877 as
opposed to 346,787.
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Figure 5.15: An example registration result comparing FNIRT-VB and FNIRT-
VB-LN. The registration is from subject 12 to subject 2 of the IBSR dataset.
Subject 12 is in resolution group 3 that has been shown to infer lower values
of φ. The top left image shows a region of the target image with the different
labels overlaid in colour. The top right image shows the inferred noise precision
for FNIRT-VB-LN. The second row shows the resulting transformed images with
overlaid labels for FNIRT-VB and FNIRT-VB-LN. The third row shows the defor-
mation field in the Y-direction for these slices for both methods. The Y-direction
was chosen as it illustrated the greatest difference. FNIRT-VB-LN achieves a
better registration of the cortical labels, with an average of 0.483 as opposed to
0.466. FNIRT-VB-LN infers a slightly higher λ for each level, on average 14.3%
higher. The local noise precision shows a range of φ values, which are low in most
cortical areas. This leads to a smoother deformation of the cortex, with lower
bending energy, 161,597 as opposed to 269,814.
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5.8 Discussion
The registration experiments presented in this chapter have illustrated that the
inference of the level of regularisation and data fidelity is important for inferring
an accurate and smooth mapping between brain MR images. Although for some
image pairs, lower levels of regularisation result in more accurate registrations,
as measured by segmentation label overlap, this is not always the case. The
most appropriate level of regularisation is data dependent, as is illustrated by
the example registration in Figure 5.14. In this example higher regularisation
provided a more accurate registration. The optimal trade-off of data fidelity
and regularisation may also need to vary spatially as illustrated in Figure 5.10
and Figure 5.15. It must be noted that the Bayesian approaches to inferred
regularisation tested here are not aiming to find the optimal trade-off based on
the criteria of segmentation accuracy as has been previously proposed by cross-
validation [202] or group-wise registration [183].
The FNIRT-VB framework has been demonstrated to yield a registration that
is accurate for a range of anatomical structures across 306 separate registrations.
It was shown to provide registrations with a variety of complexity as measured
by bending energy and image folding. This means the registration algorithm is
able to avoid the “one-size fits all” approach to registration complexity. Such an
approach can lead to the inference of unjustifiably complex mappings, i.e. adding
complexity for minimal benefit in the model fit, which can result in less accurate
registrations. The variability in the inferred λ and φ values are mainly dependent
on the image contrast and anatomical variability, with a minimal effect from
image SNR under image pre-smoothing as indicated by Figure 5.2. The FNIRT
equivalent λ values inferred from FNIRT-VB have similar modes to the default
fixed values. An informative prior for λ was experimented with, and found to be
unnecessary.
FNIRT-VB-LN has been shown to generally produce results quite similar to
FNIRT-VB. The affects of a local noise model may be overly smoothed out by
the use of the cubic B-spline model. Such a scheme may be more effective with a
transformation model with greater degrees of freedom, or one that is less smooth.
One of the questions that still remains unanswered is how to pre-smooth the
images. For this work, the default FNIRT level of image pre-smoothing is used.
This provides robust and smooth registration across a range of SNRs. However,
the optimal image smoothing is likely to depend on the specific application in
question.
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For all of the registration methods on this dataset, large deformations are
inferred. This leads to image folding when using a small-deformation model
such as the FFD transformation model used here. This framework could be
implemented with a variety of transformation models, including those that are
guaranteed to produce diffeomorphic mappings.
Most of the registrations in this chapter were performed on the IBSR dataset.
This dataset features a range of ages, and image acquisition types. The differences
in image acquisition leads to some complex intensity mappings between subjects,
which may be difficult to model. The use of an inferred trade off, of regularisation
and data fidelity, appears to compensate for this better than a fixed trade-off.
This is well illustrated in Figure 5.6 where for images with complex intensity
mappings the φ values are much lower than for the other data, but the λ remain
similar. A further difficulty with this dataset is the labelled segmentation regions
often take quite a blocky form. This is because of the manual labelling protocol
by which they were derived. This segmentation “noise” will make high label
overlaps difficult to achieve.
5.9 Conclusions
This chapter has introduced objective methods for measuring the accuracy of
medical image registration. These were applied for the comparison of the algo-
rithms presented in the previous two chapters, and FNIRT, on which the imple-
mentation of those methods is based. The IBSR dataset of 18 subjects with a
range of acquisition types and subject ages was used for validation. This resulted
in 306 registrations for each method. The distribution of inferred spatial and
noise precisions, λ and φ respectively, were explored for the proposed registra-
tion models. A wide variability was demonstrated for both. φ was shown to
be strongly affected by the acquisition type. The variation in λ is probably due
to anatomical variability. The mode of the FNIRT equivalent λ parameter was
shown to be similar to the default FNIRT schemes as shown in Figure 5.3.
The variational Bayesian registration methods on average are shown to pro-
duce similar, but slightly less accurate registrations to a fixed regularisation
FNIRT scheme (FNIRT2) as measured by the overlap of subcortical (Figure 5.10),
and cortical (Figure 5.11) labelled image regions. However, the variational Bayesian
approaches produce smoother registration transformations (Figure 5.12), with less
image folding (Figure 5.13). Furthermore, for certain registrations in the IBSR
dataset, the proposed approaches were shown to be more accurate, an example
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illustrating this is given in Figure 5.14, where a higher level of regularisation was
required. The local noise model was also shown to be more effective than a global
noise model for accurately registering some structures, as shown in Figure 5.15.
The next chapter explores the concept of uncertainty in non-rigid registration
and describes how estimates of registration uncertainty, such as those produced by
the probabilistic registration frameworks, can be used to compensate for residual
mis-registration. An adaptive smoothing filter based on the registration uncer-
tainty is proposed, and is demonstrated to improve anatomical correspondence,
as measured by subcortical segmentation labels.
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Chapter 6
Registration Derived Uncertainty
6.1 Introduction
In this chapter the concept of uncertainty in medical image registration is ex-
plored. The interpretation and visualisation of the uncertainty estimated from
the probabilistic registration algorithms is illustrated. An adaptive local smooth-
ing filter is introduced, which is derived from the estimated registration uncer-
tainty. This approach provides a computationally tractable method to compen-
sate for registration uncertainty in high resolution, whole brain image registra-
tion. Smoothing of spatially normalised data is motivated, and the benefits of
the adaptive smoothing filter are explored using subcortical segmentations. The
uncertainty derived smoothing filter is shown to provide a better trade-off of sen-
sitivity and specificity than Gaussian filtering. This work is based on previous
conference publications [165][164].
6.1.1 Motivation
Medical image registration has a great deal of intrinsic uncertainty associated with
the inference of an optimal mapping between images. Structural MR images of the
brain only provide a noisy measurement of the tissue properties of the underlying
anatomy. Therefore, any intensity based approaches to image registration will
naturally contain ambiguities. This is because the intensities in a given location
are not unique. This can be somewhat alleviated by additionally using image
derived features, for example [162], or more effectively by mutual saliency [132].
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However, this only provides accurate cues around certain image features, such as
edges, which are usually well aligned anyway.
The ambiguity of corresponding anatomy in brain MRI means that for the
problem of inter-subject registration, the image data is insufficient to support a
single “true” solution. The registration problem is further confounded by anatom-
ical variability, and the possibility that certain sulci may not have homologues in
every subject. As discussed in Chapter 5, in a large comparison study, Klein et
al. [105] found that none of the registration algorithms currently available were
able to produce a perfect mapping between subjects, as measured by the overlap
of anatomical segmentation labels. As no single mapping perfectly describes the
relationship between images, the set of likely mappings should be investigated.
The distribution of probable mappings is derived from the ambiguity of image
matching. Boundaries between two intensity regions in an image provide a smaller
range of potential matching points than in homogeneous regions. Nevertheless,
there will still be a degree of uncertainty in the exact matching position along
a boundary, albeit with much less across it. Additionally, one would expect
any probable mapping between images to be smooth, so a spatial prior should
be included in the uncertainty. This provides additional information to avoid
estimating every point in a homogeneous region as equivalent. As such, the
trade-off between data fidelity and spatial prior is important for understanding the
uncertainty of registration. The ambiguity, or residual mis-registration, will affect
any conclusions that are drawn from registered medical images. For this reason,
in many neuroimaging applications, spatially normalised data is smoothed using
a Gaussian kernel to compensate for mis-registration. This approach requires the
heuristic definition of the size of an appropriate smoothing kernel, which may not
be optimal for the particular data.
6.1.2 Previous Work in Registration Uncertainty
Previous work on estimating the uncertainty in non-rigid registration includes
that of Hub et al. [93]. They stochastically estimate the variability of a chosen
cost function with respect to the transformation parameters. This allows the
estimation of regions of uncertainty in the mapping due to insufficiently discrim-
inative information available in the data. This approach is generic in that any
cost function could be used, including statistical measures such as mutual infor-
mation. However, they neglect to include estimation of the regularisation cost in
their uncertainty, which will undoubtedly affect the probability of a mapping.
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More principled work on estimating uncertainty includes that of Allassonnie`re
et al. [2]. They describe a Bayesian deformable template registration framework.
Their approach models individual images as random deformation of an estimated
template, assuming a fixed prior on the deformations from the template. This
model is inferred upon using expectation-maximisation (EM), or a stochastic ap-
proximation to EM [3]. Their inference strategy yields an approximate posterior
distribution of transformation parameters, which may be modelled as a mixture
of multi-variate normals. Their work has the limitation that the strength of the
prior, which greatly affects the posterior distribution, has to be hand-defined.
This algorithm was demonstrated on 2D digit recognition.
An alternative view of registration uncertainty has been proposed by Van
Leemput [183], which was previously described in section 3.1.2. Their approach
does not attempt to estimate the distribution of the true deformation field, but
rather models the distribution of an image segmentation labelling. Such a method
may provide complementary uncertainty information to estimating the distribu-
tion of mappings. Unfortunately, no 3-D results are presented due to the compu-
tationally complexity of sampling the posterior distribution.
Probabilistic sampling methods that numerically estimate the transformation
parameter distribution have been proposed [67][64][146]. Gee et al. [67][64] used
a Gibbs sampler to estimate the mean of the posterior distribution, and they
report estimates of the variance of transformation parameters in 2D registration.
Risholm et al. [146] describe a a Markov chain Monte Carlo based approach to
marginalise over model hyper-parameters in low resolution 3D registration [147].
This allows an estimate of the registration uncertainty without making distri-
butional assumptions about the posterior, in contrast to the approach in this
thesis. For sufficient samples, sampling gives the best estimate of the true trans-
formation parameter distribution. However, due to the associated computational
complexity of numerical integration of probability distributions, such an approach
can only be used with limited degrees of freedom. Risholm has investigated ap-
proaches to visualise the uncertainty distribution [147], estimating the uncertainty
in prostate intervention [145] and the uncertainty in dose delivery in radiother-
apy [143]. However, their use of such a coarse transformation model, and na¨ıve
application of SSD without an intensity mapping, means that the uncertainty in
registration appears to substantially larger than would be expected.
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6.1.3 Proposed Solution
The contribution of this Chapter lies in the derivation and interpretation of a vox-
elwise measure of registration uncertainty. From this basis, it is demonstrated
how a spatially varying smoothing filter can be estimated and used to compen-
sate for registration uncertainty. This information is derived from the registration
framework that was proposed in Chapter 3. The use of variational Bayesian in-
ference provides an intrinsic estimate of the uncertainty of the model parameters.
Of these parameters, most interestingly there is an estimate of the uncertainty of
the transformation parameters. This takes the form of a covariance matrix Υ−1.
The uncertainty of transformation parameters provides a measure of the uncer-
tainty of the deformation field. Therefore, it also describes the uncertainty of the
voxel intensity in the transformed source image, and of any registration derived
features, such as Jacobian maps. The registration framework is computationally
tractable for high resolution registration, and provides an estimation of the level
of spatial and noise precision, the values of which are important for uncertainty
estimation.
Υ−1 can be interpolated to the voxel level, providing an estimate of voxelwise
spatial variance and directional covariance. This chapter describes how these
voxel level estimates of spatial uncertainty can be used to estimate an adaptive
local smoothing filter, which helps compensate for residual mis-registration.
6.2 Methods
This chapter uses the fully Bayesian probabilistic registration frameworks de-
scribed in Chapters 3 and 4, which are inferred upon using variational Bayes.
The uncertainty of model parameters are encapsulated into parametric proba-
bility distributions, and the posterior distribution of transformation parameters
is inferred as a multivariate Normal distribution. These parameter distribution
estimates are subject to the 1st order Taylor series expansion on the transfor-
mation function, as discussed in section 3.3.3. This makes the assumption that
the transformed image varies locally linearly, with respect to the transforma-
tion parameters, w. Furthermore, the approximate posterior distributions of the
transformation, noise and regularisation parameters are approximated as inde-
pendent, as discussed in section 3.3.1.
The uncertainty of w is encoded in the covariance matrix Υ−1. This is stored
as a precision matrix, as it is sparsely populated, with a non-zero structure dic-
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tated by the order of the B-splines, and the form of the regularisation. The
covariance form is much less sparse. In whole brain, high-resolution registra-
tion, with a 5mm b-spline knot spacing, the number of degrees of freedom, Nc,
would be approximately 180,000. Therefore, the covariance matrix, if full, would
require at least 120 Gigabytes of RAM to store, making a matrix inversion com-
putationally intractable. As such, it is not possible to draw samples from the full
distribution of probable transformations in whole brain registration, although this
is later explored for region of interest (ROI) analysis in Chapter 8. However, such
analysis is limited in requiring pre-selection of the ROI. This chapter investigates
an approximate and tractable application of uncertainty in whole brain analysis.
6.2.1 Spatial Uncertainty
The uncertainty of the transformation is given by Υ−1, which has units of mm2.
As any change in the value of the transformation parameters, leads to a change
in the deformation field, the uncertainty of w corresponds to the uncertainty of
the estimated voxel to voxel mapping.
As the uncertainty of w is stored in a precision form in Υ, it needs to be
converted to a covariance matrix to obtain the variance and cross-directional
covariance. In this thesis only the co-precision terms between control point di-
rections are included for the purposes of inversion. A discussion of this approach
is given in section 6.4.1. The resulting spatial uncertainty information for a par-
ticular transformation parameter, as described in equation 3.14, is governed by
four factors:
• The local image information that is affected by any changes in the parameter
value from the current mean estimate, JTJ.
• The noise precision: how much the image data is trusted, related to the
sum of squared differences of the residual, corrected for spatial smoothness,
αφ.
• The form of the spatial prior: e.g. bending energy, membrane energy, Λ.
• The spatial precision: how similar the transformation is to the spatial prior,
λ.
The estimated variance and cross-directional covariance provide sufficient in-
formation to describe an independent multivariate Normal distribution for each
transformation parameter. For a B-spline FFD transformation model, this can
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be propagated to the voxel level by interpolating the variance and covariance of
each transformation parameter in each direction, using the B-spline basis set.
This allows the estimation of a multivariate Normal distribution that describes
the spatial uncertainty at each individual voxel. This distribution describes the
magnitude and direction of the voxelwise spatial uncertainty. As the uncertainty
measure is dependent on the image information, it is lower across an image bound-
ary than along it. This results in an anisotropic measure of spatial uncertainty.
The scale of uncertainty will vary across individual registrations, depending on
the inferred level of noise and spatial precision.
In the analysis of medical images, feature data, such as longitudinal morpho-
metric features or anatomical segmentations, may need to be transformed from
one image domain to another. The transformation between image domains is
estimated by registration, which will be uncertain. An approach to compensate
for the spatial uncertainty in the mapping of any given voxel, is to smooth the
transformed feature data according to the local uncertainty distribution. As a
voxelwise anisotropic Gaussian distribution can be calculated for each voxel, this
can be used as a smoothing kernel. This allows the calculation of an uncertainty
compensated feature value at each voxel. This scheme is proposed to reduce the
effects of ambiguous matching and residual mis-registration in feature data that
has been transformed to a different image space.
6.3 Results
6.3.1 Overview of Experiments
The 306 registrations of the subject pairs in the IBSR dataset, which was used
in the previous chapter, were used in all of these experiments to investigate the
effects of registration uncertainty. This section begins with visualisation of the
average, and variability in the estimated spatial variance of registration. The
effects of using a local or global noise model is also investigated. This is followed
by an example of a more detailed visualisation of the uncertainty distribution.
The subsequent experiments focus on the effects of smoothing propagated
anatomical labels. This provides a probabilistic view of propagated segmenta-
tions. The benefits of smoothing segmentations using the registration derived
uncertainty are examined in terms of a binary classifier, and compared against a
standard Gaussian smoothing approach. A more general description of the use
of smoothing in spatially normalised analysis is reserved for section 7.1.2.
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Figure 6.1: Map of the average spatial variance of the inferred transformations
from the 306 pairwise IBSR registration using the global noise model. The top row
shows the MNI152 atlas, which each of the images was originally affinely aligned
to. The next three rows show the average voxelwise registration uncertainty for
each transformation direction. X corresponds to left-to-right, Y posterior-to-
anterior and Z inferior-to-superior. Notice the lower variance surrounding edges,
and higher uncertainty in homogeneous regions.
6.3.2 Visualisation of Uncertainty
Visualisation of Voxelwise Spatial Variance
To assess the estimated uncertainty, it is useful to be able to visualise it across the
brain. The simplest depiction of uncertainty is showing the variance in each direc-
tion. A map illustrating the average estimated spatial variance in each direction
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is given in Figure 6.1. This information is averaged across the 306 registrations
from the IBSR dataset with a global noise model. The difference in the average
level of uncertainty estimated using a global, or local noise model is plotted in
Figure 6.2. The effects of using a local noise model appears to be quite small.
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Figure 6.2: Map of the difference in average spatial variance of the inferred trans-
formations from the 306 IBSR registration using the global or local noise model.
The top row shows the MNI152 atlas, the next three rows show the average lo-
cal noise variance subtracted from the average global noise uncertainty. Using
a local noise model results in lower uncertainty in white matter regions, and an
increase in uncertainty in cortical regions. The difference in uncertainty is consis-
tent across directions, this is because the image derived uncertainty component
maintains the same direction, but is scaled differently across the brain.
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Figure 6.3: Map of the standard deviation of spatial variance in the inferred
transformations across the 306 IBSR registration using the global noise model.
The top row shows the MNI152 atlas, the next three rows show the standard devi-
ation of the voxelwise registration uncertainty for each transformation direction.
There appears to be a large degree of variation across subjects.
Visualisation of Variability in Voxelwise Spatial Variance
The voxelwise variability in variance across subjects is interesting as it shows how
data dependent the uncertainty information is. This information is plotted for the
global noise model in Figure 6.3. A high degree of variability in uncertainty across
subjects is visible. This is more visible at strong edges because the uncertainty
is almost entirely dependent on the image data here, so a difference in noise
precision makes a big difference. The difference in voxelwise variability in spatial
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Figure 6.4: Map of the difference in standard deviation of spatial variance of the
inferred transformations from the 306 IBSR registration using the global or local
noise model. The top row shows the MNI152 atlas, the next three rows show the
standard deviation of the spatial variance from the local noise model subtracted
from the global model. Using a local noise model leads to more variability in
uncertainty of cortical regions and less in homogeneous regions and at the base
of the brain.
variance across subjects when using either a local or global noise model is shown
in Figure 6.4.
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Visualisation of Voxelwise Uncertainty Distribution
An alternative visualisation strategy that includes the covariance between direc-
tions is to plot ellipsoids to illustrate the voxelwise uncertainty. An example is
given in Figure 6.5. The axes of each ellipsoid represents the full-width at half
maximum of the uncertainty distribution.
Figure 6.5: An example plot of the voxelwise uncertainty distribution overlaid
on the transformed subject image. Each ellipse represents the full-width at half-
maximum of the uncertainty distribution in that plane at that location. The
ellipse centres are plotted 5mm apart, and the registration used a 5mm B-spline
knot spacing. Note the directional component adjacent to strong edges.
6.3.3 Segmentation Propagation
The principal motivation for smoothing transformed feature data, is to maximise
the amount of image information in a voxel in the reference space, which comes
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from the true corresponding voxel in the registered image. As voxelwise corre-
spondence is unknown, anatomical segmentations can again be used as a surrogate
measure of correspondence. In these experiments, the subcortical anatomical la-
bels in the IBSR dataset were individually transformed from the source image
space, to the target image space using the mean of the transformation parameters,
µ. These inter-subject registrations mimic the spatial normalisation problem.
Once transformed, each label can be smoothed, as is commonly applied to spa-
tially normalised data, which provides an estimate of the posterior distribution of
the segmentation. Subsequently, the benefits of using a registration uncertainty
derived smoothing method can be evaluated, and compared against traditional
isotropic Gaussian smoothing.
Example Probabilistic Segmentation Label Propagation
Hippocampus Segmentation
Overlapping labels (true positives)
Label only in target image (false negatives)
Label only in registered image (false positives)
Registration Uncertainty Smoothed Hippocampus Segmentation
0
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Figure 6.6: An example of segmentation label propagation, and the application
of uncertainty based smoothing for the right hippocampus. These images were
registered using the VB registration algorithm with a global noise model. The left
image illustrates the overlap of the propagated segmentation label. The middle
panel illustrates the registration uncertainty for this slice. The right image shows
the label probability map that arises from smoothing the transformed label by
the registration uncertainty. The directionality of the uncertainty means the label
is less smoothed across image edges than with a spherical Gaussian kernel.
An example of segmentation label propagation, and smoothing to compensate
for registration uncertainty is given in Figure 6.6. This shows a non-zeros prob-
ability is given to every voxel in the true label location, as well as to many that
are not. To produce a hard segmentation, an appropriate probability threshold
would need to be selected.
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6.3.4 ROC analysis
A different mechanism to those described in the previous chapter, are required
to evaluate probabilistic propagated anatomical segmentations. Previous work
in medical image segmentation has investigated the use of receiver operating
characteristic (ROC) curves to evaluate probabilistic segmentation accuracy [210].
ROC curves treat the segmentation problem as a binary classifier [123]. In this
case, the classifier output is whether a voxel contains the anatomical label of
interest. The ROC curve is constructed by varying the probability threshold to
create several hard segmentations. This describes the effect of the threshold on
the classifier performance. The performance can be separated into measures of
the sensitivity and specificity of the estimated segmentation with respect to the
true segmentation. Sensitivity, otherwise referred to as the true positive rate
(TPR), is defined as:
TPR =
TP
TP + FN
(6.1)
where TP is the count of true positives and FN is the count of false negatives.
The false positive rate (FPR), which is equivalent to 1-specificity, is defined as:
FPR =
FP
(FP + TN)
(6.2)
where FP is the count of false positives, and TN is the count of true negatives.
ROC curves plot TPR against FPR. In this chapter, ROC curves are used to
evaluate the performance of different image smoothing methods on the segmenta-
tion of anatomical structures. Any smoothing method will increase the sensitivity
of the segmentation, as more voxels are considered part of the structure. How-
ever, this may lead to an increase in false positives. An example ROC curve is
given in Figure 6.7.
ROC Curves for Segmentation
A difficulty in performing a ROC analysis of probabilistic medical image segmen-
tations is that each segmentation label is evaluated as a separate binary classifier.
Depending on the size of the anatomical structure, and the image, this can lead
to a very large amount of true negatives, which dwarf the false positive count.
This can result in the number of false positives being under-represented in the
false positive rate. As a solution to this problem, the count of background voxels
(FP+TN) for each segmentation label type was specified manually. The count of
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Figure 6.7: Example ROC curves from right hippocampus segmentation using
different image smoothing strategies for the same registration as shown in Fig-
ure 6.6. The classifier that provides the highest true positive rate, for the lowest
false positive rate is the most effective. In this example, smoothing the data us-
ing the registration uncertainty inferred from local noise image provides the best
classification. Using the uncertainty from the global noise model is more effective
than either Gaussian smoothing approach. Not smoothing the data leads to lower
sensitivity.
background voxels for a given anatomical structure was selected to be the largest
number of false positives given by any of the smoothing methods on any of the
registrations. This ensures a more reasonable weighting of FP in the FPR. This
also provides a fair test in that all ROC curves for a particular segmentation
label, are based on the same number of background voxels.
ROC curves are commonly used to estimate the ideal threshold for a binary
classifier. However, in these experiments the optimal threshold will depend on
how accurately the structure was localised, and thus will differ between registra-
tions. Moreover, the objective of this work is not to provide a method for gener-
ating the most accurate hard segmentations, but instead to find the smoothing
approach that best compensates for mis-registration in inter-subject registration.
The ideal smoothing method will provide the optimal sensitivity to specificity
trade-off for each label, across the set of images. This means that the image
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information in any voxel, in a given anatomical structure of the reference image
space, will be maximally sensitive to the image information in the corresponding
structure of the registered source image. Furthermore, the image information
at this voxel will be more specifically drawn from the corresponding anatomical
region than any other.
Area Under the Curve
For the purpose of evaluating the trade off of sensitivity and specificity of a bi-
nary classifier, the area under the ROC curve (AUC) [175], provides a useful
summary statistic. The AUC statistic represents the probability that, for a ran-
dom observation of a voxel that is part of the true segmented region and a random
background voxel, the results will be ranked correctly in terms of the estimated
class probability. The AUC has been shown to be related to to the Mann-Witney
U statistic [20], and has been used to perform comparisons between multiple
models for individual ROC curves [77][47][28]. In this work there are 306 ROC
curves for each segmentation label. Therefore, it is more convenient to present a
boxplot of the distribution of AUC statistics for each segmentation label. This
allows the effects of different smoothing methods to be compared.
In this experiment, the uncertainty derived smoothing method using a global
or local noise model, is compared against Gaussian smoothing. Three differ-
ent Gaussian kernel smoothing kernels were tested, with a full-width at half-
maximum (FWHM) of 2mm, 4mm and 8mm. The results using a FWHM of
8mm were consistently worse than all other approaches, and thus are not pre-
sented. The AUC of each ROC curve is calculated by trapezoidal approximation.
The boxplot of AUC statistics is presented in Figure 6.8. The uncertainty de-
rived smoothing performs at least as well, but usually better than either Gaussian
smoothing approach for all labels except the putamen, cerebral cortex and white
matter. The image information is weak surrounding the putamen, thus this struc-
ture may be over-smoothed. The difference in performance in the cerebral cortex
and white matter regions is probably due to the uncertainty information being
too smooth to account for the geometrically complex structures. Additionally,
the cerebral cortex and white matter labels cover a very large area, which has
disparate functionality. For the grey matter it would be much more appropriate
to consider cortical labels, if accurate segmentations were available. This has not
been investigated in this work.
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Figure 6.8: Boxplot of the area under the curve (AUC) of the ROC curves for
each segmentation, under different smoothing approaches. The * at the end of
a region name indicates a statistically significant difference in target overlap be-
tween the 4 smoothing methods, as measured by one-way analysis of variations
(ANOVA), p < 0.05). All smoothing methods provides an improvement in AUC
over not smoothing. Some structures, such as the thalamus and hippocampus
show slight improvements using uncertainty smoothing in the average AUC com-
pared to either Gaussian smoothing method. Apart from the cerebal cortex, and
white matter, the remaining structures seem to do similarly well on average using
either uncertainty derived smoothing or Gaussian smoothing. Interestingly, the
lower quartiles and outliers seem to be improved when using uncertainty derived
smoothing for several structures, including the amygdala, cerebellum white mat-
ter, caudate and brainstem. There seems to be little difference in the affects of
uncertainty based smoothing using either a global or local noise model.
6.4 Discussion and Conclusions
6.4.1 Discussion
Smoothing of spatially normalised data has been motivated in terms of improv-
ing the trade-off of sensitivity and specificity of anatomical segmentations. This
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chapter has demonstrated that smoothing anatomical segmentations improves the
trade-off of sensitivity and specificity of the propagated label to the true segmen-
tations. Furthermore, the use of a smoothing method derived from registration
uncertainty was shown to outperform Gaussian smoothing for most subcortical
structures.
A limitation with the registration uncertainty calculated using either of the
presented VB registration frameworks lies in the mean field approximation,
q(w, φ) ∼ q(w)q(φ). This means that the joint distribution of the model noise
with the transformation parameters is not calculated. Consequently, the image
information incorporated into Υ from JTJ is necessarily drawn from the source
image only. Furthermore, the ambiguity of intensity matching in the target image
will follow a different shape to that in the source, unless the two images are
perfectly aligned. Therefore, a more comprehensive model of uncertainty should
incorporate this, and this is discussed in Chapter 9.
From the results in this, and the previous chapter, the use of a local noise
model does not seem to produce a substantial effect. This can be attributed to
the use of a smooth basis set, with limited degrees of freedom, smoothing out
the effects of varying noise precision. As insufficient improvement is found, and
the computational cost is significantly increased, the experiments in Chapters 7
and 8 will only consider the global noise model.
As the uncertainty of w is stored in a precision form in Υ, it needs to be
converted to a covariance matrix to be used. The only entries of the covariance
matrix that are required are the variance, and cross directional covariance of the
transformation parameters. This leaves a choice of whether to calculate these
terms by including the covariance between transformation parameters, or not.
The covariance between control points would be essential if transformations were
being sampled to ensure the transformations are smooth. However, including
these entries in the inversion leads to the estimation of larger variances. As the
covariance between control points is not used, it does not seem appropriate to
calculate the variance and cross directional covariance terms to include this.
In this work the strength of a prior with a fixed covariance structure, based
on bending energy, is inferred from the data. A fixed prior covariance structure
expects a similarly smooth transformation across the image. The choice of struc-
ture will effect the posterior transformation distribution, particularly in regions
where little image information is available. The structure of this prior distribu-
tion could be estimated from the data. Such an approach could provide a more
biologically plausible prior. This is further discussed in Chapter 9.
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If the objective was the accurate segmentation of anatomical structures, then
an approach to uncertainty derived smoothing may still be beneficial. The sim-
plest approach would be to smooth every label, and then take the most probable
label for every voxel. However, this would probably have the effect of shrink-
ing smaller structures. Alternatively, registration uncertainty could be incor-
porated into a label fusion framework to allow accurate segmentations of new
subjects [152][189].
An alternative strategy to compensate for spatial uncertainty would be to
build up a voxelwise distribution of intensities according to the registration un-
certainty. This can be achieved by sampling with the relevant frequency from
surrounding image voxels. Such an approach could improve the level of spatial
resolution of an analysis as voxels between different populations could be treated
as mixtures, rather than by smoothing across the populations. This is not inves-
tigated in this thesis as a distribution would need to be analysed at each voxel,
instead of a single value.
6.4.2 Conclusions
This chapter has introduced approaches for visualising registration uncertainty,
and provided some illustrations of the level of uncertainty calculated by the prob-
abilistic registration algorithms proposed in this thesis. Subsequently, a generic,
principled mechanism for compensating for the uncertainty in non-rigid registra-
tion was introduced in the form of a smoothing kernel. The use of data smoothing
is explored in the context of anatomical segmentation propagation. Registration
uncertainty derived smoothing is demonstrated to provide an effective approach
to compensate for residual mis-registration.
The next chapter explores the application of the probabilistic registration
framework to derive longitudinal morphometric features of Alzhiemer’s disease
(AD). These are spatially normalised to a representative atlas. The uncertainty
of the spatial normalisation is compensated for by smoothing the transformed
longitudinal feature maps, and the uncertainty derived filter is compared against
Gaussian smoothing. The smoothed feature data is used for the statistical pre-
diction of a subjects’ disease status, and is shown to be highly discriminative
between AD and controls.
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Chapter 7
Longitudinal Analysis Of
Alzheimer’s Disease
7.1 Introduction
This chapter describes an approach for the longitudinal analysis of Alzheimer’s
disease (AD), with the aim of best discriminating subjects suffering from AD
from age matched normal controls (NC). Discriminative longitudinal features are
generated through the use of the Bayesian probabilistic non-rigid registration
algorithm. To perform statistical analysis on these features, they are spatially
normalised through the registration of the baseline images to a reference space.
The benefits of smoothing the data using the registration uncertainty derived
kernel, which was proposed in the previous chapter, are further demonstrated in
the subsequent spatially normalised statistical analysis. A previous version of
this work has been presented [164].
7.1.1 Motivation
As described in sections 1.2.1 and 2.3.2, longitudinal structural MR imaging
of subjects with AD can be used to provide an objective measure of localised
anatomical changes, such as those found in the progression of neurodegenerative
disease [59]. Non-rigid registration methods can be used to describe longitudinal
changes in a subject. This is achieved through the analysis of the deformation
field tensor in a framework known as tensor based morphometry (TBM) [38].
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A difficulty in estimating a reasonable set of features lies in the selection of
the level of regularisation. As no ground truth schemes exist, it is difficult to
find an optimal level of regularisation without manual intervention. As described
in section 2.3.2, two surrogate measures of TBM feature accuracy have been
proposed, but these have limitations and provide no guarantee as to the accuracy
of TBM features from real data.
To establish a consistent set of anatomical changes, statistical analysis of
longitudinal TBM features needs to be carried out across a population. This
necessitates the spatial normalisation of all subjects to a common reference space.
This requires inter-subject registration, which has been shown in the previous two
chapters to be an inexact and uncertain process. The most common approach to
compensate for mis-registration is through Gaussian smoothing of the data. A
disadvantage of such an approach is an appropriate sized Gaussian kernel needs
to be chosen, which may not be optimal for the whole image.
7.1.2 Previous Work
Longitudinal TBM
While there are many studies of longitudinal volumetry, or whole brain atrophy
rate estimation in Alzheimer’s disease (see [158] for a review), there are relatively
few studies that have been proposed for the analysis of longitudinal TBM. Sc-
ahill et al. [159] estimate longitudinal volume change using a fluid registration
algorithm [59], where the parameters of the method were optimised through sim-
ulated hippocampal atrophy [43]. The log of the Jacobian was calculated, and
the feature maps were split into an image of expansion, and one of contraction.
This was to prevent mixing the populations after smoothing. The TBM features
were spatially normalised, and smoothed using a Gaussian kernel with a FWHM
of 8mm. The statistical differences between the two groups were analysed in
SPM99, which uses a Bayesian affine registration [15] and global basis set non-
rigid registration [10] to perform the spatial normalisation. Maps of voxelwise
statistical significance were analysed for differences between two populations.
Leow et al [112] and Hua et al. [88] investigated longitudinal changes in sub-
jects with AD, mild cognitive impairment and controls. This data was taken from
the Alzheimer’s disease neuroimaging initiative [129]. Longitudinal images were
registered using an unbiased fluid registration algorithm [111], with a mutual
information cost function, which performed well in [200]. The spatial normal-
isation used an elastic non-rigid image registration algorithm [110], which also
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used a mutual information cost function. Smoothing of feature data was not
reported. Voxels were correlated with clinical measurements, and statistical dif-
ferences between subject groups were analysed. Hua et al. [88] also investigated
the advantage of using longer or shorter scan intervals. The predictive capacity
of the data was not investigated for either of these studies.
Smoothing of Spatially Normalised Data
There is limited work that discusses the rationale, or alternatives to data smooth-
ing in spatially normalised analysis. Worsley et al. [197] state that smoothing spa-
tially normalised data serves the purpose of compensating for mis-registration.
They also suggest that where possible, the selected size of the smoothing kernel
should be related to the size of the region of interest in the image. The rationale
for this comes from the matched filter theorem [155], which states that: the signal
to noise ratio of the signal of interest can be optimally boosted by using a filter of
the same size and shape as the signal of interest. Ashburner and Friston [11] also
note that data smoothing leads to the data becoming more Normally distributed,
which increases the validity of certain analysis approaches. Ridgway [141] pro-
vides a qualitative exploration of several smoothing kernel sizes in log-Jacobian
TBM and deformation based morphometry. He found that an 8mm smoothing
kernel provided the most visually appealing results, smaller kernels were found
to produce less well connected blobs, and larger kernels over-smoothed the data.
However, any such results are likely to be quite dependent on the data being
processing, and the registration procedure used.
For certain generative statistical analysis models, Bayesian approaches have
been designed that permit the inference of the level of isotropic spatial smooth-
ness from the data features of interest [135]. These have been extended to allow
an anisotropic diffusion smoothness estimation [78]. Such an approach is com-
putationally very expensive, and so approximate solutions that assume regional
independence are sometimes used [79]. The only other work that uses estimates
of registration uncertainty to improve spatially normalised analysis is Keller et
al. [103]. They propose a hierarchical Bayesian framework where an approximate
model of registration uncertainty is integrated out of a voxelwise decision statis-
tic. They noted their approach reduced the artefactual “stretching effects” that
can occur under Gaussian smoothing. However, their approach to modelling reg-
istration uncertainty is very simple, using an approximation of a fixed spherical
Gaussian.
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7.1.3 Proposed Solution
This chapter demonstrates the benefits of using a fully Bayesian approach to
non-rigid registration for analysing structural changes in the brain of subjects
with Alzheimer’s disease, from longitudinal MR images. Firstly, it is shown how
the probabilistic non-rigid registration framework can be applied to derive infor-
mative features from longitudinal data. Subsequently, the advantages of using a
probabilistic approach to registration are highlighted in the spatial normalisation
of the subject data. The registration uncertainty derived smoothing filter that
was introduced in the previous chapter, is used as a means of compensating for
the inherent mis-registration involved in spatially normalised statistical analysis.
As this approach is an alternative method of data pre-processing, it can fit into
any analysis framework. The discriminative capabilities of the data within this
framework are illustrated in terms of voxelwise statistics, and subject disease
status prediction using multi-variate classifiers.
7.2 Materials
7.2.1 ADNI
The data used in this, and the following chapter was obtained from the Alzheimers
Disease Neuroimaging Initiative (ADNI) database [129]1. The ADNI was launched
in 2003 by the National Institute on Aging (NIA), the National Institute of
Biomedical Imaging and Bioengineering (NIBIB), the Food and Drug Admin-
istration (FDA), private pharmaceutical companies and non-profit organizations,
as a $60 million, 5-year public-private partnership. The primary goal of ADNI has
been to test whether serial magnetic resonance imaging (MRI), positron emission
tomography (PET), other biological markers, and clinical and neuropsychological
assessment can be combined to measure the progression of mild cognitive impair-
ment (MCI) and early Alzheimers disease (AD). Determination of sensitive and
specific markers of very early AD progression is intended to aid researchers and
clinicians to develop new treatments and monitor their effectiveness, as well as
to lessen the time and cost of clinical trials.
ADNI is the result of efforts of many coinvestigators from a broad range of
academic institutions and private corporations, and subjects have been recruited
from over 50 sites across the U.S. and Canada. The initial goal of ADNI was to
1adni.loni.ucla.edu
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Table 7.1: Statistics of the training and testing subject groups.
Subject
Group
Mean Age
(years)
Age Standard Deviation
(years)
Mean
MMSE
AD Train 77.4 7.47 19.4
NC Train 78.7 5.57 29.0
AD Test 76.4 7.50 20.4
NC Test 78.9 4.82 29.1
recruit 800 adults, ages 55 to 90, to participate in the research, approximately
200 cognitively normal older individuals to be followed for 3 years, 400 people
with MCI to be followed for 3 years, and 200 people with early AD to be followed
for 2 years. For up-to-date information, see www.adni-info.org.
7.2.2 Subject Grouping
The objective of this chapter is to explore the predictive capabilities of longi-
tudinal TBM data with respect to the presence of AD. The experiments need
to be designed to reflect the real world situation, where unknown data, rather
than previously observed examples are used to measure the performance. This
necessitates the separation of data into training and testing sets. To ensure a fair
test, the testing data and its labelling must remain completely unknown in the
training phase.
In this work a total of 311 subject images were taken from the ADNI database.
149 of these subjects were patients with Alzheimer’s Disease (AD), and 162 were
age matched normal controls (NC). These images were broken up into training (81
AD, 81 NC) and testing (68 AD, 81 NC) sets. The properties of these groups are
given in Table 7.1. Pre-processed images that have been corrected for geometric
distortions, bias fields and geometric scaling are available from the ADNI website,
and were used in this work. Subjects were chosen with at least 2 scans with a
minimum interval of 1 year. This minimum scan interval was chosen to minimise
the possibility of errors in the estimation of TBM features as a consequence of
the asymmetric registration model [140][203].
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7.3 Experiments
7.3.1 Pre-Processing
Tools from the publicly available open-source software library, FSL2 [171]were
used to pre-process the images. Initially, all of the images were brain extracted
using BET [170]. In many of the images, there is a large amount of neck voxels
in the field of view. Therefore, BET was run with option “-B for bias field and
neck clean-up” and “-f 0” to produce larger brain estimates. This succeeded in
removing the majority of non-brain tissue, especially the neck, which tends to
cause the most significant difficulty for the affine registration. To correct for
differences in size and location, each of the baseline scans was registered to the
MNI 152 template using FLIRT [98] with 9 degrees of freedom, and re-sampled
to have 1mm isotropic voxels.
The follow-up images were brain extracted in the same manner as the base-
line images. These were then rigidly registered, using 6 degrees of freedom to the
baseline scan. The resulting transformation was composed with the transforma-
tion from baseline to atlas space, allowing a single interpolation from follow-up
image to atlas space with 1mm isotropic voxels. The advantage of rigidly reg-
istering the longitudinal scan to the baseline, rather than directly to the atlas,
is that regardless of any mis-registration to the atlas space, the images of each
subject should be well aligned to one another. This will help ensure an accurate
estimate of longitudinal TBM features.
Finally, in order to remove as much of the remaining non-brain tissue as pos-
sible, the MNI 152 template is registered to the baseline subject image with 12
degrees of freedom, to allow a more accurate affine registration. A brain mask,
which is dilated by 2mm to avoid removing any brain tissue, is then propagated
from the template space, to the subject space. This provides a sufficiently accu-
rate, and consistent brain extraction, so that the non-brain voxels do not cause
problems for the non-rigid registration.
7.3.2 Longitudinal Registration
The follow-up image is registered to the baseline image using the probabilistic
registration algorithm with a global noise model. The hierarchical registration
scheme used for the longitudinal registration is almost the same as that for the
2http://www.fmrib.ox.ac.uk/fsl/
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previous experiments (given in Table 3.1). The only difference is the registration
starts from level 2A. This is because there are no very large scale deformations,
and starting from level 1A, where no deformations are required, can lead to λ
being taken far from the optimal value. This is a problem because λ and φ for
each level of the hierarchical registration scheme are initialised from the previous
level. As VB provides an iterative local optimisation, if the initialisation is very
poor, the optimal value may be too far away in parameter space to be found.
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Figure 7.1: Registration hyper-parameters inferred from the longitudinal regis-
tration of data. The top row shows the distributions inferred for the subjects
with Alzheimer’s disease, and the bottom row shows the same for the normal
control subjects. λ and φ for each of the population groups strongly resembles
the estimated Gamma distribution, and shows no significant differences according
to a Kolmogorov-Smirnov test at the 5% significance level. However, there is a
significant difference for both λ and φ between the two populations as measured
by the Wilcoxon ranksum at the 5% significance level. Larger λ and φ are inferred
in the NC population than in the AD. The FNIRT equivalent λ (FEλ) shows that
a very different level of regularisation is used than for inter-subject registration.
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The hyper-parameters of the registration model at the final level of the hierar-
chical registration scheme are illustrated in Figure 7.1. The level of regularisation
as given by FEλ, which was defined in section 5.5.2, is very different to that used
in the FNIRT configuration for inter-subject registration. This is because longitu-
dinal registration is a much simpler problem than inter-subject registration, and
much smaller warps are required. This is why the spatial precision λ is so much
higher, because the final transformation is much closer to the spatial prior. There
are several subject registrations with very high λ values, these are from subjects
where almost no differences are visible between the two images, and therefore the
inferred transformation is very similar to the spatial prior. The values of φ are
generally higher than those inferred in inter-subject registration, this is because
there is a much better model fit.
Interestingly, the distributions of λ and φ differ significantly between the pop-
ulations. A higher λ is found for NC, this is because there are smaller changes
over time than in AD subjects, and hence the transformation is closer to the
spatial prior. The distribution of φ is also higher for subjects with NC. This may
be related to either more small scale changes in AD patients, which cannot be
resolved without a more flexible transformation, or possibly the AD subject data
containing more artefacts due to subject motion.
Longitudinal TBM Features
Analysis of the deformation field that maps between the two images allows the
derivation of the determinant of the deformation Jacobian matrix. This provides
a map of expansion or contraction of each voxel, and thus yields maps of estimated
atrophy. The Jacobian determinants were constrained to be positive using the
method of [102]. The logarithm of the determinant of the Jacobian is used in
the experiments of this chapter. This is because it is symmetric, unlike the
determinant itself [111]. The use of the logarithm means that expansion, or
contraction by a given proportion, e.g. halving/doubling is equidistant from no
volume change. This symmetry is important for statistical analysis to prevent a
bias towards contraction, or expansion effects. The distribution of the logarithm
should therefore be tighter, and less suceptible to skew resulting in improved
statistical analysis across a population.
As the interval between scans varied across subjects, the logarithm of the
determinant of the Jacobian values were linearly scaled to a single year.
An example of the benefits of using the probabilistic registration algorithm
is given in Figure 7.2. Here, a longitudinal image pair are registered using the
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Figure 7.2: A longitudinal registration example of a normal control subject illus-
trating the difference in the TBM features between using inferred regularisation,
and FNIRT using the standard scheme defined for inter-subject registration. The
two structural MR images on the left are the baseline, and follow-up scans. The
two maps on the right are of the log determinant of the transformation Jaco-
bian matrix. The FNIRT-VB TBM maps appear very clean, whereas the FNIRT
result is full of noise and artefacts as the registration is under-regularised.
proposed registration algorithm, or FNIRT with the standard FNIRT scheme for
inter-subject registration. This is not a fair test, as no effort was made to find an
appropriate parameter set for FNIRT for longitudinal registration. Nonetheless,
it does further highlight a benefit of an adaptive approach to registration, as
minimal parameter selection (just the starting level of the hierarchical registration
scheme) was required.
Due to the unknown ground truth of deformation fields, no quantitative eval-
uation of the accuracy of longitudinal registration itself is presented. However,
the discriminative ability of the Jacobian features derived from these deformation
fields is evaluated in the following section. This can be considered as a surrogate
measure of the accuracy of longitudinal registration, as the ability to discriminate
between subject groups using the features is likely to be related to the biological
accuracy of the registration.
7.3.3 Atlas Creation
The iterative framework proposed by Guimond et al. [75] as described in sec-
tion 2.3.3 was used to create an atlas. The atlas is derived from 20 AD and 20
NC subjects in the training set. It should therefore be similarly representative of
both populations, without inducing a bias in registration accuracy to a particular
subject group. The atlas created using the probabilistic non-rigid registration
algorithm is shown in several figures, but most clearly in Figure 7.4. The hier-
archical registration scheme in Table 3.1 is modified for the atlas creation, and
spatial normalisation experiments. The differences lie in a reduced level of im-
age smoothing for the atlas image, as the atlas is already smooth. The modified
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scheme smooths the atlas image using a Gaussian kernel with half the FWHM of
the original scheme.
7.3.4 Spatial Normalisation
Each of the baseline images was registered to the atlas image to provide an
accurate spatial normalisation for the TBM features.
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Figure 7.3: Histogram of the registration hyper-parameters inferred from the spa-
tial normalisation of the baseline images of each subject. The top row shows the
distributions inferred for the subjects with Alzheimer’s disease, and the bottom
row shows for the normal control subjects. Both the distributions of λ and φ for
each of the population groups strongly resembles the estimated Gamma distri-
bution, and shows no significant differences according to a Kolmogorov-Smirnov
test at the 5% significance level. The distributions for each population have no
statistically significant differences, as measured by the Wilcoxon ranksum at the
5% significance level.
The registration hyper-parameters inferred in the spatial normalisation of the
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ADNI subjects are shown in Figure 7.3. The FNIRT equivalent λ values show
a similar range to that inferred for the registration of the IBSR dataset. The λ
values are slightly larger than those found for the IBSR dataset. This is because
smaller deformations are expected as the images are registered to a representative
atlas, rather than different subjects.
Figure 7.4: This plot shows the average voxelwise uncertainty distribution across
all the spatial normalisations of the ADNI data to the atlas space. The uncer-
tainty plot is overlaid on the atlas image. Each ellipse represents the full-width
at half-maximum of the average uncertainty distribution in that plane at that
location. The ellipse centres are plotted 5mm apart.
Registration Uncertainty
The probabilistic non-rigid registration algorithm was used to provide accurate
spatial normalisation, which allows measurement of spatial uncertainty. The
subject groups have a statistically similar distribution of λ and φ, the uncertainty
distributions should be similar between the population groups. Hence, single
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Figure 7.5: A boxplot of the average registration uncertainty across all the spatial
normalisations of the ADNI data to the atlas space. Each column corresponds to
the voxelwise distribution of the uncertainty in a given direction. As can be seen,
the median of the uncertainty in all of the directions is quite close to a FWHM
of 4mm, although there is a lot of variability across voxels.
plots using all the subjects are sufficiently representative. Figure 7.4 provides an
illustration of the average registration uncertainty inferred by the probabilistic
registration algorithm. This depiction allows the visualisation of the anisotropy
of the registration uncertainty across the brain. To further explore and quantify
the variability across voxels in the uncertainty distribution, Figure 7.5 shows a
boxplot of the voxelwise average registration uncertainty in each direction. A map
of the variability in the level of uncertainty across the set of spatial normalisations
is given in Figure 7.6.
7.3.5 Spatially Normalised Feature Data
The longitudinal feature data can be accurately transformed to the atlas space
using the inferred non-rigid transformation. This provides a set of feature data
that can now be used for statistical analysis. Maps of the mean, and standard de-
viation of the spatially normalised longitudinal TBM data are given in Figure 7.7
and 7.8 respectively. As can be seen the difference in magnitude, and spatial lo-
cation of the rate of anatomical changes between the two group averages is large.
The differences are particularly strong in the temporal lobe region, ventricles and
the cortex generally.
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Figure 7.6: Plot of the standard deviation of registration uncertainty across the
set of ADNI subjects that have been spatially normalised. The top row shows the
atlas image, the subsequent rows show the standard deviation of the registration
uncertainty in each direction. As with the IBSR registrations, the variability in
uncertainty is highest in homogeneous regions.
The variability of the TBM features seems to be much greater in the AD
population in general. For both populations, the region of greatest variability is
in the CSF surrounding the cortex. This may be influenced through artefacts
related to the brain extraction, which may or, may not keep the region of CSF at
the edge of the brain. This region is expected to grow, as the brain shrinks, but
it is unlikely to provide a robust feature due to this difficulty in pre-processing.
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Figure 7.7: Spatial maps of the mean of the spatially normalised longitudinal
TBM data across all the subjects in the training set. The top row shows the
corresponding slices of the atlas image, the middle and the bottom row show the
average TBM map for the AD and NC groups. There are visibly large differences
in the rates of atrophy across the brain between subjects with AD and NC.
Interestingly, in the AD population the rate of expansion of the ventricles also
shows a large variability. This may be because the rates of atrophy are non-
linear across time [158], and the current state of disease progression will vary
across subjects.
In the following experiments, the effects of smoothing this spatially normalised
feature data are explored. Five different image smoothing levels are analysed, by
either smoothing the data based on the registration uncertainty, not smoothing
the data, or using a Gaussian kernel with a full-width at half-maximum (FWHM)
of 2, 4, or 8mm. The different Gaussian kernels cover a range of expected signal
sizes and levels of mis-registration.
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Figure 7.8: Spatial maps of the standard deviation of the spatially normalised
longitudinal TBM data across all the subjects in the training set. The top row
shows the corresponding slices of the atlas image, the middle and the bottom row
show the map of standard deviation in the TBM data for the AD and NC groups.
7.3.6 Voxelwise Significance Tests
T-test Details
Voxelwise t-tests were run, using only the training set, to construct maps that il-
lustrate the level of statistical significance in the difference of spatially normalised
TBM maps between subject groups. This was performed for each of the levels
of image smoothing. Two-sample two-sided t-tests are used to test the null hy-
pothesis that data in a given voxel, for two groups, follows a distribution with
equal means. The alternative hypothesis is that the means are different. T-tests
assume that the data distribution for each population follows a Normal distribu-
tion, which for the case of the log |J| is approximately true [111]. However, as the
variances of the two populations are different, as illustrated in Figure 7.8, Welch’s
t-test rather than Student’s is used [190]. T-tests yield a test statistic that follow
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a t-distribution if the null hypothesis is true. The statistical significance of a test
statistic is measured with respect to the null hypothesis, as the probability, or
P-value, that a test statistic of this value or less likely could have been randomly
observed. A difficulty in applying t-tests in imaging data is that each voxel is
treated separately. For 2 million voxels, as are in the atlas, extreme statistics are
to be expected purely based on the null distribution. These are referred to as false
positives, and they arise from the multiple comparisons problem. In this work,
the multiple comparisons are corrected for using the false discovery rate (FDR),
which is implemented as a tool within FSL. FDR controls the expected proportion
of false positive voxels among the voxels that are deemed significant [131].
Results
Maps of the results of the t-tests under the different levels of smoothing are
converted to z-statistics, and presented in Figure 7.9. All forms of smooth-
ing increases the overall statistical significance of the data, as well as providing
smoother estimates of significant regions. The use of the Gaussian kernel with
2 or 4mm FWHM and the uncertainty derived smoothing, all show patterns of
the same shape as the un-smoothed data, but with increasing levels of statisti-
cal significance. Uncertainty derived smoothing, which has a median FWHM of
approximately 4mm, reveals regions, including in the hippocampus, which are
statistically more significant than the 4mm FWHM Gaussian. This may because
there is less mixing of populations, due to the anisotropic nature of the smoothing
in some regions, as was illustrated in Figure 7.4.
The use of the largest smoothing kernel (8mm FWHM Gaussian) leads to
shape changes of the statistical significance map from the other approaches. For
instance, the regions of CSF surrounding the hippocampi are shown to be less
significant under large smoothing. This is because the expansion of these regions
is over-smoothed with the hippocampal atrophy that is adjacent. Additionally,
the shape of the region of statistical significance in the right temporal gyrus is
greatly smoothed out. However, in these smoother regions the level of statistical
significance is higher than with the alternative methods. This is highlighted in
Table 7.2, which lists the most significant FDR corrected p-value, and its location,
for each of the smoothing approaches. Interestingly, all methods except the 8mm
FWHM Gaussian find the right hippocampus to be more statistically significant.
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Data Location FDR Corrected p-value
FNIRT-VB Un-smoothed Right hippocampus 4.765× 10−18
FNIRT-VB Gaussian FWHM 2mm Right hippocampus 3.304× 10−18
FNIRT-VB Gaussian FWHM 4mm Right hippocampus 7.271× 10−19
FNIRT-VB Gaussian FWHM 8mm Left hippocampus 1.986× 10−19
FNIRT-VB Uncertainty smoothed Right hippocampus 3.835× 10−19
Table 7.2: Table of the location and significance level for the most statistically
significant voxel between the two populations. The level of statistical significance
is assessed through a two sample t-test between the two populations using the
training data.
These results indicate that higher smoothing leads to voxels that are statis-
tically more significant. Smoothing the data causes it to more closely resemble
a Normal distribution, due to the central limit theorem. The central limit the-
orem states that the mean of a large number of independent and identically
distributed random variables will tend to be Normally distributed. Thus, the
smoothed data will more closely adhere to the assumption made by the t-tests.
However, smoother data reduces the impact of smaller scale image features that
may still be relevant to the prediction problem. It may also estimate artefactual
stretching effects caused by the smoothing of two populations, which are similar
in distribution but are anatomically distinct.
Previous studies into longitudinal TBM, such as Leow et al. [112] have focused
purely on the voxelwise statistics to provide a comparison between alternative
methods. However, voxelwise statistics do not tell the whole story. This is be-
cause voxels across the brain are often highly correlated. By analysing the data
across multiple voxels simultaneously, more subtle voxelwise differences can be
re-interpreted as distinct multivariate patterns. However, the computational cost
of performing multivariate analysis may be greater than a voxelwise approach
for certain methods. Additionally, the inclusion of irrelevant voxels may have a
negative effect on the statistical analysis. For these reasons, feature selection may
be reasonably applied. In this work, the t-test maps, which were calculated from
the training set, were utilised as a means of selecting the most relevant voxels.
The t-test maps maps were thresholded to select the 100,000 more statistically
significant voxels from each level of smoothing. 100,000 voxels were chosen as
it represents a sufficient number of voxels to encompass changes in several brain
structures, as illustrated in Figure 7.10.
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Figure 7.10: Voxel mask for the uncertainty smoothed TBM data in blue, overlaid
on the atlas. The most significant 100,000 voxels were selected to be in the
mask. Left and right are inverted for the coronal and axial slices according to
convention. Voxels from the ventricles, hippocampi, temporal gyri, insular cortex
and thalamus are all included in the mask.
7.4 Classification Experiments
To illustrate the discriminative ability of spatially normalised TBM features, as
estimated by the probabilistic registration framework, and the effects of image
smoothing, three classification methods are applied to the data.
7.4.1 Feature Preprocessing
Scaling and zero-centring of the data is commonly performed to enhance the
ability to learn a true relationship between the data and labels. In this chapter,
the data is scaled such that for each voxel, the variable values lie between -
1 and 1, which is the approach recommended by the creators of LibSVM [87].
This procedure is performed to mitigate the effects of variable magnitude and
variability, which might otherwise lead to a voxel being given undue significance
by the classifier. It also increases the numerical robustness of the optimisation.
7.4.2 Classifiers
Two classification approaches are considered in this chapter, support vector ma-
chines, and Gaussian na¨ıve Bayes, both of which were introduced in section
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Linear SVM RBF SVM
Uncertainty Smoothed C = 10−2.5 C = 101.5 γ = 10−5.0
Un-smoothed C = 10−3.0 C = 101.5 γ = 10−5.5
2mm FWHM C = 10−3.0 C = 101.0 γ = 10−5.0
4mm FWHM C = 10−3.0 C = 101.5 γ = 10−5.0
8mm FWHM C = 10−4.0 C = 101.5 γ = 10−5.5
Table 7.3: Optimal SVM parameters as inferred by 10-fold cross validation.
2.3.4. The use of linear and radial basis function kernels from the LibSVM
package are experimented with. The optimal parameters for these models were
obtained via 10-fold cross validation on the training set as described in sec-
tion 2.3.4. The range of parameter values varied for each of the statistical models
to cover the range of values that produce good results for the SVM models C =
[10−8, 10−7.5, ..., 103.5, 104] and the RBF kernel size γ = [10−8, 10−7.5, ..., 103.5, 104].
The optimal parameters for each dataset, for each of the SVM classification meth-
ods is given in table 7.3.
For the SVM classifiers, the choice of parameters can make a large difference
to the performance of the classifier. Therefore the performance of the classifier
on the testing data is dependent on the cross-validation. Whereas, the na¨ıve
Bayesian classifier has the advantage that no parameters need to be selected.
7.5 Classification Results
The classification sensitivity and specificity are illustrated in Figure 7.11. As
can be seen, for all the classifiers the uncertainty smoothed data, and the 4mm
FWHM Gaussian smoothed data obtain the same, and best level of classification.
Interestingly, the 8mm FWHM Gaussian smoothing leads to a less accurate clas-
sification when using SVMs than any of the other methods. This is particularly
interesting, as according to the voxelwise t-tests, the 8mm FWHM Gaussian
would be expected to perform best. This may be related to the stretching of
anatomically detected effects due to over-smoothing of the data. This is exam-
ined in Figure 7.12, where maps of the voxelwise SVM coefficient weights are
plotted. It can be seen that the right temporal lobe, which has a strong classi-
fication weight in the uncertainty smoothed data, is much less important in the
8mm FWHM Gaussian smoothed data that places very high weight on a wide
selection of voxels surrounding the hippocampus. Furthermore, heigher weights
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are found around the edges of the ventricles, with lower weights in the middle.
This is because only the boundary of the ventricles is reliably driven by the reg-
istration, and therefore finds consistent features, whereas the deformation of the
interior comes from the smoothness imposed by the regularisation.
The optimal correct rate was found using the na¨ıve Bayesian classifier, which
gave a correct rate of 90.6%, and the na¨ıve Bayesian classifier gave the best
classification for all data types. A possible rationale for the improvement in
classification when using na¨ıve Bayes may be related to its explicit modelling of
the different variances of TBM features between the two populations, and the
lack of parameters that need to be tuned.
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Figure 7.11: Stacked bar chart illustrating the sensitivity and specificity of
the classification of Alzheimer’s disease under different levels of data smooth-
ing. Smoothing the data using the registration derived uncertainty, or the 4mm
FWHM Gaussian achieves the most accurate classification for all methods. The
na¨ıve Bayesian classifier outperforms both SVM methods for all levels of smooth-
ing.
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7.6 Discussion and Conclusions
7.6.1 Discussion
The use of the probabilistic registration algorithm, with an inferred level of reg-
ularisation has been demonstrated to infer longitudinal TBM features that allow
an accurate discrimination between subjects with AD and aged matched controls.
Furthermore, using a smoothing kernel based on the registration uncertainty was
shown to provide the highest rate of classification for all 3 classifiers. The use of
a 4mm FWHM Gaussian achieved the same classification rate for all classifiers.
This is contrary to what would be expected given the level of voxelwise statistical
significance as assessed by t-tests. These found a higher level of statistical signif-
icance in the difference of the means between the two populations using an 8mm
FWHM Gaussian. The uncertainty derived smoothing kernel, which provides
on average a similar level of smoothing to the 4mm FWHM Gaussian, showed
greater statistical significance than the Gaussian, but nevertheless gave the same
overall classification performance. This implies that the differences between the
two may not be relevant to this particular classification methodology.
Aside from registration uncertainty, the other reasons for image smoothing
may influence the optimal smoothing method for data classification. The Nor-
mality of the data is influenced by the level of smoothing, and some classifiers
(such as na¨ıve Bayes), assume each voxel follows a Normal distribution for each
population. Despite the fact that greater levels of smoothing should lead to
the data being more normally distributed, the use of an 8mm Gaussian kernel
produced lower classification accuracy using na¨ıve Bayes than the uncertainty
derived, or 4mm Gaussian smoothing filters. This may be due to over-smoothing
of the data causing different populations to mix. The other rationale for image
smoothing, based on the matched filter theorem, may also influence the opti-
mal method of image smoothing. As demonstrated in Chapter 6, the use of
the registration uncertainty derived smoothing filter leads to an improved corre-
spondence, as measured by sensitivity and specificity of propagated subcortical
segmentations. This may be due to the anisotropy of the filter, which is based on
image information. If the shape of the signal of interest is related to the shape of
the visible anatomical structures, than it could be expected than the registration
derived uncertainty kernel may be closer to the optimal filter than an isotropic
Gaussian.
An interesting extension to this work would be to fuse the TBM features from
the subject to atlas registration, with the longitudinal TBM features. This could
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allow a better estimate of disease status as both AD and normal ageing, are
known to follow non-linear rates of atrophy [158]. Furthermore, this approach
could be applied to subjects suffering from mild cognitive impairment, with the
aim of evaluating whether longitudinal TBM features are predictive of conversion
to AD. These are further discussed in chapter 9.
As TBM features are entirely derived from non-rigid registration, they suf-
fer from any biases introduced by such algorithms. A particular case of this is
highlighted in a discussion in volume 57 of Neuroimage in 2011. Hua et al. had
originally described a method for analysing longitudinal estimates of atrophy in
Alzheimer’s disease from MR images [88]. Thompson and Holland [181] pointed
out that this study showed biologically implausible deceleration of atrophy esti-
mates from pairs of MR images with a short time interval (< 1 year). Hua et
al. [91] acknowledged the presence of this bias, and recognised that it was due
to the assymetry of the registration algorithm in use. Symmetric registration
formulations have since been shown to resolve this problem [140][203], and this
model could be extended to a symmetric formulation to ensure the estimation of
robust TBM features. This is discussed in Chapter 9.
7.6.2 Conclusions
This chapter has shown that discriminative tensor based morphometry features
can be derived from longitudinal data using the probabilistic non-rigid registra-
tion algorithm. The longitudinal features were spatially normalised to a repre-
sentative atlas through the registration of the baseline image. The estimated
registration uncertainty is demonstrated to provide an improved level of data
smoothing, with respect to the task of classifying subjects. A maximum classifi-
cation rate of 90.6% between subjects with AD and age matched normal controls
was achieved using the na¨ıve Bayes classifier, which outperformed linear or radial
basis function SVMs.
The next chapter introduces an alternative approach to utilise registration un-
certainty to improve the ability to predict a subjects disease status. Whereas this
chapter investigated spatially normalised longitudinal morphometric features, the
next chapter estimates differences between subjects based on a region of interest
in a single image. Registration uncertainty is incorporated by drawing samples
of probable registrations instead of data smoothing. Morphometric feature data
from probable registrations are used to train several predictors that are combined
in an ensemble learning framework.
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Chapter 8
Ensemble Learning Incorporating
Uncertain Registration
8.1 Introduction
This chapter describes a further approach to incorporating registration uncer-
tainty into the prediction of Alzheimer’s disease (AD) based on morphometric
features. The use of a probabilistic registration tool provides an estimated pos-
terior distribution of mappings, between subject and atlas space. Drawing sam-
ples from this distribution allows the estimation of a distribution of spatially
normalised feature data, e.g. VBM or TBM features. Samples of spatially nor-
malised feature data can be used as alternative training examples, which allows
the creation of multiple statistical classifiers that can be subsequently combined
using an ensemble learning approach. Furthermore, extra testing samples can
be generated to measure the uncertainty of prediction. This is applied to clas-
sifying subjects with AD from normal controls (NC) based on a region of inter-
est in structural brain MR images. This framework is applied using VBM and
TBM features, and is compared to bootstrap aggregating, a common ensemble
learning framework, in terms of classification accuracy, and the quality of the
soft-classification predictions that arise from the ensemble. This work has been
previously presented [166], and has been accepted as a journal paper [168].
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8.1.1 Motivation
Medical imaging data is often used to make quantitative predictions about the
current or future disease state of a subject. Morphological brain differences can
be derived from structural MR images of the brain using VBM, or TBM as
described in section 2.3. These features can be analysed across subjects to identify
biomarkers, and construct models, which discriminate subjects with AD from NC.
Machine learning techniques such as statistical classifiers and regressors are often
used to facilitate this objective. These approach predict the value of an outcome
variable, such as disease score, or group, on the basis of spatially normalised
feature data.
The majority of machine learning techniques that are widely used for making
predictions from medical imaging data are supervised, meaning that they require
a set of training data with known outcome variables. This training set is used to
derive a predictive model for estimating the mapping between feature data and
outcome.
In any supervised learning approach, predictions on test data are highly de-
pendent on the training data. As morphometric feature data are required to be
spatially normalised prior to analysis, each item of training data is dependent
on the registration between the subject and atlas space. As has been shown
in the previous chapters, medical image registration is an intrinsically uncertain
process, and a perfect spatial normalisation is implausible. Consequently, it is
unlikely that any estimated statistical relationship derived from a given set of
training data will be exactly correct, and any residual mis-registration of data
may contribute to errors in prediction.
8.1.2 Previous Work
Several automated approaches have been demonstrated that allow the diagnosis
and prediction of AD from VBM/TBM as described in section 2.3. However, min-
imal work has been published on the exploitation of estimates of registration un-
certainty in statistical prediction. Very recently, Iglesias et al. [94] introduced an
approach to hippocampal subfield segmentation, where registration uncertainty
is integrated out of a combined registration/Gaussian mixture model approach
to segmentation using MCMC. Risholm et al. [144] proposed an approach to
calculating the uncertainty of a delivered dose in radiotherapy under uncertain
registration. This work follows in a similar fashion by estimating the variability
in statistical predictors that is due to the uncertainty in registration. The novel
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contribution of this work is to leverage this variability within a statistical learning
framework to provide a more robust prediction.
8.1.3 Proposed Approach
This work proposes to incorporate estimates of registration uncertainty within an
ensemble learning approach [49]. Ensemble learning methods have been demon-
strated to be an effective mechanism to measure the uncertainty of the space of
statistical predictors, providing a more robust prediction by combining estimates.
To provide variability in predictive models, they need to be trained using different
training data sets. Each set needs to be selected appropriately to encapsulate a
plausible level of variability in predictive models. In many settings, bootstrap
aggregating or bagging, has proved itself to be an effective tool [29]. Bagging
creates variability between predictors by sampling with replacement from the set
of training subjects. However, the random selection of subjects in each training
set can lead to large differences in predictors due to the omission of subjects.
Conversely, this work seeks to leverage knowledge of the derivation of the data
to create training data sets that encapsulate the intra-subject variability due to
registration uncertainty.
In the case of spatially normalised feature data, the distribution of the data
can be estimated from the distribution of probable mappings inferred by the
registration algorithm. Samples can be drawn from the estimated feature data
distribution for each training subject, and used as a parametric variant of boot-
strapping [52]. These samples of feature data can be used in place of the MAP
observations to build up a set of training data sets, which may contain all the
subjects, but with examples based on different probable registrations. Such an
ensemble of statistical predictors accounts for the inherent uncertainty in the
registration process, and therefore leads to a more robust prediction.
This chapter describes how the distribution of feature data can be derived
using a probabilistic registration tool, and how this can be incorporated into
an ensemble learning scheme. This method is demonstrated for discriminating
between subjects with AD and NC using an ensemble of linear SVMs, and for a
combination of ensembles using data from different regions of interest.
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8.2 Ensemble Learning Incorporating
Uncertain Registration
8.2.1 Statistical Prediction
This chapter uses the notation that was previously introduced in section 2.3.4 to
describe the statistical classifiers. As a brief recap: d is a set of feature data,
e.g. TBM maps. o is an outcome variable, e.g. disease score. h is a statistical
predictor, and oˆ is an estimated outcome variable. A labelled training set of N
data items is described as: L = {(on,dn), n = 1, 2, ..., N} where n indexes the
subject. From L, the predictors estimate the relationship between d and o. The
trained predictive model provides an estimate for a test subject i based on L,
oˆi = h(di,L).
The relationship between a new test image di, and its predicted outcome
variable oˆi, is highly dependent on L. Each training item of spatially normalised
feature data dn in L is dependent on the inferred image registration. Therefore,
training a predictor using L is susceptible to mis-registration. Accordingly, mis-
registration may contribute to errors in prediction.
8.2.2 Ensemble Learning
The novel aspect of this work is to incorporate the estimated registration uncer-
tainty into statistical prediction using an ensemble learning approach. Ensemble
learning methods [49] create a set of predictors to provide a more robust predic-
tion. To explore the space of predictive models, they need to be trained using
different data sets, {Lm} ⊆ {L}, each of length N , where m indexes the different
training sets.
The class of ensemble learning methods that are considered use a linear com-
bination of multiple statistical predictors to provide a more robust estimate:
oˆi = Σ
M
m βmh(di,Lm) (8.1)
where i is the index of a test subject, M is the number of predictive models, and
β is a vector containing the relative weights attributed to each trained prediction
model. Only binary statistical predictors are used in this work, although any
form of predictor can be used. In this chapter, βm =
1
M
, but alternative weighting
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schemes could be used, including Bayesian model averaging [85]. The exploitation
of the instability of predictive models under different training data should lead to
an improvement in prediction for all but the most stable of predictors and data.
8.2.3 Bootstrap Aggregating
A standard approach to generating multiple predictors is bootstrap aggregating,
or bagging [29]. In bagging, each Lm is selected by random uniform sampling with
replacement from the set of training subjects. For a large number of bootstraps,
each Lm would be expected to contain 63.2% of the unique training subjects [53].
This approach has been found to be effective at sampling the space of prediction
models based on the inter-subject variability. A limitation with bagging is that
it only considers the variation between subjects to create different predictive
models. Whereas, the intrinsic uncertainty of the measurements from which the
model is derived may lead to a comparably large and more reasonable source of
variability.
8.2.4 Incorporating Registration Uncertainty
In this work, the knowledge regarding the derivation of the feature data is lever-
aged when creating {Lm,m = 1,M} such that it considers the distribution of
feature data as estimated from the set of probable registration mappings, P (d|Θ).
This is achieved by selecting (Lm)n to contain a random sample drawn from each
subject’s feature data distribution, P (dn|Θn). This is a parametric variant of
bootstrapping [52], where instead of using observations, new data is drawn from
the distribution of probable observations. This scheme is referred to as Train+.
A graphical illustration of how multiple classification models can be generated in
such a fashion is given in the top plot of Figure 8.1. The use of a sufficiently large
ensemble of statistical predictors should account for the inherent uncertainty in
the registration process.
P (d|Θ) can also be used to provide additional information on the prediction
variability for each predictive model. This is achieved by averaging the predicted
outcome for a set of random samples drawn from the test subject distribution,
P (di|Θi), rather than simply testing using only the most likely observation. This
scheme is referred to as Test+, which is graphically illustrated in the bottom
plot of Fig. 8.1. Train+ and Test+ can be used separately, or can be combined
together by using multiple test samples with each predictor in the ensemble. All
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Figure 8.1: Graphical examples of how sampled data can be used in classification.
The top plot illustrates the scheme Train+, where multiple classification bound-
aries are estimated using random samples of each subject. In this illustration
two random samples are drawn from each subject, and thus three classification
boundaries can be drawn, two from sets of samples and one using the distribution
expectation. The bottom plot shows the scheme Test+, where the variability in
classification label can be calculated using random samples of each test subject
with a fixed classification boundary. In this case, three random samples were
drawn for each subject.
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of these variants can also be incorporated into a bagging framework, which would
encapsulate both the inter, and intra-subject variability.
8.2.5 Feature Data
As previously described in section 2.3, VBM or TBM features can be used to
describe subject brain morphometry. In conventional VBM, the segmentation
probability map is transformed using the expectation of the transformation dis-
tribution, d = t(x,µ), and modulated by the determinant of the deformation field
Jacobian matrix, Jm, to compensate for the expansion/contraction of voxels [71].
In TBM, instead of examining the spatially normalised image information,
the assumption is made that the discriminative differences between subjects are
contained in the deformation field that maps each subject to the atlas space [90].
Most commonly: dv = log |Jm|v, where v is a voxel index. Jm is constrained to
be positive using the method of [102].
8.2.6 Estimating a Distribution of Feature Data
A distribution of feature data for each subject P (d|Θ), can be estimated for ei-
ther VBM or TBM data. This is achieved by drawing samples from the inferred
approximate posterior distribution of transformation parameters, q(w), and cal-
culating the resulting feature data for that sampled mapping. By sampling a large
number of mappings, the distribution P (d|Θ) can be numerically estimated.
8.3 Experiments
As before, data from the ADNI database was used in these experiments. The
subject grouping is the same as in the previous chapter and is given in Table 7.1.
Pre-Processing
The data was skull stripped and affinely registered to the MNI 152 as described
in section 7.3.1. Grey matter probability maps were estimated using FAST [205].
As drawing samples from multivariate normal distributions is computation-
ally expensive for large number of transformation parameters, a region of interest
(ROI) analysis was required. Atrophy in medial temporal lobe structures, partic-
ularly the hippocampus has been shown to be a sensitive marker of Alzheimer’s
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disease [97]. Therefore ROIs of 40x80x36 voxels surrounding the left and right
hippocampi were extracted from the structural MR and grey matter images for
registration.
Atlas Creation
A sharp atlas with minimal bias is estimated from all the subjects in the training
set in an iterative manner as in [75]. This procedure is described in section 2.3.3.
This is used to create a structural MR and grey matter atlas for each ROI.
Feature Generation
Figure 8.2: Examples of the data features acquired when registering a region of
interest around the left hippocampus from a subject with AD taken from the test
set, to the left atlas image for both TBM (left) and grey matter VBM (right). For
both TBM and VBM a single slice of the volume is illustrated. The images marked
Atlas and Subject are the high-resolution cropped Atlas and Subject images on
which the registration is performed. The mean feature images show the mean
of the estimated distribution for the same slice from the sub-sampled feature
volume. The covariance matrices illustrate the estimated voxelwise covariance of
the feature data for the displayed slice. The covariance matrix is ordered as y ∗
max(x)+x where x and y are positions in the feature image. The bottom left and
the top right of the covariance matrix corresponds to the bottom left and top right
of the feature image accordingly. The TBM data shows that there is expansion of
the ventricle, but also that the log |Jm| in this region has a high degree of variance
and covariance. The VBM feature data is a grey matter probability map that
shows high variability across the image, except in the ventricles where there is no
grey matter.
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To create the feature data, each subject image was non-rigidly registered to
the relevant atlas image using either a 5mm FFD knot spacing for TBM to give
high-resolution features, or a 10mm spacing for VBM to align the images, but
still retain subject differences. Once the registration algorithm has converged,
warp samples are drawn from q(w) to characterise P (d|Θ). To avoid artefacts
related to the edges of the ROI, the voxels within 4mm of the edge are removed,
leaving a feature region of 32 × 72 × 28 voxels. 4mm was chosen because the
sampled deformations around the edge of the image are unlikely to exceed this.
To allow the tractable storage of samples from P (d|Θ), the feature data needs
to be sub-sampled by a factor of 4. This gives a total of 1008 voxels. To make the
classification step computationally efficient, 3600 samples of the data feature are
stored per subject to provide a sufficiently accurate description of the distribution,
rather than fitting the data to a parametric distribution and later sampling from
it. In the classification stages, samples are randomly chosen for each subject in
both the Train+ and Test+ methodologies. In practice, all of these samples may
be required for a run using Test+. An example illustration of VBM and TBM
features for a subject in the test set with Alzheimer’s disease is given in Fig. 8.2.
8.3.1 Classification
In the experiments a linear support vector machine (SVM) as implemented in
LibSVM is used [33]. All 1008 feature voxels are used to classify between subject
groups. The effects of subject age are regressed out on a voxelwise basis, this is to
remove the effects of normal aging from the image features [51]. The regression
is performed by fitting the general linear model:
yi = aβi +  (8.2)
where yi is a vector containing the de-meaned intensities at voxel i across the
healthy controls in the training set. a is a vector containing the de-meaned ages
of each subject. βi is a scalar describing the linear effect of age on voxel intensity,
and  is an error term which we assume tends to 0. βi can be calculated for every
voxel using ordinary least squares fitting. Feature voxels for all subjects can now
be corrected for normal aging by:
zi = yi − βia (8.3)
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where yi and a now contain both populations in the training and test populations,
zi is the corrected voxelwise intensity. Subsequently, each voxel in all subjects is
re-scaled to take a value between -1 and +1 based on the statistics of the entire
training data population.
Classifier Parameter Selection
Table 8.1: Linear SVM soft margin parameter C as selected by leave one out
cross validation (LOOCV) using the expectation of the data features for each of
the different data types.
Feature
data
LOOCV cor-
rect rate
C
L log |J| 0.821 2× 10−11
R log |J| 0.821 2× 10−12
L VBM 0.877 2× 10−10
R VBM 0.827 2× 10−10
To select the most appropriate SVM classifier parameter for use in the Original
scheme, a leave-one-out cross-validation procedure, as described in section 2.3.4,
is used on the training set. This tests a range of the soft margin penalty param-
eter values, C = [2× 10−15, 2× 10−14, ..., 2× 1015], to find the value with the best
generalisation accuracy. The value range in this procedure was selected in accor-
dance with the recommendations of LibSVM[33]. The optimal parameter and its
corresponding correct rate, defined as the ratio of correctly identified examples
from the number of testing examples, are given in table 8.1. The optimal C pa-
rameter reflects the separability of the data classes. The found optimal values are
all of a similar order of magnitude, at the small end of the scale, this indicates
that the classifier can overfit on this data if too many support vectors are chosen.
For the SVM classifiers used within the ensemble learning schemes, C =
2×1015 that effectively removes the soft margin. This is beneficial as the training
data is usually linearly separable, and removing the soft-margin introduces greater
variability between classifiers as there is a greater dependence on the training
data.
Ensemble Learning Schemes
In the classification experiments seven different ensemble learning schemes are
compared:
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Table 8.2: Classification correct rate using the different predictor training and
testing variants using TBM and VBM feature data. L and R indicate the left
and right hippocampus data, respectively. Na¨ıve Bayes refers to the combination
of soft probabilities from ensembles generated from different feature data types,
and is described in Section 8.3.2. Train+Test+ and its variants tend to do as
well, or better than a standard Bagging approach for both VBM and TBM.
BaggingTrain+Test+ provides the best overall classification results.
Feature
data
Original Train+ Bagging
Train+
Bagging Test+ Train+
Test+
Bagging
Train+Test+
L TBM 0.765 0.792 0.799 0.785 0.765 0.792 0.799
R TBM 0.718 0.7181 0.725 0.738 0.7181 0.7248 0.718
L VBM 0.826 0.846 0.852 0.852 0.826 0.859 0.852
R VBM 0.799 0.805 0.805 0.792 0.799 0.805 0.812
Naive
Bayes All
0.718 0.846 0.852 0.839 0.832 0.846 0.859
• Original, train using the expectation of the whole training set and test
using the expectation of the testing features.
• Train+, train using a random sample of each subject in the training set.
• Bagging, the standard bootstrap aggregating approach where the expec-
tation of the examples in the training set are sampled with replacement.
• BaggingTrain+, where a random subject sample is used within a bagging
scheme.
• Test+, train using the expectation of the whole training set and test using
20 random samples for each subject in the test set.
• BaggingTest+, the combination of bagging and test+.
• Train+Test+, the combination of train+ and test+.
In these experiments 300 classification models were generated to make an
ensemble as this was sufficient for convergence for all methods. A summary of
the results of these experiments is given in Fig. 8.3, and the classification correct
rate for all of the methods is given in table 8.2.
As shown from table 8.2, the left hippocampus provides stronger features than
the right for discriminating between Alzheimer’s disease and age matched normal
controls for all methods and both feature types. VBM provides good separa-
tion for both left and right hippocampi, whereas TBM of the left hippocampus
provided substantially better discrimination than the right. Fig. 8.3 provides a
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Figure 8.3: Stacked bar chart illustrating the sensitivity and specificity of the
classification of Alzheimer’s disease in selected experiments. L and R represent
left and right ROI images respectively. NB refers to the results of the naive Bayes
combination of all the data features in a post-classifier analysis as described in
Section 8.3.2. It can be seen that BaggingTrain+Test+ and Train+Test+ outper-
form, or do as well as standard Bagging for all the features types, except R TBM,
which is the lowest performing feature for all methods. BaggingTrain+Test+,
when combining ensembles using na¨ıve Bayes, gives the best trade-off of classifi-
cation sensitivity, and specificity of any of the approaches considered.
summary of some of the results illustrating the sensitivity and specificity of each
ensemble. Sensitivity is defined as the proportion of correctly identified disease
cases, out of the total number of disease cases. Specificity is the proportion of
correctly identified control subjects, out of the total number of controls. This
summary shows that ensemble learning approaches generally provide more accu-
rate classification than the Original approach. All of the Train+Test+ approaches
outperform, or do as well as Bagging for all features except right TBM, which
produced the lowest classification results for all methods. This implies that the
additional data variability provided by registration uncertainty assists in creating
a more accurate ensemble.
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Furthermore, the largest improvement over the original approach is found in
the left hippocampus TBM feature data, particularly using the BaggingTrain+
schemes. The strength of this improvement is likely to be due to the data feature
being derived from the warp field. Small changes in warp field that might have
little effect on the image likelihood, may lead to more substantial changes in
log |Jm|. This is likely to also be a contributing factor in the improvement in
the VBM results, as the warped GM probability map is modified by the |Jm|.
The Test+ schemes do not have much impact on classification correct rates when
using a single ensemble, but help when combining ensembles using Na¨ıve Bayes.
Computational Cost
In terms of computational time, the Original scheme is fastest, as only 1 classifier
is constructed. Including the overhead of loading, and pre-processing the data,
the training takes approximately 5 seconds. The use of 300 bootstrapping samples
in Bagging takes 5 minutes to complete. Train+ and BaggingTrain+ take about
5 minutes of CPU time. However, because of the slow speed of disk access that
is required to load the samples, Train+ and BaggingTrain+ take 10-15 minutes.
The use of Test+ schemes adds an additional 30 minutes to run-time. This extra
time is almost entirely taken up by disk access. Once the ensembles have been
created, classification of a new sample is very fast, ≈ 1 second, and 10 seconds
using Test+. All of the experiments were conducted on a dual core 2.8GHz laptop
with a serial ATA (7200RPM) hard-drive.
8.3.2 Combining Soft Classification Probabilities
Soft Classification Probabilities
Each ensemble gives a soft classification result for each subject as it is an average
of multiple predictions, given by:
P (oi|dji , {Lj}) = ΣMm
1
M
h(dji ,Ljm) (8.4)
where h is restricted to being a binary classifier and the superscript j denotes the
feature data type. An illustration of the soft classification resulting from different
ensembles in given in Fig. 8.4.
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Figure 8.4: Histogram of the probability estimates given by a classification en-
semble, to the correct class label. These histograms are plotted for the right hip-
pocampus TBM feature data. As can be seen, the different methods of incorporat-
ing classifier variability induce different levels of classification uncertainty. In this
example, Bagging assigns a 70% or more confidence to 16 subjects that it wrongly
classifies, as opposed to 12 from BaggingTrain+Test+ and 13 in Train+Test+.
Na¨ıve Bayes Combination
To assess how reasonable the soft predictions given by each classifier ensemble are,
they can be combined in a post-classifier analysis. Na¨ıve Bayes provides a sim-
ple framework for combining probabilities, assuming that they are independent,
which is true for the soft classification probabilities presented here. Therefore,
the soft classification probabilities are combined using a naive Bayesian classifier:
P (oi|di, {L}) =
ΠJj P (oi|dji , {Lj})
ΠJj P (oi|dji , {Lj}) + ΠJj P (¬oi|dji , {Lj})
(8.5)
where ¬ indicates the alternative label in a binary classification problem. Results
for the na¨ıve Bayes combination are provided in Table 8.2 and Fig. 8.3. The
combination of Bagging with Train+Test+ leads to the most reasonable soft-
predictions, as shown by the highest correct rate and best sensitivity/specificity
trade-off. All of the Train+ schemes also outperform Bagging in the na¨ıve Bayes
classification. This is likely to be caused by Bagging showing slightly greater
over-confidence in incorrect predictions, as illustrated in Fig. 8.4. It can be seen
that the use of Test+, on its own, or in combination with BaggingTrain+ is
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beneficial, implying the additional testing samples help estimate the uncertainty
of prediction.
8.4 Discussion and Conclusions
8.4.1 Discussion
The incorporation of registration uncertainty into an ensemble learning scheme for
statistical classification, has been demonstrated to generally improve classifica-
tion compared to a standard scheme or bootstrap aggregating. These experiments
were conducted using features from grey matter voxel based morphometry, and
tensor based morphometry. These results imply registration uncertainty contains
more useful information for the discriminative problem, than that obtained from
bootstrapping. Furthermore, it was shown that the variability induced by boot-
strap aggregating leads to ensembles with less reasonable estimates of prediction
uncertainty than the proposed approach. This was demonstrated through the use
of naive Bayesian combination of ensembles that are created from different data
features.
An alternative approach to utilise the full estimated distribution of registra-
tion mappings would be to use the transformation parameters themselves as data
features. As the inferred distribution is multivariate normal, there is a finite
length description of the distribution. This description could be used directly,
rather than through sampling the distribution. A disadvantage of using such an
approach is that some of the interpretability associated with VBM/TBM is lost
when using the transformation parameters directly as features.
Posterior probabilities can be directly estimated from a variety of classifiers,
including SVMs, but in a more principled manner from logistic regression or
relevance vector machines [182]. Such probabilistic classification estimates, or
regression outputs, could be incorporated within the proposed framework.
Further work could be carried out to improve the overall classification accu-
racy to match current state of the art pipelines. Firstly, multiple functional areas
could be considered, and their soft-classification probabilities combined. A more
flexible ensemble learning scheme could be used, such as Bayesian model averag-
ing. Feature selection could be used in place of, or following voxel sub-sampling
for creating the feature data distribution, to select the most discriminative voxels.
In particular, the choice of classifier, and its associated parameterisation could
be addressed as well as the data processing scheme.
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8.4.2 Conclusions
This chapter has describe a framework in which registration uncertainty can be
incorporated into an ensemble learning scheme to provide more accurate predic-
tion, with more reasonable estimates of classifier uncertainty, than standard ap-
proaches such as bootstrap aggregation. This was achieved by sampling probable
registration transformations inferred from a probabilistic registration algorithm,
and then estimating the distribution of a data feature given the uncertainty in the
registration. Samples of the feature data distribution are used in place of the most
likely observations in the training and testing phase for statistical predictors. The
proposed approach generates prediction variability from the intra-subject uncer-
tainty as opposed to the inter-subject variation, as is achieved by boostrapping.
This chapter has described a method of combining predictors trained using sam-
pled data into an ensemble. The experiments provide results on the problem
of classification of subjects with Alzheimer’s Disease, from age matched healthy
controls using a linear SVM.
The final chapter provides some conclusions, and ideas for future related
work.
154
Chapter 9
Conclusions and Outlook
9.1 Summary of Contributions
This thesis has presented a novel probabilistic model, and inference scheme for
non-rigid registration of medical imaging data. This framework permits the data-
driven inference of the level of regularisation, and provides estimates of the uncer-
tainty in registration. This framework has been applied to detecting discrimina-
tive differences, and changes over time, in brain morphology between MR images
of subjects with Alzheimer’s disease (AD), and age matched controls. The major
contributions of this thesis are outlined below.
Probabilistic Registration Framework with Inferred Regularisation
Chapter 3 described a novel probabilistic non-rigid registration model, and a
tractable full Bayesian inference scheme. By modelling the regularisation, and
data fidelity level within a hierarchical Bayesian model, these parameters can be
inferred from the data alongside the transformation parameters. This allows the
registration framework to be highly adaptable, and capable of being applied to a
variety of data with minimal, or no parameter selection. This model was extended
in chapter 4 to allow for a spatially variable description of noise. In chapter 5,
these frameworks were evaluated for the problem of inter-subject registration, in
terms of accuracy of anatomical label propagation, and transformation smooth-
ness. The proposed registration frameworks were shown to provide accurate reg-
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istration of a range of cortical, and sub-cortical anatomical structures. A wide
range of transformation complexities were found due to the data-driven nature
of the regularisation. The adaptability of the regularisation and data fidelity pa-
rameters was shown to be beneficial where differences in image acquisition made
matching difficult.
This registration framework was also applied to the spatial normalisation of
structural MR brain images of subjects with AD, and age matched healthy con-
trols in chapters 7 and 8. Furthermore, in chapter 7 this framework was used
to describe longitudinal morphological changes in subjects with AD and con-
trols. The derived morphological features were demonstrated to accurately pre-
dict whether a subject suffers from AD. The flexibility of applying this algorithm
to different problems helps highlight the benefits of an adaptive approach to reg-
istration.
A further advantage of the probabilistic registration framework, is that it
intrinsically provides estimates of the uncertainty in the registration parameters;
most notably, in the parameters that describe the transformation.
Registration Uncertainty Derived Smoothing
Chapter 6 discussed the estimates of registration uncertainty given by the Bayesian
registration algorithms, and introduced an adaptive data smoothing filter that
is derived from the registration uncertainty. Smoothing of spatially normalised
data was motivated in terms of compensating for residual mis-registration in
propagating anatomical segmentation labels. The smoothing filter derived from
registration uncertainty, is demonstrated to better compensate for residual mis-
registration than isotropic Gaussian smoothing kernels. In chapter 7, the regis-
tration uncertainty derived smoothing filter was shown to improve the predictive
capability of spatially normalised longitudinal Jacobian features, achieving the
highest rate of classification between subjects with AD and controls.
Ensemble Learning Scheme Incorporating Registration Uncertainty
Chapter 8 introduced a method for exploiting the estimated registration uncer-
tainty for improving statistical prediction in an ensemble learning framework.
Samples of morphological feature data are estimated by drawing probable reg-
istrations from the posterior distribution of transformation parameters, as es-
timated by the probabilistic registration framework. These samples are used
to create an array of classifiers, which are each trained using different sampled
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registrations. These classifiers are amalgamated together in an ensemble learn-
ing framework. Ensembles created using registration uncertainty are shown to
improve the accuracy, and uncertainty of prediction compared to bootstrap ag-
gregation, which is commonly used in ensemble learning.
9.2 Directions For Further Research
9.2.1 Registration Framework
The probabilistic registration model, and inference scheme developed in this thesis
could be extended in several ways to provide more accurate and robust registra-
tion, and to potentially provide more accurate estimates of registration uncer-
tainty.
Choice of Transformation Model and Formulation
The biggest limitation of the presented registration model, in terms of registra-
tion uncertainty, lies in the mean-field approximation in the inference of φ and w,
q(w, φ) ∼ q(w)q(φ). As described in section 6.4.1, the approximation of indepen-
dence means the shape of the image derived uncertainty is necessarily provided
by a single image, as opposed to the joint distribution of w and φ, which would
draw information from both images. Unfortunately, the calculation of the joint
distribution itself would most likely be intractable. However, this situation could
be largely improved through the application of a symmetric approach to regis-
tration. In such a methodology, two transformations could be inferred, one from
each image, to an unbiased average space between images. Each of these transfor-
mations could still be described using a multivariate Normal. This would lead to
a more complex uncertainty distribution of the mapping between the two images,
which is dependent on both images.
Such an approach would be difficult to implement within a small deformation
framework, as both images are registered to an estimated centre point in image
space. Calculating the transformation from one image to another requires two
transformations to be applied. One of which must be an inverse of an estimated
mapping,. The inverse of a mapping inferred by a small deformation model is
not guaranteed to be well defined. Furthermore, it will not necessarily be well
described using a parametric form. Even greater complications arise from the
notion of inverting the parametric uncertainty information.
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A symmetric registration approach would be better considered through the
use of a velocity field transformation model. In such a model, inversion is a triv-
ial process of following the velocity field backwards. Likewise, the uncertainty of
each velocity component may be more trivially invertible, especially if modelled
using a multi-variate Normal, due to the symmetry of the distribution. However
this would require further investigation to validate. Regardless, the implemen-
tation of this framework within a symmetric, large deformation mode, would
allow a more interesting, and potentially more fruitful, analysis of registration
uncertainty; although the increase in transformation parameters will come with
a computational penalty.
Derivation of an Adaptive Spatial Prior
The use of a biologically appropriate spatial prior is likely to yield an improvement
in both the registration results, and the nature of the registration uncertainty.
This is because instead of penalising bending energy, it would penalise deviation
from the distribution of probable brain registrations. This would aid the use
of any methods utilising the estimated registration uncertainty, as any samples
from the prior would be possible brain registrations, rather than simply smooth
mappings. As described in section 2.1.3, there are a variety of approaches for
creating a biological, or adaptive prior that could be considered. Although de-
riving a prior from the covariance matrix of many registration is an attractive
solution, it is likely to be computationally infeasible due to the dense nature of
the covariance matrix. The use of such a prior would also require the transfor-
mation parameters for each registration to be defined in a common space, which
is a limitation. Although in principle, such an approach could be taken in group-
wise registration as in [2]. The approaches of Friston et al. [62] or Harrison et
al. [78] that allow the data-driven inference of a covariance structure, may be
more reasonable to investigate, perhaps in conjunction with an approximation of
independence between regions [79].
Alternative Noise Models
The local noise model, presented in chapter 4 is likely to perform better with a
more flexible and less spatially smooth transformation model. However, the use
of alternative noise models, which may be a better fit to the residual distribution
could be experimented with. This could involve perhaps using a mixture of
Gaussians to model the outliers and well matched voxels separately. Alternatively,
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an approach similar to that of Zo¨llei et al. [208] could be used to model the joint
image distribution directly, and the uncertainty estimates from different noise
models could be compared.
Bayesian Model Comparison
Although computationally expensive for the registration framework presented
in this thesis, Bayesian model comparison is an objective approach to compare
models where an appropriate gold standard is not available. This could be used
to provide an objective comparison of different model extensions, to determine
whether the benefits of a more complex model, outweigh the additional complex-
ity.
9.2.2 Statistical Analysis in Alzheimer’s Disease
The most important consideration for future statistical analysis of AD, and its
progression is the inclusion of subjects with mild cognitive impairment [136]. In
particular, these subjects should be investigated for biomarkers that are predictive
of conversion to AD.
Combining Atlas and Longitudinal TBM Data
As described in section 7.6.1, it would be very interesting to combine estimates of
tensor based morphometry taken from subject to atlas, and longitudinal registra-
tions. This may give a better estimate of the current or future disease state. This
is because both AD and normal ageing are known to follow non-linear rates of
atrophy [158]. Therefore, a more complex prediction model could be constructed
that encompasses the current rate of change, as given by longitudinal imaging,
and the current state, as estimated by the difference between a subject an atlas.
9.3 Final Conclusions
Formulating non-rigid registration within a fully Bayesian framework provides a
powerful approach to medical image registration. The inference of the level of
regularisation and data fidelity allows the flexible application of this approach to
a variety of registration problems, with minimal manual intervention required.
Describing registration through a probabilistic model allows intrinsic measures
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of registration uncertainty. These uncertainty estimates have been demonstrated
to provide information pertinent to improving spatially normalised statistical
analysis. The use of fully Bayesian approaches to non-rigid registration is in its
infancy, but further developments are likely due to the range of benefits it offers.
Registration uncertainty in particular, is likely to attract wider interest as it forms
an important consideration in any application where registration is required.
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Appendix A
Variational Free Energy for the
Probabilistic Registration Model
This appendix provides a derivation and definition of the negative variational
free energy, F , for the probabilistic registration model described in Chapter 3.
As described in Section 2.2.4, F comprises two components:
F = Lav −DKL(q(w, λ, φ)‖p(w, λ, φ)) (A.1)
The mean-field approximation is used to separate the approximate posterior
distribution, q(w, φ, λ) = q(w)q(λ)q(φ). F can now be written as:
F = Lav −DKL(q(w)‖p(w))−DKL(q(λ)‖P (λ))−DKL(q(φ)‖P (φ)) (A.2)
where q(w) is a multivariate normal distribution: q(w) = N (w;µ,Υ−1). q(λ)
and q(φ) are Gamma distributed: q(λ) = Ga(λ; s, c) and q(φ) = Ga(φ; a, b).
The marginal log likelihood with respect to the model parameters, Lav, is
derived by integrating the log-likelihood, given in equation 3.4, over the approx-
imate posterior distributions.
Lav =
∫
q(w)q(λ)q(φ)(log p(y|w, λ, φ))dwdλdφ (A.3)
= 〈log p(y|w, λ, φ)〉q(w)q(λ)q(φ)
=
〈
αNv
2
log
φ
2pi
− αφ
2
(y− t(x,w))T(y− t(x,w))
〉
q(w)q(φ)
+ κ
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where κ is a constant and α is the virtual decimation factor as described in
Section 3.2.2. Consider the first term within the expectation bracket:
〈
αNv
2
log
φ
2pi
〉
q(φ)
=
αNv
2
(log(a) + ψ(b))− αNv
2
(log2pi) (A.4)
=
αNv
2
(log(a) + ψ(b)) + κ (A.5)
where ψ is the di-gamma function.
The second term is more complicated, as w cannot be directly integrated
because it is a parameter in a non-linear function. Therefore, t(x,w) needs to be
approximated as linear. In this case, a 1st order Taylor series expansion is used:
t(x,w) ≈ t(x, µ) + J(w− µ) (A.6)
where J is the Jacobian matrix of first order partial derivatives taken arround
the current mean estimate. The entries of J can be calculated as:
Ji,j =
d(t(x,w)i)
dwj
(A.7)
where w is taken as µ. i indexes voxels, and j indexes transformation parameters.
As t(x,w) only occurs in the context y− t(x,w), this is written as:
y− t(x,w) ' y− t(x, µ)− J(w− µ)
= k− J(w− µ) (A.8)
where k = y− t(x, µ), and corresponds to a vectorisation of the residual image.
Finally, the second term of equation A.3 can be written as:
=
〈
αφ
2
(
y− t(x,w))T(y− t(x,w))〉
q(w)q(φ)
(A.9)
=
〈
αφ
2
(k− J(w− µ))T(k− J(w− µ))
〉
q(w)q(φ)
=
〈
αφ
2
〉
q(φ)
(〈
kTk + (w− µ)TJTJ(w− µ)〉
q(w)
)
+ κ
=
αφ¯
2
(
kTk + Tr(Υ−1JTJ)
)
+ κ (A.10)
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where φ¯ is the expectation of q(φ), φ¯ = ab and the integration result〈
(a− b)TC(a− b)〉N (a;b,D) = Tr(DC),∀C has been used. Tr is the matrix trace
operator.
This leads to an expression for the marginal log-likelihood with respect to the
model parameters:
Lav = αNv
2
(log(a) + ψ(b))− αφ¯
2
(kTk + Tr(Υ−1JTJ)) + κ (A.11)
The Kullback-Leibler divergence terms DKL, which penalises deviation of the
approximate posterior from the prior distribution, are well established for Normal
and Gamma distributions. The KL divergence between the q(φ) and P (φ) is given
by:
DKL(q(φ)‖P (φ)) = (b− 1)ψ(b)− log(a)− b− log(Γ(b)) + log(Γ(b0))
+b0 log a0 − (b0 − 1)(ψ(b) + log(a)) + ab
a0
(A.12)
The KL divergence between q(λ) and P (λ)is given by:
DKL(q(λ)‖P (λ)) = (c− 1)ψ(c)− log(s)− c− log(Γ(c)) + log(Γ(c0))
+c0 log s0 − (c0 − 1)(ψ(c) + log(s)) + sc
s0
(A.13)
The KL divergence between q(w) and p(w) is given by:
DKL(q(w)‖p(w)) = 1
2
log
|(λΛ)−1|
|Υ−1| +
λ
2
Tr(Υ−1Λ) +
λ
2
wΛw− Nc
2
=
1
2
(−Nc log λ− log |Λ|+ log |Υ|) + λ
2
Tr(Υ−1Λ)
+
λ
2
wΛw− Nc
2
(A.14)
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Appendix B
Derivation of Updates for
Probabilistic Registration Model
This appendix presents the derivation of the updates for the probabilistic registra-
tion model given in Chapter 3. This derivation refers to the description of the VB
calculus of variations procedure in Appendix 2.2.4 and optimises the definition of
F given in Appendix A.
An appropriate form for the approximate posterior parameter distributions
need to be selected. As stated in equation 2.29, an approximate posterior distri-
bution, q, is optimised by making its logarithm equal to the sum of two terms.
As a local approximation of a linear relationship between the transformation
parameters w, and the Gaussian likelihood of the image residuals is used, the
approximate posterior distribution on w is described as normally distributed,
hence q(w) = N (w;µ,Υ−1). The approximate log posterior for w is given as:
log q(w) = −1
2
wTΥw +
1
2
wTΥµ+
1
2
µTΥw + κ (B.1)
where κ is used to describe all terms that are constant with respect to the pa-
rameter of interest, in this case, w.
The posterior distribution on λ as a conjugate to the prior, is Gamma dis-
tributed, and parameterised using shape and scale parameters, c and s respec-
tively. The approximate log posterior is given by:
log q(λ) = −λ
s
+ (c− 1) log λ+ κ (B.2)
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Similarly, the posterior distribution on φ is Gamma distributed, with shape
and scale parameters b and a. The log posterior is given as:
log q(φ) = −φ
a
+ (b− 1) log φ+ κ (B.3)
Equation 2.29 provides a means for updating each separate approximate (log)
posterior distribution to the local maximum of F , for this model. In equation
2.29, it can be seen that the right hand side of the equality consists of two terms:
The log-likehood of the data and the priors on the model parameters, both of
which are taken with respect to the approximate posterior distributions on all the
parameters except those that are being optimised. For the purposes of deriving
the parameter updates, it is convenient to write the unmarginalised log-likelihood
and priors as M:
M = log p(y|x,w, φ) + log p(w) + logP (λ) + logP (φ) + κ (B.4)
= α
Nv
2
log φ− φα
2
(y− t(w))T (y− t(w))− λ
s0
+ (c0 − 1) log λ− λ
2
wTΛw
+
Nc
2
log λ− φ
a0
+ (b0 − 1) log φ+ κ
where α is the virtual decimation factor as described in Section 3.2.2. M is
used to derive updates for each parameter group, by marginalising over the other
approximate posterior distributions and equating this with the log-posterior of
the parameters of interest.
When using mean-field variational Bayesian inference with conjugate, expo-
nential distributions, analytic updates can be derived for the hyper-parameters of
each approximate posterior distribution by integrating the log posterior M over
the other approximate posterior distributions. Updates are found by comparing
the coefficients of the approximate log posterior hyper-parameters with those in
the marginalised full log posterior.
Update on w
In order to derive the update for w, the approximate posterior distributions of φ
and λ needs to be integrated out from M:
log q(w) =
∫
Mq(λ)q(φ)dλdφ+ κ (B.5)
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Substituting M and taking the expectation with respect to q(λ) and q(φ):
=
〈
−φα
2
(y− t(x,w))T (y− t(x,w))− λ
2
wTΛw
〉
q(λ)q(φ)
+ κ
= −1
2
{(y− t(x,w))T(y− t(x,w))φ¯α + (wTΛw)λ¯}+ κ (B.6)
where the expectation of q(λ) and q(φ) are used, and given as λ¯ and φ¯. A linear
approximation to the transformation t(x,w) is made using a first order Taylor
series expansion as described in equation A.6. The right hand side of equation
B.6 can be rewritten using the Taylor series expansion as:
= −1
2
{[
(k− J(w− µ))T(k− J(w− µ))] φ¯α + wTΛwλ¯}+ κ (B.7)
=
1
2
{
φ¯α(JT(k + Jµ)T)w + φ¯αwT(JT(k + Jµ))− (wT(JTJφ¯α + Λλ¯)w)}+ κ
where k is the vectorisation of y − t(µ) and J is the Jacobian matrix of partial
derivatives of each voxel in the image, with respect to each transformation pa-
rameter. By comparing the coefficients of Υ and µ between equation B.7 and the
posterior distribution for w given in equation B.1, the hyper-parameter updates
are given as:
Υ = JTJφ¯α + Λλ¯ (B.8)
Υµnew = J
T(Jµold + k)φ¯α (B.9)
where µnew and µold are the new and old estimates for µ respectively.
Updates for λ
To update λ, the posterior on w and φ is integrate out from the full log
posterior:
log q(λ) =
∫
Mq(w)q(φ)dwdφ+ κ (B.10)
166
The right hand side of the above equation can be written as:
=
〈
− λ
s0
+
(
Nc
2
+ c0 − 1
)
log λ− λ
2
wTΛw
〉
q(w)q(φ)
+ κ
= − λ
s0
+ (
Nc
2
+ c0 − 1) log λ− λ
2
(
Tr(Υ−1Λ) + µTΛµ
)
+ κ (B.11)
where Tr refers to the matrix trace operation. By comparing coefficients of s and
c from equation B.11 and the posterior distribution for q(λ) given in equation
B.2, the hyper-parameter updates are given as:
c = c0 +
Nc
2
(B.12)
1
s
=
1
s0
+
1
2
(
Tr(Υ−1Λ) + µTΛµ
)
(B.13)
Updates for φ
To update φ, posterior on w and λ can be integrated out from M:
log q(φ) =
∫
Mq(w)q(λ)dwdλ+ κ (B.14)
The right hand side of the above equation can be written as:
=
〈
αNv
2
log φ− φ
a0
− φα
2
(y− t(x,w))T(y− t(x,w)) + (b0 − 1) log φ
〉
q(w)q(λ)
+ κ
=
Nvα
2
log φ+ (b0 − 1) log φ− φ
a0
− φα
2
(kTk + Tr(Υ−1JTJ)) + κ (B.15)
By comparing coefficients of a and b from equation B.15 and the posterior
distribution for q(φ) given in equation B.3, the hyper-parameter updates are
given as:
b = b0 +
Nvα
2
(B.16)
1
a
=
1
a0
+
α
2
(kTk + Tr(Υ−1JTJ)) (B.17)
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Appendix C
Accuracy of approximate
inference of λ and φ
As mentioned in Section 3.4.1, for the noise and spatial precision updates in
equations 3.19 and 3.17, an approximation of control point independence is used.
This is because the inverse of the large sparse precision matrix Υ is required,
and is computationally impractical to calculate or store. Therefore, this matrix
is approximated as having independence between control points, only including
the covariance between directions. The effect of this approximation is that when
calculating the covariance matrix, the estimated variance will be lower in regions
that contain a large amount of information, e.g. edges, and higher in homoge-
neous regions, which have a large amount of image covariance. This will induce a
preference for slightly higher spatial precision, and lower noise precision. In order
to test the accuracy of this approximation, a series of 200 2D registrations was
carried out, resolving smooth artificial deformations of varying magnitudes ap-
plied to random image slices from the NIREP database. The results presented in
figure C.1 show that this approximation produces reasonably accurate inference
of these two parameters, with a 5-14% bias towards a higher spatial precision and
a 3-7% bias to lower noise precision.
168
Ra
tio
 of
 ap
pro
xim
ate
 ϕ
to 
ful
l ϕ
Ra
tio
 of
 ap
pro
xim
ate
 λ 
to 
ful
l λ
Semi
Factorised
Fully
Factorised
0.78
0.8
0.82
0.84
0.86
0.88
0.9
0.92
0.94
0.96
Semi
Factorised
Fully
Factorised
1.06
1.08
1.10
1.12
1.14
1.16
1.18
Figure C.1: Boxplots showing the accuracy of the approximation used in the
inference of λ and φ. The boxplots show the ratio of the approximate inferred
parameter to the inferred parameter using the full matrix inverse. The Semi Fac-
torised plot refers to including the covariance between directions for each control
point, whereas the Fully Factorised approach ignores all covariance. The registra-
tion experiments were performed in 2D, resolving random artificial deformations
of a range of magnitudes. The plots show that λ is over-estimated by the semi
factorised scheme by around 5-14% and φ is underestimated by 3-7%. It is also
clear that the semi factorised scheme gives results that are closer to the truth, as
would be expected.
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