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Hospitals are complex and dynamic organisms that are vital to the well-being of 
societies. Providing good quality healthcare is the ultimate goal of a hospital, and it 
is what most of us are only concerned with. A hospital, on the other hand, has to 
orchestrate a great deal of supplementary services to maintain the quality of 
healthcare provided.  
This thesis and the Industrial PhD project aim to address logistics, which is the 
most resource demanding service in a hospital. The scale of the transportation 
tasks is huge and the material flow in a hospital is comparable to that of a factory.  
We believe that these transportation tasks, to a great extent, can be and will be 
automated using mobile robots. This thesis consequently addresses the key 
technical issues of implementing service robots in hospitals.  
In simple terms, a robotic system for automating hospital logistics has to be 
reliable, adaptable and scalable. Robots have to be semi-autonomous, and should 
reliably navigate in large and dynamic environments in the hospital. The complexity 
of the problem has to be manageable, and the solutions have to be flexible, so that 
the system can be applicable in real world settings. 
This thesis summarizes the efforts to address these issues. Upon the analysis of the 
transportation tasks and how they are currently handled in hospitals, a navigation 
system is envisaged. Visual tags are a part of this system, and a survey was 
conducted to find out the most prominent ones to be used in mobile robot 
navigation. The concept of hybrid mapping is at the core of the solution, making it 
possible to efficiently represent the environment. Topological nodes greatly 
improve planning capabilities, and create a redundant layer for localization. The 
system features automatic annotation, which significantly reduces manual work and 
offer many advantages beyond robotics. Finally, this thesis outlines our 
contributions in representation of multi-floor buildings, which is a vital requirement 







Hospitaler er komplekse og dynamiske organismer, der er afgørende for 
velfærdsniveauet i et samfund. Det ultimative mål for hospitaler er at levere 
sundhedspleje af høj kvalitet, hvilket også er det, der ligger de fleste af os mest på 
sinde. På den anden side er et hospital nødt til at orkestrere en række supplerende 
tjenester for at opretholde kvaliteten af sundhedsydelser. 
Denne afhandling og dette erhvervs ph.d.-projekt har til formål at løse den mest 
ressourcekrævende logistik på et hospital. Omfanget af transportopgaver er 
enormt, og materialestrømmene på et hospital kan sammenlignes med en fabrik. 
Vi mener at disse transportopgaver i stor udstrækning kan og vil blive 
automatiseret ved hjælp af mobile robotter. Denne afhandling behandler således de 
vigtigste tekniske aspekter ved at implementere servicerobotter på hospitaler. 
Sagt på en enklere måde må et robotsystem til automatisering af hospitalslogistik 
være pålideligt, tilpasningsdygtig og skalerbart. Robotter er nødt til at være delvist 
selvstændige, og de bør pålideligt kunne navigere i store, dynamiske miljøer på et 
hospital. Kompleksiteten i opgaven bør kunne håndteres, og løsninger skal være 
fleksible, således at systemet kan anvendes i den virkelige verden. 
Denne afhandling opsummerer bestræbelserne på at løse disse problemer. Efter 
analyse af transportopgaverne og hvordan disse i øjeblikket håndteres på hospitaler 
tages et navigationssystem i betragtning. Visuelle tags er en del af dette system, og 
en undersøgelse blev gennemført for at finde de bedste til anvendelse i mobil 
robotnavigation. Begrebet hybrid kortlægning er kernen i løsningen, fordi det gør 
det muligt effektivt at repræsentere miljøet. Topologiske knudepunkter forbedrer i 
høj grad planlægningskapaciteter og skaber et overskydende lag for lokalisering. 
Systemet har automatisk kommentering, som reducerer manuelt arbejde og 
tilbyder mange fordele ud over robotteknologi. Endelig beskriver denne afhandling 
vores bidrag til repræsentationen af bygninger med flere etager. Dette er en 
afgørende forudsætning for at opnå robuste og praktiske service-
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Chapter 1  
 
Introduction 
1.1 Background  
With an increasing average population age of societies, especially in Europe, a strain 
of the load in healthcare system is inevitable. In order to provide the expected 
healthcare service, several supportive services, such as logistics, have to be 
successfully coordinated to assure the quality and continuity of the healthcare. 
However, growing number of patients, increasing operational costs and shortages 
of qualified personnel makes it more and more difficult for hospitals to maintain the 
needed level of quality of the healthcare.  
Studies conducted in the Bispebjerg University Hospital shows that the 
transportation system in the hospital is neither efficient nor sustainable [1]. Almost 
30% of hospital resources are dedicated to logistics; making it the most manpower-
demanding service in hospitals. A large volumes of goods; including 
pharmaceuticals, medical samples, food, mail and contaminated garbage, have to be 
distributed and collected at different units of hospitals on a daily basis. Due to a 
lack of personnel, even professionally educated nurses are involved in these tasks, 
adding burden to their already overloaded tasks.  
This project aims to relieve the situation by analyzing the situation and proposing a 
system that can increasingly take over large parts of transportation tasks in 
hospitals so that the staff can be more focused on patient-related tasks. A tangible 
target of the project is to develop and validate a robotic transportation system to 
relieve the uncomplicated and manually performed transportation tasks.  
1.2 Questions to be asked 
Despite the vast amount of academic work, only a handful of mobile robots exist in 
the market. In addition to a few vanished products, the few available systems are 
simply adapted from industrial AGVs or only work in confined areas of hospitals 




for the wide application of mobile robots in the real world environment? The 
answer(s) to this have been investigated in the project.  
Reliability is considered an essential issue of mobile service robots. Insufficient 
reliability undermines the use of mobile service robots [6]. Two other closely 
related issues: adaptability and scalability are also critical if mobile service robots 
reach commercial use.  
 
Figure 1, Three main issues for service robots 
1.2.1 Reliability 
Reliability is inversely related to complexity: One important way of achieving higher 
reliability is therefore to reduce complexity. In this project, a solution is envisaged 
based on a system view in which each large problem is divided into simpler tasks, 
which collectively accomplish higher levels of complexity. This solution actually 
stems from the well-known principle of ‘divide and control’, which is widely used in 
public transportation systems. 
Therefore, it is essential that the complexity of the navigation task can be reduced 
to a level where simple solutions can be achieved. Other parts of the complexity, 
e.g. global planning should be allocated to the system management level in a flexible 
way.  
Another important aspect of increasing reliability is to reformulate the software 
architecture for individual robots to make it more robust. Subsumption 
architecture [7] for example, is composed of behavior generating layers each 
connecting sensors to actuators. Unlike the traditional decomposition for an 
intelligent control system within AI, that breaks processing into a hierarchical chain 
of information processing modules from sensing to action, the subsumption 
architecture is more robust and reliable, as failure of one module will not 







1.2.2 Adaptability  
Daily environments in hospitals are not static and uniform. Application 
environment for mobile service robots will be different e.g. from one hospital to 
another hospital or from one department to another department in the same 
hospital. The environments are very dynamic and may include passing patients, 
nurses, doctors, or even other robots etc. It is therefore critical for the robots 
working there to be adaptable enough to achieve assigned tasks.   
We refer to the dynamic and changing environment as unstructured environment 
[8]. It is important to define the level of unstructureness for a given environment. 
For example, we can find that the level of environmental unstructureness of the 
main entrance, which is crowded with patients and doctors, is quite different from 
that of an underground tunnel that is only used by the authorized hospital 
personnel. It can be assumed that different level of environmental unstructureness 
requires different level of adaptable intelligence from the robot. 
Individual robots should learn the proper level of intelligence to fit their specific 
working environments, instead of being super-versatile to fit all types of 
environments, which has proved to be infeasible or undesirable by previous 
attempts [9], [10].  
1.2.3 Scalability  
One of the factors that usually draw the boundaries between research projects and 
real applications is scalability. Resources of any system are limited, and have to be 
allocated in harmony.  
Hospitals are, to the most extent, located in large, multi-floor building complexes. 
Concerning service robots and their navigation, this brings substantial challenges in 
navigation. The magnitude of the data that has to be processed for mapping, path 
planning and localization in the dynamic and unstructured environment can be an 
important bottleneck for a robot, which can only have very limited computational 
power.  
Considering all the above circumstances, ‘divide-and-conquer’ approach is vital to 
achieve useful service robots that will span considerable portion of a hospital. 
Consequently, the work presented in here addresses the issue of scalability in 
multiple dimensions.  
 
This industrial PhD project aimed to provide guidelines encompassing three major 
components to resolve the critical technical issues – reliability, adaptability, and 
scalability, for design of hospital transportation system. The proof of concept is 




that the concerted efforts of the partners and the results presented in this thesis 
will help improving the quality of service in future hospitals. 
1.3 Organization of the thesis 
The thesis is organized as a summary report accompanied with research papers 
that has been written during the course of the PhD project.  
Robotic is at the core of this thesis, and it is a complicated field; therefore it is 
necessary to introduce some basics concepts that will pave the path to more 
detailed discussions. Chapter 2 aims to achieve this goal, by presenting robotics 
paradigms and fundamentals of mobile robot navigation. 
Chapter 3 deepens the discussion on the robot navigation, providing the aspects of 
the software and hardware framework. This chapter also delves into the important 
technical characteristics of the methods that are further presented in papers. 
Chapter 4 introduces the papers that are included at the end of the thesis. This 
chapter is not a mere summary; it also documents how the work presented in 
these papers has been extended with a unifying theme of reliable, adaptable and 
scalable service robots for hospitals. 
Finally concluding remarks are presented in Chapter 5, and the thesis is finalized 





Chapter 2  
 
Basic Concepts  
Robotics is an interdisciplinary field that borrows and repurposes many methods; 
which makes it often necessary to grasp a basic understanding of some of the key 
concepts. This chapter deals with explaining some of these concepts that will pave 
the path to the rest of the thesis.  
2.1 Robotic Paradigms 
A paradigm is a philosophy or set of assumptions or techniques, which characterize 
an approach to a class of problems. In this sense, the aim of a robotic paradigm is 
to organize the ‘intelligence’ of the system and control its actions.  
A robotic system has three main set functions: SENSE, PLAN and ACT [11]. In 
simple terms; SENSE functions gather information from robot’s sensors and 
produce a useful output for other functionalities, PLAN functions take these sorts 
of outputs or use robot’s own knowledge to produce a set of tasks for the robot 
to perform, ACT functions produce actuator commands to carry out physical 
embodiment with the environment.  
There currently are three mainstream paradigms in robotics, and they differ in the 





Figure 2, Three robotic paradigms; (a) hierarchical, (b) reactive, (c) hybrid 
2.1.1 Hierarchical paradigm 
The oldest method for organizing the intelligence is based on a hierarchical 
composition. Also called as the classical/traditional artificial intelligence, this 
method has been a dominating way to control robots through a human-like logical 
sequence of actions since the first mobile robots emerged [12].  
Under this paradigm, the robot basically senses the world, plans its action, and then 
acts. Therefore, at each step it explicitly plans the next move. This model tends to 
construct a database to gather a global world model based on the data flow from 
the sensors, such that the planner can use this single representation to route the 
tasks to actions. 
Two examples for the systems that used hierarchical control were the hospital 
robotic couriers Nestor [1] and Helpmate [13]. 
2.1.2 Reactive paradigm 
Reactive paradigm came out as a reaction to the hierarchical paradigm in 80s. 
Hierarchical approach was based on an introspective view of how people think in a 
top-down manner.  Reactive approach, on the other hand, utilized the findings of 





In this approach, sensing is directly coupled to actuation, and planning does not 
take place. There are multiple instances of SENSE-ACT couplings, which can be 





Figure 3, Hierarchical paradigm in detail (top), a reactive control paradigm example (bottom) 
Brooks, in his seminal paper [7], described the main difference between these two 
approaches in the way they decompose the tasks. According to him, reactive 
systems decompose tasks in layers. They start with generating basic survival 




parallel tracks of more advanced ones. If anything happens to the advanced ones, 
the lower behavior will still operate, ensuring the survival of the system. This is 
similar to the functionality of human brain-stem that controls vital functions like 
breathing, which continues independently from high level cognitive functions of the 
brain (i.e. talking), or even in case of cognitive hibernation (i.e. sleeping) 
Roomba vacuum cleaning robot [14] is the most obvious example that 
demonstrates the potential of reactive control. 
2.1.3 Hybrid Paradigm 
Hybrid approach was first exemplified by Arkin in 90s, in order to address the 
shortcomings of the reactive systems [15]. In this approach planning occurs 
concurrently with the sense-act couplings in such a way that tasks are decomposed 
to subtasks and behaviors are accordingly generated. Sensory information is routed 
to requesting behaviors, but it is also available to the planner for building a task 
oriented world model. Therefore, sensing is organized as a mixture of hierarchical 
and reactive styles; where planning is done at a concurrent step and sensing and 
acting are done together.  
The hybridization brought up several architectural challenges, such as how to 
distinguish reaction and deliberation, how to organize deliberation, or how the 
overall behavior will emerge.  Several architectures have been developed to tackle 
these issues, most of which mainly focused on behavioral management. It was 
found out that two primary ways of combining behaviors; subsumtion [7] and 
potential field summation [16] are rather limited, so other methods based on 
voting (DAMN) [17] , fuzzy logic (Saphira) [18] and filtering (SFX) [19] were 
introduced. The book ‘Behavior Based Robotics [20]’ is regarded as the most 
complete work on AI robotics, with a comprehensive list of such robot 
architectures explored in detail [11]. 
2.2 Autonomous Navigation 
Autonomous mobile robot navigation can be characterized by three questions [21]: 
• Where am I? 
• Where am I going? 
• How do I get there?  
In order to tackle these questions, the robot has to: 
• Handle a map of its environment 
• Self localize itself in the environment 





Therefore the robot has to have a model of the environment, be able to perceive, 
estimate its relative state and finally plan and execute its movement.  
An autonomous robot navigation system has traditionally been hierarchical, and it 
consists of a dynamical control loop with four main elements: Perception, 
Mapping/localization, Cognition and Motor Control (Figure 4). 
 
 
Figure 4, Autonomous navigation problem 
This section aims to summarize these elements and give an overview of relevant 
problems to be addressed. 
2.2.1 Perception  
First action in the control loop is perception of the self and the environment, 
which is done through sensors. Proprioceptive sensors capture information about 
the self-state of the robot, whereas exoprioceptive sensors capture information 
about the environment. Types of sensors being used on mobile robots shows a big 
variety [22], [23]. The most relevant ones to service robots can be briefly listed as: 
encoders, gyroscopes, accelerometers, sonars, laser range finders, beacon based 
sensors and vision sensors. 
In theory, navigation can be realized using only proprioceptive sensors, using 
odometry. It is basically calculating the robot position based on the rotation of 
wheels and/or calculating orientations using gyroscopes/accelerometers. But in real 
world settings, odometry or inertial measuring systems perform poorly due to 




It is also possible to navigate using only exoprioceptive sensors. One such 
realization of this approach is the Global Positioning System (GPS); which is being 
successfully used in vehicle navigation systems. The problem with GPS and its 
upcoming, European counterpart Galileo [24] is that these systems require a direct 
line of sight to the satellites on earth orbit. Therefore these systems are especially 
inapplicable to indoor applications.  
Shortcomings of GPS system led researchers to several ground based approaches. 
Several alternatives have been developed based on e.g.: Radio beacons[25], 
Wireless Ethernet[26], GSM networks [27], Wireless Sensor Networks 
(WSN)[28] , RFID tags [29], or laser reflectors [30].  Such methods can ease the 
problem of navigation, but they might require substantial amount of environmental 
modification.  This makes them inflexible and costly to install and maintain. Due to 
such reasons, many researches focused on solving the robot navigation problem in 
unmodified environments.  
Many of the state of the art techniques for navigation in indoor environments uses 
combinations of proprioceptive and exoprioceptive sensors and fuse them using 
probabilistic techniques.  
2.2.2 Environmental Representation 
How the environment is represented is one of the most important factors in 
navigation. Depending on the characteristics of available sensors and data 
acquisition system (such as range and resolution, update speed, bandwidth) several 
methods exist to store and handle ‘world models’.  
Simplest way of representing an environment is using raw sensor data. Information 
coming from sensors i.e. laser range scans, are sequentially stored in the same type 
of data they are acquired. In such a case, the problem is the low distinctness of the 
data. Many of the objects will be sensed and represented similarly, without 
distinguishing their ‘features’. Also, this approach eventually results in a large 
volume of data with time, which brings up computational challenges. 
Alternatively, features can be used for modeling. In simple terms, a feature is a 
distinguishable characteristic of an object or the environments, such as corner of a 
wall or color of a door.  
Complexity level of features is an important factor for navigational purposes. Using 
low level features such as lines/circles will generate a smaller database compared to 
the previous approach, yet with a moderate amount of ambiguity associated. More 
complex features in the forms of i.e. patterns/objects can even decrease the size of 
the database with lesser ambiguities. Too much complexity of features can also 




computational resources. And secondly, it will result in very small databases, which 
might not entirely capture the characteristics of the environment.  
Range sensors have been the dominating choice for environmental sensing on 
robots. Early works extensively used sonar arrays for distance sensing, but the 
limitations with range and resolution of sonars severely affected functions of 
mapping and localization. Time-of-flight laser scanners later became widely 
applicable to mobile robotics, but their scanning field is restricted to a horizontal 
plane, which in turn yields to poor world representation [31].  This limitation was 
tackled by using oscillating the laser scanners [32][33][34] or multiple  lasers with 
complementary placements [35] to achieve higher dimensionality in range sensing. 
Yet, these systems are rather expensive and complex to utilize in a real world 
robotic application. Finally, different vision based approaches has been emerged in 
the last decade to extract metric information from the environment using imaging 
sensors.  Stereo systems have been long investigated for 3D range sensing, 
whereas most of recent work is based on monocular systems that can extract 
metric information from the optical flow detected by the camera, and multiple view 
geometry.  
2.2.3 Maps Used in Mobile Robot Navigation 
Idea of using maps for mobile robot navigation has been existed for quite some 
time, and roboticists have developed several types of maps for different needs 
based on how they can represent the environment.  Buschka [36] classifies existing 
map types as follows: 
• Metric Maps: Maps that carry distance information that corresponds to actual 
distances in the environment. Such a map can give a distance of a path or size of an 
object. 
• Topological Maps: Maps where the environment is modeled according to its 
structure and connectivity, and often represented as a connectivity graph. 
• Sensor Level Maps: Maps that are derived directly from the interpretation of 
the sensor inputs from the current position.  
• Appearance Based Maps: Maps that functionally describe a position from 
sensor data.  
• Semantic Maps: Maps, which are oriented for high-level decision-making, and 
contain information about objects and their relationships with the environment.  
• Hybrid Maps: A combination of different types of maps. Hybrid maps also need 
to glue elements that represent the same part of the environment in combined 
maps.   
Following section elaborate on metric, topological and hybrid maps, with are the 




2.2.3.1 Metric Maps:  
From the control perspective, metric maps are useful when metric accuracy is 
necessary for i.e. precise localization or optimal path planning. Depending on the 
environmental representation, a metric map can be either feature based or grid 
based [37]. 
A metric feature based map is basically built upon the features that can be reliably 
observed in the environment. In [38-40] typical features of indoor environments 
such as walls, edges or corners are used for mapping of indoor environments.  
In a grid based metric map, environment is divided in to a matrix of sub cells, 
where each cell represents a portion of the environment.  A cell regarded as 
occupied if an object exists in the corresponding area in the environment. Moravec 
and Elfes developed a common way of representing occupancy is using probabilities 
[41].  Saffiotti used fuzzy sets where occupancy and emptiness values are held 
separately [42]. In [43], grid is represented using histograms where each cell holds 
a value of how often a sensor has detected it. Stachniss and Burgard developed a 
coverage map, where each cell holds a value representing how much it is covered 
by an obstacle [44].  
 
Figure 5, Metric grid map of DTU 402-404 
2.2.3.2 Topological Maps:  
Topological maps describe how places in the world are connected or related to 
each other, thus represents the structure of the environment. Two elements that 
constitute a map are nodes; which represent the places, and edges; which 
represent connectivity. In practice, most topological maps are also augmented with 
some metric information on its nodes. Due to its simplicity in construction, 
topological maps are better suited for problems that require searching. (See Figure 




Apart from robots, humans might also need to interact with the topological maps 
for robot navigation. Different characteristics of the environment have been used 
by researches such as rooms or corridors as nodes and doors or passageways as 
edges. Thrun [45] preferred to use places with ‘significant features’ as nodes.  
Fabrizi [46] defined a node as a ‘large open space’. Duckett [47] proposed a system 
where a new node is placed after robot has travelled far away from the previous 
one. 
Topological maps, such as reactive control paradigm, were inspired by biological 
studies of insects and animals. It can be also claimed that a topological map will be 
the best suitable for a behavior based navigation system. 
 
 
Figure 6, A topological map: S-tog network in Copenhagen 
2.2.3.3 Hybrid maps: 
Since metric and topological maps are of fundamentally different types, both have 
advantages over each other. Table 1 summarizes this comparison.  
It is clear to see that what is an advantage for one approach is a disadvantage to 




came to the scene as early as 1978 [48], but it has only been a decade that such 
maps emerged in an increasing number. 
Table 1, Comparison of Metric and Topological maps [36] 
 Metric Maps Topological Maps 
Pros • High accuracy for 
localization and path 
planning 
• Possibility to make optimal 
routes 
• Easy to build, represent and 
maintain for small 
environments 
• Layout is easily readable for 
humans 
• Easy to scale up for large 
environments 
• Very suitable for planning 
• Sensor precision and reliability is 
not as important 
• No need for precise position 
estimation for map building 
• Good interface to symbolic 
problem solvers 
Cons • Difficult to scale up for 
large environments 
• Costly path planning 
• Need for reliable sensors 
• Need for precise position 
estimate for map building. 
• Low accuracy 
• Possible suboptimal paths 
• Difficult to build and maintain 
 
Two types of hybrid maps are parallel maps and patchwork maps. A parallel map 
constitutes of at least two different maps that represent the same area in an 
environment. Most parallel maps are constructed automatically by extracting a 
topological map from a metric one. Thrun utilized Voronoi diagrams in the empty 
parts of a grid map in [45]. A similar approach was carried in [46] by using image 
processing. The opposite approach, extracting metric maps from topological nodes 
had also been presented [49]. An interesting multi-layered hierarchical parallel map 
representation is developed in [50], [51] where the main focus was efficient 
localization. The map is called ‘Annotated Hierarchical graph’ and it consists of 
hierarchically ordered topological maps, supported with local metric patches in the 
lowest layer.  Nieto also developed a novel kind of parallel map, which consisted of 
an augmentation of a feature based metric map and a grid based metric map [52]. 
While the first were used for localization, the latter was used for optimal route 
planning.  
A patchwork map is a representation, where the environment is globally 
symbolized by a topological map and a set of metric map patches. This kind of 
maps can be easily scaled up, thus representing really large environments; yet 
perform fine metric localization due to the patches.  
Several patchwork maps simply connect small sized metric maps based on topology 
[53]. Thus nodes do not correspond to any particular environmental structure. 




node features [54]. In [55], [56] similar approach is used for node selection, and 
the rest of the topology is completed using ‘Reduced Generalized Voronoi Graph’. 
Aguirre developed a complex patchwork map in [57], where two kinds of metric 
maps where used in each room, which acted as nodes in the topology. 
 
Figure 7, A hybrid map: Unified metric map is extracted from topological nodes [49] 
2.3 Mapping and Localization 
2.3.1 Mapping 
A mobile robot requires a representation of the environment for autonomous 
navigation in the form of a map. Based on the environment characteristics and the 
type of the map, it is possible to build robot maps using existing maps by other 
means. But in most of the cases, the robot needs to build a map of the 
environment in a subsequent training phase.  
Metric grid maps are the most commonly used types of maps in mobile robot 
navigation.  Building metric maps requires estimating the initial position of the 
robot, and updating the cells of the map as the new sensory information is 
acquired.  The most trivial approach is to use odometry for position estimation. As 
explained previously, estimation error accumulates by time in odometrical systems. 
The apparent idea [58] to address this problem is to use the map, which is being 
built at that moment, for correcting the estimation, which is now coined as 




Particularly difficult part of the SLAM problem with the grid maps is that the cell 
positions in a grid map are static. Therefore, if a robot recognizes a place it has 
already been during mapping (loop closure), it might see that its position is off and 
needs to be corrected. On the other hand, to correct the grid map, the entire map 
should be traced back and recalculated based on the new information.  
An evident method is to build the map sequentially by first localizing and then 
rebuilding the map based on adjusted positions [59].  Genetic algorithms are also 
used for mapping. Duckett developed a method [60] where several maps are 
generated with slightly altering paths, and then a genetic algorithm is used to select 
the best maps and combine new paths to test. In [61], a new grid map 
representation is generated where the cells are able to hold multiple hypotheses 
about the map. The least probable hypotheses are later removed in a map update 
stage. Rao-Blackwellized particle filters, introduced in [62] became a popular choice 
for building grid maps. In this approach, a number of maps based on single particles 
are being carried and updated simultaneously. Recent improvements on this 
method permitted to reduce the number of particles to still get good results [63], 
[64] 
Feature maps differ from grid maps in the sense that sensor data is used to extract 
features before the mapping stage. These features are then compared to the ones 
in the map so that either the new feature is added to the map or the existing 
features in the map are updated accordingly, or used for correcting the position 
estimation. Many of the solutions are based on the approach presented in [65]. The 
most significant developments around this method are based on how the Kalman 
filter is utilized for position update. Information filter is introduced to ease the 
computation burden in [66], [67]. Also unscented filter is used in [68], [69] to cope 
with the nonlinearities. 
Building topological maps can be done in two different ways; by using sensor data 
or by using another type of map. Choset used a generalized Voronoi graph as a 
map in [55]. The map is constructed my moving the robot in the environment to 
construct the nodes of the map, and visited nodes are detected by matching their 
“signatures” to the previously acquired ones. Thrun et.al used the latter technique 
in [56], where they preprocessed the grip maps to threshold the occupancy 
probabilities to further generate Voronoi diagrams on the empty areas of the map. 
Local minima found in the Voronoi graph are used to partition the grid map into 
nodes.  
2.3.2 Localization 
Localization is the task of finding the position of a mobile robot in an environment, 




2.3.2.1 Metric localization 
Localization can be defined as the task of estimating the robot’s pose in the world, 
given a-priori a map. The estimate, or belief, is often augmented with some 
measure of uncertainty that can arise from several factors, such as wheel slippage 
or uneven floors.  The belief is updated when the robot performs an action or 
makes an observation. A robot action (i.e. movement) increases the uncertainty 
(due to integration errors), whereas observations often reduce the uncertainty of 
the robot pose.  
Localization is tightly coupled to how belief is represented and estimated. Most of 
the robotic systems use planar maps. The main reason for that is to decrease the 
complexity of the problem by reducing dimensionality of the robot pose vector 
from 6-D (x, y, z, pitch, roll, yaw) to 3-D (x, y, yaw). 
One approach to solve the problem is position tracking, where the belief of the 
robot is reduced to a single pose. The position is estimated in a single hypothesis, 
and whenever an action or observation occurs, the hypothesis is updated. 
Therefore, the initial position of the robot must be known to be able to track the 
position. Kalman filter [70], and its variants are widely used in position tracking. In 
[71] sonars range finders are used for line extraction and a Kalman filter is used for 
matching.   In [72], an extended Kalman Filter is used to match raw sensor data 
with a feature based metric map. Fuzzy logic is also used for representing 
uncertainty in position tracking in [73]. 
Position tracking problem deals with a single pose, therefore representation is 
simple, and update calculations are computationally cheap. But this technique 
requires that the initial position is known. In addition, if the measurements become 
vague, the position can be lost.  
The alternative solution to position tracking is to represent multiple hypotheses of 
the pose, which is often called as global position estimation. In this approach, the 
initial position is not needed to be known, but due to the high degrees of 
uncertainties imposed by multiple hypotheses about the pose of the robot, position 
estimation is computationally expensive. 
In [74] several position candidates are tracked using Kalman filters. The number of 
hypotheses adapts the uncertainty of the localization. Safiotti et. al. used fuzzy sets 
to represent uncertainties to carry out multi-hypothesis tracking in [75]. In [76] 
Markov localization is introduced, where each cell of a grid map holds a belief of 
how much the actual position of the robot is in that cell. In this approach, the 
localization grid map represents a probably density function (PDF) of the belief of 
localization. As the robot moves or observes, cells are updated using Bayesian 
updating. In [77], the method is further modified to overcome the heavy 




updating is based on fuzzy logic instead of Bayesian inference.  In [79] PDF used in 
localization belief is represented as a set of samples. This approach reduced the 
number of calculations compared to Markov localization, while it is still possible to 
perform global localization. This approach is called Monte Carlo localization, and 
further improved in [80-82] to decrease the number of samples needed. 
2.3.2.2 Topological Localization 
A topological map is consisted of nodes and edges. Therefore, topological 
localization is the task of finding in which edge or node the robot is. Apart from 
the environmental representation (i.e. how the edged and nodes are defined), 
topological localization requires reliable place recognition and detection of edge 
traversal. In [83], nodes are defined based on the sudden changes in the behavior 
pattern of the robot.  For instance, if the robot is following a wall, and after a while 
it encounters an obstacle so it as to perform another action, that particular place is 
defined as nodes. Nodes are identified using features such as distance travelled 
since the last node and the ‘signature’ of the node given by sonar sensors. In [84], 
the nodes are recognized using a similar signature approach, and then these 
signature are learned using a growing neural network. Localization is then 
performed using signature matching and odometry. In [85], a local topological map 
is built and then compared to a global one, to obtain the most likely position. In 
[86], an omnidirectional camera is used for performing topological localization. 
Queried images are compared to images stored in the map. Image histograms are 
used as global features for image representation, thus the amount of information 
stored is highly reduced. 
2.4 Cognition and Path planning 
Robot cognition very much depends on the general use of the robot.  In the 
context of this report, problem setting is defined as autonomous mobile robot 
navigation. Therefore, the discussion is focused on path planning for navigation. 
Path planning can be defined as searching a suitable path in a map from one place to 
another. Depending on the map type, it is possible to follow different strategies for 
planning paths. 
Metric maps are useful for planning precise paths. Due to metric information 
associated, it is possible to find nearly optimal paths using metric maps [36]. There 
exists several different methods for path planning, but they are based on a few 
general approaches. Latombe classifies these approaches in [87]as follows: 
Road map: a road map is a collision free set of path between a starting position and 
an ending position. Therefore, they describe the connectivity of robot free space 




In this method, path is incremented from one point to other points that are visible 
from the first point. Another method is to construct a Voronoi graph, which tries 
to maximize the clearances between the robot and obstacles [89]. 
Cell decomposition: free space in the map is divided into non-overlapping cells, and a 
connectivity graph describes how the cells are connected to each other. The result 
is a chain of cells, which also describes the path. Therefore, formation of cells plays 
an important role in planning the path. In [87], trapezoidal decomposition is used, 
where a polygonal map is divided into trapezoidal cells by generating vertical line 
segments at each corner of every polygon. In [90] qualitative spatial reasoning is 
used for path planning, which is inspired of the way humans find their paths with 
imprecise knowledge. Cell decomposition is also a suitable method for area 
coverage, where the planner breaks down the target area into cells to be all 
traversed. Applications of this approach can be listed as i.e. lawn moving, snow 
removal or floor cleaning [91] 
Potential field: A potential field function is defined an applied over the free space on 
the map, where the goal acts as an attractive potential (sink) and the obstacles act 
as repulsive potentials (sources). The path is then derived based on the derivative 
of the potential field, where the steepest direction is followed. This approach was 
first developed for online collision avoidance in [92]. It is combined with a graph 
search technique in [87] for path planning. 
Topological maps are well suited for planning paths. Graph search algorithms, such 
as A* [93] or D*[94], can be used the plan the shortest path on a topological map. 
In most of the cases, the number of edges and nodes are moderate, so the path 
planning can be performed very quickly. Path finding time is even further shortened 
in [95] by preprocessing all paths and storing them in a lookup table. In [85] wave-
front algorithm is used for both path planning and collision avoidance. In [96], [97], 
planning on very large maps is described in the context of hierarchical topological 
maps.  
2.5 Motion Control 
Motion control is the final phase in the robot control loop, where the high level 
plans generated in the previous phase are translated into robot movements. 
Therefore, this level processes abstract motion commands and produces low-level 
commands for controlling motor speeds. 
Obstacle avoidance is of particular interest, and it can be classified under motion 
control. It is one of the key issues to successful mobile robot applications, as it 
ensures the safety of both robot and surrounding entities. Obstacle avoidance 
strategies range from primitive algorithms that just stop the robot when an 




Borenstein introduced vector field histogram (vfh) algorithms fro obstacle 
avoidance tasks in [43], based on local potential fields. In this approach, first the 
range data is continuously sampled, and a two dimensional local grid is generated 
to represent the environment. In the next stage, one-dimensional polar histogram 
is extracted from the local grid in terms of angular sectors with particular widths. 
Finally, this one-dimensional histogram is threshold and the angular sector with the 
highest density is selected as the direction. Sped of the robot is also adjusted in 
correlation with the distance from the obstacle. In [98], the algorithm is improved 
by incorporating the kinematics of the robot as the original algorithm assumes that 
the robot is able to change its direction instantaneously (named as vfh+). The 
algorithm is further improved and coined as vfh* in [99]. In contrast to vfh and 
vfh+, which are purely local algorithms based on current sensor readings, vfh* 
incorporated A* graph search algorithm to consider more than immediate 
surroundings of the robot.  
In [100], dynamic window approach is introduced as an obstacle avoidance method. 
Kinematic constraints of a Synchro drive robot are taken into account by directly 
searching the velocity space of the robot. The search space is further reduced to a 
dynamic window, which contains those velocities that can be achieved by the 
robot, given its velocity and acceleration. Finally, this window is searched for a 
velocity, which aligns with the target direction of the robot. In [101], the method is 
adapted to holonomic robots, which allowed high-speed obstacle avoidance with 
high maneuverability. 
Finally, nearness diagram is introduced in [102], which is based on heuristic rules 
that are inferred from possible high and low safety situations that the robot can 
end up. Based on five rules (two low and three high safety situations), five 
behaviors are defined, where robot compares its current situation to these 
predefined ones and executes the appropriate behavior. It is shown in [103] that 
this reactive approach can perform well in cluttered environments with narrow 





Chapter 3  
 
Navigation Architecture 
This chapter deals with the framework that is used for navigation. The framework 
utilizes the strengths of two most commonly used exteroceptive sensors in 
robotics [22]: Laser range finders and cameras. The framework also combines 
navigation with metric maps based on laser range finder readings and navigation 
with topological maps based on “places of interests” that are extracted from 
captured images. 
3.1 Robot Navigation - Using Metric Maps and Laser Range 
Finders 
A robot is a complex mechatronic system, which is composed of many hardware 
and software components that needs to be orchestrated in (near) real time. 
Therefore, a software architecture is needed to synchronize simultaneously 
running processes and abstract hardware components. Luckily, there exist a few 
free or open source projects that fully or partially address these issues. 
Consequently, the practical implementation and the software structure of the 
software architecture are sketched in here; since it is the best way to describe the 
navigation framework. 
3.2 The Software Architecture 
Among other alternatives such as Microsoft Robotics Studio (MSRS) [104], 
Player/Stage [105] and Mobile Robot Programming Toolkit (MRPT) [106]; Carnegie 
Mellon Navigation Toolkit (CARMEN) [107] had been selected as the platform to 
improve upon at the beginning of the project. The main reason for selection was 
because CARMEN mainly focuses on the navigation problem instead of providing a 
broad and generic solution, and it is natively supported by the experimental 





3.2.1 Modular Framework 
CARMEN software platform is targeted for Linux operating systems, written in C 
programming language. It is heavily based on a client-server architecture, where the 
overall robot control task is decomposed into several smaller tasks that are 
handled by individual clients. In addition to a few other advantages of this approach, 
it mainly facilitates a distributed system and it permits failsafe operation where only 
the related processes are affected in case of the failure of a component.   
A central process is responsible from inter-process communication (IPC), where 
clients publish and request information through. Under the hood, IPC takes care of 
opening and closing TCP/IP sockets, registering, sending and receiving packets, 
serializing/de-serializing the data; and therefore provides a high-level support for 
creating client/server systems. Figure 8 shows the operating principles of IPC.  
Modules of the CARMEN can be grouped in four categories: Essential processes, 
primary processes, navigational processes and complementary processes. Figure 9 
and Figure 10 shows the relationships between these processes.  
3.2.1.1 Essential Processes 
The main process in the toolkit is the “central”, an Inter-Process Communication 
module, where all sorts of information that are produced by sensors, actuators and 
software components pass through.  
Along with the central, the parameter server is the second process that needs to be 
running all the time for the other processes to function. Parameter server is 
responsible from providing parameters that are needed by several other processes. 
These parameters are numerous, and they vary from hardware settings such as the 
communication ports to be opened and the speed of communication, to 
operational settings such as maximum permissible speed of the robot or the 
number of particles to be used in the localization process. All of the parameters 
are stored in a single text file and this file is passed as an argument to the parameter 
server process at runtime.  
3.2.1.2 Primary Processes 
On top of the essential processes there are a number of primary processes that 





Figure 8, Inter-Process Communication architecture 
 
The robot process is responsible from providing the core functionality. It abstracts 
the hardware of the robot by providing an interface to a generic robot object. It 
also provides a collision avoidance system, which stops the robot in front of the 
obstacles.  
The pioneer process belongs to a family of processes that handles the actual 




high level motion commands to low level motor actuation commands, and serves 
proprioceptive information (such as odometry readings, battery state etc.) to the 
robot process. There are other similar processes, which are desgined in the same 
manner to interface with other hardware platforms.  
The laser process interfaces a real laser sensor to the framework and publishes 
range readings that come from laser(s).  A mobile robot can utilize multiple lasers, 
which can be of different types (SICK LMS or Hokuyo URG series). Positions, 
orientations and other properties of the laser(s) are specified in the parameter file. 
These three processes are the primary processes that make it possible to 
command a physical robot through CARMEN platform. At this point, the robot 
process can be used to pass motion commands to the robot by direct user input 
through i.e. computer keyboard. 
 
Figure 9, Essential and Primary Processes 
 
3.2.1.3 Navigational Processes 
The navigation problem can be solved by answering three repeatedly stated 
problems: (i) Where am i? (ii) Where am I going? and (iii) How do I get there? To 
achieve (semi) autonomous navigation, a few more processes are needed to 
answer these questions. 
Robot navigation in the context of CARMEN is map-based navigation, where maps 
represent the environment in forms of metric occupancy grid maps. The 
map_server process does exactly what it is named for: serving an occupancy grid 
map to the requesting system processes.  
Similarly, the localize process estimates the pose of the robot in the environment. It 
requires a map published by the map process, range readings published by the laser 
process and the motion commands (odometry) published by the robot process. The 




(the position and the orientation) of the robot. As a result, this process provides 
the estimated pose of the robot and the associated uncertainties to the estimation. 
Finally, the navigator process takes care of the rest of the job by planning a path to 
the robot from its current position to a (reachable) destination (on the map). It 
requests map and pose information and estimates a number of waypoints for the 
robot to follow. These waypoints are passed to the robot process, which are 
translated to velocity vectors and further passed to the robot hardware.  
The basic problem with autonomous robot navigation in real environments is the 
dynamic changes in the environment, which cannot be reflected to maps. 
Therefore the navigator process needs to additionally incorporate range sensor 
information and frequently re-plan the path based on the changing information.  
3.2.1.4 Complementary Processes 
The above-mentioned processes are the necessary and sufficient processes to 
achieve a semi-autonomously navigating robot. But CARMEN provides a few extra 
modules that complement the navigation problem. 
The most basic of these processes is the logger process. What it simply does is to 
asynchronously record all the published information in a log file. The messages 
from different processes are joined, time-stamped and sequentially listed by the 
logger.  
The vasco process (named after the famous cartographer Vasco De Gama) is the 
most distinguished of the complementary processes in the CARMEN package as it 
can be used to process the recorded log files to generate occupancy grid maps. It 
utilizes a simple scan-matching algorithm to estimate the positions of the walls and 
other static objects in the environment and correct the pose of the robot. That 
being said, hands on experience with the vasco showed that it is only useful in a 
very limited scale. Therefore in this work, an additional library called gmapping is 
adopted for this task CARMEN. It is based on an “Improved Rao-Blackwellized 
Particle Filter” which is described in detail in [17]. The gmapping process works 







Figure 10, Navigational Processes 
 
The simulator module facilitates a simulation environment to the rest of the system. 
Instead of using the specific robot process, it can be used to simulate the robot 
hardware and therefore smoothly run the rest of the processes without any need 
for alteration.  
The rest of the complementary processes can be briefly listed as:  
a. camera: publishes images 
b. joystick: interfaces with a gamepad/joystick for manual navigation 
c. log_playback: playbacks recorded log files as they are recorded at the time of 
playback. 
3.3 Robot Navigation with the Help of a Camera 
 
Cameras have been extensively used in robotics for the purpose of navigation. 
There are numerous methods that use cameras for extracting metric information 
from the environment [109] or to recognize places for topological navigation [31]. 




service robot applications; a supplementary vision based topological navigation 
approach is proposed.  
The underlying idea is very simple: Creating a hybrid map by augmenting metric 
information with topological nodes. Such a map will help managing the complexity 
of the overall environment, and help the robot to correct its position estimation 
whenever a node is encountered.  
Due to a number of reasons that are further stated, visual tags are chosen to be 
used in accordance with the topological nodes. Despite the need for an initial 
installment in the environment, visual tags offer a number of advantages. First, they 
very easy to distinguish and recognize; which makes them robust and reliable. 
There is no need for initial training and testing, making them easily deployable. 
They are very easy to install (a printed paper and a piece of tape) and they require 
much less computational power compared to methods that utilize ‘natural 
landmarks’. 
The decision of using artificial marks for topological navigation comes with another 
question: What kind of artificial mark to use? This question is addressed in the 
paper: “Visual Tags and Mobile Robots: A Review”, where several types of artificial 
marks are investigated. The concluding remark of the paper can be stated as 
follows: It is best to use augmented reality tags since they are designed to detect 
markers in a similar setup to a mobile robot; but 2d-barcodes also have a great 
potential due to their possibility of storing any type of data.  
Consequently, it is decided to develop the first iteration of the navigation system 
with the markers and marker detection algorithm from the augmented reality 
project ARToolKitPlus [110].  
The system consists of four modules: Node Map Maker, Tag-Identifier, Place 
Recognizer and Re-Localizer. These modules are described as follows. 
3.3.1  Node-Map Maker (Topological map generation 
component) 
This component is used for processing metric maps and combining them together 
with user supplied topological node data, i.e. marker IDs. The input of the 
component is the generated metric map and user supplied topology information. 
The output of the component is a hybrid metric-node map. 
3.3.2 Tag Identification component 
 This component is used for detecting the existing markers on the supplied video 




multiple cameras is possible. The input is a video stream (or a sequence of images), 
and the output of is the ID numbers and poses of the markers on the input image. 
3.3.3 Place Recognizer (Topological localization component) 
This component is used for estimating the position of the robot using the hybrid 
map and the tag identification component. It simply reveals the relation between 
identified marker(s) and the relevant information stored in the database 
(topological map).  The inputs of this sub-system are the ID of the marker detected 
and the topological map and the output is the position of the marker relative to 
the global map.  
3.3.4 Re-Localizer (Integration component)! 
This component fuses the information given by the topological localization 
component and the particle-filter based metric localization process, which yield to 
a metric re-localization routine under the presence of an identified marker.  The 
inputs are the estimated position of the robot and the estimated position of the 
identified marker.  The output of the component is corrected position of the 
robot. 
Using the above-mentioned software components the main navigation framework 
is achieved. The resulting system is graphically presented in Figure 11; and it 











Chapter 4  
 
Papers and Extended Work 
The rest of this thesis has been organized as a collection of papers. These papers 
have been reformatted and form individual pieces of work at the end of the thesis.  
This chapter aims to highlight the findings that are presented in these papers. 
Moreover, this chapter also presents the extensions of these works, which are not 
included in original papers. These extensions are either made after the 
publication/submission of papers or could not be included in the papers at the first 
place, due to space considerations. 
This thesis is the result of an Industrial PhD project. Therefore, in addition to 
scientific papers, physical experiments and proof-of-the-concept demonstrations 
play an important role in dissemination of the knowledge. In line with this goal, a 
functional prototype is developed.  
Following several experiments, the prototype was demonstrated at the Bispebjerg 
Hospital in several occasions; with the participation of several stakeholders from 
the hospital, DTU and Force Technology. In addition to being very useful to show 
many key concepts that were developed during the project, the demonstrations 
gave us the opportunity to grasp the reactions and expectations of prospective 
users. A short video, compiled from these demonstrations can be seen at 
http://bit.ly/hwo0Sx.  
4.1 Service Robots for Hospitals: A Case Study of 
Transportation Tasks in a Hospital 
The Industrial PhD project aims to outline the design of an automated logistics 
system for hospitals. Accordingly, one of the fundamental tasks before delving into 
the technical issues is to analyze the existing transportation system in a hospital. 
This paper concisely deals with this task: Taking a snapshot of the transportation 





Such an analysis is not only important for the specific task of developing 
transportation robots for Bispebjerg hospital; but it gives an insight to the hospital 
logistics, and provides a significant resource to designers, developers and 
researchers of service robots. Consequently, the main contribution of this paper is 
the analysis itself, and the design guidelines for implementing robotic transportation 
systems in hospitals. 
The summary of the transportation tasks is given in Table 2. In other words, the 
table shows the vast amount of resources that are should be canalized to logistics; 
in order to keep up the healthcare service in a typical hospital. 
 
Table 2, Summary of transportation tasks in Bispebjerg Hospital 
Task Personnel Hours per Week 
Medicine Transportation Porters (2) 50.4 
Mail Delivery Hospital Employee (4) 107.1 
Refills for Storages in Units Porter (1) 27 
Refills for Sterile Cabinets Hospital Employee (2) 69 
Meals and Food Porters (5) 98 
Transportation from Central 
Supply (non-medical) 
Porters (2) 51,8 
Clothes and Laundry Porters (4) 130 
Waste Collection Porters (4) 195.84 
Clean/Dirty Beds Porters (3-4) 113.4 
   
Total: Min. 27 Personnel 842.54 hours 
 
Automation of the logistics is a broad concept and service robots can be 
implemented in various levels. In accordance with the analysis, three scenarios are 
developed for possible implementation of robotic transportation: 
1. Adaptation of service robots to the existing logistics system 
2. Partial reconfiguration of the logistics system 
3. Reconstruction of the logistics system 
These scenarios are in the order of increasing complexity; while a total 
reconstruction of the system will result in the highest efficiency, it is also the most 
costly option. Similarly, replacement of human porters with service robots is the 
simplest, yet a sub-optimal solution. This paper therefore suggests a partial 
reconfiguration of the logistics system as the most optimal way to introduce 
service robots to the hospital. In this scenario, transportation tasks are prioritized 
and redefined for automation. Existing storage facilities are utilized, but 




In May 2010 (after the publication of this paper), Bispebjerg Hospital is granted 
funding for renovations under the regional healthcare reform. The project will be 
finalized in 2020, with an addition of 127,100 square meters to the existing hospital.  
Regarding the renovation project, a similar analysis is conducted by Bispebjerg 
Hospital, with the aim of analyzing the usage of the tunnel network (Figure 12) that 
connects the majority of the buildings in the hospital [111]. Over 14 days, the 
traffic at tunnels was recorded. Similar to the paper, the goal of this new analysis is 
to provide input to the renovation project. 
Results again show the vastness of the traffic and material flow inside the hospital: 
Over 31,000 people were recorded, with an average of 2,000 users per day. 
Busiest days are Wednesday and Thursday, whereas the highest traffic occurs 
between 9 and 10 o’clock in the morning as seen in Figure 13.  
 
 
Figure 12, The tunnel network of Bispebjerg Hospital. Marked locations were used for sampling the 
traffic. 
The analysis also depicts the profile of the users. As expected, porters are the ones 







Figure 13, Daily usage of the tunnel network in Bispebjerg Hospital [111] 
4.2 Mobile Robot Navigation Using Visual Tags: A Review  
Reliability, scalability and adaptability are three key concepts in this PhD project. 
Several design considerations were made to achieve a robust system, including the 
use of hybrid maps; which is in turn related to the concept of ‘nodes’ and 
‘topology’. 
To achieve highly reliable and multi-functional topological maps, it is necessary to 
mark certain areas of the environments. In this paper, a review of the visual tags is 
given, with the intention of finding the most suitable types of visual tags for service 
robot applications. Visual tags are chosen over other types of markers such as 
RFID tags or infrared beacons, due to their ease of installation, very low cost and 
simplicity (they are in essence, regular print-outs).  
Due to their long range of use, a number of visual tags have been developed. In this 
paper, they are categorized as 1-D/2-D Barcodes and template based / id based / 
topology based augmented reality markers.  While barcodes mainly focus on data 
storage, augmented reality markers aim easy detectability. In short, augmented 
reality markers are designed for estimating the relative pose of the camera, and 
augmenting computer generated 3D objects into the live video stream. 
Looking at the usage of visual tags in mobile robot navigation; a long list of systems 
and applications can be observed. Many of these systems are proprietary and solely 
designed for the specific task. These tasks include visual servoing, identification and 




Reviewing the literature in robotics reveals the common problem of ‘reinventing the 
wheel’ and it also underlines the purpose of this paper. Instead of designing a new 
type of visual tag that can have only a limited use in the context of the service 
robot application, it is aimed to identify the most suitable visual tagging systems 
that have wider usage and established methods for encoding and decoding.  
As a result of the review two types are identified as the most suitable types of 
visual tags for mobile robot navigation. Id-based augmented reality markers are 
suggested, due to the fact that they are already designed for real-time detection 
with depth estimation capabilities. This makes them suitable for robotic systems 
that typically have limited computational resources. In essence, they are called Id 
based because each marker points to a number between 0 and 4095. 
2D barcodes (particularly QR Codes and Datamatrix) are also found to be 
potentially useful for robotic applications. They are already being used in pervasive 
computing applications, and their main advantage over augmented reality barcodes 
is the possibility of encoding any type of information directly on the barcode. This 
opens the door to building semantic topologies, where relevant information about 
each node is directly stored in the visual tag that is attached at it’s physical location. 
On the other hand, detection of 2D barcodes is typically slower, and they are not 
originally designed for estimating depth.  
4.2.1 Simulations 
Based on the conclusions of the paper, two simulation scenarios are developed to 
test the detection and pose estimation characteristics of augmented reality 
markers. Using PovRay [112], a programmatic 3D tool, translation and rotation 
simulation data are generated.  
In the translation test (Figure 14), camera simply moves above the marker in 
horizontal direction. As the marker becomes fully visible (around frame no.20), 
pose estimation becomes possible.  Distances (x,y,z) are estimated quite accurately; 
errors are bound within 0.2 cm. Roll angle is estimated as 180 degrees, and Yaw 
angle is found to be 0. Most fluctuations are observed in Pitch angle (max. 8 
degrees), whereas the actual value is 0 degrees. 
Similarly, the camera rotates around the marker with a fixed radius of 40 cm 
(Figure 15). The results show that depth estimation is orientation dependent: As 
the marker becomes perpendicular to the camera, estimations become more 
accurate. Angles also suffer from orientation, the detection becomes possible 
between 25-165 degrees. 
In general, estimation errors are found to be non-critical (small compared to 







Figure 14, Translation test. Camera moves over the marker in x direction (top). The elevation of 
the camera is estimated as 40 cm, whereas the x position of the camera varies between 20/-20 cm. 








Figure 15, Rotation test. Camera moves around the center axis of the marker (top). The elevation 
of the camera (radius of rotation) is estimated around 40 cm (middle). Marker detection starts at an 
angle of approx. 70 degrees. (bottom)  





4.3 Practical Indoor Mobile Robot Navigation Using Hybrid 
Maps  
This paper aims to outline a framework for the design of service robots in 
hospitals, and it proposes a generic method for navigating in typical indoor 
environments. It approaches the problem from system design perspective, and 
provides a reliable, scalable and adaptable solution.  
Despite most of the work that focus on mapping, localization and path-planning 
problems separately, this method provides an integrated solution that affects how 
the environment is represented and how the solution can be implemented in real 
life. 
The key concept in this work is hybrid map representation; that allows managing 
complexity. Instead of mapping the whole environment in a single, globally 
consistent map (as in Figure 19); our method only deals with small local maps, 
which are easy to obtain (Figure 20). These slightly overlapping local maps are 
manually annotated – an inevitably manual process to augment semantic 
information, and based on the correlations of the nodes (annotations); a global 
topology of the environment is achieved (Figure 16). 
 
 
Figure 16, Summary of hybrid mapping. The robot is first manually driven in the local environment 
to record a dataset. Then the dataset is processed to obtain a metric map; which is in turn 
annotated. Given a set of annotated local maps, the method finds the commonly occurring nodes 




Having this representation, it is easily possible to plan a topological path from 
robot’s current destination to a point-of-interest. During normal use of the robot, 
users are only prompted to command the robot to a destination. The available 
destinations are automatically extracted from the global topology map, and they 
abstract numeric pose information of the points-of-interest in a given local map 
(e.g. “Steen’s Office” correspond to x=2.453m, y=3.425m, θ=0.297rad).  
Places-of-interest are marked with visual tags (id-based augmented reality markers), 
in order to create a redundant layer for topological localization and mapping. Using 
the markers, it is possible to identify switching nodes (where local maps overlap).  
The overall advantages of the method can be summarized as follows: 
1. Manageable mapping: Obtaining metric maps of large environments is rather 
difficult, if not time consuming. Mapping depends on simultaneous localization and 
mapping; where the path of the robot is estimated using odometry and corrected 
using range sensors. As the environment gets bigger and the robot needs to 
traverse large distances, errors in estimation and correction eventually grow and 
result in inconsistencies (Figure 17 illustrates this phenomenon). Partitioning the 
environment into chunks makes it possible to generate small, local maps, since 
global consistency is not necessary.  
 
 
Figure 17, An inconsistent map of a relatively large are from Bispebjerg Tunnel Network. In addition 
to the size of the environment, several factors, such as un-even floor and slope differences result in 
an unusable map. 
2. Adding maps over time: Mapping a large environment in one shot is often not 
possible. In addition to the reasons related to post-processing that are stated 
above, it is not practical or feasible to map such an environment due to the time it 
will take to traverse the environment. Again, from system design point; it is much 




the method only deals with the relative topology of local maps; it is possible to 
systematically build the map of the whole environment step by step, as the new 
maps become necessary. Moreover, the existing maps can be altered in the same 
way, if a part of the environment changes due to e.g. construction. Similarly, new 
points-of-interest can be added modified or removed if necessary. These changes 
will be handled automatically, hiding the complexity from the user.  
 
3. Vertical topology: Majority of the hospital buildings has multiple floors – an issue 
that is hardly touched in robotics research. Since this method only deals with 
global topology, it is also capable of representing multi-floor buildings (as 
illustrated in Figure 18). The way local maps are handled is purely abstract and only 
denoting the connectivity of places. As a result, the method does not differentiate 
whether a local map is connected to another local map in the same floor, or in a 
different floor.  
 
Figure 18, The method can transparently handle multi-floor buildings. 
 
4. Simple path planning: Users of a service robot in a hospital does not necessarily 
concern with sending the robot to any given point in the environment. Instead, 
only a number of possible destinations are important. In this method, these places-
of-interest, together with a number of ‘switching nodes’ are represented through a 
global topology map. Consequently, a global and abstract plan can be generated 
using this topology.  This is also similar to how humans navigate; using landmarks 
as waypoints until the destination is reached. 
Moreover, the environment representation used in this method makes it possible 
to create global topologies where nodes are connected with weighed links. 
Consider the city traffic, where certain paths are not optimal, even though they 
are shorter. Similarly, certain corridors in a hospital can be e.g. too crowded and 
should not be crossed at certain times of the day.  
 
5. Simple localization: Due to the redundant representation of the environment, 




a. Any given time during navigation, only the map of a small part of the 
environment is active. Therefore, metric localization is only confined to a 
small local map. 
b. Nodes of the topology map are marked with visual tags; which create a 
redundant layer for localization. Even though the metric localization of the 
robot might be off (it might loose it’s accuracy for several reasons); 
observing a node (which is anchored on a local map) will re-calibrate the 
metric localization. 
 
6. Semantic human interaction: Mapping, localization, and environment 
representation are inevitably robot-centric tasks. A robot needs to know positions 
and orientations of static objects (e.g. metric map) of the environment in order to 
plan its motions. On the other hand, humans require semantic information while 
using a service robot. Through hybrid maps, this method facilitates a common 
representation that can be used by both robots and humans. High-level and 
abstract global topology map is only available to humans as a simple list; and robots 
only deal with low-level, numeric local metric maps. Nodes act as glue between 
low-level and high-level maps, enable hybridization, and make the overall map 






Figure 19, Actual physical layout of the environment. The maps are manually aligned, and the red 
dots represent “switching nodes”.  Obtaining such a layout of large environments or multi-floor 





Figure 20, The same environment, represented with our method. The local maps do not need to be 
aligned, and therefore a globally consistent metric map. The local maps does not even need to be in 
the same resolution or orientation; as the global path only deals with the topology and the local 





4.4 Automatically Annotated Mapping of Indoor 
Environments  
This paper proposes a novel method to semantically annotate maps using 2D-
barcodes. In relation to the previous paper, the aim is to create semantic maps for 
service robot applications with minimal human intervention.  
2D-barcodes are already being used in numerous ubiquitous computing 
applications. They can visually encode information, and this information can be 
decoded by very simple hardware (e.g. camera-phones). Therefore, they can 
physically embed the semantic information to the locations they are attached.  
In this work, we go one step further and exploit the physical characteristics of 
these barcodes to estimate their global positions in the environment. Since they 
can carry any data; along with the semantic information, we embed the physical 
characteristics of the barcode (i.e. only the width of the barcode, due to their 
square shape).  Using triangulation, and four physically known points on a plane 
(Corners of the barcode, where the center of the barcode is the origin), it is 
possible to estimate the pose of the camera (therefore the robot), with respect to 
the 2D-barcode (Figure 21). Obtaining a number of observations (Figure 22) and a 
metric map with the help of range sensors, an automatically annotated, semantic 
map of the environment can be generated.  
 
 
Figure 21, Fusion of two pose estimates: Range sensor is used to build a metric map, whereas 





Figure 22, Raw estimates for marker poses.  
In addition to the results presented here and on the paper; an interactive map can 
viewed at http://bit.ly/semacodedMapping.  
The method presented in this paper is a novel way of annotating environments and 
creating hybrid maps. Places are physically linked, and marker poses are 
automatically estimated; making the method unique and very suitable for service 
robot applications.  
2D barcodes used in this method are well-established international standards with 
a considerable user base. There already exists well-established and widely available 
methods for decoding 2D barcodes on any camera-phone; and these ubiquitous 




Therefore, the semantic representation presented in this work can be easily 
extended for multiple uses.  
The video (which can be seen at http://bit.ly/whereAmI) shows a simple way of 
using the semantic map that is generated by the robot for human navigation. In this 
experiment, a camera-phone is used for localization and path planning inside a 




Figure 23, Doorplate design that incorporates Semantic Barcodes. These barcodes are so-called ‘v-
cards’, that can carry a wide range of information, such as e-mail address, phone number, calendar 
information, website link. 
These experiments are based on a scenario, where hospitals of the future 
incorporate pervasive computing technologies; having smart buildings with ambient 
intelligence. In accordance, a very simple modification on doorplates is proposed. 
As illustrated in Figure 23, a 2D barcode on the doorplate can provide vast amount 




environments that impose difficulties to patients in terms of finding their ways 
inside the buildings. As illustrated in the video, our method can further utilize these 
doorplates for guiding patients.  
4.5 Mapping of Multi-Floor Buildings: A Barometric 
Approach   
This paper introduces an original method for mapping (and navigation) in multi-
floor buildings. In terms of service robotics, vast majority of targeted environments 
are multi-floor buildings such as hospitals. Despite the crucial need, and despite the 
vast amount of research on mapping of single floors; the area of multi-floor 
buildings remains untouched.  
The method presented in this paper exploits a simple phenomenon: Barometric 
pressure varies with the altitude. In simple terms, we do sensor fusion, by 
separating the range data from different floors, based on barometer readings from 
an inexpensive pressure sensor. As a result, we can automatically generate globally 
consistent 2.1 dimensional maps of multi-floor buildings. The maps are called 2.1D 
because each floor map is represented on a plane in 3D.  
It is a known fact that the barometric pressure varies with atmospheric events, and 
therefore does not remain the same at the same floor in time. On the other hand, 
it is also a fact that the changes in barometric pressure over time occur relatively 
slowly, and without sharp fluctuations (Figure 24).  
As explained in detail in the paper, this method is mainly concerns with the 
detection of floor transitions, where the robot travels from one floor to another. 
Considering the fact that moving from one floor to another using elevators takes at 
most a few minutes, the significant changes in pressure readings can be regarded as 
the change of the floor.    
 





Figure 25, Pressure readings from 6 different floors of a building. It can be easily seen that the 
barometric pressure (represented in colors) is uniform and different than other floors. In the same 
way, it is also possible to spot the elevators where the pressure (color) is relatively different than 






Figure 26, The temperature maps of the same building. It can be seen that despite the changes in 
temperature, pressure readings remain stable (previous figure). Even though it is not used for 
robotic purposes, these maps can provide very valuable information to building engineers; such as 





The principles of the method can be visualized as in Figure 25, where pressure 
readings from 6 floors of a multi-floor building are illustrated in varying colors. As 
shown in the paper (Figure 68), the pressure remains relatively constant in 
individual floors, during the course of mapping.  
Inspecting the pressure (colors) in different floors also leads to a simple semantic 
knowledge about the environment: locations of elevators. The locations can be 
easily detected by observing the highest variation in color within the same floor 
(Figure 27).  
 
 
Figure 27, Elevators in detail. The pressure difference between the elevators and corridors are 





The method proposed in this paper addresses an important issue that is key to 
most service robot applications. It is developed around a scenario, where a single 
robot maps the environment in a single run; and the resulting map depicts the 
elevations of individual floors in terms of the barometric pressures at the time of 
mapping.  
In addition to the method presented in the paper, we worked on a simple 
enhancement that extends the system: Having even a single reference reading from 
a know point will enable multi-robot mapping, vertical localization and globally 
consistent and time-invariant multi-floor maps. Since barometric sensors are 
inexpensive and they can be used beyond service robotic applications, it is even 
possible to install a sensor node in each floor. 
This idea is further developed and a simple implementation is achieved. The sensor 
node we propose is evolved around a wireless access point. We interfaced a 
barometric pressure sensor to the internal board of the access point, and 
programmed the hardware to publish temperature and pressure data whenever 
requested (twitter feed for the sensor node can be seen at 
http://twiter.com/Reportweather). 
 
4.6 Integration of Semantic Annotation and Multi-Floor 
Mapping Methods 
Both automatic annotation and multi-floor mapping methods can be regarded as 
parts of a general framework. Therefore, it is obvious to integrate these two 
methods to obtain automatically annotated multi-floor maps. These maps offer a 
robust and unified representation to service robot applications. 
In this context, an experiment is conducted at Bispebjerg Hospital. 24 places are 
designated as places-of-interest in two floors of the building 60, and they were 
tagged with 2D barcodes. The mobile robot is guided in the environment to collect 
images, range readings and pressure readings. The dataset were finally processed to 
generate the results that are presented in Figure 28 - Figure 33. Despite the lack of 
ground truth, it is observed that the generated map is very accurate, in terms of 
the annotations and their respective poses. Furthermore, maps are correctly split 






Figure 28, Marker pose estimates for 20 points-of-interest on the 1st floor of building 60 in 










Figure 30, A close-up view from the 1st floor 
 





Figure 32, Pressure readings from 1st and ground floors 
 
Figure 33, Correlated pressure maps from the ground floor and 1st floor. 
 




4.7 GPU-Accelerated Visual Localization 
Localization is the process of estimating the pose of an agent, given a 
representation of the environment and sensor input. In this work, we extend the 
hybrid-mapping concept that is previously presented, by introducing Topo-metric 
Appearance Maps.   
The main feature of topo-metric appearance maps is to represent the environment, 
based on appearances, without the need for visual tags. Such a representation also 
offers a new method for doing localization with a single camera.  
With the introduction of Scale-Invariant Feature Transform (SIFT) algorithm [113], 
a number of vision-only localization methods have emerged. Commonly, these 
methods utilized local image detectors and descriptors (SIFT being the most 
popular) but utilized different strategies, such as building sparse-3D maps based on 
stereovision [114], Monte-Carlo localization [115], monocular simultaneous 
localization and mapping[116] and graph-based least square optimization [117]. 
Most of these methods, however, suffer from high computational costs of 
detecting, describing and matching features in images. 
Utilization of graphical processing units (GPU) for general-purpose computation is 
a relatively new concept and highly active field of research. GPUs have massively 
parallel architectures that suit well for problems with simple repetitive 
computations. Consequently, several implementations of GPU based feature 
detection, tracking and matching are reported [118-121]. 
Based on the previous work that demonstrates the merits of hybrid 
representations, and the recently available GPU based image-processing 
techniques; we propose an appearance-based localization method that exploits 
Topo-metric Appearance Maps.   
Environment representation is done by using a robot that is equipped with a laser 
range finder and an omnidirectional camera. The omnidirectional camera plays a 
key role in this method, as it offers a circular, 181-degree field-of-view appearance 
of the environment in a single frame. For localization, on the other hand, the only 






Figure 35, An omnidirectional image from one of the experiments in Bispebjerg Hospital.  Using an 
inexpensive fisheye lens, it is possible to capture appearances of the environment using a single 
camera. 
4.7.1 Method 
4.7.1.1 Map Generation 
Building a Topo-metric Appearance map is an offline process, and it requires a 
standard robot setup; which uses wheel encoders to estimate the path of the 
robot, a range sensor to detect objects in the environment and to correct the path 
estimation, and a camera to capture appearances (Figure 36). The path estimated 
by wheel encoders is prone to system noise and integration errors, and it needs to 
be corrected using a particle filter [122]. This process is usually referred as 
Simultaneous Localization and Mapping (SLAM), and it has two outputs: A metric 
grid-map and the corrected path of the robot during exploration.  
Using the corrected path and the metric map of the robot, it is possible to select a 
sparse set of appearances from the dataset of collected images; and correlate them 
to metric poses based on their timestamps.  The final result of this process is the 
Topo-metric Appearance Map; a sparse set of appearances with known positions and 







Figure 36, Making of a Topo-metric Appearance Map 
 
4.7.1.2 Signature Generation 
A signature is the quantitative characteristics of an appearance; whereas an 
appearance is a representative image of a scene in the environment. One way of 
creating a signature is to use local image features. In this work, we adopted Scale 
Invariant Feature Transform (SIFT) for detecting and describing features in 
appearances.  
At this step, a vector of signatures is obtained, which correspond to the features of 
all images in the Appearance map. 
 
4.7.1.3 Camera-only Localization 
Having the topo-metric appearance map and the signatures vector; it is possible to do 
pose estimation, using a 'less capable' system; which might use a camera as the only 
sensor. The system simply compares captured frames during runtime to the images 
from the appearance map.  
The overview of localization system is illustrated in Figure 37. This method relies 
on GPU acceleration [118]; live camera frame is transferred to GPU, its signature is 
computed, and matched against the signatures vector of appearances. Finally, the 
pointer to the best match is returned from the GPU, and the pose is estimated 





















Figure 37, Camera-only localization using GPU 
 
4.7.2 Empirical Validations 
The method is first implemented on a mobile platform evaluated in a typical indoor 
environment.  The 'capable' robot consists of a Pioneer 3-AT robot base, SICK-
LMS200 laser range finder, a USB camera and a netbook computer (Figure 38, left).  
The robot is manually guided in an indoor environment (~30x40 meters), and the 
collected data is post-processed to obtain the topo-metric appearance map, which 
consists of 204 images (out of 915 collected) (Figure 39, right).  
Localization performance is evaluated using a 'less capable' setup; which simply 
consisted of a USB camera connected to a laptop with discrete Nvidia graphics 
chipset (gt-9600). The setup is placed on a wheeled base (Figure 38, right), and 
manually moved inside the environment with fast walking speed (~1m/s). Best five 
matches from the appearance map was tracked, and it was observed that the 
system was able to consistently estimate its correct position in the map at a speed 
of ~1Hz, despite the changes in illumination, partial occlusions and elevation of the 
camera (Figure 39, left). More detailed results can be seen in the video that is 
accessible from http://bit.ly/cameraOnlyLocalization.  
The presented method offers significant advantages that are not only limited to 
wheeled service robot systems. Since the only necessary sensor is a camera, the 
proposed method can be extended to a wide range of domains.  
Unmanned aerial vehicles (UAV) are one of the ideal targets for extension, since 
the payloads of these flying robots are extremely critical. To investigate the 
usability of the topo-metric appearance maps for UAVs, we used the system shown 
in Figure 40. This helipad has four rotors, a micro-PC and a payload of 
approximately 500 grams. Using the wireless network, the helipad can relay the 




























Figure 38, Platforms used for map generation (left) and for evaluating localization performance 
(right). The platform on the right is, in essence, a laptop and a camera on wheels. 
 
Figure 39, Localization using topo-metric appearance map.  
During the experiment, the helipad is manually flied in the environment (for safety 
reasons). Images that are captured are transferred to the stationary computer, and 
signatures of appearances are calculated. Finally, using the same map that was 
generated by the robot in the previous experiment, localization is achieved.  
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Figure 40, A helipad with an omnidirectional camera.  
 
Figure 41, Approximate altitute of the helipad during the experiment 
It is worthy to note that the altitude of the helipad fluctuates significantly over the 
course of the experiment. As illustrated in Figure 41, the helipad starts from the 
ground, and it gets very close to the ceiling at a few instances during the 
experiment. The topo-metric appearance map is generated by a wheeled mobile 
robot (Figure 38, left), which has a fixed camera altitude (approximately 35 cm 
from the ground). Despite the substantial field-of-view changes (due to the varying 
altitude) the helipad successfully localized itself on the map. The experiment, and 
the results can be seen at http://bit.ly/helipadLocalization. 
x
z
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Chapter 5  
 
Conclusion 
Healthcare system is the most vital foundation of a welfare society. Trends in 
politics, economics, demographics and technology clearly point that service robots, 
sooner or later, will be an indispensible part of the hospitals. Subsequently, 
automation is the key for maintaining the quality and sustainability of healthcare. 
This thesis summarizes the efforts to address some key technical problems that 
concern the use of service robot in hospitals. The particular focus has been around 
the issues of reliability, adaptability and scalability.  
In conformity with problem analysis, the current state of the logistics was studied. 
This study gives a good snapshot of the scale and the boundaries of the situation, 
which is not only valuable in the context of this thesis, but in a much wider aspect.  
Obtaining the overview of the problem enables us to focus on further matters, 
putting the robot navigation problem to the focus. It was soon realized that sensor 
fusion is an important concept, and machine vision is a vital tool.  
In strong compliance with the ultimate focus of the project, visual tags were 
investigated for their prospective use in service robot applications. Their simplicity 
leads to reliable solutions; they are easy to encode or decode, to install or to 
modify. As exemplified in multiple papers, they have versatile characteristics, which 
can be exploited to physically embed information into the environment and do 
pose estimation based on a single snapshot. These features are important to 
achieve adaptable systems. 
Next, we proposed a fundamental framework for the navigation of service robots, 
using hybrid maps. The framework was developed with an overall system design in 
mind, and it addresses the key issues of the navigation system. Utilizing hybrid 
maps, the complexity of the problem is reduced and a scalable and adaptable 
system is achieved. Moreover, using the concept of points-of-interest and visual 
tags, a redundant localization system is made possible. Having a redundant layer for 




Consequently, the issue of annotation is addressed. It is a fundamental problem in 
environmental representation; which also makes the robotic systems usable by 
humans. We proposed a new method to physically annotate the maps and the 
environment, which greatly reduces the manual labor that is normally necessary; 
and which makes the existing annotations easily modifiable. This is an essential 
requirement in service robot applications, and we have proven that the 
representation achieved by this method is not only practical for robots, but it can 
also be used for human navigation. 
Finally, a critical issue is resolved with a pioneering method: mapping and navigation 
in multi-floor buildings. The vast majority of the targeted environments for service 
robots are multi-floor buildings, and we presented a very simple and effective 
method to represent floors in terms of barometric pressures. The method is based 
on fusing barometric pressure data with that of range sensors; which makes it 
easily extendable to the most existing robot platforms.  
Many of these works have already been extended, yet there is room for 
improvement in the future.  
A natural augmentation would be studying multi-robot scenarios, where the focus 
shifts to optimization problems and operational research. A true automation of the 
logistics in a hospital is only possible by approaching the problem from system 
level, and based on the demonstrated capabilities of robots; the whole logistics 
system should be reorganized.  
Similarly, another critical issue that was not touched in detail in this thesis is 
human-robot interaction. If the robots will operate in daily environments, they will 
have to cooperate or collaborate with humans. Human-robot interaction is an 
emerging research field, which primarily concerns with safe, reliable and efficient 
operation of robots. The hospital domain adds an extra significance to the 
necessity of studying this interaction. 
As stated above, this thesis summarizes the efforts to address some key technical 
problems that concern the use of service robot in hospitals. A successful utilization 
of robots will require a much bigger effort and many more experts in a wide range 
of specialties. The future is inevitable, and we can only hope that this work will be a 




Chapter 6  
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6.1 Service Robots for Hospitals: A Case Study of 
Transportation Tasks in a Hospital 
 
Abstract – In this paper, the need for automated transportation systems for 
hospitals is investigated.  Among other alternatives, mobile robots stand out as the 
most prominent means of automation of transportation tasks in hospitals. 
Existing transportation routines of a hospital are analyzed in order to verify the 
need for automation and identify possible areas of improvement. The analysis 
shows that most of the existing transportation is carried out manually, and 
hospitals can greatly benefit from automated transportation. Based on the results 
of the analysis, three alternatives are derived for implementing mobile service 
robots for transportation tasks in hospitals.  
6.1.1   Introduction 
In this paper, it is aimed to analyze the transportation routines of a hospital, in 
order to understand needs for designing mobile robotic transportation systems 
and identify possible types of transportation tasks that can be improved by 
automation. As a result of the analysis, three strategies are developed and 
discussed for using autonomous mobile robots at hospitals for transportation: 
Adapting to existing transportation system, partial reconfiguration of 
transportation system and reconstruction of the whole system. 
The paper is organized as follows. In the second section, the need for 
transportation automation in hospitals is elaborated and existing automation 
systems are presented. In the third section, Bispebjerg Hospital, where the analyses 
of the transportation tasks made upon is described in detail. In the fourth section, 
findings of the paper are discussed, and in the last section, conclusions are 
presented.  
6.1.2 Background 
6.1.2.1 A. Need for automation in hospital logistics 
Hospitals are one of the vital organs of the modern society. Demographical factors, 
such as increasing elderly population, bring up the need for reviewing healthcare 
services to improve hospital operations and their efficiency and effectiveness.  
The primary service provided by a hospital is patient care. In order to able to 




care of in the hospital. Even though most of these services are invisible to patients, 
they have a considerable effect on how patients experience their visit to the 
hospital.  
One of the major and usually underestimated support services in hospitals is the 
logistics. Main task of a hospital logistics service is to organize and maintain the 
material flow in the hospital. A vast variety of materials are essentially needed in a 
hospital, which often result in complex transportation systems and tangled flow of 
materials.  
There is a growing interest in automation of logistics in hospitals. The main 
motivation behind is to reduce operational costs; nearly %30 of hospital expenses 
is resulting from logistics activities [123]. Statistics also show that the number of 
hospital patients is increasing in western countries such as Denmark [124], [125], 
which substantially increase the load of supporting logistic functions. Finally, variety 
of materials and equipment that are being used in hospitals is expanding. New 
supplies and equipments are being developed increasingly, and one-time use, 
disposable items are being more common. As a result, the volume of 
transportation expands substantially; more materials need to be transported more 
frequently.  
Transportation capacity can also be improved by automation. Manual hospital 
transportation tasks are usually bounded with the limitations of available human 
work power. Routes, volumes, weights and frequencies are planned according to 
available means of transportation framework and personnel. An automated system, 
on the other hand, can yield to a much flexible transportation plan. Routes can be 
optimized, and more frequent deliveries can be planned for both night and day 
time. The speed of response to inquiries can also be improved if tracking and 
inventory systems and transportation system is tightly integrated.  
Finally, effectiveness of everyday processes in hospitals can be improved. Staff can 
save considerable amounts of times, which in turn can be allocated to more patient 
related tasks. Therefore the quality of the service provided to the patient can be 
improved. 
6.1.2.2  Review of the automation systems used in hospital 
From certain aspects, hospitals are similar to manufacturing facilities; therefore 
many automation applications are adapted from these environments.  
Pneumatic tube systems are one of the most commonly used delivery systems in 
hospitals. They consist of a tube network that links different units in the hospitals. 
The cargo is placed in special containers, fed to the tube system at stations and 




network. It is usually used for small sized cargo; such as papers, specimens or 
pharmaceuticals. 
Track and conveyor systems are also common in hospitals for delivering relatively 
larger loads. Rails or conveyor belts are installed in horizontal or vertical 
configurations and materials are transported between floors and hospital units 
using self-contained lifting and dragging systems.  
An alternative to such systems, which is also the focus of this study, are mobile 
robots. Using robotic vehicles for transportation has been of a great interest in 
manufacturing sites for decades, where the environment often needed to be 
modified. In the last decade, these systems also became popular in hospitals as 
localization techniques are more advanced, and range sensors are faster and more 
precise; which makes it possible to implement such systems with minor 
modifications in environments. 
Helpmate was one of the pioneer implementations of automated robotic hospital 
transportation systems [13]. It was designed for transporting small sized cargo 
between departments, and it was able to autonomously navigate inside the 
hospitals, take elevators and avoid obstacles. Care-o-bot was developed to provide 
physical support to people requiring mobility and tele-presence capabilities for 
remote inspection, in addition to navigation capabilities [126].  I-Merc was 
introduced in [127], as a new and automated method of distributing meals in 
hospitals.  In [128], a system that consists of mobile robots and automated pick-
up/delivery stations is introduced. Automated stations enabled operation without 
the need of human loading and unloading at delivery points.  
Commercial applications have also started to emerge in recent years.  TUG [2-5] 
robot commercialized by Aethon, is a robotic system consisted of a tugging vehicle 
and specially designed charts to which the robot can be connected to. The system 
can navigate autonomously, and it also provides a system for tracking cargo using 
RFID technology.  Speciminder [4] is another commercial robot, which is 
specifically designed for distributing lab specimens throughout the facilities. It has 
similar autonomous navigation capabilities to TUG, but the cargo container is 
directly placed on top of the robot. Transcar [5] developed by Swisslog is also a 
similar system, which consist of a laser guided low-height vehicle that can go under 
wheel supported cargo carts (with loads up to 450 kg), lift them up, and transport 
to designations that are written to the RFID tags on the carts. Lastly, FMC 
Technologies developed ATLIS[3], based on their AGV platform that was already 
being used in manufacturing plants. It is very similar to Transcar, but it is larger and 
has greater payload (680 kg).  
 It is notable that most of the systems above are successors or derivations of 






Figure 42, Map of the Bispebjerg Hospital 
6.1.3 Analysis of transportations in a hospital 
In this section presents the analysis of the current transportation situation in a 
hospital, and it is believed that a careful investigation of the transportation routines 
is needed to be able to design efficient robots and achieve efficiencies in a more 
global scale.  
6.1.3.1 Description of the Bispebjerg Hospital 
Bispebjerg Hospital is located in the Northwest quarter of Copenhagen, Denmark. 
Due to its size and architecture, it represents a typical mid-sized European hospital. 
It serves to a population of 255.000 inhabitants [127], with around 500 available 




Bispebjerg Hospital was built in 1913, where different units were physically 
separated in a campus like architecture. An underground tunnel network connects 
most of the buildings. (Figure 42)  
6.1.3.2 Description of internal transportation tasks: 
The transportation tasks inside the hospital are classified according to the 
originated sources of the supplies. An overall view of the transportation tasks is 
given in table 1. 
The tasks are described as follows:   
6.1.3.2.1 Pharmaceutical supplies 
Each hospital unit has a room for stocking regularly used medicines. A pharmacist 
is associated to a number of medicine storage rooms, whom each day checks the 
status of supply and orders new medicine from the central pharmacy.  Unit nurses 
can inquire for extra medicine, using an order book. The pharmacist has the 
authority to register and send these orders. 
Table 1, Summary of transportation tasks 
 
There is a central pharmaceutical storage outside the hospital, which serves to a 
number of hospitals in the region. But inside the hospital, the system is distributed, 
so there is not a central unit for storing pharmaceuticals. Each day, the ordered 
medicine from the central storage is sent to the hospital in sealed boxes. These 
boxes are received by two porters, and then the medicine is distributed to various 
hospital units. At units, sealed packages are delivered in exchange of the signature 
of the responsible pharmacist or the head nurse of the unit. Only the pharmacist 






Figure 43, Carts and sealed boxes for delivering pharmaceutical supplies 
Pharmaceutical waste is consisted of leftover or expired medicine. These medicines 
are separated and returned back to the central pharmaceutical storage in the same 
way new medicine arrives. Patient medicine is regarded as clinical waste and 
disposed into yellow contaminated waste boxes, in compliance with bio-hazardous 
waste disposal regulations. 
 
6.1.3.2.2 Internal post office  
The hospital has an internal post office located close to the administrative units. 
The internal post office is mainly responsible from distribution of external mail 
received from the national postal service, collection and distribution of internal 
mail, and collection and dissemination of mail going out of the hospital. 
Additionally, the internal post office is the support unit for miscellaneous urgent 
delivery tasks, such as transportation of medical records, test samples or results, 
or blood units. 
There are five specified routes for mail delivery from the post office to hospital 
units. in each unit, the postal worker delivers the new mail and collects the mail 
from the outgoing box, and brings it back to the post office. Collected mail is 
sorted at the post office together with the external received mail, and the same 
routine is repeated two or three times a day, depending on the mail traffic. It is 
noteworthy that the mail delivery to the administrative units is done only once per 
day, because it is very time consuming due to the number of post boxes to visit ( 
approximately %25 of the whole distribution routine). 
The general tasks of the internal post office are handled by nine postal workers. In 




and 15 minutes to complete a round and return back to the post office. For the 
urgent delivery tasks, at least one person is kept on stand-by at the post office.  
 
6.1.3.2.3 Sterile production 
At the hospital, there are a total of 72 sterile cabinets in various units. These 
cabinets are used for keeping various sterile tools needed for the daily work. to 
make sure that the cabinets are equipped with the necessary content, the hospital 
has a department responsible for maintaining the stock and refilling of these 
cabinets. The department is also responsible from collecting sterilizing and packing 
the reusable equipment. 
Everyday, each of these cabinets are visited by two porters and their content are 
recorded. In second round same employees revisit the cabinets where new 
supplies are needed. Depending on the unit, each cabinet is refilled one to three 
times a week. 
Every morning, a porter collects used tools. Porter visits hospital's units, collects 
the tools in a large cart, and returns them back to sterile production unit for 
cleaning and re-sterilizing. 
6.1.3.2.4 Central sterile products storage 
The sterile products storage is responsible from storing both sterile and non-
sterile single use products.  
Ordering of non-sterile products is done through an internal online ordering 
system automatically, so that the storage keeps a minimum amount of supplies. 
Single use products are handled in the same way as sterile tools coming from 
sterile production unit, and are kept in the same sterile cabinets. These products 
are delivered together with the sterile tools, and then disposed to contaminated 
waste boxes.  
6.1.3.2.5 Kitchen 
Each hospital unit order food needed using the same ordering system as sterile 
products storage. The orders are processed in the hospital kitchen and food is 
distributed to units in two rounds: at 7 AM for the breakfast and at 11:30 AM for 
lunch and dinner. Food is delivered to units in special carts with heating and 
refrigeration (Figure 44). Each unit is responsible from the internal distribution of 
the food and supplement of tableware. One hour after the delivery, the empty 
carts are collected by the same porter that makes the delivery. Apart from meals, 
kitchen also supplies groceries such as bread, snacks and drinks to units. Each unit 
consumes a cart of groceries per week, and everyday, six to nine carts of groceries 







Figure 44, Food cart with heating and cooling 
 
6.1.3.2.6 Central storage 
Central storage is the main storage facility of the hospital. Currently 1296 stock 
articles are handled by the central storage.  
Hospital units place their orders weekly, using an online ordering system and 
receive their orders on a specific day of the week. Three carts are available for 
transportation of good from the central storage. There are rounds throughout the 
day, and in each round there are 3 to 5 stops. Goods are only going out of the 
central storage; therefore each cart comes back empty at the end of the round. 
 
6.1.3.2.7 Bed maintenance 
Each time a bed patient is discharged, the used bed is sent to the bed maintenance 
central for cleaning. During the first half of 2008, an average of 2700 beds were 
processed per month.  
Used beds are usually collected by the department’s three porters, or sometimes 
sent directly from the unit the patient is discharged. When a bed arrives, sheet, 
cover, quilt and pillow is removed and delivered to the laundry central. Each bed is 




undergoes a certain cleaning routine.  Cleaned beds are remade using clean linens, 
and kept in a storage zone, as seen in Figure 45, which can store up to 80 beds. 
 
6.1.3.2.8 Laundry central 
Laundry central in the Bispebjerg hospital serves to a number of hospitals in the 
region. In total, % 20 of the production is allocated to Bispebjerg.  
Everyday, 30 -45 carts of clean clothes are distributed, whereas 25-30 carts of dirty 
clothes are collected in the hospital. Personnel uniforms are handled separately 
from the other cloths, where the staff can pick up clean uniforms from special cloth 
boxes.  
One unit employee goes rounds at 60 different storage rooms of the hospital and 
estimates the needed supplies. Based on these estimations, clean cloths are 
delivered to these rooms and dirty ones are collected subsequently. Dirty cloths 
weigh %10-12 higher than the clean cloths per unit cargo.  
 
 
Figure 45, Clean beds are kept in the buffer zone 
 
6.1.3.2.9 Refuse disposal / renovation 
Refuse disposal unit is responsible from gathering and sorting hospital waste. There 
are several types of waste being collected. These types and corresponding amounts 




There are certain regulations on disposal of waste in hospitals, as mentioned in the 
pharmaceutical supplies section. Each hospital unit is responsible from sorting their 
own waste.   Clinical waste must be kept in sealed containers in disposal rooms 
that are located in each floor or unit of the hospital. Most of the waste generated 
in the hospital is stored in disposal rooms, but some of the general-purpose waste 
is disposed to garbage chutes. 
 




The analysis clearly shows that the transportation system in the hospital is very 
complex. Some of the sources of the complexity are identified as the different 
sources of material flow, different time constraints on distribution routines, work 
regulations of the personnel and transportation equipment being used. 
Based on the findings, three alternatives are devised for the implementation of 
autonomous robots in transportation systems in hospitals:  
 
4. Adaptation to the existing system: The transportation system remains the same in 
the global level. In certain types of transportations, robots are used to fulfil 
existing transporting tasks. Routines remain as they are. 
 
5. Partial reconfiguration of the system: Certain tasks are identified, and robots for 




optimized based on the capabilities of robots. Existing storage facilities are utilized, 
and the delivery routines are stretched to 24-hour operation. 
 
6. Restructuring of the system: In order to facilitate system wide optimization, a 
central stock system is implemented. Various types of materials can be stored in 
the central stock. The main advantage of this system is that it is possible to 
combine different types of materials at the central stock and send them together; 
so that number of dispatches is minimized. Different types of robots are 
introduced accordingly, and routes are optimized for 24-hour operation.  
It is possible to say that most of the robot systems presented in the previous 
section fall into the first alternative. It is the easiest option in terms of 
implementation overhead; since there are minor alterations on the routines and 
the robot transporters are simply take place of the human counterparts wherever 
feasible.  
Service robots in hospitals are still not very common and existing ones are under 
active development. Therefore it is normal to observe that they simply try to adapt 
to existing transportation systems. But it can also be claimed that in this 
alternative, the potential of using autonomous mobile robots and automation is not 
fully exploited. 
In order to utilize the most out of an automated robotic transportation system, at 
least a partial reconfiguration or reconstruction is needed. It is obvious that in 
current case, several units are needed to be visited multiple times by different 
porters. Instead, supplies from sterile central, sterile production, central storage, 
pharmacy and the central laundry can be combined and delivered together in a 
single cargo unit. The incoming cargo then can be sorted out and distributed within 
the unit. In the same way outgoing materials can be assembled at the unit and 
placed in a single cargo unit. It is also possible to operate day and night to make 
several collections and distributions.  
It is believed that, even though it is more difficult to implement compared to the 
first one, the second alternative is much better at taking the advantage of using 
mobile robots for transportation. In case of going into renovations or 
restructuring, existing hospitals should consider this option instead of the first one.  
The third alternative is the most optimal way of designing an automated 
transportation system for hospitals. The aim is to restructure the whole system, 
and create a logistics center instead of various decentralized storage units. In this 




Due to the need for substantial amount of environmental modifications this 
alternative would require, it is not a feasible option for existing hospitals. But while 
new hospitals are designed, it should be the first option to consider. 
The analysis also revealed that such an automated system has the potential to 
decrease the risk of infections. Equipment being used for transportations as well as 
commonly touched surfaces such as doors and elevators are sensitive places in 
terms of infection risk. An easy to clean robot system, as well as automated door 
and elevators needed for the robot operation can improve the situation. 
Lastly, it should be remarked that the integration of IT technologies for ordering of 
supplies and planning of resources, into the transportation systems utilizing robots 
is another important issue that can boost the efficiency and the effectiveness. 
There is still a lot of room for improvement in this integration, and much progress 
is expected in this field.  
6.1.5 Conclusion 
This paper presents the need for automated transportation systems for hospitals, 
gives an analysis of the existing transportation tasks based on a case study, and 
outlines alternative scenarios for implementation.  
It is found that need for mobile robots in hospital transportation tasks is evident, 
but their deployment needs to be based on a thorough analysis of the whole 
logistics system, and their designs should be made accordingly.  
While existing robotic systems show the potential of future applications, significant 






6.2 Mobile Robot Navigation Using Visual Tags: A Review 
 
Abstract-This paper aims to give an overview of visual tagging systems and review 
robotics applications that use visual tags as navigational aids. Two main classes of 
visual tags are barcodes and augmented reality markers. Barcodes are very 
commonly used in various industrial applications, and they exist in one- or two- 
dimensional form. Augmented reality markers have relatively limited use, and they 
are classified as template based markers, id based markers and topology based 
markers. A number of robotic applications have already utilized visual tags to solve 
the navigation problem. In most of these applications, a new tagging system is 
developed and used in the limited context of the application.  
As a result of the review of these visual tagging systems it is concluded that 
augmented reality markers are the most suitable visual tags that can be used in 
navigational tasks of mobile robots.  
6.2.1 Introduction 
A visual tag can be defined as a graphical identifier which is easy to distinguish and 
recognize in the environment it is placed. Because of the apparent need for such a 
system, a number of visual tags have been developed and are being used in a big 
variety of applications, including robotics. 
This paper addresses three relevant issues. First, (non-robotic) visual tagging 
systems and their applications are reviewed. Secondly, visual tagging systems in 
mobile robot navigation tasks are investigated. And finally these systems are 
compared and suggestions for the use of visual tagging systems in mobile robot 
navigation tasks are presented. 
The rest of the paper is organized as follows. In the second section, visual tagging 
systems that are used in a range of non-robotic applications are reviewed and 
classified. In the third section, visual tagging systems that are used or developed in 
robotic applications are investigated. In the fourth section, reviewed systems are 
compared and their (possible) uses in mobile robot navigation are discussed. 







6.2.2 Visual Tagging Systems in General 
Visual tagging systems are being used in a wide area of applications that are not 
directly related to robotics. These systems can be reviewed under two main 
categories: Barcodes and augmented reality markers. Barcodes can be further 
divided into one or two-dimensional barcodes, and augmented reality markers can 
be further divided into template based, id based or topology based markers. The 
rest of this section explains them in more details. 
6.2.2.1 Barcodes 
Barcodes are machine-readable representation of data [129], where data is 
encoded using simple graphical elements and decoded optically using digital imaging 
systems.  
There are two types of barcodes: One and two dimensional barcodes. One 
dimensional barcodes decode data using bars with different widths and contrasts. 
Two dimensional barcodes use dots, rectangles or hexagons, and these graphical 
elements are spread to two axes. Following sections outline commonly used one 
and two dimensional barcodes. 
6.2.2.1.1 1-D Barcodes 
6.2.2.1.1.1 UPC /EAN Barcode 
UPC/EAN barcode is a numbering system, which has a fixed length of 13 digits 
(Figure 46-a). Each digit is represented by a group of black and white bars. Digits of 
the UPC/EAN barcode are divided into four parts as follows. First two digits is 
called as the number system, which encodes the country the barcode is issued. 
Next five digits specify the manufacturer code, which is issued by the numbering 
authority to a specific manufacturer. The following five digits are reserved as the 
product code, which is assigned by the manufacturer. Finally the last digit is used as 
a parity check digit. 
 
 
Figure 46, examples of one dimensional barcodes: (a) EAN, (b) Code 128, (c) Postnet / Royalmail 
6.2.2.1.1.2 Code 128  
Code 128 can encode 128 characters of the ASCII character set. In contrast to 
UPC/EAN barcode, Code 128 is extendable: the barcode can be as long as needed. 






readable alphabet. Each letter of this ‘alphabet’ is composed of six bars with varying 
widths (Figure 46-b).  
6.2.2.1.1.3 Postnet Code 
Postal Numeric Encoding Technique (Postnet) is developed to automatically sort 
mail by encoding and decoding ZIP/postal codes [130]. Postnet codes encode 
numeric data, and they consist of bars with varying lengths.  
6.2.2.1.2 2-D Barcodes 
6.2.2.1.2.1 QR Code 
Quick Response (QR) code is a two-dimensional matrix symbology that use square 
for encoding. It was designed by Denso-Wave in 1994 for tracking parts in vehicle 
manufacturing [131], [132].  
Wide use of QR codes started in Japan, as mobile phone manufacturers started to 
ship camera phones with built-in QR Code decoding capabilities. Since then, QR 
Codes became a common tool for marketing and information exchange. It has 
been used in a range of media, such as newspapers and magazines, billboards, 
business cards, ticketing systems and public transportation systems.  
QR Codes can be identified by three positioning marks on the top left, top right 
and bottom left corners (Figure 47-a). Data is decoded by locating these corners 
on an image and examining the area specified by these corners.  
QR Codes implement Reed-Solomon error correction [133]. Data is encoded 
redundantly and this makes it possible to decode partially damaged or occluded 
barcodes. It is possible to encode alphanumerical data with variable size. 
6.2.2.1.2.2 Datamatrix 
A Datamatrix encode information inside a rectangular area that is defined by a 
positioning pattern (solid edges on the left and bottom), and a timing pattern (right 
and top) (Figure 47-b) [134]. Data is encoded as a matrix of contrasting squares 
inside this area. Similar to QR Codes, Datamatrix use error checking and 
correction and they can encode alphanumerical data. 
6.2.2.1.2.3 Shotcode 
Shotcode is a circular barcode that can encode numeric data (Figure 47-c). It was 
originally developed as a low cost method to track locations [135].  
Main feature of Shotcode is the representation of data in polar coordinates. 
Resulting image has a dartboard look, with a solid outer edge for area estimation 
and a bull’s-eye pattern at the center for positioning. 
6.2.2.1.2.4 High Capacity Color Barcode 
High Capacity Color Barcode, (HCCB) is a matrix type barcode symbology, which 
uses color as an extra dimension [136]. It is developed by Microsoft for mobile 




HCCB barcode consists of a solid dark frame and a grid of colored data nodes 
from a set of four or eight colors. Due to its third dimension, HCCB barcode 
result in smaller footprints than other barcode types. HCCB is a proprietary 
system, and it decodes the data as a pointer to actual data that is stored in a 
remote server.  
6.2.2.2 Augmented Reality Markers 
Augmented reality is a term to define interactive applications, in which 3-D virtual 
objects are integrated into 3-D real environment imagery in real time [137]. 
Therefore, an important part of an augmented reality application is to extract 
position information from the video input. 
In augmented reality, 3-D registration of a scene from an image is usually 
accomplished by using markers - special patterns that are easy to distinguish in 
respective environments. Several markerless augmented reality applications have 
recently emerged [138-142], but it is anticipated that marker based systems will 
remain dominant [143] because of they are much simpler to use and require 
relatively low resources. 
A marker based augmented reality application typically works as follows (Figure 
48). Upon acquisition of and binarization of a frame from video source, the 
characteristic shape of the marker is looked for in the image. If the physical 
characteristics of the marker are known and the camera is calibrated, the actual 
and the perceived shape of the marker are correlated and the pose of the maker 
(relative to the camera) is estimated. Next, a specific pattern is searched inside the 
boundary of the marker image, and matched against the database of known 
markers. Finally, the corresponding virtual object is instantiated and overlaid on the 
video of the real scene.  
 
Figure 47, examples of two dimensional barcodes: (a) QR code, (b) Datamatrix, (c) Shotcode, 
(d)HCCB 
Marker based augmented reality have been an active field of research during the 
last decade, which resulted in a number of marker designs. These markers are 
categorized in three groups as Template based markers, Id based markers and 




Topological markers (Figure 49). They are described in detail in the following 
sections. 
6.2.2.2.1 Template Based Markers 
Template based markers were introduced in ARToolKit, an open source 
augmented reality software library [144]. The ARToolKit framework consists of: 
(1) a marker system, (2) a marker positioning and tracking module, and (3) a 3d 
graphics handling module for 3d object generation and video manipulation. They 
are usually composed of a relatively thick, black frame and a monochrome 
pictogram inside.  
The pictogram can be anything; a number, a letter or a simple picture, but complex 
shapes will degrade identification and tracking [145]. Furthermore, the system must 
be trained beforehand to register the markers to a database.  
 
 
                                                                                                                                                                                                                                                                                                                                                                                                                          
Figure 48, Workflow of ARToolKit [144] 
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6.2.2.2.2 Id Based Markers 
Id based markers visually encode numerical data on the marker, similar to 2-D 
barcodes. A certain area on the marker is represented as a grid of contrasting cells, 
where each cell can store one bit data. Data capacity, therefore the number of 
different markers is limited by the number of grid cells and the size of the marker. 
Markers could appear from any viewpoint in augmented reality applications. In 
order to facilitate rotationally invariant marker detection, certain cells in the grid 
are reserved to indicate the orientation, which can be utilized in robot applications. 
Similarly, certain grid configurations are discarded due to the effect of symmetry.  
 
 
Figure 49, Examples of augmented reality markers: (a,b) Template based [144], (c,d) Id based[110], 








6.2.2.2.3 Topology Based Markers 
A topology-based marker is identified by the topology tree of its graphical elements 
and their connectivity (Figure 50). Since there are no geometrical constraints, they 
can be designed in very different shapes and yet represent the same topology tree.  
The main advantage of the topology-based markers is their robustness, due to the 
fact that there is no shape matching during identification process. Therefore, 
identification of topology based markers is less sensitive to the effects of noise, 
blur, affine/perspective transformations or warping. 
 
 
Figure 50, A topological marker. Marker (a) is represented by its connected components (b). 
(Taken from [147]) 
 
6.2.3 Visual Tagging Systems in Mobile Robotics 
Machine vision has been more and more included in autonomous robotics research 
during last decade [148]. Several problems in robotics, such as mapping, 
localization, object manipulation and obstacle avoidance rely on finding 
features/landmarks in images, where the definition of a landmark varies depending 
on the context of the application.  
A landmark can be natural or artificial, based on how they appear on the scene. 
Natural landmarks occur in the scenes natively, and they are generally identified by 
local image feature detectors and descriptors, such as SIFT, SURF or MSER. (Please 
refer to [149] for an extensive survey of local image features). On the other hand, 
artificial landmarks are designed according to the characteristics of the 
environment they are going to be placed and the detection methods to be used. An 
artificial landmark is, simply, a visual tag; and the rest of this section outlines a 






6.2.3.1 Review of Artificial Landmarks 
Kabuka and Arenas designed a standard pattern for position verification of a mobile 
robot in [150].  It consists of black stripes placed to the both sides of a circle, 
where the circle is black in one half and white on the other. Based on the 
geometric properties of the projection of a circle in the image plane of a camera, 
they developed an algorithm to estimate the distance, elevation and co-azimuth 
angles of the viewing point. The main drawback of this implementation is that the 
camera has to be at the same elevation with landmarks.  
In [151], Becker et. al. used artificial landmarks for mobile robot localization in an 
indoor workspace. Their landmarks act as the “distinctive features” at predefined 
positions in the environment. The landmark consisted of three elements, an inner 
3x3 grid of black and white cells, an outer circle and an opening on this circle. The 
detection method was tested in two scenarios. In the first one, the landmarks were 
placed on the ceiling, where the robot had an upward-looking camera. In the 
second, a forward-looking stereo camera setup was used and the landmarks were 
mounted at the eyesight on the walls. It is reported that ceiling landmarks result in 
better accuracy for localization purposes, due to the fact that the image of a 
landmark is directly related to the position of the robot in this setup. It is also 
more reliable to detect this kind of landmarks because of the low chance of 
obstruction of the camera view. On the other hand, it is easier to attach landmarks 
on the walls and they can be seen from relatively larger angles, but the 
obstructions are more likely. 
Lin and Tummala described a robot navigation system in [152], where they 
designed a rather complicated 3D landmark for position re-calibration. Their 
landmark consist of a white background, a black circle on this background, and a 
smaller white circle, which is protruded 12 cm from the center of the black circle. 
Because the marker has depth; the smaller white circle appears to be on the 
left/right half of the black circle when it is viewed from the right/left of the 
landmark. Using Elliptical Hough transformation, the viewpoint of the camera is 
determined from the nested circles found on the image using elliptical Hough 
transformation.  
Taylor et al. used a specially designed barcode that consisted of five grayscale strips 
for motion planning and exploration in [153]. They used vertical edge detection to 
search for six consecutive edges that define the landmark. They used 11 wall-
mounted landmarks to partition a 350 m2 office area to generate a connectivity 
graph.  As the markers are attached to walls, they should not be occluded for this 
method to perform.  
Tashiro et al emphasized on optimal design and arrangement of artificial landmarks 
for aiding robot navigation in [154]. Their context of optimization is based on the 




landmark, with a specified maximum error. For that purpose, they developed a 3D 
“signboard”, where two identical boards are attached together at an angle of 140 
degrees. 4 LEDs were also used to mark the corners of the signboard. 
Optimization problem were addressed in a simulated environment, where 10 
landmarks were used in a 25m^2 area.  
Jang et al. used a similar looking marker to that of [154] in [155]. Instead of LEDs 
they use a color pattern that is composed of two vertically neighboring color 
patches. The color pattern is positioned at 45 degrees with respect to two 
orthogonal supporting planes in white, and a black line is drawn where the 
supporting planes meet. Therefore, the position of the line on the image is relative 
to the orientation of the camera. They developed a probabilistic method to track 
the position of the landmark, based on Condensation algorithm [156]. The method 
was tested in a 60m2 office environment using 7 landmarks, and it was shown that 
tracking performance is improved. This method is more sensitive to lighting 
conditions, since it is based on color properties of image. 
One of the most notable applications where artificial landmarks were used is the 
museum tour guide Sage [157]. It was used in Carnegie museum of Natural 
History, where it remained in service for over 9 months. A 3-D marker, similar to 
that of [152] was developed, where a black square is protruded from a distinctly 
colored background square. The landmarks were placed at well-visible positions in 
the museum, and they helped the robot to correct cumulative encoder errors. A 
2D version of the landmark was also used in [158] for visual servoing of the robot 
in the vicinity of the charging station. 
Scharstein and Briggs introduced “self-similar landmarks” in [159]. The landmark is 
designed after so-called self-similar functions, which are periodic and scale 
invariant. Self-similar landmarks consist of a positioning pattern and a code pattern. 
The positioning pattern is modeled after self-similar function, and the code pattern 
is an 11 bit array of cells which is attached to the end of the positioning pattern. 
Self-similar landmarks were first used for navigation in [160].  An office 
environment was marked with several landmarks, and a mobile robot was guided 
through the environment for learning the connectivity map. This map was 
consequently used for topological localization.  Detection method was further 
improved in [161] by imposing restriction on rotational invariance, to reduce the 
amount of calculations. Similarly, Pradalier used self-similar landmarks for vision 
based handling tasks for an autonomous outdoor forklift [162]. Finally, Celaya et al 
modified the landmark in [163] so that 5 bits of information can be encoded in the 
self-similar pattern. The modified landmarks were used for assisting the navigation 




Sattar et al. introduced Fourier Tags in [164], to provide reliable ground truth 
position estimation where viewing conditions are deteriorated due to distance, 
noise, fog etc. Fourier tags encode numeric data by converting their binary forms 
into frequency domain.  Resulting graph is then revolved around the z-axis to 
achieve a circular tag. Tags are recognized by detecting circles in the image, 
sampling a line segment that passes through the center of the detected circles, and 
searching for encoded data in the line segment using fast Fourier transform.  
Fiala developed a visual navigation system, based on an omnidirectional image 
sensor and navigational markers that are placed in an indoor environment in [165]. 
Landmarks are vertically placed 1D barcodes, which are encoded similar to code-
128. A catadioptric camera is placed on the robot parallel to the ground, so that 
the barcodes point to the center of the image. The image is scanned from its 
center using polar coordinates to detect barcodes. While simulations and 
experiments with real imagery proved the usability, the method is not very 
practical because the markers are significantly large (20x200cm) 
Fiala also developed a system where ARToolKit markers were used for vision-
guided control of multiple robots in [166]. The system consisted of a group of 
small robots, each marked with a marker, a camera that has the view of the robots’ 
rectangular workspace, and a central computer. The corners of the workspace are 
also marked with fiducials, which made it possible to estimate positions of robots. 
The method is claimed to be particularly useful in tabletop setups for swarm 
robotics experiments.  
Orqueda and Fierro used markers that are very similar to id based augmented 
reality markers for relative localization of multi-robot teams in [167]. Markers are 
placed around the peripheral of robots, where other robots can estimate relative 
positions of markers and localize themselves. The main feature of this work is the 
use of unscented Kalman filter for improved distance/range estimation. Simulations 
showed that the method offers near real-time pose estimation, but noise and 
changes in lighting can highly degrade the performance.  
Li et al. proposed a domestic service robot framework based on artificial 
landmarks in [168]. The service robot is a mobile robot equipped with a robotic 
arm, and the objects and furniture’s in the environment are marked with a circular 
marker with a QR-code barcode at its center. These markers are used for both 
locating objects and gathering information about the objects through the encoded 
data in the QR-code. The work presented in [168] is a design proposal and no 
results have been achieved, but it differs from the rest of applications in the way 







The review clearly shows that a great variety of visual tagging systems have been 
developed and used in an even greater variety of applications. Based on findings, it 
can be argued that such a variety results from three main reasons.  
First, the need for more and more automation in industry created a demand for 
machine readability of items. Due to variations in mass production processes and 
different sizes, shapes or materials of products, several systems emerged for 
different segments of industries. Secondly, major source of variety emerged after 
the visual tagging systems were introduced into public services, such as mail, 
tolling/ticketing systems and personal identification systems. Finally, the required 
technology has been more reachable as the computing devices became highly 
ubiquitous. Mass popularization of camera equipped mobile phones made it 
possible to use visual tagging systems in a new context, and a big number of 2d 
barcode symbologies have been developed for this market.  
The most notable finding out of the survey is that nearly all of the reviewed 
robotics applications designed and implemented their own proprietary visual 
tagging system. They are not only similar to each other, but also they have 
similarities with 1-D barcodes [159], [165], 2-D barcodes [168], [169] or 
augmented reality markers [170]. Therefore, much of the basic work is repeated 
but not reused, resulting in incompatible systems.  
Template based and topology based AR markers need to be designed and trained 
beforehand. Performances of these types of markers are very dependent on 
marker design. On the other hand, id based markers can be used without training. 
They have relatively low data capacity compared to 2d barcodes, usually in the 
order of a few thousand distinct markers. They need to be used with a lookup 
table, where the marker id points to relevant information that is compiled and 
stored beforehand.  
2-D barcodes also have several advantages that can make them suitable for 
robotics applications. They can carry relatively more data in smaller footprints, and 
they are designed to be read using low-cost cameras. They incorporate error 
checking and correction algorithms, which makes them robust to occlusions and 
partial damages. Their data capacity is superior to other symbologies. They do not 
require high processing powers and many open-source software libraries for 
encoding and decoding 2d barcodes are readily available, due to the large user 
base.  The major disadvantage of 2-D barcodes is the need for relatively controlled 
environments for decoding. They are not very robust to changes in viewpoints and 
blur, which makes them rather unsuitable for being attached to walls in robotics 
applications. Resolution of the camera or the size of the barcode should also be 




Most suitable type of visual tags that can be used to robotics is augmented reality 
markers.  They are designed to provide near real-time detection and tracking using 
inexpensive cameras and they are robust to viewpoint changes. Furthermore, 
template or id based markers can be used to estimate the relative pose of the 
robot.  This property can be used for metric localization or visual servoing tasks.  
6.2.5 Conclusion 
There are many types of visual tagging systems that are being used in a great 
variety of applications. In this paper, an overview of existing systems is given. These 
systems are divided into two main classes and characteristics of their sub-classes 
are portrayed. Following, the uses of visual tags in robotics is reviewed. It is seen 
that visual tagging has been an active field of research in robotics and several 
applications has emerged. Finally, the findings of the review on visual tags are 
discussed, where existing systems have been compared in the context of robotics. 
Due to their similar working principles, AR markers stand out as the most suitable 
visual tagging type that can be adapted to robotics use.  
It is concluded that visual tagging systems can be used as effective and easy tools 
for building robotics applications, but there is not enough exchange and interaction 
between the robotics community and the others that work with visual tags. Active 
and close collaboration between robotics researchers and especially AR researches 





6.3 Practical Indoor Mobile Robot Navigation Using Hybrid 
Maps  
Abstract—This paper presents a practical navigation scheme for indoor mobile 
robots using hybrid maps. The method makes use of metric maps for local 
navigation and a topological map for global path planning. Metric maps are 
generated as 2D occupancy grids by a range sensor to represent local information 
about partial areas. The global topological map is used to indicate the connectivity 
of the ‘places-of-interests’ in the environment and the interconnectivity of the local 
maps. Visual tags on the ceiling to be detected by the robot provide valuable 
information and contribute to reliable localization. The navigation scheme based on 
the hybrid metric-topological maps is scalable and adaptable since new local maps 
can be easily added to the global topology, and the method can be deployed with 
minimum amount of modification if new areas are to be explored. The method is 
implemented successfully on a physical robot and evaluated in a hospital 
environment.  
6.3.1 Introduction 
Map-based navigation has been an active field of research since very early days of 
mobile robotics, and a number of map-based methods have been introduced to 
solve the problem of navigation. Representation of the environment, or modeling 
the world, is the key feature in map-based navigation, and it depends on several 
factors such as sensing capabilities, processing capabilities and the environment 
itself.  
In this paper, we propose a practical indoor mobile robot navigation method using 
hybrid maps. A Hybrid map, in general, combines multiple maps of same or 
different kind to represent the same environment.  
 The method uses metric-topological hybrid maps are to represent indoor 
environments. Metric maps, in the form of occupancy grids represents local 
environment accurately for localization and obstacle avoidance. The topological 
map abstracts the environmental representation with nodes and edges, which is 
useful for global path planning and symbolic problem solving. Finally, use of visual 
tags in topological map allows efficient means for localization in both local metric 
maps and in global topology map. 
Rest of the paper is organized as follows. In the next section, the background of 
the proposed method is presented. In the third section the method is described 
and typical usage scenario is explained. In the fourth section, physical experiments 
and evaluations are given, and in the final sections, discussion of the method is 
depicted and concluding remarks are presented. 






Autonomous navigation of indoor mobile robots has been a popular topic both in 
industry and research community. Many solutions has been proposed and 
implemented for autonomous navigation in industrial settings, where the 
environment is controllable and usually significant modifications are necessary. 
Automatic guided vehicles (AGV) traditionally used deterministic methods for 
navigation, such as magnets embedded in the floor [171], tracks painted with 
fluorescent ink [172], reflector strips attached to the wall [173] and recently, RFID 
tags [174] or optical markers placed on the floor[175]. 
On the other hand, with the influence of deliberate control paradigms and 
statistical theory; several methods has been developed by the research community 
for map based robot navigation, which did not require extensive environmental 
modifications.  
A number of map types are in use today for mobile robot navigation. In the order 
of popularity, these can be classified as; metric maps[176], topological maps [177], 
sensor-level maps [178], appearance-based maps [179]  and semantic maps [58].   
Simply put, metric maps represent the environment in terms of distances that 
correspond to actually distances of the objects in the real environment. Occupancy 
grid maps [41] are the most commonly used metric maps, where the environment 
is represented as a matrix of cells and each cell has a value that correspond to the 
probability of its occupancy.  
In contrast, topology maps represents the environment in terms of its constituents 
and their connectivity without using metric information. Therefore, topology maps 
mainly describe the structure of the environment, and how places or objects 
(nodes) are related to each other (edges). 
Metric and topological maps are alternative ways of representing environments, 
and they have complementary strengths and weaknesses. Metric maps are easy to 
build, represent and maintain for small environments [45]. They can be used for 
accurate localization and for optimal route planning. Metric maps also layout the 
environment in an easily readable way for humans [36]. Topological maps are very 
suitable for planning, and they are easy to scale up for large environments. Sensor 
precision is not as important, since there is no need for precise position estimation 
for map building [180]. Topological maps are also good interfaces for symbolic 
problem solvers.  
Hybrid metric-topological maps simply combine these advantages by utilizing the 
appropriate type of map for different tasks. The idea of hybrid maps was already 




implementations (such as [46], [52], [53], [181], [182]) are introduced in the last 
decade.  
6.3.3 Method 
The method consists of two phases; map generation and actual navigation. Map 
generation principally takes place offline; pre-recorded environmental data is 
processed together with user input. At the end of this phase, a hybrid (metric-
topological) map is obtained.  
During navigation phase, the map generated in the mapping phase is used for local 
and global navigation. Structural information about the environment in the 
topology map is also used for user interaction by extracting the ‘places-of-interest’ 
and prompting them to the user to select a destination. 
A significant characteristic of the method is the use of visual tags to aid navigation. 
Visual tags are basically artificial landmarks, that are easy to deploy and easy to 
distinguish and detect, and they correspond to certain nodes of the topology map.  
 
 





6.3.3.1 Map Generation 
In this phase, metric-topological map that is required for navigation is generated. 
The resulting hybrid map is hierarchical in the sense that; in the lower level, metric 
maps represent a number of regions in the environment and in the higher level, the 
topology map represent the interconnectivity of these regions. 
Map generation is divided into 3 stages: Metric map generation, annotation and 
topology generation. 
 
6.3.3.1.1 Metric map generation 
Metric maps in this method are simply occupancy grids that represent static, local 
knowledge of certain regions in the environment.  
Generation of these maps require pre-recorded datasets of these regions. Datasets 
are collected by manually guiding the robot in these regions. To be able to create 
connectivity in the topology generation step of this phase, it is assumed that a 
metric map partially overlaps with at least one other metric map.  Therefore 
certain places in regions need to be visited more than once during data collection. 
Datasets consist of odometry correlated range data and sequence of images that 
comes from onboard sensors of the robot. A number of sensor systems, such as 
monocular/stereo cameras, acoustic or infrared sensors can be used to record 
range data, but laser range finders are the most common sensors to generate 
occupancy grid maps, due to their superior range and accuracy.  
Datasets can be collected by a single robot over the time, or by a group of robots 
simultaneously. The only important consideration is the partial overlap, which is 
significant enough do correlation. Consequently, it is also assumed that the 
environment is relatively static around the overlapping areas, i.e. no significant 
changes occur between revisits during data collection. 
After obtaining a group of datasets, occupancy grid maps are generated. This is 
essentially a simultaneous localization and mapping process where probabilistic 
methods are utilized to represent the region as a grid and estimate the occupancy 
likelihood of each cell. Occupancy grid maps can be graphically represented where 
darker pixels account for high probability of occupancy. 
Metric map generation is an offline process. At the end of this process, a set of 






Figure 52, Annotated version of the map in Figure 1 
 
6.3.3.1.2 Annotation 
Annotation is the consequent phase to metric mapping, in which semantic 
information is manually added to existing metric maps. The main reason for having 
this phase is to address the following question:  ‘where the robot should go?’. To 
elaborate, consider the following usage scenario of an indoor service robot; where 
the user would like to send a robot to a certain ‘place-of-interest’.  While this 
place-of-interest has a meaning for the human user in terms of natural language, 
such as ‘storage room’, it only correspond to a certain pixel of the grid map, or to 
latitude longitude and orientation of a pose in the metric map. Annotation phase 
merely creates a link between semantic knowledge about the environment and its 
representation in robot coordinates. 
During annotation, two types of information are added to metric maps; actual 
places-of-interests, i.e. names of the places that can be reached by the robot and 
‘switching nodes’ where two or more maps overlap. These overlaps are also 
marked with distinct visual tags, which act as artificial landmarks. Both types of 
additions correspond to a certain position in the map, whereas switching nodes 
additionally refer to the distinct ID of the visual tag at that node. 
Implicitly, an annotated map also depicts local topology (Figure 53). As all the 
nodes of a local topology map reside in the same metric map, any local node can 
be reached from any other local node. At the end of this phase, a set of annotated 




6.3.3.1.3 Global topology generation 
Global topology is generated by creating symbolic links between metric maps 
through switching nodes.  For simplicity, all the edges of the topology map are 
assumed to have unit weights.  
 
 
Figure 53, Local topology of the annotated map 
 
Topology generation can be done online, because only the local topology 
information is used. The major advantage of online global topology generation is 
scalability. If a new annotated map of a new region is added to the existing set of 
annotated maps, global topology will be automatically extended and the robot will 
be able to reach to new points-of-interests in this region.  Moreover, modifications 
to existing metric maps, such as adding or deleting places-of-interests, can be 
handled transparently, as the global topology is regenerated each time it is needed. 
6.3.3.2 Navigation 
Navigation process starts with a user request. The user specifies a destination for 
the robot from the list of all places-of-interest in the given set of annotated maps. 
Knowing the initial position of the robot on the global topology map, a global path 
is calculated using A* algorithm. The global path is a sequence of nodes, starting 
with the initial node, followed by a number of switching nodes (if the destination is 




Initial position also determines the current local metric map. This is due to the fact 
that robot is initially at a particular place-of-interest, each place-of-interest is 
unique and only present in a single local metric map. 
 
 
Figure 54, A global path consist of an initial node, a number of switching nodes and a destination 
node. Each two consecutive nodes reside in a single metric map 
 
 
Figure 55, Global path from ‘Intensive Care Station’ to ‘AMA Entrance’. Robot passes through 3 
switching nodes; 4 local maps will be used 
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The second node in the global path is also in the same local metric map with the 
initial position. If the given destination is in the same local map with the initial 
position, global path is only composed of these two nodes. If the destination is not 
in the same local map with the initial node, the robot must pass through at least 
one switching node, as shown in Figure 54.    
It is possible to plan and execute a local path from the first to the second node of 
the global path, using the local metric map. Robot can localize itself in the local 
metric map. As the robot approaches to the switching node, its expectation to 
observe the associated visual tag increases. Therefore, robot can determine 
whether a switching node is reached based on metric-map based localization and 
visual tag detection. When the robot reaches a switching node, the new local 
metric map is needed. Any two consecutive nodes in the global path can only exist 
in one single metric map, so the new local map can be traced by using the current 
and the next nodes in the global path.  
 
 





The described method is developed as a software library and tested in a real 
hospital setting. CARMEN [183] is used as the software framework for the 
experiments. Gmapping [122] is used to generate metric maps. Based on a recent 
survey[184], ARToolKit Plus [110] markers (Figure 56) placed on the ceiling are 
used as visual tags at the switching nodes.  
Physical experiments are conducted on a Pioneer-3dx platform, which is equipped 
with a Sick-LMS200 laser range finder, upward-looking PointGrey Firefly-MV 
cameras and a laptop computer running Linux operating system. 
Experimental tests took place in the first floor of building 60, Bispebjerg Hospital, 
Copenhagen, Denmark. The environment is roughly 4500 m2, and it is divided into 
five regions: Acute Medical Attention (AMA) unit, Offices, Waiting Room, Intensive 
Care Unit and Mammography Unit. Seven points-of-interest were identified in the 
environment, and there are four switching nodes in the global topologic map 
(Figure 55).  
After initialization at a given place-of-interest, the robot was requested to 
randomly given places-of-interest in the environment. Several experiments were 
conducted, over a period of a month, at different times of the day, with different 
intensities of crowdedness.   
 Experiments demonstrated that the robot can successfully navigate in-between any 
point-of-interest inside the environment, handling the map transition effectively. It 
is also shown that providing an additional annotated map can easily extend the area 
covered for navigation. This map is handled automatically by the system, and 
becomes available immediately for navigation, due to online global topology 
generation. 
A short video of the experiments can be seen in [185]. 
6.3.5 Discussion  
The proposed scheme provides a practical framework for indoor mobile robot 
navigation, where the robot is required to operate between certain places of 
interest in the environment. This framework is targeted for service robot 
applications, and it is especially useful in logistics tasks such as [186]; where the 
robot is used for transportation of goods between different units of a hospital. 
There are three salient advantages of the method. First, the method provides 
reliable navigation. The use of simple visual tags provide makes it possible to 
redundantly localize the robot. Visual tags are distinct and easily recognizable, 
allowing absolute localization in topology map. They also make it possible to 




Secondly, the method allows scalable mapping and navigation. The use of the global 
topology map reduces memory requirements significantly because local metric 
maps are only symbolically linked through the topology map. New local maps can 
be easily added over the time, and the existing ones can be changed or modified 
individually. 
Finally, the method can be easily adapted to new environments. Environmental 
modification is needed, but it is very easy and minimal. Building metric maps of 
smaller regions of the environment is also an easier task compared to mapping the 
entire environment, and visual tags will provide valuable information, especially in 
relatively featureless areas of the metric map. 
6.3.6 Conclusion 
In this paper, an indoor mobile robot navigation scheme based on the hybrid 
metric-topological maps is presented.  The method is developed as a software 
library, and it was implemented on a physical robot for empirical evaluation in a 
real hospital environment.  
The method is developed to address the navigational requirements of a service 











6.4 Automatically Annotated Mapping of Indoor 
Environments 
Abstract—This paper presents a new method for mapping and annotating indoor 
environments.  The method makes use of occupancy grid maps for metric 
representation, and Datamatrix barcodes to physically embed information in the 
environment. This method extends barcode detection to simultaneous localization 
and mapping in topological space, and fuses camera and robot poses to build an 
automatically annotated global topo-metric map. It is developed as a software 
framework and tested on a real robot in a typical indoor environment. 
Experiments show that the method is capable of producing globally consistent, 
automatically annotated hybrid metric-topological maps that can be used by a range 
of autonomous agents. 
6.4.1 Introduction 
Wide and ubiquitous availability of portable computational power has led to a great 
variety of navigational and location based services. There are already a number of 
widely used consumer-level applications, which provide navigation assistance or 
enable a range of services based on current location of the user. Many of these 
applications use GPS technology for localization, which works only outdoors. Even 
though GSM or WIFI triangulation techniques can be used in indoor environments, 
they can only provide a coarse estimate of position and orientation. 
With wide applications, semantic mapping of man-made environments is evolving 
very fast, which meanwhile promotes many indoor location-based services. Indoor 
mapping has been a well-addressed problem, as an essential component for 
autonomous navigation of mobile robots. The state-of-the-art methods are capable 
of generating 2D metric representations of environments, which model the 
positions of objects and walls from a robot-centric perspective. However, for 
better perception from human-centric perspective, semantic information needs to 
be added. In most cases, the information is added manually. A handful of research 
and commercial projects have demonstrated the potential usage of indoor 
localization for location based services [187-190]. But because the indoor 
localization approaches in these applications require semantic information to be 
manually added to maps, which involve time-consuming preparation steps, they are 
considered to be not flexible enough to adapt to new working environments. 
In this paper, in order to address the issue of manually adding semantic 
information, we propose a novel and integrated framework that provide metric, 
topological and semantic information about indoor environments. The framework 




robotics research, 2) object detection and camera pose estimation from computer 
vision, and 3) new generation barcodes from pervasive computing. These 
techniques span a wide range of applications and can be integrated to generate: 1) 
2D metric maps of indoor environments, 2) physically annotated places, and 3) 
anchor relevant information using 2D barcodes. The resulting map is a robust and 
consistent representation of the environment that can be used in a wide range of 
applications; including e.g. service robotics, indoor navigation and location based 
services.  
Annotation is one of the simplest forms of semantic information, which names 
certain places in the environment correspondingly. Especially in service robot 
applications, to facilitate human-robot interaction, annotation is a simple yet 
important technique to translate the robot-centric metric information to human-
centric semantic information. 
Our method relies on 2D barcodes that are installed in the environment. They are 
matrix-type barcodes that have relatively high data storage capacity and can encode 
information directly. They found a wide range of uses in industrial applications 
during the last decade. They are also extensively utilized in mass media and 
installed in public spaces for pervasive computing applications.  (See Figure 1 for 
some examples of everyday applications that make use of 2D barcodes.) 
In addition to 2D barcodes, our method uses occupancy grid maps to represent 
metric information of the environment, and topology maps to represent the 
connectivity of local information via points of interest, where each node of the 
topology graph corresponds to a barcode. The paper describes the method, which 
attempts to minimize the manual work that needs to be done for mapping, hide the 
complexity from the end-user for efficient utilization of the system, and provide a 
reliable and robust solution for navigation.  
In general, buildings are designed according to architectural patterns to achieve 
optimum functionality, which means that certain places in the environment have 
more significance than others from the perspectives of the inhabitants (including 
robots in a broader sense). In this paper, we refer to these places as ‘points-of-










Figure 57, QR Codes link for schedules on bus stops in Osaka, Japan (top), Over 100,000 
businesses in U.S. are identified as ‘Favorite Places on Google’, and each business receive a window 
decal with a 2D barcode that allows users to access reviews and business information (middle), 
Semapedia tag in Cologne airport, Germany (bottom). Semapedia project connects physical places 





Determining which places in the environment are significant, or of interest for 
robots and humans is a work of the system designer. In the system design stage, 
inputs from users, administrators, robot designers and other stakeholders should 
all be considered to decide an optimal set of POIs. After this, spatial relationships 
between POIs, as well as their locations can be defined in a semi-automatic way, 
using the method proposed in this paper. The only interference of human is to lead 
the robot to explore the environment for once at the beginning. Information of 
POIs can then be acquired automatically, which will play a critical role to build both 
human-centric and machine-centric representations of environments.  
The paper is organized as follows. Section II introduces related work in areas of 
visual tagging systems and robotic mapping. Section III explains our method in 
details. Section IV presents experimental verification of the method. Section V 
concludes the paper with discussions. 
6.4.2 Related Work 
6.4.2.1 Visual Tagging Systems 
Wide use of barcodes started with their adoption into the retail industry. Universal 
Product Code [191] was the first standardized barcoding system that consisted of 
bars with varying widths in an alternating pattern. It is able to encode 13 digits of 
code including information about the physical origin of the product, the 
manufacturer and the product code.  
However, UPC barcode was developed in a specific context and is not flexible for 
generic use. To address the shortcomings of the fixed lengths and numeric-only 
encoding, Code 39 [192] was developed. Code 39 (and its derivatives) is regarded 
as a machine-readable alphabet of a subset of characters from the standard ASCII 
table. 26 uppercase letters, 10 digits and 7 special characters can be encoded with 
Code 39, each represented as a set of 9 wide or narrow bars, 3 of which are 
always wide.  
With the advancement of imaging systems 2D barcodes emerged in 90’s. Their 
main feature is representing data with alternating contrasts of cells in a matrix 
form. Due to multi-dimensional representation, data capacity of 2D barcodes is 
significantly higher than 1D barcodes.  
Two most widely used 2D barcode symbologies are QR Code [193] and 
Datamatrix [194], which were both designed for industrial purposes, such as 
tracking parts in industrial manufacturing [195]. Their public usage started with 




[196]. Today, 2D barcodes are being used in an extensive range of applications, 
some examples are shown in Figure 1.  
The QR Codes and Datamatrix have very similar characteristics. They both can 
encode full ASCII set, and can be dynamically extended according to the size of the 
data. They also offer Reed-Solomon [133] error detection and correction 
capabilities (Figure 58).  
A recent improvement on 2D barcodes is High Capacity Color Barcode (HCCB) 
[197], which use color as the third dimension to increase the data capacity without 
increasing the matrix size.  On the other hand, detection performance of HCCB is 
more dependent on illumination, compared to conventional, singleton barcodes. 
It is noteworthy to mention augmented reality applications, which have extensively 
employed visual tagging systems. Augmented reality is a term to define interactive 
applications, in which 3-D virtual objects are integrated into real environment 
imagery by using barcode-like markers as placeholders.  
ARToolKit [144] project introduced template-based markers, together with an 
open-source framework for augmented reality applications. Markers consist of a 
representative pictogram and a thick-bordered square frame around the pictogram. 
Detection of markers is made possible by detecting the corners of the square 
frame, and searching for a previously learned pattern within the boundaries of the 
frame.  
ID based markers ([110], [198]) are similar to template based ones, but instead of 
pictograms, they incorporate matrix-type patterns for identification. Dimensions of 
the grid define the maximum number of distinct markers, which is typically around 
a few thousand. In essence, they share the same characteristics with 2D barcodes, 
but their data capacity and encoding range is much lower.  
Topology based markers ([147], [199]) are based on connected component 
analysis, and they are identified by the topology tree of its graphical elements and 
their connectivity. They significantly differ from template and ID based markers in 
the sense that there is no fixed frame structure and therefore two visually very 
different markers can actually correspond to the same topology tree.  
In this work, we adopted Datamatrix [194] barcodes for physical linking of 
semantic information. It has very similar characteristics to QR Codes; such as 
extensibility and error checking and correction (as show in Figure 58). The main 
advantage of Datamatrix over QR Codes is the space efficiency [200]. Therefore, 









Figure 58, A Datamatrix [194]. This barcode can be still decoded, despite the partial corruption 
 
6.4.2.2 Robotic Mapping 
A number of map types are in use today for mobile robot navigation, which include 
metric maps [176], topological maps [177], sensor-level maps [178], appearance-
based maps [179]  and semantic maps [58].   
Simply put, metric maps represent the environment in terms of distances that 
correspond to actual distances of the objects in the real environment. Occupancy 
grid maps [41] are the most commonly used metric maps, where the environment 
is represented as a matrix of cells with each cell possessing a value that 
corresponds to the probability of its being occupied.  
In contrast, topology maps represent the environment in terms of its constituents 
and their connectivity without a necessity to use metric information. Therefore, 
topology maps mainly describe the topological structure of the environment, and 
how places or objects (nodes) are related to each other (edges). 
Metric and topological maps are alternative ways of representing environments, 
and have complementary strengths and weaknesses. Metric maps are easy to build 
and maintain for small environments [45]. They can be used for accurate 
localization and optimal route planning. Metric maps also layout the environment in 




level planning, and are easy to scale up for large environments. Sensor precision is 
not as important in the context of topological mapping, since there is no need for 
precise position estimation for map building [180]. It is also worthwhile to mention 
that topological maps are good representations for symbolic problem solvers.  
Hybrid metric-topological maps combine these advantages by applying the 
appropriate types of map for different tasks. The seminal idea of hybrid maps was 
originally suggested in early works ([178], [58], [48]), with a number of  
applications (such as [46], [53], [52], [181], [182]) implemented during the last 
decade.  
The need for including semantic information has been recognized for a long time 
[48]; especially when the robot needs to interact with the humans. While many 
robotic implementations incorporate some semantic information in their maps (e.g. 
[203], [204], [205]), this information is hand-coded into the system to provide 
additional information to navigation and localization modules. 
In [206] and [207], two robot systems that can acquire semantic information 
through linguistic interaction with human are reported. These systems rely on 
speech synthesis and recognition to incorporate semantic information in their maps 
and communicate with human through semantic language. 
 
 
Figure 59, Flowchart of the method. Wheel encoders, laser range finder and camera are used to 
generate annotated maps 
Most of the recent work on semantic mapping utilizes vision to classify the 
constituents of environments. In [205], spatial hierarchy of a domestic environment 
is anchored to the conceptual hierarchy based on visual identification of objects 
found in different rooms; e.g. a room is classified as a kitchen if a stove and a sink is 
detected.  Yet, it is not addressed that how the knowledge of conceptual hierarchy 
is acquired by the robot (i.e. what objects should be expected in e.g. a kitchen). 
The method was tested in a home-like setting, and artificial objects (e.g. colored 




approach is presented in [208], where artificial markers in different rooms were 
used for place classification. Real objects were not used in experiments due to the 
fact that ‘Reliable and robust methods for high-level feature extraction are not yet 
available’. 
Our method differs from most of the recent semantic mapping approaches due to 
the fact that we choose not to employ place recognition. The reason for this 
choice is that we believe current technology is not mature enough to reliably solve 
the problem of ambiguity in real world application environments. In indoor 
environments such as hospitals, many places, such as doctor’s offices, might fall into 
the same category if current techniques of place recognition are employed. As a 
result, extra information is needed to ensure a reliable navigation. In this work, we 
utilize direct annotation through 2D barcodes, and develop a method that can 
automatically generate the reliable semantic maps directly upon exploration. While 
high reliability of the method is assured, the extra manual work to deploy the 
system is also minimized, facilitating a commercialized application. 
6.4.3 Method 
The method consists of the following five steps: 
• Visual tagging 
• Exploration 
• Topo-metric Mapping 
• Relative Camera Pose Estimation 
• Augmentation 
Only steps 1 and 2 are carried out with involvement of the human (system) 
designer. The rest of the steps can be executed automatically. The flowchart given 
in Figure 59 illustrates the method from data acquisition to map generation.  
6.4.3.1 Visual tagging 
As an integral part of the actual system design, the points-of-interests (POIs) in the 
environment have to be determined beforehand. The task of determining POIs 
essentially belongs to the human designer of the overall system or application. This 
is also a heuristic process, usually based on knowledge about the architectural 
structure and the functional units residing in the environment. Once the POIs are 
determined, they are represented by corresponding Datamatrix barcodes and 
placed at their respective positions. We assume that every barcode has a single 
physical copy and it only exist at a unique POI in the environment. This is also 
called physical linking [209]. 
The information embedded in the 2D barcode depends on the application.  In our 




barcode on the printed media. This information can be used to estimate the 
relative pose of the camera (and therefore the robot) with respect to observed 2D 
barcodes. In succeeding sections on pose estimation, the detailed procedures will 
be elaborated. 
Visual tagging is one of the two steps that involve human intervention, and may be 
the most time-consuming step in this approach. However, it is worthwhile to point 
out that time consumption of conducting this step is minimized due to the fact that 
the workers can install the visual tags in the environment with very coarse 
precision. The succeeding steps of pose estimation will automatically identify the 
précis pose of the visual tags, as well as the camera. This is also one of the major 
strengths of the method we proposed in the paper. 
6.4.3.2 Exploration: 
The main purpose of exploration step is to obtain the metric map of the 
environment. During exploration, the robot is manually guided in the environment 
to learn its characteristics. Three types of information are recorded during 
exploration: 1) readings from the wheel encoders of the robot base, 2) laser scans 
from a front-facing laser range finder, and 3) images from a monocular camera. All 
of the data are time-stamped for further processing.  
In certain cases, the metric map of the environment might have already been 
available. In these cases exploration step becomes unnecessary, and the metric 
mapping step can be substituted for metric localization; as the rest of the method 
only needs the information of the path of the robot.  
6.4.3.3 Topo-metric Map Generation 
This step basically applies simultaneous localization and mapping (SLAM) and 
topological localization on the recorded dataset during exploration. 
SLAM has been addressed by a large number of researchers, with several solutions 
gradually converged and came into dominant existence.  In this work, we adopted 
the probabilistic framework of Rao-Blackwellized particle filters for occupancy grid 
mapping by Grisetti et.al.  [63]. This framework uses raw odometry readings to 
estimate the motion of the robot and a history of laser range finder readings to 
refine the estimation. Our empirical study shows that it can provide robust 
solutions to our application environments.  
Topological localization part of this step Correspond to scanning the image dataset 
to detect 2D barcodes that were observed during exploration. Each found barcode 
refer to a POI, and the information encoded in the barcode defines its 
characteristics. Processing the recorded image set reveals the topological path of 
the robot during exploration.. During Augmentation this information is needed to 






Figure 60, Pinhole camera model is used to project 3D points (barcode corners) onto image plane 
(2D points). 
 
6.4.3.4  Camera Pose Estimation 
Pose estimation is the problem of determining the position and orientation of a 
calibrated camera from a set of 2D-3D correspondences. In this method, we 
exploit two factors about the visual tags for pose estimation: the barcode shape, 
and the width information encoded on the barcode. It is noted that no precise 
position of the barcode is needed in the method, so we can actually put the 
barcodes in places with rough precisions. The 2D barcodes are designed around 
Datamatrix, a standard barcode symbology [194]. As seen in Figure 58, it has a 
square form with four distinct corners (left and bottom edges are solid whereas 
right and top edges has an alternating pattern).  
Estimating the position and the orientation of the camera with respect to a scene 
from n 2D-3D correspondences is coined as Perspective n-Point (PnP) problem 
[210]. In our case, the problem reduces to 4 coplanar and non-collinear points, 
which yields to a unique solution. (For general solution of PnP, please refer to 
[211])  
If we assume that 2D barcodes are placed on planar surfaces, four corners of the 





Corner 0: ( -w/2 , -w/2 , 0) 
Corner 1: ( -w/2 ,  w/2 , 0) 
Corner 2: (  w/2 ,  w/2 , 0) 
Corner 3: (  w/2 , -w/2 , 0) 
where the origin of the global coordinate frame  correspond to the center of the 
marker.  
Figure 60 illustrates coplanar P4P problem. As the geometry of the barcode is 
known, the relation between physical dimensions of the barcode and real-world 
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Moreover, assuming pinhole camera model, we define the projection from real-
world coordinates to image coordinates as:  
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This equation correlates the depths of four corners of the barcode to its image 
coordinates. Assuming unit depth for 
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And correlations between depth and width (and height) from equation (2): 
  
X ~ Z(u! cx )     Y ~ Z(v! cy )      (8) 
 
We can obtain an expression that represents the depth of a corner of the barcode 





(! !1)2 +" 2 +# 2





" = !(uC3 ! cx )! (uC1 ! cx )
# = !(vC3 ! cy )! (vC1 ! cy )
      (10) 
 




YC1  by using equation (2), if intrinsic 
characteristics of the camera are known. Once the real-world coordinates of one 
of the corners is known, coordinates of the rest of the corners can be revealed by 
using equation (6). 
Knowing the real-world position of the barcode makes it possible to estimate the 
pose of the camera with respect to the observed barcode. Assuming right-hand 

























r3 is the orthogonal unit vector to 
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 Finally, the distance between the camera and the barcode gives the translation of 
the camera, where the center of the barcode (
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6.4.3.5 Global Pose Estimation 
The global pose of a visual tag can be deduced through the combination of the 
robot pose (3D) and the camera pose/orientation (6D) with respect to the 
barcode (As illustrated in Figure 61). The following is a more detailed description 
of the method. 
Given the robot pose at time  
 






      (13) 
 
And the  camera pose at time 
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If we assume that 
! 
"t = tr # tc <$  is a time constant that is sufficiently small. In other 
words, the motion between recording an odometry message and recording an 
image is neglected, if the time difference between messages is sufficiently small. In 
our experiments, we found that !t<0.2s gives satisfactory results for a robot with 
maximum speed of 1 m/s.  
 
 







Several open source libraries are used in implementation of the method. For 2D 
barcode generation, libdtmx library is utilized [212]. After determining POIs in the 
environment, we placed the printed out markers to their respective positions 
manually. It is worthwhile to point out that barcodes are attached to the ceiling, as 
the experiments were held in a real hospital and ceiling provided the best visibility 
of the barcodes in the least intrusive way.  
The CARMEN [107] framework provides a software interface to record 
measurement data and link sensors to the robot base. During exploration, the 
robot was manually guided through the environment. Along with odometry and 
raw laser scan data; images are also timestamped and recorded. Consequently, 
metric maps are generated using Gmapping [122]. Together with the metric map, 
the path of the robot is obtained; which is later used to augment the relative 
camera pose estimations onto global metric map.  
For topology generation, libdmtx [212] is used to detect the barcodes in the 
recorded image dataset. After scanning the dataset, a number camera poses are 
estimated, and an average pose is calculated for each barcode.  
Finally, the corrected robot path and camera pose estimates are fused to obtain 
global pose estimates of 2D barcodes, by matching path and pose data that have 
the closest timestamps, as described in Section III.F. 
At the end of the process, following are obtained: 
• Metric map of the environment 
• Connectivity graph of the visited nodes 
• Annotated topo-metric map of 2D barcodes 
6.4.4.2 Environment 
Experiments took place on the 5th floor of Steinman Hall of the City College of 
New York. Nine locations were determined as the points of interest. Barcodes 
were printed on plain US-letter sized paper and attached to their respective 
locations. 
6.4.4.3 Dataset 
 The robot traveled 127.9 m in 625 seconds. During the experiment, 845 images 
(8-bit, single channel, VGA resolution) and 5741 pairs of odometry and laser scan 




6.4.4.4 Topo-metric Mapping 
Metric mapping was carried out off-line on a laptop with 2.53 GHz Core 2 Duo 
Processor and 4Gb RAM. Altogether 15 particles were used to generate the map. 
The filter only incorporated laser scans if the robot had moved more than 0.4 
meters or 0.5 radians between consequent poses. It took approximately 134 
seconds to generate the map (with a resolution of 0.1m/pixel) as well as the robot 
path from the raw dataset.  
All of the images in the dataset were scanned for visual tags. An average scan took 
0.874 seconds (716 seconds for the whole dataset). If a barcode was found in an 
image, camera pose estimation had to be carried out consequently. 
In total, 70 barcode were detected in the dataset, covering all of the placed 
markers. Each marker was detected 8 times in average (min. 3, max. 18 times). 
6.4.4.5 Global Pose Estimation 
Each camera pose estimate inherits the timestamp of the image that includes the 
2D barcode. For each camera pose estimate, the robot path is traced to find the 
robot pose data that has the closest timestamp (that is smaller than !t =0.2 
seconds), and they are regarded as a match. This leads to a number of pose 
estimates, which are then averaged to a single global pose estimate for each 
barcode.  
6.4.4.6 Results  
We used the architectural floor plan of the 5th floor as the reference and aligned it 
over the generated map of the environment (Figure 6). We measured the 
maximum deviation of the robot-generated map from the reference as 12 pixels 
(which correspond to 1.2 meters). 
Maximum deviation in position is calculated as 0.4433 meters at ‘Depot’ (out of 10 
occurrences), and maximum deviation in rotation is 0.04422 radians at the 
Robotics Lab (out of 6 occurrences).  
6.4.5 Discussion 
The results show that, the method for building topo-metric maps is capable of 
generating consistent and accurate maps of the environment that are automatically 
annotated.  
Metric portion of the map is compared with the floor plan, and it is found that the 
maximum error is 1.2 meters (from a real wall to an estimated wall) over a path of 






Figure 62 Top: Path of the robot during exploration. Bottom: Resulting annotated map. Each POI is 







Figure 63, Generated map is overlayed on the architectural floor plan of the environment for 
comparison.  
Physical characteristics of the camera and the barcode; such as camera resolution 
and calibration, physical size of the barcode and distance between the camera and 
the barcode has an effect on the accuracy of the results. Errors resulting from 
physical characteristics can be improved by e.g. using a larger barcode or a higher 
resolution camera.  
Synchronization differences between robot pose estimates and camera pose 
estimates can also result in inaccuracies. It is not always possible to record 
odometry data and images synchronously, and robot might have slightly moved 
during the recording of an image.  Due to this fact, that we imposed a maximum 
timestamp difference measure (!t=0.2 seconds). In other words, an odometry 
message and an image (in which a barcode is detected) are considered as a match if 
the difference between their timestamps is less than !t. The maximum velocity of 
the robot during exploration is set as 1m/s, therefore maximum estimation error 
due to synchronization difference is going to be 0.2 meters. Lower velocities will 
increase the exploration time, whereas smaller !t will improve accuracy in the 
expense of fewer matches between robot poses and camera poses.  
The effect of this phenomenon can be seen in Figure 64. As the robot moved along 
the corridor near the POI Computer_Lab several camera pose estimates were 




(North-South, South-North) during exploration, the resulting camera pose 
estimates form two bundles. Interestingly, mean global pose estimate is accurate 
because synchronization errors cancel-out each other as the camera sees the 
barcode from two different directions. In general, it is found that global pose 
estimates tend to be accurate, but not necessarily very precise if the target is seen 
from multiple orientations.  
 
 
Figure 64, The metric map, robot path and barcode estimates around Computer_Lab. The barcode is 
perceived from two different directions during exploration. 
6.4.6 Conclusion  
In this paper, we introduced a new topo-metric mapping method for indoor 
environments. The method is principally developed for indoor service robotics 
applications, and aims to minimize the manual work that needs to be done by the 
human designer of the system.  
The main contribution of the method is automated annotation of points of interest 
via 2D barcodes. The resulting map can be useful for both robot-centric tasks 
(localization, motion planning) and human-centric tasks (symbolic problem solving, 
assistive navigation for blind or visually impaired people) that require semantic 
information.  
The method utilizes 2D barcodes to physically annotate places; metric SLAM to 




global metric frame. It is implemented on a real robot and evaluated with physical 
experiments. The results show that the method can produce consistent and 
accurate annotated maps of the environment.  
6.5 Mapping of Multi-Floor Buildings: A Barometric 
Approach 
Abstract— This paper presents a new method for mapping multi-floor buildings. 
The method combines laser range sensor for metric mapping and barometric 
pressure sensor for detecting floor transitions and map segmentation.  We exploit 
the fact that the barometric pressure is a function of the elevation, and it varies 
between different floors.  The method is tested with a real robot in a typical 
indoor environment, and the results show that physically consistent multi-floor 
representations are achievable.  
6.5.1 Introduction 
The problem of simultaneous localization and mapping is one of the most 
researched topics in robotics. Many methods are proposed to solve the SLAM 
problem, and it is generally accepted that the problem of mapping indoor 
environments is well addressed. However, a vast majority of the state-of-the-art 
methods do not incorporate global constraints, and they only address the problem 
in 2D. Therefore, mapping of individual floors of a building is considered to be 
solved, but providing a globally consistent and well-aligned map of the whole 
building remains as an open question. 
In this paper, we aim to tackle this problem using a sensor fusion approach. We 
exploit the properties of barometric pressure to detect floor transitions of the 
robot during exploration, and to situate individual floors of the building onto a 
global coordinate frame. 
The major contribution of this paper is a simple, inexpensive and easy-to-
implement approach for generating globally consistent maps of multi-floor 
buildings. Resulting representations can be called as 2.1-dimensional; as the 
individual floor maps are 2D occupancy-grids and floor elevations are represented 
as barometric pressures, which are proportional to actual elevation differences 
between floors.   
Our method is built on top of publicly available, and open-source hardware and 
software frameworks, so that it can be easily implemented on existing systems. We 
implemented our method into a mobile robot system and evaluated the method in 
a typical multi-floor building. Results of the experiment prove that the method is 




6.5.2 Related Work 
Mapping of indoor environments is a well-studied problem; several solutions exist 
for 2D maps and their extension to 3D are emerging. According to Busckha[36], 
robotic mapping methods fall into 5 categories: metric maps [176], topological 
maps [177], sensor-level maps [178], appearance-based maps [179]  and semantic 
maps [58].  In this paper, we focus on (metric) occupancy-grid maps, which is the 
most commonly used type of maps in robotics.  
Majority of occupancy-grid mapping techniques utilize probabilistic approaches to 
model robot motion and to represent sensor uncertainties, such as derivations of 
Kalman filters ([213], [72]), particle filters [214] and graph-based optimization 
methods [215]. 
Despite the number of solutions for 2D mapping, only a few methods deal with 
mapping of multi-floor buildings. In [216], a visual-odometry based approach is 
proposed to derive the alignments of floors. In this approach, however, the floors 
are needed to be mapped sequentially; and salient visual features are required 
during floor transitions.  
SLAM using multiple robots has similar aspects to the problem of mapping multi-
floor buildings. In [217], a map-merging approach is presented to obtain a global 
map from the individual maps of robots, provided that robots meet with each 
other during their mission. In [218] this approach is extended in a way that the 
robots localize each other in their respective maps and create constraints that are 
used to merge the maps via global localization. 
A recently proposed a method by Karg et.al. [219] is one of the very few methods 
that directly address the multi-floor mapping problem. Similar to [218], they use 
constraints that are derived from global localization to align maps of individual 
floors. Their method is suitable for multi-robot teams, and it is based on the 
assumption that certain architectural features of the building are common between 
different floors. A single sensor modality (laser range finder) is used for global 
localization and generation of constraints.  This method does not perform well if 
certain architectural features are repetitive, symmetrical or dis-similar in different 
floors. Moreover, it does not address the issue of which map correspond to which 
floor of the building, and therefore requires this information has to be manually 
given. 
Our method differs significantly from the above-mentioned methods, both in the 
way the maps are generated and in the way they are represented. Instead of only 
providing a correct alignment of the floors, his method also generates a globally 
consistent representation of the building; which directly correspond to elevations 
of individual floors, and therefore the actual layout. Furthermore, it does not 




actually sufficient for alignment. On the other hand, our method currently supports 
single robot systems due to the fact that maps of individual floors are segmented 
from a continuous, global dataset.  
 
 
Figure 65, Map of a multi-floor building, as the result of 2D-SLAM: Six floors of the same building 
are superimposed onto a single plane. The dataset is recorded by a single robot exploring the whole 
building. The main goal of this work is to segment the map using variations of barometric pressure 






 We combine a laser range sensor and a barometric pressure sensor to align 
individual maps, detect transitions, and represent floor elevations in a global 
coordinate frame. Using a laser range finder, we generate 2D-maps of floors and 
estimate robot path during exploration, and floor transitions are detected using a 
barometric pressure sensor.  
6.5.3.1 Barometric Pressure vs Altitude 
Barometric pressure (or atmospheric pressure) is defined as the force per unit 
area exerted against by the weight of air above that surface in the earth’s 
atmosphere [220]. Therefore, the change in pressure over an infinitesmall change 
in altitude should be proportional to the gravitational force exerted by the mass of 
the air in that infinitesmall layer. This relation can be expressed as: 
 
      (1) 
where P is pressure, z is altitude, ! is density of air and g is the gravitational 
constant. The negative sign denotes the decrease in pressure with increasing 
altitude. 
Furthermore, ideal gas law states 
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where R is the Boltzmann constant and T is the temperature. 
Therefore, using (2) and (3), we can write  
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According to the International Standard Atmosphere Model formulated by 
International Civil Aviation organization [221], zero altitude is measured from 
mean sea level as 
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Therefore, for constant gravitational acceleration and temperature, it is proven 
that the altitude can be approximated in terms of pressure, using the first order 
integral of equation (3):  
 
     (5) 
Our method basically exploits the fact that the barometric pressure decreases as 
the robot moves to upper floors, and increases as it moves to lower floors. 
Furthermore, we assume that the pressure remains relatively stable and constant in 
the same floor, and the pressure difference between the floors is significant 
between adjacent floors.  
 
 
Figure 66, Absolute pressure readings from 8 different floors of a building.  













Figure 67, Change of the barometric pressure and the temperature over 5 days at a static point. 
Atmospheric events affects the density of air, hence the barometric pressure. 
To verify these assumptions, the following experiment was conducted. Using a 
digital barometric pressure sensor, we recorded pressure and temperature from 8 
different floors of a typical building. In each floor, data was recorded for the same 
amount of time (3 minutes), with refresh rate of 1 measurement per second. 
(Figure 66)  
Two observations can be made from this experiment; during short periods (as in 
floor transitions), pressure remains relatively stable in the same floor, and the 
pressure difference is significant between floors.  
To further prove that the barometric pressure at a static observation point 
remains relatively same over short periods of time, we collected temperature and 
pressure readings from a static point for 5 days (Figure 3). Barometric pressure 
varies due to atmospheric events, day-night transitions or geographical conditions. 
Yet, the variations in the barometric pressure happen relatively slowly, as seen in 
Figure 67. Considering the fact that moving from one floor to another (using 
elevators) takes at most a few minutes, it can be assumed that the barometric 
pressure at the respective floors remain the same over the period of transition.  
Using these assumptions, the following sections deal with the detection of floor 
transitions based on barometric pressure changes between floors. 
6.5.3.2 Exploration 
Our method is developed for a single robot that explores the multi-floor building. 
During exploration, three types of data are recorded: 
- Raw odometry from wheel encoders 
- Range readings from laser range finder 




At the end of the exploration, we obtain a single dataset that contains time-
stamped readings of above-mentioned data.  
6.5.3.3 Mapping of individual floors  
Based on the state-of-the-art algorithms that address 2D mapping problem, we 
assume that sufficient solutions exist to generate metric gridmaps of individual 
floors. Particularly, we adopted the approach of Grisetti et.al. [64] that is based on 
Rao-Blackwellized particle filters[62], and made available in [122] as an open-
source library. 
To mention briefly, the key idea of Rao-Blackwellized particle filter for SLAM is to 
estimate the joint posterior  for the map m and the path 
of the robot [62]. Using the observations (range readings)  and the 
odometry measurements , it is possible to estimate the joint posterior, 
by using the following factorization: 
 
    (6) 
Using equation (6), it is possible to first estimate the path of the robot 
, and consequently build the map of the environment , 
based on the estimated path.  
We use Gmapping [122] to process the dataset and to obtain the corrected robot 
path based on laser readings. At this point, the whole dataset is processed and it is 
treated as it is from a single floor rather than a multi-floor environment.  
The resulting map is based on the path of the robot, and it is essentially the 
projection of all floors onto a single plane (As seen in Figure 65). 
6.5.3.4 Map segmentation 
Map segmentation is the process of dividing the monolithic dataset into segments 
to represent individual floors. Our method only takes barometric pressure 
readings into account for map segmentation; and unlike the available methods, 
repetitive, symmetrical or dissimilar architectural features in the environment do 
not affect the performance. 
Segmentation is based on detecting discontinuities of the pressure graph (e.g Figure 
68). Raw pressure readings are noisy time series, and for better representation, the 
raw data is smoothed using Double Exponential Smoothing [222]. The following 
two equations are associated with Double Exponential Smooting: 
p(x1:t,m z1:t,u1:t!1) x1:t = x1,..., xt
z1:t = z1,..., zt
u1:t!1 = u1,...,ut!1
p(x1:t,m z1:t,u1:t!1) = p(m x1:t, z1:t ).p(x1:t z1:t,u1:t!1)





     (7) 
where  and  are smoothing constants,  is the raw data,   is the trend of the 
data and  is the smoothed data. The initial values for the smoothed data and the 
trend can be taken as  and  [223].  
The detection of floor transitions is based on the rate of change of the smoothed 
pressure readings. Figure 68 (bottom) shows the rate of change in pressure, i.e. 
. Using the mean ( ) and standard deviation ( ), floor transitions are 
detected at the instants where . 
Detecting the segments based on the barometric pressure reveals when the robot 
travels from one floor to another. Using the timestamps of transitions, the whole 
dataset is divided into segments of odometry, range and pressure readings from 
individual floors. We apply SLAM on the segments to generate 2D maps, and we 
calculate the mean pressure for each floor.  
The resulting representation is a globally consistent multi-floor map of the building. 
It can be referred as a 2.1D map, since the individual floors are represented as 2D 




We tested the method in a typical multi-floor building using a mobile robot. The 
experiment took place in Steinman Hall of the City College of New York. The 
building houses several engineering departments, and it is mainly consisted of 
offices, classrooms and laboratories.  
During the experiment, the robot explored publicly accessible areas of the building. 
Office layouts and laboratory arrangements differ significantly between 
departments and therefore between individual floors.  
6.5.4.2 Robot platform 
The robot used in the experiment consisted of a Pioneer P3AT robot base, a 
SICK-LMS 200 laser range finder, an SMC1000 barometric pressure sensor and a 
laptop with Linux operating system. The pressure sensor was interfaced to the 
laptop through an Arduino microcontroller board, via USB.  
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Experiment started at the 5th floor, where the CCNY Robotics Lab is situated. 
After covering the 5th floor, the robot traveled to 6th,4th,3rd,2nd and 1st floors of the 
building. 
The total length of the path the robot traveled is approximately 927 meters. The 
overall exploration, including transitions between floors using elevators took 46.4 
minutes, resulting in an average speed of 0.33 meters per second.  
 
Figure 68, Barometric pressure during exploration. The robot starts its route at the 5th floor, then 
moves to 6th, 4th, 3rd, 2nd and ground floors. Raw pressure readings (top) are smoothed using Dual 
Exponential Smoothing (middle). The rate of change of the smoothed pressure reveals the instances 





Figure 69, Steinman Hall - Grove School of Engineering of the City College of New York, City 
University of New York. Six floors of the building – Ground floor to 6th floor- are mapped. 
6.5.4.4 Metric Mapping 
We applied Rao-Blackwellized particle filter to the whole dataset using [122]. As a 
result of the SLAM, the path of the robot and the map are estimated (Figure 65).  
Resulting map is the projection of all floors of the building on a plane: A 
superimposed representation of a 3D environment into a 2D map.  
The only commonly covered parts of the individual floors are the main aisles, 
where the elevators are located. When the robot moves from one floor to 
another; it observes the main aisles before and after entering elevators. 
6.5.4.5 Map Segmentation 
In order to segment the map obtained in the previous step, we use barometric 
pressure data that is recorded during exploration. Figure 68 illustrates the change 
of barometric pressure among different floors. The exploration starts at the 5th 
floor, where the Robotics Lab is situated. After covering the 5th floor, robot takes 
the elevator to the 6th floor, where the pressure is lower as expected. Similarly, the 




Transition of the robot between floors is clearly observable from the barometric 
pressure data. The elevator is a closed chamber, where a heating, ventilating and 
air conditioning (HVAC) unit controls the air circulation inside the cabin. The 
effect of this phenomenon can be identified as spikes on the graph. 
 The result of map segmentation process can be seen in Figure 70. Based on the 
discontinuities of the barometric pressure data; the dataset is segmented into six 
consecutive parts, and maps of six individual floors are obtained.  
As iluustrated, the ground floor is a large open space, and the rest of the floors are 
arranged differently, based on the functional units residing in that floor. The 
common area in all of the floors is the main aisle, where the elevators are located.  
To obtain a physically consistent representation, we directly use the mean 
barometric pressure for each floor as a measure of elevation. Therefore, 2D layout 
of the environment is represented as a metric X-Y grid and computed by the 
SLAM; and the elevation (Z) of the each grid represented by mean barometric 
pressures that are directly derived from the dataset. 
6.5.5 Discussion of Results 
The results of the experiment are illustrated in Figure 70 and Figure 71; which 
shows that the method is useful for building physically consistent maps of multi-
floor environments.  
The method is based on a set of very simple rules. It uses state-of-the-art metric 
mapping techniques, and exploits the characteristics of barometric pressure. In 
contrast to maps generated in [219], where the floor levels are hand-coded into 
the system; this method is capable of representing the correct order of the floors 
automatically. Moreover, the elevation differences between floors can also be 
revealed. From Figure 71 (middle), it is possible to observe that the floors are not 
evenly spaced.  Larger elevation differences between the ground floor, the 2nd floor 
and the 3rd floor are consistent with the architecture of the building: The ceiling on 
the ground (1st) floor is significantly higher, and there is a mezzanine floor (2M) 






Figure 70, Individual maps of floors. These maps are segmented from the superimposed map in 












Figure 71, Resulting multi floor map. 2D floor maps are the result of metric SLAM (top). Elevations 
of individual floors are determined from barometric pressure (middle). The final representation is a 
2.5D –sparse 3D- map of the building (bottom).  Note the decreasing values of Pressure axis, in 





     
Metric maps of the individual floors are simply generated by the 2D SLAM 
algorithm [122]. In general, the maps are consistent and aligned well with the other 
floors, especially around the main aisle, where the elevators are situated. Due to 
the shortcomings of the SLAM algorithms, slight misalignments are also detected, 
as in the map of the 2nd floor (Figure 70). Unlike the 4th floor and the 6th floor, a 
loop closure is not observed on the 2nd floor; and unlike the ground floor and the 
5th floor, the environment is not rich in terms of features. A relatively featureless 
and long corridor without a loop closure results in poor self-localization of the 
robot, hence affects the generated floor map.  
Figure 71 reveals that the elevations of the individual floors are referenced to the 
mean barometric pressures recorded at the corresponding floors during 
exploration. While the relative elevation differences can be represented using 
mean barometric pressures, they cannot be represented as absolute elevations 
from mean sea level because of the varying barometric pressure (as seen in Figure 
67).  
6.5.6 Conclusion and Future Work 
In this paper, we presented a novel method for mapping of multi-floor buildings. It 
is based on laser range measurements to build metric maps of the environment, 
and barometric pressure measurements to detect floor transitions and segment 
the metric maps.  
 The method is tested with a real robot in a typical multi-floor building, and the 
results show that the method is capable of generating physically consistent maps. It 
is simple, efficient, and easily applicable to the existing robot systems with an 
addition of an inexpensive digital barometric sensor.  
We aim to extend this framework by tracing the atmospheric pressure changes 
using stationary sensor nodes placed in the environment. This will allow us to 
maintain a globally referenced pressure map, and moreover enable mapping with 
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