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Abstract 
Accurate short-term traffic flow forecasting contributes a crucial element to the dynamic 
operations of Advanced Traffic Management Systems (ATMS) and Advanced Traveler 
Information Systems (ATIS) for improving traffic efficiency and safety. Many forecasting 
methods have been developed over the last decade. The Seasonal AutoRegressive Integrated 
Moving Average (SARIMA) model provides accurate forecasts. This model is based on well-
developed statistical theories and exhibits explicit relationships between the input data and the 
output forecasts. However, the SARIMA model does not perform well when the traffic flow 
deviates significantly from the normal weekly pattern. It cannot react to abnormal traffic 
conditions before the flow deviation is detected at the investigated site. 
The SARIMA model considers only the traffic conditions in a given site. Kinematic wave theory 
presents a relationship between two closely spaced flow series. The prevailing forward 
kinematic wave shows that current and past upstream traffic flow affect the investigated flow in 
the short-term future. This relationship supports the development of a multivariate ARIMAX 
model that incorporates related exogenous upstream flows {X} and an univariate SARIMA 
model. The multivariate ARIMAX model is hypothesized to improve the one-step-ahead 
forecasting accuracy of the univariate SARIMA model. 
Traffic data from the freeways A3 and A5 near Frankfurt, Germany were used for an empirical 
study. The random walk model, historical average model, heuristic KITS model and SARIMA 
model are selected as benchmarks for evaluating the ARIMAX modeling. A discrete 15-minute 
interval in the applied traffic flow series is firstly adopted in this research because several 
previous studies have demonstrated stable forecasting performance in this interval length. 
The estimation results show that the transfer function in the ARIMAX model gives a relationship 
conforming to the kinematic wave theory. It can be regarded as a reliable component in 
describing the relationship of the two flow series. The forecasting evaluations present that the 
multivariate ARIMAX model has better ability to trace the investigated flow profile than the 
SARIMA model has. Considering the effect of the flow series at different upstream approaches, 
  
the flow series at a major upstream approach improve the forecasting accuracy obviously; the 
flow series at minor upstream approaches have only a weak effect. Furthermore, a greater 
number of exogenous flow series used in the model results in better forecasting accuracy. The 
ARIMAX model should be used if time series analysis is adopted for short-term traffic flow 
forecasting. 
Moreover, different ATMS and ATIS applications require different horizons of short-term traffic 
flow forecasts. The one-step-ahead forecasting performances of the ARIMAX model and the 
benchmarks for 3, 5, 10, 15, 20, 30, 45 and 60 min forecasting horizons are tested in this study. 
The KITS model has the lowest forecasting error in the cases of the longer (30, 45 and 60 min) 
forecasting horizons; the ARIMAX model is preferred in the cases of the shorter (3, 5, 10, 15 
and 20 min) forecasting horizons. The ARIMAX model gives forecasts that are more accurate 
than those given by the SARIMA model for all forecasting horizons. This result infers that the 
use of upstream traffic flows is effective in time series modeling for short-term traffic flow 
forecasting. 
 
 
  
Kurzfassung 
Die genaue kurzfristige Prognose der Verkehrsstärke ist ein wichtiger Bestandteil für den 
dynamischen Betrieb von Verkehrsmanagementsystemen und Fahrerinformationsdiensten. Im 
vergangenen Jahrzehnt wurden hierfür viele Prognosemethoden entwickelt. Das Seasonal 
AutoRegressive Integrated Moving Average (SARIMA) Modell ist eine dieser 
Prognosemethoden und basiert auf statistischer Theorie. Es zeigt eine explizite Beziehung 
zwischen den Eingangsdaten und die Ausgangsdaten – der Prognose – auf. Wenn die 
Ganglinie der Verkehrsstärke signifikant vom normalen Profil abweichen, arbeitet das SARIMA 
Modell jedoch nicht akkurat. Das Modell reagiert nicht auf unregelmäßige Verkehrszustände 
bevor die Abweichung der Verkehrsstärke am Untersuchungsort erfasst wurde. 
Das SARIMA Modell nutzt lediglich die Verkehrsdaten am Untersuchungsort. Die kinematische 
Wellentheorie stellt eine Beziehung zwischen zwei nahe gelegenen Verkehrsflüssen dar. Die 
hauptsächlich vorwärts gerichtete kinematische Welle zeigt, dass die aktuelle und letzte 
Verkehrsstärke an den flußaufwärtigen Messquerschnitten die kurzfristige künftige 
Verkehrsstärke am Untersuchungsort beeinflussen. Diese Beziehung stützt das Entwickeln 
eines multivariaten ARIMAX Modells, das den exogenenen flußaufwärtigen Verkehrsfluss {X} 
und das univariate SARIMA Modell verbinden. Es wird die Hypothese aufgestellt, dass das 
ARIMAX Modell die kurzfristige Prognose des SARIMA Modells verbessern kann. 
Verkehrsdaten der Autobahnen A3 und A5 in der Nähe von Frankfurt werden für eine 
empirische Untersuchung genutzt. Das Random-Walk Modell, das Historical-Average Modell, 
das heuristische KITS Modell und das SARIMA Modell werden für einen Vergleich mit dem 
ARIMAX Modell herangezogen. Um stabile Ergebnisse darstellen zu können, wurde ein 
diskretes Zeitintervall von 15 Minuten für die Zeitreihen der Verkehrsstärke ausgewählt. 
Laut der Schätzungsergebnisse zeigt die Übertragungsfunktion des ARIMAX Modells eine 
Beziehung, die der kinematischen Wellentheorie entspricht. Die Übertragungsfunktion wird als 
eine zulässige Komponente angesehen, die Beziehung zwischen zwei Verkehrsflüsse zu 
beschreiben. Laut des Prognosetests zeigt das ARIMAX Modell eine bessere Fähigkeit als das 
  
SARIMA Modell die Ganglinie zu verfolgen. Die Verkehrsflüsse vom hauptstrom verbessern die 
Prognosegenauigkeit deutlich; die Verkehrsflüsse von den nebenströmen stellen nur schwache 
Auswirkung dar. Eine größere Menge von exogenen flußaufwärtigen Verkehrsflüssen erhöht die 
Prognosegenauigkeit des ARIMAX Modell. Das ARIMAX Modell sollte genutzt werden, wenn 
die Zeitreiheanalyse für die kurzfristige Prognose der Verkehrsstärke verwendet wird. 
Verschiedene Verkehrsmanagementsystemen und Fahrerinformationsdiensten brauchen 
verschiedene Prognosehorizonte. Das ARIMAX Modell und die verglichenen Modelle wurden 
für die Prognosehorizonte 3, 5, 10, 15, 20, 30, 45 und 60 Minuten getestet. Das KITS Modell 
erzielt die genauesten Ergebnisse bei den längeren Prognosehorizonten (30, 45 und 60 
Minuten); das ARIMAX Modell hingegen bietet die geringsten Fehlerabweichungen in kürzeren 
Prognosehorizonten (3, 5, 10, 15 und 20 Minuten). Jedoch in allen untersuchten 
Prognosehorizonten zeigt das ARIMAX Modell eine genauere Prognose als das SARIMA 
Modell. Deshalb zeigt sich die Nutzung der flußaufwärtigen Verkehrsflüsse als effektiv für die 
kurzfristige Prognose der Verkehrsstärke. 
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1 Introduction 
1.1 Background 
Intelligent transportation systems (ITS) are currently used for traffic management and control 
systems to improve the efficiency, safety, or environmental quality of a road network. Advanced 
traffic management systems (ATMS) and advanced traveler information systems (ATIS) are two 
ITS application fields. Using collected traffic condition data, ATMS generate and execute 
adaptive control strategies; ATIS provide travelers with useful traffic information. Freeways 
serve as the backbone of a transportation system and supply a high level of service. A large 
number of ATMS and ATIS applications have been implemented, e.g., ramp metering control, 
variable speed-limit operation, advanced congestion warning, and tactical route guidance. 
Since traffic conditions change over time, the forecasting capacity for short-term future 
conditions is a crucial function of ATMS and ATIS applications. If control strategies and traveler 
information are generated only on the basis of current traffic conditions, they merely react to the 
“past” traffic conditions when they are executed or broadcast. For proactive operations, 
forecasts of short-term future traffic conditions must be utilized. ATMS and ATIS will show better 
performance when short-term future traffic conditions are accurately forecast. 
Traffic flow, which represents the load of a transportation system, is an important parameter for 
traffic control applications. It can also be considered as the transportation demand under the 
limitation of the system capacity. Various ATMS and ATIS applications primarily operate with 
this parameter. Moreover, other useful traffic information (e.g. travel time) can be estimated 
according to this parameter. Therefore, a short-term forecasting model for freeway traffic flow is 
investigated in this research. 
Numerous forecasting models have been developed to deal with this issue. They can be 
broadly classified into univariate and multivariate approaches. In the univariate approach, traffic 
flow is forecast on the basis of historical and current observations only from a given site. In the 
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multivariate approach, the model considers traffic data from several sites. Univariate models are 
commonly employed because of fewer requirements with regard to computation and input data; 
multivariate models incorporating related exogenous information are expected to provide more 
accurate forecasts. 
Williams et al. (1998; 2003) demonstrated that a univariate stochastic time series model with a 
weekly cyclical nature of traffic conditions can accurately describe and predict a traffic flow 
profile. On the Basis of Williams’ contribution, this study develops a multivariate stochastic time 
series model. The relationships between the investigated traffic flow and the adjacent traffic 
flows are explored to assist in model building. The accuracy of short-term traffic flow forecasts is 
expected to be further improved. 
1.2 Problem Definition 
Nowadays, vehicle detectors are standard equipments for collecting the traffic flow data. These 
detectors simply sense the presence of vehicles passing a fixed location. They are generally 
installed at critical sites where operations take on a special importance. Hence, short-term traffic 
flow forecasting has a high priority at these sites. 
Figure 1.1 illustrates the short-term traffic flow forecasting problem in a time–space diagram. 
Traffic data at sites X1, X2, X3 and Z can be obtained by detectors. Traffic flow ZtQ  is the 
number of vehicles passing site Z during a discrete time interval t. For describing the traffic flow 
time series, the subscript t used for parameters and variables in this research denotes the 
current time interval; t-n refers to the nth past time interval. The traffic flow at next time interval 
t+1 is forecast. The univariate model generates the forecasts Zt+1Q  merely using current and 
historical traffic flow data at site Z. However, the vehicle trajectories in Figure 1.1 show the 
motions of vehicles, while the kinematic waves present the propagation of traffic conditions. This 
time–space diagram indicates a relationship between two closely spaced traffic flows. When the 
traffic flow at site Z is investigated, traffic flow data at upstream sites (e.g., X1, X2, and X3) also 
provide valuable information for forecasting Zt+1Q . 
One-step-ahead traffic flow forecasting is employed in this study. Multiple-interval forecasting 
models show weaker performance at farther intervals (e.g., refer to Kirby et al. 1997; 
Vlahogianni 2005). If forecasts with a longer forecasting horizon are required, a longer data 
collection interval can be adopted for the one-step-ahead forecasting model. Because several 
previous studies (e.g., Chen and Grant-Muller 2001; Smith and Demetsky 1997; Williams et al. 
1998; 2003) have shown stable forecasting performance when using a discrete 15-min-interval 
data, this interval length of the applied traffic flow series is adopted in this research. Afterward, 
the forecasting performance of the developed multivariate model is tested using different 
interval lengths of traffic flow data. 
As stated above, the problem in this research is expressed as 
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where 
 

Z
t+1Q  is the forecast for 
Z
t+1Q  computed at time t; 
 ZtQ  is a traffic flow observation at the investigated site Z at time t; 
 X1tQ  is a traffic flow observation at the upstream site X1 at time t. 
 
 
Figure 1.1: Illustration of short-term traffic flow forecasting problem 
1.3 Research Objectives 
As mentioned above, this study attempts to develop a multivariate one-step-ahead forecasting 
model for freeway traffic flow. The research objectives are to 
 explore relationships between the investigated traffic flow and the upstream flows; 
 develop a multivariate forecasting model according to the explored relationships; 
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 evaluate the forecasting performance by comparing the results of the developed model with 
those of previous models. 
1.4 Research Procedure 
The research procedure is outlined in Figure 1.2. The work begins with a literature review of 
different short-term traffic flow forecasting models; the strengths and weaknesses of these 
models are discussed. 
This study attempts to develop a multivariate model that is an improvement of the previous 
univariate SARIMA model (Williams et al. 1998; 2003). The relationships between the 
investigated traffic flow and the upstream flows constitute the foundations of a multivariate 
model. These relationships are investigated on the basis of time series analysis (cross-
correlation) and kinematic wave theory (propagation of traffic conditions). Accordingly, a 
multivariate forecasting model is developed. 
 
 
 
Figure 1.2: Research procedure 
The developed multivariate model is then evaluated by comparing its results with those of 
pervious models. Traffic data from freeways A3 and A5 near Frankfurt, Germany, (provided by 
Hessisches Landesamt für Straßen- und Verkehrswesen) are used. Models incorporating single 
upstream flow show the effects of respective upstream flows in multivariate modeling. Modeling 
with multiple upstream flows is expected to yield more accurate forecasts; however, an 
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appropriate amount of upstream flow must be considered. Furthermore, the forecasting 
performance for different horizons is tested. 
1.5 Thesis Organization 
This thesis is organized in eight chapters including this introductory chapter. The remaining 
chapters are summarized as follows. 
 Chapter 2 provides a review of previous short-term traffic flow forecasting models. The 
characteristics of previous models are summarized. 
 Chapter 3 describes the methodologies for building a multivariate forecasting model, 
including time series analysis and kinematic wave theory. 
 Chapter 4 describes the test design used in this study, including the datasets, benchmarks, 
and performance measures. 
 Chapter 5 presents the estimation and the evaluation of modeling with single upstream flow. 
The effective upstream zone of exogenous flows for modeling and trade off 
between model accuracy and model complexity are discussed. 
 Chapter 6 presents the estimation and the evaluation of modeling with multiple upstream 
flows. A process for selecting the appropriate amount of upstream flow is 
proposed. Moreover, effective traffic conditions of the developed multivariate 
model are presented. 
 Chapter 7 presents the test results of the forecasting performance by comparing several 
models for different horizons. 
 Chapter 8 summarizes the research findings and presents recommendations for further 
research. 
 
 

  
2 Previous Efforts in Short-term Traffic Flow Forecasting 
2.1 Overview of Previous Efforts 
Previously proposed short-term traffic flow forecasting methods can be categorized as 
nonparametric and parametric techniques. Nonparametric techniques do not require a 
parameter estimation procedure for constructing the forecasting model; parametric techniques 
generate forecasts on the basis of specific formulations of traffic variables and parameters. 
Table 2.1 presents the previously developed models belonging to each category. The models of 
parametric techniques are further classified into heuristic methods, linear statistical methods, 
and traffic flow theory–based methods. The forecasting models are sorted by the time at which 
they were first used for short-term traffic flow forecasting. A superscript asterisk indicates a 
multivariate forecasting model. 
Table 2.1: Overview on previous short-term traffic flow forecasting models 
Time Nonparametric Techniques 
Parametric Techniques 
Heuristic Methods Linear Statistical Methods Traffic Flow Theory–Based Methods 
~ 1980s 
 Random Walk 
Model 
 Historical Average 
Model 
 Moving Average 
Model 
 2nd and 3rd 
Generation UTCS 
 Stephanedes’ Model
 Siegener’s Model 
 Krause’s Model 
 Spectral Representation 
Analysis 
 Exponential Smoothing 
Model 
 ARIMA Model 
 Kalman Filter* 
 FREFLO Model* 
1990s ~ 
 Artificial Neural 
Networks* 
 Nonparametric 
Regression* 
 Zackor’s Model 
 European Capitals 
Model 
 ATHENA Model* 
 KITS Model 
 KARIMA Model 
 SARIMA Model  
 ARIMAX Model* 
 Cell Transmission 
Model* 
Among the nonparametric techniques, the random walk model, historical average model, and 
moving average model can be considered as the simplest forecasting models. These models 
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are easily implemented. Since the 1990s, artificial neural networks and nonparametric 
regression have been investigated. Artificial neural networks recognize the characteristics of 
traffic conditions from a training dataset and generate an approximation for short-term future 
flow. Nonparametric regression is based on the seemingly chaotic nature of traffic conditions. It 
is expected that appropriately designed structures of these two techniques can capture traffic 
dynamics and generate accurate forecasts. 
The heuristic methods mentioned in this dissertation construct a sensible algorithm to generate 
flow forecasts. Traffic patterns and current traffic conditions are two important components for 
modeling. Clustering methods (e.g., the k-means cluster) can be incorporated into these 
methods to form traffic patterns. 
Linear statistical methods are based on certain statistical assumptions. Spectral representation 
analysis for modeling traffic flow requires a stable flow pattern. Autoregressive moving average 
(ARMA) model is based on the stationarity of univariate time series. The ARMA model can be 
further modified to fit nonstationary flow series (e.g., ARIMA and SARIMA models) or multiple 
flow series (e.g., ARIMAX model). The method employing a Kalman filter assumes an 
unobservable state as a Markov process and uses this unobservable state to describe the 
observable traffic dynamics. 
Traffic flow theory provides a theoretical approach to present traffic movement. It includes first-
order continutiy theory (Lighthill and Whitham 1955; Richard 1956) and higher-order continuity 
theory (Payne 1979). On the basis of continuity theory, the FREFLO model and cell 
transmission model generate approximate flows for the short-term future. 
The next section presents forecasting algorithms and characteristics of each model. The 
following symbols represent commonly used variables in forecasting models. 
 

Z
t+1Q  is the forecast for 
Z
t+1Q  computed at time t; 
 ZtQ  is a traffic flow observation at investigated site Z at time t; 
 XtQ  is a traffic flow observation at upstream site X at time t. 
2.2 Highlights of Previous Models 
2.2.1 Random Walk Model 
The random walk model assumes that the current traffic flow provides the best estimate of traffic 
flow in the near future. This assumption would be true only if the traffic flow time series are 
random walks, where traffic flow from any time interval t to the next time interval t+1 is random. 
For the random walk model, the best one-step-ahead forecast is written as 
 Z Zt+1 tQ Q  (2-1) 
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This model works well if the traffic flow difference between two adjacent intervals is small. It 
does not require historical traffic data or a parameter estimation procedure. Adaptive traffic 
control and management systems responding to the current traffic conditions, such as the Split 
Cycle Offset Optimization Technique (SCOOT; Hunt et al. 1981), apply this forecasting model 
implicitly. However, it is well known that the traffic flow series is not a random walk. It follows 
cyclical patterns that include two peaks in the weekday profiles and a lower-level peak in the 
weekend profiles. 
2.2.2 Historical Average Model 
In contrast to the random walk model, the historical average model simply relies on the weekly 
cyclical nature of traffic flow profiles. This model considers the forecast as an average of all the 
observations made in the same time interval of the day. It is formulated as 
  hZ Zt+1 t+1- js
j=1
1Q Q
h
 (2-2) 
where 
 h  is a number of the used historical flow data; 
 s  is a number of intervals in a weekly period (e.g., s = 2016 in a 5-minute-
interval series; s = 336 in a 30-minute-interval series). 
Three generations of the urban traffic control system (UTCS) contain respective short-term 
traffic flow forecasting models. The first-generation UTCS (UTCS-1) optimizes signal control 
using historical data on the basis of the time of day and the day of the week (MacGowan and 
Fullerton 1979). This is an example of an application of the historical average model. The 
cyclical nature of traffic conditions allows this algorithm to perform acceptably. However, this 
model totally ignores current traffic conditions; thus, it is not appropriate for dynamic control and 
management systems. 
2.2.3 Moving Average Model 
The moving average model assumes that the one-step-ahead forecast equals the average of N 
previous observations, which is expressed as 
0
N
Z Z
t+1 t - j
j=
1Q Q
N
   (2-3) 
where 
 N  is a number of the used previous flow data. 
This model weights each of the previous N observations by 1/N, while other earlier observations 
have no weights. 
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2.2.4 Spectral Representation Analysis 
Nicholson and Swann (1974) proposed spectral representation analysis for forecasting traffic 
flow. A stable pattern for daily traffic flow is decomposed into orthogonal components and an 
independent random error, which is expressed as  
h
Z
dt dj tj
j=1
Q c e  ; 1,2, ,d D  ; 1,2, ,t T   (2-4) 
where 
 ZdtQ  is a traffic flow on day d at site Z at time t; 
 D  is a total number of days in the dataset; 
 T  is a total number of intervals a day; 
 h  is a number of terms in representation equation; 
 tj  is a set of orthogonal components, where 
1
1,
0,
T
ti tj
t
i j
i j
 

   ; 
 djc  are coefficients; 
 e  is an error. 
The coefficients were estimated on the basis of historical daily traffic flow data. A recursive 
algorithm was developed for updating these coefficients; traffic flow forecasts could then be 
generated using the updated coefficients. However, the fundamental assumption of a stable 
daily traffic pattern restricts the model to adapte to dynamic traffic conditions. 
2.2.5 FREFLO Model  
Payne et al. (1979; 1987) developed a simulation model, FREFLO, for freeway traffic 
surveillance. This model uses higher-order continuity theory to predict short-term traffic flow 
conditions. The forecasting algorithms expressed as Eqs. 2-5, 2-6, and 2-7 are based on 
divided freeway sections, as shown in Figure 2.1. 
 1X X X Z In Outt+1 t t+1 t+1 t+1 t+1K K Q Q Q QD      (2-5) 
   X X Z XX -1 t e t v t tX X X X t
t+1 t t t
t t
V V K k K KV
V V V V
D k D k D
        
 (2-6) 
 1Z X X Xt+1 t tQ K V   (2-7) 
where 
 IntQ  is traffic inflow from ramp at time t; 
 OuttQ  is traffic outflow from ramp at time t; 
 D  is distance between site X and site Z; 
 ZtK  is traffic density at section Z at time t; 
2.2    Highlights of Previous Models 11
 
 
 ZtV  is traffic speed at section Z at time t; 
  Xe tV K  is traffic equilibrium speed for section X at density XtK ; 
 tk  is a relaxation coefficient; 
 vk  is a anticipation coefficient; 
 X  is a fractional coefficient of flow at site X. 
 
 
Figure 2.1: A freeway section in Payne’s model 
2.2.6 Second and Third Generation UTCS 
In contrast to UTCS-1, the second-generation UTCS (UTCS-2) utilizes both historical data and 
current data to enhance the forecasting capability. This model, expressed as Eq. 2-8, uses 
current observations to correct the forecast of the traffic deviation from the average historical 
pattern (Okutani and Stephanedes 1984). UTCS-2 assumes that a Fourier series provides 
accurate approximations of the historical traffic flow pattern. 
The third-generation UTCS (UTCS-3), given as Eq. 2-9, heavily relies on current traffic flow data. 
This model was developed for fully traffic-responsive online signal control (Stephanedes et al. 
1981). 
     
=
1
t
Z Z Z Z Z Z
t+1 t+1 t t j t - j t - j
j 0
Q H H Q Q H          
   
0
1
t -1
Z Z
j t -1- j t -1- j
j
Q - H  

   , in which 
2 2cos sin
M
Z
t 0 j j
j=1
jt jtH a a b
N N
                 (2-8) 
   0
0
1 1
t -1
Z Z Z
t+1 t t j t -1- j
j
Q Q Q     

       
   (2-9) 
where 
 ZtH  is a Fourier series approximation for historical traffic flow; 
 , , ,0 j jM a a b  are Fourier parameters or coefficients; 
 N  is a number of intervals in a daily period (e.g., N = 96 in a 15-minute-interval 
series); 
 0, , , , ,j t       are parameters. 
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2.2.7 Stephanedes’ Model 
Stephanedes et al. (1981) proposed a forecasting model expressed as 
 0 1 2 3
1
1 LZ Z Z Z Z
t+1 t t t -1 t - j
j
Q a a Q a Q Q a Q
L 
       (2-10) 
where 
 0 1 2 3, , , ,a a a a L  are parameters. 
Among Stephanedes’ model, random walk model, historical average model, UTCS-2, and 
UTCS-3, Stephanedes’ model provides the best forecasts for the 1-min horizon; however, 
UTCS-2 shows the most accurate performance for the 5-min forecasting horizon. 
2.2.8 Exponential Smoothing Model 
The exponential smoothing model is a linear estimator that places greater weight on recent 
observations; the weights of past observations decay exponentially. The rate of this decay is set 
by a smoothing parameter. The single exponential smoothing model provides one-step-ahead 
forecasts (Eq. 2-11) according to the smoothed traffic flow. The double exponential smoothing 
model considers both the smoothed flow data and the trend of the flow series to generate flow 
forecasts (Eq. 2-12). 
 1 1 11Zt t tS Q S       
 2 1 2 11t t tS S S       
1Z
t+1 tQ S

 (2-11) 
 1 2 1 22 1Zt+1 t t t tQ S S S S   

 (2-12) 
where 
   is a smoothing parameter. 
Ross (1982) tested the single exponential smoothing model with constant and time-varying 
smoothing parameters by employing a traffic dataset in Toronto in fall 1973; the author 
concluded that this model is simple, quick, and reasonably accurate. Williams et al. (1998) 
implemented seasonal exponential smoothing, known alternatively as Holt–Winters exponential 
smoothing (Eq. 2-13), to predict the traffic flow 15 min ahead. 
 Z Z Z Zt+1 t t t+1-sQ L B S  , in which 
   1ZZ Z Ztt t -1 t -1Z
t s
QL L B
S
 

      
 
   1Z Z Z Zt t t -1 t -1B L L B      
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 1ZZ Ztt t sZ
t
QS S
L
       
 (2-13) 
where 
 ZtL  is series level at time t; 
 ZtB  is slope at time t; 
 ZtS  is seasonal factor at time t; 
 s  is a number of intervals in a seasonal period; 
 , ,    are smoothing parameters. 
2.2.9 Siegener’s Model 
Siegener and Schmitt (1980) developed a traffic flow forecasting method by combining a long-
term forecast and a short-term correction. The long-term forecast is based on an assumption 
that the traffic flow depends strongly on the time of day and the day of the week; traffic flow 
series are therefore divided into 168 categories (24 h   7 d). For each category, the long-term 
forecast (Eq. 2-14) is calculated using a trend ZtT  and a periodic part 
Z
tP . The short-term 
correction (Eq. 2-15) is a smoothed value of the long-term forecasting error. The forecasting 
model is expressed as Eq. 2-16. Traffic data from Rhein-Main, Germany were used for an 
empirical study. This model does not always provide better forecasts than the model that 
includes only long-term forecasting. 
1 1 1
Z LongTerm Z Z
t t tQ T P

   

, in which 
2 2cos sin
M
Z
t 0 j j
j=1
jt jtP a a b
N N
                 (2-14) 
          1Z ShortTerm Z Z LongTerm Z ShortTermt+1 t t te Q Q e  (2-15) 
 
   
 
1 1 1
Z Z LongTerm Z ShortTerm
t t tQ Q e  (2-16) 
where 
 1
Z LongTerm
tQ



 is the long-term forecast for site Z at time t+1; 
 Zt+1e  is the short-term correction for site Z at time t+1; 
 ZtT  is a trend estimated by a linear regression; 
 ZtP  is a Fourier series approximation for periodic part; 
 , , ,0 j jM a a b  are Fourier parameters or coefficients; 
 N  is a number of intervals in a yearly period (N = 52 in this model); 
   is a smoothing parameter. 
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2.2.10 Krause’s Model 
Krause (1988) proposed a spatial–temporal model to forecast traffic flow on Freeways A3 and 
A61 around Dernbach and Koblenz, Germany. The forecasts are calculated from an upstream 
flow and two error correction items (Eq. 2-17). The length of the forecasting horizon in this 
model is not constant over time. It is assumed to be the travel time between two sites and 
depends on the traffic density of the upstream site ( XtK ). The error correction items of the 
forecasting model correspond to the smoothed forecasting errors of the two sites.  
If there are ramps between the investigated site and the upstream site, a correction item for the 
ramp inflow InflowtQ  and outflow 
Outflow
tQ  is added to the forecasting model (Eq. 2-18). To calculate 
this correction item, the traffic flow series on weekdays, Saturdays, and Sundays are classified; 
the forecasts for traffic flow from ramps are generated from the respective flow patterns and 
error corrections. 
 Z X X zt+1 t t tQ Q e e   , or (2-17) 
 Z X X z Rt+1 t t t t+1Q Q e e Q     , in which (2-18) 
 z xt+1 th f K  
 1 tX X Xt j j
j=t n
e Q Q
n 
    
t -1
z z X
t j t
j=0
e e e   
 1 tR R Pattern R Rt+1 t+1 j j
j=t n
Q Q Q Q
n


     
  R Inflow Outflowt t tQ Q Q  
where 
 zt+1h  is forecasting horizon length of time t+1 at site Z; 
 XtK  is traffic density at upstream site X at time t; 
 Zte ,
x
te  are error collection items for site Z and site X at time t; 
 n  is a number of past intervals for error smoothing; 
 RtQ   is aggregation of inflows and outflows from ramps at time t; 
 Rt+1Q

 is a forecast for Rt+1Q  computed at time t; 
 R PatterntQ  is a value of  flow pattern for 
R
tQ . 
2.2.11 Zackor’s Model 
Zackor et al. (1996) developed a traffic flow forecasting model that was based on the traffic flow 
pattern and a correction item. The mean daily traffic flow at an investigated site is used along 
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with several adjustment factors to form the traffic flow pattern. The correction item is generated 
from the forecasting errors of a certain analysis period in a past traffic flow series. This model is 
described as 
Z Z Pattern Z
t+h t+h t hQ Q C

 

, in which (2-19) 
Z Pattern Z Z D Z D Z M Z H Z W Z E
t+h daily t h t hQ Q f f f f f Q
      
          
      21h t hZ Z ZAt+h j j A
j=t A
C s A e Q Q t t A s e
n
 

             

 
where 
 h  is forecasting horizon; 
 Z Patternt hQ

  is a value of traffic flow pattern at time t+h at site Z; 
 Zt hC   is a correction for 
Z Pattern
t hQ

  computed at time t; 
 ZdailyQ  is mean daily traffic flow at site Z; 
 Z Df   is a factor for daily traffic flow on particular day D (Monday, Tuesday-
Wednesday-Thursday, Friday, Saturday, Sunday and holidays) at site Z; 
 Z Dt hf

  is a factor for traffic flow at time t+h on the day D at site Z; 
 Z Mf   is a factor for difference of monthly traffic flow at site Z; 
 Z Ht hf

  is a factor for difference of traffic flow on holiday at time t+h at site Z; 
 Z Wf   is a factor for traffic flow in different weather conditions; 
 Z EQ   is difference of traffic flow at large sport or festival event; 
 s  is slope of regression line; 
 A  is analysis period of past traffic flow series; 
 At  is mean time point in analysis period A; 
 n  is a number of intervals in analysis period; 
   is a damping factor. 
This forecasting model was tested using traffic data from Frankfurt and Stuttgart, Germany; the 
forecasting error is usually under 10%. 
2.2.12 European Capitals Model 
Van Iseghem and Danech-Pajouh (1999) presented a forecasting model for urban traffic 
management in the European Capitals project. This model provides traffic flow forecasts one 
day or two days ahead. Traffic flow series are classified according to school vacations (three 
types a year) and peak or non-peak daily periods (five types a day). For each classified type 
(  3 5 15  types in total), the forecasting algorithms are 
        

1 6
Z Z Z
t+1day t day t dayQ a bQ cQ dSat eSun fMon gH hE  (2-20) 
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2 1 5
Z Z Z
t+ day t day t dayQ a bQ cQ dSat eSun fMon gH hE        

 (2-21) 
where 
 Sat  is a binary variable for Saturday; 
 Sun  is a binary variable for Sunday; 
 Mon  is a binary variable for Monday; 
 H  is a binary variable for holidays; 
 E  is a binary variable for the day before and after holidays and the day between 
August 1 - 14; 
 , , , , , , ,a b c d e f g h  are parameters. 
This forecasting model was tested using traffic data from Boulevard Peripherique and Paris, 
France; the forecasting error is usually under 10%. However, this model cannot adapt to special 
events and current traffic conditions. 
2.2.13 ARIMA Model 
A large class of parametric models involves in time series analysis. Traffic flow data collected in 
a constant time interval is regarded as a time series. On the basis of the ARMA model, which 
requires a univariate stationary time series, an ARIMA model frequently uses a first-order or 
second-order differencing operator to transform a nonstationary time series into a stationary 
series. ARIMA(p,d,q) denotes an ARIMA model, which is expressed as 
   d Zp t q tB Q C B e     (2-22) 
where 
 te  is a white noise at time t (   20,te N  ); 
 B  is backward shift operator defined as p t t pB z z  ; 
  1 dd B    is differencing operator of order d; 
   1 21 21 ... pp pB B B B         is autoregressive polynomial of order p; 
   1 21 21 ... qq qB B B B         is moving average polynomial of order q; 
 C  is a constant parameter. 
To fit an ARIMA model to an investigated flow series, Box and Jenkins (1970) presented a 
model building procedure comprising three stages: identification, estimation, and diagnostic 
checking. 
Some parametric regression models are special cases of the ARIMA models (Abraham and 
Ledolter 1983); for example, ARIMA(0,1,0) represents the random walk model; ARIMA(p,0,0), 
the moving average model; ARIMA(0,1,1), the single exponential smoothing model; and 
ARIMA(0,2,2), the double exponential smoothing model. 
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Ahmed and Cook (1979) used ARIMA(0,1,3) to forecast freeway traffic flow and occupancy one 
step ahead. The study used the traffic data from Los Angels, Minneapolis and Detroit, USA, and 
showed that this model outperforms the moving average model, double exponential smoothing 
model and adaptive exponential smoothing model. These three comparison models are all 
special cases of ARIMA(p,d,q); this study indicates that the Box–Jenkins approach is useful for 
finding an appropriate form of the forecasting model. 
Levin and Tsao (1980) adopted ARIMA(0,1,1) to forecast the traffic volume and occupancy on a 
freeway in Illinois; the results were superior to those determinded by the Illinois Traffic Center 
using ARIMA(3,1,0) with 1 2 3 1/ 3     . Hamed et al. (1995) recommended ARIMA(0,1,1) to 
model urban arterial traffic in a 1-min interval. Lee and Fambro (1999) proposed a subset 
ARIMA(6,1,2), where 1 2 3 5 0       , to predict freeway traffic flow 5 min ahead in San 
Antonio, USA; this subset ARIMA(6,1,2) provided more accurate results than the exponential 
smoothing model, ARIMA(6,1,2), ARIMA(11,0,0), and subset ARIMA(9,0,0). 
Conventionally, the ARIMA model parameters are estimated on the basis of all available traffic 
data. However, these models should be self-tuning to the incoming data; therefore, the 
parameters must be updated in each time step. Lu (1990) developed an autoregressive model 
for a 60-min-interval traffic flow series; a recursive least-mean-square method was successfully 
applied to update the parameters of the forecasting system. 
2.2.14 Kalman Filter 
The Kalman filter (Kalman 1960) is a state space representation of a linear dynamic system, as 
shown in Figure 2.2. It assumes that an observation vector ty
  is related to a state vector tx
  
through an observation equation; the state vector is an unobserved first-order Markov process 
expressed by a transition equation. The transition equation (Eq. 2-23) and observation equation 
(Eq. 2-24) are expressed as 
t+1 t t t tx A x Bu e       (2-23) 
t t ty Cx n     (2-24) 
where 
 , ,tA B C  are matrixes; 
 tu
  is exogenous variable at time t; 
 te
  is process noise at time t; 
 tn
  is observation noise at time t. 
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Figure 2.2: Kalman filter system 
On the basis of these two equations, the Kalman filter extracts the unobservable state through 
an extrapolation and correction procedure. Okutani and Stephanedes (1984) set up two Kalman 
filters to predict traffic flow forecasts for a 15-min horizon; these two Kalman filter models 
outperformed the UTCS-2 model. Whittaker et al. (1997) used this model to predict traffic 
conditions in Rotterdam, Netherlands; the model yielded better results than the random walk 
model. Stathopoulos and Karlaftis (2003) demonstrated its superiority over an ARIMA model.  
Moreover, the Kalman filter is also used to adaptively estimate the ARIMA model parameters. 
Lan and Miaou (1999) used Kalman filters that were based on binomial models to recursively 
estimate the parameters of a subset ARIMA(5,0,0). 
2.2.15 Artificial Neural Networks 
Artificial neural networks are composed of a number of processing elements known as neurons. 
As shown in Figure 2.3, a neuron uses an internal transfer function to compute an output Y from 
various inputs Xj. A general term of this internal transfer function is stated as 
0
N
j j
j
Y f X

      (2-25) 
where 
 j  is a weight for input Xj; 
 N is a number of inputs. 
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Figure 2.3: Process of neuron 
These neurons are joined by weighted connections. An output of a neuron may serve as an 
input for another neuron. The weighted connection represents the interaction between two 
interconnected neurons. Data flows along these connections are scaled by the weight j . The 
neurons and the connections are typically arranged in layers. An input layer is connected to an 
output layer by one or more hidden layers. Figure 2.4 shows a typical topological structure of 
neural networks. 
 
Figure 2.4: A typical topological structure of neural network 
Numerous neural network structures have been developed for short-term traffic flow forecasting. 
These applications include the simple multilayer perceptrons (Dougherty and Cobbett 1997; 
Kwon and Stephanedes 1994; Smith and Demetsky 1994; Vlahogianni et al 2005), the Hopfield 
network (Gilmore and Abe 1995), radial basis function neural network (Park et al. 1998), finite 
impulse response networks (Yun et al. 1998), time-delayed recurrent neural networks (Abdulhai 
et al. 2002; Lingras and Mountford 2001; Yun et al. 1998), and Jordan’s sequential network 
(Yasdi 1999). Moreover, Abdulhai et al. (2002), Lingras and Mountford (2001), and Vlahogianni 
et al. (2005) applied a genetic algorithm to choose an appropriate topological neural network 
structure. 
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Artificial neural networks are mathematical data-driven models that capture the characteristics 
of traffic data through a training process; optimal weights for each connection are assigned. In 
general, traffic flow and occupancy at the investigated site and at adjacent upstream or 
downstream sites are used in the training process. Short-term future traffic conditions can be 
forecast if the neural network is well trained. Kwon and Stephanedes (1994) developed a back 
propagation neural network to forecast freeway traffic flow 5 min ahead; this model yielded more 
accurate results than the UTCS-2 model. Smith and Demetsky (1994) used a back propagation 
neural network model to generate traffic flow forecasts for a 15-min interval; this model 
outperformed the historical average model and the ARIMA(2,1,0) model during peak conditions. 
Park et al. (1998) developed a radial basis function neural network for freeway traffic flow 
forecasting; this model and the single exponential smoothing model performed better than the 
double exponential smoothing model and back propagation neural network. 
The major advantage of neural networks is their learning ability. The complex temporal and 
spatial relationships of traffic flows can be captured with less effort. However, the black box 
nature of neural networks restricts an explicit investigation of traffic conditions. 
2.2.16 Nonparametric Regression 
Nonparametric regression, known as the k-nearest neighbor method, is based on the principles 
of pattern recognition and chaotic system. In this method, a phase space vector is defined to 
specify the investigation system. The nonparametric regression method explores a nearest 
neighbor set that includes k vectors from a historical observation database. Thereafter, the 
(weighted) average of the nearest neighbor set is calculated as the forecast. 
Davis and Nihan (1991) applied the nonparametric regression using a phase space vector given 
by Eq. 2-26 for forecasting the traffic flow and occupancy at a cross-section on southbound 
Interstate-5, Washington State, USA; however, this method was not conclusively better than the 
ARIMA(1,0,0) Model. Smith and Demetsky (1996) tested the nonparametric regression using a 
phase space vector given by Eq. 2-27 for one-step-ahead traffic flow forecasting and a vector 
given by Eq. 2-28 for multiple-step-ahead forecasting. Moreover, Smith and Demetsky (1997) 
showed that the nonparametric regression (Eq. 2-27) outperforms the artificial neural networks, 
historical average model and ARIMA(2,1,0) model for 15-min-interval traffic flow data. 
 ,Z Z Z Z X X X X R1 R2 R3t 1 t 1 t t t t t -1 t -1 t t t -1s Q , Q , ,Q , ,Q , ,Q ,Q ,Q      (2-26) 
 Z Z Z Z Zt+1 t t -1 t t+1s Q ,Q ,Q ,H ,H  (2-27) 
 , ,Z Z Z Z Z Zt+16 t+15 t+1 t t -1 t -ns Q ,Q , Q ,Q ,Q , Q    (2-28) 
where 
 Zt  is a traffic occupancy observation at investigated site Z at time t; 
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 Xt  is a traffic occupancy observation at upstream site X at time t; 
 R1tQ  is a traffic flow observation at ramp R1 at time t; 
 ZtH  is historical average of traffic flow at site Z at time t (refer to Eq. 2-2); 
 n  is a number of intervals in used traffic flow data; 
This model is superior in terms of transferability and robustness. Clark (2003) stated that 
nonparametric regression does not require the assumption of the transition of traffic states from 
one period to another. However, this method faces difficulties in deciding a reasonable phase 
space vector and the number k of the nearest neighbor set. 
2.2.17 ATHENA Model 
The ATHENA model was developed by the French Institut National de Recherche sur les 
Transports et leur Securite (INRETS; French National Institute for Transport and Safety 
Research). This model begins with a training dataset of 30-min-interval traffic flow data from 
Beaune, France (Danech-Pajouh and Aron, 1991). For each flow forecast (e.g., Z10:30Q ), the past 
traffic flow profiles ( , , , , ,Z Z Z Z Z10:00 9:30 9:00 8:30 8:00Q Q Q Q Q  ) are classified into three to five groups using 
the k-means clustering method. The ATHENA model for the traffic data of Beaune yielded 192 
groups in total. For each group, traffic flow forecasts are calculated from some flow obersvetions 
by a simple linear regression model. Eq. 2-29 is an example of a regression model. 
Z X Z Z Z
t+1 t t t -1 t -2Q aQ bQ cQ dQ   

 (2-29) 
where 
 , , ,a b c d  are parameters. 
Kirby et al. (1997) demonstrated that the ATHENA model outperforms the ARIMA model and 
back propagation neural networks when they tested the traffic flow forecasting performance of 
the models for 30-min, 60-min and 120-min horizons. However, the overall ATHENA model 
includes a hundred groups and several hundred parameters; consequently, this model can be 
labeled a brute force approach (van der Voort et al., 1996). 
2.2.18 KARIMA Model 
Van der Voort et al. (1996) stated that the development of the KARIMA model was inspired by 
the apparent success of the layered approach in the ATHENA model. This model uses a 
Kohonen self-organizing map to classify the traffic flow profile; the number of flow profile groups 
is consequently less than the number of the ATHENA model. In each group, an ARIMA model is 
used to generate forecasts. 
The KARIMA model was tested with traffic data from Beaune, France. Four clusters of traffic 
flow profile were classified; the ARIMA(p,0,q) model was fitted to the traffic flow series in each 
cluster. The test results revealed that the KARIMA model shows a performance similar to that of 
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the ATHENA model; both the KARIMA and ATHENA models worked better than the ARIMA 
model and back propagation neural networks. The author concluded that the traffic flow exhibits 
a high degree of nonlinearity; the classification method seems appropriate for this character. 
2.2.19 Cell Transmission Model 
Daganzo proposed the cell transmission model (1994; 1995) and the lagged cell transmission 
model (1999) to approximate the first-order continuity theory. A trapezoid flow–density 
relationship is used, as shown in Figure 2.5. A forward kinematic wave propagates with a 
constant speed vf equal to the free flow speed; a backward kinematic wave under congested 
traffic conditions has a speed w; and the kinematic wave comes to a standstill when the traffic 
system operates at its capacity (Qmax) condition. 
 
 
Figure 2.5: Trapezoid Flow–density relationship 
Figure 2.6 shows an ordinary freeway segment divided into several cells for this model. The 
number of vehicles that can flow from one cell to another at time interval t is expressed as Eq. 
2-30; the traffic density of cell X at the next time interval t+1 is expressed as Eq. 2-31. Moreover, 
Daganzo (1995) presented models for the cases when traffic flows merge and diverge. 
  max maxmin , ,Z X Z Z Zt f t tQ v K Q w K K   (2-30) 
X X X Z
t+1 t t tK K Q Q    (2-31) 
where 
 XtK  is traffic density at site X at time t; 
 max
ZK  is maximal traffic density at site Z. 
 
 
Figure 2.6: Freeway cells in the cell transmission model 
Guin (2004) successfully constructed a discrete state propagation model based on a revision of 
the lagged cell transmission model for incident detection; this model forecasts traffic conditions 
20 seconds ahead. 
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The forecasting methods that are based on the traffic continuity theory predict short-term traffic 
flow conditions by moving current traffic flows from boundaries to the investigated site. 
Therefore, these methods generally generate forecasts for horizons up to several dozen 
seconds. 
2.2.20 KITS Model 
Wild (1997) proposed a forecasting model for the knowledge-based intelligent traffic control 
system (KITS) in the EC DRIVE II project. Figure 2.7 shows the forecasting principle of this 
model. The current traffic flow has a larger influence on a shorter forecasting horizon; the 
forecasts merely depend on the flow pattern when the forecasting horizon is longer than maxh . 
The KITS model is expressed as 
 Z Z Pattern Z Z Patternt h t h t tQ Q k Q Q     , in which 
max
max
max
1 ,0
0,
h h h
k h
h h
          
 (2-32) 
where 
 h  is a forecasting horizon; 
 maxh  is maximal forecasting horizon where forecasts related to current observation; 
 Z PatterntQ
  is a value of traffic flow pattern for site Z at time t; 
   is a parameter. 
 
 
Figure 2.7: Forecasting principle of the KITS model 
The major task in implementing this model is to recognize traffic patterns. Wild (1997) clustered 
traffic flow patterns by considering the day of the week and some specific information such as 
shopping or sporting events. This model was compared with the moving average model and the 
random walk model using traffic flow data from Köln, Germany; the random walk model 
performs best for the 4.5-min forecasting horizon while the KITS model performs best for the 60-
min forecasting horizon. 
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Chrobok et al. (2004) developed a double cluster assignment (DCA) method to recognize traffic 
patterns automatically. The KITS model using this DCA method was applied in Nordrhein-
Westfalen, Germany, to forecast the traffic flow 30 and 60 min ahead. Von der Ruhren (2006) 
and Vortisch (2006) adopted this forecasting model and the dynamic traffic assignment method 
to predict the traffic flow of each road in a network. 
2.2.21 Seasonal ARIMA (SARIMA) Model 
Although ARIMA(p,1,q) model has been adopted in some studies, the first differencing traffic 
flow time series is not actually stationary. The series  d ZtQ  is a sequence of traffic flow 
increments between two adjacent time intervals. This value is expected to be positive as the 
traffic flow rises to a peak and negative as the traffic flow falls from a peak. Therefore, 
ARIMA(p,1,q) model is not appropriate for modeling traffic flow series. 
Williams et al. (1998) proposed the seasonal ARIMA (SARIMA) model to account for the 
strongly cyclical nature of traffic flow. The seasonal differencing for traffic flow series yields a 
stationary process. SARIMA(p,d,q)(P,D,Q)S denotes the SARIMA model and is expressed as 
       s D d Z sP p s t Q q tB B Q C B B e        (2-33) 
where 
 s  is seasonal period; 
  1 DD ss B    is seasonal differencing operator of order D; 
   111 ...s s PsP PB B B       is seasonal autoregressive polynomial of order P; 
   111 ...s s QsQ QB B B        is seasonal moving average polynomial of order Q; 
 the other variables and parameters are the same as that in the ARIMA model. 
Williams et al. (1998) developed SARIMA(2,0,1)(0,1,1)96 and SARIMA(1,0,1)(0,1,1)96 with daily 
seasonal lag for 15-min-interval traffic flow data of Washington, DC, USA; this model 
outperformed the historical average model, seasonal exponential smoothing model, back 
propagation neural network, nonparametric regression, and ARIMA models. Williams (2001) 
proposed SARIMA(2,0,2)(0,1,1)48 for 30-min interval traffic flow data of Beaune, France; the 
SARIMA model provided more accurate forecasts than the ATHENA model and KARIMA model. 
Smith et al. (2002) compared the short-term forecasting models using 15-min-interval traffic flow 
from the motorway M25 in London, UK; SARIMA(1,0,1)(0,1,1)672 with weekly seasonal lag was 
found to be superior to the nonparametric regression using a vector given by Eq. 2-27 and the 
random walk model. Williams and Hoel (2003) showed that SARIMA(1,0,1)(0,1,1)672 
outperforms the random walk model, single exponential smoothing model, and a neural network 
with a sequential learning function (Chen and Grant-Muller 2001). An appropriately applied 
SARIMA model is concluded to be a benchmark for short-term traffic flow forecasting; however, 
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this model does not perform well when the traffic flow deviates significantly from normal weekly 
patterns (Williams and Hoel 2003). 
Shekhar (2004) used the Kalman filter, recursive least squares filter, and least mean square 
filter to adaptively update the SARIMA(1,0,1)(0,1,1)S parameters. The results showed that the 
SARIMA model parameters do not vary greatly with time. However, the adaptive SARIMA model 
does not require the repetition of the parameter estimation procedure when it is implemented for 
other application sites. Guo (2005) combined the SARIMA model with the generalized 
autoregressive conditional heteroscedasticity (GARCH) model to simultaneously forecast traffic 
flow and its confidence interval. Moreover, the Kalman filter was used to update the 
SARIMA+GARCH model parameters. 
2.2.22 Transfer Function – ARIMAX Model 
The multivariate ARIMAX model expresses an investigated series by incorporating a univariate 
SARIMA model and related exogenous input series {X}. The relationships between the 
investigated series and the exogenous series are described by transfer functions. This model is 
denoted by ARIMAX(r,n,b)j=1~U(p,d,q)(P,D,Q)S and is expressed as 
 
 
   
   
sjU
Q q tnZ jb Xj
t tj s D d
j=1 r P p s
C B B eB
Q B Q
B B B

 
       (2-34) 
where 
 XjtQ  is a traffic flow observation of the j
th exogenous input series at time t; 
   
j
n jb
j
r
B
B
B

 is transfer function of the j
th input series; 
 jb  is effect delay of the jth input series; 
   10 1 ...j j j j nn nB B B        is numerator transfer function polynomial of order n; 
   111 ...j j j rr rB B B       is denominator transfer function polynomial of order r; 
 the other variables and parameters are the same as that in the SARIMA model. 
Williams (2001) applied the ARIMAX model by considering upstream traffic flows as exogenous 
input series to model traffic data from Beaune, France. Three upstream flows located 
approximately 90 km from Beaune were adopted to express traffic flow in Beaune. Although this 
model was better able to fit data from 1984 to 1987 than the SARIMA model was, the transfer 
function form (r,n,b) varied from year to year. No consistent form of the ARIMAX model can be 
used for traffic flow forecasting. The SARIMA model was concluded to be the best choice 
unless a generalized ARIMAX model could be developed. 
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2.3 Summary 
Table 2.2 summarizes the main strengths and weaknesses of the forecasting models reviewed 
above. Among the nonparametric techniques, the artificial neural networks are capable of 
accurate forecasting, but the rationality of the models cannot be examined owing to their implicit 
interaction structures. There are several sensible heuristic methods, but they utilize traffic data 
arbitrarily and lack rigorous model justification. Methods based on traffic flow theory have strict 
foundations, but they generate forecasts only up to several dozen seconds ahead. The linear 
statistical methods are based on well-developed statistical theories and exhibit explicit 
relationships between the input data and the output forecasts. The SARIMA model provides the 
most accurate forecasts among the linear statistical methods. However, this model shows weak 
performance when the traffic flow deviates significantly from normal weekly patterns. Therefore, 
this study aims to improve this weakness. 
Table 2.2: Characteristics of the previous short-term traffic flow forecasting models 
Forecasting Models Strength Weakness 
Nonparametric 
Techniques 
Random Walk Model 
Historical Average Model 
Moving Average Model 
Simple Model Structure 
Easy Implementation 
Low Forecasting Accuracy 
Artificial Neural Networks No Statistical Assumptions of Traffic Flow Data 
Implicit Interaction 
Structure 
Nonparametric Regression Simple Model Structure Inexact Phase Space Vector Form 
Heuristic 
Methods 
 
2nd and 3rd Generation UTCS 
Stephanedes’ Model 
Siegener’s Model 
Krause’s Model 
Zackor’s Model 
European Capitals Model 
ATHENA Model 
KITS Model 
Sensible Model Structure Lack of Rigorous Model Justification 
Linear 
Statistical 
Methods 
Spectral Representation Analysis 
Exponential Smoothing Model 
ARIMA Model 
KARIMA Model 
SARIMA Model  
Well-established 
Theoretical Background 
Low Accuracy in Extreme 
Values 
Kalman Filter Well-established Theoretical Background 
Gaussian Hypothesis of 
Traffic Data 
ARIMAX Model Well-established Theoretical Background 
No Generalized Model 
Form 
Traffic Flow 
Theory Based 
Methods 
FREFLO Model  
Cell Transmission Model 
Well-established 
Theoretical Background Short Forecasting Horizon 
The univariate SARIMA model is fitted to traffic flow data only from a given site. However, traffic 
is theoretically regarded as a flow streaming through a road. The current or past upstream traffic 
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flow should affect the short-term future traffic conditions at the investigated site. Therefore, 
there is a motivation for developing a multivariate time series model to improve the SARIMA 
model. 
The multivariate ARIMAX model combining related exogenous traffic data and the univariate 
SARIMA model is a potential candidate. Williams (2001) did not find a general ARIMAX model 
form for traffic flow forecasting using traffic data from Baune and three sites 90 km upstream. 
The inconsistent transfer function forms (r,n,b) in that research indicate that the relationships 
between the investigated flow and the upstream flows were not accurately identified. The 
exogenous information at far locations might be weakly related to the traffic conditions at the 
investigated site. However, closely spaced traffic flow data are nowadays available owing to the 
high density of installed detectors. Traffic data at the investigated site and close upstream sites 
can be obtained for ARIMAX modeling. On the other hand, the propagations of traffic condition 
should exhibit the transfer function between two flows. Therefore, kinematic wave theory 
(Lighthill and Whitham 1955) should assist in identifying the transfer function form. 
This study presents the multivariate ARIMAX model incorporating close upstream traffic flows 
for one-step-ahead freeway traffic flow forecasting. 
 
 

  
3 Methodologies 
3.1 Research Hypothesis 
The main hypothesis of this research can be stated as follows: 
The relationships between the investigated flow and close upstream flows can 
be identified. The related upstream traffic flows for multivariate ARIMAX 
modeling can improve the one-step-ahead forecasting accuracy of the 
univariate SARIMA model. 
The justification of this research hypothesis begins with the identification of the relationships 
between closely spaced traffic flows. These relationships are used to develop a multivariate 
ARIMAX model for short-term freeway traffic flow forecasting. The forecasting accuracy of this 
model is subsequently compared with selected benchmarks. 
The following sections present the methodologies for analyzing traffic flows and developing an 
ARIMAX model. The test design, including test datasets and performance measures, is 
described in chapter 4. 
3.2 ARIMAX Modeling 
3.2.1 Wold’s Decomposition Theorem 
Stationary time series 
A time series is a set of observations made sequentially in time with the same interval. A 
stationary time series is a special time series having constant statistical properties over time. 
These properties are described by a joint probability distribution with m  observations, which is 
expressed as  
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       1 2 3 1 2 3, , , , , , , ,m n n n m nf z z z z f z z z z  for all n  (3-1) 
where 
 tz  is an observation of investigated time series {Z} at time t; 
  1 2 3, , , , mf z z z z  is a joint probability distribution with m  observations; 
 n  is time lag (integer). 
When 1m  , the probability distribution  tf z  is constant for all time t. This first-order 
stationarity implies that the time series has a constant mean   (Eq. 3-2) and a constant 
variance 2  (Eq. 3-3). 
      t t t tE z z f z dz  (3-2) 
           2 22 t t t tE z z f z dz  (3-3) 
When 2m  , the constant joint probability distribution is expressed as     1 2 1 2, ,n nf z z f z z , 
    1 3 1 3, ,n nf z z f z z ,     1 4 1 4, ,n nf z z f z z  for all n . The mean and the variance of the time 
series are still constant over time. Moreover, the correlation between tz  and t kz   depends only 
on the time lag k . This property of second-order stationarity is expressed as 
      2, t t kk t t k E z zz z     
    
      
 
      21 ,t t k t t k t t kz z f z z dz dz  for all t . (3-4) 
More properties exist for higher-order stationarity. However, time series having higher-order 
stationarity are rare. The second-order stationarity is adopted in time series analysis. Thus, a 
stationary time series is defined as a series with constant mean, constant variance, and 
correlation that is dependent only on the time lag of observations. 
Wold’s Decomposition Theorem 
Wold’s decomposition theorem (1938) is the foundation of time series analysis. The theorem 
states that any stationary time series can be decomposed into a purely deterministic component 
and a purely stochastic component; the stochastic component can always be expressed as an 
infinite moving average time series. The theorem is expressed as  
( ) ( ) ( )
0
d s d
t t t t i t i
i
z z z z e 

     (3-5) 
where 
 ( )dtz  is purely deterministic component; 
 ( )stz  is purely stochastic component; 
 ( )dtz  and 
( )s
tz  are uncorrelated; 
3.2    ARIMAX Modeling 31
 
 
 
0
i t i
i
e 

  is an infinite moving average time series ( 10  ; 
0
i
i


  ); 
 i  are parameters; 
 te  is a value of white noise series ({e }  2~ 0,N  ;   0, 0, 1, 0t t i ie e i     ) at time t. 
In a stationary time series, the purely deterministic component ( )dtz  is the mean of the series {Z}. 
Therefore, Eq. 3-5 can be rearranged as 
t t t 1 t -1 2 t -2z z e e e          (3-6) 
where 
   is the mean of the investigated time series {Z}; 
 tz  is a value of a new stationary time series with mean zero at time t. 
3.2.2 ARMA Model 
Based on the Wold’s decomposition theorem, the moving average (MA) model and the 
autoregressive (AR) model are commonly used to express a stationary time series. 
MA Model 
The MA model representing Eq. 3-6 is expressed as 
t t 1 t -1 2 t -2 q t qz e e e e         , or 
 t q tz B e  (3-7) 
where 
   1 21 qq 1 2 qB B B B         is moving average polynomial of order q; 
 B  is backward shift operator ( q t t qB e e  ). 
This model expresses the value tz  ( tz   ) of a stationary time series as a linear combination 
of uncorrelated random variables; MA(q   ) denotes this model. 
AR Model 
To derive the AR model, Eq. 3-6 is rearranged as  
t t 1 t -1 2 t -2e z e e       
t -1 t -1 1 t -2 2 t -3e z e e       
t -2 t -2 1 t -3 2 t -4e z e e       
Therefore, the Eq. 3-6 can be expressed as 
1 2t t t -1 t -2z e e e        
 t 1 t -1 1 t -2 2 t -3 2 t -2e z e e e             
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 2t 1 t -1 2 1 t -2e z e         
 2t 1 t -1 2 1 t -2e z z          (3-8) 
The AR model representing Eq. 3-8 is expressed as 
t 1 t -1 2 t -2 p t p tz z z z e           , or 
 p t tB z e   (3-9) 
where 
   1 21 pp 1 2 pB B B B         is autoregressive polynomial of order p; 
 B  is backward shift operator ( p t t pB z z   ). 
This model expresses the value tz  ( tz   ) of a stationary time series as a regression on its 
own past values and plus a random error; the AR(p   ) denotes this model. 
ARMA Model 
Both the MA model and the AR model require an infinite number of parameters to express a 
stationary time series. This characteristic restricts the model implementation. However, a finite-
order AR(p) model is equivalent to an infinite-order MA(q   ) model, as shown as Eq. 3-10; 
conversely, a finite-order MA(q) model is equivalent to an infinite-order AR(p   ) model, as 
shown as Eq. 3-11. Therefore, an ARMA model including both AR terms and MA terms is 
established to reduce the total number of parameters. 
t 1 t -1 2 t -2 p t p tz z z z e            
1 2
0 0 0
i t -1-i i t -2-i p i t p i t
i i i
e e e e         
  
        
   1 0 1 1 1 2 0 2t t te e e            (3-10) 
 
 
t t 1 t -1 2 t -2 q t qz e e e e          
 t 1 t -1 1 t -2 2 t -3 2 t -2 q t -qe z e e e e               
 t 1 t -1 2 1 1 t -2e z e         
 t 1 t -1 2 1 1 t -2e z z          (3-11) 
ARMA(p,q) denotes the ARMA model, which is expressed as 
t 1 t -1 2 t -2 p t p t 1 t -1 2 t -2 q t qz z z z e e e e                   , or 
   p t q tB z B e  , or 
 
 
q
t t
p
B
z e
B
    (3-12) 
3.2    ARIMAX Modeling 33
 
 
The mean  in Eq. 3-12 represents the purely deterministic component of Wold’s decomposition 
theorem (Eq. 3-5) and 
 
 
q
t
p
B
e
B

  represents the purely stochastic component (
 
  0
q i
i
ip
B
B
B
 


  ). 
The ARMA model (Eq. 3-12) can be regarded as a linear filter, whitening a stationary time 
series {Z} into a white noise series {e}, as shown in Figure 3.1. 
 
 
 
 
Figure 3.1: ARMA model system 
3.2.3 Differencing and ARIMA Model 
In practice, most time series do not meet the requirements of stationarity in Wold’s 
decomposition theorem; these series cannot be expressed as an ARMA(p,q) model. However, 
some nonstationary time series have a particular trend; therefore, a differencing operator (Eq. 3-
13) might transform them into a stationary series. For example, first-order differencing can 
transform a time series with a constant slope into a new series with constant mean, as shown in 
Figure 3.2; second-order differencing is appropriate for a time series with a constant rate of 
slope change, as shown in Figure 3.3. 
 11 1t t t t -1z B z z z     ; 
       22 2 1 11 1 2t t t t t -1 t t -1 t -1 t -2z B z B B z z z z z z z             (3-13) 
where 
  1 dd B    is differencing operator of order d; 
 B  is backward shift operator ( p t t pB z z  ). 
 
    
Figure 3.2: Example of the 1st order differencing 
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Figure 3.3: Example of the 2nd order differencing 
The ARIMA model expresses a time series using appropriate differencing and an ARMA model. 
This model is denoted by ARIMA(p,d,q) and is expressed as 
 
 
qd
t 0 t
p
B
z e
B
     (3-14) 
where 
 0  is a deterministic trend of the investigated time series {Z}. 
3.2.4 Seasonal Differencing and SARIMA Model 
Some series exhibit a seasonal phenomenon. Similar to the differencing operator in the ARIMA 
model, Figure 3.4 shows an example in which differencing with a seasonal period can yield a 
new stationary time series for modeling. 
 11 1 SS t t t t -1 Sz B z z z       
 
     
Figure 3.4: Example of the 1st order seasonal differencing 
 
The SARIMA model expresses a time series using seasonal differencing and an ARMA model. 
This model is denoted by SARIMA(p,d,q)(P,D,Q)S and is expressed as 
   
   
s
Q qD d
s t 0 ts
P p
B B
z e
B B
 
      (3-15) 
where 
 S is a seasonal period; 
  1 DD SS B    is seasonal differencing operator of order D; 
   11s s PsP 1 PB B B       is seasonal autoregressive polynomial of order P; 
   11s s QsQ 1 QB B B        is seasonal moving average polynomial of order Q. 
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The deterministic trend 0  in Eq. 3-15 represents the purely deterministic component of the 
Wold’s decomposition theorem (Eq. 3-5) and 
   
   
s
Q q
ts
P p
B B
e
B B



  represents the purely stochastic 
component (
   
    0
s
Q q i
is
iP p
B B
B
B B
 


   ). 
Eq. 3-15 can be rearranged as 
   
   
s
Q q t
t D d s
s P p
C B B e
z
B B


      (3-16) 
where 
    sP p 0C B B    is a constant parameter; 
The SARIMA model (Eq. 3-16) is also regarded as a linear filter, whitening a time series {Z} into 
a white noise series {e}. 
3.2.5 ARIMAX Model 
When the investigated series {Z} is related to exogenous series {Xj}, the exogenous series can 
be adopted to express the investigated series. ARIMAX model is defined such that the related 
exogenous input series {Xj} weighted by the respective transfer functions are combined with the 
SARIMA model to express the investigated series {Z}. This model is denoted by 
ARIMAX(r,n,b)j=1~U(p,d,q)(P,D,Q)S and is expressed as 
 
 
   
   
sjU
Q q tn jb j
t tj D d s
j=1 r s P p
C B B eB
z B x
B B B

 
       (3-17) 
where 
 jtx  is a value of j
th exogenous input series {Xj} (independent of {e}) at time t; 
 
 
 
j
n jb
j
r
B
B
B

  is transfer function of j
th input series; 
   1j j j j nn 0 1 nB B B        is numerator transfer function polynomial of order n; 
   11j j j rr 1 rB B B       is denominator transfer function polynomial of order r; 
 jb  is a effect delay of jth input series. 
 
 
Similar to 
   
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B B
B
B B
 
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
    in the SARIMA model, the transfer function 
 
 n br
B
B
B

  can  
be presented as an impulse response function, presented as Eq. 3-18 and Figure 3.5. Some 
practical impulse response functions for transfer function (r,n,b) forms are shown in Figure 3.6. 
 
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ir
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B B B B B B
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  
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          (3-18) 
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where 
 i  is ith weight of impulse response function, illustrated in Figure 3.5. 
 
 
Figure 3.5: Impulse response function 
 
 
 
 
     
Figure 3.6: Examples of impulse response function in respective (r,n,b) forms 
 
Figure 3.7 shows the ARIMAX model system. The exogenous series {Xj}, weighted by the 
transfer function, is used to explain the investigated series {Z}; the unexplained portion  
(
 
 
jU
n jb j
t tj
j=1 r
B
z B x
B

 ), regarded as a new series, is whitened using the SARIMA model. 
 
 
Figure 3.7: ARIMAX model system 
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3.2.6 One-step-ahead Forecasting 
SARIMA Model 
The SARIMA model for one-step-ahead forecasting can be rearranged as 
   
   
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Q q t+1
t+1 D d s
s P p
C B B e
z
B B


      
 1 2
1
1 ii t+1 t+1 t t -1
i
C B e C e e e  

                (3-19) 
where 
    D d ss P p
CC
B B     ; 
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 
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        . 
All parameters and variables except t+1e  in Eq. 3-19 are available at time t to calculate the value 
t+1z . Box and Jenkins (1970) showed that the minimum mean square error forecast can be 
obtained if t+1e  is assumed to be its expected value ({e }  2~ 0,N  ). 
ARIMAX Model 
If the ARIMAX model is used for one-step-ahead forecasting, expressed as Eq. 3-20, the effect 
delay jb of each exogenous input series {Xj} must 1 . The minimum mean square error forecast 
can then be obtained if t+1e  is assumed to be zero. 
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  0 1 2U j j j j j jt+1- jb t jb t -1- jb t+1 1 t 2 t -1
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x x x C e e e                (3-20) 
Figure 3.8 shows the forecasting concept of time series models. The investigated series {Z} is 
whitened using an appropriate model to form a white noise series {e }. The value t+1e  is forecast 
as its expected value, zero. Thus, a whitened series with a smaller standard deviation ( ) is 
expected to provide more accurate forecasts. 
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Figure 3.8: Forecasting concept of time series models 
3.2.7 Model Building 
SARIMA Model 
The three-stage procedure – identification, estimation, and diagnostic checking, provided by 
Box and Jenkins (1970) is widely used for building a time series model. For identification of 
model form, the plots of autocorrelations and partial autocorrelations are used. Although they 
provide useful guidance for identifying pure AR or MA model, they show no definite information 
for identifying mixed ARMA, ARIMA, or SARIMA model. Therefore, this research omits this 
identification stage; all potential model forms are estimated and checked straightforward. 
Among the models passing from the diagnostic checking, a best model is selected according to 
the goodness of fit statistics. 
Williams (1998, 2003) presented that a SARIMA(p,0,q)(0,1,1)S model with weekly seasonal lag 
(S) is appropriate for fitting to a traffic flow series. This model form combining the parameter 
orders 1 p 9  and 1 q 9  is considered as potential SARIMA models in this study. All 
potential SARIMA models are estimated by the maximum likelihood method and checked by the 
Ljung-Box portmanteau test (Ljung and Box 1978). If a time series model has been correctly 
built, its residuals should be uncorrelated. The Ljung-Box test statistic is calculated as 
   2
K
j
j=1
Q n n
n j
  

 (3-21) 
where 
 Q  is Ljung-Box portmanteau test statistic; 
 n  is a number of residuals; 
 K  is a number of coefficients for testing autocorrelation ( 18K   is used in this 
study); 
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  j  is the sample autocorrelation coefficient of the residuals for lag j. 
This statistic has a distribution approximated to the chi-squared distribution. The null hypothesis 
of uncorrelated residuals is rejected if the calculated statistic exceeds the 1  quantile of the 
chi-squared distribution ( 0.05   is used in this test). 
Among the correctly built models, the best SARIMA model is selected using the Schwarz 
Bayesian Criterion (SBC; Schwarz 1978), which is expressed as 
2ln lnSBC n M n   (3-22) 
where 
 n  is a effective number of observations; 
 2  is the sample variance of the white noise series; 
 M  is a number of model parameters. 
The SBC considers both the variance of the white noise series and the number of model 
parameters. A smaller SBC indicates a better balance between model accuracy and model 
complexity. 
Identification of the Transfer Function 
To identify the transfer function between an investigated series {Z} and an input series {X}, Eq. 
3-17 is presented as 
0 1
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               (3-23) 
If the series {X} can be whitened as 
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noise series ({ }  2~ 0,N  ;   0, 0, 1, 0t t i ii       ) that is independent of  {e}, then Eq. 3-23 can 
be rearranged as 
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where 
 t  is a series transformed from tz  (       
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Multiplying by t k   on both sides of Eq. 3-24 and taking expected values, we have 
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The cross-correlation function between two series is defined as 
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
     (3-26) 
where 
   is mean of the series { }; 
   is mean of the series {  }; 
   is standard deviation of the series { }; 
   is standard deviation of the series {  }. 
Recalling 0  ({ }  2~ 0,N  ), Eq. 3-26 is rearranged as  
   ,t t k t t kE           (3-27) 
Therefore, Eq. 3-25 becomes 
     , , ,t t k 0 t b t k 1 t -b-1 t k                        
  ,k b t k t k        (3-28) 
Because   0, 0,
1, 0t t i
i
i
       , Eq. 3-28 can be written as 
 ,t t k k b 

      ;  ,t t k k b      (3-29) 
Eq. 3-29 shows that the cross-correlation between t  and t k   indicates the weight of the 
impulse response k b  . On the basis of this relationship, Box and Jenkins (1970) presented a 
method involving prewhitening and cross-correlation to identify the transfer function between the 
exogenous input series {X} and the investigated series {Z}. The prewhitening model used to 
whiten the series {X} is used to transform the series {Z}. The cross-correlation function of their 
residual series { Xe } and { Ze } shows that the observations of the input series {X} with effect 
delay b can express the investigated series {Z}. As an example in Figure 3.9, the existent cross-
correlation  ,Z Xt t be e   indicates that the observation t bx   can express the value tz . 
Consequently, the effect delay b and the distributions of the impulse responses ( , , ,0 1 2   ), 
expressed as transfer function orders (r,n,b), can be determined. 
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Figure 3.9: Cross-correlations of two related residuals series 
ARIMAX Model 
The identified transfer function orders and potential SARIMA model forms, which belong to 
1 p 9 , 1 q 9 , 0d  , 0P  , 1Q  , and 1D  , are combined to construct the potential 
ARIMAX models. Similar to the building procedure of the SARIMA model, all potential ARIMAX 
models are estimated by the maximum likelihood method and checked by the Ljung-Box test; 
the best ARIMAX model is selected based on the SBC. 
3.3 Propagation of Traffic Conditions 
3.3.1 Kinematic Wave Theory 
Lighthill and Whitham (1955) presented the kinematic wave in traffic flow on the basis of the 
traffic continuity theory. In this theory, the traffic density xtK  and traffic flow 
x
tQ  are defined as 
functions of time t  and space x ; the conservation equation is expressed as 
0
x x
t tK Q
t x
     (3-30) 
Eq. 3-30 can be expressed using parameter 
x
t
x
t
dQ
c
dK
  as 
1 0
x x x x x x x
t t t t t t t
x
t
K Q dK Q Q Q Q
t x t x c t xdQ
                   (3-31) 
The solution of Eq. 3-31 has the form  xtQ f x ct  , e.g., 
   0 0x x ctt t x cQ f x ct Q Q      (3-32) 
Eq. 3-32 shows that the traffic flow xtQ  depends on the boundary condition, where 0x   or 
0t  . A kinematic wave propagates with speed c from the boundary to other sections. Constant 
traffic flow can be observed along this kinematic wave. This characteristic means that the traffic 
flow for the short-term future at an investigated site can be observed at adjacent sites in 
advance. 
The tangent of the Q K  curve in the fundamental diagram, shown in Figure 3.10, is the 
kinematic wave speed c. The kinematic wave propagates forward ( 0c  ) in free flow and partly 
congested flow conditions; it propagates backward ( 0c  ) in congested flow conditions; the 
wave keeps standing ( 0c  ) if the traffic system operates at its capacity condition. Moreover, 
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Figure 3.10 shows the traffic speed (v Q K ). The slope Q K  and dQ dK  in the Q K  curve 
show that c v , i.e., the propagation of constant traffic flow is not faster than the traffic itself. 
 
Figure 3.10: Q K  fundamental diagram 
3.3.2 Propagation of Constant Traffic Flow Condition 
A kinematic wave propagates in traffic flow when the traffic streams through a freeway. The 
prevailing forward kinematic wave exhibits that the close upstream traffic flows provide 
important indications for short-term forecasting of an investigated flow. Figure 3.11 shows two 
observation sites, Z and X, on a basic freeway segment; the distance between the two sites is D; 
the kinematic wave propagates with speed c; the traffic flow ( ZtQ and 
X
tQ ) can be observed 
when the traffic passes through the site at a time interval t. The kinematic wave can express the 
one-step-ahead traffic flow forecast as 
( / )
Z Z D X
t 1 t 1 D cQ Q
 
    (3-33) 
 
Figure 3.11: Basic freeway segment with constant geometry 
Even if the wave speed varies over the whole basic freeway segment, the variable c in Eq. 3-33 
shows a harmonic mean of the various wave speeds. 
The traffic flow keeps constant over a long stretch of road, but varies at road junctions (Lighthill 
and Whitham 1955). Figure 3.12 shows a freeway on-ramp segment, where two flow 
approaches merge. The flow forecast is expressed as 
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t 1 t 1 d1 c1 t 1 d1 c1Q Q Q       
( / ) ( / ) ( / ) ( / ) ( / )
X In X In
t 1 d1 c1 d2 c2 t 1 d1 c1 t 1 D c t 1 d1 c1Q Q Q Q             (3-34) 
 
Figure 3.12: Freeway on-ramp segment 
Figure 3.13 shows a freeway off-ramp segment, where the freeway flow diverges. The flow 
forecast is expressed as 
( / )
Z Y
t 1 t 1 d1 c1Q Q    
( / ) ( / ) ( / ) ( / ) ( / )( )
Y Y Out Y X
t 1 d1 c1 t 1 d1 c1 t 1 d1 c1 t 1 d1 c1 t 1 D cR Q Q R Q               (3-35) 
where 
 YtR  is a rate of upstream flow streaming on the freeway main lane at site Y at time 
interval t, 0 1YtR  . 
 
Figure 3.13: Freeway off-ramp segment 
Figure 3.14 shows a simple example of a freeway interchange segment. The flow forecast can 
be expressed by the upstream flow based on the forward kinematic wave, as follows: 
( / ) ( / ) ( / ) ( / )
Z Z d1 d2 X In
t 1 t 1 d1 c1 d2 c2 t 1 D c t 1 d1 c1Q R Q Q
 
           (3-36) 
 
 
 
Figure 3.14: Freeway interchange segment 
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3.3.3 Theoretical Transfer Function Forms 
Transfer Function 
For a common situation where some interchanges locate between site X and Z, Eq. 3-36 is 
reformed as 
( / )
Z X X In
t 1 t 1 D cQ R Q Q      (3-37) 
where 
 xR  represents a rate of upstream flow at site X passing site Z (assumed time-
independent); 
 InQ  represents the in-flow from all on-ramps between site X and Z; 
Eq. 3-37 shows the theoretical relationship between two closely spaced traffic flow series. xR  
implies the impulse response   of the transfer function; the time lag between the related flow 
Z
t 1Q   and ( / )
X
t 1 D cQ    presents the effect delay b of the transfer function ( /D c = b); 
InQ  is the 
unexplained portion, which is whitened by a SARIMA model. Therefore, the closer upstream 
flow series {X} shows stronger impulse response   and shorter effect delay b in expressing the 
investigated flow {Z}. 
The ARIMAX model analyzes the observation series in discrete time intervals. If the ( /D c ) in 
Eq. 3-37 is not an integral interval length, the flow ( / )
X
t 1 D cQ    is expressed by the traffic flow at  
adjacent time intervals  /t 1 D c   and  /t 1 D c 1   , 
   / /
Z X X X X In
t 1 t 1 D c t 1 D c 1Q R Q R Q Q              (3-38) 
where 
  / ( / )D c 1 D c    ; 
  ( / ) /D c D c   . 
Because of the requisite b 1  in the ARIMAX forecasting, the upstream flow {X} located farther 
than ( 15min)c   from {Z} can be used for modeling. 
Fractional Transfer Function 
According to the Eq. 3-37, a closer upstream flow shows a stronger relationship ( xR ) to the 
investigated flow. The upstream flow {X} located between ( 0min)c   and ( 15min)c   should 
provide valuable indications for forecasting the flow {Z}. For this situation, Eq. 3-38 can be 
rearranged as 
Z X X X X in
t 1 t t 1Q R Q R Q Q          (3-39) 
Only the XR   is regarded as the transfer function; the 1( )X X IntR Q Q     is considered to be 
the unexplained portion in the ARIMAX model. In other words, a fractional transfer function 
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eliminating the impulse response of time lag zero is adopted for modeling. The reduced 
ARIMAX (ARIMAXR) model is named in this research to indicate the use of the fractional 
transfer function. The univariate SARIMA model is also a specific ARIMAXR model, which 
eliminates all impulse response of the related exogenous series. 
Theoretical Transfer Functions 
Figure 3.15 shows the theoretical transfer functions for the close upstream flow series by the 
kinematic wave theory. The estimated ARIMAX models should conform to these relationships. 
 
 
 
Figure 3.15: Theoretical transfer function forms for close upstream flow series 

  
4 Test Description  
4.1 Traffic Data 
Traffic data used for empirical study were provided by HLSV, Germany (Hessisches Landesamt 
für Straßen- und Verkehrswesen). As shown in Figure 4.1, the traffic data from detectors 
installed densely on freeways A3 and A5 near Frankfurt are appropriate for demonstrating the 
relationships between closely spaced traffic flow series. 
 
Figure 4.1: Study sites on freeways A3 and A5 
48 4    Test Description
 
 
The selected freeway A5 section is about 40 km long; the selected freeway A3 section is about 
25 km long. The distance between adjacent observation sites is around 5 km. The freeway 
geometries and the name of the detectors are shown in Figure 4.2. The observation sites 
consist of three or four lanes; several interchanges are located in these freeway sections. The 
site Z was selected as the investigated site; the flow series at sites A – N from three upstream 
approaches were used as exogenous input series. 
 
 
 
Figure 4.2: Geometries of the selected sections on freeways A3 and A5 
 
 
The traffic data between January 1, 2007 and June 15, 2008 are available. The 15-min-interval 
traffic flow series are aggregated from the lane flow data in the original 1-min interval. 
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4.2 Preliminary Analysis 
4.2.1 Traffic Flow Profile 
Figure 4.3 shows traffic flow profiles over the course of a week from selected sites. Weekday 
profiles contain two peaks, one in the morning and one in the afternoon; the weekend involves a 
lower-level peak at midday. 
 
     
 
     
 
     
 
     
Figure 4.3: Traffic flow profiles at selected sites 
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4.2.2 Q K  Fundamental Diagram 
Figure 4.4 shows the Q–K relations of selected traffic flows. Most traffic conditions correspond 
to free flow and partly congested flow. The prevailing forward kinematic wave shows that the 
traffic conditions at the investigated site propagate mainly from those at the upstream sites. 
 
 
       
 
       
Figure 4.4: Q K  fundamental diagram at selected sites 
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4.2.3 Autocorrelation Function (ACF) 
The sample ACF defined as Eq. 4-1 is a practical tool in time series analysis. 
        2, t t kk t t k t
E z z
z z
E z
   


  

   (4-1) 
where 
 tz  is a value of investigated time series {Z} at time t; 
   is sample mean of the series {Z}. 
The weekly-occurring autocorrelation peaks, shown in Figure 4.5, indicate that the traffic flow 
profiles occur week by week. A SARIMA model with weekly seasonal differencing (lag 672 in 
15-min-interval data) can express this kind of flow series (Williams 2003). 
 
       
 
       
 
       
Figure 4.5: Autocorrelation function of traffic flow at selected sites 
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4.2.4 Descriptive statistics 
Table 4.1 presents the descriptive statistics of the traffic data, including the mean (  ) and the 
standard deviation ( ) of the flow and the speed series. The flow series H, K, and N show that 
the investigated flow Z mainly comes from the northern upstream approach (70%); minor flows 
come from the western upstream approach (15%) and eastern upstream approach (15%). The 
traffic speed in most main lane sections is more than 100 km/h; the speeds at ramps are 65 
km/h (Site K) and 45 km/h (Site N). Table 4.1 also provides the number of missing observations. 
The missing observations are substituted with the most correlated historical values of the flow 
series. 
Table 4.1: Descriptive statistics of the traffic data 
Selected 
Sites 
Dataset 2007 (Jan. 1 – Dec. 31) Dataset 2008 (Jan. 1 – Jun. 15) 
 ,   Flow 
(veh/15min) 
 ,   Speed 
(km/hr) 
Missing 
  (%) 
 ,   Flow 
(veh/15min) 
 ,   Speed 
(km/hr) 
Missing 
  (%) 
Site A (527, 316) (129.80, 15.18) 10.36% (513, 315) (130.99, 13.64)   4.10% 
Site B (536, 314) (120.05, 15.48) 30.90% (508, 312) (121.09, 13.92)   3.98% 
Site C (581, 378) (113.31, 12.49) 22.94% (563, 380) (112.78, 12.23) 10.35% 
Site D (632, 400) (104.29, 10.55) 23.05% (618, 405) (104.01, 10.62) 10.20% 
Site E (631, 401) (113.15, 12.58) 22.87% (619, 407) (113.27, 12.11) 10.40% 
Site F (562, 340) (112.76, 10.14)   8.51% (552, 344) (112.26,   9.48)   3.56% 
Site G (674, 428) (121.10, 10.48)   9.08% (666, 432) (120.10,   9.91)   3.02% 
Site H (452, 292) (105.56,   6.96) 20.07% (448, 295) (104.96,   7.12)   5.87% 
Site I (522, 307) (121.43,   8.90) 13.30% (520, 317) (120.15,   9.36)   6.49% 
Site J (427, 253) (115.71, 10.70)   5.60% (424, 263) (116.00,   9.25)   1.25% 
Site K (103,   58) (  68.10,   3.00) 35.85% (  99,   58) (  67.85,   2.64) 29.06% 
Site L (673, 439) (  96.52, 11.81)   9.66% (659, 438) (  94.89, 12.08)   5.08% 
Site M (736, 480) (105.51, 10.05) 11.27% (746, 488) (105.18, 10.72)   3.48% 
Site N (  99,   80) (  44.83,   4.41) 10.05% (100,   83) (  44.28,   4.90)   3.91% 
Site Z (626, 394) (118.45,   8.80) 11.79% (619, 395) (120.48,   7.59)   6.02% 
 Note: Series Length (Number of Observations): 35040 in Dataset 2007 and 16032 in Dataset 2008. 
 
The traffic dataset 2007 was used for establishing the forecasting models; the Traffic dataset 
2008 was used to calculate one-step-ahead forecasts for evaluating the model performance. 
4.3 Benchmarks 
Random Walk Model & Historical Average Model 
The random walk model (section 2.2.1) and the historical average model (section 2.2.2) are 
selected as benchmarks; in this research, 30h   is used for the historical average model (Eq. 
2-2). The current traffic flow is used in the random walk model and the traffic flow pattern is 
used in the historical average model. The forecasting performances of these two models show 
the effects of using these two data types. 
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SARIMA Model 
The univariate SARIMA model is naturally a benchmark because the multivariate ARIMAX 
model is based on this model. If the ARIMAX model does not perform better than the SARIMA 
model, the SARIMA model should be employed because it has less requirements in terms of 
computation and input data. 
KITS Model 
The KITS model (section 2.2.20) is also used as a benchmark because it is a typical heuristic 
method. For one-step-ahead traffic flow forecasting, this model (Eq. 2-32) is written as 
 1 1Z Z Pattern Z Z Patternt t t tQ Q f Q Q      (4-2) 
where 
 Z PatterntQ
  is a value of traffic flow pattern for site Z at time t; 
 f  is a correction factor. 
In forming the traffic flow patterns, the k-means cluster method distinguishes the daily flow 
series of the traffic dataset 2007 into k clusters. The process of clustering is described in 
Appendix A; Figure 4.6 shows the cluster results. Four patterns for weekdays and four patterns 
for holidays are clustered. The representation series for each cluster is expressed as 
 1 2, , ,j j j jtR Q Q Q   (4-3) 
where  
 jR

 is a representation series of cluster j (=1~k); 
 jtQ  is mean of tQ  in the cluster j; representation value of cluster j at time t (=1~96). 
The morning peak of the Monday flow pattern is earlier and longer than the normal Tuesday–
Wednesday–Thursday (TWT) pattern. The Friday pattern has an earlier afternoon peak than the 
normal TWT pattern. The lower TWT pattern represents the flow profile for a non-holiday 
between two holidays or at Christmas. For holiday patterns, traffic flow profiles can be 
distinguished for Saturdays and Sundays. Moreover, seasonal effects in the holiday patterns 
are evident. 
The representation series for clusters (Eq. 4-3) use the same weight for all past traffic flow data. 
They are not particularly sensitive to changes in the latest traffic conditions. Therefore, the 
exponential smoothing method is used for the adaptive adjustment of traffic flow patterns. The 
smoothed traffic flow pattern is expressed as 
 j nZ Pattern
t tQ S
   
       11j n j n j nt t tS Q S     ; initial value    1 1j jt tS Q  (4-4) 
where 
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  j ntS  is a smoothed value of traffic flow for time t (=1~96) and cluster j (=1~8); 
  j ntQ  is a traffic flow observation of time t (=1~96) and cluster j (=1~8); 
 ( )n  is sequence order of traffic flow observation of time t and cluster j; 
   is a smoothing parameter. 
 
 
 
 
 
Figure 4.6: Representation series of traffic flow patterns 
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To build the KITS model, the smoothing parameters   0.05, 0.1,   and 0.3 are tested; the 
correction factor f  for the traffic patterns with each smoothing parameter is estimated with the 
maximum likelihood method. The parameter values are selected using the minimal root mean 
square error (RMSE; Eq. 4-6) from the traffic dataset 2007. The estimated results are shown in 
Table 4.2. 0.1   and  0.85389f  are used to calculate traffic flow forecasts for the dataset 
2008. 
Table 4.2: Estimated parameters of the KITS model 
Smoothing 
Parameter 
Correction 
Factor f  RMSE 
0.05 0.85700 54.38632 
0.10 0.85389 53.88007 
0.15 0.85261 54.23610 
0.20 0.85177 54.81208 
0.25 0.85099 55.48785 
0.30 0.85017 56.22820 
4.4 Performance Measures 
This study uses the performance measures presented below for evaluating the forecasting 
accuracy. The following symbols represent the variables commonly used in the performance 
measures. 
 tz  is a traffic flow observation at time t; 
 tz
  is a traffic flow forecast at time t; 
 t t te z z    is a forecasting error at time t; 
 100%t tt
t
z ze %
z
 

 is a forecasting percentage error at time t; 
 n  is a number of evaluating observations. 
Mean Absolute Error (MAE) 
The MAE is the average magnitude of the absolute forecasting errors. This measure is 
expressed as 
1 1
1 1ˆ
n n
t t t
t t
MAE z z e
n n 
     (4-5) 
The individual errors are weighted equally in the MAE. 
Root Mean Square Error (RMSE) 
In the RMSE, the forecasting errors are squared and then averaged; finally, the square root of 
the average is taken. This measure is expressed as 
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 2 2
1 1
1 1ˆ
n n
t t t
t t
RMSE z z e
n n 
     (4-6) 
Since the forecasting errors are squared before they are averaged, the RMSE gives a relatively 
heavy weight to large errors. Therefore, the RMSE is useful when large errors are particularly 
undesirable. 
Mean Absolute Percentage Error (MAPE) 
The MAPE is the average magnitude of the absolute forecasting errors divided by the 
respective observations. It usually expresses the forecasting error as a percentage. This 
measure is expressed as 
1 1
ˆ1 1100%
n n
t t
t
t tt
z zMAPE e %
n z n 
     (4-7) 
The MAPE indicates the forecasting accuracy while considering the level of the observations. 
Wilcoxon Signed Rank Test 
The Wilcoxon signed rank test (Wilcoxon 1945) is a nonparametric statistical hypothesis test for 
paired data, e.g., observation pairs  1 1,x y ,  2 2,x y ,   n n,x y . An assumption of the 
distribution form for the observations is not required. The differences in the paired observations 
 1 1 1d x y  ,  2 2 2d x y  ,   n n nd x y   are assumed to be independent. The differences 
id  are ranked by ignoring the sign; the Wilcoxon test statistics W
+ and W- are computed as the 
sums of the positive and negative ranks. The null hypothesis is that the distribution id  has a 
zero median; this hypothesis can also be expressed as 
0 : x yH    (4-8) 
If two observations have the same distribution, the Wilcoxon test statistics W+ and W- are 
expected to be  1 4n n  . 
If W+ is much higher than its expected value, it means that there are more and/or larger positive 
differences. A right-tail test is used and the alternative hypothesis is  
:a x yH    (4-9) 
If W- is much lower than its expected value, it means that there are more and/or larger negative 
differences. A left-tail test is used and the alternative hypothesis is  
:a x yH    (4-10) 
The absolute forecasting errors (| te |) and the absolute forecasting percentage errors (| te % |) of 
the ARIMAX model and the other benchmarks are compared using this test with significance 
level 0.05  . 
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4.5 Software 
The SAS software is used in this research to estimate model parameters and evaluate 
forecasting performance. Table 4.3 shows the used procedures and components of the SAS 
software for respective tasks. 
Table 4.3: Used procedures and components of the SAS software 
Task SAS Procedure SAS Component 
SARIMA / ARIMAX Modeling PROC ARIMA Econometrics and Time Series (SAS/ETS) 
K-means Clustering PROC FASTCLUS Statistical Analysis (SAS/STAT) 
Wilcoxon Signed Rank Test PROC NPAR1WAY Statistical Analysis (SAS/STAT) 
 
 
 
 

  
5 ARIMAX Modeling with Single Upstream Flow 
5.1 Estimation Results 
5.1.1 SARIMA Model (Prewhitening Model) 
The all potential SARIMA models are estimated by the maximum likelihood method and 
checked by the Ljung-Box test; the best model is selected based on the SBC. Table 5.1 lists the 
best SARIMA models and their parameters for the respective study sites. The SARIMA model 
for the upstream sites A – N serves as the prewhitening model for identifying the transfer 
function of the ARIMAX model. 
Table 5.1: The best SARIMA models 
Site Notation 
Parameters  
C  1  2  3  4  5  6  7  8  9  
A SARIMA(3,0,3)(0,1,1)672 0.00 1.01 0.84 -0.85 --- --- --- --- --- --- 
B SARIMA(5,0,4)(0,1,1)672 0.02 0.54 -0.03 0.00 0.57 -0.22 --- --- --- --- 
C SARIMA(2,0,1)(0,1,1)672 0.06 0.98 -0.05 --- --- --- --- --- --- --- 
D SARIMA(3,0,5)(0,1,1)672 0.01 2.49 -2.17 0.67 --- --- --- --- --- --- 
E SARIMA(3,0,6)(0,1,1)672 0.06 1.87 -1.75 0.81 --- --- --- --- --- --- 
F SARIMA(5,0,3)(0,1,1)672 0.00 3.12 -3.53 1.65 -0.21 -0.03 --- --- --- --- 
G SARIMA(2,0,7)(0,1,1)672 0.03 1.17 -0.23 --- --- --- --- --- --- --- 
H SARIMA(4,0,3)(0,1,1)672 0.02 1.45 -1.35 0.97 -0.15 --- --- --- --- --- 
I SARIMA(8,0,2)(0,1,1)672 0.01 2.42 -1.94 0.39 0.10 0.00 0.04 -0.01 -0.00 --- 
J SARIMA(5,0,9)(0,1,1)672 0.00 1.50 0.20 -0.34 -0.99 0.63 --- --- --- --- 
K SARIMA(9,0,1)(0,1,1)672 0.00 1.45 -0.32 -0.06 -0.02 -0.01 -0.02 -0.00 0.01 -0.03
L SARIMA(3,0,6)(0,1,1)672 0.00 2.23 -1.76 0.50 --- --- --- --- --- --- 
M SARIMA(1,0,9)(0,1,1)672 0.08 0.93 --- --- --- --- --- --- --- --- 
N SARIMA(1,0,9)(0,1,1)672 0.01 0.90 --- --- --- --- --- --- --- --- 
Z SARIMA(1,0,8)(0,1,1)672 0.04 0.94 --- --- --- --- --- --- --- --- 
Note:  ---: nonexistent parameter in the respective models. 
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Table 5.1: The best SARIMA models (continued) 
Site Notation 
Parameters  
1  2  3  4  5  6  7  8  9  1  
A SARIMA(3,0,3)(0,1,1)672 0.34 0.90 -0.24 --- --- --- --- --- --- 0.96
B SARIMA(5,0,4)(0,1,1)672 -0.06 -0.21 -0.11 0.20 --- --- --- --- --- 0.87
C SARIMA(2,0,1)(0,1,1)672 0.22 --- --- --- --- --- --- --- --- 0.95
D SARIMA(3,0,5)(0,1,1)672 1.74 -1.01 0.14 -0.00 -0.01 --- --- --- --- 0.94
E SARIMA(3,0,6)(0,1,1)672 1.13 -1.04 0.16 0.01 0.01 -0.00 --- --- --- 0.95
F SARIMA(5,0,3)(0,1,1)672 2.40 -1.92 0.52 --- --- --- --- --- --- 0.97
G SARIMA(2,0,7)(0,1,1)672 0.41 0.00 -0.02 -0.01 -0.01 -0.01 -0.02 --- --- 0.97
H SARIMA(4,0,3)(0,1,1)672 0.77 -0.96 0.35 --- --- --- --- --- --- 0.89
I SARIMA(8,0,2)(0,1,1)672 1.70 -0.88 --- --- --- --- --- --- --- 0.93
J SARIMA(5,0,9)(0,1,1)672 0.79 0.61 0.18 -0.75 0.16 -0.00 -0.02 0.01 0.01 0.97
K SARIMA(9,0,1)(0,1,1)672 0.99 --- --- --- --- --- --- --- --- 0.95
L SARIMA(3,0,6)(0,1,1)672 1.43 -0.67 0.02 0.01 0.01 -0.02 --- --- --- 0.97
M SARIMA(1,0,9)(0,1,1)672 0.13 0.00 -0.00 -0.01 -0.01 -0.01 -0.00 -0.03 -0.01 0.95
N SARIMA(1,0,9)(0,1,1)672 0.34 -0.02 -0.01 -0.03 -0.01 -0.03 -0.01 -0.02 -0.01 0.95
Z SARIMA(1,0,8)(0,1,1)672 0.22 0.01 -0.01 -0.02 -0.01 -0.02 -0.02 -0.02 --- 0.97
Note:  ---: nonexistent parameter in the respective models. 
 
5.1.2 Transfer Function Form 
Table 5.2 shows the cross-correlations  ,Z Xt t ke e   between the prewhitened residuals series of 
upstream flow {X} and the investigated flow {Z}. The obviously strong cross-correlations (bold 
and italic numbers) show that the farther upstream flows A, B, C, D, and I with time lags 1  
affect the investigated flow Z and closer upstream flows E, F, G, H, J, K, L, M, and N containing 
a time lag zero affect the traffic flow Z. For example, the strong cross-correlation  ,Z Dt t -1e e  
indicates that the upstream flow at the last time interval Dt -1Q  can express the current 
investigated flow ZtQ . Consquently, the transfer function form (r,n,b) for respective upstream 
flows is identified; the results are given in the last row of Table 5.2. 
Table 5.2: The cross-correlations  ,Z Xt t ke e   and the identified transfer function form (r,n,b) 
Time 
Lag 
Uptream Flow (Exogenous Input Seies {X}) 
Western Approach Northern Approach Eastern Approach 
I J K A B C D E F G H L M N 
-4 0.05 0.06 0.09 0.03 0.03 0.03 0.04 0.04 0.05 0.05 0.04 0.04 0.02 0.08
-3 0.05 0.09 0.09 0.05 0.03 0.06 0.05 0.05 0.06 0.07 0.03 0.07 0.06 0.07
-2 0.06 0.08 0.09 0.06 0.05 0.05 0.05 0.06 0.09 0.08 0.05 0.07 0.05 0.09
-1 0.07 0.10 0.12 0.08 0.08 0.08 0.07 0.08 0.09 0.08 0.05 0.08 0.07 0.12
0 0.08 0.11 0.26 0.08 0.07 0.06 0.10 0.14 0.25 0.37 0.51 0.11 0.12 0.16
1 0.10 0.14 0.16 0.17 0.15 0.25 0.29 0.28 0.27 0.25 0.17 0.15 0.14 0.11
2 0.08 0.09 0.11 0.17 0.13 0.11 0.06 0.06 0.04 0.01 0.03 0.10 0.07 0.10
3 0.08 0.11 0.10 0.06 0.05 0.05 0.06 0.06 0.07 0.05 0.04 0.08 0.06 0.09
4 0.07 0.10 0.09 0.06 0.07 0.06 0.06 0.06 0.07 0.06 0.03 0.08 0.07 0.09
(r,n,b) (0,0,1) (0,1,0) (0,1,0) (0,1,1) (0,1,1) (0,1,1) (0,0,1) (0,1,0) (0,1,0) (0,1,0) (0,1,0) (0,1,0) (0,1,0) (0,1,0)
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The upstream flows owning the traffic function form with effect delay 1b   can be directly used 
in the ARIMAX model to generate the one-step-ahead forecasts. If the transfer functions have 
the effect dealy 0b  , the fractional transfer functions eliminating the impulse response at time 
lag zero are used for modeling; i.e., the transfer function form (0,0,1) replaces the form (0,1,0).  
5.1.3 Robust ARIMAX and SARIMA Model Forms 
The identified transfer function form (r,n,b) and the potential SARIMA(p,0,q)(0,1,1)672 model 
forms are combined to construct the potential ARIMAX models. The potential ARIMAX models 
are estimated by the maximum likelihood method and checked by the Ljung-Box test. Table 5.3 
shows the standard deviations ( ) and SBCs of potential ARIMAX models passing from the 
diagnostic checking. The lower rank is given (in parentheses) if the model has a smaller SBC 
than that using the same exogenous upstream flow. The ARIMAX model with the smallest SBC 
(bold type) is considered as the best model. 
Table 5.3: The potential ARIMAX models passing in the diagnostic checking  
ARIMAX(0,1,1)A(p,0,q)(0,1,1)672  ARIMAX(0,0,1)D(p,0,q)(0,1,1)672 ARIMAX(0,0,1)G(p,0,q)(0,1,1)672 
p q   SBC (Rank)  p q   SBC (Rank) p q   SBC (Rank) 
1 1 50.89 270138   1 1 49.98 268902  1 1 50.39  269463  
1 8 50.85 270152 (  3)  1 8 49.93 268897 (  1) 1 7 50.37  269496 (  1) 
1 9 50.84 270158 (  5)  1 9 49.93 268904 (  4) 1 8 50.37  269504 (  3) 
2 6 50.85 270145 (  2)  2 7 49.93 268902 (  2) 1 9 50.37  269509 (  6) 
2 7 50.85 270154 (  4)  2 8 49.93 268906 (  5) 2 7 50.37  269505 (  4) 
2 8 50.85 270160 (  7)  3 7 49.93 268907 (  6) 2 9 50.37  269521 (12) 
2 9 50.84 270168 (  8)  3 8 49.93 268916 (  8) 3 6 50.37  269498 (  2) 
4 2 50.85 270125 (  1)  4 8 49.93 268925 (  9) 3 7 50.37  269510 (  7) 
4 8 50.84 270175 (  9)  5 8 49.92 268931 (13) 3 8 50.37  269518 (11) 
5 8 50.84 270187 (14)  6 8 49.92 268942 (15) 5 7 50.37  269528 (14) 
6 8 50.84 270195 (15)  7 5 49.93 268925 (10) 5 8 50.37  269538 (16) 
7 5 50.84 270175 (10)  8 5 49.92 268930 (12) 7 3 50.37  269510 (  8) 
8 5 50.84 270181 (12)  9 1 49.93 268904 (  3) 7 4 50.36  269514 (  9) 
9 1 50.84 270158 (  6)  9 2 49.93 268915 (  7) 7 5 50.36  269525 (13) 
9 3 50.84 270177 (11)  9 3 49.93 268926 (11) 9 1 50.37  269509 (  5) 
9 4 50.84 270185 (13)  9 4 49.93 268937 (14) 9 2 50.37  269517 (10) 
          9 3 50.37  269529 (15) 
 Note:  1. The potential model with p 1  and q 1  does not pass in the diagnostic checking; the rank is not given. 
2. Effective number of observations n  34366 in dataset 2007. 
Williams (2001) presented that the ARIMAX model form varies from year to year; consequently, 
no consistent model form can be used for forecasting the future traffic flow. Although this 
empirical study can not prove whether the best model form is consistent over time, the 
estimated results exhibit a robust model form. The potential ARIMAX models using the same 
exogenous upstream flow exhibit similar estimation results, even if the models do not pass in 
the diagnostic checking. Therefore, the simplest potential ARIMAX(r,n,b)X(1,0,1)(0,1,1)672 model 
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is finally selected, because its performance is expected to be similar to that of the best model of 
each year. 
The same as the selection of the robust ARIMAX model, the robust SARIMA(1,0,1)(0,1,1)672 
model for the investigated site Z is selected as a benchmark. More estimation results of the 
potential ARIMAX models with other upstream flows are listed in Appendix B. 
5.1.4 ARIMAX Model (with Single Upstream Flow) 
The SARIMA(1,0,1)(0,1,1)672 model and the ARIMAX(r,n,b)X(1,0,1)(0,1,1)672 model combining 
the respective transfer functions (section 5.1.2) is selected in this research. ARIMAX modeling 
with single upstream flow is firstly tested to show the effects of the repective upstream flows A – 
N in expressing the investigated flow Z. Table 5.4 provides the estimated parameters of the 
models and the respective standard deviations ( ) of the whitened noise series. The subscripts 
A – N of ARIMAX and ARIMAXR denote the exogenous upstream flow used in the model. 
Every ARIMAX model exhibits a smaller   than the SARIMA model; even the upstream flows E, 
F, G, H, J, K, L, M, and N weighted by the fractional transfer function (ARIMAXR models) show 
efficacy in reducing the  . Therefore, the related upstream flow series in ARIMAX modeling can 
be hypothesized to improve forecasting accuracy by the univariate SARIMA model. Moreover, 
the ARIMAX models with the exogenous flows A – H at the northern approach show a smaller 
  than the other ARIMAX models. The ARIMAX models using the input flows from the major 
upstream approach are expected to provide the more accurate forecasts. 
Table 5.4: Estimated parameters of the SARIMA and ARIMAX Models  
Model Notation 
Parameters  
  
X
0  X1  C  1  1  1  
SARIMA SARIMA(1,0,1)(0,1,1)672 --- --- 0.03 0.95 0.24 0.97 51.98
ARIMAXA ARIMAX(0,1,1)A(1,0,1)(0,1,1)672 0.13 -0.16 0.02 0.94 0.27 0.97 50.89
ARIMAXB ARIMAX(0,1,1)B(1,0,1)(0,1,1)672 0.10 -0.09 0.03 0.95 0.26 0.97 51.29
ARIMAXC ARIMAX(0,1,1)C(1,0,1)(0,1,1)672 0.19 -0.07 0.02 0.94 0.27 0.97 50.45
ARIMAXD ARIMAX(0,0,1)D(1,0,1)(0,1,1)672 0.26 --- 0.02 0.95 0.27 0.97 49.98
ARIMAXRE ARIMAX(0,0,1)E(1,0,1)(0,1,1)672 0.24 --- 0.02 0.95 0.28 0.97 50.14
ARIMAXRF ARIMAX(0,0,1)F(1,0,1)(0,1,1)672 0.27 --- 0.02 0.95 0.29 0.97 50.42
ARIMAXRG ARIMAX(0,0,1)G(1,0,1)(0,1,1)672 0.23 --- 0.02 0.95 0.32 0.97 50.39
ARIMAXRH ARIMAX(0,0,1)H(1,0,1)(0,1,1)672 0.23 --- 0.02 0.95 0.33 0.97 51.35
ARIMAXI ARIMAX(0,0,1)I(1,0,1)(0,1,1)672 0.08 --- 0.03 0.95 0.24 0.97 51.85
ARIMAXRJ ARIMAX(0,0,1)J(1,0,1)(0,1,1)672 0.09 --- 0.03 0.95 0.24 0.97 51.84
ARIMAXRK ARIMAX(0,0,1)K(1,0,1)(0,1,1)672 0.15 --- 0.03 0.95 0.24 0.97 51.91
ARIMAXRL ARIMAX(0,0,1)L(1,0,1)(0,1,1)672 0.09 --- 0.03 0.95 0.25 0.97 51.65
ARIMAXRM ARIMAX(0,0,1)M(1,0,1)(0,1,1)672 0.10 --- 0.03 0.95 0.26 0.97 51.56
ARIMAXRN ARIMAX(0,0,1)N(1,0,1)(0,1,1)672 0.16 --- 0.03 0.95 0.24 0.97 51.92
Note:  ---: nonexistent parameter in the respective models. 
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5.1.5 Estimated relationships of the closely spaced traffic flows 
Figure 5.1, Figure 5.2, and Figure 5.3 show the estimated (fractional) transfer functions of 
respective ARIMAX models. The form (r,n,b) is presented at the right of each illustration. 
 
 
Figure 5.1: Transfer function of the upstream flows at the northern approach 
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Figure 5.2: Transfer function of the upstream flows at the western approach 
 
 
 
 
 
Figure 5.3: Transfer function of the upstream flows at the eastern approach 
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The estimated impulse responses   in the transfer functions reveal the same relationships 
described by the kinematic wave theory (shown as Figure 3.15). The closer upstream sites 
show stronger impulse response. The effect delay 1b   occurs farther than the upstream site D 
of the northern approach and farther than the upstream site I of the western approach. The 
harmonic mean speed of the kinematic wave is inferred as 91.04 km/h between the sites D and 
Z; 83.2 km/h between the sites I and Z. These kinematic wave speeds are smaller than the 
traffic speeds (listed in Table 4.1). The transfer function in the ARIMAX model can be regarded 
as a reliable component in describing the relationship between closely spaced traffic flow series. 
5.2 Forecasting Results 
5.2.1 Principle 
For one-step-ahead forecasting, the estimated ARIMAX models and the benchmarks can be 
rearranged into recursive predictors, which are listed as follows. 
 
Random Walk Model: Z Zt+1 tQ Q

 
Historical Average Model: 
30
30
Z Z
t+1 t+1-672莌
j=1
1Q Q   
KITS Model:  Z Z Pattern Z Z Patternt+1 t+1 t tQ Q f Q Q     
SARIMA Model: 
SARIMA(1,0,1)(0,1,1)672               Z Z Z Zt+1 t -671 1 t t -672 1 t 1 t -671 1 1 t -672Q Q Q Q C e e e  
ARIMAX Model: 
ARIMAX(0,0,1)X(1,0,1)(0,1,1)672 
 
     Z Z X X X Xt+1 t -671 0 t t -672 1 0 t -1 t -673Q Q Q Q Q Q      
          Z Z1 t t -672 1 t 1 t -671 1 1 t -672Q Q C e e e  
ARIMAX Model: 
ARIMAX(0,1,1)X(1,0,1)(0,1,1)672 
 
 
       0Z Z X X X Xt+1 t -671 0 t t -672 1 1 t -1 t -673Q Q Q Q Q Q        
 X X1 1 t -2 t -674Q Q  
          Z Z1 t t -672 1 t 1 t -671 1 1 t -672Q Q C e e e  
where 
 

Z
t+1Q  is the forecast for 
Z
t+1Q  computed at time t; 
 ZtQ  is a traffic flow observation at the investigated site Z at time t; 
 XtQ  is a traffic flow observation at upstream site X at time t. 
 Z PatterntQ
  is a value of traffic flow pattern for the site Z at time t; 
 estimated parameters are listed in Table 4.2 and Table 5.4. 
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The predictors of the forecasting models explicitly present the forecasting principles. The 
random walk model relies only on current traffic flow, while the historical average model simply 
adopts the traffic patterns. The KITS model and the SARIMA model have a similar algorithm 
structure, since both use traffic patterns and current traffic flow. The KITS model uses the eight 
traffic flow patterns classified in this study; the forecasts are calculated from the respective flow 
patterns and corrections of current observations. The SARIMA model regards the traffic flow 
series of last week as a pattern (It can be regarded as seven patterns classified by the day of 
the week). The flow deviation from the pattern at time t+1 is predicted using the current flow 
deviation along with some error adjustment items. The constant parameter C reflects the 
average increment of traffic flow in a week. The ARIMAX model is based on the SARIMA 
forecasting principles and adopts more indications from the related upstream flow deviations. 
Therefore, flow deviations, that have not yet occured at the investigated site but have been 
detected at upstream sites, are expected to improve the forecasting accuracy of the SARIMA 
model. 
Traffic flow data used in the ARIMAX model and the benchmarks for generating forecasts are 
shown in Table 5.5. 
Table 5.5: Traffic flow data used in the forecasting models 
Model 
Investigated Site Upstream Sites 
Historical Flow Current Flow Historical Flow Current Flow 
Historical Average *    
Random Walk  *   
KITS * *   
SARIMA * *   
ARIMAX * * * * 
* : Data type used in the model. 
 
5.2.2 Performance 
Whole Period in the Dataset 2008 
Figure 5.4, Figure 5.5, and Figure 5.6 show the forecasting accuracy (RMSE, MAE, and MAPE) 
of the ARIMAX models (with the respective exogenous upstream flows) and the benchmarks. 
The forecasting performances of ARIMAX models are plotted as black points; the performances 
of the ARIMAXR models are plotted as white points; the performances of the benchmarks are 
drawn as horizontal lines for comparison. 
The simplest historical average model and random walk model are the most inaccurate. The 
KITS model and SARIMA model have similar forecasting accuracy. The KITS model has a lower 
RMSE while the SARIMA model has a lower MAE. This situation indicates that the SARIMA 
model generates some relatively large forecasting errors because heavier weights are assigned 
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to larger errors in the RMSE. This situation might be due to the forecasts for holidays on 
weekdays (page 71). 
 
 
Figure 5.4: RMSE of the ARIMAX models and the benchmarks 
 
 
Figure 5.5: MAE of the ARIMAX models and the benchmarks 
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Figure 5.6: MAPE of the ARIMAX models and the benchmarks 
 
All ARIMAX models present lower forecasting errors than the SARIMA model. The related 
upstream flows are effective in improving this univariate forecasting model. Moreover, the 
ARIMAX models incorporating the flow series at the major (northern) upstream approach have 
obviously better forecasting accuracy; the flow series at the minor upstream approaches only 
slightly improve the SARIMA model. Furthermore, the ARIMAX models with the flow series from 
the major upstream approach provide more accurate forecasts than the KITS model. 
 
Table 5.6 presents the results of the Wilcoxon signed rank test for comparing the absolute 
forecasting errors (| te |) and the absolute forecasting percentage errors (| te % |) of the ARIMAX 
models and the benchmarks. All ARIMAX models only except the ARIMAXRK model perform 
significantly better than the SARIMA model. This test supports the inference that appropriate 
upstream flow data for the ARIMAX modeling significantly improve the forecast accuracy of the 
SARIMA model. 
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Table 5.6: Results of the Wilcoxon signed rank test 
Model 
| te | : compare to | te % | : compare to 
SARIMA KITS Ran. W. Hist. Ave. SARIMA KITS Ran. W. Hist. Ave.
ARIMAXA + + + + + + + + 
ARIMAXB + + + + + + + + 
ARIMAXC + + + + + + + + 
ARIMAXD + + + + + + + + 
ARIMAXRE + + + + + + + + 
ARIMAXRF + + + + + + + + 
ARIMAXRG + + + + + + + + 
ARIMAXRH + + + + + + + + 
ARIMAXI + + + + + – + + 
ARIMAXRJ + + + + + – + + 
ARIMAXRK \ + + + \ – + + 
ARIMAXRL + + + + + + + + 
ARIMAXRM + + + + + + + + 
ARIMAXRN + + + + + – + + 
SARIMA \ + + + \ – + + 
KITS – \ + + + \ + + 
Ran. W. – – \ + – – \ + 
Hist. Ave. – – – \ – – – \ 
Note: Ran. W.: random walk model; Hist. Ave.: historical average model; 
 + : significantly lower forecasting error; – : significantly higher forecasting error; 
  \ : no significant difference between two comparied forecasting errors or unnecessary comparison match. 
 
 
Ability of the ARIMAX Model to Trace the Flow Profile 
Figure 5.7 shows traffic flow forecasts of the ARIMAXRE model and the SARIMA model for the 
period between 6:15 and 8:30 on Feb. 7, 2008. The upper part of the figure shows the 
deviations from the flow profiles of the last week at the upstream site ( 1 E672 tQ ) and the 
investigated site ( 1 Z672 tQ ); the lower part of the figure shows the flow observations and 
forecasts. 
The traffic flow should ascend gradually to the morning peak during this period. Before 7:00, 
only slight deviations of both flow series are measured; this information indicates that the traffic 
flow follows the flow profile of the last week. Under these normal traffic conditions, the SARIMA 
model (based on 1 Z672 tQ ) and the ARIMAXRE model (adopting both 1 E672 tQ  and 1 Z672 tQ ) 
generate similar forecasts. 
However, the traffic flow deviates from its normal pattern frequently owing to abnormal events 
such as large activities and traffic accidents. The traffic flow decreasing at 7:30–8:00 on this day 
is an example of abnormal traffic conditions. At 7:15, the SARIMA model predicts an upward 
tendency for the flow at 7:30 because no flow deviation is detected at the investigated site 
( 1 Z672 tQ  is 12 vehicles/15 min). At 7:30, the SARIMA model notes a flow reduction and adjusts 
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the forecast for the next interval. The SARIMA model shows a delayed reaction to abnormal 
traffic conditions. In fact, the flow reduction has already been observed at 7:15 at the upstream 
site ( 1 E672 tQ  is -496 vehicles/15 min). The ARIMAXRE model uses this indication to accurately 
predict the downward tendency for the flow at 7:30. The forecasts to 8:30 show that the 
ARIMAXRE model traces the flow profile better than the univariate SARIMA model. This case 
presents the strength of the multivariate forecasting model. 
 
 
Figure 5.7: Forecasts of the ARIMAXRE model and the SARIMA model on Feb. 7, 2008 
 
 
 
Figure 5.8: Forecasts of the ARIMAXRE model and the KITS model on Feb. 7, 2008 
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Figure 5.8 shows the traffic flow forecasts made by the ARIMAXRE model and the KITS model 
for the same period presented in Figure 5.7. The KITS model depends on the normal TWT 
traffic flow pattern, shown in Figure 4.6, to generate forecasts. Before 7:15, the KITS model 
presents accurate forecasts similar to those of the ARIMAXRE model. Between 7:30 and 8:30, 
the KITS model also shows a delayed reaction to abnormal traffic conditions. The results of the 
SARIMA model and the KITS model demonstrate a major weakness of the univariate 
forecasting model.  
Forecasts of a Holiday on a Weekday 
Figure 5.9 shows traffic flow forecasts made by the ARIMAXD model, the SARIMA model, and 
the KITS model for the period between 4:15 and 8:00 on May 12, 2008. This day (Monday) is a 
holiday. The KITS model that is based on the traffic flow pattern for Sunday during summer 
(Sum.Sun. in Figure 4.6) generates accurate forecasts for this day. The SARIMA model, which 
relies on the flow profile of the last week, shows a weak forecasting performance because the 
morning peak does not occur on this day. This case might explain why the SARIMA model has 
a lower MAE but a higher RMSE than the KITS model. The SARIMA model generates forecasts 
with a large error in this situation; however, this situation occurs only a few times a year. 
The ARIMAXD model uses the indications from the upstream site D to adjust the forecasts on 
the basis of the SARIMA mode. The ARIMAXD model provides more accurate forecasts than the 
SARIMA model. However, the most accurate forecasts are generated by the KITS model. 
 
 
Figure 5.9: Forecasts of the ARIMAXD, SARIMA and KITS models on May 12, 2008 
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5.3 Discussions 
5.3.1 Effective Upstream Zone for ARIMAX Modeling 
Figure 5.10, Figure 5.11and Figure 5.12 show the forecasting accuracy of the ARIMAX models 
with different upstream flows from the major (northern) approach. The upstream flows used in 
the respective ARIMAX and ARIMAXR models are labeled in the figures. 
 
 
 
Figure 5.10: RMSE tendency of the ARIMAX modeling 
 
 
 
Figure 5.11: MAE tendency of the ARIMAX modeling 
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Figure 5.12: MAPE tendency of the ARIMAX modeling 
 
 
The upstream site D shows the best location of the exogenous traffic flow series. The ARIMAX 
model incorporating farther or closer upstream flow series gives performance approaching that 
of the univariate SARIMA model. The farther upstream flow series contains the weaker 
relationship (impulse response) to the investigated flow; the closer upstream flow eliminates 
some valuable indications due to the fractional transfer function. Therefore, too far and too close 
upstream flows are expected to be ineffective for short-term traffic flow forecasting. Appropriate 
locations of upstream flows should be noticed in the ARIMAX modeling. 
5.3.2 Model Accuracy and Model Complexity 
According to the estimation and forecasting results, the ARIMAX models have better accuracy 
than the benchmarks. However, the ARIMAX models require more parameters to express a 
traffic flow profile. The trade-off between model accuracy and model complexity is an issue in 
model selection. The SBC (Eq. 3-22; Page 38), which indicates a better balance of both 
qualities, might provide a solution. 
Table 5.7 lists the SBC values of the ARIMAX models and the benchmarks; the lower rank is 
given in parentheses if the model has a smaller SBC. All ARIMAX models have SBC values 
smaller than that of the SRIMA model; employing an exogenous variable in the ARIMAX 
modeling reduces the forecasting error effectively but increases the model complexity slightly. 
Therefore, the ARIMAX model is worth applying if suitable exogenous upstream flows are 
available.  
The KITS model exhibits smaller SBC than the ARIMAX models using the exogenous flow from 
minior upstream approaches. However, the ARIMAX models with the flows from the major 
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approach provide a better balance between model accuracy and model complexity than the 
KITS model. 
Table 5.7: SBC of ARIMAX models and benchmarks  
Model   SBC (Rank) 
ARIMAXA 46.4038 123100 (  6) 
ARIMAXB 46.5060 123170 (  7) 
ARIMAXC 45.9184 122763 (  3) 
ARIMAXD 45.4488 122423 (  1) 
ARIMAXRE 45.6654 122576 (  2) 
ARIMAXRF 46.0417 122839 (  4) 
ARIMAXRG 46.3152 123029 (  5) 
ARIMAXRH 46.9043 123434 (  8) 
ARIMAXI 47.7666 124018 (12) 
ARIMAXRJ 47.7730 124023 (13) 
ARIMAXRK 47.9485 124140 (15) 
ARIMAXRL 47.6111 123914 (11) 
ARIMAXRM 47.4803 123827 (  9) 
ARIMAXRN 47.8480 124073 (14) 
SARIMA 48.0301 124185 (16) 
KITS 47.5780 123862 (10) 
Random Walk 65.9841 134329 (17) 
Historical Average 118.7528 153171 (18) 
Note: Number of observations n  16032 in dataset 2008. 
 
 
  
6 ARIMAX Modeling with Multiple Upstream Flows 
6.1 Preliminary Test 
The previous section presented the ARIMAX modeling which incorporates a single exogenous 
upstream flow. A multivariate model containing more exogenous flow series should provide 
more accurate forecasts. Adopting all available upstream flows for modeling is a straightforward 
strategy. However, a greater quantity of exogenous data complicates the forecasting model and 
increases the detection requirements. Moreover, the traffic flows at minor upstream approaches 
exert only weak effects. Therefore, an appropriate combination of upstream flows should be 
analyzed for ARIMAX modeling. 
There are 16383 different combinations of 14 exogenous input series. Too many alternatives 
complicate the study. Thus, the upstream flows from 9 sites (D, F, H, I, J, K, L, M, and N) are 
selected for this preliminary test. A process for selecting exogenous upstream flow for ARIMAX 
modeling is suggested. 
6.1.1 Estimation Results 
The traffic dataset 2007 is used for estimation of the ARIMAX model with multiple exogenous 
upstream flows. The identified (fractional) transfer functions for upstream flows D, F, H, I, J, K, L, 
M, and N (Figure 5.1, Figure 5.2, and Figure 5.3) and the robust SARIMA(1,0,1)(0,1,1)672 model 
form are used for modeling. 
Figure 6.1 shows the standard deviations ( ) of the whitened series by the ARIMAX modeling, 
which incorporates different combinations of exogenous upstream flows. There are 512 possible 
combinations of nine exogenous input series. The upper left point shows the SARIMA model 
using no exogenous data; the lower right point represents the ARIMAX model using all nine 
exogenous flow series. Some combinations of the upstream flows are labeled in the figure for 
reference. ARIMAX models incorporating multiple exogenous series provide a smaller   than 
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the models incorporating the partial input series of the combination. Therefore, ARIMAX models 
using more input series are expected to provide more accurate forecasts. 
 
 
Figure 6.1: Standard deviations of the whitened series by the ARIMAX modeling 
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6.1.2 Forecasting Results 
To evaluate the individual effect of the exogenous flows, the upstream flow series are added 
sequentially to the forecasting model. Table 6.1 shows two sequences of adding flow series as 
an example. The subscript of ARIMAX denotes the exogenous upstream flows used in the 
model. The superscript R of ARIMAX is not labeled even though fractional transfer functions are 
used in these models. The estimated parameters of the models are listed in Table 6.2. 
An increase in the number of input series results in a decrease in the forecasting errors (RMSE, 
MAE, and MAPE). A comparison between the forecasting models with the current combination 
and those with the previous combination shows the effect of the latest added input series. The 
flow series at the major upstream approach obviously improve the forecasting model; the flow 
series at the minor upstream approaches have a weaker effect. In particular, the flow series at 
the minor upstream approaches improve the forecasting accuracy only very slightly if the 
original model already contains the other flow series of the same minor upstream approach. The 
Wilcoxon signed rank test shows that some added input series do not significantly improve the 
forecasting model in this situation. Moreover, using this kind of input flow might increase the 
SBC. 
  
Table 6.1: Forecasting accuracy of the selected models  
Example 
Added 
Flow 
Model RMSE MAE MAPE
Wilcoxon    
Signed Rank Test  SBC (RankA) 
| te | | te % | 
Example 
1 
0.  Z SARIMA 48.03 33.19 7.23 % + + 124185 (10) 
1.  D ARIMAXD 45.45 31.02 6.68 % + + 122423 (  9) 
2.  F ARIMAXDF 44.95 30.63 6.59 % + + 122078 (  8) 
3.  H ARIMAXDFH 44.47 30.36 6.53 % + + 121745 (  7) 
4.  M ARIMAXDFHM 44.16 30.13 6.47 % + + 121530 (  6) 
5.  K ARIMAXDFHKM 44.04 30.02 6.45 % + + 121450 (  5) 
6.  J ARIMAXDFHJKM 43.99 29.98 6.44 % + + 121423 (  4) 
7.  L ARIMAXDFHJKLM 43.97 29.97 6.44 %  + 121422 (  3) 
8.  I ARIMAXDFHIJKLM 43.95 29.96 6.43 %  + 121414 (  1) 
9.  N ARIMAXDFHIJKLMN 43.94 29.95 6.43 %  + 121420 (  2) 
Example 
2 
0.  Z SARIMA 48.03 33.19 7.23 % + + 124185 (10) 
1.  H ARIMAXH 46.90 32.43 7.08 % + + 123434 (  9) 
2.  M ARIMAXHM 46.29 31.95 6.94 % + + 123020 (  8) 
3.  I ARIMAXHIM 46.08 31.79 6.89 % + + 122887 (  7) 
4.  K ARIMAXHIKM 45.94 31.68 6.87 % + + 122795 (  6) 
5.  J ARIMAXHIJKM 45.91 31.66 6.87 %  + 122784 (  5) 
6.  L ARIMAXHIJKLM 45.87 31.63 6.86 % + + 122770 (  4) 
7.  N ARIMAXHIJKLMN 45.82 31.58 6.84 % + + 122739 (  3) 
8.  D ARIMAXDHIJKLMN 44.04 30.08 6.45 % + + 121481 (  2) 
9.  F ARIMAXDFHIJKLMN 43.94 29.95 6.43 % + + 121420 (  1) 
Note: +: the model performs significantly lower error than the model with the previous combination; 
 A: Ranking by the SBC of the same example. 
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Table 6.2: Estimated parameters of the ARIMAX and SARIMA models 
Model D0  F0  H0  I0 J0 K0 L0 M0 N0 C  1  1  1
SARIMA --- --- --- --- --- --- --- --- --- 0.03 0.95 0.24 0.97
ARIMAXD 0.26 --- --- --- --- --- --- --- --- 0.02 0.95 0.27 0.97
ARIMAXH --- --- 0.23 --- --- --- --- --- --- 0.02 0.95 0.33 0.97
ARIMAXDF 0.19 0.16 --- --- --- --- --- --- --- 0.02 0.94 0.29 0.97
ARIMAXHM --- --- 0.24 --- --- --- --- 0.10 --- 0.02 0.95 0.35 0.97
ARIMAXDFH 0.19 0.12 0.14 --- --- --- --- --- --- 0.02 0.95 0.34 0.97
ARIMAXHIM --- --- 0.23 0.07 --- --- --- 0.10 --- 0.02 0.95 0.35 0.97
ARIMAXDFHM 0.19 0.11 0.14 --- --- --- --- 0.07 --- 0.01 0.95 0.35 0.97
ARIMAXHIKM --- --- 0.24 0.07 --- 0.17 --- 0.10 --- 0.02 0.95 0.37 0.97
ARIMAXDFHKM 0.18 0.11 0.15 --- --- 0.15 --- 0.07 --- 0.01 0.95 0.36 0.97
ARIMAXHIJKM --- --- 0.24 0.05 0.04 0.16 --- 0.10 --- 0.02 0.95 0.37 0.97
ARIMAXDFHIKM 0.18 0.11 0.15 --- 0.05 0.14 --- 0.06 --- 0.01 0.95 0.36 0.97
ARIMAXHIJKLM --- --- 0.23 0.04 0.05 0.16 0.04 0.07 --- 0.02 0.95 0.36 0.97
ARIMAXDFHIKLM 0.18 0.11 0.14 --- 0.05 0.14 0.02 0.05 --- 0.01 0.95 0.36 0.97
ARIMAXHIJKLMN --- --- 0.23 0.04 0.04 0.16 0.04 0.07 0.08 0.02 0.95 0.37 0.97
ARIMAXDFHIJKLM 0.18 0.11 0.14 0.02 0.03 0.14 0.02 0.05 --- 0.01 0.95 0.36 0.97
ARIMAXDHIJKLMN 0.22 --- 0.18 0.03 0.03 0.14 0.03 0.05 0.03 0.01 0.95 0.36 0.97
ARIMAXDFHIJKLMN 0.18 0.11 0.14 0.02 0.03 0.14 0.02 0.05 0.01 0.01 0.95 0.36 0.97
 Note:  --- nonexistent parameter in the respective models 
6.1.3 Recognizing Ineffective Exogenous Input Series 
The forecasting test shows that the flow series N is the least effective among all the nine flow 
series. The t test of the parameters for the upstream flow series might reveal the ineffectiveness 
of this flow series during the model estimation procedure. Table 6.3 shows the estimated 
parameters and the t test results for respective input series {X} in the ARIMAXDFHIJKLMN model. 
The t test result for the input flow series N indicates that N0  is zero. This test implies that the 
input flow series N is ineffective in this combination and can be eliminated from the model. 
Table 6.3: Parameters and respective t tests in the ARIMAXDFHIJKLMN model 
Exogenous   
Input Flow Parameter t Value (P Value) 
D D0  0.18116 33.89 ( < 0.0001 ) 
F F0  0.10768 16.50 ( < 0.0001 ) 
H H0  0.14405 19.27 ( < 0.0001 ) 
I I0  0.02322   3.51 (    0.0005 ) 
J J0  0.03256   4.18 ( < 0.0001 ) 
K K0  0.14161   8.60 ( < 0.0001 ) 
L L0  0.02381   4.28 ( < 0.0001 ) 
M M0  0.04739   8.33 ( < 0.0001 ) 
N N0  0.01372   0.80 (    0.4229 ) 
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6.1.4 Summary of Preliminary test 
The preliminary test shows that employing the flow series at the major upstream approach 
clearly improve the forecasting model; the flow series at the minor upstream approaches 
improve the forecasting accuracy very slightly if the original model already contains the other 
flow series of the same upstream approach. 
In selecting exogenous data to form a multivariate forecasting model, the flow series at the 
major upstream approach must be selected first. One flow series at each minor upstream 
approach can also be adopted in the forecasting model. If the best forecasting accuracy is 
required, all available upstream flow series are adopted and the ineffective flows are then 
eliminated. 
6.2 ARIMAX Modeling with All Available Upstream Flows 
6.2.1 Estimation and Recognizing Ineffective Exogenous Input Series 
In building a multivariate ARIMAX model to provide the most accurate forecasts, all the 14 
available upstream flows with their respective identified (fractional) transfer functions are used. 
Table 6.4 lists the parameter estimations and respective t test results for the 
ARIMAXABCDEFGHIJKLMN model. 
 
Table 6.4: Parameters and respective t tests in the ARIMAXABCDEFGHIJKLMN model 
Notation: 
ARIMAX(0,1,1)A(0,1,1)B(0,1,1)C(0,0,1)D(0,0,1)E(0,0,1)F(0,0,1)G(0,0,1)H(0,0,1)I(0,0,1)J(0,0,1)K(0,0,1)L(0,0,1)M
(0,0,1)N (1,0,1)(0,1,1)672 
  48.34 
Input 
Flow 
Parameter t Value (P Value) Input 
Flow Parameter t Value (P Value) 
A A0  0.03259 5.26 ( < 0.0001 ) I I0  0.01743 2.66 (    0.0078 ) 
 A1  -0.01656 -2.53 (    0.0113 ) J J0  0.02825 3.67 (    0.0002 ) 
B B0  0.02255 4.71 ( < 0.0001 ) K K0  0.15192 9.33 ( < 0.0001 ) 
 B1  -0.01802 -3.76 (    0.0002 ) L L0  0.02063 3.75 (    0.0002 ) 
C C0  0.05806 9.95 ( < 0.0001 ) M M0  0.04351 7.73 ( < 0.0001 ) 
 C1  0.03669 7.18 ( < 0.0001 ) N N0  -0.01267 -0.75 (    0.4547 ) 
D D0  0.09962 12.40 ( < 0.0001 ) Z C  0.01032 0.05 (    0.3634 ) 
E E0  0.04399 5.56 ( < 0.0001 )  1  0.94496 485.07 ( < 0.0001 ) 
F F0  0.02948 3.89 ( < 0.0001 )  1  0.36696 59.32 ( < 0.0001 ) 
G G0  0.13475 23.10 ( < 0.0001 )  1  0.97433 239.30 ( < 0.0001 ) 
H H0  0.08124 10.16 ( < 0.0001 )    
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From the t test for the parameter C , it can be inferred that  0C . Although the constant 
parameter C is close to zero, it still remains in the ARIMAX modeling because it reflects the 
average increment of traffic flow in a week. 
The parameter  C1  of the transfer function (0,1,1)C describes the relationship between the 
upstream flow Ct -2Q  and the investigated flow 
Z
tQ ; the parameter N0  of the transfer function 
(0,0,1)N describes the relationship between the upstream flow Nt -1Q  and the investigated flow 
Z
tQ . 
The  C1  and N0  should be positive according to the theoretical transfer function forms (Figure 
3.15). These two parameter estimations do not conform to the relationships between two flows. 
Therefore, an ARIMAXABCDEFGHIJKLM model eliminating the parameters C1  and N0  is further 
considered. 
Table 6.5 lists the parameter estimations and the t test results for the ARIMAXABCDEFGHIJKLM 
model. A1  can be inferred to be zero; this parameter should be ineffective in this model. Thus, 
the new ARIMAXABCDEFGHIJKLM model eliminating the parameters A1  is re-estimated. 
 
Table 6.5: Parameters and respective t tests in the ARIMAXABCDEFGHIJKLM model 
Notation: 
ARIMAX(0,1,1)A(0,1,1)B(0,0,1)C(0,0,1)D(0,0,1)E(0,0,1)F(0,0,1)G(0,0,1)H(0,0,1)I(0,0,1)J(0,0,1)K(0,0,1)L(0,0,1)M 
(1,0,1)(0,1,1)672 
  48.37 
Input 
Flow 
Parameter t Value (P Value) Input 
Flow Parameter t Value (P Value) 
A A0  0.03114 5.02 ( < 0.0001 ) I I0  0.01695 2.59 (    0.0096 ) 
 A1  -0.00517 -0.82 (    0.4150 ) J J0  0.02737 3.57 (    0.0004 ) 
B B0  0.02041 4.27 ( < 0.0001 ) K K0  0.14965 9.22 ( < 0.0001 ) 
 B1  -0.01190 -2.52 (    0.0118 ) L L0  0.02009 3.65 (    0.0003 ) 
C C0  0.06123 10.53 ( < 0.0001 ) M M0  0.04207 7.48 ( < 0.0001 ) 
D D0  0.09943 12.38 ( < 0.0001 ) Z C  0.00983 0.05 (    0.3899 ) 
E E0  0.04148 5.25 ( < 0.0001 )  1  0.94455 483.37 ( < 0.0001 ) 
F F0  0.02502 3.32 (    0.0009 )  1  0.36281 58.92 ( < 0.0001 ) 
G G0  0.13257 22.75 ( < 0.0001 )  1  0.97428 239.70 ( < 0.0001 ) 
H H0  0.07301 9.23 ( < 0.0001 )     
 
Table 6.6 presents the estimation results of the re-estimated ARIMAXABCDEFGHIJKLM model. All 
parameters in this model conform to the theoretical transfer function forms and can be seen to 
be effective. This model is finally selected.  
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Table 6.6: Parameters and respective t tests in the re-estimated ARIMAXABCDEFGHIJKLM model 
Notation: 
ARIMAX(0,0,1)A(0,1,1)B(0,0,1)C(0,0,1)D(0,0,1)E(0,0,1)F(0,0,1)G(0,0,1)H(0,0,1)I(0,0,1)J(0,0,1)K(0,0,1)L(0,0,1)M 
(1,0,1)(0,1,1)672 
  48.37 
Input 
Flow 
Parameter t Value (P Value) Input 
Flow Parameter t Value (P Value) 
A A0  0.03045 4.96 ( < 0.0001 ) I I0  0.01698 2.59 (    0.0095 ) 
B B0  0.02085 4.39 ( < 0.0001 ) J J0  0.02739 3.58 (    0.0004 ) 
 B1  -0.01383 -3.38 (    0.0007 ) K K0  0.14979 9.23 ( < 0.0001 ) 
C C0  0.06180 10.70 ( < 0.0001 ) L L0  0.02018 3.67 (    0.0002 ) 
D D0  0.09981 12.45 ( < 0.0001 ) M M0  0.04205 7.48 ( < 0.0001 ) 
E E0  0.04195 5.32 ( < 0.0001 ) Z C  0.00996 0.05 (    0.3834 ) 
F F0  0.02551 3.39 (    0.0007 )  1  0.94458 483.58 ( < 0.0001 ) 
G G0  0.13270 22.79 ( < 0.0001 )  1  0.36301 59.06 ( < 0.0001 ) 
H H0  0.07329 9.27 ( < 0.0001 )  1  0.97438 239.01 ( < 0.0001 ) 
 
6.2.2 Forecasting Results 
Recursive Predictor 
The recursive predictor of the selected ARIMAXABCDEFGHIJKLM model for one-step-ahead traffic 
flow forecasting is expressed as 
     Z Z A A A A A At+1 t -671 0 t t -672 1 0 t -1 t -673Q Q Q Q Q Q        
       B B B B B B B B B B0 t t -672 1 0 1 t -1 t -673 1 1 t -2 t -674Q Q Q Q Q Q             
   C C C C C C0 t t -672 1 0 t -1 t -673Q Q Q Q       
   D D D D D D0 t t -672 1 0 t -1 t -673Q Q Q Q       
   E E E E E E0 t t -672 1 0 t -1 t -673Q Q Q Q       
   F F F F F F0 t t -672 1 0 t -1 t -673Q Q Q Q       
   G G G G G G0 t t -672 1 0 t -1 t -673Q Q Q Q       
   H H H H H H0 t t -672 1 0 t -1 t -673Q Q Q Q       
   I I I I I I0 t t -672 1 0 t -1 t -673Q Q Q Q       
   J J J J J J0 t t -672 1 0 t -1 t -673Q Q Q Q       
   K K K K K K0 t t -672 1 0 t -1 t -673Q Q Q Q       
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   L L L L L L0 t t -672 1 0 t -1 t -673Q Q Q Q       
   M M M M M M0 t t -672 1 0 t -1 t -673Q Q Q Q       
Fehler! Es ist nicht möglich, durch die Bearbeitung von 
Feldfunktionen Objekte zu erstellen. 
This ARIMAX model incorporating 13 upstream traffic flow deviations generates traffic flow 
forecasts for the investigated site. 
Performance for Whole Period in the Dataset 2008 
Table 6.7 shows the forecasting performance of the ARIMAXABCDEFGHIJKLM model, the ARIMAXD 
model, and the benchmarks. The RMSE, MAE, and MAPE reveal that the ARIMAX model with 
multiple upstream flows shows the best forecasting accuracy. The Wilcoxon signed rank tests 
also indicate the significantly lower forecasting errors (| te | and | te % |) of the 
ARIMAXABCDEFGHIJKLM model. Moreover, this model has the best balance of model accuracy and 
model complexity according to the SBC. 
Table 6.7: Forecasting accuracy of the ARIMAX models and the benchmarks 
Model RMSE MAE MAPE 
Wilcoxon Signed Rank Test
Compare to ARIMAXD Model  SBC (Rank) 
| te | | te % | 
ARIMAXABCDEFGHIJKLM   43.46 29.53   6.33 % + + 121112 (1) 
ARIMAXD   45.45 31.02   6.68 % \ \ 122423 (2) 
SARIMA   48.03 33.19   7.23 % – – 124185 (4) 
KITS   47.58 33.38   7.16 % – – 123862 (3) 
Random Walk   65.98 46.71   9.51 % – – 134329 (5) 
Historical Average 118.75 72.18 16.10 % – – 153171 (6) 
Note: + : significantly lower forecasting error; 
 – : significantly higher forecasting error; 
  \ : unnecessary comparison match. 
Forecasts of a Holiday on a Weekday 
Figure 6.2 presents the forecasts made by the ARIMAXABCDEFGHIJKLM model for a holiday on a 
weekday. This case is presented for the same period presented in Figure 5.9. The 
ARIMAXABCDEFGHIJKLM model incorporating several upstream traffic flow deviations can approach 
the traffic profile of this day. However, the KITS model still has the best forecasting accuracy in 
this situation. 
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Figure 6.2: Forecasts of the ARIMAXABCDEFGHIJKLM model and benchmarks on May 12, 2008 
6.3 Discussions 
6.3.1 Missing Observations in Upstream Flows 
Missing observations in traffic measurement occur frequently because of operation faults in 
detection or transmission. The missing observations in adopted exogenous upstream flows 
hinder the ARIMAX forecasting. However, there are a large number of exogenous input flow 
combinations, e.g., those shown in Figure 6.1 and Table 6.1. Only the ARIMAXRJ model does 
not perform significantly better than the univariate SARIMA model. Therefore, when some 
upstream flow data are missing in online forecasting, the ARIMAX model can immediately 
switch the original input flow combination to a new combination using the other obtainable 
upstream flows. 
6.3.2 Effective Traffic Conditions of ARIMAX Modeling 
The ARIMAX models developed in this research adopt upstream flow deviations to generate 
flow forecasts for the investigated site. The models should not react to the traffic conditions 
affected by the downstream flow, e.g., traffic congestion. 
Figure 6.3 shows the traffic conditions of the traffic dataset 2008 at the investigated site Z. Most 
traffic conditions are in the left part of the fundamental diagram; the forward kinematic wave 
( 0c  ) shows that the investigated flow are affected by the upstream flows. Some traffic 
conditions are the capacity condition in which the kinematic wave keeps standing ( 0c  ); the 
traffic flow under these conditions should be equivalent to that at the last time interval. There 
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are no typical congested flow conditions during this period at site Z. The numbers of 
observations from different traffic densities are listed in Table 6.8. 
 
Figure 6.3: Q K  fundamental diagram of dataset 2008 at the investigated site Z  
Table 6.8: Number of observations from different traffic densities at the site Z 
Traffic Density K(0,30] K(30,60] K(60,90] K(90,150] 
Number of Observations 
(Percentage) 
11739 
(77.91%) 
3300 
(21.90%) 
28 
(0.19%) 
0 
(0.00%) 
Note: total available observations are 15067. 
Table 6.9, Table 6.10, and Table 6.11 present the forecasting errors of the compared models for 
different traffic densities. The lowest forecasting error of the compared models in the same 
density group is shown in bold type. The ARIMAXABCDEFGHIJKLM model has the lowest forecasting 
error in the density groups K(0,30] and K(30,60]. The random walk model has the lowest MAE 
and MAPE when the traffic density is greater than 60 veh/km. The performance of the random 
walk model conforms to the inference of the standing kinematic wave; the current traffic flow 
observation provides the best forecast for the next time interval. 
Table 6.9: RMSE of the compared models for different densities 
Model K(0,30] K(30,60] K(60,90] 
ARIMAXABCDEFGHIJKLM   37.44   59.62   99.82 
ARIMAXD   39.10   62.48 102.20 
SARIMA   42.13   64.23 106.50 
KITS   41.60   63.91 104.68 
Random Walk   55.40   94.19 101.67 
Historical Average 117.74 120.84 234.75 
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Table 6.10: MAE of the compared models for different densities 
Model K(0,30] K(30,60] K(60,90] 
ARIMAXABCDEFGHIJKLM   25.71   42.69   79.46 
ARIMAXD   26.93   45.10   83.43 
SARIMA   29.18   47.02   87.14 
KITS   29.24   47.65   86.82 
Random Walk   39.56   71.90   77.07 
Historical Average   65.27   95.55 211.25 
 
Table 6.11: MAPE of the compared models for different densities 
Model K(0,30] K(30,60] K(60,90] 
ARIMAXABCDEFGHIJKLM   7.07%   3.69%   4.93% 
ARIMAXD   7.46%   3.91%   5.24% 
SARIMA   8.12%   4.08%   5.42% 
KITS   8.01%   4.14%   5.41% 
Random Walk 10.45%   6.23%   4.85% 
Historical Average 18.30%   8.35% 12.70% 
 
Table 6.12 and Table 6.13 present the Wilcoxon signed rank test results of the compared 
models for different traffic densities. In the same density group, a lower rank value is assigned if 
the model provides forecasts that are signifcantly more accurate. The test results show that the 
ARIMAXABCDEFGHIJKLM model has the best rank in all density groups. However, the 
ARIMAXABCDEFGHIJKLM model, the ARIMAXD model, the SARIMA model, the KITS model, and the 
random walk model show similar forecasting performance when the traffic density is higher than 
60 veh/km. 
 
Table 6.12: Wilcoxon signed rank test for | te | of the compared models for different densities 
Model K(0,30] K(30,60] K(60,90] 
ARIMAXABCDEFGHIJKLM 1 1 1 
ARIMAXD 2 2 1 
SARIMA 3 3 1 
KITS 4 4 1 
Random Walk 5 5 1 
Historical Average 6 6 6 
 
Table 6.13: Wilcoxon signed rank test for | te % | of the compared models for different densities 
Model K(0,30] K(30,60] K(60,90] 
ARIMAXABCDEFGHIJKLM 1 1 1 
ARIMAXD 2 2 1 
SARIMA 3 3 1 
KITS 4 4 1 
Random Walk 5 5 1 
Historical Average 6 6 6 
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The ARIMAX model developed in this study significantly reacts to the traffic conditions affected 
by the upstream flow. Under other traffic conditions, the ARIMAX model does not show better 
performance, but it does not perform worse than the benchmarks. 
Because there is no congested flow condition in this example, Appendix C presents a case of 
ARIMAX modeling for site G. The ARIMAX model incorporating upstream flow A does not 
perform worse than the benchmarks when the traffic conditions are affected by the downstream 
flow. 
 
 
  
7 ARIMAX Model for Different Forecasting Horizons  
7.1 Background and test design 
The forecasting tests mentioned above focus on the 15-min forecasting horizon. However, 
different traffic control and management systems require forecasts for different horizons, e.g. 
ramp metering control requires forecasts for a shorter period, but tactical route guidance 
requires longer-horizon forecasts. The proposed forecasting horizon affects the data collection 
interval for one-step-ahead forecasting methods. 
Smith and Ulmer (2003) demonstrated that the freeway flow series becomes noisier for 
collection intervals shorter than 10 min. Figure 7.1 showing traffic flow series of July 29, 2007, at 
site Z illustrates the effect of the data collection interval. The traffic flow in a shorter collection 
interval is noisier; the flow series tends to become more smoothing with an increase in the data 
collection interval. 
When testing the ARIMAX model with different data collection intervals, the traffic flows from the 
major upstream (northern) approach were used for this empirical study. The traffic flow Z was 
investigated; the data at sites A – H serve as exogenous input data. The traffic data were 
aggregated into 3-, 5-, 10-, 15-, 20-, 30-, 45-, and 60-min interval lengths. Table 7.1 lists the 
mean (  ) and the standard deviations ( ) of the traffic flow in different collection intervals. A 
longer data collection interval results in a lower standard deviation. 
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Figure 7.1: Traffic flow in different data collection intervals on July 29, 2007 at site Z 
 
 
Table 7.1: Descriptive statistics of the traffic flow data in different collection intervals  
Sites 
  
(veh/hr) 
  in different collection intervals (veh/hr) 
3-min 5-min 10-min 15-min 20-min 30-min 45-min 60-min 
Site A 
2120 1284.77 1273.25 1263.34 1259.75 1256.72 1253.26 1247.42 1242.30
2050 1279.32 1268.36 1259.22 1255.23 1253.36 1248.78 1243.37 1237.95
Site B 
2117 1283.02 1268.80 1257.61 1257.92 1249.70 1245.90 1240.10 1232.26
2031 1269.97 1258.83 1249.92 1246.16 1243.74 1240.10 1233.83 1228.41
Site C 
2344 1536.23 1523.55 1514.24 1510.30 1507.15 1502.61 1494.87 1487.17
2269 1541.01 1529.38 1520.46 1516.67 1513.90 1509.48 1502.00 1494.24
Site D 
2556 1623.26 1613.09 1604.99 1601.41 1598.71 1594.34 1587.99 1579.56
2594 1644.18 1634.07 1626.34 1622.82 1620.09 1616.03 1608.96 1601.37
Site E 
2553 1624.11 1613.02 1604.82 1600.85 1598.34 1593.42 1586.97 1578.45
2496 1655.99 1645.25 1637.37 1633.66 1630.93 1626.75 1619.49 1611.63
Site F 
2268 1378.67 1369.77 1362.65 1359.52 1357.09 1353.55 1348.19 1341.05
2210 1390.48 1381.85 1375.11 1372.19 1369.79 1366.33 1361.06 1353.52
Site G 
2717 1735.96 1726.98 1719.82 1716.05 1713.22 1709.20 1703.28 1695.48
2670 1748.53 1739.69 1732.69 1728.97 1725.95 1722.08 1715.57 1707.25
Site H 
1850 1193.51 1185.54 1179.31 1176.42 1174.39 1171.28 1167.27 1161.90
1805 1197.00 1189.15 1182.88 1180.66 1178.10 1175.39 1171.60 1166.29
Site Z 
2548 1607.70 1597.43 1589.62 1586.38 1584.15 1580.38 1575.56 1569.07
2502 1606.98 1597.50 1590.10 1586.87 1584.80 1580.80 1576.31 1570.16
Note: For each site, first line presents the statistics of the dataset 2007 (January 1 – December 31); second line 
presents the statistics of the dataset 2008 (January 1 – June 15). 
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7.2 ARIMAX Modeling with Single Exogenous Input Series 
7.2.1 Estimation Results 
The transfer functions of upstream flows A – H for different collection intervals are identified by 
the Box and Jenkins method and estimated by the maximum likelihood method. The estimation 
results are shown in Appendix D. 
Figure 7.2 presents the estimated transfer functions of the upstream flows for the 3-min data 
collection interval. The effect delay of these upstream flows presents that 1b  ; a fractional 
transfer function is unnecessary for these upstream flows. The upstream flow H presents that 
the effect delay 1b   and the upstream flow G presents that the effect delay 2b  . The 
kinematic wave speed is inferred as 105 km/h between sites Z and H and 101 km/h between 
sites G and H. This inferred kinematic wave speed is less than the traffic speed (listed in Table 
4.1). Moreover, a farther upstream flow has a lower impulse response; the upstream flows A – C 
have no weights in expressing the investigated flow Z. 
Figure 7.3 shows the estimated transfer functions of the upstream flows for the 60-min data 
collection interval. All upstream flows A – H conclude an impulse response of the effect delay 
0b  . Fractional transfer functions are estimated for the one-step-ahead traffic flow forecasting. 
The upstream flow H is ineffective in forecasting the flow Z one step ahead because no impulse 
response is identified for the effect delay 1b  . 
The model forms and the parameters of the SARIMA model and the ARIMAX models for 
expressing the traffic flow Z in different data collection intervals are presented in Appendix D. 
7.2.2 Forecasting Results 
Figure 7.4, Figure 7.5, and Figure 7.6 show the forecasting accuracy (RMSE, MAE, and MAPE) 
of the ARIMAX models with a single upstream flow (labeled in the figure) for different horizons. 
The white and black points plotted in the figure represent the use of the ARIMAXR and ARIMAX 
model, respectively. The performance of the SARIMA model is also shown for reference. 
For different forecasting horizons, different effective upstream zones are shown for the ARIMAX 
modeling to improve the SARIMA model. ARIMAX modeling for shorter forecasting horizons 
requires closer upstream flow data. The closer upstream flows have weaker effects for longer 
forecasting horizons. The distance of the best upstream flow for ARIMAX modeling increases 
with an increasing forecasting horizon. Therefore, appropriate locations of the upstream flows 
should be noticed in multivariate modeling. In this study case, the best upstream location might 
be outside the selected 40-km freeway section when the forecasting horizon is more than 30 
min. 
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Figure 7.2: Transfer functions of the upstream flows A–H in 3-min interval 
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Figure 7.3: Transfer functions of the upstream flows A–H in 60-min interval 
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Figure 7.4: RMSE of the SARIMA and ARIMAX models for different horizons 
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Figure 7.5: MAE of the SARIMA and ARIMAX models for different horizons 
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Figure 7.6: MAPE of the SARIMA and ARIMAX models for different horizons 
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7.3 ARIMAX Modeling with Multiple Exogenous Input Series 
7.3.1 Estimation Results 
SARIMA and ARIMAX Models 
Table 7.2 and Table 7.3 list the estimated SARIMA models and the estimated ARIMAX models 
using multiple exogenous upstream flows for different forecasting horizons. 
Table 7.2: Identified SARIMA and ARIMAX models for different forecasting horizons 
Horizon Model Notation 
3-min SARIMA SARIMA(1,0,1)(0,1,1)3360
 ARIMAXFGH ARIMAX(0,1,2)F(0,0,2)G(0,0,1)H(1,0,1)(0,1,1)3360
5-min SARIMA SARIMA(1,0,1)(0,1,1)2016
 ARIMAXACDEFGH ARIMAX(0,0,4)A(0,0,4)C(0,0,2)D(0,0,2)E(0,1,1)F(0,0,1)G(0,0,1)H(1,0,1)(0,1,1)2016
10-min SARIMA SARIMA(1,0,1)(0,1,1)1008
 ARIMAXABCDEFGH ARIMAX(0,0,2)A(0,0,2)B(0,0,1)C(0,0,1)D(0,0,1)E(0,0,1)F(0,0,1)G(0,0,1)H(1,0,1)(0,1,1)1008
15-min SARIMA SARIMA(1,0,1)(0,1,1)672
 ARIMAXABCDEFGH ARIMAX(0,0,1)A(0,1,1)B(0,0,1)C(0,0,1)D(0,0,1)E(0,0,1)F(0,0,1)G(0,0,1)H(1,0,1)(0,1,1)672
20-min SARIMA SARIMA(1,0,1)(0,1,1)504
 ARIMAXABCDEGH ARIMAX(0,0,1)A(0,0,1)B(0,0,1)C(0,0,1)D(0,0,1)E(0,0,1)G(0,0,1)H(1,0,1)(0,1,1)504
30-min SARIMA SARIMA(1,0,1)(0,1,1)336
 ARIMAXABCDH ARIMAX(0,0,1)A(0,0,1)B(0,0,1)C(0,0,1)D(0,0,1)H(1,0,1)(0,1,1)336
45-min SARIMA SARIMA(1,0,1)(0,1,1)224
 ARIMAXABD ARIMAX(0,0,1)A(0,0,1)B(0,0,1)D(1,0,1)(0,1,1)224
60-min SARIMA SARIMA(1,0,1)(0,1,1)168
 ARIMAXABD ARIMAX(0,0,1)A(0,0,1)B(0,0,1)D(1,0,1)(0,1,1)168
Table 7.3: Estimated parameters of the SARIMA and ARIMAX models 
Horizon Model A0  B0  B1 C0 D0 E0 F0 F1 G0 H0  C  1  1 1
3-min SARIMA --- --- --- --- --- --- --- --- --- --- 0.00 0.99 0.77 0.98
 ARIMAXFGH --- --- --- --- --- --- 0.05 -0.03 0.11 0.55 0.00 0.99 0.81 0.97
5-min SARIMA --- --- --- --- --- --- --- --- --- --- 0.00 0.98 0.64 0.98
 ARIMAXACDEFGH 0.01 --- --- 0.02 0.01 0.02 0.02 -0.05 0.25 0.35 0.00 0.98 0.72 0.98
10-min SARIMA --- --- --- --- --- --- --- --- --- --- 0.01 0.97 0.39 0.97
 ARIMAXABCDEFGH 0.02 0.02 --- 0.01 0.03 0.07 0.15 --- 0.17 0.15 0.01 0.96 0.50 0.98
15-min SARIMA --- --- --- --- --- --- --- --- --- --- 0.03 0.95 0.24 0.97
 ARIMAXABCDEFGH 0.04 0.02 -0.02 0.07 0.11 0.05 0.03 --- 0.13 0.07 0.01 0.95 0.35 0.97
20-min SARIMA --- --- --- --- --- --- --- --- --- --- 0.05 0.93 0.13 0.97
 ARIMAXABCDEGH 0.10 0.04 --- 0.07 0.07 0.04 --- --- 0.10 0.06 0.03 0.93 0.24 0.97
30-min SARIMA --- --- --- --- --- --- --- --- --- --- 0.12 0.90 0.01 0.97
 ARIMAXABCDH 0.15 0.02 --- 0.04 0.11 --- --- --- --- 0.08 0.06 0.90 0.11 0.97
45-min SARIMA --- --- --- --- --- --- --- --- --- --- 0.25 0.86 -0.11 0.96
 ARIMAXABD 0.14 0.04 --- --- 0.10 --- --- --- --- --- 0.17 0.85 -0.04 0.96
60-min SARIMA --- --- --- --- --- --- --- --- --- --- 0.80 0.81 -0.20 0.83
 ARIMAXABD 0.11 0.08 --- --- 0.07 --- --- --- --- --- 0.70 0.80 -0.13 0.85
 Note:  --- nonexistent parameter in the respective models 
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The ARIMAX model for the 3-min forecasting horizon uses the closer upstream flows F – H. The 
ARIMAX models for the 45- and 60-min forecasting horizons adopt the farther upstream flows A, 
B, and D. The ARIMAX models for the 10- and 15-min forecasting horizons use indications from 
all upstream sites in this selected 40-km freeway section. 
KITS Model 
The daily traffic flow profiles for the 15-min data collection interval are classified into eight 
clusters, as shown in Figure 4.6. This cluster result is also used to build KITS models using data 
with different collection intervals. The selection of parameters in the KITS models is presented 
in Appendix E. Table 7.4 lists the estimations of the parameters. 
Table 7.4: Estimated parameters in KITS models for different forecasting horizons 
Horizon 
Smoothing 
Parameter   
Correction 
Factor f  Horizon
Smoothing 
Parameter 
Correction 
Factor f  
3-min 0.10 0.63721 5-min 0.10 0.74703 
10-min 0.10 0.83226 15-min 0.10 0.85389 
20-min 0.10 0.85707 30-min 0.10 0.84493 
45-min 0.10 0.82742 60-min 0.10 0.81121 
 
 
 
 
7.3.2 Forecasting Results 
Performance for Whole Period in the Dataset 2008 
Figure 7.7, Figure 7.8, and Figure 7.9 show the forecasting accuracy of the five compared 
models for different horizons. The RMSE and the MAE of forecasts for different data collection 
intervals are changed into the same unit of veh/hr. 
The forecasts of all models improve obviously when the data collection interval increases from 3 
to 10 min. The traffic flow is smoothed by the aggregation of the shorter-interval data. The 
increasing interval length results in a more predictable traffic flow series. 
For the tested forecasting horizons, the forecasting errors of the historical average model 
decrease as the forecasting horizon lengthens; the errors of the random walk model decrease 
as the forecasting horizon lengthens from 3 to 10 min but increase when the horizon lengthens 
from 10 min. The random walk model has lower accuracy than the historical average model has 
in the cases of 45 and 60 min forecasting horizons. This result indicates that the historical data 
are more effective in longer-horizon traffic flow forecasting; the current flow data have the 
strongest effects for 10-min and 15-min data collection intervals. 
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Figure 7.7: RMSE of the compared models for different horizons 
 
 
 
Figure 7.8: MAE of the compared models for different horizons 
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Figure 7.9: MAPE of the compared models for different horizons 
 
The KITS model, SARIMA model, and ARIMAX model including both the current and historical 
flow data are stable and accurate for forecasting horizons longer than 15 min. The KITS model 
has a lower forecasting error than the SARIMA model has for horizons of more than 20 min; the 
KITS model performs better than the ARIMAX model for horizons of more than 30 min. The 
KITS model uses the smoothed historical traffic flow as a pattern while the SARIMA model and 
ARIMAX model adopt only the traffic flow profile of the last week as a flow pattern. This result 
indicates that the forecasting model relies more on historical data when the traffic flow of a 
longer horizon is forecast. For shorter forecasting horizons, the SARIMA model and ARIMAX 
model are preferred. 
The ARIMAX model gives forecasts that are more accurate than those given by the SARIMA 
model for all forecasting horizons. This result infers that the use of upstream traffic flows is 
effective in short-term traffic flow forecasting. 
Table 7.5 and Table 7.6 present the Wilcoxon signed rank test results of the compared models 
for different forecasting horizons. In the group of the same forecasting horizon, a lower rank 
value is given if the model provides forecasts that are signifcantly more accurate. 
The test shows different results for shorter (3, 5, 10, 15, and 20 min) forecasting horizons and 
longer (30, 45, and 60 min) forecasting horizons. In the cases of the shorter forecasting 
horizons, the ARIMAX models have significantly the most accurate performances; the historical 
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average models perform the worst. In the cases of the longer forecasting horizons, the KITS 
models have the lowest forecasting error; the random walk models give the worst performance. 
Table 7.5: Wilcoxon signed rank test for | te | of the compared models for different horizons 
Model 3-min 5-min 10-min 15-min 20-min 30-min 45-min 60-min
ARIMAXMulti* 1 1 1 1 1 2 2 2 
SARIMA 2 2 2 2 3 3 3 3 
KITS 3 3 3 3 2 1 1 1 
Random Walk 4 4 4 4 4 5 5 5 
Historical Average 5 5 5 5 5 4 4 4 
*: ARIMAXMulti represents the resprective ARIMAX models shown in Table 7.2. 
Table 7.6: Wilcoxon signed rank test for | te % | of the compared models for different horizons 
Model 3-min 5-min 10-min 15-min 20-min 30-min 45-min 60-min
ARIMAXMulti* 1 1 1 1 1 2 2 2 
SARIMA 2 2 2 3 3 3 3 3 
KITS 3 3 3 2 2 1 1 1 
Random Walk 4 4 4 4 4 5 5 5 
Historical Average 5 5 5 5 5 4 4 4 
*: ARIMAXMulti represents the resprective ARIMAX models shown in Table 7.2. 
Figure 7.10 presents the SBC of the compared models for different forecasting horizons. The 
ARIMAX model has the best balance of model accuracy and model complexity for the shorter 
forecasting horizons; the KITS model has the lowest SBC for the longer forecasting horizons. 
 
Figure 7.10: SBC of the compared models for different horizons 

  
8 Conclusions and Recommendations  
8.1 Conclusions 
Accurate short-term traffic flow forecasting contributes a crucial element to the dynamic 
operations of ATMS and ATIS for improving traffic efficiency and safety. Many forecasting 
methods have been developed over the last decade. The previously developed methods can be 
categorized as nonparametric techniques and parametric techniques. The nonparametric 
techniques include simple forecasting methods, artificial neural networks, and nonparametric 
regression. Among nonparametric techniques, artificial neural networks have accurate 
forecasting performance, but the rationality of the models cannot be examined because of their 
implicit interaction structure. The parametric techniques include heuristic methods, linear 
statistical methods, and traffic flow theory–based methods. There are several sensible heuristic 
methods, but they utilize traffic data arbitrarily and lack rigorous model justification. The traffic 
flow theory–based methods are built on strict foundations, but they generate forecasts only up 
to several dozen seconds ahead. The linear statistical methods are based on well-developed 
statistical theories and exhibit explicit relationships between the input data and the output 
forecasts. 
Among the linear statistical methods, the SARIMA model provides the most accurate forecasts. 
The SARIMA model is a time series model to whiten a time series into a white noise series; the 
whitened noise series is used for forecasting. Because of the univariate nature of the SARIMA 
model, only the traffic flow data obtained from a given site are used. The SARIMA(1,0,1)(0,1,1)S 
model regards the traffic flow profile of the last week as a flow pattern; the current deviation 
from the pattern and the stochastic errors are used to calculate the forecasts. However, this 
model does not perform well when the traffic flow deviates significantly from the normal weekly 
pattern. It cannot react to abnormal traffic conditions before the flow deviation is detected at the 
investigated site. 
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Kinematic wave theory presents a relationship between two closely spaced flow series. The 
prevailing forward kinematic wave shows that current and past upstream traffic flow affect the 
investigated flow in the short-term future. A closer upstream flow has a higher impulse response 
weight and shorter time lag in expressing the investigated flow. This relationship supports the 
development of a multivariate ARIMAX model that incorporates related exogenous upstream 
flows {X} and an univariate SARIMA model. The multivariate ARIMAX model is hypothesized to 
improve the one-step-ahead forecasting accuracy of the univariate SARIMA model. 
Traffic data from the freeways A3 and A5 near Frankfurt, Germany, were used in this research. 
The selected freeway A5 section is about 40 km long; the selected freeway A3 section is about 
25 km long; the distance between adjacent observation sites is around 5 km. The traffic data 
are appropriate for demonstrating the relationships between closely spaced traffic flow series. 
The random walk model, historical average model, KITS model, and SARIMA model are 
selected as benchmarks for evaluating the ARIMAX model. 
A discrete 15-min interval for the applied traffic flow series is firstly adopted in this research 
because several previous studies have demonstrated stable forecasting performance for this 
interval length. The transfer functions are identified by prewhitening and cross-correlation; the 
impulse response weights are estimated using the maximum likelihood method. The transfer 
functions with forms (0,0,1) and (0,1,1) give results conforming to relationships that are based 
on kinematic wave theory. They can be regarded as a reliable component in describing the 
relationship of the two flow series. 
The ARIMAX(0,0,1)X(1,0,1)(0,1,1)S or ARIMAX(0,1,1)X(1,0,1)(0,1,1)S model is based on the 
SARIMA model and incorporates the related upstream flow deviations to calculate the forecasts. 
Flow deviations that have not yet occurred at the investigated site but have already been 
detected at upstream sites improve the forecasting accuracy of the SARIMA model. The 
ARIMAX model consequently has better ability to trace the investigated flow profile than the 
SARIMA model has. Moreover, the ARIMAX modeling with a single upstream flow shows that 
the flow series at a major upstream approach improve the forecasting accuracy obviously; the 
flow series at minor upstream approaches have only a weak effect. The study shows a large 
zone of opportunity (e.g., more than 30 km in the case of a 15 min forecasting horizon) for 
finding a suitable exogenous upstream flow series. 
Furthermore, the ARIMAX model incorporating a greater number of exogenous flow series 
provides more accurate forecasts. However, the flow series at the minor upstream approaches 
improve the forecasting accuracy very slightly if the original model already contains the other 
flow series of the same upstream approach. Accordingly, the flow series at the major upstream 
approach must be selected first in building an ARIMAX model; one flow series at each minor 
upstream approach can also be adopted in the forecasting model. If the best forecasting 
accuracy is required, all available upstream flow series are adopted for modeling and the 
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ineffective flows are then eliminated. An empirical study shows a large number of exogenous 
input flow combinations for the ARIMAX modeling. If some upstream flow data are missing in 
online forecasting, the ARIMAX model can immediately switch the original input flow 
combination to a new combination using the other obtainable upstream flows. 
Comparing the ARIMAX models to the benchmarks for 15-min forecasting horizon, the ARIMAX 
modeling incorporating the appropriate upstream flow data has significantly better forecasting 
accuracy. The univariate SARIMA and KITS models give similar forecasting results. Both 
models have the deficiency of a delayed reaction to abnormal traffic conditions. However, the 
KITS model that is based on classified traffic flow patterns provides more accurate forecasts for 
holidays falling on weekdays. The random walk model and the historical average model have 
the largest forecasting errors. Moreover, the SBC indicates that the greater number of 
exogenous variables in an ARIMAX model reduces the forecasting error effectively but 
increases the model complexity slightly. The ARIMAX model should be used if time series 
analysis is adopted for short-term freeway traffic flow forecasting. 
Because different ATMS and ATIS applications require different horizons of short-term traffic 
flow forecasts, the performances of the ARIMAX model and the benchmarks for 3, 5, 10, 15, 20, 
30, 45, and 60 min forecasting horizons are tested in this study. The proposed forecasting 
horizon serves as the data collection interval length for one-step-ahead forecasting models. For 
different forecasting horizons, there are different effective upstream zones for ARIMAX 
modeling to improve the SARIMA model. The ARIMAX modeling for shorter forecasting 
horizons requires closer upstream flow data; the closer upstream flows have weaker effects in 
multivariate modeling for longer forecasting horizons. The distance of the best upstream flow for 
ARIMAX modeling increases with an increasing forecasting horizon. 
The forecasts of all the compared models improve obviously when the data collection interval 
increases from 3 to 10 min. An increasing interval length results in a more predictable traffic flow 
series. Furthermore, the use of historical flow data is more effective than the use of current flow 
data in the cases of 45 and 60 min forecasting horizons; the current flow data has the strongest 
effects for 10-min and 15-min data collection interval. The KITS model, SARIMA model, and 
ARIMAX model including both the current and historical flow data give stable and accurate 
performance for forecasting horizons longer than 15 min. The KITS model has the lowest 
forecasting error in the cases of the longer (30, 45, and 60 min) forecasting horizons; the 
ARIMAX model is preferred in the cases of the shorter (3, 5, 10, 15, and 20 min) forecasting 
horizons. The ARIMAX model gives forecasts that are more accurate than those given by the 
SARIMA model for all forecasting horizons. This result infers that the use of upstream traffic 
flows is effective in time series modeling for short-term traffic flow forecasting. 
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8.2 Recommendations 
The ARIMAX models developed in this research adopt upstream flow deviations to generate 
flow forecasts for the investigated site. These ARIMAX models perform similar to the 
benchmarks under the conditions of standing or backward kinematic waves. For these traffic 
conditions, the multivariate forecasting model should be further improved. 
The more accurate performance of the KITS model for longer horizons indicates that the 
forecasting model requires more historical data in this situation. The order (P,D,Q)S for the 
seasonal effects in the SARIMA and ARIMAX models can be further investigated to contain 
more historical data for this situation. 
The forecasting model developed in this study expresses the flow of freeway traffic. Traffic 
conditions on arteries in urban areas are also important in traffic management. The multivariate 
ARIMAX modeling could be also studied for forecasting short-term traffic conditions in urban 
areas. 
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Appendix A: Clustering for the Traffic Flow Profiles 
In the KITS model, traffic conditions are assumed to occure on similar days. Therefore, the daily 
traffic flow series are classified into several patterns according to the attributes of the day; the 
traffic flow forecasts are calculated on the basis of appropriate traffic flow patterns. The daily 
traffic flow series with attributes is defined as 
 1 2 3( ) , , , ,i i i i itS A Q Q Q Q   
where 
 ( )iS A

 is the daily traffic flow series of day i with attributes A,  
 A  is attributes of a day, e.g., the day of the week and the influence of a holiday 
falling on a weekday; 
 itQ  is a traffic flow observation at time t (t =1~96 in a 15-min-interval series) on 
day i. 
Table A.1 lists attributes considered in this research. From these attributes, the daily flow series 
are formed, e.g., 
 Apr.30,2007(09/Mon./Apr./A)= 215,187,220, ,349S  ; 
 Oct.10,2007(00/Mar./Oct./E)= 259,213,183, ,310S  . 
The k-means cluster method with k = 2 ~ 14 is attempted for pattern classification. Table A.2 
presents the cluster results. The attribute “School Break” is ineffective at this investigated site; a 
seasonal effect (aggregated from the attribute “Month”) is found in the traffic flow patterns for 
holidays. The flow patterns for holidays and weekdays are firstly distinguished. When a greater 
number of clusters (k) is attempted, more clusters are classified from these two basic categories. 
Moreover, abnormal flow series are found from 3k  . When 11k  , each cluster has stable 
attributes. Therefore, eight traffic flow patterns ( 11k  ; excluding the three abnormal clusters) 
are selected in this study; the representation series of the patterns are shown in Figure 4.6. 
 
 
 
 
 
 
120 Appendix A: Clustering for the Traffic Flow Profiles
 
 
Table A.1: Attributes of daily traffic flow time series 
Attributes(A) = ( Influence of a Holiday falling on a Weekday / Day of Week / Month / School Break ) 
Influence of a Holiday falling on a Weekday* Day of Week Month School Break 
  0: No Influence  Mon. Jan. A: Not School Break 
  1: the Last Day before Long Holidays  Tue. Feb. B: Christmas Vacation 
  2: the First Day of Long Holidays  Wed. Mar.      Dec. 23, 2006-Jan. 12, 2007
  3: Sat. but not the First Day of Long Holidays  Thu. Apr. C: Easter Vacation 
  4: Sun. but not the Last Day of Long Holidays  Fri. May      Apr. 2, 2007-Apr. 14, 2007 
  5: the Last Day of Long Holidays  Sat. Jun. D: Summer Vacation 
  6: the First Day after Long Holidays  Sun. Jul.      Jun. 9, 2007-Aug. 17, 2007 
  7: the Last Day before Bridging Holidays  Aug. E: Fall Vacation 
  8: the First Day of Bridging Holidays  Sep.      Oct. 8, 2007-Oct. 20, 2007 
  9: the Day between two holidays  Oct. F: Christmas Vacation 
10: Sat. but not the First Day of Bridging Holidays  Nov.      Dec. 23, 2007-Jan. 11, 2008
11: Sun. but not the Last Day of Bridging Holidays  Dec. G: Easter Vacation 
12: the Last Day of Bridging Holidays        Mar. 25, 2007-Apr. 5, 2008 
13: the First Day after Bridging Holidays    
14: the Last Day before Christmas Holidays    
15: the First Day of Christmas Holidays    
16: Dec. 25 and 26    
17: the Weekdays in Christmas Holidays    
18: Sat. but not the First Day of Christmas Holidays    
19: Sun. but not the Last Day of Christmas Holidays    
20: Jan. 1, the Last Day of Christmas Holidays    
21: the Days after Christmas Holidays and before next Sat.    
22: the Last Day before Holiday on Wed.    
23: the Holiday on Wed.    
24: the First Day after Holiday on Wed.    
* Definition of terms: 
Long Holidays: continuous holidays consisting of more than two days; e.g., Fri. or Mon. is a holiday / Fri. and Mon. 
are holidays. 
Bridging Holidays: Thu.–Sun. when only Fri. is not a Holiday; Sat.–Tue. when only Mon. is not a Holiday. 
Christmas Holidays: from the Last Sat. before Dec. 25 to Jan. 1. 
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Table A.2: Cluster results 
k Attributes of Clusters: 
Influence of a Holiday falling on a Weekday / Day of Week & Month* 
2 2,3,4,5,8,10,11,12,15,16,17,18,19,20,23 / 
Sat. Sun. 
1,6,7,9,13,14,21,22,24 / 
Mon. Tue. Wed. Thu. Fri. 
3 2,3,4,5,8,10,11,12,15,16,17,18,19,20,23 / 
Sat. Sun. 
1,6,7,9,13,14,21,22,24 / 
Mon. Tue. Wed. Thu. Fri. 
1 Abn.A
4 2,3,4,5,8,10,11,12,15,16,17,18,19,20,23 / 
Sat. Sun. 
1,6,7,9,13,14,21,22,24 / 
Mon. Tue. Wed. Thu. Fri. 
2 Abn.A
5 2,5,9,12,21 / 
Sat. Sun. (Apr.–Oct.) 
3,4,8,10,11,15,16,17,18,19, 
20,23 / 
Sat. Sun. (Nov.–Mar.) 
1,6,7,13,14,22,24 / 
Mon. Tue. Wed. Thu. Fri. 
2 Abn.A
6 2,8,10,15 / 
Sat.     
(Feb.–Dec.) 
5,12 / 
Sun.    
(Feb.–Dec.) 
3,4,11,16,17,18,19,20,23 / 
Sat. Sun. (Jan.) 
1,6,7,9,13,14,21,22,24 / 
Mon. Tue. Wed. Thu. Fri. 
2 Abn.A
7 2,8,9,10,15 / 
Sat.     
(Feb.–Dec.) 
5,12 / 
Sun.    
(Feb.–Dec.) 
3,4,11,16,17,18,19,20,23 / 
Sat. Sun. (Jan.) 
1,7,14 / 
Fri. 
6,13,21,22,24 / 
Mon. Tue. Wed. Thu. 
2 Abn.A
8 2,8,9,10,15 / 
Sat.     
(Feb.–Dec.) 
5,12 / 
Sun.    
(Feb.–Dec.) 
3,4,11,16,17,18,19,20,23 / 
Sat. Sun. (Jan.) 
1,7,14 / 
Fri. 
6,13,21,22,24 / 
Mon. Tue. Wed. Thu. 
3 Abn.A
9 2,3,8,10,11, 
15,18,23 / 
Sat. 
5,12 / 
Sun.    
(Feb.–Dec.) 
4,16,17,19,20 / 
Sun. (Jan.) 
1,7 / 
Fri. 
6,13,22,24 / 
Mon. Tue. Wed. 
Thu. 
9,14,
21 /
3 Abn.A
10 2,10 / 
Sat.     
(Mar.–Oct.) 
5,12 / 
Sun.    
(Apr.–Oct.) 
3,8,15,16,17,
18,19,23 / 
Sat.     
(Nov.–Feb.) 
4,11,20 / 
Sun.    
(Nov.–Mar.) 
1,7 / 
Fri. 
6,13,22,24 / 
Mon. Tue. Wed. 
Thu. 
9,14,
21 /
3 Abn.A
11 2,10 / 
Sat.     
(Mar.–Oct.) 
5,12 / 
Sun.    
(Apr.–Oct.) 
3,8,15,16,17,
18,19,23 / 
Sat.     
(Nov.–Feb.) 
4,11,20 / 
Sun.    
(Nov.–Mar.) 
1,7 / 
Fri. 
6,13,
24 / 
Mon. 
22 / 
TWTB 
9,14,
21 /
3 Abn.A
12 2,10 / 
Sat.     
(Mar.–Oct.) 
5,12 / 
Sun.    
(Apr.–Oct.) 
3,8,15,16,17,
18,19,23 / 
Sat.     
(Nov.–Feb.) 
4,11,20 / 
Sun.    
(Nov.–Mar.) 
1,7 /
Fri. 
Fri. 
 
6,13,22,24 / 
Mon. Tue. Wed. 
Thu. 
9,14,
21 /
4 Abn.A
13 2,10 / 
Sat.     
(Mar.–Oct.) 
5,12 / 
Sun.    
(Apr.–Oct.) 
3,8,15,16,17,
18,19,23 / 
Sat.     
(Nov.–Feb.) 
4,11,20 / 
Sun.    
(Nov.–Mar.) 
1,7 /
Fri. 
Fri. 
 
6,13,
24 / 
Mon. 
22 / 
TWTB 
9,14,
21 /
4 Abn.A
14 2,10 / 
Sat.     
(Mar.–Oct.) 
5,12 / 
Sun.    
(Apr.–Oct.) 
3,8,15,16,17,
18,19,23 / 
Sat.     
(Nov.–Feb.) 
4,11,20 / 
Sun.    
(Nov.–Mar.) 
1,7 /
Fri. 
14 /
Fri. 
 
6,13,
24 / 
Mon. 
22 / 
TWTB 
9,21 / 5 Abn.A
* The attribute „Influence of a Holiday falling on a Weekday“ is firstly presented. When there is no influence of a 
holiday falling on a weekday, the attributes „Day of Week“ and „Month“ are shown. 
A Abn. represents the clusters for abnormal daily traffic flow series. 
B TWT represents the Tue., Wed., and Thu.. 

  
Appendix B: Estimation Results of Potential Models 
Table B.1 shows the standard deviations ( ) and SBCs of the robust models and the potential 
models passing from the diagnostic checking. Effective number of observations is 34366 in 
dataset 2007 for calculating SBC. The lower rank is given (in parentheses) if the model has a 
smaller SBC than that using the same exogenous upstream flow; the robust model is excluded 
from the ranking if it does not pass in the diagnostic checking. The bold type indicates the 
ARIMAX model with the smallest SBC. 
Table B.1: The estimation results of potential SARIMA and ARIMAX models 
SARIMA(p,0,q)(0,1,1)672  ARIMAX(0,1,1)A(p,0,q)(0,1,1)672 ARIMAX(0,1,1)B(p,0,q)(0,1,1)672 
p q   SBC (Rank)  p q   SBC (Rank) p q   SBC (Rank) 
1 1 51.98  271588   1 1 50.89 270138  1 1 51.29  270695  
1 8 51.94  271611 (  1)  1 8 50.85 270152 (  3) 1 8 51.23  270686 (1) 
1 9 51.94  271621 (  6)  1 9 50.84 270158 (  5) 1 9 51.23  270694 (3) 
2 7 51.94  271615 (  3)  2 6 50.85 270145 (  2) 2 8 51.23  270695 (4) 
2 8 51.94  271620 (  4)  2 7 50.85 270154 (  4) 3 9 51.23  270715 (7) 
3 6 51.94  271612 (  2)  2 8 50.85 270160 (  7) 4 8 51.22  270707 (6) 
3 7 51.94  271620 (  5)  2 9 50.84 270168 (  8) 5 8 51.22  270719 (9) 
4 8 51.94  271640 (11)  4 2 50.85 270125 (  1) 9 1 51.23  270693 (2) 
5 8 51.94  271649 (14)  4 8 50.84 270175 (  9) 9 2 51.23  270702 (5) 
6 5 51.94  271629 (  8)  5 8 50.84 270187 (14) 9 4 51.22  270718 (8) 
6 8 51.93  271657 (16)  6 8 50.84 270195 (15)    
8 3 51.94  271632 (10)  7 5 50.84 270175 (10)    
8 5 51.93  271647 (13)  8 5 50.84 270181 (12)    
9 1 51.94  271622 (  7)  9 1 50.84 270158 (  6)    
9 2 51.94  271631 (  9)  9 3 50.84 270177 (11)    
9 3 51.94  271640 (12)  9 4 50.84 270185 (13)    
9 4 51.94  271650 (15)         
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Table B.1: The estimation results of potential SARIMA and ARIMAX models (continued) 
ARIMAX(0,1,1)C(p,0,q)(0,1,1)672  ARIMAX(0,0,1)D(p,0,q)(0,1,1)672 ARIMAX(0,0,1)E(p,0,q)(0,1,1)672 
p q   SBC (Rank)  p q   SBC (Rank) p q   SBC (Rank) 
1 1 50.45  269566   1 1 49.98 268902  1 1 50.14  269120  
1 8 50.41  269576 (  5)  1 8 49.93 268897 (  1) 1 8 50.09  269124 (1) 
1 9 50.41  269583 (  8)  1 9 49.93 268904 (  4) 1 9 50.08  269131 (2) 
2 6 50.41  269571 (  4)  2 7 49.93 268902 (  2) 2 8 50.08  269132 (4) 
2 7 50.41  269578 (  6)  2 8 49.93 268906 (  5) 4 8 50.08  269151 (6) 
2 8 50.41  269586 (  9)  3 7 49.93 268907 (  6) 5 8 50.08  269159 (7) 
4 2 50.41  269549 (  1)  3 8 49.93 268916 (  8) 9 1 50.08  269131 (3) 
4 3 50.41  269558 (  2)  4 8 49.93 268925 (  9) 9 2 50.08  269143 (5) 
4 8 50.40  269602 (12)  5 8 49.92 268931 (13) 9 4 50.08  269164 (8) 
5 3 50.41  269566 (  3)  6 8 49.92 268942 (15)    
5 8 50.40  269610 (13)  7 5 49.93 268925 (10)    
7 5 50.40  269592 (11)  8 5 49.92 268930 (12)    
9 1 50.40  269582 (  7)  9 1 49.93 268904 (  3)    
9 2 50.40  269591 (10)  9 2 49.93 268915 (  7)    
      9 3 49.93 268926 (11)    
      9 4 49.93 268937 (14)    
 
Table B.1: The estimation results of potential SARIMA and ARIMAX models (continued) 
ARIMAX(0,0,1)F(p,0,q)(0,1,1)672  ARIMAX(0,0,1)G(p,0,q)(0,1,1)672 ARIMAX(0,0,1)H(p,0,q)(0,1,1)672 
p q   SBC (Rank)  p q   SBC (Rank) p q   SBC (Rank) 
1 1 50.42  269505   1 1 50.39  269463  1 1 51.35  270762  
1 8 50.37  269514 (  1)  1 7 50.37  269496 (  1) 1 8 51.33  270810 (  3) 
1 9 50.37  269521 (  3)  1 8 50.37  269504 (  3) 1 9 51.33  270818 (  6) 
2 8 50.37  269521 (  2)  1 9 50.37  269509 (  6) 2 6 51.33  270805 (  2) 
3 7 50.37  269526 (  5)  2 7 50.37  269505 (  4) 2 7 51.33  270812 (  4) 
5 6 50.37  269533 (  7)  2 9 50.37  269521 (12) 2 8 51.33  270818 (  5) 
5 8 50.37  269550 (10)  3 6 50.37  269498 (  2) 2 9 51.22  270685 (  1) 
6 8 50.36  269558 (12)  3 7 50.37  269510 (  7) 3 7 51.33  270819 (  7) 
7 5 50.37  269539 (  8)  3 8 50.37  269518 (11) 3 9 51.33  270837 (11) 
9 1 50.37  269522 (  4)  5 7 50.37  269528 (14) 4 7 51.33  270827 (  9) 
9 2 50.37  269533 (  6)  5 8 50.37  269538 (16) 4 8 51.33  270837 (12) 
9 3 50.37  269545 (  9)  7 3 50.37  269510 (  8) 5 7 51.33  270838 (14) 
9 4 50.37  269556 (11)  7 4 50.36  269514 (  9) 5 8 51.32  270845 (15) 
      7 5 50.36  269525 (13) 9 1 51.33  270819 (  8) 
      9 1 50.37  269509 (  5) 9 2 51.33  270829 (10) 
      9 2 50.37  269517 (10) 9 3 51.33  270838 (13) 
      9 3 50.37  269529 (15) 9 4 51.33  270849 (16) 
 
 
  
Appendix C: ARIMAX Modeling for the Traffic Flow at Site G 
Figure C.1 shows the traffic conditions (15-min interval) of the traffic dataset 2008 at site G. 
Most traffic conditions are free flow and partly congested flow condition; some congested flow 
conditions are observed. The numbers of observations from different traffic densities are listed 
in Table C.1. 
 
Figure C.1: Q K  fundamental diagram of dataset 2008 at the investigated site G  
Table C.1: Number of observations from different traffic densities at the site G 
Traffic Density K(0,30] K(30,60] K(60,90] K(90,150] 
Number of Observations 
(Percentage) 
11345 
(72.96%) 
3978 
(25.58%) 
178 
(1.14%) 
49 
(0.32%) 
Note: total available observations are 15550. 
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The upstream traffic flow A is used in this case to form an ARIMAX model expressing the traffic 
flow G. An univariate SARIMA model is also built for this site. The estimation results are shown 
in Table C.2. 
Table C.2: Estimated parameters of the SARIMA model and the ARIMAXA Model  
Model Notation 
Parameters  
  
0  C  1  1  1  
SARIMA SARIMA(1,0,1)(0,1,1)672 --- 0.04 0.93 0.17 0.97 57.22
ARIMAXA ARIMAX(0,0,1)A(1,0,1)(0,1,1)672 0.28 0.02 0.92 0.20 0.97 55.39
Note:  ---: nonexistent parameter in the respective models. 
Table C.3, Table C.4, and Table C.5 present the forecasting errors of the compared models for 
different traffic densities. The ARIMAXA model provides the most accurate forecasts when the 
traffic conditions are affected by the upstream flows (groups K(0,30] and K(30,60]). In the 
groups K(60,90], the ARIMAXA model has the lowest RMSE and MAE, while the SARIMA model 
has the lowest MAPE. The random walk model performs the lowest forecasting error when the 
traffic density is greater than 90 veh/km. 
Table C.3: RMSE of the compared models for different densities 
Model K(0,30] K(30,60] K(60,90] K(90,150] K(0,150] 
ARIMAXA   39.93   66.52 214.08 284.61   55.29 
SARIMA   42.99   69.92 217.70 280.82   57.71 
Random Walk   56.30 106.85 227.33 269.21   77.69 
Historical Average 126.28 131.15 314.98 502.09 133.96 
  Note: bold type: the lowest forecasting error of the comparison models in the same density group. 
Table C.4: MAE of the compared models for different densities 
Model K(0,30] K(30,60] K(60,90] K(90,150] K(0,150] 
ARIMAXA   26.04   49.21 138.91 213.71   34.53 
SARIMA   29.39   51.03 139.82 209.20   36.71 
Random Walk   40.36   84.54 156.92 189.22   53.46 
Historical Average   65.43 101.50 265.97 380.46   77.90 
  Note: bold type: the lowest forecasting error of the comparison models in the same density group. 
Table C.5: MAPE of the compared models for different densities 
Model K(0,30] K(30,60] K(60,90] K(90,150] K(0,150] 
ARIMAXA   8.83%   4.21% 10.78% 25.03%   7.72% 
SARIMA   9.41%   4.37% 10.73% 24.21%   8.18% 
Random Walk 11.84%   7.19% 11.03% 22.13% 10.67% 
Historical Average 19.51%   8.52% 21.12% 57.06% 16.83% 
  Note: bold type: the lowest forecasting error of the comparison models in the same density group. 
Table C.6 and Table C.7 present the Wilcoxon signed rank test results of the compared models 
for different traffic densities. The test results show that the ARIMAXA model has the best rank in 
all density groups. The ARIMAXA model performs more accurate forecasts than the benchmarks 
significantly when the traffic conditions are affected by the upstream flow. In the other traffic 
Appendix C: ARIMAX Modeling for the Traffic Flow at Site G 127
 
 
conditions, the ARIMAXA model does not perform worse than the benckmarks. As to the whole 
observations (K(0,150]), the ARIMAXA model exhibits the best forecasting accuracy. 
 
Table C.6: Wilcoxon signed rank test of | te | from the compared models for different densities 
Model K(0,30] K(30,60] K(60,90] K(90,150] K(0,150] 
ARIMAXA 1 1 1 1 1 
SARIMA 2 2 1 1 2 
Random Walk 3 3 3 1 3 
Historical Average 4 4 4 4 4 
  Note: the lower rank value presents that the model provides the more accurate forecasts signifcantly In the same 
density group. 
Table C.7: Wilcoxon signed rank test of | te % | from the compared models for different densities 
Model K(0,30] K(30,60] K(60,90] K(90,150] K(0,150] 
ARIMAXA 1 1 1 1 1 
SARIMA 2 2 1 1 2 
Random Walk 3 3 3 1 3 
Historical Average 4 4 4 4 4 
  Note: the lower rank value presents that the model provides the more accurate forecasts signifcantly In the same 
density group. 
 
 
 
 

  
Appendix D: Parameters of Models for Different Data Intervals 
The data collection intervals tested in this research are 3, 5, 10, 15, 20, 30, 45 and 60 min. For 
different interval lengths, Figure D.1 – Figure D.8 show the estimatied transfer functions of the 
upstream flows A – H; Table D.1 – Table D.8 list the parameters of the SARIMA and the 
ARIMAX models. 
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Figure D.1: Transfer functions of the upstream flows A – H in 3-min interval 
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Figure D.2: Transfer functions of the upstream flows A – H in 5-min interval 
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Figure D.3: Transfer functions of the upstream flows A – H in 10-min interval 
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Figure D.4: Transfer functions of the upstream flows A – H in 15-min interval 
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Figure D.5: Transfer functions of the upstream flows A – H in 20-min interval 
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Figure D.6: Transfer functions of the upstream flows A – H in 30-min interval 
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Figure D.7: Transfer functions of the upstream flows A – H in 45-min interval 
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Figure D.8: Transfer functions of the upstream flows A – H in 60-min interval 
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Table D.1: Estimated parameters of the SARIMA and ARIMAX models in 3-min interval 
Model Notation 
Parameters  
  
0  1  C  1  1  1  
SARIMA SARIMA(1,0,1)(0,1,1)3360 --- --- 0.00 0.99 0.77 0.98 15.68
ARIMAXD ARIMAX(0,0,4)D(1,0,1)(0,1,1)3360 0.11 --- 0.00 0.99 0.78 0.98 15.58
ARIMAXE ARIMAX(0,0,4)E(1,0,1)(0,1,1)3360 0.12 --- 0.00 0.99 0.78 0.98 15.56
ARIMAXF ARIMAX(0,1,2)F(1,0,1)(0,1,1)3360 0.11 -0.23 0.00 0.99 0.79 0.98 15.25
ARIMAXG ARIMAX(0,0,2)G(1,0,1)(0,1,1)3360 0.34 --- 0.00 0.99 0.80 0.98 14.74
ARIMAXH ARIMAX(0,0,1)H(1,0,1)(0,1,1)3360 0.64 --- 0.00 0.99 0.80 0.97 13.74
Note:  ---: nonexistent parameter in the respective models. 
 
Table D.2: Estimated parameters of the SARIMA and ARIMAX models in 5-min interval 
Model Notation 
Parameters  
  
0  1  C  1  1  1  
SARIMA SARIMA(1,0,1)(0,1,1)2016 --- --- 0.00 0.98 0.64 0.98 21.59
ARIMAXA ARIMAX(0,1,4)A(1,0,1)(0,1,1)2016 0.09 -0.07 0.00 0.98 0.65 0.98 21.45
ARIMAXB ARIMAX(0,1,4)B(1,0,1)(0,1,1)2016 0.07 -0.07 0.00 0.98 0.65 0.98 21.48
ARIMAXC ARIMAX(0,1,3)C(1,0,1)(0,1,1)2016 0.10 -0.10 0.00 0.98 0.66 0.98 21.33
ARIMAXD ARIMAX(0,1,2)D(1,0,1)(0,1,1)2016 0.10 -0.14 0.00 0.98 0.66 0.98 21.21
ARIMAXE ARIMAX(0,1,2)E(1,0,1)(0,1,1)2016 0.16 -0.10 0.00 0.98 0.67 0.98 21.14
ARIMAXF ARIMAX(0,1,1)F(1,0,1)(0,1,1)2016 0.13 -0.26 0.00 0.98 0.67 0.98 20.76
ARIMAXG ARIMAX(0,0,1)G(1,0,1)(0,1,1)2016 0.36 --- 0.00 0.98 0.69 0.98 20.05
ARIMAXRH ARIMAX(0,0,1)H(1,0,1)(0,1,1)2016 0.48 --- 0.00 0.98 0.71 0.97 20.19
Note:  ---: nonexistent parameter in the respective models. 
 
Table D.3: Estimated parameters of the SARIMA and ARIMAX models in 10-min interval 
Model Notation 
Parameters  
  
0  1  C  1  1  1  
SARIMA SARIMA(1,0,1)(0,1,1)1008 --- --- 0.01 0.97 0.39 0.97 36.15
ARIMAXA ARIMAX(0,1,2)A(1,0,1)(0,1,1)1008 0.14 -0.10 0.01 0.96 0.41 0.97 35.59
ARIMAXB ARIMAX(0,0,2)B(1,0,1)(0,1,1)1008 0.11 --- 0.01 0.96 0.41 0.97 35.84
ARIMAXC ARIMAX(0,1,1)C(1,0,1)(0,1,1)1008 0.08 -0.16 0.01 0.96 0.42 0.97 35.40
ARIMAXD ARIMAX(0,1,1)D(1,0,1)(0,1,1)1008 0.18 -0.12 0.01 0.96 0.43 0.97 35.14
ARIMAXE ARIMAX(0,1,1)E(1,0,1)(0,1,1)1008 0.21 -0.08 0.01 0.96 0.43 0.97 34.92
ARIMAXRF ARIMAX(0,0,1)F(1,0,1)(0,1,1)1008 0.34 --- 0.01 0.96 0.43 0.98 34.26
ARIMAXRG ARIMAX(0,0,1)G(1,0,1)(0,1,1)1008 0.31 --- 0.01 0.96 0.48 0.98 34.27
ARIMAXRH ARIMAX(0,0,1)H(1,0,1)(0,1,1)1008 0.32 --- 0.01 0.97 0.49 0.97 35.23
Note:  ---: nonexistent parameter in the respective models. 
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Table D.4: Estimated parameters of the SARIMA and ARIMAX models in 15-min interval 
Model Notation 
Parameters  
  
0  1  C  1  1  1  
SARIMA SARIMA(1,0,1)(0,1,1)672 --- --- 0.03 0.95 0.24 0.97 51.98
ARIMAXA ARIMAX(0,1,1)A(1,0,1)(0,1,1)672 0.13 -0.16 0.02 0.94 0.27 0.97 50.89
ARIMAXB ARIMAX(0,1,1)B(1,0,1)(0,1,1)672 0.10 -0.09 0.03 0.95 0.26 0.97 51.29
ARIMAXC ARIMAX(0,1,1)C(1,0,1)(0,1,1)672 0.19 -0.07 0.02 0.94 0.27 0.97 50.45
ARIMAXD ARIMAX(0,0,1)D(1,0,1)(0,1,1)672 0.26 --- 0.02 0.95 0.27 0.97 49.98
ARIMAXRE ARIMAX(0,0,1)E(1,0,1)(0,1,1)672 0.24 --- 0.02 0.95 0.28 0.97 50.14
ARIMAXRF ARIMAX(0,0,1)F(1,0,1)(0,1,1)672 0.27 --- 0.02 0.95 0.29 0.97 50.42
ARIMAXRG ARIMAX(0,0,1)G(1,0,1)(0,1,1)672 0.23 --- 0.02 0.95 0.32 0.97 50.39
ARIMAXRH ARIMAX(0,0,1)H(1,0,1)(0,1,1)672 0.23 --- 0.02 0.95 0.33 0.97 51.35
Note:  ---: nonexistent parameter in the respective models. 
 
Table D.5: Estimated parameters of the SARIMA and ARIMAX models in 20-min interval 
Model Notation 
Parameters  
  
0  1  C  1  1  1  
SARIMA SARIMA(1,0,1)(0,1,1)504 --- --- 0.05 0.93 0.13 0.97 69.22
ARIMAXA ARIMAX(0,1,1)A(1,0,1)(0,1,1)504 0.22 -0.10 0.03 0.93 0.16 0.96 67.30
ARIMAXB ARIMAX(0,0,1)B(1,0,1)(0,1,1)504 0.18 --- 0.05 0.93 0.16 0.96 67.96
ARIMAXRC ARIMAX(0,0,1)C(1,0,1)(0,1,1)504 0.22 --- 0.04 0.93 0.17 0.97 66.99
ARIMAXRD ARIMAX(0,0,1)D(1,0,1)(0,1,1)504 0.24 --- 0.04 0.93 0.18 0.97 66.94
ARIMAXRE ARIMAX(0,0,1)E(1,0,1)(0,1,1)504 0.22 --- 0.04 0.93 0.19 0.97 67.17
ARIMAXRF ARIMAX(0,0,1)F(1,0,1)(0,1,1)504 0.22 --- 0.04 0.93 0.19 0.97 67.94
ARIMAXRG ARIMAX(0,0,1)G(1,0,1)(0,1,1)504 0.19 --- 0.05 0.93 0.22 0.97 67.87
ARIMAXRH ARIMAX(0,0,1)H(1,0,1)(0,1,1)504 0.20 --- 0.04 0.94 0.22 0.97 68.62
Note:  ---: nonexistent parameter in the respective models. 
 
Table D.6: Estimated parameters of the SARIMA and ARIMAX models in 30-min interval 
Model Notation 
Parameters  
  
0  1  C  1  1  1  
SARIMA SARIMA(1,0,1)(0,1,1)336 --- --- 0.12 0.90 0.01 0.97 108.77
ARIMAXRA ARIMAX(0,0,1)A(1,0,1)(0,1,1)336 0.25 --- 0.08 0.90 0.05 0.97 105.61
ARIMAXRB ARIMAX(0,0,1)B(1,0,1)(0,1,1)336 0.18 --- 0.11 0.90 0.05 0.97 106.59
ARIMAXRC ARIMAX(0,0,1)C(1,0,1)(0,1,1)336 0.20 --- 0.08 0.90 0.06 0.97 105.89
ARIMAXRD ARIMAX(0,0,1)D(1,0,1)(0,1,1)336 0.22 --- 0.08 0.90 0.08 0.96 106.01
ARIMAXRE ARIMAX(0,0,1)E(1,0,1)(0,1,1)336 0.20 --- 0.08 0.90 0.08 0.97 106.41
ARIMAXRF ARIMAX(0,0,1)F(1,0,1)(0,1,1)336 0.17 --- 0.10 0.90 0.07 0.97 107.74
ARIMAXRG ARIMAX(0,0,1)G(1,0,1)(0,1,1)336 0.11 --- 0.10 0.90 0.07 0.97 108.26
ARIMAXRH ARIMAX(0,0,1)H(1,0,1)(0,1,1)336 0.17 --- 0.10 0.90 0.08 0.97 108.10
Note:  ---: nonexistent parameter in the respective models. 
 
140 Appendix D: Parameters of Models for Different Data Intervals
 
 
 
Table D.7: Estimated parameters of the SARIMA and ARIMAX models in 45-min interval 
Model Notation 
Parameters  
  
0  1  C  1  1  1  
SARIMA SARIMA(1,0,1)(0,1,1)224 --- --- 0.25 0.86 -0.10 0.96 175.02
ARIMAXRA ARIMAX(0,0,1)A(1,0,1)(0,1,1)224 0.23 --- 0.18 0.85 -0.05 0.96 170.69
ARIMAXRB ARIMAX(0,0,1)B(1,0,1)(0,1,1)224 0.18 --- 0.23 0.86 -0.06 0.96 171.78
ARIMAXRC ARIMAX(0,0,1)C(1,0,1)(0,1,1)224 0.17 --- 0.19 0.85 -0.06 0.96 171.66
ARIMAXRD ARIMAX(0,0,1)D(1,0,1)(0,1,1)224 0.19 --- 0.19 0.85 -0.04 0.96 171.68
ARIMAXRE ARIMAX(0,0,1)E(1,0,1)(0,1,1)224 0.17 --- 0.19 0.86 -0.04 0.96 172.01
ARIMAXRF ARIMAX(0,0,1)F(1,0,1)(0,1,1)224 0.15 --- 0.22 0.86 -0.04 0.96 173.57
ARIMAXRG ARIMAX(0,0,1)G(1,0,1)(0,1,1)224 0.07 --- 0.23 0.86 -0.06 0.96 174.68
ARIMAXRH ARIMAX(0,0,1)H(1,0,1)(0,1,1)224 0.12 --- 0.22 0.86 -0.05 0.96 174.43
Note:  ---: nonexistent parameter in the respective models. 
 
Table D.8: Estimated parameters of the SARIMA and ARIMAX models in 60-min interval 
Model Notation 
Parameters  
  
0  1  C  1  1  1  
SARIMA SARIMA(1,0,1)(0,1,1)168 --- --- 0.80 0.81 -0.20 0.83 263.11
ARIMAXRA ARIMAX(0,0,1)A(1,0,1)(0,1,1)168 0.22 --- 0.70 0.80 -0.14 0.84 257.43
ARIMAXRB ARIMAX(0,0,1)B(1,0,1)(0,1,1)168 0.21 --- 0.75 0.80 -0.15 0.84 257.77
ARIMAXRC ARIMAX(0,0,1)C(1,0,1)(0,1,1)168 0.15 --- 0.71 0.80 -0.15 0.84 259.32
ARIMAXRD ARIMAX(0,0,1)D(1,0,1)(0,1,1)168 0.17 --- 0.72 0.80 -0.14 0.85 258.72
ARIMAXRE ARIMAX(0,0,1)E(1,0,1)(0,1,1)168 0.15 --- 0.72 0.80 -0.14 0.85 259.56
ARIMAXRF ARIMAX(0,0,1)F(1,0,1)(0,1,1)168 0.17 --- 0.74 0.80 -0.14 0.85 260.48
ARIMAXRG ARIMAX(0,0,1)G(1,0,1)(0,1,1)168 0.11 --- 0.75 0.80 -0.14 0.84 261.59
Note:  ---: nonexistent parameter in the respective models. 
 
 
  
Appendix E: Selection of parameters in the KITS models 
Table E.1: Selection of parameters in the KITS models for different forecasting horizons 
Horizon 
Smoothing 
Parameter 
Correction 
Factor f  RMSE Horizon
Smoothing 
Parameter 
Correction 
Factor f  RMSE 
3-min 0.05 0.63967 19.29579 5-min 0.05 0.75025 25.53087 
 0.10 0.63721 19.00756  0.10 0.74703 25.20946 
 0.15 0.63574 19.10368  0.15 0.74538 25.35959 
 0.20 0.63456 19.29459  0.20 0.74420 25.62478 
 0.25 0.63337 19.52501  0.25 0.74308 25.93885 
10-min 0.05 0.83579 39.65356 15-min 0.05 0.85700 54.38632 
 0.10 0.83226 39.28817  0.10 0.85389 53.88007 
 0.15 0.83076 39.55661  0.15 0.85261 54.23610 
 0.20 0.82977 39.98407  0.20 0.85177 54.81208 
 0.25 0.82889 40.48130  0.25 0.85099 55.48785 
20-min 0.05 0.86143 70.27695 30-min 0.05 0.85031 107.1994 
 0.10 0.85707 69.89699  0.10 0.84493 106.7656 
 0.15 0.85538 70.44102  0.15 0.84294 107.6232 
 0.20 0.85435 71.22821  0.20 0.84170 108.8450 
 0.25 0.85347 72.12554  0.25 0.84640 110.2347 
45-min 0.05 0.83375 165.0315 60-min 0.05 0.81747 225.6881 
 0.10 0.82742 164.3770  0.10 0.81121 224.1994 
 0.15 0.82528 165.6012  0.15 0.80918 225.6298 
 0.20 0.82407 167.3701  0.20 0.80806 227.8956 
 0.25 0.82305 169.4013  0.25 0.80713 230.5392 
 
 
