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Abstract
Dynamic Manipulations of Interacting 1d Bose Gases
Atom chips are a great tool for creation of low dimensional magnetic trapping ge-
ometries via micro-structures on the chip surface. Such structures allow the creation
of time-dependent magnetic and electric potentials with highly accurate spatial and
temporal dependency.
As part of this thesis we have investigated the coherence dynamics in one-dimensional
Bose-Einstein condensate while creating a sudden change in the atomic trapping po-
tential. Such sudden changes create phase perturbations of the wave function, which
leads to density perturbations. Analyzing these changes enables studies of the evo-
lution of the coherence in a one-dimensional Bose gas with dynamically changing
boundary conditions. Of particular interest is the study of prethermalization which
can be understood in an integrable systems as so-called generalized Gibbs state.
This state does not decay, but in case that there are perturbations that break inte-
grability, this state relaxes further to a thermal state.
To get a good understanding of such 1D systems we first investigated the transition
from 3D to 1D Bose gas by observing both in situ and time of flight density profiles
and analyzing the spatial variations in atom number as a function of temperature,
geometry, and atomic density.
High quality imaging is essential in these types of atomic physics experiments, and
therefore a whole chapter is devoted to a new optimization method of absorption
imaging. In this method we have taken into account the quantum nature of both
the atomic medium and imaging light.
Last, we have outlined an experiment that utilizes one-dimensional Bose-Einstein
condensate as an analogue model of quantum field theory, in particular the dynam-
ical Casimir effect and Hawking radiation. We do so by dynamically splitting a
condensate along its long axis to a Y-like shape and measure the differential phase
between the branches.
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Introduction
The emergence of laser cooling and trapping opened the door to one of the most ex-
citing and rapidly evolving fields of science, where ensembles of atoms and molecules
can be cooled below the recoil limit down to quantum degeneracy[1, 2] and act as
highly sensitive sensors or exploration tools in fundamental physics.The tremendous
technical progress of the last few decades perfected laser cooling and magnetic trap-
ping to a very robust level, such that repetitive experiments using Bose-Einstein
condensation (BEC) [3, 4, 5] as well as degenerate Fermi gases [6] can be done on
the very statistical nature of quantum physics. Such experiments confirmed many
of the theoretical predictions made in the early days of quantum mechanics [7, 8].
As part of world effort to study the behavior of quantum systems many tools for
external and internal manipulation, and probing of atoms were developed. Con-
sequently, many new fields such as quantum simulations, sensing, interferometry,
analogue models, metrology, and interferometry become reachable. The wish that
this knowledge will lead in the near future to development of quantum-technology-
based commercial applications is large and backed by many funding agencies [9].
Another important use of quantum degenerate gases is as quantum simulation de-
vices in solid-state and many-body physics. Using cold atoms in optical lattice
experiments can mimic the periodic potential structure found in crystalline matter
[10], realize the Bose-Hubbard-model [11], or a bosonic Josephson junction and the
observation of tunneling in this system [12]. Using gases of fermionic atoms one
can explore the BEC-BCS crossover [13]. Exploiting these fermionic systems one
can also explore high-TC superconductivity [14, 15]. The response of a quantum
system to time dependent changes in the trap geometry is an issue that attracts
large amounts of attention. A wide range of theoretical and experimental work is
done in the context of quantum quenches [16, 17, 18, 19, 20, 21]. Such quenches are
not limited just to geometry, but also to changes in the interaction strength between
particles [22] or temporary abrupt changes [23]. In this thesis we have investigated
different types of quenches theoretically and experimentally. A new and exciting use
for BEC is as a gravitational analogue model [24, 25], where as part of this thesis
we simulate an experiment together with its theoretical analysis in which condensed
cloud acts as a simulation device for the Dynamical Casimir Effect and Hawking
radiation.
Atom chips [26, 27] brought a new and promising approach to manipulate and
control quantum systems at small and large scales. An atom chip is an array of micro
structures over gold-covered silicon wafers that lie inside the vacuum such that atoms
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can be trapped a few microns from the chip surface [28]. Through these structures we
pass an alternating or constant currents that produce steady or rf magnetic fields, or
electric fields by acting as electrodes. As part of this work we mainly used atom chips
to apply dynamic manipulations on atoms such as interaction quenches by abruptly
changing trap parameters. Also we have simulated the creation of time-dependent
rf splitting of a condensate by atomochip [29]. As a first stage, we have developed
a unique atom chip that can apply dynamic manipulations on an atomic sample
using time and spatially dependent rf dressed potentials. Using these potentials
we can dynamically split a condensate to a Y shape and investigate changes of the
sub-cloud’s differential phase (see chapter 6).
The majority of the PhD work was done at the Cold Atoms and Quantum Optics
Group at The University of Nottingham and was devoted to building a BEC machine
from scratch (BEC1 setup). This work was done together with my lab-mate Anton
Piccardo-Selg and later on with our postdoc Fedja Orucevic. The experimental
system was designed both as an atom chip BEC experimental platform and as a
sand box for ideas that relate to the EC iSense gravimeter project [9]. As a result, a
unique chip under-structure was designed to allow atomic trapping without external
coils. A new team is now working to reach condensation with the setup. Exhaustive
review of our experimental system and the iSense project can be found in the thesis
of Anton [30], where in this thesis we focused on experiments that were done on the
Nottingham system and other collaborative projects. Two collaborative projects
are presented here. The first, which relates to the experimental work on quasi-
1d BECs, was done in Ben-Gurion University, in Ron Folman’s Atom chip Lab.
The work there was mainly done together with Shimon Machluf and Yonni Japha.
Another collaboration was done in relation to the gravitation analogue model with
Serena Fagnocchi and Ehud Altman based on previous work that was done with
Eugene Demler.
Thesis outline
This thesis is organized as follows: in chapter 1 we give a brief summary of “the way
to BEC”, which incorporates the theory behind laser cooling and magnetic trapping;
also we review magnetic trapping using atom chips and evaporative cooling.
Chapter 2 “Optimisation of Atomic Imaging”, deals with how to maximize the signal
to noise ratio in atomic absorption imaging systems. We start with a short review
of the Nottingham and BGU imaging systems, then we go in depth on the theory of
absorption imaging. We review the different noises that reduce the quality of atomic
imaging. Later a theoretical analysis shows the influence of the major quantum
phenomena that change the image quality, such as spontaneous emission, atomic
saturation, and light detuning. We exhibit both theory and experimental results on
how to maximize the SNR in absorption imaging on large spectra of intensities and
atomic densities.
2
Chapter 3 “One dimensional BEC,” is both theoretical and experimental and deals
with Bose gas in anisotropic traps. We review the theory both from the Bogoliubov
approach for weakly interacting Bose gas, and the Luttinger liquid theory. A large
part of the chapter deals with phase coherence and its effect on the atomic density
both in situ, and as a function of time of flight. We review the experimental system
we used and the atom chip setup at BGU. The experimental part of this chapter
starts with the cooling process of an atomic sample in anisotropic trap. Later
we demonstrate the translation of phase fluctuations to density perturbation as
a function of time of flight for the case of BEC in the 3d/1d crossover regime.
We measured the translation using two experimental techniques and present new
interesting initial results.
Chapter 4 “Density fluctuations in a quasi-1d BEC” explores the quantum behavior
of Bose gas in extremely anisotropic traps. This chapter explains the theory of (no)
BEC in 1d and the effect of phase and density fluctuations on the atomic coherence
in 1d Bose gas. In this chapter we also present some technical aspects of atom chip
experiments. Later we calculate the variance in atom number as a function of the
mean atomic number per pixel in the in situ density profile.
Chapter 5 “Interaction Quenches in One-Dimensional Bose Gas”. In this chapter
we research the effect of interaction quench on Bose gas in highly anisotropic traps.
We apply the quench by abruptly changing the radial trapping frequency of a Bose
condensate, which by doing so changes the interaction parameter. We investigated
the change in the in situ density profile before and after the quench where quantum
effects as prethermalization appear. We look into the changes in the bunching
behavior of the condensate by seeking shifts in the atom number variance and in
the Fourier space as a function of time.
Chapter 6 “Zippers and Quantum Mechanics: A proposal for measuring the dynam-
ical Casimir effect”. In this chapter we investigate what would happen if we apply
time-dependent spatial manipulation on a 1d quasi-BEC. Using spatially and time-
dependent rf dressed potentials we “unzip” a condensate to a Y shape, where after
some time of flight we investigate the given interference pattern from the Y legs.
Treating the condensate as a 1d Minkowski space, and phonon modes as vacuum
Modes, allows us to use the condensate as an analogue model for quantum field
theory. Given different effects, the Dynamical Casimir Effect or Hawking radiation
can be simulated.
3
1 The Way to BEC
1.1 Introduction
One of the most exciting phenomena nowadays in physics is Bose Einstein Con-
densation (BEC). In this relatively new field of research, a window of opportunity
has opened to investigate experimentally different quantum phenomena that were
considered unreachable until the realization of BEC in cold atoms.The first predi-
cation of BEC was in 1925 when Einstein extended Bose’s idea for photons [7, 31]
and predicted that below a critical (finite) temperature, a macroscopic population
of the ground state of the system occurs [8, 32]. The first “pure” BEC was created
by Eric Cornell, Carl Wieman, et al. at JILA in 1995 [3], where about four months
later Wolfgang Ketterle et al. at MIT also created a BEC of sodium-23 [5]. The
achievement could not have be done without powerful laser cooling [1, 33, 2] and
evaporative cooling [34, 35]; both were new techniques at that time.
Bose Einstein Condensate raises great interest since it exhibits quantum phenomena
on a microscopic scale. Therefore the study of BEC is spread over many sub-fields in
physics, including atomic, condensed matter, nuclear, magnetism, quantum physics,
and quantum field theory.
In this introductory chapter we will briefly review the theoretical aspects of BEC
starting with build-up of a knowledge base for the following chapters of the thesis. To
begin, we will review the basics of laser cooling, Magneto-Optical Trapping (MOT),
magnetic trapping, and evaporative cooling [36, 37]. Later we will review the theory
of a BEC in a magnetic trap [38, 39, 27].
1.2 Laser Cooling and Trapping
At the very heart of our experiment we cool 87Rb below the recoil limit down to
the nano-Kelvin region. To begin, using an Rb dispenser we fill our vacuum cham-
ber with a mixture of 85Rb and 87Rb atoms at an average temperature of 1000K
[40]. From such a high temperature 87Rb atoms need to be decelerated rapidly so
they could be trapped. Decelerating and trapping can be done by an elegant and
important tool called magneto-optical trap (MOT) [41]. This technique combines
laser light and zero-crossing gradient magnetic field. Laser light, when tuned close
to an atomic resonance, can apply significant force on an atom. The deceleration
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comes from the sum of the energy of absorbed photon (~ω) times the total sum
of absorbed photons by the atom, and can reach levels as high as 104 · ggr, where
ggr is the gravitational acceleration. The light can cool the 87Rb atoms to about
15µK, and a combination of six-way laser and zero-crossing gradient magnetic field
can trap the atoms at densities up to 1017m−3. Such high phase-space density is
essential for the next stages of cooling.
The process of laser cooling works as follows; once an atom absorbs a photon it
gets momentum “kick” ∆~p, where ∆~p = m∆~v = ~~k, where ∆~v is the change in
the atomic velocity, and ~k is the wave vector of the incident photon (2π/λ), i.e., the
momentum “kick” is in the direction of the incident beam. The energy of the photon
goes into an internal state of the atom where the atom is promoted to an excited
state. We must also account for spontaneous emission where the atom decays to its
ground-state and the florescence photon will be emitted in a random direction given
by the symmetric dipole radiation pattern. Therefore, after many realizations the
total net momentum due to spontaneous decay will be zero and the atom will gain
momentum only in the direction of the incident beam. If the wavelength of the light
is slightly red detuned from the atomic resonance, the absorption cross-section of the
incoming atoms towards the laser light will be greater compared to the stationary
atoms. As a result, we can also disregard the atoms’ velocity component in the
direction of the laser beam where the cross-section will be negligible. Therefore,
shining red-detuned laser beams from six opposite directions can act as an effective
friction force slowing the atom’s velocity. The equation for the average force of two
counter-propagating laser beams on a two-level atom (known as optical molasses) is
[37]
~F = ~~k
Γ
2
[
s0
1 + s0 + [2 (∆− kv) /Γ]2
− s0
1 + s0 + [2 (∆ + kv) /Γ]
2
]
≈ −α~v, (1.1)
where Γ = 2π/τ is an angular frequency corresponding to the decay rate of the
excited state, s0 = I/Is is the laser intensity normalized by the saturation intensity
of the atom (for 87Rb Is = 1.6mW/cm2), and ∆ = ω0 − ωlaser is the laser detuning
from resonance. For v → 0, one can apply linear approximation, which manifests the
damping coefficient in a friction-like way α ≃ 8~k2s0 ∆/Γ(1+s0+(2∆/Γ)2)2 , where therms
of order (kv/Γ)4 in the denominator of (Equation 1.1) have been neglected [37].
The molasses force can be reduced down to a non-zero value that relates to the
natural line-width of the transition Γ. This is known as the Doppler limit, where
the recoil from stochastic absorption-emission events becomes significant relative to
the force applied by light. This Doppler limit is presented as follows TD = ~Γ/2kB ∼
147µK, for ∆ = Γ/2. But it was experimentally shown that using laser cooling it is
possible to get much below this limit; this is due to the actual many level structure
of the alkali atoms and polarization of light, and can be illustrated as follows.
A more realistic picture is given by a many-level atom model rather than two-
level one. By Doppler distribution all the atomic ground-state Zeeman levels are
5
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-4 -2 0 2 4
kvG
Force
Figure 1.1: Velocity-dependent force for one-dimension optical molasses
(Equation 1.1). The horizontal axis is the normalized velocity kv/Γ, where
k is the wave-vector of the laser beam and Γ is the line-width of the atomic
resonance. We used the values s0 → 2 and ∆→ −Γ/2. For illustrative reasons Γ
and ~ were normalized to one.
populated equally, and one can see that there is an induced atomic orientation that
appears at the ground state as a result of the atomic motion. Such phenomena
can be illustrated as atomic dipole, which is relative to the polarization of the light
field. Once the atom moves through rotating linearly polarized light, this induced
orientation tries to follow the light’s rotation. This process has a given pumping
time. Light from two counter-propagating circular polarized beams can have a
rotating linear polarization pattern, where the pumping time is longer than the
shift in the polarization of light. This causes the two counter-propagating waves to
be absorbed with different Efficiencies; this absorption imbalance creates unequal
radiation pressure and as a result a net friction force. Such effective friction gives
rise to the sub-Doppler cooling effect. This effect is also known as polarization
gradient cooling [42]. Our MOT counter-propagating beams have opposite circular
polarization (σ+−σ− configuration) such that the superimposed polarization is linear
everywhere, but the vector rotates spatially about its axis with a periodicity of λ/2
(see Figure 1.2). Once the atom tries to follow the light orientation it scatters more
photons from the opposite beam to its velocity direction; hence it slows down below
its Doppler velocity. Using such a scheme we can cool our atomic sample below the
Doppler limit, but there is a boundary that we cannot cross with any light-related
cooling. This is the temperature that is given by the last spontaneous emission and
hence the last recoil event that sets the recoil limit kBTr ≡ ~2k2/m ∼ 348.66 nK.
So far we have been discussing cooling using a dissipating light force but without the
presence of any spatial confinement. During cooling, the atoms go through a series
of random “kicks” as in random walk from the spontaneous emission process. This
random walk can easily diffuse the atoms from the overlap region of the laser beams
so they will be lost. A quadrupole magnetic field, with respect to the laser beam
6
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Figure 1.2: The polarization gradient in a 1d molasses while using σ+ − σ− con-
figuration. The two circularly polarized laser beams create a linear polarization
that rotates in space around the quantization axis [42].
polarization and the laser cross-point, can create a spatial confinement around a
minimum. In a 1d MOT the magnetic field can be illustrated as B (z) = Az,
since it has been created by a magnetic quadrupole field. For the simplest scheme
of atomic transition Jg = 0 → Je = 1, the excited state, Je, has three Zeeman
components in the presence of a magnetic field (see Figure 1.3).
B
x
J=1
J=0
Figure 1.3: MOT. Illustration of one-dimensional MOT showing the position de-
pendence forces applied on the atoms. The zero crossing magnetic field breaks
the degeneracy in J = 1 excited state and creates preferred absorption of light to-
wards the centre where the magnetic field is zero. Therefore a position dependent
force pushes the atoms towards the field minimum [43].
The magnetic field spatial dependence shifts the level spacing such that the proba-
bility to absorb a photon with a given circular polarization is greater than any other
polarization. The light is set such that the atoms will be pushed to the center of
the trap where the magnetic field is zero. In order to achieve further cooling at the
end of the MOT phase one can either turn off the magnetic fields, i.e., start optical
7
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molasses, or further detune the light to reduce the dipole moment between the light
and atoms.
1.2.1 Further cooling processes
To reach BEC the atomic sample needs to be cooled below the critical temperature.
Given that the minimal phase space density of a BEC transition is φ = ζ (3/2) =
2.612, extreme laser cooling allows cooling of the sample up to φ ≈ 10−5 at most,
which is five orders of magnitude lower than needed for BEC. This is due to the
recoil momentum and radiation pressure inside the cloud, which limits the density
of the cloud. To overcome this limit the atoms need to be trapped in a conservative
potential such as a dipole or magnetic trap. We will consider the latter in this
section. Once the atoms are magnetically trapped they need to be further cooled;
we do that using forced rf evaporative cooling. Evaporative cooling is the same as
cooling a hot cup of coffee by blowing across its surface. In the case of the coffee,
there is a temperature gradient where the hotter particles are higher (reaching higher
potential energy); blowing air on the top of the cup means throwing out the hot
particles, which carry more than the average energy per particle. The rest of the
sample will then thermalize to a new lower average temperature. In the experiment
we couple the hottest atoms to rf radiation tuned to the transition frequency between
the Zeeman levels. This resonance effect spin-flips the atoms to a non-magnetic
state, and expels them from the trap. The atoms reach a new average temperature
by elastic collisions that redistribute the energy between the atoms. The rf frequency
(’knife’) is tuned down during the evaporation process to increase cooling. The rate
of reducing the ’knife’ depends on the time needed for the system to thermalize,
i.e., elastic collision rate. The higher the density of the atoms, the higher the good
collision rate will be and cooling will more efficient. Bad collisions are collisions
with the background gas that heats, decoheres, and kicks out atoms from the atomic
sample. This rate ratio, R = γel/γloss, between the good and bad collisions is an
important number to notice. The elastic collision rate can be deduced by a simple
calculation [35]
γel = n0σelvMB, (1.2)
where σel = 8πa2s is the s-wave cross-section for elastic collision, and vMB is the
mean relative velocity of the Maxwell-Boltzmann distribution.
vMB =
√
8kBT
πm
. (1.3)
To achieve sustained evaporation the rf frequency, frf , should be tuned above the
trap bottom such that the frequency change rate will maintain or increase the elastic
collusion rate. The truncation parameter, η, defines the energy above the trap
bottom for the evaporation process by
η =
hfrf − µBgFmFBip
1/2kBT
. (1.4)
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For an efficient evaporation the parameter η should kept constant throughout the
sweep, while low η allows a fast sweep, and high η allows a slow one. Slow sweep
means low loss rate and more efficient cooling. The downside is that the cooling
process takes longer.
An explanation of the sweep we used in the experiment will be given in subsection 3.2.3.
1.2.2 Magnetic Trapping of Neutral Atoms
Once the atoms reach a temperature of about 150 µK they are cold enough to be
magnetically trapped. Magnetic trapping is possible only if there is a dipole moment
between the atoms and the magnetic field. And since it is beneficial to have a
quadrupole field with a minimum at the position of the atoms (by the Earnshaw
theorem it is not possible to create a maxima in a 3d magnetic field without a
source at the maximum), the dipole moment between the field and atoms should be
negative, hence the atoms are at a “low field seeking” state. The coupling potential
is the atom’s magnetic dipole and in 1st order is
V = −~µ · ~B ≈ µBgFmF |B| , (1.5)
where ~µ is the atomic momentum, µB = 9.274 · 10−24 J/T = 1.4MHz/G is the Bohr
magneton, gF is the atomic Landé g-factor for the hyperfine level F , and mF is the
magnetic Zeeman sub-level. Once an atom is in a magnetic field its spin precess
is around the magnetic field vector. The precession frequency is called Larmor
frequency and is described as follows ωL = µBgFmFB/~. In the case of B → 0 the
atom can lose its spatial orientation and spin flip to another mF state, such as a
“high field seeking” state. This phenomenon is known as Majorana spin flips and its
rate scales as T−2 in a quadrupole magnetic trap [44]. One way to suppress these
spin flips is to add an orthogonal offset magnetic field to the quadrupole field, so
the minimum of the trap would have non-zero value. We would call this orthogonal
magnetic field the Ioffe-Pritchard field [26, 45]. For such a case, the Majorana loss
rate would then be written as [26, 46]
γMajorana =
πω
2
√
e
exp
(
−µ‖Bip/~ω⊥
)
, (1.6)
where the atom magnetic moment µ‖ is set along the offset field Bip, which defines
the quantization axis, and ω⊥ is set as the tightest confinement (the radial trapping
frequency in our case). From the exponential nature of this calculation we can
assume that even for an Ioffe-Pritchard field of a few mG the loss rate will be
negligible for the timescale of our experiment.
The Larmor frequency also sets the adiabatic condition for a “well behaved” field
such that 1| ~B(x(t),t)|
d ~B(x(t),t)
dt
< ωL. As long as we satisfy this term we can say that a
change in potential is adiabatic.
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1.2.3 Magnetic trapping using an atom chip
In this section we will explore the basic concept behind magnetic trapping and the
benefits of using atom chips.
The magnetic field that is created by a rectangular slab can be written using the
Bio-Savart law as
~B (r) =
µ0
4π
ˆ
volume
d ~J ×∆rˆ
∆r2
, (1.7)
where µ0 = 4π ·10−7N/A2 is the vacuum permeability constant, and ~J =

in J0xˆout 0
is the current density vector for a current in the xˆ direction, while J0 = I/ (W H).
The latter represents the total current divided by the width and height of the slab
(Figure 1.4).
z-axis 
y-axis 
x-axis 
Figure 1.4: Presentation of a current carrying slab. The x−axis is the quantization
axis and the direction of current, the z−axis is the height from the chip. We call
the x and the y− z direction, longitudinal and transverse directions, respectively.
We start by looking at the simple case of a magnetic field at a point r given by an
infinitely long and thin wire, where the Bio-Savart law reduces to
~B (r) =
µ0I
2πr
eˆφ, (1.8)
where eˆφ is the azimuthal unit vector. The field gradient is represented by B(1) (r) =
µ0I
2πr2
. From the latter we can see that in order to create tight trapping confinement it
is beneficial to be as close as possible to the trapping wire since the gradient reduces
quadratically with distance. A zero magnetic field at a point r0 can be created
by adding a bias magnetic field ~Bb = − ~B (r0). This will set the trapping point
where the field is minimal. This Bias field can be created by many sources such as
external anti-Helmholtz coils, additional chip wires, current sheet, or a combination
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of a few. In order to avoid spin flips due to the zero magnetic field as previously
explained, a weak orthogonal magnetic field is added, i.e., an Ioffe-Pritchard (IP)
field (Figure 1.5). So now the total magnetic field can be written as follows
~BT (r) =
(
µ0I
2πr
+Bb
)
eˆφ +Bipeˆr. (1.9)
After expansion of
∣∣∣ ~BT (r)∣∣∣ around r0 using Taylor up to second order, one gets
BT (r) ∼ Bip + B
2
b
2r20Bip
(r − r0)2 +O [r − r0]3 . (1.10)
Using Equation 1.5 on Equation 1.10 one gets the atom’s potential energy, while os-
cillation about a stable equilibrium point, from which we can calculate the harmonic
trap transverse frequency ω2⊥ =
µBgFmF
m
B2b
r20Bip
, where m is the atomic mass. Using
the harmonic potential in the case of thermal atoms we can calculate the cloud size
as σ⊥ =
√
kBT
mω2⊥
, i.e., one standard deviation of the Gaussian profile.
0 2 4 6 8 10
z @mmD
2
4
6
8
10
BT @GD
-1.0 -0.5 0.0 0.5 1.0
2.0
2.5
3.0
3.5
4.0
y @mmD
z
@m
m
D
Figure 1.5: Illustration of a magnetic trap created by a single wire and external
coils. Left: The red line presents the total magnetic field as in Equation 1.9(
BT =
∣∣∣ ~BT (r)∣∣∣ = ∣∣∣(µ0I2πr +Bb) eˆφ +Bipeˆr∣∣∣) . The orange dot-dashed line presents
the bias field
∣∣∣ ~Bb∣∣∣. And the green dashed line is the approximation to harmonic
oscillator that was done by expanding the magnetic field equation around the trap
bottom to second order. Right: The vector field of the same magnetic trap. A
current of 30A is pushed through the wire while a bias field of 13.3G shifts the
trap minimum to z = 3mm, y = 0mm. A IP field at 0.5G applied along the
quantization axis (x); an additional magnetic field in the z direction will shift the
trap along y.
So far we have checked the magnetic field by a single wire, but in order to create
longitudinal confinement we need to create a 3d trapping potential. Such potential
can be created by adding perpendicular wires (legs) to the chip axis. The combina-
tion of the confining wires and the central trapping wire can come in many forms,
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the most known ones are the H and Z shape traps (with 90◦ at the turn points).
There the confining potential can also create the IP field. Using the Z−trap is
straight forward, where the legs are designed with a given distance from each other
and the current passes from the edge of one leg via the central wire to the edge
of the other leg. Such a trap will create both the confining potential and IP field.
Since ω⊥ ∼ 1/
√
Bip for a given distance and current, in some cases we will have to
increase or reduce the IP field using the external bias coils in order to achieve the
wanted trapping frequency and depth. The ability to fabricate double layer chips
extends the variety of traps, since the currents in the different structures can be
independent. One of the more successful types is the H−trap. There the current in
the legs can be different from the main trapping wire. It is possible to pass current
in both legs in the same direction so a confining potential plus IP field will be cre-
ated, or in opposite directions where a confining potential is created but also zeros
the IP field at the center. The atomic cloud follows the minimum magnetic field
line; this minimum field line has bends in a banana-like shape due to the imposed
legs field over the central wire magnetic field (see Figure 1.6). Another advantage
of the H−traps over the Z is the ability to create box-like longitudinal potential
by passing low currents through the legs. Since the bend is directly related to the
field strength ratio between the central wire and the legs, a high ratio will create an
almost negligible bend.
Figure 1.6: Illustrations of an atomic cloud in a magnetic Z-trap. The magnetic
fields vector from the trap legs and central wire has field component, zˆ, in either
opposing or similar direction therefore the trap minimum has a banana like shape.
Left: the cloud along the quantization axis. Right: top view of the same cloud.
One can see on the left image a banana like bend towards the chip, and and s-like
shape in the right image (top view).
The limit to the approximation done in (Equation 1.8) is when W,H ≥ r. Once
the scale of the slab is in the order of r, we should calculate the field directly using
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(Equation 1.7), and the gradient will be reduced. Hence the trapping frequency will
be lower.
The extremely tight and large variety of trapping potentials is one of the key ad-
vantages in using atom chips [26]. Having the atoms in close proximity to the chip
surface allows trapping geometries where the trap depth and frequency are much
higher than the thermal energy. But as the trap is lowered toward the chip surface,
finite size effects start become significant. Here we will calculate the magnetic field
of a current-carrying slab with finite width, length, and height
Bx = 0
By (x, y, z) = −J
[
arctan (L−2x)(W−2y)
2z
√
(L−2x)2+(W−2y)2+4z2
+ arctan (L+2x)(W−2y)
2z
√
(L+2x)2+(W−2y)2+4z2
+
arctan (L−2x)(W+2y)
2z
√
(L−2x)2+(W+2y)2+4z2
+ arctan (L+2x)(W+2y)
2z
√
(L+2x)2+(W+2y)2+4z2
]
Bz (x, y, z) =
J
2
[
Log−L+2x+
√
(L−2x)2+(W−2y)2+4z2
L−2x+
√
(L−2x)2+(W−2y)2+4z2
+ Log−L−2x+
√
(L+2x)2+(W−2y)2+4z2
L+2x+
√
(L+2x)2+(W−2y)2+4z2
Log L−2x+
√
(L−2x)2+(W+2y)2+4z2
−L+2x+
√
(L−2x)2+(W+2y)2+4z2
+ Log−L−2x+
√
(L+2x)2+(W+2y)2+4z2
L+2x+
√
(L+2x)2+(W+2y)2+4z2
]
(1.11)
where J = µ0
4π
H · j = µ0
4π
I
WL
, and the slab height, width, and length are H, W, andL,
respectively. For simplicity we took H ≪ z and current flow in the eˆx direction. For
current flow in the eˆy direction, such as at the trap legs, the following conversion
needs to be applied (
B′x ≡ −By, B′y ≡ 0, B′z ≡ Bz
x′ ≡ −y, y′ ≡ x, z′ ≡ z
)
. (1.12)
If greater precision than (Equation 1.11) is needed, finite element modeling (FEM)
solutions can calculate the magnetic field distribution, taking into account edge
effects, flow around corners, and non-uniform current density.
Energy consideration
After looking at the fundamentals of magnetic trapping, we look at the energy
scales that are involved with magnetic trapping. First we inspect the minimal trap
depth for 87Rb atoms at a temperature of 1K. We would consider atoms to be in
the magnetic trappable state |F = 2, mF = 2〉 where we know the following values:
µB = 9.274 · 10−24 J/T gF = 1/2. By using Equation 1.5 we can calculate the field
temperature ratio B
T
= kB
2µBgFmF
= 0.671T/K≈ 10mG/µK. Typical magnetic field
values in an atom chip experiment would be 1 − 102G, so atoms need to be pre-
cooled drastically to the micro-Kelvin region at the MOT stage. Further cooling
processes such as evaporative cooling will be explained in section 1.3, for which it is
important to achieve maximal phase-space density before loading a magnetic trap.
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1.3 Bose-Einstein Condensation
The possibility of having a macroscopic population of the ground-state was first
introduced by Bose, addressing the statistic of photons [7, 31]. Later after discussions
with Einstein, the theory was extended to particles in free space. Einstein found
that below a finite critical temperature such macroscopic Population also happens in
ideal gas particles [8, 32]. Bose-Einstein Condensation (BEC) was only considered
in non-interacting particles up to the first experiments in 4He where super-fluidity
was observered. It was London at that time who connected this super-fluidity with
condensation, although the system was a strongly interacting one [47, 48]. In 1995
BEC was demonstrated by JILA and MIT groups in atomic vapor [3, 5]. For this
achievement, the Nobel Prize in Physics was awarded in 2001 to Eric A. Cornell,
Wolfgang Ketterle, and Carl E. Weiman [49, 50, 51]. This was a beginning of a world-
wide effort to understand this remarkable Phenomenon; the outcome of this research
spread over numerous review papers and books (e.g., [52, 34, 53, 54, 55]). The first
BECs using an atom chip were achieved in the Tübingen, Münich, Heidelberg, and
Sussex groups [56, 57, 58, 59].
1.3.1 Theoretical overview
In the case of room temperature atoms the number of accessible states for each atom
is enormous; therefore the probability of having two atoms in the same state is ex-
tremely low. When temperature goes down the number of accessible states decreases
until, at a certain low temperature, Tc, a large fraction of the bosonic population
occupies the lowest energy quantum state. When the deBroglie wavelength, λdB,
is in the order of the inter-particle distance the number of quantum state is in the
order of the number of atoms. Once this is the case it is possible to describe these
condensate atoms using a single wave-function. The deBroglie wavelength can be
written as
λdB =
2π~
mv
≈
√
2π~2
mkBT
, (1.13)
where m is the atomic mass, v is the atomic velocity, and T is the temperature of
the gas. Since condensation starts when the deBroglie wavelength is in the order
of the inter-particle separation of the gas we can calculate the critical temperature
as follows: the critical λdB ≈
(
N
V
)−1/3
, where N is the number of atoms and V is
the occupied volume. Substituting this value in (Equation 1.13) gives the critical
temperature [54]
Tc =
2π~2
kBm
(
N/V
g3/2 (1)
)2/3
, (1.14)
where g2/3 (1) = 2.612.
Another interesting phenomenon relates to the chemical potential of the system.
Since the average number of atoms in the ground state, 〈N0〉, becomes large as
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function of temperature. As temperature reduces below the critical temperature,
Tc, N0 grows rapidly, and the average number of thermal atoms, 〈NT 〉, is fixed by
temperature (Figure 1.7). This leads to a noteworthy phenomenon; the chemical
potential µ, which represents how much the energy of the system changes when
the number of particles in the system changes, is close to zero for BEC. Using the
grand canonical ensemble, and setting µ → 0, the thermal part as a function of
temperature yields
NT =
(
T
Tc
)3/2
N, (1.15)
and the number of particles in the condensate
N0 (T ) = N
[
1−
(
T
Tc
)3/2]
. (1.16)
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Figure 1.7: Condensate (red) and thermal (dashed) fractions versus temperature.
As temperature goes below the critical value (T/Tc ≤ 1) the condensate part, N0,
grows rapidly and the system starts to condense.
Another highly important quantity, which describe the physics behind BEC, is the
phase-space density, φ, which is defined as the number of atoms in a box with sides
of one thermal deBroglie wavelength [60]
φ = n0λ
3
dB, (1.17)
where the atoms’ peak density is n0 =
N
(2π)3/2σ0,xσ0,yσ0,z
, and σ0,i is the in situ size of
the cloud in its i−th direction. Using the same method as in (Equation 1.13), we
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find that the transition starts when φ = ζ (3/2) = g3/2 (1) = 2.612, i.e., the inter-
particle distance is in the order of the extensions of the particle’s wave function
[54].
1.3.2 BEC in harmonic trap
In the presence of a harmonic three-dimensional trapping potential
Vext (r) =
m
2
(
ωxx
2 + ωyy
2 + ωzz
2
)
, (1.18)
the solution of the GP equation would be solved numerically. We first ensure that
the Thomas-Fermi approximation holds by setting µTF > Vext (r) and zero elsewhere.
Using (Equation 1.34) the chemical potential would be [54]
µTF =
~ωho
2
(
15Nas
aho
)2/5
, (1.19)
where aho =
√
~/ (mω¯) is the oscillator length using a geometrical average for the
trapping frequency, ω¯ = (ωxωyωz)
1/3. The chemical potential can be derived as
µ = EN+1 − EN ≈ ∂E/∂N. Integrating over this thermodynamic relation we can
obtain the total TF energy per particle
ETF
N
=
5
7
µTF . (1.20)
Another difference that needs to be noted relates to the critical temperature. For
non-interacting atoms in a harmonic trap, the chemical potential needs to be set as
the trap ground state energy, µ = ǫ0, and not to zero. Resolving the thermodynamic
equation N =
∑
nx,ny ,nz 6=0
1
exp[β(ǫi−µ)]−1 for N = NT gives [54]
kBT
trap
c = ~ω¯
(
N
ζ (3)
)1/3
= 0.94~ω¯N1/3, (1.21)
where ζ (3) = 1.202. And the temperature dependence of the condensate fraction
becomes
N0
N
= 1−
(
T
T trapc
)3
. (1.22)
It is noticeable that (Equation 1.22) derives from (Equation 1.16), since here T
behaves like T 3 rather than T 3/2.
In a harmonic external potential the condensate shape becomes an inverted parabola.
This shape is very different than the Gaussian profile given by thermal distribution,
or the very narrow final width TF parabola.
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It is important to note that in common atom chip traps once atoms are trapped
close to a chip surface the trapping frequency becomes so high that µ < ~ω⊥ and the
TF approximation ceases to be valid. In such cases the full GP equation treatment
should be done. A more detailed explanation of this phenomenon will be given in
the following chapters while explaining the transition from 3d to 1d regime.
1.3.3 Order parameter and many body Hamiltonian
To describe a field operator for a system of interacting Bosons, first we need to iden-
tify the single-particle wave functions, ϕi (r), for both interacting and nonuniform
systems. The field operator creates or annihilates a particle in position r,
Ψˆ (r) =
∑
i
ϕi (r) aˆi, (1.23)
where aˆi
(
aˆ†i
)
are the annihilation (creation) operators of a particle in the state ϕi
and follows the commutation relations[
aˆi, aˆ
†
j
]
= δij, [aˆi, aˆj] = 0. (1.24)
The time-dependent many body Hamiltonian can be written by means of the field
operator [54]
i~ ∂
∂t
Ψˆ (r, t) =
[
Ψˆ, Hˆ
]
=
[
−~2∇2
2m
+ Vext (r, t)
+
´
dr′Ψˆ† (r′, t)Vint (r− r′) Ψˆ (r′, t)
]
Ψˆ (r, t) ,
(1.25)
where the first two terms are the kinetic energy and external potential, respectively,
while the last term, Vint (r− r′), is the two-body inter-atomic potential.
It is useful to separate the condensate field operator, i = 0, from the thermal
components in (Equation 1.23)
Ψˆ (r) = ϕ0 (r) aˆ0 +
∑
i6=0
ϕi (r) aˆi, (1.26)
following that we will introduce the Bogolyubov approximation, which replaces the
operators aˆ0 and aˆ
†
0 with the c−number
√
N0 [54]. This approximation holds well
in BEC since N0 =
〈
aˆ†0aˆ0
〉
≫ 1. Therefore we can rewrite the field operator as a
classical field
Ψˆ (r) =
√
N0ϕ0 (r) +
∑
i6=0
ϕi (r) aˆi, (1.27)
where we will define for very low temperatures our field operator as a classical object
Ψ0 (r) =
√
N0ϕ0 (r). And since Ψ0 (r) is a complex quantity we can separate it to
modulus and phase [54]:
Ψ0 (r) = |Ψ0 (r, t)| eiS(r), (1.28)
where the modulus determines the diagonal density, n (r),
(
N =
´
dr n (r)
)
. While
S (r) presents the phase, which plays an important role in the coherence of the BEC.
Therefore the order parameter is now reduced to a number and a phase.
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1.3.4 The role of interaction
The inter-atomic interaction potential Vint (r− r′) is given by a combination of short-
and long-range potentials. The short-range
(
|r− r′| . 5
◦
A
)
is due to repulsive in-
teraction of the atom’s electron clouds, while the long-range interaction is due to
the van der Waals term. This can give rise to bound states and Feshbach resonance
[61, 62].
In a cold atomic sample the deBroglie wavelength is much larger than the interaction
potential. Therefore the potential can be replaced with a simpler and elegant form
of a zero range pseudo-potential with the same properties as s-wave scattering [54]
Vint (r− r′) = g3dδ(r− r′), (1.29)
where g3d is the three-dimensional coupling constant. Applying (Equation 1.29), the
interaction term in (Equation 1.25) becomes
4π~2as
m
ˆ
dr′Ψˆ† (r) Ψˆ† (r) Ψˆ (r) Ψˆ (r) = g3D |Ψ0 (r, t)|4 . (1.30)
The coupling constant is [54]
g3d =
4π~2as
m
, (1.31)
where as is the s-wave scattering length who is positive for repulsive interaction and
negative for attractive interaction. In the case of 87Rb, the |F = 2, mF = 2〉 and
|F = 1, mF = −1〉 magnetic trappable states of 87Rb, the s-wave scattering length
was measured as = 5.45± 0.26 nm [63]. In some atoms it is possible to manipulate
the scattering length by means of Feshbach resonance [61, 62].
1.3.5 The Gross-Pitaevskii equation
In (Equation 1.28) we have replaced the operator Ψˆ0 (r, t) with the classical field
Ψ0 (r, t); such replacement is feasible only if we assume that the function Ψ0 (r, t)
varies slowly within the distance range of the inter-atomic force; using the same
argument one can also substitute r′ for r. Applying these changes to (Equation 1.25)
using (Equation 1.30) gives
i~
∂
∂t
Ψ0 (r, t) =
(
−~
2∇2
2m
+ Vext (r, t) + g3d |Ψ0 (r, t)|2
)
Ψ0 (r, t) , (1.32)
where the density of the condensate is n (r) = |Ψ0 (r, t)|2. Now we can define a phase
of the the order parameter
Ψ0 (r, t) =
√
n (r, t)eiS(r,t), (1.33)
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where the velocity of the condensate flow can be defined as vs (r, t) =
~
m
∇S (r, t),
which turn out to be irrational (curl vs = 0).
Inserting (Equation 1.33) into (Equation 1.32) would give explicit equation for the
phase out of the order parameter
~
∂
∂t
S +
(
1
2
mv2s + Vext + gn−
~
2
2m
√
n
∇2√n
)
= 0, (1.34)
the right hand side containing the gradient of the density. This term is called the
’quantum pressure’ term and is a direct consequence of the Heisenberg uncertainty
principle.
In the case of stationery solutions, the Gross-Pitaevskii equation (GP) can be re-
duced to much simpler form if we set the time dependence of the wave-function as
[54]
Ψ0 (r, t) = Ψ0 (r) exp
(
− iµt
~
)
, (1.35)
then we can rewrite the GP equation as(
−~
2∇2
2m
+ Vext (r)− µ+ g3d |Ψ0 (r)|2
)
Ψ0 (r) = 0 (1.36)
where we assume that the external potential is time independent. The GP equation
is a non-linear version of the Schrödinger equation. This non-linearity arises from
the interaction among particles and introduce analogy between BEC in atomic gases
and and non-linear optics [54].
1.3.6 The Thomas-Fermi limit
When the density of the gas changes slowly in space the quantum pressure term
in (Equation 1.34) proportional to ~2 and can be neglected. We can introduce a
parameter, R, which characterize the density variation in the system. In the case of
the ground state R can be the size of the condensate, or the wavelength of the density
oscillation in the case of time dependent configurations. The quantum pressure term
scales as ∇2√n/√n ∼ R−2 and, becomes negligible if R becomes much larger than
the healing length
ξ =
~√
2mgn
, (1.37)
which is the distance over which the wave function tends to be at its bulk value
when subjected to a localized perturbation [64]. Comparing the healing length with
the average distance between particles, d = n−1/3, gives an interesting result
ξ
d
=
1√
8π
1
(na3s)
1/6
. (1.38)
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The ratio increases as the volume of the gas decreases [54]; this is due to the quantum
nature of the condensate. Another interesting phenomenon that relates to this limit
is seen by looking at the spatial density of the condensate. If we neglect the quantum
pressure term in the in (Equation 1.34) the equation for the gradient of the phase
would be
m
∂
∂t
vs +∇
(
1
2
mv2s + Vext + gn
)
= 0. (1.39)
Using the classical Euler equation for potential flow of a non-viscous gas, the pressure
would be P = gn2/2 and the sound velocity would be
c =
√
gn/m. (1.40)
In the Thomas-Fermi approximation, if we take vs to be zero or we would neglect
the kinetic term in (Equation 1.36) the GP equation would reduces to [54]
gn (r) + Vext (r) = µ, (1.41)
where µ is the ground state chemical potential. In the absence of an external field
the chemical potential would be given by the Bogolyubov relation µ = gn.
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2 Optimisation of Atomic Imaging
2.1 Introduction
The way we perceive the world is largely dominated by a very complicated organ
called eyes. Differently than other methods, vision allow us to understand compli-
cated shapes and structures in a glimpse of an eye. BEC in dilute atomic gases
allows a great amount of quantitative information to be extracted by a simple spa-
tial image. Therefore a high quality imaging system is important so that all needed
information can be extracted. As in any other measurement device, the signal to
noise ratio (SNR) has fundamental importance once it comes to details, especially
in very dense atomic samples such as in in situ images. In this chapter we will begin
with the theory of imaging (sec. 2.2), continue with atom light interaction (sec. 2.3),
we will understand the different noises that relate to atomic imaging (sec. 2.3.1),
and investigate theoretically (sec. 2.3.2) and experimentally (sec. 2.4) what should
be the optimum light intensity for each atomic density. The latter will show sur-
prising results.
2.2 The Imaging System
High quality imaging allows us to gather more data out of the atomic cloud. Having
reliable density distribution of the atomic cloud either while trapped, i.e., in situ
imaging or during a ballistic expansion (time of flight, TOF), is a crucial aspect in
high-end experiments [65]. In this section we would learn about our imaging system
both in Nottingham and in BGU and look at the advantages of each of the systems.
Technical implantation
Our imaging setup is shown in (Fig. 2.1). The probe beam is along the yˆ axis, which
is orthogonal to the long axis of the cloud, so we image the xˆ and zˆ axes. This allows
us to get the density distribution along the quantization axis. The imaging beam
shines through the chamber and the atomic sample is then directed via a lens system
to a CCD Camera. We have the flexibility to choose a different magnification by
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easily changing the lens system. The imaging technique we are using is absorption
imaging [65]. This is the most common method to image ultra-cold atomic clouds,
where a coherent and resonant light is shone on an atomic sample while the detection
is done by comparing the shadow left by the cloud to an identical beam without
that shadow.
Figure 2.1: The imaging system design (not to scale). The pink line represents
the probe beam while the lines show the shadow created by the atomic cloud.
(a) “Grazing Incidence Imaging”, The probe beam has two paths, the direct one
where the probe beam reflects from the chip through the atomic cloud. While the
second is the mirror image path where the first incidence of the probe beam in the
cloud is then reflected by the atom chip surface. The distance between the two
shadows on the CCD, d, gives the cloud’s distance from the atom chip
(
h = d
2 cos θ
)
.
(b) “Time of Flight Imaging” is mainly used where the atoms are farther away
from the chip as in TOF imaging where the atoms’ distance is measured from the
chip structure directly.
In our system the cloud is set at the focal point of the first lens (f1) where the
distance between the two lenses is the sum of the focal distances (dlens = f1 + f2).
The CCD is exactly at the focal point of the second lens (f2). By using ray geometry
one can see that while keeping the atoms at the focal point of the first lens and
the CCD at the focal point of the second, any given distance between the lenses,
dlens, would give the same magnification both for the shadow and the probe beam
without the shadow. The problem in setting dlens 6= f1+ f2 is that the probe beam
is uncollimated and its image is blurred (a projection of a circular wave-front over
a straight screen and the numerical aperture of the system).
In Nottingham we used “Time of Flight Imaging”, where the atomic cloud is at
the order of 1mm; therefore we use the imaging system to reduce the cloud size on
the CCD screen to half of its size. The minimal distance between the cloud and
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the first lens is limited by the vacuum chamber to minimum 100mm. Therefore
the first lens we used is Thorlabs AC508-150-B f1 = 150mm, Ø50.8mm Near IR
Achromat, while the second lens is Thorlabs AC508-075-Bf2 = 75mm, Ø50.8mm
Near IR Achromat. These lenses are designed to be near diffraction limited at
780 nm. In the given demagnification case the image maximal numerical aperture,
NA, is limited by the view-port and distance from the chip, which reduces the
resolution, to NA1 ≈
D
2f
= 18
2·100 = 0.09 in air, where D is the clear view diameter
(see our imaging Fig. 2.2).
The BGU setup is well presented in the thesis of Shimon Machluf from Ron Folman’s
Atom-Chip Lab [66]. In the experiment that was done there we imaged BEC clouds
in close proximity to the chip surface; therefore we used Grazing Incidence Imaging
system. The incident beam was calibrated to about θ ≈ 1.5◦ (see Fig. 2.1). The first
lens used is Thorlabs AC508-200-B f1 = 200mm, Ø50.8mm Near IR Achromat,
while the second lens is Thorlabs AC508-300-B f2 = 300mm, Ø50.8mm Near IR
Achromat, and the maximal numerical aperture is similar.
Figure 2.2: A sketch of the apparatus in Nottingham (not to scale). While imaging
from the vacuum chamber side view-port the chip and view-port limit the maximal
numerical aperture of the system. The maximal numerical aperture that can be
achieved under these conditions is NA1 ≈
D
2f
= 18
2·100 = 0.09 in air, from which
the minimal diffraction limit would be r = 0.61 λ
NA
= 5.28µm. This limit reduces
the ability to perform experiments that demand very high resolution. Current
novel techniques, such as light sheet imaging, allow single atom imaging ability
in similar UHV apparatus [67].
Characterization of the imaging system
The resolution of an imaging system is defined by the minimal possible distance
to resolve two points using a circular aperture. This minimal distance is called
the Abbe diffraction limit and is defined by the Rayleigh criterion. The criterion
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is satisfied when the central maximum of the Airy Disk of one imaged point falls
below the first minimum of the other, i.e., r = 1.22λf
D
= 0.61 λ
NA
, where λ is the
radiation wavelength. In many cases the effective pixel size (pixel size divided by the
magnification) is larger than the diffraction limit; therefore it will set the resolution
limit. In our system the minimal diffraction limit is r ≈ 5.28µm (see Fig. 2.2).
Camera
The camera we used in Nottingham is The Image Source DMK 21BU04, which Is an
8 bit camera with pixel size of 5.6× 5.6µm. The quantum efficiency is not directly
specified in the chip data sheet [68]. Given the magnification the effective pixel size
is 11.2× 11.2µm.
In BGU we used a Prosilica GC2450 camera with pixel size of 3.45× 3.45µm [69].
It has a bit depth of 12 bits and quantum efficiency at 780 nm of 17%. With mag-
nification of 300/200 the effective pixel size is 2.3× 2.3µm. For both cameras further
data can be found in the chips data sheet [68, 69]. Also for both cameras the dark
current and noise levels are much higher than with cryogenic cameras such as the
Andor iXon.
2.3 Theory of Imaging
In this section we will first explain the basics of absorption imaging, later we will
explore the effect of quantum noise on our imaging system and how to optimize the
imaging light intensity.
Absorption of light in a dilute matter
The decay of light through atomic medium can be illustrated as
dI
dy
= −n (y)σ (y) I, (2.1)
where n (y) is the density of atoms and σ (y) = σ0/ [1 + s (y) + δ2] is the cross-section
that can be defined as the power radiated by the atom divided by the incident energy
flux. The cross-section includes the saturation parameter s (y); this parameter has
dependency in y since it becomes smaller with distance inside the cloud [70]. The
resonant cross-section σ0 =
αCG3λ
2
2π
[71] to which we add the prefactor αCG obtained
by the average squared Clebsch–Gordan coefficients. The relevant Clebsch–Gordan
coefficients are determent by the populated and excited Zeeman sublevels and light
polarization.
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If we are only interested in the initial and transmitted light (while neglecting flu-
orescence effects) we can simplify the formula to the transmission, Tin = Iin/I0, of
the column density n so [70]
Tin =
1 + δ2
s0
W
[
s0
1 + δ2
exp
(
s0 − nσ0
1 + δ2
)]
, (2.2)
wereW is the Lambert function of the first kind (gives the principle solution for w in
z = wew), δ = ω−ω0
Γ/2
is the normalized detuning, and s0 = I0/Isat is the normalized
initial intensity (see Fig. 2.3). For either s0 ≪ 1 or nσ ≪ 1 we can reduce (2.2) to
the Beer-Lambert law n = − 1
σ
ln (T ).
Figure 2.3: The light intensity before and after a 87Rb atomic cloud at the ground-
state as calculated by (2.2). The light was considered as resonant and the atomic
column density was set to nσ0 = 2. In red is the initial light intensity normalized
by the saturation intensity I0/Isat. In Orange is the normalized light intensity after
the atomic cloud, I/Isat, while in dashed blue is the difference between the two
intensities (I0 − I) /Isat . Due to the quantum nature of matter the transmission
of light is not linear but increases with intensity. Once the light intensity reaches
the local saturation value we cannot approximate the absorption as linear and
need to calculate by the full derivation given in (2.2).
Absorption imaging
Absorption imaging is the workhorse of atomic physics. Using this technique we take
three images using a CCD camera through a lens system. Once one decides to image
the atomic cloud a resonance laser light is shone via the atomic cloud towards the
camera. The cloud absorbs some of the light and creates a shadow in the original
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laser profile; this shadow can be presented as a source (absorption image). As a
function of the laser pulse duration and intensity a momentum kick is given to the
atoms. After some time a second laser pulse is shone, this time the atoms are gone
due to the previous heating process and an image of the laser beam profile (flat-field)
is taken. A third background image is taken after some time without shining the
laser light as a reference of the environment (dark-field).
During the absorption image a small fraction of the of the fluorescence emitted
by the atoms is shone at the solid angle of the CCD, θim. Since we image the
light intensity dip, the fluorescence would reduce the absorption dip, also this light
won’t be coherent with the imaging beam. Each of the photons that is absorbed
by the atoms is emitted spontaneously; therefore we can rewrite (2.1) as dIT
dy
=
(θim − 1)n (y)σ (y) IT . Solving this equation would give a corrected result for (2.2)
T =
1 + δ2
s0
W
[
s0
1 + δ2
exp
(
s0 − n (1− θim)σ0
1 + δ2
)]
, (2.3)
forNA = 0.09 the spontaneous emission would give a factor of (1− θim) = 0.82. The
corrected transmission would be related to the three images taken in the following
way:
T =
I − Ibg
I0 − Ibg , (2.4)
where the normalized initial intensity will be redefined to its real value s0 =
I0−Ibg
Isat
.
The background light, Ibg, is an imaging artifact due to the stray light that shines
on the CCD; it is not related to the imaging laser light, therefore it needs to be
subtracted. From (2.3) we can extract the column density per pixel (for any cloud
that is larger than the diffraction limit) as
n =
1 + δ2
(1− θim)σ0
[
s0
1 + δ2
(1− T )− ln (T )
]
. (2.5)
In relation to (2.1) the light intensity at the absorption image, I, is
I (x, z) = I0 (x, z) e
−OD(x,z), (2.6)
where I0 (x, z) is the laser profile obtained by the second image (without atoms),
and OD (x, z), the optical density, is given by
OD (x, z) = σn (x, z) , (2.7)
where n (x, z) =
´
dy n (x, y, z) is the integrated density of the cloud along the laser
path and σ = σ0
1+I0/Isat+δ2
. For near resonant light in 87Rb, Isat = 1.6mW/cm2.
The optical density can be subtracted from the three images
OD (x, z) =
I0 (x, z)− I (x, z)
Isat
− ln I (x, z)− Ibg (x, z)
I0 (x, z)− Ibg (x, z) , (2.8)
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and from which we can calculate the atomic density by dividing the result by the
cross-section, σ0. Optical density above four means that the transparency is below
2%, which is the too low for most imaging systems. Finding the optimal light
intensity taking into account quantum noise effects will be explained in the following
section.
2.3.1 Noise calculations
In this section we will review the different noises that affect absorption imaging and
review their effect. First we will define the noise from the camera and later the noise
that relates to the atoms’ light interaction.
Photon noise
Photon noise, also known as photon shot noise, comes from the quantum nature of
light. For a given steady source of photons the total number of photons emitted in a
given time interval varies according to a Poisson distribution1, so the noise is equal
to the square root of the signal. Since the noise is part of the quantum nature of
light this noise will always be present in the imagining system.
Preamplifier noise
Preamplifier noise is also known as read noise and is generated by the on-chip output
amplifier. Choosing the right operating condition of the camera can drastically
reduce this noise.
Dark current
The source of this noise is thermal and usually appears in photosensitive and charged
coupled devices. This noise becomes significant when no photons enter the device
and a pattern of noise appears. The pattern can be removed but a temporal noise
will remain since the dark current in nature is shot noise. Dark current can be
reduced drastically by cooling the CCD to reduce thermal effects. This effect is less
significant in short exposure times.
1Technically squeezed light would behave differently, such as in amplitude squeezed light where
the photon number distribution is sub-Poissonian and the phase distribution is wider.
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Spurious Charge
Spurious charge is usually generated on the leading edge of the drive clock when
binning is required, when the drive clock2 phase assumes the non-inverted state3,
and holes are forced back to the channel stop regions4. Only the leading edge of the
clock (raising signal) and not the falling edge (fallng signal) generates this noise in
the CCD. The noise increases exponentially when the clock rise time and voltage
vary since it sends holes back to the channel stop. Also, clocks that move fast in
high amplitude would increase impact ionization.
To avoid this noise all the drive clocks need to be optimized so the holes will be able
to go back to the channel stop as slowly as possible, and the horizontal clocks in the
CCD need to be operated in non-inverted mode if we can ignore dark current in the
system.
Atomic noise
In cold atomic samples the variance of the atomic number is comparable to shot noise
and the bunching behavior of Bosons [71]. To measure the variance in atom number,
first we need to acquire a large number of shots in similar experimental conditions.
For large amounts of shots the technical noise of the experiment is averaged down.
The variance in measured atom number per pixel, which incorporates the atomic
noise and photon shot noise, is
δn (x, z)2atom = [ni (x, z)− αin¯ (x, z)]2 , (2.9)
where n¯ is the mean value of atoms, and α is a normalization factor. Since every
shot has a bit different atom number we use α to to deduce from the measured atom
number only the average atom number. This is done by measuring the total number
of atoms in the image, N , divided by the average total atom number α = N/N¯ .
The corrected atomic variance is achieved after abstracting the photon shot noise
per image than all images are binned.
In the case of non-degenerate quasi-1d gas
(
n
A
λdB ≪ 1
)
, where A is the pixel area,
the variance due to atomic noise would be [71]
〈
n2
〉
− 〈n〉2 = 〈n〉+ 〈n〉2 λdB√
2A
tanh2
(
~ω⊥
2kBT
)
. (2.10)
2Multiple timing signals (“clocks”) transport electrical charge across the CCD array to a sense
amplifier for conversion into image data. The parameters of these clocks (clock rate, pulse width,
pulse amplitude, rise- and fall-times, etc.) greatly influence the behavior and performance of
the imaging device.
3In inverted mode two of the three electrodes defining a pixel are driven into inversion to drasti-
cally reduce the dark current.
4Channel stop regions isolate the charge packets in one column from those in another.
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The first term on the right-hand side is due to shot noise, and the second term is
due to bunching. The bunching term in the non-degenerate gas case decays rapidly
because of the Gaussian decay nature of correlation. We should remember that
this equation is true as long as the effective pixel size is bigger than the correlation
length.
If the sample is “hot”, i.e., the bunching term is negligible; the main contribution to
the variance would come from the atomic shot noise fluctuations. That means that
the variance would increase linearly with mean atom number. From experiments we
found that the slope of the variance is not one as expected but rather smaller [71].
This reduction happens if the pixel size is smaller than the resolution of the imaging
system. Full explanation on the nature of atomic noise and coherence is given in
(chapter 3).
2.3.2 Optimized light levels in absorption imaging system
The photon shot noise is the main source of noise per shot, since atoms have nonlin-
ear response to light while measuring noise levels in absorption imaging, we should
use (2.5) and not a shorter version of it. Also, while summing many shots we should
account for the atom noise donation to the variance (2.9). Since the main goal
of this section is to find the optimal light intensity, I0, for absorption imaging, in
this section we will ignore the atom-related noise (i.e., treat the atom number as
constant) and concentrate only on light related noise.
In absorption imaging we take three shots: absorption image, flat-field, and dark-
field. In the first two shots we shine light with supposedly identical intensity and
profile, while in the latter we don’t shine any light; therefore we will ignore it in
the theory part. Since the distribution of light per pixel is Poissonian in nature, the
photon shot noise is the square root of the photon number. We will derive the error
in the measured atom number (2.5) due to the light shot noise in the absorption
image after the atoms, I, and at the flat-field image I0
δn =
√√√√√

( ∂n
∂I0
∆I0
)2
+
(
∂n
∂I
∆I
)2, (2.11)
where the light intensity per pixel is converted to photon number and ∆I0 and
∆I equal
√
I0 and
√
I, respectively. The solution of (2.11) for resonant light and
no fluorescence is δn = 1
σ0
√(
1
Isat
+ 1
I0
)2
I0 +
(
1
Isat
+ 1
I
)2
I, where for the theoretical
calculation we take I = I0T (2.3). We set the SNR per pixel to be the atom number
divided by the variance (see Fig. 2.4)
SNR =
n
δn2
. (2.12)
The maxima of the SNR represent the optimal light intensity for a given density.
In Fig. 2.5 the red line represents the optimal image light intensity as a function
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of the atomic density, nσ0; for low densities the ratio is linear and can be fitted
numerically.
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Figure 2.4: On the top axis is the SNR for a fixed resonant light intensity of
I0 = 0.1Isat; the maxima is at nσ0 = 1.42, the optimal atomic density for the
given light intensity. On the botom is a contour plot of the SNR as a function
of the atomic density and light intensity. The ridge in the plot maps the optimal
SNR line; a trace over the optimal value given by this plot is presented in Fig. 2.5.
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Figure 2.5: In this plot we present the optimal SNR for either chosen light in-
tensity or atomic density. The blue line shows the optimal light intensity for a
given atomic density while tracing the SNR ridge in Fig. 2.4. From this calcu-
lation it is seen that even for minimal atomic density (single atom) the optimal
light intensity is about Isat. The red line shows the optimal atomic density for
a chosen light intensity. For many camera types it is impossible to use imaging
light at saturation intensity or above due to technical limits; therefore we wanted
to see what would be the optimum SNR while limiting the light level. The red
line is linear and intersects with the blue curve at an atomic density of about five
as expected. The linear line follows the equation nσ0 =
I/Isat+1.0434
0.8044
. One should
remember that we took the cross-section to be σ0 =
3λ2
2π
αCG (1− θim) as explained
in sec. 2.3.
2.4 Experimental Results
Camera calibration
Calibrating the camera is an important aspect in any imaging-dependent experi-
ment. In this section we will explain the ways we have used to perform this calibra-
tion.
The first important part in any calibration is to find the ratio of photo-electrons to
grey-index, a good technique to use is by means of photon shot noise. A coherent
flat-field light beam follows Poisson distribution, so δNph =
√
N¯ph, where N¯ph is
the average photon number in that volume (pixel). This statement is not sufficient
in the case of a thermal light source that follows Bose-Einstein distribution. The
standard deviation for such light is [72]
δNph =
√√√√N¯ph
(
1 +
N¯ph
t/tc
)
, (2.13)
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Figure 2.6: Noise measurement with pulsed laser beam. Half the variance of the
difference vs. mean value in grey levels. Fit function gives the conversion coef-
ficient from grey-index to photo-electron number. A linear and quadratic fit is
presented where the quadratic fits better.
where t is the imaging time and tc is the coherent time of the light source. In our
experiment t = 100µs and tc ≈ 1 ps for a narrow band light source. Since in our
experiment N¯
ph
t/tc
≪ 1, we can treat light as Poissonian.
We measured the flat-field light intensity per pixel over many shots and found the
average intensity and the standard deviation per pixel in gray-index values.
Nph = σcameraI, (2.14)
where I is the gray-index and σcamera is the photon-electron conversion factor (which
incorporates the quantum efficiency). The Poissonian noise is δNph = σcamera
√
I,
and therefore
(
δNph
)2
/N¯ph = σcamera (see Fig. 2.6). In the presented figure the
camera conversion is quadratic instead of linear as if at higher intensities of light,
i.e more electrons per well, the technical noise increses. Superior quality cameras
won’t have such behavior.
The second stage of calibration is a full conversion between photons to grey-index,
which includes the quantum efficiency of the camera. To do so we have put an
out-cuppler, which produces a beam-waist half the size of the CCD size. We have
measured the out-cuppeled light from the fiber in constant mode and during the
duty cycle (100µs imaging pulse). We have found a 20% difference in intensity
between the two for the same in-cuppled laser intensity. This is due to difference
in performance of the AOM in pulsed or continues mode. We have averaged about
50 shots per intensity to find a correct grey-scale to photon rate and repeated the
experiment over several intensities. For each light intensity we have converted the
total intensity to photon number as follows, NT = IT
λt
hc
, where t = 100µs is the
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pulse duration and λ = 780.4 nm. Later we used these ratios in an averaged way as
a conversion rate. Since the camera is non-linear in intensity and we could only use
the total light intensity per image to get a conversion factor, an error in calculated
photon and atom number is expected.
Experimental procedure
Our imaging system is built as presented in (Fig. 2.7). The imaging laser light
comes from polarized maintaining optical fiber that guides light to a collimating
out-coupler that increases the Gaussian shape of light to a diameter of 1′Ø. We
can measure the total light intensity from the out-coupler and also modify the light
intensity using a λ/2 plate and polarizing beam splitter that are set before the fiber
coupler.
First we measure the total light intensity from the fibre. Knowing that the beam
waist is ω0 = 10.15mm, we can integrate over a Gaussian wavefront with such waist
to calculate the total light intensity on the CCD. We have taken 7 series of 300
images at total light intensity between 630µW and the intensity edge of the camera
3.90mW; these values gave rise to minimum and maximum intensities per pixel of
0.1× Isat to 1.9× Isat, respectively.
We used a MOT cloud of 1 × 108 atoms at a temperature of 40µK, and distance
of 4mm from the chip surface. About 300 shots were taken for each light intensity,
where the imaging beam and camera were centred directly on the atomic cloud.
Later we filtered out all the shots that the light intensity difference between the
absorption image and flat-field, at a region without atoms, was greater than 5%.
For each shot we took a line vector at the center of the cloud that binned three
pixels (33.6µm/3) in the vertical direction. The mean atom number was calculated
per pixel on the line vector. Due the short sequence time long-term drifts are
negligible.
Given the approximate cross-section, σ0, the atom number per pixel is
N =
∆2
σ0
(
I0 − I
Isat
− log
(
I
I0
))
, (2.15)
where σ0 incorporates the relevant spontaneous emission factors and Clebsch–Gordan
coefficients. For each image variance we can form a quantity that is due to the pho-
ton shot noise
δN (x)2ph =
∑
z
[(
1
Nsat
+
1
Nph1
)
+
(
1
Nsat
+
1
Nph2
)] (
∆2/σ0
)2
, (2.16)
where ∆ ×∆ is the pixel area in the object plane, and Nsat is the photon number
per pixel at saturation intensity (see Fig. 2.8 left). The signal to noise ratio as set
in (2.12) is (see Fig. 2.8 right)
SNR (x) =
〈
N (x) /δN (x) 2ph
〉
(2.17)
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Figure 2.7: A sketch of our imaging system. a. The laser light is split from the
cooler laser beam to the imaging system; we can set the imaging beam intensity
and its frequency using the double pass AOM and PBS. The light is coupled to
a polarization maintaining fiber where its out-coupled collimated beam waist is
1′′ in diameter, the beam shines via the atoms through a lens system to a CCD
camera. b. A scheme of the fibre out-coupler where we increase the beam size
to 1′′Ø with waist of ω0 = 10.15mm. A full explanation of our lens system and
absorption imaging is given in sec. 2.2 and sec. 2.3.
In both plots the top x−axis is the atom number per pixel, N , as shown for on-
resonant light, while the bottom one represents the atomic density AD = Nσ0/∆2.
As seen by (2.17) the SNR was calculated per line vector and only after an average
over all the line vectors was done.
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Figure 2.8: Plots of variance of calculated atom number and SNR as a function of
top-axis: the mean atom number per pixel. Bottom-axis: the atomic density. The
atom number is set as N = ∆
2
σ0
(
I0−I
Isat
− log
(
I
I0
))
where the relevant pixel area in
the object plane is given by ∆. The cross-section, σ0, includes the relevant Cleb-
sch–Gordan coefficients and reduction due to spontaneous emission of the atoms
to the imaging solid angle. The average light intensity was I¯0
Isat
= (30.8± 5.7)%
where the fluctuations in both plots are mainly due to constant spatial differences
in light intensity. Left: the variance of the calculated atom number (2.16) as a
function of the mean atom number per pixel. Where Nph1,2 are the number of pho-
tons in the absorption image and flat field image (per pixel), respectively, where
x represent a given pixel on a line vector, i.e., mean atom number. As expected,
for a given light intensity the variance increases with the atomic density. Right:
the signal to noise ratio SNR = N¯/
〈
δN2ph
〉
as a function of the mean atom num-
ber. The plot shape is similar to that in Fig. 2.4, where the maxima is around
nσ0 (max) ≈ 1.67 (from a polynomial fit), which is about the theoretical value for
the optimal value for this light intensity found in Fig. 2.4 (nσ0 = 1.68± 0.07).
The average light intensity was set to I¯/Isat = (30.8±)%, where the fluctuations
seen in both plots are due to spatial constant variations in light intensity. Also, when
setting the x−axis as AD we actually trace the cloud from one side to the other so
if the light intensity is lower at one of the sides we would see the double line figure
that is highly visible in the right plot and repeated in the left one. In Fig. 2.9 we
present the SNR at two light intensities I¯/Isat ≈ (30.8± 5.7)% and (19.6± 3.6)%.
To find this ratio, I/Isat, we first had to calculate the index value of the saturation
intensity; knowing the saturation index, we found the mean light intensity of the line
vector over hundreds of shots and from which we took the given ratios. When the
ratio is known we could use the linear ratio nσ0 =
I/Isat+1.0434
0.8044
to find the theoretical
optimal optical density. Along the whole MOT cloud there is a large variety of light
intensities and atomic densities; we have analyzed our experimental data in a way
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that would allow us to extract the full range of given light intensities and atomic
densities for three different data sets, each with a different mean light intensity. In
Fig. 2.10 we present the SNR As a function of this data in a three-dimensional plot.
Figure 2.9: Plot of the SNR as explained in Fig. 2.8 at two different light inten-
sities. In red, ×, the average light intensity ratio is I¯/Isat = (30.8± 5.7)%; in
blue, •, the average light intensity ratio was I¯/Isat = (19.6± 3.6)%. The peak
of the SNR was measured to be around nσ0 ≈ 1.67 and 1.54 (from a polyno-
mial fit) for the red and blue lines, respectively, where the theoretical values are
nσ0 = 1.68± 0.07 and 1.53± 0.05, respectively. From here we can see that there
is a good agreement with theory at these light intensities.
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Figure 2.10: A three-dimensional plot of the SNR as a function of light intensity
and atomic density. Our experimental data are presented on the left while the
theoretical calculation is on the right. It is seen that at the given range the
behavior of the experimental data is similar to the theoretical one. We suspect
that the difference in SNR value, not shape, is due to technical noises as was
observed in Fig. 2.6. Two factors can mainly contribute to the difference in SNR
between theory and experiment, first is camera non-linear response as explained
in sec. 2.4, where the second is technical noise that add up to the variance of
photon number.
Conclusions
In this chapter we aim to find an optimal ratio between the imaging light, I0, inten-
sity and the atomic sample optical density, nσ, for absorption imaging. To do so we
looked at the theory of absorption imaging and analyzed the Nottingham and BGU
imaging systems. In order to reach a formula for optimal light intensity first we
had to find the different noise parameters that affect the calculated atom number.
Second we had to calibrate our imaging system to take into account the quantum
nature of the atomic sample, i.e., saturation effect. Third we found the variance and
signal to noise ratios. Knowing the following we have developed a theoretical model
that takes into account the different parameters of our experiment, such as the
magnification, solid angle of spontaneous emission, the real atomic cross-section,
saturation light intensity, and the experimental procedure. From the theoretical
model we have found a linear optimal ratio between the given atomic density and
light intensity. We took experimental data of about two thousand shots at varied
intensity and analyzed the results statistically. We presented the SNR plot at dif-
ferent light intensities and matched its maxima with the theoretical data. A good
agreement between the theoretical data and experimental values was found.
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3 One dimensional BEC
In this chapter we begin with a brief literature review of low-dimensional Bose gas
and introduce important concepts and methods used in this thesis. Later we will
realize a 1d system experimentally while investigating different phenomena that are
the fingerprints of low dimension condensate.
To begin, in sec. 3.1 we present the theory of (no) BEC in one-dimensional (1d) sys-
tems while presenting two important approaches, one is the Bogoliubov frameworks
(sec. 3.1) and the other is the complimentary Luttinger liquid approach (sec. 5.1). We
explore the effect of dimensionality over the coherence in mean field (sec. 3.1.2) and
behind mean field (sec. 3.1.4). Later we investigate the 3d/1d cross over (sec. 3.1.5)
and explain how to realize quasi-1d BEC experimentally (sec. 3.2.1).
Further experimental study of quasi-1d BEC is presented in sec. 3.2. To begin,
we give a quick overview of the experimental framework (sec. 3.2.2), then we show
the effect of evaporative cooling on an elongated BEC (sec. 3.2.3). Later we study
the occurrence of phase fluctuations due to thermal excitations in BEC, and the
translation of phase perturbations to density ripples as a function of time of flight
(TOF), temperature, trap parameters, and atom number (sec. 3.2.4).
In the final sec. 3.2.4, we present the TOF data from the previous section in a
unique way, looking at the variance in atom number as a function of the mean atom
number per pixel for different flight times. These results show the translation of
phase fluctuations to the density profile in a very direct way.
3.1 Theory of BEC in Low Dimensions
Reduction of dimensionality in ultra-cold atomic gases can be achieved by using
highly anisotropic trapping potentials. These potentials should have sufficient strong
confinement in one or two directions to reduce the motion of the atoms to zero-
point oscillations, and as a result the system can be treated kinetically as 1d or
2d. The trapping potential in the remaining directions limits the system’s size and
changes the level structure of the many body system. In this section we explain the
basic theory of Bose condensate in one dimension and go over both theoretical and
experimental aspects.
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3.1.1 Mean field theory in one-dimension
Mean field theory can be applied to an interacting Bose gas if the atomic density is
high enough such that the average distance, d, between atoms is smaller than the
healing length, ξ = 1√
8πnas
(see 1.37). If the ratio ξ/d is larger than one, the order
parameter can be treated classically as in the GP approach to mean field [54]. The
mean inter-particle distance in three dimensions is d3d = n−1/3, where n is the three-
dimensional density. Given the latter, the ratio can be defined as ξ/d ≈ (na3s)−1/6,
which is larger than one only for sufficiently small densities
(
n < 1
a3s
)
.
For regions of lower dimensionality, such as a harmonic cigar shape trap with tight
radial trapping frequency, we can treat the atoms as trapped in a cylinder of length
L and radially trapped by an harmonic potential V (r⊥) = (m/2)ω2⊥r
2
⊥. In such
case the density would reduce to n1d = N/L, where N is the total atom number and
L is the cloud length. Then n1d = nπa2⊥, where n is the three-dimension density
and a⊥ =
√
~/mω⊥ is the radial oscillator length. For this low dimensional case the
ratio can be written as
ξ
d
=
√
a2⊥
8as
n1d, (3.1)
in contrast to the three-dimension case where the ratio reduces with density; this
points to the fact that the classical picture based on the mean field theory becomes
inadequate for very dilute samples.
In such cylindrical geometry the order parameter can be written as Ψ =
√
n1df (ρ⊥) /a⊥
where ρ⊥ = r⊥/a⊥ is the dimensionless radial coordinate. The GP equation can be
now recast in dimensionless form [54](
−1
2
∂2
∂ρ2⊥
− 1
2ρ⊥
∂
∂ρ⊥
+
1
2
ρ2⊥ + 4πasn1df
2
)
f =
µ
~ω⊥
f, (3.2)
where the normalization condition of the function f is 2π
´ |f (ρ⊥)|2 ρ⊥dρ⊥ = 1.
The equation defines two important regions; the first is where asn1d ≫ 1, which
is called the Thomas-Fermi region, i.e., Three-dimension cigar. In this region exci-
tations happen in both the longitudinal and radial directions and the kinetic term
in the GP equation can be neglected. The density will take the typical shape of
inverted parabola and the normalized chemical potential will be
µ
~ω⊥
=
√
4asn1d. (3.3)
We can also define the Thomas Fermi radius (where the density vanishes) to be
R⊥ = 2a⊥ (asn1d)
1/4.
The second case is where asn1d ≪ 1; we will call this case a one-dimensional mean
field, here the first correction to the non-interacting value of the chemical potential
is linear with density
µ
~ω⊥
= 1 + 2asn1d. (3.4)
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We would consider the linear term as the chemical potential, while the constant
term in the equation originating from the zero point motion in the radial direction
can be emitted.
A good way to define the two regions is by looking at the ratio N asa⊥
a2x
, where the
longitudinal oscillator length ax =
√
~/mωx. The radial Thomas-Fermi limit is
reached when N asa⊥
a2x
≫ 1, then the equilibrium linear density equation reads
n1d (x) =
1
16as
(
15Nasa⊥
a2x
)4/5 (
1− x
2
X2
)2
, (3.5)
with X = (a2x/a⊥) (15Nasa⊥/a
2
x)
1/5 .
In the opposite case where the radial motion freezes the equilibrium, linear line
density would be
n1d (x) =
1
4as
(
3Nasa⊥
a2x
)2/3 (
1− x
2
X2
)2
, (3.6)
where X = (a2x/a⊥) (3Nasa⊥/a
2
x)
1/3. The difference between the two density profiles
reflects the divergence in behavior of the two regimes. But for both geometries,
three-dimension cigar and one-dimension mean field, the radial frequency should be
much larger than the longitudinal one, hence ω⊥t≫ 1 and ωzt≪ 1. This gives rise
to the dynamics during time of flight where the longitudinal size would be frozen
while the radial size would expand according to
R⊥ (t) = R⊥ω⊥t. (3.7)
The difference between the two regions can be found while looking at the ratio
between the time-dependent radial and longitudinal expansion
R⊥ (t)
X (t)
=
R⊥
X
ω⊥t. (3.8)
For Thomas Fermi gas, R⊥/X = ωz/ω⊥; hence the ratio in expansion will mainly
depend on the geometry and not atom number, where for the one-dimension mean
field regime R⊥ ∼ a⊥ where X ∼ N1/3; hence there will be tight relation in this
region between TOF expansion to the atom number [6].
3.1.2 Introduction to Coherence in mean-field
We defined mean-field to be as long as the ratio (3.1) is larger than unity and by
evaluation (3.6) at x = 0. These two arguments give rise to two conditions
n1d
a2⊥
as
≫ 1, and N a
4
⊥
a2sa
2
x
=
N
λ
(
a⊥
as
)2
≫ 1, (3.9)
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where λ =
(
ax
a⊥
)2
= ω⊥
ωx
is the aspect ratio. For extremely low temperatures (T → 0)
the condensate is coherent and can be well described by an effective single-particle
wave function occupied by a large number of atoms [73]. The coherence of phase
in a condensate was shown by an imaging interference pattern of two independent
condensates that were overlapping [74]. A BEC also has a uniform spatial phase that
can be seen by interference techniques [75], hence the coherence length of a BEC is
limited by the condensate length. Further experiments in a cigar-shape BEC showed
the radial momentum distribution using Bragg spectroscopy techniques [76].
Although in extremely low temperatures the BEC has a uniform phase, it is not
obvious at finite temperature. At finite temperature the condensate is ‘fragmented’
into independent condensates with random fluctuating relative phase. This pro-
cess was often discussed in the context of nucleation of a condensate [53]. There,
the equilibrium state of the system was assumed to be ‘pure’ condensate without
phase fluctuations. However, before the condensate is completely formed, phase
fluctuations between the different regions of the cloud are expected so even density
fluctuations are suppressed.
But even at the equilibrium state at low dimensions quantum systems show great dif-
ferences in their coherence properties from the 3d case with respect to statistical and
phase-correlation properties [77]. In low dimension systems, phase fluctuations of
the order parameter are expected to destroy the off-diagonal long-range order. This
happens at temperatures that are well below the critical temperature, Tc, but above
a certain characteristic temperature Tφ [78]. In the range Tφ < T < Tc, the cloud is a
“quasi-condensate” whose incomplete phase coherence is due to thermal excitations
of the longitudinal (axial) mode with wavelength larger than its radial size. This
phase coherence decay can be explained by the Mermin–Wagner–Hohenberg theo-
rem [79, 80] suggests that for d ≤ 2 true long-range order is destroyed by thermal
fluctuations at any finite temperature and as a result Tφ should go to zero. Although
so a “quasi-condensate” can be created below a certain finite critical temperature
[81].
The behavior of quasi-1d condensates is still an open question, therefore a wide
theoretical and experimental effort is done to understand these systems. In 2001
Dettmer et al. measured the conversion of phase fluctuations to ripples in the density
profile during free expansion of the cloud (TOF measurement) [78, 82]. Later, using
Bragg spectroscopy, Richard et al. measured the axial momentum distribution in an
elongated cloud at the Thomas Fermi region, where the outcome of phase fluctuates
in the condensate [83]. For the case of high anisotropic traps density fluctuations
cannot be suppressed by the mean field interaction; this effect, which was measured
by Esteve et. al. [71] and discussed by Schumm and Hofferberth et al. [29, 84], will
be investigated later.
In the case of Thomas Fermi condensate, the cloud won’t look fragmented in the
trap; however after expansion, density ripples start to appear. These can be ex-
plained quantitatively as follows. While the condensate is in equilibrium the density
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distribution remains largely unaffected even if the phase fluctuates [77]. The reason
is that the mean-field inter-particle interaction prevents the transformation of local
velocity fields provided by the phase fluctuations into modulations of the density.
However, after switching off the trap, the mean-field interaction decreases, which
gives rise to conversion of the axial velocity fields into density distribution [78].
For elongated BEC in the Thomas Fermi region the phase can be represented as
follows [78]
φj (x) =
[
(j + 2) (2j + 3) g3d
4πR2TFLǫj (j + 1)
]1/2
P
(1,1)
j
(
x
L
) (αj + α∗j)
2
, (3.10)
where ǫj = ~ωx
√
j (j + 3) /4 is the spectrum of low energy axial excitation [85],
P
(1,1)
j are the Jacobi polynomials, g3d =
4π~2as
m
is the coupling constant, and RTF =√
2µ/mω2⊥,
1
2
L =
√
2µ/mω2x are the Thomas Fermi radius and length, respectively
[82]. Where the quasi-particle creation and annihilation operators have been re-
placed by the complex amplitudes αj and α∗j , such that
〈
|αj|2
〉
= 1/ (exp (ǫj/kBT )− 1)
is the occupation number of the quasi-particle in mode j. The formation of the
stripes during TOF expansion for times, t, which are in the interval µ/~ω2x ≫ t ≫
µ/~ω2⊥, are given by (see Fig. 3.1)
δn (x)
n0 (x)
= 2
∑
j
sin

 ǫ
2
j t
~µ
[
1−
(
x
L
)2]

 . (3.11)
Here n0 (x) is the Thomas-Fermi density fit profile of an unperturbed cloud. The
mean squared density fluctuation
(
σBEC
n0
)2
is given by averaging
(
δn(x)
n0(x)
)2
over many
realizations, such that the central part of the cloud (x = 0) would give rise to
(
σBEC
n0
)2
=
T
λTφ
√
ln (ω⊥t)
π


√√√√√1 +
√√√√1 +
(
~ω2⊥t
µ ln (ω⊥t)
)2
−
√
2

 , (3.12)
where kBTφ = 15 (~ωx)
2N0/32µ is the characteristic temperature, and N0 is the
averaged total atom number. The coherence length in such a region is Lφ =
2~n1d/ (kBTm) [77].
3.1.3 Beyond mean field
When the atomic line density becomes very small such that n1d
a⊥
as
≤ 1 and also
Nλ
(
a⊥
as
)2 ≤ 1 (3.9), the mean field GP equation fails and one should take into
account beyond mean field effects. In 1963 Lieb and Liniger obtained an exact
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solution to the many-body problem of 1d uniform BEC interacting with repulsive
zero-range force [86]. The form of this equation while considering a 1d system of N
interacting bosons in the absence of a trapping potential is
H01d = −
~
2
2m
N∑
j=1
∂2
∂x2j
+ g1d
N∑
i=1
N∑
j=i+1
δ (xi − xj) , (3.13)
where the left term is the kinetic term and the right is the interaction term. g1d =
2~2
m
as
a2⊥
= 2~
2
ma1d
where a1d = a2⊥/as is the relevant interaction length as long as a⊥ ≫
as > 0. The Hamiltonian can be diagonalized exactly via a Bethe ansatz [86]
such that for any positive coupling constant, g1d, the energy per particle at zero
temperature would be
ǫ (n1d) =
~
2
2m
n21de (γ (n1d)) , (3.14)
The function e (γ) is given by e (γ) = γ
3
λ3(γ)
´ +1
−1 g (x, γ)x
2dx, where g (x, γ) − 1
2π
=´ +1
−1
2λ(γ)
λ2(γ)+(x−y)2 g (y, γ) dy, and λ (γ) = γ
´ +1
−1 g (x, γ) dx [54].
γ is a dimensionless parameter that reflects interaction and is defined as the energy
per particle ǫint = n1dg1d, divided by the characteristic kinetic energy of two particles
at a mean separation distance of 1/n1d between them, ǫkin ≈ ~
2n21d
m
[54]. Therefore
γ would be
γ =
ǫint
ǫkin
= 2/ (n1da1d) . (3.15)
The value of gamma gives rise to two very interesting regions
γ ≪ 1, ǫ (n1d)→ g1dn1d2 , (3.16)
and
γ ≫ 1, ǫ (n1d)→ π
2
~
2
6m
n21d. (3.17)
The first equation presents the high density limit, where n1da1d ≫ 1; this gives rise
to a weak coupling constant, g1d, and weak interaction. This result coincides with
the condition of one-dimension Thomas Fermi gas, n1da2⊥/as ≫ 1, but although so
there won’t be a true BEC in 1d due to low-energy excitation, which reduces the
long-range phase coherence at T = 0.
The second case (3.17) is when the atomic line density is very low, then surprisingly
the gas behaves as a chain of strongly interacting bosons. In this region, known as
Tonks-Girardeau gas, the interaction is so strong, g ≫ 1, that the atoms start to
behave like fermions [87, 88].
3.1.4 Coherence beyond mean field
For low dimension systems the coherence length is limited due to low-energy ex-
citations that perturbed the long range order. We will deal now with the case of
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weak interactions where γ ≪ 1, and mainly follow Petrov for this derivation [89].
The field operator is made of two terms, phonon modes (ǫ≪ µ) and free particles
(ǫ≫ µ). To use the Bogolyubov approximation we first need to make sure that the
temperature is low enough that it would be possible to omit fluctuations originating
from high energy excitations (ǫ≫ µ). The total field operator that includes both
density and phase is
Ψˆ = exp
(
iφˆ
)√
nˆ, Ψˆ† =
√
nˆ exp
(
−iφˆ
)
, (3.18)
where the density and phase operators are real and satisfy the commutation relation[
nˆ (r) , φˆ (r′)
]
= iδ (r− r′) . (3.19)
Now we can use the Bogolyubov approximation to separate the density and phase
in the field operator and simplify even more by writing the density as uniform and
small fluctuations, and phase as phonon and particle-like excitations (which are
omitted in 1d)
nˆ (x) = n0 (x) + δnˆ, (3.20)
φˆ (x) = φˆs (x) . (3.21)
Such that the new field operator will be
Ψˆ =
√
n0 exp
(
iφˆs
)
. (3.22)
In a uniform gas the signature of a BEC is the long-range order in the system;
hence the one-particle density matrix would have a finite value, i.e., ρ (r, r′) =〈
Ψˆ (r) Ψˆ (r′)
〉
remains finite at |r− r′| → ∞. Using (3.22) the 1d density matrix
would be [89]
ρ (x, x′) = n0
〈
e−i[φˆs(x)−φˆs(x
′)]
〉
= n0e
− 1
2
〈
[φˆs(x)−φˆs(x′)]2
〉
. (3.23)
So the phase correlator yields (see Fig. 3.1)〈[
φˆs (x)− φˆs (0)
]2〉 ≈ kBT√
µTd
x
ξ1d︸ ︷︷ ︸
thermal
+
1
π
√
µ
Td
ln
(
x
ξ1d
)
︸ ︷︷ ︸
vacuum
, (3.24)
where Td = ~2n21d/m is the temperature of quantum degeneracy, and consequently
ξ1d = ~/
√
mn1dg1d is the 1d healing length. In (3.24) the first term comes from the
thermal part where the second comes from the vacuum part of the phase fluctuations.
This equation proves rigorously that there is no true BEC in 1d, since if we take finite
T the long-range order is destroyed by long-wave fluctuations of the phase leading
to exponential decay of the density matrix, while at T = 0 there will be power-law
decay due to quantum fluctuations. For very low temperatures the decay length
can become large compared to the healing length; hence the system will be coherent
for length given by the decay length. This situation was called quasi-condensate by
Popov [90].
44
3.1 Theory of BEC in Low Dimensions
3.1.5 The 3d/1d cross-over regime
Atom chips allow the creation of tight confining potential, understanding the cross-
over between a coherent 3d BEC to a 1d quasi-condensate is important for any
experimental application. The cross-over region was investigated by Gerbier in 2004
[91]; it was found that the transition is very smooth. A nice example comes from the
phase fluctuations at infinite temperature; in an elongated BEC phase fluctuations
start to appear as the aspect ratio increases, but as long as the atomic line density
is high the mean-field interaction is strong enough to prevent translation of phase
gradients to density fluctuations. Once the trap becomes more isotropic and the
atomic line density decreases the mean field weakens and density fluctuations start
to appear; this shows a smooth transition (see Fig. 3.1).
Gerbier in his calculation used a local density approximation (LDA) to describe the
cross-over regime and to smoothly connect the 3d and 1d regimes, in which µ≫ ~ω⊥
and µ≪ ~ω⊥, respectively.
He introduced the parameter α =2 (µ/~ω⊥ − 1), knowing that the local equilibrium
chemical potential has a dependence on x through
µl.e. [n (x)] + V (x) = µ, (3.25)
where µ is the global chemical potential of the cloud in the trap, V (x) = 1
2
mω2xx
2
is the longitudinal harmonic potential, and µl.e. [n] = ~ω⊥
√
1 + 4asn (x). Hence for
x = L (i.e. n (L) = 0) 3.25 would be ~ω⊥ + 12mω
2
xL
2 = µ and would be given by
L =
a2x
a⊥
√
α. (3.26)
The parameter that gives the ratio of interaction energy to the radial zero point
energy is [92]
χ = Nasa⊥/a2x. (3.27)
Using this parameter in the solution of the integral
´ L
−L n (x) dx = N , one can define
a closed equation for the static properties of the condensate at any confining strength
[91]
α3 (α+ 5)2 = (15χ)2 . (3.28)
At χ ≫ 5 the mean-field interaction dominates the transverse confinement, which
fits the 3d Thomas-Fermi cloud, α ≈ α3d = (15χ)2/5, where for χ≪ 5 the transverse
motion is strongly confined and α ≈ α1d = (3χ)2/3. The tangent point of the two
parameters (α3d = α1d) gives the crossover value where χcross ≈ 3.73.
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3.2 Experimental realization of 1d system
In this section we explore the transition between 3d BEC to a 1d quasi-BEC. We
look at the effect of phase fluctuations and explore the difference between mixed
3d/1d where density fluctuations are suppressed by the mean field energy to where
the density is too low to suppress such density fluctuations.
3.2.1 Realizing 1d experimentally
Experimentally, 1d quasi-BEC state can be reached by using highly anisotropic traps
such as strongly confined optical traps [93] or highly anisotropic harmonic magnetic
traps, as achieved by atom chips [26]. In such harmonic traps the longitudinal
trapping frequency, ωx, is much lower than the transverse one (ω⊥ = ωy = ωz), so
that ωx ≪ ω⊥. Add to that in cases where the chemical potential and temperature
are smaller than the transverse single particle ground-state wave function energy,
µ, T ≤ ~ω⊥, the radial motion will be ‘frozen’. This inequality leads to an interesting
limit that connects the atomic line density and dimensionality.
Equation (3.4)
(
n1d ≈ µ2as~ω⊥
)
relates the line density to the chemical potential and
trapping frequency, substitution of the inequality µ ≤ ~ω⊥ gives
n1d ≤ 12as ≈ 90 atoms/µm. (3.29)
The absence of vorticity, which is one of the main characteristics of 1d Condensate,
also poses an interesting limit. The radius of a vortex is the healing length, a
connection between this radius to the wave function radial extension and the healing
length can be found. The healing length is given by ξ =
√
a2⊥
8asn1d
, now replacing the
one-dimensional density with its limiting value
(
n1d ≤ 12as
)
gives a limiting value for
the wave function extension
a⊥ ≤ 2ξ. (3.30)
Although it is mathematically identical to (3.29) this is a very interesting result
since it links the absence of vortices in the 1d case to the actual ratio between the
vortex radius and the condensate radial size.
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Figure 3.1: A density profile picture of a BEC in different regions, above each
image the longitudinal line density profile is shown. a. A TOF image of a coherent
3d BEC. One can see that the line density profile is not perturbed since the phase
is coherent (at any reasonable TOF). b1. An in situ image of a BEC in the mean
field regime (λ ≈ 24.5); at this stage there are almost no density gradients since
the mean field energy is strong enough to forbid translation of phase gradients into
density gradients. b2. A TOF image after 7ms originated from a similar trap as
the later image. Here one can see that the phase gradients have translated to the
density profile as explained in sec. 3.1.2. c1. An in situ image of a quasi-BEC in
extremely tight trap (λ ≈ 132). Here the density profile is perturbed since beyond
mean field effects accrue and the long-range order is destroyed. c2. A TOF image
after 7ms originating from a similar trap as the later image. Here one can see a
combination of phase and density gradients that translate to the density profile.
3.2.2 The experimental system
The following experiments were done as part of a joint project with Ron Folman’s
Atom Chip Lab in Ben-Gurion University on their BEC2 setup in collaboration with
Simon Machlof (BGU) and Anton Picardo-Selg (Nottingham). We thank Ron and
Shimi for the opportunity to use their labs and share their knowledge.
As part of this joint project we loaded the BGU2 atom chip setup from the under
structure to a chip wire for the first time (see Fig. 3.2).
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Figure 3.2: Sketch of the BGU2 setup. In blue is the under structure IP Z trap
sitting at a distance h2 = 1.2mm from the atoms. The chip wire is a 4mm long,
w = 200 µm wide structure at a distance of about h = 100 µm from the atoms.
The longitudinal (eˆx) confinement is done using the under structure IP trap where
the transverse (eˆy − eˆz plane) confinement is a combination of the chip wire and
IP trap. Due to the large differences in distance from the atoms in the two traps,
the radial confinement can be dominated by the chip wire if needed.
The experimental procedure was as follows: First, using the under structure Z
Ioffe-Pritchard trap we magnetically trapped and RF cooled an atomic cloud of
87Rb atoms in their |F = 2,mF = 2〉 state. We could cool down the atoms to a 3d
BEC of about 12K atoms or load them to a 200µm width and 4mm long chip wire
(see Fig. 3.3). In the case of chip loading we slowly increased the current in the chip
wire and trapped the atoms by both the atom chip and under structure. Then we
applied final evaporation reaching 3d/1d BEC of about 4.2× 103 atoms or a quasi-
BEC of about 2, 000 87Rb atoms at their |F = 2, mF = 2〉 state. The longitudinal
confinement was done solely by the under structure Z wire, while the transverse
(radial) confinement is a joint product of both the chip wire and the under structure
trap. The current ratio between the chip wire and the under structure Z wire sets
the radial trapping frequency and hence the BEC regime. We gave names to the
different traps: the Copper trap confines a 3d BEC just with the under structure IP
trap, the mid-trap is at the cross-over region between 3d to 1d, and the final trap
holds a 1d quasi-BEC. The trapping frequencies, aspect ratios, and atom numbers
of the traps are as shown in Tab. 3.1. Where the transverse trapping frequencies
were measured by applying a small magnetic kick to the cloud and the longitudinal
trapping frequencies were calculated theoretically.
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Trap ω⊥ ωL N¯ Lx λ
Copper 2π · 600Hz 2π · (60) Hz 12 k 60µm 11
Mid 2π · 1125Hz 2π · (46) Hz 4.2 k 50µm 24.5
Final 2π · 1190Hz 2π · (9) Hz 4.5 k 300µm 132
Table 3.1: Measured (theoretical) trapping frequencies and atom numbers for the
three magnetic traps. Lx represents the typical full longitudinal length and λ =
ω⊥
ωx
is the aspect ratio.
Figure 3.3: A simulation of the magnetic field at the three traps. The point z = 0
represents the chip where x = 0 is the center of the under structure IP z trap.
In red is the total magnetic field and in orange is the harmonic approximation.
Left: a cooper trap. Centre: the mid trap, here the combination between the chip
and under structure magnetic field reduce the harmonicity of the trap. Right: the
final trap, one can see that in the longitudinal direction more of a box kind of a
potential appears.
3.2.3 The cooling process
The cooling to BEC is done using RF evaporative cooling which is well explained in
the literature[28, 66] and sec. 1.2.1. In Fig. 3.4 one can see a series of TOF images of
the cooling process. The initial cloud was trapped in the mid trap and the images
were taken at a fixed TOF for different ‘RF knife’ frequencies. The cooling process
is governed by the formalism given in sec. 1.2.1. It is nice to see the appearance
of perturbations in the longitudinal line density; the origin of these perturbations
are phase gradients in the trapped cloud, which after TOF translate to the density
profile as explained in sec. sec. 3.1.2.
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Figure 3.4: A TOF image of an evaporation process starting at a thermal cloud
and finishing at a BEC. The temperature decrease is governed by the formula
hνRF = ηkBT , where η is given in sec. 1.4. At the top plot the density profile
is shown. The thermal part has Gaussian profile where the condensate has a TF
profile. This BEC was created in the mid trap with aspect ratio λ = 24.5 it is
nice to see the appearance of perturbation in the longitudinal density profile due
to the finite thermal length. These perturbations are due to phase gradients in
the trapped cloud which translate during TOF to the density profile.
3.2.4 The effect of TOF
Anisotropic 3d/1d BEC phase fluctuations in the order parameter destroy the off-
diagonal Long-range order, although so at this atomic density the mean field energy
is enough to prevent strong perturbations in the density profile of the trapped cloud.
In Fig. 3.5 the translation of phase fluctuations into the density profile is shown as
function of TOF [78]. BEC originating from the mid trap has about 4.2×103 atoms
and a typical length of 50µm. Therefore at the value χ = Nasa⊥/a2x ≈ 1.45 we
passed the cross-over point from 3d to 1d (χcross ≈ 3.73), but due to the high 1d line
density we are in the mean field region where the TF approximation is at its limit;
hence the radial movement is not fully frozen (see sec. 3.1.1).
Experimental procedure
In this experiment we checked the translation of phase fluctuations to the density
profile as a function of TOF. First we cooled the atoms to a BEC in themid trap, then
we took a few tens of images for each TOF. From each image we extracted two line
vectors; one is the actual density profile, n (x), and the other is the Thomas-Fermi fit
50
3.2 Experimental realization of 1d system
Figure 3.5: TOF images of BEC generated in the mid trap. On top the TOF of
each image is listed where the longitudinal line density is sporadically shown. In
these images the translation of phase fluctuations into density fluctuations during
TOF for a BEC in the mean field region is visible [78].
profile, n0 (x). These line vectors cross the cloud in its longitudinal direction where
each point is binning of few radial pixels. Since the trap is highly anisotropic during
time of flight the longitudinal size is almost frozen while the radial size expands
rapidly, therefore averaging over n (y) gives us greater accuracy in calculation. In
Fig. 3.6 and Fig. 3.7 one can see the outcome of these line vectors.
Using the formalism given in sec. 3.1.2, we first calculate the chemical potential by
using µ = 1
8
L2xmω
2
x ≈ 1 × 10−30 J = 2π · 1.4 kHz [82], from which we get the fol-
lowing Thomas-Fermi radius: RTF =
√
2µ/mω2⊥ = 510nm. The shape of the zero-
temperature condensate is n1d (ρ, x) = n1d (0) (1− ρ2/R2TF − x2/(Lx/2)2), where us-
ing N =
´
n1d (ρ, x) gives the central 1d line density n1d (0) =
3N
2Lx
= 125 atoms/µm.
Another key feature is the characteristic temperature Tφ = 15 (~ωx)
2N/32µkB =
35nK [82].
The phase profile given in the theory section (3.11) holds for time of flight between
µ/~ω2x ≫ t ≫ µ/~ω2⊥, hence for 430ms ≫ t ≫ 200µs. Averaging the central part
of this profile over many realizations gives the mean squared density fluctuations(
σBEC
n0
)2
= T
λTφ
√
ln(ω⊥t)
π


√√√√1 +
√
1 +
(
~ω2⊥t
µ ln(ω⊥t)
)2
−√2

. The fit function in Fig. 3.7
gives the ratio T/Tφ = 0.13; hence T = 4.6nK. The latter value is very low
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and seems to differ from our experimental conditions; the reason that the standard
deviation equation doesn’t hold might be the low 1d line density.
Having such low line density and low chemical potential (µ = 1.2~ω⊥) can indicate
that we are at the low density limit of the Thomas Fermi mean field region. As
a result, from the following we cannot use this type of calculation on BECs from
the final trap since their line density and chemical potential are even lower. In
the next chapter we introduce a different technique to measure the coherence and
chemical potential of more isotropic BECs where density ripples already appear in
the trapped cloud.
Figure 3.6: The data analysis procedure; the horizontal axis is the pixel number
where the vertical axis is the image number. From each image two atomic density
line vectors were extracted, one for the real density profile and one for the Thomas-
Fermi fit profile. The horizontal direction is along the longitudinal direction of
the cloud, where each point is a bin of a few pixels in the cloud’s radial direction.
Measuring density fluctuations
Measuring fluctuations in the density distribution by means of absorption imaging
[71] is a powerful tool to measure the quantum nature of an atomic sample. Using
this technique effects in the scale of the de Broglie wavelength such as atomic bunch-
ing can be seen in the difference to other methods that incorporate integration of one
of the condensate axes [94, 95]. Quasi-1d gas, i.e., gas in a tight anisotropic confining
potential with temperature below critical temperature, Tc, allows integration over
the radial axis. In this section we measured the translation of phase fluctuations
to density profile during time of flight. The proposed method usually used to mea-
sure during in situ images can be utilized here as a useful tool. A full explanation
about technical aspects of this type of measurement is given in sec. 4.2. In Fig. 3.8
the atom number variance as a function of mean atom number per pixel for three
different times of flight is shown. We can treat the 1ms time of flight image as an
in situ image since in such a short time only very high moment components can
translate to the density profile. Hence in this TOF the variance in density is mainly
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Figure 3.7: Right: Typical density profile of BEC after 3ms TOF for trap aspect
ratio of λ = 24.5. The top plot is the density profile n (x), the middle is the
corresponding fit, n0 (x), and the bottom is their difference squared, δn (x)
2 =
(n (x)− n0 (x))2. Left: The measured standard deviation,
(
σBEC
n0
)2
, as a function
of time of flight. The dashed line represents the fit function with T/Tφ = 0.13.
The two circulated points were not taken into consideration while fitting since the
cloud temperature was significantly different.
due to density ripples in the in situ profile. The non-linear increase in the variance
(see inset) can show a bosonic bunching behavior that is common for 1d Bose gas.
For a 1d cloud in the mean field region we can take the maximal value of density as
the center of the cloud; hence we can substitute the maximal variance per TOF in
(3.12) to find the cloud temperature. Since we found that the approximation does
not hold for our data we cannot use it. A theoretical analysis for the fluctuations
in the density distribution as a function of atomic density during time of flight can
be done in order to investigate the role of phase fluctuations in reduction of the
long-range order in such highly anisotropic Bose-Einstein condensations.
3.3 Summary
In this chapter we have reviewed the theory behind 1d quasi-condensates from both
the Bogoliubov framework and the complimentary Luttinger liquid approach. We
have shown the experimental path between 3d and 1d elongated condensates and
the spacial footprints that complements low dimensionality as a function of both
temperature (sec. 3.2.3), and time of flight (sec. 3.2.4). Later we investigated the
effect of time of flight on the density profile using two approaches; the first used the
standard deviation in atom number at the peak density as a function of TOF (see
Fig. 3.7). The second type of measurement was used to find the variance in atom
number as a function of the mean atom number per pixel for different TOF (see
Fig. 3.8). The latter is a unique way that has usually been used for in situ images
[71]; we adapted it to our needs.
In Fig. 3.8 the transition of phase fluctuation to density ripples is highly visible where
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Figure 3.8: Atom number variance as a function of mean atom number per pixel.
The variance is defined as δN2i (x) =
[
Ni (x)− αiN¯ (x)
]2
, see sec. 4.2.1. Open
circle corresponds to 1ms time of flight for which fluctuations are given by the
trapped cloud density profile. Dots and stars present 3ms and 18ms time of
flight, respectively. The increase in the variance as a function of TOF is due to
translation of phase fluctuations to the density profile. The inset shows the 1ms
time of flight at different scalings.
the variance for each of the mean densities increases as the flight time increases. A
further theoretical analysis can be done on this interesting measurement that di-
rectly shows the translation of phase gradients to the density profile for cigar-shaped
Thomas-Fermi condensates. The theory and measurements can also go beyond to
tighten anisotropic geometries where the mean field energy is low enough that den-
sity ripples already appear in the trapped condensate. There the density ripples in
the time of flight images will be a combination of phase and density gradients.
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4 Density fluctuations in a quasi-1d
BEC
In this chapter we explore the quantum behavior of a bosonic sample in an extremely
anisotropic trap. We utilize different quantum features such as the variance in mean
atom number as a function of temperature and density to learn about the interaction
strength and bunching effect. To do so we investigate different imaging techniques,
review the literature, and present experimental results.
4.1 Experimental parameters
In a classical gas the amount of fluctuation in atom number inside a small volume
will be the square root of the atom number in that volume. We call these fluctuations
“shot noise”. Photons, on the other hand, are different since “photon bunching” as
seen by Hanbury Brown, and Twiss [96, 97] is part of their quantum nature and
can increase the fluctuations. Non-condensed Bose gas also has bunching behavior,
which increases the fluctuations above shot noise level. In 2005 Fölling et al. ob-
served spatial correlations in a Mott insulator phase of a rubidium Bose gas as it
is released from an optical lattice trap [95], where Öttl et al. measured the g(2) (τ)
correlation function of an “atom laser” originated from a weakly interacting Bose
Einstein condensate of 87Rb atoms [98] both can be interpreted in terms of HBT
effect.
Density fluctuations can be measured by means of absorption imaging; in such a
method we integrate one of the clouds axis while imaging. Such integration masks
the bunching effect since their correlation length is in the order of the de Broglie
wavelength. But in highly isotropic traps for gas at or below zero point energy
such integration is not needed. In addition, condensation reduces the bunching
effect but 1d Bose gas doesn’t condense and therefore bunching effects are enhanced.
It was seen that once the 1d line density is smaller than a critical point nT =[
m (kBT )
2 /~2g1d
]1/3
density fluctuations are suppressed by a factor of (n/nT )
3/2
[71].
In our experiment we produced a highly anisotropic trap with an aspect ratio of
λ ≈ 132; in such a trap bunching behavior won’t appear in a thermal atomic sample
(kBT ≈ 10~ω⊥) . But as temperature reduces to the order of the radial trapping
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energy there is an excess in the atom number variance compared to shot noise; this
excess is due to the bosonic nature of the atoms. Using means of local density
approximation the atom number fluctuations in the cloud’s longitudinal direction
are [99, 71]
〈n(x)n(x′)〉 − 〈n(x)〉2 = 〈n(x)〉 δ(x− x′)︸ ︷︷ ︸
shot noise
+
1
λ2dB
∞∑
i=1
∞∑
j=1
eβµ(i+j)√
ij
e−π(x−x
′)2( 1
i
+ 1
j
)/λ2dB
[1− e−β~ω⊥(i+j)]2︸ ︷︷ ︸
bunching
(4.1)
where β = 1/ (kBT ) and 〈· · · 〉 denotes an average. The first term on the right side of
the equation is due to shot noise, and the second to bunching. For the case of a non-
degenerate gas (n1dλdB ≪ 1) we can replace the Bose-Einstein occupation numbers
by their Maxwell-Boltzmann approximation so only the term i = j = 1 remains
and the bunching term reduces to 〈n(z)〉2 exp(−2π(z − z′)2/λ2dB) tanh2(β~ω⊥/2).
The exponent donates the Gaussian decay of correlation where the tanh is due to
the integration over the transverse states [71]. In our experiment we have limited
resolution and therefore we should integrate the latter over the pixel size, ∆, which
gives rise to
〈N2〉 − 〈N〉2 = 〈N〉+ 〈N〉2 λdB√
2∆
tanh2(β~ω⊥/2). (4.2)
The integration on the exponent raises the prefactor
λdBErf
[√
2pi∆
λdB
]
√
2
≈
λdB√
2∆
for any
∆ ≥ λdB. The ratio is the inverse of the number of elementary phase space cells
occupied by N atoms. In our experiment n1d (0)λdB ≫ 1; therefore we cannot use
the Maxwell-Boltzmann approximation and higher i, j terms in (4.2) need to be
taken into account.
4.1.1 Chemical potential
The chemical potential of a quasi-condensate can be calculated by the thermody-
namic approach, which gives the approximate value
µ (n) = ~ω⊥
√
1 + 4asn, (4.3)
where n = N/∆ is the pixel atomic density. Taking into account that the density fol-
lows thermal trapped Bose gas, using means of so-called local density approximation
the chemical potential reads µ (x) = µ0 −mω2Lx2/2 [100].
4.1.2 Temperature
The temperature of a 1d quasi condensate is hard to find with usual means. During
time of flight the transverse direction expands quickly as a function of the trap
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Figure 4.1: Noise measurement with pulsed laser beam. Half the variance of the
difference vs. mean value in gray levels. The axes are in log-log scale and the fit
line is linear. The fit function gives the conversion coefficient from gray levels to
photo-electrons number.
confining potential, while the longitudinal direction changes its size very slowly due
to the low temperature. A good way to measure the approximate temperature is
by fitting the wings of the longitudinal in situ profile to an ideal Bose gas profile,
or in warmer clouds to use Boltzmann fit function for the thermal part. In the
following experiment the cloud was quite warm and the normal Popov method [101]
wouldn’t fit well so we used Boltzmann fit function for the thermal part, which gave
temperature of kBT = (3− 4)× ~ω⊥ (for the cold cloud in Fig. 4.5).
4.1.3 Camera calibration
In chapter 2 sec. 2.4 we have shown how to convert from gray-index to photons and
how to find the conversion between photo-electrons to gray index. In the BGU setup
the conversion between photons to gray index was done previously. In Fig. 4.1 we
checked the linearity of the camera using the same means explained in sec. 2.4. The
Image Source DMK 21BU04 we use in Nottingham and the Prosilica GC2450 used
in BGU show linear behavior with increase in light intensity as they should.
4.1.4 Cloud height
The height of the cloud can be easily measured by means of Grazing Incidence
Imaging. As explained in chapter 2. Once the atomic cloud is in close proximity
to the chip a reflection is seen. We can find the exact z position of the cloud and
its reflection by using dual fit function [65]. The distance between the center of the
two clouds shows the height from the chip by h = d
2 cos θ
, where d is the distance and
θ = 1.5◦ (see Fig. 4.2).
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Figure 4.2: Measuring the distance, h, between the chip and the atomic cloud using
Grazing Incidence Imaging technique
(
h = d
2 cos θ
)
.
4.1.5 Trap frequency
The trapping frequency is easily measured by the standard technique. We give a
little magnetic kick to the cloud in the z direction and release it after different hold
times. We measured the cloud position as a function of trap hold time using A fixed
time of flight. The frequency of the oscillations in position represent the trapping
frequency (see Fig. 4.3).
Figure 4.3: Vertical position of the cloud vs. trap hold time after a magnetic kick.
The position was measured at fixed times of flight and the oscillation frequency
gives the trapping frequency.
4.2 In situ Density Fluctuations
In this section we explain the experimental procedure we used to measure density
fluctuations of the trapped condensate.
4.2.1 Finding the variance
Density fluctuations need to be measured while the cloud is trapped or after a
very short release time. The measurements are conducted in a highly anisotropic
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magnetic trap created by a combination of atom chips and an IP copper trap, as
explained in sec. 3.2.2. Using evaporative cooling we obtained cold samples at a
temperature of about (3− 4)× ~ω⊥/kB with an atom number of 4.5× 103. In situ
absorption images were taken with pulse duration of 100µs and intensity of one-
tenth of the saturation intensity. The effective camera pixel size is 2.3× 2.3µm2 in
the object plane. The camera was calibrated as explained in chapter 2 to match its
gray-index to the real photon number.
The photon number in the absorption and flat-field images were called Nph1,2 (x, z), re-
spectively. The atom number was given by the absorption per pixel
(
ln
(
Nph2 /N
ph
1
))
and was summed over the radial direction z
N (x) =
∑
z
ln
[
Nph2 (x, z) /N
ph
1 (x, z)
]
∆2/σe, (4.4)
where σe is the effective cross-section. Since the sample is optically thick and smaller
than pixel height, the light that reaches the CCD is mostly light that bypassed the
cloud. Therefore the measurement is not accurate in atom number. There are two
techniques to overcome this problem; the first is to shine a long duration imaging
pulse so the cloud expands due to thermal heating [71], the second is to release
the cloud and let it expand in the radial direction for a few fractions of a ms. We
chose the latter while releasing the cloud for 700µs before taking the image; in this
short time there is almost no change in the longitudinal density profile where the
transverse expands as a function of trapping frequency. In addition to that, we
corrected the atom number using the effective cross-section, σe, by comparing the
averaged atom number in in situ and TOF images.
To measure the density fluctuations we followed Esteve et al. [71]; first we took
a few hundreds of images (typically 300) at the same experimental conditions. To
avoid long-term drifts from time to time we took a series of TOF images and aligned
the system to overcome long term drifts of the trap bottom. Measurements were
taken only when the system was very stable and only minor changes were needed,
if any. To extract the variance we formed the quantity
δN (x)2 =
[
N (x)− αN¯ (x)
]2
, (4.5)
where N¯ is the mean atom number per pixel and α =
∑
x
N(x)
N¯(x)
is a normalization
factor. Since we are only interested in the atomic fluctuations, for each variance
we reduced the photon shot noise by subtracting
∑
z
[
1/Nph1 + 1/N
ph
2
]
(∆2/σe)
2. We
could use the presented approximate quantity for the light shot noise and atom
number since imaging light intensity was much below saturation level. Later we
have rearranged the data so the x axis would be the mean atom number and the y
axis was set to be the mean variance (see Fig. 4.4).
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Figure 4.4: Setting the atom number variance as a function of the mean atom
number per pixel. Left: Atom number as a function of pixel number. The blue
dots represent the mean atom number N¯ (x) and the red dots represent a single
shot
(
N¯ (x) + δN (x)
)
. Right: Atom number variance as a function of the mean
atom number. The x axis is N¯ (x) (the values of the blue Gaussian), where the
y axis is the variance δN2
(
N¯
)
. Each N¯ value has two distinct variances (see the
the red dots in the left figure) therefore there are two black lines one for the left
side of the Gaussian and one for the right.
4.2.2 Thermal fluctuations
The density profile of a “hot” atomic sample behaves as an ideal Bose gas where
bunching gives negligible contribution to 〈δN2〉 (see 4.1). In a “hot” sample the
atomic shot-noise fluctuations are observable and the variance increases linearly with
mean atom number. In Fig. 4.5 two data sets shown, the thermal data (kBT ≃ 10× ~ω⊥)
is linearly fitted where the slope k = 0.19 and not 1 as expected. The reason is quite
obvious. When the pixel size is not bigger than the resolution of the imaging sys-
tem, each atom can spread over a few pixels; this spread causes a reeducation of
the slope. When the pixel size is small enough and the optical thickness is low the
slope can be simply approximated by k ≃ ∆/ (2√πδ), where δ is the RMS width of
the optical response, which is supposed to be Gaussian [71]. From the fit function
we deduced δ = 3.4µm, which is in good agreement with our in situ cloud images
where the radial direction, which is physically smaller than a micron spreads over
3 horizontal pixels (∆ = 2.3µm/pixel). Fig. 4.5 shows in a dot dashed line a value
calculated from (4.2) (after applying the correct optical response per factor [71]).
In our experiment the minimal n0λdB ≈ 19, although the gas is highly degenerate.
Therefore replacing the Bose-Einstein occupation number (i, j) by i = j = 1 as
done in the Maxwell-Boltzmann approximation shouldn’t be valid and higher terms
in the sum need to be taken into account.
The atomic variance of the “cold” sample in Fig. 4.5 is higher than that of the
thermal one, this is due to bosonic bunching as shown in (4.1); to fully fit this line
one must integrate the equation over the transverse states while using the density-
dependent chemical potential from (4.3). At high density (not shown in Fig. 4.5) the
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measured fluctuations reduce compared to an ideal gas case since the sample enters
the Thomas-Fermi region where the inter-atomic interaction increases and density
fluctuations decrease.
Figure 4.5: Atom number variance as a function of mean atom
number per pixel. Open circles correspond to a “hot” sample
(kBT ≃ 10× ~ω⊥, ω⊥ = 2π × 1190Hz), for which fluctuations are given by
the atomic shot-noise. The plus (+) corresponds to clouds at a temperature of
kBT ≃ 4 × ~ω⊥. The “cold” sample has excess fluctuations above shot noise
due to bosonic bunching. The dot-dashed black line is the Maxwell-Boltzmann
approximation using the measured temperature and trap parameters (see 4.2),
while the linear line is the shot noise fit. The inset shows the mean atomic cloud
density profile in blue; the Boltzmann fit function of the thermal part is in red.
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5 Interaction Quenches in
One-Dimensional Bose Gas
The coherence of one-dimensional quasi-condensate has algebraic decay along the
long axis when the gas temperature is zero as a result of vacuum fluctuations, where
in the case of temperatures higher than zero the gas will exhibit exponential decay
in coherence. Both algebraic and thermal decay depend on the Luttinger parameter,
i.e., the interaction strength of the system. What happens to the long-range correla-
tions when the interaction strength of a system changes abruptly in a quench is still
an open question. In such case the system needs to adapt to its new Luttinger pa-
rameter; the current approach suggests that the system will reach quasi-stationary
state after some prethermalization time [16, 17, 18, 19, 20, 21].
The idea behind prethermalization is that a quantum or classical many body system,
after much shorter time than equilibration time, dephases to some quasi-steady
state from which the system thermalize to an equilibrium state. Although from
earlier experiments it was seen that an integrable one-dimensional system tends
not to thermalize over long timescales [23], abrupt changes in interaction strength
drive the system to a ‘thermalized’ state via prethermalization. This phenomenon
was seen by the dynamics of a split condensate by Gring et al. [21] and can be
explained in the context of Ramsey interferometer as done by Kitagawa et al. [19].
In the case of Ramsey dynamics, slow equilibration is expected since the system
consists of uncoupled low energy harmonic oscillators. In the condensate split case
the interference contrast, given by the interference pattern of both clouds after a
short flight time, can describe the physics of the dynamic of the split condensate.
The temperature of a cloud with T > 0 is given by the thermal phase fluctuations
where the energy distribution is given by the equipartition therm, and for which
each momenta mode contains equal energy kBT . When the split is sufficiently
fast the energy contained in each momenta mode is independent, since the density
difference along the condensate longitudinal axis is uncorrelated behind a distance
given by “the spin healing length” [19]. Just after the split the two condensates
are very much alike and the interference contrast is high, but after a long time
the interference contrast becomes indistinguishable from a thermal condensate at a
temperature that equals the splitting energy kBTeff = Esplit. The time evolution of
the local relative phase φˆs (x) = φˆleft (x)− φˆright (x) per point of the two condensates
was examined by an integrable Tomonaga-Luttinger liquid formalism [102, 103]. It
could be described in Fourier space as a set of uncoupled oscillators, or sound waves,
with collective mode k that changes the density and phase profile of the condensate
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in a sinusoidal fashion. Fast splitting equipartition distributes the energy between
the k modes and the initial state begins to evolve. The different periods of time of
each mode leads to dephasing and randomization of the relative phase.
5.1 Luttinger liquid theory
The ‘Luttinger liquids theory’ (LL) started as the harmonic liquid approach as
formulated mainly by Haldane [104, 105]. LL is actually an alternative approach
to approximating 1d harmonic fluids. The strength of this theory comes from three
aspects, first it can be generalized to a unified treatment to Bosons and Fermions
in 1d just by using a different structure in the correlation function. Second it is not
a mean field theory, and therefore does not break any symmetry. Third it can deal
simultaneously with weakly and strongly interaction systems, since the low-energy
physics is parameterized by three phenomenological parameters (the particle density
and two stiffness parameters). Although there is strength in this approach, it has
a few inherent limitations. First since there is a built-in cut-off for high-energy
structures it is impossible to describe any high-energy structures or any model-
specific (i.e., non-universal) features [103]. Second when the interactions are strong
it is difficult to map phenomenological parameters to microscopic ones; in such a
case one should use the full derivation given by Bethe ansatz to map them.
5.1.1 The harmonic-fluid approach
In this section we will follow the work of Haldane and Cazalilla [104, 103] and learn
the operator language of LL. The idea behind LL is to transform a 1d system of real
particles to a set of coupled harmonic oscillators. The quanta of these oscillators
refer to low energy phase and density fluctuations of the system.
The harmonic-fluid approach assumes a finite system at size L and mostly uses
second quantization. This means that there is a Bosonic field operator that obeys[
Ψ(x) ,Ψ† (x′)
]
= δ (x− x′) , and commutes otherwise. Therefore n (x) = Ψ† (x)Ψ (x)
is the density operator, where n0 is the ground state density. We first split the den-
sity into ns and nf , which refer to the ‘slow’ (long) and ‘fast’ (short) wavelengths,
respectively, while we set a cut-off frequency such that the chemical potential would
differentiate the two (hνcut = µ). It is convenient to introduce the operator Π (x),
defined by ns (x) = n0 + Π(x). We also introduce an auxiliary field operator Θ (x)
with the following relation to density
1
π
∂xΘ(x) = n0 +Π(x) , (5.1)
where after integrating over x one gets Θ (L)−Θ(0) = πN . Now the Bosonic field
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operator can be written as
Ψ† (x) =
√
n (x) exp (−iφ (x)) ∼ [n0 +Π(x)]1/2
+∞∑
m=−∞
e2miΘ(x)e−iφ(x), (5.2)
where the sign ∼ represents a pre-factor in the field that is set by the cut-off point.
Using the field operator and (1.25) the low-energy effective Hamiltonian reads [103]
Heff =
vs
2
ˆ L
0
dx

 π
K
Π2 (x) +
K
π
(
∂
∂x
φ (x)
)2 , (5.3)
where vs is the phase velocity of the low-energy excitations (sound waves), and K is
the “Luttinger parameter”, which is related to the strength of quantum fluctuations.
This is a very strong approach since one can define many different systems using
these two parameters.
5.1.2 Luttinger liquid of delta-interacting bosons
In this section we model Bosons with zero-range interacting potential such as s-wave
scattering.
The parameters K and vs need to be set as functions of interaction, γ. For low
interaction, γ ≪ 1, the parameters would be equal to
vs = vF
√
γ
π
(
1−
√
γ
2π
)1/2
,
K = π√
γ
(
1−
√
γ
2π
)−1/2
,
(5.4)
and for high interactions, γ ≫ 1,
vs = vF
(
1− 4
γ
)
,
K = π√
γ
(
1 + 4
γ
)
,
(5.5)
where vF = ~πn0/m is the Fermi velocity. A crucial point relates to the scaling
of the system due to the cut-off in wavelength the system minimal length is the
healing length, so for the Tonks-Girardeau gas a minimal cloud length would be
Lmin = 1/n0
√
γ.
The long range coherence can be obtained from the off-diagonal correlation in the
system simply by using the Hamiltonian and field operator (5.2 and 3.13) such that
for T = 0 the result is [103]
〈
Ψ† (x)Ψ (0)
〉
∼ n0
(
ξ
|x|
)1/2K
, (5.6)
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where ξ = ~/
√
mµ is the healing length. At finite temperature T , higher energy
modes are accessible and the equation reads
〈
Ψ† (x)Ψ (0)
〉
T
= −K
2
(
π/LT
sinh (πx/LT )
)2
. (5.7)
In most experiments the cloud length is much longer than the thermal length
(L≫ LT ); in such case the long distance correlation function can be reduced to
〈
Ψ† (x)Ψ (0)
〉
T
∼ −
(
2Kπ2
L2T
)
exp (−2πx/LT ) , (5.8)
where the thermal length is LT =
~vs
kBT
= ~
2
mξkBT
.
5.2 Theoretical background of the experiments1
The basic idea behind our experiment is to implement a quench in a gas of 87Rb 1d
quasi-condensate with temperature of kBT . ~ω⊥ and atomic line density n1d < 12as .
After the quench the gas is left to equilibrate and is measured at different relaxation
times.
The interaction quench is introduced by a sudden change of the transverse fre-
quency ω⊥i → ω⊥f corresponding to equal relative change in the coupling constant
(g1d = 2~ω⊥as ∝ ω⊥) gi → gf . In order to avoid transverse excitations the quench
should be slower than 1/ω⊥ but faster than all other timescales. So the change will
be adiabatic compared to the transverse frequency, ω⊥, but sudden for the longitu-
dinal frequency, ωq. The experimental observation of interest is the mean variation
in atom number as a function of the mean atom number per pixel using in situ
absorption imaging (as explained in sec. 4.2).
The excess of fluctuations compared to the shot-noise level of uncorrelated atoms is a
function of atomic bunching of ideal Bose gas and hence is a function of temperature
and trap parameters (see 4.1). Therefore change in the radial frequency would
change the variance; an effective temperature that is time dependent will be our
new variable, which directly relates to prethermalization.
5.2.1 Theory for T = 0
The Luttinger liquid theory for an ideal Bose gas at T = 0 is explained in sec. 5.1. As
stated, the ground state correlation function decays algebraically
〈
Ψ† (x)Ψ (0)
〉
∼
n0
(
ξ
x
)1/2K
. In the case of sudden quench the interaction strength changes gi → gf .
1This theory part is based on collaboration with Ehud Altman and Susanne Pielawa from Weiz-
mann Institute.
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Right after the quench each Luttinger mode will be in a squeezed state of the new
Hamiltonian (3.13), with squeezing parameter
r = artanh

1−
√
gi/gf
1 +
√
gi/gf

 . (5.9)
It is important to mention that the squeezing parameter does not depend on mo-
mentum q, and so the quench pushes the same “number” of excitations into each
mode. This is different from the split condensate case presented before since there
the number of excitations per mode follows the equipartition function as in thermal
distribution.
We will look now at two-point correlation function oscillations in time at a momen-
tum q. The function showing the noise of the quadratures (between having reduced
uncertainty and having large uncertainty), each with its own frequency
〈ϕqϕ−q (t)〉 = π2 |q|Kf
[
e2r sin2 (vsqt) + e
−2r cos2 (vsqt)
]
, (5.10)
where we can define the phase velocity as vs =
√
n1dg1d
m
and the Luttinger parameter
as K = π~
√
n1d
mg1d
[106]. It is possible to get the form of the correlation functions
analytically as a function of time, see [107], and one sees that for a finite system it
oscillates in time, i.e., there should be revivals.
To describe the transient state after a long enough time scale so the system dephases,
we can average over the sine and cosine so that
〈ϕqϕ−q (t)〉 → π2 |q|Kf cosh (2r) =
π
2 |q|Kf
(gi + gf )
2
√
gigf
(5.11)
and the correlation will decay with a new exponent
〈
ψˆ† (x) ψˆ (0)
〉
= n0
(
ξ
|x|
) 1
2Kf
cosh(2r)
= n0
(
ξ
|x|
) 1
2Keff
. (5.12)
The effective Luttinger parameter and effective interaction can now be defined in
the sense that the two-point correlation function after dephasing will look to be the
ground state correlation function of a Bose gas with these parameters:
Keff = Kf
2
√
gigf
gi+gf
geff =
gi
4
(
1 + gf
gi
)2
= gf
4
(√
gi
gf
+
√
gf
gi
)2
.
(5.13)
This dephased ground state can be called a prethermalized state with typical dephas-
ing time of τpre = L/c, where L is the condensate length and c =
√
2~ω⊥n1das/m
is the speed of sound. The system in this prethermalized state has excess energy
that still needs to be distributed, the way and timescale in which this energy is
distributed is still an open question. Where these time scales are expected to be
much longer [19].
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5.2.2 Finite temperature
Our experiment is performed at a minimal finite temperature that is still T >
0. As explained, algebraic decay is generated by vacuum fluctuations of the zero
temperature condensate but at higher temperatures; exponential decay dominates
at sufficiently long scales. The correlation decay function according to Imambekov
et. al. is [108]
g1 (x, 0) =
〈
ψˆ† (x) ψˆ (0)
〉
n1d
= exp
(
− 1
2K
π
x
ξ
kBT
µ
)
, (5.14)
as long as x ≫ ξ µ
kBT
. If kBT > µ we can define the thermal length as LT =
2Kξµ
πkBT
,
which is linearly dependent on K. Some thermalization time after the quench the
excitations introduced by the quench will reduce the decay length according to the
effective Luttinger parameter. It is still an open question if the decay length now
will be governed by the same Keff as in the T = 0 case, or that at finite temperature
other processes become dominant.
5.3 Experimental results
In this section we present the partial experimental results we accumulated. An
atomic cloud of 87Rb atoms in the |F = 2, mF = 2〉 state was trapped in a highly
anisotropic magnetic trap (λ = 132) using a combination of the atom chip and under-
structure wires, the first for the radial confinement, the second for the longitudinal
one (as explained in sec. 3.2). We could tune the transverse frequency between 1
and 1.5 kHz while keeping the longitudinal frequency at a value of about 9Hz. We
cooled the sample using evaporative cooling in the final trap and let it relax for 15ms
reaching temperatures as cold as 3.2~ω⊥/kB and atom number of 4.5 × 103 atoms.
The cloud length was about 300µm and had a transverse length before release of
about 300nm; after 1ms the cloud reaches a radial size of about 2.5µm, which is
about the effective pixel size. At this radial cloud width the light wont bypass the
cloud in the transverse direction while imaging. To apply the quench a current of
1.5A was pushed through the chip wire holding the cloud at a distance of 105µm
from the chip. Without changing any other parameter we reduced the current in
the chip wire to 0.8A within 5ms such that the change is adiabatic compared to the
transverse frequency, but sudden for the longitudinal one. In Tab. 5.1 the trap an
cloud values are presented where one can see the change in the traps aspect ratio,
λ, and distance from the chip, h, during the quench. While in Fig. 5.1 there is a
simulation of the change in the trap.
We measured the change in the atomic variance as a function of time before and
after the quench. After reaching BEC in the final trap we let the atomic sample
equilibrate for 15ms; data were taken at this point (see Fig. 5.2). We quenched the
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Trap ω⊥ ωL N¯ Lx λ h
Final 2π · 1190Hz 2π · (9) Hz 4.5 k 300µm 132 105µm
Quench 2π · 1380Hz 2π · (9) Hz 4.5 k 300µm 153 29µm
Table 5.1: Measured (theoretical) trapping frequencies and atom numbers for the
two magnetic traps. Lx represents the typical full longitudinal length, λ =
ω⊥
ωx
is
the aspect ratio, and h is the cloud’s distance from the chip.
Figure 5.1: A simulation of the magnetic field before and after the quench. Point
z=0 represents the chip where x=0 is the center of the under structure IP z trap.
In red is the total magnetic field and in orange is the harmonic approximation.
Left: the “final” trap. Right: the “quench” trap. The change was done at a rate of
200Hz (5ms), which is adiabatic compared to the transverse trapping frequency
and abrupt for the longitudinal one.
trap as previously explained and took two sets of data at 2ms and 5ms dark times
after the quench is complete. The data in Fig. 5.2 was taken using in situ images
(tTOF = 0) with imaging pulse duration of 100µs. It is interesting to see that shortly
after the quench the variance reduced just slightly, where for longer time one can see
a real reduction of the variance. This phenomenon can point to the fact that shortly
after an abrupt change in interaction (gf/gi = 1.16) there is almost no change in the
variance since the system hasn’t thermalized in an observable way, where after 5ms
dark time the large decrease probably was due to per-thermalization processes.
In Fig. 5.4 we used a different type of measurement. Here we released the cloud from
the trap and let it freely evolve for 1ms; during this short time of flight the radial
size of the cloud increased such that the resolution would fit the actual cloud size.
As previously explained, in such short time scales the longitudinal density profile
almost does not change. In this figure we present three data sets. The bottom
one is the thermal reference (◦), which is linear where the red and black (△ and
♦) present 0ms and 5ms dark time after the quench is complete, respectively. We
know from the previous profile that shortly after the quench the variance does not
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Figure 5.2: Atom number variance as a function of mean atom number per pixel
at three different times. The first data set (·) is for the final trap after 15ms dark
time. We then quickly shifted the cloud to the quench trap and a data set was
taken after 2ms dark time (⋆). The third data set (♦) was taken with a hold time
of 5ms both after the quench is complete. One can see that there is almost no
change in the atomic variance right after the quench, but as function of time the
variance decreases. The inset shows the cloud temperature before quenching.
change. Here, since the resolution is better, we can see that for high density the
red curve (△) starts to flatten out. This is due to an increase in mean field energy
that reduces bunching. Since the sample can be treated as nearly integrable system
a per-thermalization plateau will appear where the system relax to a non-thermal
steady state [109].
Figure 5.3: A mean Fourier transform of the in situ density profile investigated
in Fig. 5.2. a. shows the final trap. b. shows the final trap (dashed) and quench
trap after 2ms dark time (dot). c. shows the quench trap after 2ms and 5ms
dark time (dot and dot dash, respectively).
In Fig. 5.3 a Fourier transform of the in situ density profile from Fig. 5.2 is presented.
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The transformation was done as follows, each cloud image was converted to a single
vector for which we binned the transverse direction, from which we have calculated
the variance as exsplained in sec. 4.2.1. Then we transformed the variance using FFT
function in matlab, the conversion between wavelength to frequency was found using
the correct speed of sound
(
c =
√
2~ω⊥n1das/m i.e. using the right value of ω⊥).
For each dark time we have transformed a large number of images, these transformed
vectors were averaged to a single mean vector, 〈FT [δN (x)]〉. Later each of these
mean vectors was normalized by its area, 〈FT [δN (x)]〉 / ´ 〈FT [δN (x)]〉 dx.
The minimal frequency is about 5Hz, which is 1
2
ν‖ as it should be. At plot (a) the
final trap FT is shown on a log scale with frequencies of 5 − 100Hz. The main
contribution is of modes up to 3× ~ω‖, where higher modes carry almost no energy.
Once the quench is applied three changes happen. First, the interaction strength
increases, second excess energy is added to the system, and third the speed of sound
changes. In plot (b) a shift in frequency domain is visible, although the variance
in Fig. 5.2 stayed constant. This shows the excess energy given to modes of the
system. If we compare the change as a function of dark time after the quench is
complete, in plot (c) the shift of the peaks is very clear. We attribute this change
to the decoherence process of the different modes as also seen in the variance.
We still don’t know the mechanism that governs this thermalization process due to
lack of experimental data. Although we believe that as many different processes
in nature where the equilibrium point changes, here excess energy adds to the sys-
tem along with change in the interaction parameter. The system might reach its
new equilibrium state as a damped harmonic oscillator. The quench gives excess
energy to all reachable modes (up to a cutoff), as explained in sec. 5.2, where these
uncoupled modes now need to dephase. As part of their dephasing process such
damped harmonic oscillator behavior might be seen in the value of 〈δN2 (〈N〉 , t)〉
as a function of dark time [110].
5.4 Experimental outlook
In this chapter we investigated the theoretical and experimental aspects of interac-
tion quench on a quasi-condensate. The system of interest was a highly anisotropic
atomic cloud with temperature as cold as kBT = 3~ω⊥ . The measurements were
part of a joint project with Ron Folman’s atom chip lab in BGU. Unfortunately,
the project had to be paused before gathering the full experimental spectrum and
later could not be continued before replacing the chip, due to a technical problem
in the atom chip setup. Therefore a full experimental analysis could not be done,
although we have a good understanding that needs to be proven theoretically or
experimentally on the expected behavior of such systems followed by interaction
quench.
We believe that there are many different processes in nature where the equilibrium
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Figure 5.4: A plot similar to Fig. 4.5. Here we present the atomic variance at two
different dark times after the quench is complete with a thermal reference. The
images were taken after a short time of flight of 1ms. The inset shows the cloud
temperature before quenching.
point changes as a result of excess energy that is added to the system along with
change in the interaction parameter. The system will find its new equilibrium state
as a damped harmonic oscillator. The quench gives excess energy to all reachable
modes (up to a cutoff) as explained in sec. 5.2, where these uncoupled modes now
need to dephase. As part of their dephasing process such damped harmonic oscillator
behavior might be seen [110]. Therefore with sufficient experimental data the evolu-
tion of the system following quench in the interaction strength parameter would be
able to be observed. We believe that following an interaction quench oscillations in
the in the density of the gas will occur, these oscillations will persist until the system
will reach a new steady state value. This behavior can be seen by the atomic vari-
ance which in such case should change its value as given by the well-known damped
harmonic oscillators equation
d2〈δN2(N,t)〉
dt2
+ 2ζω0
d〈δN2(N,t)〉
dt
+ ω20 〈δN2 (N, t)〉 = 0,
where ω0 is the undamped angular frequency of the oscillator and ζ is the dumping
ratio. The value of ζ will play a critical role here, since for any ζ > 1 the system
will be overdamped and will decay to its new value exponentially, where for ζ < 1
the system will oscillate to its new position. Further experimental and theoretical
effort needs to be done to reach a final conclusion.
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6 Zippers and Quantum Mechanics:
A proposal for measuring the
dynamical Casimir effect
Time-dependent manipulations of Bose-Einstein condensation is a new and evolving
field. New technological methods allow the creation of local manipulation at a
smaller scale than the condensate length by precise and local means as extremely
focused laser beams [111], atom chips [26], and rf splitting [29, 84]. In this chapter
we present a new atom chip design that can create local time-dependent rf split of
an elongated atomic cloud along its quantization axis. The interference picture of
such unique split condensate after some time of flight can grant us the opportunity
to investigate effects that are unique for quantum mechanics, such as the dynamical
Casimir effect [112], Hawking radiation [113], and vacuum energy.
A surprising outcome of quantum field theory is that the vacuum space is not empty,
but a field with couples of correlated virtual particles and anti-particles flitting in and
out of existence. These quantum fluctuations seem to have a cross-effect on many
other fields such as the Lamb shift [114] of the atomic spectra, or modification to
the magnetic moment of the electron [115]. A more direct theory was presented
about 40 years ago by Moore [116], where he suggested that a conductive mirror
undergoing a relativistic motion can excite the vacuum and convert virtual photons
into real ones. Later this effect was called Dynamical Casimir Effect (DCE).
In 1984 Casimir suggested that a pair of mirrors or conductive plates can measure
vacuum fluctuations [112]. Casimir predicted that two parallel conducting metal
plates in a vacuum will experience attractive force. The reason is that in a vacuum
the sum of virtual ground state modes is almost infinite Evacuum =
∑ 1
2
~ωv, where
placing a pair of parallel plates creates boundary conditions that allow only ωplates =
2πc
L
(
n+ 1
2
)
modes to exist in-between, where L is the distance between the plates
and c is the speed of light. The vacuum radiation pressure between the plates is
lower than the pressure outside, generating a force (although it can be also explained
by means of Van der Waals force). This force is called the static Casimir effect
and is due to a mismatch of vacuum modes in space. On the other hand, the
dynamical Casimir effect is a mismatch of vacuum modes in time, since the plate
by its movement changes the spatial mode structure of the vacuum. In order that
the movement will create a non-adiabatic change in the Vacuum, v/c should be
non-negligible, otherwise the EM field can smoothly adapt to the new boundary
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condition. A simplified way to understand the DCE is by treating the two conductive
plates as having zero sum charged particles, which enforce the boundary condition
by a screening effect of the external EM field. If the plates oscillate in an EM field
the screening current will emit EM radiation, similar to an antenna. Classically, if
the external EM field will be taken to zero the radiation dumping will also reduce
to zero, but since there are vacuum fluctuations the plates will continue to emit real
photons as a response to the vacuum modes.
Creating such an experiment is not feasible as seen by Braggio et al. [117], who
calculated that for a microwave antenna that moves at a frequency of 2GHz and
with a displacement of 1nm (gives v/c ratio of 10−7), the emission rate will be
approximately one photon per day. Another problem he saw was that the device
needs to be cooled to a temperature as cold as 20mK, where the mechanical energy
needed for the system is 100MW. Other projects have been suggested such as
nano mechanical resonators or surface acoustic waves [118, 119, 120, 121, 122, 123,
124, 125, 126]. A successful experiment was done in 2010 by Wilson et al. [127]
where they used a SQUID device to modulate the electrical properties of a cavity.
The SQUID acts as a parametric inductor whose value can be tuned by applying a
magnetic flux through the SQUID loop.
In this proposal we suggest a method to investigate the dynamical Casimir effect,
Hawking radiation, and the effect of dynamic split on the phase pattern of a quasi-1d
condensate.
The proposed experiment is part of a collaboration with Serena Fagnocchi, Ehud
Altman, and Eugene Demler.
6.1 Analogue model
Quantum particle production induced by the motion of boundary conditions is a
longstanding issue of quantum field physics [116]. The literature about DCE is enor-
mous [128, 129, 130, 131, 132, 133, 134]. The original example of DCE is in quantum
electrodynamics, where photons are emitted due to the motion of the conducting
surfaces, but more generically it has referred to all the time-dependent changes of
the system geometry or of the properties of the medium, and therefore the fields
where it finds applications are extremely wide (quantum optics [135, 136, 137], cold
atoms [25, 24, 138], gravity [139], super-conducting materials [123, 124, 140], and
more). DCE is a milestone of Quantum Field Theory appearing whenever motion of
a boundary condition is able to excite the quantum vacuum. This can be seen both
as a particle creation for non-adiabatic change of the boundary conditions of quan-
tum fields, or as parametric excitation from vacuum of quantum field modes. The
spectrum of the emission depends strictly on the motion of the boundary. This is in
fact a kinematic effect, related essentially to the mode propagation (and reflection),
and therefore substantially independent from the micro-physical theory describing
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the specific system. Observable effects of quantum particle emission would open a
window on the properties of quantum vacuum at a macroscopic level.
In particular, in semi-classical gravity the motion of a reflecting boundary is able to
mimic the key features of the black holes’ evaporation process (Hawking radiation
[113]). In fact, both Hawking effect and any other effect predicted within the semi-
classical theory of gravity have no experimental observation. This analog model
type of experiment should shed light on the behavior of quantum black holes, and
on the underlying formalism itself.
In this proposal we suggest a new framework for testing DCE in the context of
matter interferometer physics with a Bose-Einstein condensate [141].
6.1.1 Theoretical analysis
Let us consider an extremely elongated Bose-Einstein condensate (BEC) with con-
stant density flowing into a Y-junction and splitting into two arms (see Fig. 6.1).
After the split the two arms evolve as two independent condensates. Therefore away
from the splitting (or merging) point, the phase difference ϕˆ(x, t) = ϕˆ1(x, t)−ϕˆ2(x, t)
is described by the following action
S (ϕ) = −K
2
ˆ
dtdx
[
(∂xϕˆ)
2 − 1
c2
(∂tϕˆ)
2
]
, (6.1)
where K is the Luttinger parameter, and c is the sound velocity, which will be set
equal to 1 hereafter. While in the case of the one-time full split, the phase difference
Figure 6.1: Scheme of the split condensate through a Y-junction.
between the two arms is completely randomly defined. Here the junction point
merging the two arms forces this difference to vanish, providing a strict constraint.
Moreover, this boundary condition moves while unzipping the condensate. In fact,
in the rest frame of the condensate, the splitting point can be seen as moving along
a particular trajectory xb(t), which is experimentally controlled. The unzipping
process is able excite low energy phonons by means of this non-trivial time-dependent
boundary condition in a perfect reproduction of the boundary-induced radiation
proposed by Moore [116]. In fact, from (6.1) the equation describing ϕˆ(x, t) is the
D’Alembertian equation (
∂2t − ∂2x
)
ϕˆ = 0 (6.2)
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with the following boundary conditions
ϕˆ|xm(t) = 0 (6.3)
∂xϕˆ|x=0 = 0. (6.4)
The first is due to the vanishing of ϕˆ at junction point xm(t). The second comes
from requiring zero current at the edge of the two arms of the condensate1 (x = 0).
In this proposal the splitting point and the edge of the condensate play the role of
perfectly reflecting boundaries, and their relative motion is able to generate quasi-
particle excitations (phonon modes). The presence of emitted quasi-particles will be
observed in an interference experiment, once the split cloud is released from the trap
and expands and overlaps [142]. After the trap release, the cloud is imaged using
light sheet imaging [67], and the resulting interference pattern is recorded providing
insight of the quantum DCE emission, for example in the coherence or in the total
contrast, both strictly dependent on the relative phase two-point correlater.
6.1.2 Generic trajectory
The solution of (6.2, 6.3, and 6.4) is not known for general unzipping trajectories
xb(t). Yet if one starts with a condensate with an initial non-vanishing unzipped
part, or waits long enough to get the split part longer than the healing length, one
can then assume the split part is sufficiently big to set at infinity the BEC edge
(initially set at x = 0). The problem will be reduced to just considering the phase
difference ϕˆ as a quantum scalar field (6.2) in a (half-)infinite space with the only
boundary condition (6.4) at the junction point xb(t). In this situation the constant
velocity unzipping would not be distinguishable from the static solution, because of
the Galilean invariance under constant velocity change of the reference frame. The
correlaters reduce to the vacuum ones without producing excitations. In the single-
boundary case non-uniformly accelerated motion of the boundary is necessary to
get field excitations [139]. In this situation it will be convenient to think in terms of
right- and left-moving modes. Therefore let’s choose the set of coordinates U = t−x
and V = t + x appropriate for describing left e−iωf(U) and right e−iωg(V ) moving
modes, f, g being appropriate functions depending on the motion of the boundary.
The problem (6.2, 6.3) then translates to
ϕˆω =
1√
4πω
(
e−iωV − e−iωVb(U)
)
ω > 0, (6.5)
which is manifestly the solution of (6.2). In this context a quantity that is of
particular interest is
ei〈ϕˆ(x)−ϕˆ(x
′)〉 = ei〈ϕˆ(x)ϕˆ(x
′)〉−1/2〈ϕˆ(x)2〉−1/2〈ϕˆ(x′)2〉 = eA(x,x′) (6.6)
1It is also possible to fix ϕˆ|x=0 = 0, reproducing exactly the situation described by Moore [116].
Nevertheless we check that there is no essential change in the results.
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where we have defined A as the argument in the exponent. A is a good quantity
once the split part is long enough to neglect the edge of the condensate, as a result
we can also neglect
〈
eϕˆ(x)
〉
left moving particles since they would not have their
phase fixed by the boundary “mirror” reflection that ensures that
〈
eϕˆ(x)
〉
= 0. (6.1)
for semi-infinity-long condensate (space-time) can be computed by knowing that
e〈ϕˆ(U,V )ϕˆ(U
′,V ′)〉 is given by [143]
〈ϕˆ(U, V )ϕˆ(U ′, V ′)〉 = − 1
4πK
ln
(Vb(U)− Vb(U ′))(V − V ′)
(Vb(U)− V ′))(V − Vb(U ′)) . (6.7)
One can also get 〈ϕˆ(x)2〉 (to calculate A) by taking the double limit t′ → t, x′ → x
of the previous (6.6), then inserting everything into (6.6) and taking the limit t′ → t
to get the answer (see example in the following section).
6.1.3 Still split point
For a zero time split the quantity in (6.6) can be computed by substituting Vb(U) =
U into (6.7):
〈ϕ(U, V )ϕ(U ′, V ′)〉 = − 1
4πK
ln
(U − U ′) (V − V ′)
(U − V ′) (V − U ′) = −
1
4πK
ln
(x− x′)2
(x+ x′)2
. (6.8)
Now we can evaluate 〈ϕˆ(x)2〉 by taking the double limit in (6.8)
〈
ϕˆ(x)2
〉
= lim
x′→x, t′→t
− 1
4πK
ln
(x− x′)2
(x+ x′)2
= − 1
4πK
ln
ξ2
2x2
(6.9)
since the healing length is approximately the minimal distance between two points.
Therefore A reads
AStillSplit = − 14πK ln
(
(x− x′)2
ξ2
· 2xx
′
(x+ x′)2
)
, (6.10)
where ξ is the healing length, and from which the coherence (Fig. 6.2)
ei〈ϕˆ(x)−ϕˆ(x
′)〉 =
(
ξ
x− x′ ·
x+ x′√
2xx′
)1/(2πK)
. (6.11)
The
(
ξ
x−x′
)1/(2πK)
part is the vacuum one that dominates far from the split point,
the other is a correction due to the presence of the boundary that indeed breaks the
translational invariance.
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Figure 6.2: g(1)(Ls, x′) plot for the still split in 1d 87Rb cloud at a temperature of
82nK and trap frequency of 3.3 kHz. The calculations take into account clouds
that are released just after the split (trap data taken from [84]).
6.1.4 Constant velocity split
The case of the constant velocity (CV) trajectory xb(t) = vt, where v < 1 (c), is the
velocity at which the split point moves apart, translates to the U , V coordinates
simply by Vb(U) = αU , where α = (1 + v)/(1− v) is a constant too. Inserting this
trajectory into (6.7) and evaluating the coincidence limit one gets A to be:
AConstV = − 14πK ln
(
(x− x′)2
ξ2
· (V − αU)(V
′ − αU ′)
(V − αU ′)(V ′ − αU)
)
(6.12)
For v = 0, α = 1 and this reduced to eq. (6.7). From (6.12) the coherence becomes
(Fig. 6.3)
ei〈ϕˆ(x)−ϕˆ(x
′)〉(CV) =
(
ξ
x−x′
)1/(2πK) ·
(
1−α (t−x)(t−x′)+(t+x)(t−x′)
(t+x)(t+x′)+α2(t−x)(t−x′)
1−α (t−x′)(t+x′)+(t−x)(t+x)
(t+x)(t+x′)−α2(t−x)(t−x′)
)1/(2πK)
, (6.13)
where it is clearly separated the vacuum contribution and the correction, which
reduces to 1 for a large split part (or long times).
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Figure 6.3: g1(Ls, x′) plot for constant velocity split. The trap values are similar to
Fig. 6.2. The barrier speeds (vb) are 0.1c, 0.5c, and 0.9c and the time is t = Ls/vb.
The coherence drops with speed. For t = 0 and vb = 0 the figure is identical to
Fig. 6.2.
In this trajectory it is interesting to see that the higher the split velocity the lower
the coherence. This is because when the split velocity is adiabatically low the system
has time to communicate (via interaction) and adapt, where for fast trajectories the
change becomes non-adiabatic and the coherence reduces in a more drastic way.
If the split time is long, such that the distance between the two boundaries can
be set to be infinite, the system becomes Galileo invariant under constant velocity
transformation of the reference frame. In this case the system will be considered as
static, and therefore given no excitations.
6.1.5 Exponential junction trajectory
Now we focus on a very special boundary trajectory: Vb(U) = −ae−κU , where a and
κ are constants and κ has the dimension of a frequency. Inserting this trajectory
into (6.7) and evaluating the coincidence limit considering e−κU − e−κU ′ ∼ kξe−κU ,
one gets A to be:
Aexp = − 14πK ln
(
2 sinh(κ(U ′ − U)/2)
ξ
)
× (correction) (6.14)
where the correction reads:
√
ae−κU − V√V − ae−κU√ae−κU ′ − V ′√V ′ − ae−κU ′
(ae−κU − V ′)(V − ae−κU ′) ∼ 1 (6.15)
for late times when κt ≫ 1 (and | e−κU |≪| V |). Therefore in the late times limit
the coherence becomes (Fig. 6.4)
ei〈ϕˆ(x)−ϕˆ(x
′)〉(Exp) =
(
ξ
2 sinh(κ(x− x′)/2)
)1/(4πK)
(6.16)
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showing a behavior very different from the one shown by the vacuum.
The peculiar exponential decay of the correlations for the right movers U -modes
reflected by the junction point is a clear signature of the thermal production rate,
induced by the exponential motion of the boundary. Such a signal in an interference
experiment would be clear evidence of DCE, but its relevance would go beyond the
pure DCE associated with it. This would provide the first observation of a quantum
process that is analogous to the Hawking radiation in black holes.2.
Figure 6.4: g1(Ls, x′) plot for exponential split. The trap values are similar to
(Fig. 6.2). The values of κ are 0.1, 1, 10, 20 where as κ gets larger as the coherence
drops.
6.1.6 Hyperbolic split
In the case of hyperbolic trajectory t2−x2 = −α2, α2 > 0 a constant, translates into
UVb = −α2, then Vb(U) = −α2U . Inserting this trajectory into (6.7) and evaluating
the coincidence limit one gets A to be
AHyp = − 14πK ln
(
(x− x′)2
ξ2
· (UV + α
2)(U ′V ′ + α2)
UV ′ + α2)(U ′V + α2)
)
. (6.17)
The first term is the usual vacuum one, while the part after the · is a correction in
the late time limit t > α, and therefore |UV | ≫ α2 reduces to 1. As a consequence,
the coherence at late times reduces to the vacuum coherence.
2Hawking radiation is indeed a thermal flux of particles arising after the horizon of a black hole
has formed. Early time Minkowskii modes convert into non-trivial ones due to the distortion
of space-time for the collapsing body. Regardless the specific details of the collapse, the red-
shift that modes suffer close to the horizon is always exponential: − 1
κ
e−κU with a geometrical
parameter called "surface gravity" on the horizon [139]. The very same distortion, and therefore
the same thermal particle production, is obtained by the mode refection on a boundary following
the exponential trajectory
(
Vb(U) = −ae−κU
)
with a = 1/κ. This can represent a very powerful
tool to explore the mechanism behind one of the most famous and elusive predictions of QFT
in curved spaces, and can even provide the first validation for the formalism itself. [by SF]
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In our scheme we intend to time-dependently spatially split a cigar shape quasi-
1d BEC cloud of 87Rb atoms by changing the trapping potential from a single to a
double-well. We do so by extending a confining potential along the cloud longitudinal
direction while creating a Y-shape split cloud (Fig. 6.1). For this kind of experiment
the energy barrier should be high enough to prevent tunneling between the two split
arms. In order to create such a “moving barrier,” or dynamic split, we use spatial
and time dependent rf dressed potential, which will be explained later. Atom chips
are good candidates for such experiments since the smoothness of their micro-wires
allows creation of very accurate spatially dependent potentials. So by applying
alternating current through a series of fabricated adjacent ⊔ shaped micro-wires on
the atom chip surface one can create such moving rf dressed potential.
Our condensate is created by a combination of magnetic fields from currents in Z-
shaped micro-wires on an atom chip surface and external bias fields. In addition, we
use two parallel straight micro-wires, which will reduce the longitudinal confinement
(Fig. 6.6 c). Such combination can create relatively straight quadrupole cigar shape
trapping potential with a non-zero minimal field at the cloud center, known as an
Ioffe field. In the case of quasi-1d BEC, the chemical potential µ should be less than
the trap’s transverse confinement (~ω⊥) and ω⊥ should be high enough so the cloud
radii would be in the order of the healing length, although preventing creation of
vortexes (a⊥ ≤ 2ξ see sec. 3.2.1). In the theory part we treat the cloud temperature
as low enough so the length of the cloud won’t be longer than the 1d coherence
length. Hence there will be no defenestration at the microscopic level.
While the 87Rb Atoms are magnetically trapped at their |F = 2, mF = 2〉 state, the
level spacing of adjustment Zeeman levels due to the Ioffe field will be 0.7MHz/G
(at first order). Double-wells can be created by raising an energy barrier mainly
along the center of the cloud in its transverse direction. Such double-well potential
can be created by coupling the atoms (which will be at the |2, 2〉 state) with σ+
rf field. The field should be red detuned enough (∆ ∼ −200 kHz at 1G) from the
actual transition frequency between |2, 2〉 and |2, 1〉 Zeeman states so there would
be very low transition probability between the states
(
Pmax =
Ω2
Ω2+∆2
)
, where Ω is
the Rabi frequency. The amplitude of the trapping potential is very steep in the radii
direction, so the effective energy separation between the levels is steeply increasing
as well; we use this phenomenon since the rf coupling decreases with detuning almost
quadratically. The effective adiabatic potential Veff at the position r that governors
the interaction in the dressed state picture is [29]
Veff (r) = µBmF gF
√√√√(β+
2
)2
+
(
BZ − ~ωRF
µB gF
)2
. (6.18)
Here µB is the Bohr magneton, mF is the magnetic quantum number of the state,
gF is the Landé factor, BZ is the amplitude of the static trapping field, ωrf is the
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frequency of the rf field. β+ is the σ+ component amplitude of the rf field in relation
to the local direction of the static trapping field. The direction dependence between
BZ and β+ implies both the polarization and the actual formation of the double-well
potential.
In our experiment it is also important to split the cloud in a way that the minimum
energy along its center will be constant in the three branches of the Y shape. So the
first thing we should consider is how to keep not only the magnetic field at the trap
minimum as constant as possible, but also keeping the cloud at a constant height
so there will be no differences in potential energy due to gravity. The shape of the
splitting as seen from the effective potential is related to the relation between the
direction of the quadrupole trapping magnetic field and the direction of the k vector
of the rf field (Fig. 6.6 d). To create the wanted splitting direction under the central
trapping Z wire we need the rf kˆ vector to be in the y direction. This direction
of the kˆ vector can be achieved by applying equally powered counter-propagating
currents in each parallel ⊔-shaped structures on the chip surface (see Fig. 6.6). The
time-dependent splitting or “unzipping” is produced by increasing the currents in
each of the parallel structures one after the other in a sequence such that a running
rf dressed potential is created. One major problem with such a technique is that due
to the coupling between the atoms and rf dressed potential, although minimal, the
ground state energy of the “arms” will be a bit higher than the ground state energy
of the “root”; this can be compensated for in two ways (Fig. 6.6 e-h). One is to
dynamically tilt the cloud upwards using the bias field in its longitudinal direction,
while the other is by applying low alternating current in each of the ⊔-structures
that lift the potential minimum along the cloud. We have chosen the latter.
Figure 6.5: The energy of the barrier as a function of the well minimal energy.
For low currents (a) The cloud doesn’t split; the min and max energies increase
simultaneously (see fitted dashed line); (b) Split cross-over point; (c) Once the
split starts, the max energy increases non-linearly compared to the well bottom.
In Fig. 6.5 one can see the energy at the top of the barrier as a function of the
minimum energy point. Until the cloud splits the energy difference is naturally
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Figure 6.6: Left: Figure of the atom chip with the Y-split cloud hovering above.
(a) The Z trap micro-structure. (b) The ⊔ rf carrying micro-structure. (c) Current
carrying micro-structure used to reduce the cloud banding. (d) Blue: the d.c.
magnetic trapping field; Green: the rf field k vector; Red: the cloud splitting
direction. (e-h) Center trap energy vs. x; (e) The energy without rf. (f) The
energy with current in the first two ⊔ structures; this can cause a reduced density
in the split part compared to the unsplit part. (g) Low current is applied in all
rf structures, the cloud is split but tunneling occurs. (h) Unzip the cloud by
removing the tunneling.
zero, but as the split occurs the barrier increases faster than the minimum energy
point. We wish to utilize this effect to prevent differences in energy between the
split and unsplit parts of the cloud. The way to do so is by applying high enough
rf field in all the ⊔ structures so that the cloud will be semi-split, but low enough
so tunneling will occur. By allowing tunneling the phase will be fixed (see Fig. 6.6
g), then the extra energy needed to prevent tunneling, and split the cloud, almost
won’t increase the trap minimum. There will be an even number of minimum energy
points along the could length (see inset h).
After the split, as seen in Fig. 6.6, the cloud will be released from the magnetic trap
and freely expand. The two “legs” of the Y-junction will interfere as explained by
Bistritzer et al. [144]. To get the full interference pattern of such dynamic splitting,
one should image the condensate from below parallel to the plane of the chip after
sufficient time of flight. A very good imaging technique that allows single atom
resolution from below after some time of flight is the “light sheet imaging” technique,
which was presented by R. Bucker et. al. in 2009 [67]. From the interference pattern
one can build a density correlation function g1(x1, x2), which will be analyzed. In
the theoretical section the coherence is g1(Ls, x′), where Ls is the split part length,
and 0 < x′ < Ls.
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In this chapter we presented a new chip design that allows dynamic splitting of a
cold anisotropic atomic sample. The range of possibilities with such a chip is very
broad and interesting. The first proposed use for such a chip is as a tool for a
gravitational analogous model using atomic samples. Another interesting use for
such a chip is to create unusual spatial forms of atoms such as elliptic rings (see
Fig. 6.7) or spacial dynamically changing shapes.
In this chapter we proposed a new framework system to investigate the DCE, where
quasi-particle excitations are created as a result of a barrier moment in a Y-junction
shaped BEC. The possibility to engineer the unzipping trajectory gives rise to many
types of measurements as explained. A theory for the coherence properties of ultra-
cold atomic samples has developed and is ready to be fitted to upcoming experi-
mental results.
We want to thank again Serena Fagnocchi, Ehud Altman, Susanne Pielawa, and
Eugene Demler for their time and efforts.
Figure 6.7: A simulation of elliptic ring type BEC that can be created by applying
rf field from the center ⊔ rf carrying micro-structures.
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This thesis describes experiments on the quantum nature of cold atoms. Starting
with optimization of absorption imaging (chapter 2), we have calculated and mea-
sured the quantum noise in absorption imaging as a function of light intensity and
atomic column density. Knowing the noise and atomic density we have developed
a method to optimize the light intensity as a function of the atomic density. Ab-
sorption imaging is our main tool in cold atom experiments; therefore high SNR in
imaging has great importance. A change in magnitude as shown can increase the re-
liability of both precise measurement type of experiments and imaging of extremely
dense atomic clouds such as in in situ imaging. As part of this work using 108 87Rb
atoms in a MOT we have sampled a large range of density and intensities and estab-
lished our theoretical hypothesis. Further research can be done in two directions,
first checking if while using detuned light the formalism still holds experimentally.
The second direction relates to image mimicking of dense and small objects, such as
in situ clouds where the effective pixel size (at the object plane) is larger than the
sampled cloud. In such a scenario some of the light bypasses the sides of the cloud
and the measured absorption does not reflect the real atomic density. To overcome
this problem in chapter 5 we have used two techniques, we either let the cloud fall
for very short TOF, or heated the cloud using the imaging light. Both ways expand
the atomic cloud to the effective pixel size where the first should more precise in 1d
type of experiments, since the cloud expands mainly along its radial axis in a short
time. A full analysis is important to improve the accuracy of in situ experiments.
A one-dimensional quasi-BEC was formed at the BGU2 setup as part of a joint
project. First we loaded a BEC at the cross-point between Thomas Fermi and quasi-
1d BEC, where the radial motion is not completely frozen. Our main indicator was
that the in situ density profile was almost homogenous, where other factors such
as χ indicated a bit below the cross-over point χcross (see sec. 3.1.5). In this region
the evolution during time of flight of the longitudinal line density is mainly affected
by two related factors. The first is phase fluctuations in the order parameter that
destroy the off diagonal long-range order, and the second is the mean free energy that
depresses in situ density fluctuations. As the atomic line density decreases, the mean
free energy decreases; as a result the density profile is not homogenous anymore. In
chapter 3 we have measured the variance in atom number as a function of the mean
atomic density for different times of flight. The evolution of the atomic density
along its quantization axis is shown in Fig. 3.8 for small range of values. We suggest
performing a larger scale experiment for clouds at χ above and below the 3d/1d
cross-over region. In such an experiment we could measure and develop a general
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understanding of the TOF evolution of the density profile along the quantization
axis. Such a theory will incorporate the contribution interaction strength, coherence
Length, and atomic line density of the evolution of density during time of flight.
In chapter 5 we measured the effect of interaction quench on 1d Bose gas. The
experimental data showed a clear change in the atomic variance as a function of
the mean atom number for different dark times before and after interaction quench.
In Fig. 5.2 the experimental data shows a clear signature of the prethermalization
process since there was almost no change in the variance before and 2ms after the
quench, where at a later time a significant change is seen. In the Fourier plane
analysis of the first two there is a change that is not seen in the variance (see
Fig. 5.3). At a later measurement we checked the time evolution using a different
imaging technique that gave clearer results (see Fig. 5.4). We have assumed that the
variance as a function of dark time after interaction quench should change its value
as a dump oscillator. We suggest repeating the experiment with a variety of dark
times. This measurement can teach us a great deal about the mechanism behind
prethermalization.
In the last chapter, “Zippers and Quantum Mechanics: A proposal for measuring the
dynamical Casimir effect” (chapter 6), we suggested a new type of experiment that
will connect atomic physics with quantum fields theory. The proposed experiment
treats a 1d quasi-BEC as 1d Minkowski space where phase modes are treated as
vacuum modes. This type of experiment creates a non-trivial bridge between the
quantum field theory community and the cold atoms community. Such a connection
can bring new ideas and understanding for both communities.
Last but not least is the ability to create non-trivial geometries using our newly
designed atom chip (see Fig. 6.6). The ability to create spatially flexible time-
dependent rf dressed potentials can open new fields of opportunities such as time-
dependent 1d ring BEC, measurements of super currents in 1d by applying pertur-
bation on an oval ring, and looking at the effect of tunneling, using interference
pictures. Other geometries could mimic Josephson tunneling by creating a narrow
passage between two separate BECs and measure the differential phase between the
clouds as function of dark time and geometry. Many more ideas can be utilized
using this versatile chip that waits to be explored.
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