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The generalised Ornstein–Uhlenbeck process constructed from a bivariate Le´vy process




exs dZs þ V0
 
; tX0,
where V0 is an independent starting random variable. The stationarity of the process is closely
related to the convergence or divergence of the Le´vy integral
R1
0 e
xt dZt. We make precise
this relation in the general case, showing that the conditions are not in general equivalent,
though they are for example if x and Z are independent. Characterisations are expressed in
terms of the Le´vy measure of ðx; ZÞ. Conditions for the moments of the strictly stationary
distribution to be ﬁnite are given, and the autocovariance function and the heavy-tailed
behaviour of the stationary solution are also studied.
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Let ðx; ZÞ ¼ ðxt; ZtÞtX0 be a bivariate Le´vy process with characteristic triplet
ðg;S;Px;ZÞ (see Section 2 for a precise formulation). The generalised Ornstein–




exs dZs þ V 0
 
; tX0, (1.1)
where V 0 is a ﬁnite random variable (rv), independent of ðxt; ZtÞtX0. Special cases of
this process have been of importance and applied in a wide variety of areas; see, for
example, Carmona et al. [4,5], Donati-Martin et al. [8], Embrechts et al. [11] and
their references. Particular applications are in option pricing (e.g. [30,31]), insurance
and perpetuities (e.g. [10,26]), or risk theory (e.g. [16,18,22–25]). The process ðV tÞtX0
appears naturally when embedding stochastic difference equations in a continuous
time process as studied by de Haan and Karandikar [6]. Further properties of
ðVtÞtX0, however, are well understood in only a few special cases.
Of particular interest are questions of stability and stationarity of the generalised




xt dZt. For example, Carmona et al. [5] showed, in the special case when
x and Z are independent, that Vt is strictly stationary provided the improper integraleV1:¼ R10 ext dZt is almost surely (a.s.) ﬁnite and xt diverges a.s. to 1 as t ! 1,
and that we choose V 0 to have the distribution of eV1. (The tilde here is to
distinguish eV1 from a V1 in (2.7) below, which is different in general.) On the other
hand, Erickson and Maller [12] give necessary and sufﬁcient conditions, in terms of
the characteristics of the process, for the convergence of the Le´vy integral, without
making any independence assumptions. (See Proposition 2.4 below.) Following these
results it is natural to investigate the relationship between the stationarity of the
generalised O–U process and the convergence of the Le´vy integral in the general case
when x and Z are not necessarily independent.
This is the topic we take up in the present paper. It turns out, somewhat
surprisingly, that the two conditions are not in general equivalent, although they are
for example when x and Z are independent. In fact, the a.s. convergence of the
integral eV1 is sufﬁcient for the existence of a strictly stationary solution ðV tÞtX0, but
even the convergence in distribution as t ! 1 of R t0 exs dZs is not in general
necessary for stationarity of V t. Nevertheless, we can characterise the strict
stationarity of the generalised O–U process in terms of the convergence of another,
closely related, Le´vy integral and thence in terms of the characteristic triplet of ðx; ZÞ.
Our main result, the necessary and sufﬁcient condition for stationarity, and some
related results are set out in Section 2. Armed with this characterisation, Section 3
takes up the issue of the connection between the stationarity of the generalised O–U
process and the convergence of the associated Le´vy integral. In Section 4, sufﬁcient
conditions for the moments of the strictly stationary distribution to be ﬁnite are
given, and the autocovariance function of ðV tÞtX0 is calculated and shown always to
decrease exponentially with the lag. In this section we also consider the tail
behaviour of the stationary solution V1, showing that it has heavy (Pareto-like)
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Section 5. Proofs are in Sections 6–8.2. Stationarity of the generalised O–U process
Our set-up is as follows. Let ðO;F; PÞ be a complete probability space. A bivariate
Le´vy process ðxt; ZtÞtX0 with ca`dla`g paths and ðx0; Z0Þ ¼ ð0; 0Þ is deﬁned on O with
respect to the probability measure P. Denote by F ¼ ðFtÞtX0 the smallest right-
continuous ﬁltration for which ðxt; ZtÞtX0 is adapted, and such that V 0, a given rv
independent of ðxt; ZtÞtX0, isF0-measurable. F is completed to contain all P-null sets,
making it a ﬁltration satisfying the ‘‘usual hypotheses’’.
The Le´vy characteristic exponent, cðyÞ:¼ ð1=tÞ logE expðihy; ðxt; ZtÞiÞ, can be
written in the form:









ð1 eihðx;yÞ;yiÞPx;Zðdx;dyÞ for y 2 R2. ð2:1Þ
In (2.1), the h; i denotes inner product in R2, j  j is the Euclidian distance, g is a non-
stochastic vector in R2, and S is a non-stochastic 2 2 non-negative deﬁnite matrix.
The Le´vy measure, Px;Z, is a measure on R2nf0g satisfying
R
minðjðx; yÞj2; 1Þ
Px;Zðdx;dyÞo1. Together, ðg;S;Px;ZÞ forms the characteristic triplet of the process.
We refer to Bertoin [3] and Sato [28] for basic results and representations concerning
Le´vy processes.
The component processes xt and Zt are Le´vy processes in their own right, with








for L a Borel subset of Rnf0g. We set ðxs; ZsÞ:¼limu"s ðxu; ZuÞ for s40 and use
the convention ex0 :¼x0:¼Z0:¼0. Denote the Brownian part of ðxt; ZtÞtX0 by
ðBx;t; BZ;tÞtX0. In order to avoid trivialities, throughout the paper we shall always
assume that x and Z are different from the zero process t 7!0.
Our analysis focusses on stochastic integrals like
R u
t
eX s dY s, where X and Y are
semimartingales (in fact, they will usually be Le´vy processes in this paper), for which




the integral over the closed interval ½t; u, and write R u
tþ for the integral over ðt; u.) We
note that, in particular, the stochastic integral
R t
0 e
xs dZs is deﬁned with respect to
the ﬁltration F. The symbol ‘‘¼D ’’ will be used to denote equality in distribution of two
random variables. Similarly, ‘‘!D ’’ and ‘‘!P ’’ will denote convergence in distribution
and convergence in probability, respectively.
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Ornstein–Uhlenbeck process Vt deﬁned in (1.1) exist. To state it, we need to deﬁne




ðeDxs  1ÞDZs  tCovðBx;1; BZ;1Þ; tX0. (2.3)
(Here, Dxs ¼ xs  xs, and similarly for other processes throughout, and
CovðBx;t; BZ;tÞ ¼ EðBx;tBZ;tÞ denotes the covariance of Bx;t and BZ;t, for t40.) The
process L will be shown below (see Proposition 2.3) to be a Le´vy process with Le´vy
measure PL:¼ðTPx;ZÞRnf0g, where Tðx; yÞ:¼exy. In fact, the process ðxt; LtÞtX0 is a
bivariate Le´vy process with respect to the ﬁltration F, thus making it amenable to

















x ðzÞdz; xX1, (2.4)
with a similar notation for Z, L, and other Le´vy processes we will encounter. It is
easy to see that x 7!x=AxðxÞ is non-decreasing, as is x7!AxðxÞ. Further, Exþ1o1 if
and only if limx!1 AxðxÞo1 (where xþ1 ¼ maxð0; x1Þ). Doney and Maller [9] have












Stationarity of ðVtÞtX0 is characterised in the following theorem, where we use EðÞ
to denote the stochastic exponential (as in e.g., [27, p. 85]).
Theorem 2.1. Let ðVtÞtX0 and ðLtÞtX0 be as in (1.1) and (2.3), respectively. Suppose the




xt dLt converges a.s. to a finite random variable, or, equivalently,





jdPLðyÞjo1; (2.6)(ii) there is a constant k 2 Rnf0g such that the process ðV tÞtX0 is indistinguishable from
the constant process t 7!k (that is, a.s., V t ¼ k 8tX0), or, equivalently, there is a
constant k 2 Rnf0g such that V0 ¼ k and ex ¼ EðZ=kÞ.Conversely, if (i) or (ii) holds then there is a finite random variable V1 (unique in
distribution) such that ðVtÞtX0, starting with V 0¼D V1, is strictly stationary.
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Remark 2.2. (a) It can be easily checked using the Dole´ans–Dade formula (e.g. [27,
Theorem 37 in Chapter II, p. 84]), that ex ¼ EðZ=kÞ if and only if Pxðfy 2 R :
y=kp 1gÞ ¼ 0 and
xt ¼ k1Zt  k2s2Zt=2þ
X
0ospt
ðlogð1þ k1DZsÞ  k1DZsÞ; t40, (2.8)
where s2Z denotes the lower diagonal element of the matrix S appearing in (2.1).
(b) If x and Z are independent, then they have no jumps in common a.s., in which
case we deduce from (2.3) that L ¼ Z. Condition (i) then recovers the sufﬁcient
condition of Carmona et al. [5] for stationarity of Vt.
(c) If 0oEx1pEjx1jo1, then limx!1 AxðxÞo1, and (2.6) is equivalent to
the condition
R
ð1;1Þ log yjdPLðyÞjo1. As will follow from Theorem 3.1 and
Proposition 2.4 below, this is further equivalent in the case 0oEx1pEjx1jo1
to
R
ð1;1Þ log y jdPZðyÞjo1, or equivalently to
E logþjZ1jo1 (2.9)
(see Sato [28, Theorem 25.3, p. 159]). That 0oEx1pEjx1jo1 together with (2.9) is
sufficient for the existence of a strictly stationary solution was already shown by de
Haan and Karandikar [6]. From Theorem 2.1 and its proof we can see that if
0oEx1pEjx1jo1, then (2.9) is also necessary for the existence of a strictly
stationary solution.
Theorem 2.1 states that if ðVtÞtX0 is strictly stationary and not degenerate to a
constant process, then xt must diverge a.s. to 1 as t ! 1. If this is so then ext V 0




xs dZs converges in distribution to V0 as t !1 (see (1.1)). In order to







exs dLs, and then apply a criterion for the convergence
of the latter integral (Proposition 2.4 below). Key steps in this development are a
result on the time reversal of stochastic integrals (Lemma 6.1 in Section 6) and the
following proposition which gives the required connection between the generalised
O–U process and a Le´vy integral.
We denote the quadratic covariation process of two semimartingales X, Y, by
½X ; Y t:
Proposition 2.3. The process Lt defined in (2.3) is a finite-valued Le´vy process; in fact,
the process ðxt; LtÞtX0 is a bivariate Le´vy process (with respect to the filtration F).










A. Lindner, R. Maller / Stochastic Processes and their Applications 115 (2005) 1701–17221706Let the mappings S; T : R2 ! R be defined by
Sðx; yÞ ¼ exy; Tðx; yÞ ¼ exy; x; y 2 R.
Then PL ¼ ðTPx;ZÞjRnf0g; that is, the Le´vy measure PL of L is the restriction to Rnf0g
of the image measure of Px;Z under the mapping T. Furthermore, if Px;L denotes the
Le´vy measure of ðx; LÞ, then PZ ¼ ðSPx;LÞjRnf0g.
The convergence of the integral
R1
0 e
xt dLt can be characterised using Theorem 2
of [12], of which the following proposition is a consequence. Since we wish to apply it
in a couple of situations, we phrase it in terms of a separate Le´vy process ðz; wÞ, to
which our usual notations and assumptions apply.
Proposition 2.4. The Le´vy integral
R t
0 e
zs dws constructed from any bivariate Le´vy
process ðz; wÞ, with bivariate Le´vy measure Pz;w, converges a.s. to a finite random
variable as t ! 1 if and only if
lim
t!1







In the case of divergence, we have: suppose limt!1 zt ¼ þ1 a.s. but I z;w ¼ 1. ThenZ t
0
ezs dws
 !P 1 as t ! 1. (2.12)
If on the other hand zt does not tend to þ1 a.s. as t ! 1, then (2.12) holds, or there










exs dws converges in distribution to a finite random variable as t !
1 if and only if it converges a.s. to a finite random variable.




as t ! 1 was not stated explicitly in [12], but follows immediately from (2.12) and
(2.13). A similar equivalence of convergence in distribution and a.s. convergence was
noted by Grincevicˇius [15, Corollary to Theorem 1], in the discrete case.
(b) Conditions (i) and (ii) in Theorem 2.1 are not exclusive, as is shown by taking
xt ¼ Zt ¼ t and V 0 ¼ 1. However, (ii) can also happen when xt does not tend to þ1
a.s., for example, when Zt ¼ xt ¼ t and V 0 ¼ 1, or Zt ¼ xt þ t=2, V 0 ¼ 1, and x is
standard Brownian motion. Further non-trivial examples, including processes with
non-trivial Le´vy measure, can be easily constructed using (2.8).3. Stationarity versus convergence
The characterisation of stationarity in Theorem 2.1 relies heavily on the
characterisation of a.s. convergence of the integral
R1
0 e
xt dLt, with L ¼ ðLtÞtX0
being deﬁned as in Eq. (2.3). When x and Z are independent, we have L ¼ Z by
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R1
0 e




converges a.s. It is natural to ask if this is true without any independence
assumptions. We discuss this in Theorem 3.1, showing that the a.s. convergence ofR1
0 e
xt dZt implies that of
R1
0 e
xt dLt, but the converse is true only if Ex
þ
1o1.
Then, in Theorem 3.3 we specialise to the case Z ¼ x, showing that, then,
limt!1 xt ¼ þ1 a.s. always implies the existence of a strictly stationary solution
of the generalised Ornstein–Uhlenbeck process, but that
R1
0 e
xs dxs need not
converge a.s., in general, even when limt!1 xt ¼ þ1 a.s.




xt dZt converges a.s., then so does
R1
0 e
xt dLt, and hence a stationary
version of ðV tÞtX0 exists.
(b) If Exþ1o1 and
R1
0 e
xt dLt converge a.s., then
R1
0 e
xt dZt converges a.s.
(c) For every Le´vy process x ¼ ðxtÞtX0 such that limt!1 xt ¼ 1 a.s. and Exþ1 ¼ 1,







ext dZt does not.
Remark 3.2. Proposition 2.4 shows that only the marginal Le´vy measures of x and Z
are signiﬁcant in determining the convergence or otherwise of the Le´vy integralR1
0 e
xt dZt. By Theorem 3.1, convergence of this integral is sufﬁcient to establish
the strict stationarity of Vt, but to calculate PL via Proposition 2.3, and the
stationary random variable via (2.7), knowledge of the whole bivariate measure Px;Z
is required, in general.
We shall pay special attention to the case when Zt ¼ xta0.
Theorem 3.3. (a) Let x ¼ ðxtÞtX0 be a one-dimensional Le´vy process. Then the




exs dxs þ V 0
 
; tX0,
admits a strictly stationary solution if and only if limt!1 xt ¼ þ1 a.s., or x is of the
form xt ¼ at þ bNt, where ðNtÞtX0 is a Poisson process and a and b are real constants
subject to the constraint ðeb  1 bÞa ¼ 0.
(b) There exists a Le´vy process x such that limt!1 xt ¼ þ1 a.s. but the integralR t
0 e
xs dxs does not converge (a.s. or in distribution) to a finite random variable as
t !1.
Remark 3.4. When limt!1 xt ¼ þ1 a.s., the integral
R1
0 e
xt dxt converges a.s. for
a large class of distributions; sufﬁcient is thatPxðÞ have a ﬁnite logarithmic moment.
The counterexample used to demonstrate part (b) of Theorem 3.3 thus involves an
extremely heavy-tailed distribution for the margins of x.
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As before, let ðx; ZÞ be a bivariate Le´vy process and consider the generalised
Ornstein–Uhlenbeck process ðV tÞtX0, as given by (1.1). In this section we shall
determine the autocovariance function of ðVtÞtX0 in a convenient form. Before this
we give a sufﬁcient condition for the existence of the moments of the stationary
version. Let kX0. Provided that Eekx1 is ﬁnite (or, equivalently, Eekx

1 is ﬁnite), set
CxðkÞ ¼ logEekx1 .
Then Eekxt ¼ etCxðkÞ is ﬁnite for all tX0, see Sato [28, Theorem 25.17, p. 165].
Proposition 4.1. Fix k40, and assume that there are p; q41 with 1=p þ 1=q ¼ 1 such
that
Eemaxf1;kgpx1o1 and EjZ1jmaxf1;kgqo1. (4.1)




exs dLs converges a.s. to a finite random variable, and the






Remark 4.2. The integrability conditions in (4.1) are easily expressed in terms of the
Le´vy measures of x and Z; see, e.g., Sato [28, Section 25].
Next, we shall show that the autocovariance function of ðV tÞtX0 behaves like an
exponential function:
Theorem 4.3. Let ðV tÞtX0 be the generalised Ornstein– Uhlenbeck process (not
necessarily stationary) constructed from a bivariate Le´vy process ðx; ZÞ as in (1.1).
Let 0pyot and suppose that Cxð1Þ;VarðV yÞ and VarðV tÞ are all finite. Then
CovðV y; VtÞ ¼ ðVarV yÞeðtyÞCxð1Þ. (4.2)
In particular, if the assumptions of Proposition 4.1 hold with k ¼ 2, and if ðV tÞtX0 is the
stationary version, then
CovðV t; V tþhÞ ¼ ðVarV 0ÞehjCxð1Þj; t; hX0. (4.3)
Remark 4.4. It should be observed that by (4.2) and (4.3) the autocorrelation
function of the stationary, non-degenerate generalised O–U process depends only on
x and not on Z (provided it exists). The autocovariance function, however, depends
also on Z through VarV 0 in (4.3).
Next we consider the tail behaviour of the stationary distribution. As in many
studies in this area (c.f. e.g. [7,20,29]), we apply results of Goldie [13] and Kesten [17]
to deduce heavy-tailed behaviour. A similar result in the special case when Z is a
compound Poisson process with drift and independent of x has been obtained by
Klu¨ppelberg and Kostadinova [18].
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such that CxðkÞ ¼ logEekx1 ¼ 0, and constants p; q41 with 1=p þ 1=q ¼ 1 such that
(4.1) holds. In the case when x is of finite variation, assume additionally that the drift of
x is non-zero, or that there is no r40 such that the support of the Le´vy measure of x is
concentrated on rZ. Then there exists a stationary solution ðV tÞtX0 of the generalised
Ornstein– Uhlenbeck process, and constants CþX0, CX0 such that
lim
x!1
xkPðV04xÞ ¼ Cþ and lim
x!1
xkPðV 0o xÞ ¼ C, (4.4)
and thus limx!1 xkPðjV 0j4xÞ ¼ Cþ þ C. If ðVtÞtX0 is not degenerate to a constant
process, then Cþ þ C40, and in particular, EjV 0jk ¼ 1.
The question of which one of Cþ or C is strictly positive, or whether both are, in
the situation of Theorem 4.5, is subtle. While Goldie [13] gives explicit expressions
for Cþ and C in his Theorem 2.3, it is not easy to decide from these whether Cþ
and C are strictly positive or not in our situation. Similar questions arise for
example in studies on the asymptotic behaviour of ruin probabilities in the
generalised Ornstein–Uhlenbeck model, and have been investigated in some depth by
Kalashnikov and Norberg [16], Nyrhinen [22,23] and Paulsen [25]; see especially the
discussion in [23, p. 267]. These results concern the passage time above a high level of
processes like our V t (in the discrete or continuous time cases), and do not appear to
relate directly to the tail behaviour of the stationary distribution of V1, although
their methods may be adapted for use in this situation. Here, we shall content
ourselves with a couple of simple sufﬁcient conditions, which nevertheless cover
some useful cases, ensuring strict positivity of Cþ.
Corollary 4.6. Let the assumptions of Theorem 4.5 be satisfied, and let ðV tÞtX0 be the
stationary version. Assume additionally that either
(i) Z is a subordinator,
or
(ii) ðx; ZÞ is symmetric in the sense that ðxt; ZtÞtX0¼D ðxt;ZtÞtX0, at least one of x and
Z does not have a Brownian part, and ðV tÞtX0 is not degenerate to a constant process.
Then the constant Cþ in Proposition 4.5 is strictly positive.5. Discussion and examples
In this section we ﬁrst discuss related discrete time results. Then, we consider some
special cases where x or Z are linear or Brownian motion.
Discrete time results
In [12] the Le´vy integral
R t
0 e





Pi1Qi þPnZ0; n ¼ 1; 2; . . . ,
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j¼k ¼ 1 when k4‘) and the ðMi; QiÞiX1 are i.i.d. random 2-
vectors, with Qi not necessarily independent of Mi, and Z0 independent of
ðMi; QiÞiX1. Suppose PðQ1 ¼ 0Þo1 and PðM1p0Þ ¼ 0. A corresponding version of a










; n ¼ 1; 2; . . . ,
with ~Z0 independent of ðMi; QiÞiX1. Thinking, by way of analogy, of  logMi as an
increment of x, and of Qi as an increment of Z, then comparing with (1.1), shows the








MiQi þPn ~Z0; n ¼ 1; 2; . . . ,
and assuming ~Z0¼D Z0, we see that ~Zn has the same marginal distribution as Zn,
but with Qi replaced by MiQi in the latter. Note that ð ~ZnÞnX1 is Markov whereas
ðZnÞnX1 is not.
Convergence criteria for these kinds of discrete time processes were given
in [14], and that paper can also be consulted for background information and
references.
Corresponding to Theorem 2.1, and using similar reasoning applied to
Theorem 2.1 and Remark 2.3 of [14], we obtain: ~Zn is a strictly stationary sequence
if and only if (i) Z1 ¼
P
iX1PiQi is an a.s. finite rv, and ~Z0¼
D ~Z1 or (ii) ð eZnÞn¼0;1;... is
degenerate to a constant process eZn ¼ eZ0 ¼ c for all n ¼ 0; 1; . . . ; where c 2 R.
(Actually, we need only assume PðM1 ¼ 0Þ ¼ 0 for this.) Corresponding discrete
time versions of some of our other results can similarly be written down; we omit
further details.
Special cases: x or Z linear
The special cases of the general Ornstein–Uhlenbeck process when ðxtÞtX0 or
ðZtÞtX0 is a deterministic linear function are of particular importance. For example,
when xt ¼ t and ðZtÞtX0 is a subordinator, we obtain (apart from a timing constant l)
the volatility process of Barndorff-Nielsen and Shephard [1,2]. Eq. (2.9) then
recovers the well-known stationarity condition for this process (see e.g. [28,
Theorems 17.5 and 17.11, pp. 108, 113]). The exponential decrease of the
autocorrelation function, known in this case, can be recovered from our Theorem
4.3 (see also [2, p. 172]). Our Theorem 4.5, however, is not applicable to this
situation, since CxðkÞ ¼ ka0 for all k40. Indeed, in that case the stationary
distributions can exhibit various kinds of light- or heavy-tailed behaviour.
If, on the other hand, Zt ¼ t is deterministic, we obtain a process related to the
exponential functional process t 7! R t0 exs ds; see Carmona et al. [4,5]. If ðxtÞtX0 is
spectrally negative and has a positive drift, (1.1) gives rise to the volatility of the
‘‘COGARCH’’ process of Klu¨ppelberg et al. [19,20]. Thus, our results apply to give
practically useful conditions in these models.
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Examples when x or Z is a Brownian motion are also of importance, for example,
in mathematical ﬁnance, and have been widely studied. If x is linear and Z is a
Brownian motion, then ðVtÞtX0 reduces to the classical Ornstein–Uhlenbeck process,
while the case when x is a Brownian motion with drift and Z is linear has applications
to Asian options, see, e.g. Donati-Martin et al. [8] and references therein.
If Z is a Brownian motion (with or without drift), then Theorem 2.1 shows that the
generalised O–U process constructed from ðx; ZÞ admits a stationary solution if and
only if V 0 can be chosen such that ðV tÞtX0 is degenerate to a constant process (i.e. by
(2.8) there is a constant k 2 Rnf0g such that xt ¼ k1Zt  k2s2Zt=2; tX0), or if
limt!1 xt ¼ 1 a.s. On the other hand, if x is a Brownian motion with drift, then a
stationary solution exists if and only if V 0 can be chosen such that ðVtÞtX0 is
degenerate to a constant process, or if the drift of x is strictly positive and
E logþjZ1jo1 (see Remark 2.2).6. Proofs for Section 2
We ﬁrst prove Proposition 2.3 and then Theorem 2.1. We need the following
lemma:
Lemma 6.1. Let ðxt; ZtÞtX0 be a bivariate Le´vy process. For fixed t40 set bxs:¼xt 








bxs dbZs þ ½ebx;bZt a.s., (6.1)
where the integral on the right-hand side is taken with respect to the completed natural







exs dZs þ ½ex; Zt. (6.2)
Proof. Fix t40. For 0pspt deﬁne
Hs:¼ebxs ; Y s:¼bZs and X s:¼ Z s
0





where the integral is taken with respect to H. Further, for a given ca`dla`g process
ðZsÞ0pspt, deﬁne the time-reversed process ð eZsÞ0pspt by
eZs:¼ 0; s ¼ 0;ZðtsÞ  Zt; 0osot;
Z0  Zt; s ¼ t:
8><>:
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eY s ¼ ebZs ¼ Zs; 0psot;Zt; s ¼ t;
(




g½H; Yt ¼ ½H; Y 0  ½H ; Y t ¼ ½ebx;bZt.
Recall that t40 is ﬁxed and denote by G ¼ ðGsÞ0pspt the smallest ﬁltration
containing ðFsÞ0pspt and such that ðxt; ZtÞ is G0-measurable. Now ðHsÞ0pspt is
H-adapted, and ðbxs;bZsÞ0pspt is an H-semimartingale, implying that ðbZsÞ0pspt is
an H-semimartingale. Since ðxs; ZsÞ0pspt is a Le´vy process, it follows from Protter
[27, Theorem 3 in Chapter VI, p. 356] that it is a G-semimartingale. Thus
ð eY sÞ0psot ¼ ðZsÞ0psot is a G-semimartingale, showing that ðY sÞ0pspt is an ðH;GÞ
reversible semimartingale, see Protter [27, p. 378]. Further, since xt and xðtsÞ are
both in Gts, it follows that Hs is Gts measurable, 0pspt. Thus, all assumptions of
[27, Theorem 22 in Chapter VI, p. 378], are fulﬁlled, and we obtain a.s.
eX u þ g½H; Yu ¼ Z u
0


















exs dZs is the same when taken either with respect to the ﬁltration G or
to the ﬁltration F, see [27, Theorem 16 in Chapter II, p. 61]. This proves (6.1), since
for ﬁxed t, DZt ¼ DbZt ¼ 0 a.s. Eq. (6.2) then follows from the fact that ðbxs;bZsÞ0pspt
has the same distribution as ðxs; ZsÞ0pspt. &
We can now establish Proposition 2.3.
Proof of Proposition 2.3. With Lt deﬁned by (2.3), it is easy to check that ðxt; LtÞtX0
has independent and stationary increments, is stochastically continuous, starts at
ð0; 0Þ a.s. and has ca`dla`g paths a.s., so is a Le´vy process (more precisely, a Le´vy




ðeDxs  1ÞDZs; tX0. (6.3)
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DðexsÞDZs ¼ ½ex; Z BZt
¼ ½ex; Zt  ½ex; BZt. ð6:4Þ




exs dxs þ F t; tX0,
where ðFtÞtX0 is a process of ﬁnite variation on compacts. Hence we obtain

























exs dðCovðBx;1; BZ;1ÞsÞ; tX0,
so (2.10) follows from (6.4), (6.5) and (6.2).
Let L be a Borel subset of R such that 0 is not contained in the closure of L. Then






















showing PZ ¼ ðSPðx;LÞÞjRnf0g. &
Before proving Theorem 2.1 we want to observe that ðV tÞtX0 is a time-homo-
geneous Markov process. This was known and proved for example by Carmona et
al. [4,5]. We will need an explicit expression for the transition functions, stated as
Part (a) of the following lemma (but we omit the proof). The Markov property then
allows us to reduce the question of the existence of strictly stationary solutions to the
question of convergence in distribution of V t as t ! 1, as in Part (b) of the lemma.
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Then ðMy;t; Ny;tÞ is independent of Fy, ðMyþh;tþh; Nyþh;tþhÞ ¼D ðMy;t; Ny;tÞ for hX0, and
Vt ¼ My;tV y þ Ny;t. (6.6)
(b) The process ðVtÞtX0 is strictly stationary if and only if V t converges in
distribution to V 0, as t ! 1.
Proof of Lemma 6.2(b). Clearly, if ðVtÞtX0 is strictly stationary, then V t ¼D V0 for all
tX0, implying V t !D V 0 as t ! 1. If on the other hand, Vt !D V0 as t ! 1, then
keeping h40 ﬁxed, setting y:¼yðtÞ:¼t  h and letting t !1, Eq. (6.6) gives
V0¼D M0;hV 0 þ N0;h ¼ V h. (6.7)
Since ðV tÞtX0 is a time-homogeneous Markov process, this implies that the ﬁnite
dimensional distributions are shift-invariant, i.e. ðV tÞtX0 is strictly stationary. &
Proof of Theorem 2.1. Suppose that ðVtÞtX0, as deﬁned in (1.1), is strictly stationary.
Then Vt ¼D V 0 for all t40, so V t !D V 0 as t ! 1. We will distinguish whether xt
tends a.s. to 1, or a.s. to 1, or whether it oscillates, these being the only
possibilities for a Le´vy process (see e.g. [9] or [28, Proposition 37.10, p. 255]).
Suppose ﬁrst that limt!1 xt !þ1 a.s. Then, as argued following the statement of
Remark 2.2, V 0e
xt converges a.s. to 0 and ext
R t
0
exs dZs converges in distribution to
V 0 as t !1. Thus, by (2.10),
R t
0 e
xs dLs !D V 0 as t !1, and Proposition 2.4
implies Alternative (i).
Now suppose that xt oscillates. Then by Proposition 2.4 there are two alternatives. One
is that the process j R t0 exs dLsj tends in probability to1 as t !1. If this occurs, then
by (2.10), the process jext R t0 exs dZsj must tend in probability to 1 as t !1. Since
V t !D V 0 as t !1, (1.1) then gives jV0jext !P 1, hence xt !




exsdZs ¼ ext V t !
P
0 as t !1. Since R t
0
exs dZsis independent of V 0, so is its
probability limit, which isV 0. Hence it follows that V0 must be equal to a constant, and
since V t ¼D V0 for all t40 it follows that V t ¼ const. a.s. for all t40. The other




exs dLs ¼ kð1 extÞ a.s. With the notations of Lemma 6.1, this implies
V t ¼ ebxt V 0 þ Z t
0
e
bxs dbZs þ ½ebx;bZt
¼D ext V 0 þ
Z t
0
exs dLs ðby ð2:10ÞÞ
¼ k þ ðV 0  kÞext a:s.
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V 0 ¼ k a.s., in which case V t ¼ k a.s. by stationarity. Since ðV tÞtX0 has ca`dla`g paths, it
follows that it is indistinguishable from the constant process t7!k.
Finally, if limt!1 xt ¼ 1 a.s., then ext ðV0 þ
R t
0
exs dZsÞ ¼ V t !
D
V 0 as t ! 1,
showing that V0 þ
R t
0 e
xs dZs converges in probability to 0 as t ! 1. Then, just as
for the oscillating part of the proof, it follows that V t ¼ const. a.s. for all t40. Thus,
stationarity of ðV tÞtX0 implies (i) or (ii).
Now if ðV tÞtX0 degenerates to a constant k a.s., then V 0 ¼ k and
k ¼ ext ðk þ R t0 exs dZsÞ, or equivalently V0 ¼ k and




For ka0, (6.8) is exactly the deﬁning equation for ex ¼ EðZ=kÞ (see e.g. Protter [27,
Theorem 37 in Chapter II, p. 84]), while k ¼ 0 is impossible in (6.8) by uniqueness of
the stochastic differential equation;
R t
0 X s dZs  0 implies X s  0. Conversely, (6.8)
and V 0 ¼ ka0 a.s. imply V t ¼ k a.s. So the conditions stated in Alternative (ii) are
in fact equivalent.
For the converse, it is clear that Alternative (ii) implies strict stationarity of
ðVtÞtX0. Further, if V 0t ¼ k0 and Vt ¼ k for all tX0 are two constant solutions, then
k0  k ¼ V 0t  Vt ¼ ext ðV 00  V0Þ ¼ ext ðk0  kÞ; t40,
implying k ¼ k0, so the stationary solution is unique in distribution.
Finally suppose that Alternative (i) holds. Then limt!1 ext V 0 ¼ 0 a.s. andR1
0 e




in distribution as t ! 1 to the ﬁnite random variable V1 ¼
R1
0
exs dLs: Thus, by
(1.1), Vt !D V1 as t ! 1, and strict stationarity with V 0 :¼D V1 follows from




p Þ þPx ðð1=2Þ log zÞ. (7.1)
To see this, note that jTðx; yÞj4z implies jyj4 ﬃﬃzp or ex4 ﬃﬃzp . But
Px;Zðfðx; yÞ 2 R2nf0g : jyj4
ﬃﬃ
z





Px;Zðfðx; yÞ 2 R2nf0g : ex4
ﬃﬃ
z
p gÞpPx ðð1=2Þ log zÞ,
giving (7.1).
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xs dZs converges a.s. By Proposition 2.4, this implies that
limt!1 xt ¼ þ1 a.s., hence, by (2.5),Z
ð1;1Þ
gðxÞjdPx ðxÞjo1. (7.2)
Also by Proposition 2.4,Z
ðe;1Þ
f ðyÞjdPZðyÞjo1. (7.3)










With partial integration and using gð2zÞp2gðzÞ we see that (7.2) implies ﬁniteness of
the latter integral. Further, integration by parts shows that the integralZ
ðe;1Þ
PZð ﬃﬃﬃyp Þdf ðyÞ ¼ Z
ð ﬃﬃep ;1ÞPZðyÞdf ðy2Þ
is ﬁnite if and only ifZ
ð ﬃﬃep ;1Þ f ðy2ÞjdPZðyÞj
is ﬁnite. But since f ðy2Þp2f ðyÞ for large y (because Ax is non-decreasing), this is





ðe;1Þ f ðyÞjdPLðyÞjo1. From Proposition 2.4 and Theorem 2.1 then follows
the a.s. convergence of
R1
0 e
xs dLs and the existence of a stationary version of
ðVtÞtX0.
(b) Note that in analogy to (7.1) we have for z41 from Proposition 2.3, using the




p Þ þPþx ðð1=2Þ log zÞ.
The proof then follows similarly as above, with (7.2) being replaced byZ
ð1;1Þ
gðxÞjdPþx ðxÞjo1,
which is ﬁnite since Exþ1o1.
(c) Given a Le´vy process ðxtÞtX0 with limt!1 xt ¼ þ1 a.s. and Exþ1 ¼ 1,
construct a bivariate Le´vy process ðxt; ZtÞ such that the bivariate Le´vy measurePx;Z is
concentrated on ðð1; 1  f0gÞ [ fðx; exÞ : x41g. Then PLðf1gÞ ¼ Px;Zððx; yÞ :




converges a.s. by Proposition 2.4. On the other hand, PZðð1; 0ÞÞ ¼ 0, and for
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P
þ















But the latter integral is inﬁnite by the Abel-Dini Theorem, since Exþ1 ¼ 1.
Proposition 2.4 then shows that
R1
0 e
xs dZs does not converge a.s. or in
distribution. &
Proof of Theorem 3.3. (a) That x ¼ Eðx=kÞ for some ka0 is equivalent to xt ¼
at þ bNt with the required constraint on a and b follows easily from (2.8) and a small
calculation. Hence, by Theorem 2.1 we only have to show that limt!1 xt ¼ þ1 a.s.
implies convergence of the integral (2.6) when x ¼ Z. Note that the Le´vy measure




L ðzÞ ¼ Px;xðfðx; xÞ 2 R2 : exx4zgÞ ¼ 0.
Since exxX e2x for xo0 such that jxj is large, for sufﬁciently large z we have
P

L ðzÞpPx;xðfðx; xÞ 2 ð1; 0Þ2 : e2xp zgÞ ¼ P

x ðð1=2Þ log zÞ.








is ﬁnite when limt!1 xt ¼ þ1 a.s., giving ﬁniteness of (2.6) by partial integration.










Then an " 1 as n ! 1, and, since


















o3=4 8n 2 N.
We conclude that ðcnÞn2N is a decreasing sequence, tending to 0 as n ! 1. Now
deﬁne the compound Poisson process x (without drift) in terms of its Le´vy measure
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P
þ
x ðyÞ ¼ cn for y 2 ½an; anþ1Þ; n 2 N.
It is easy to check that AxðanÞ ¼ AðanÞ for all n 2 N, where Ax is as in deﬁnition (2.4).

























(because log ai=Axðlog aiÞ ¼ ai1=Axðai1Þ ¼ 1=ci1Þ, and the latter sum diverges




not converge a.s. or in distribution to a ﬁnite random variable. &8. Proofs for Section 4Proof of Proposition 4.1. Deﬁne L as in (2.3). Assume (4.1), and that CxðkÞo0 for
some k40, and take p41, q41, with 1=p þ 1=q ¼ 1. Let k:¼maxf1;kg. Then we
have Eepkx1o1 and EjZ1jqko1. The former is equivalent to Eepkx

1o1 and
the latter implies EjZ1jo1 (since qk41). Thus, we have Ex1o1. If in addition
Exþ1 ¼ 1 then by (2.5) we see that limt!1 xt ¼ þ1 a.s. If, alternatively,
Exþ1o1 then Ejx1jo1 and CxðkÞo0 imply Ex140. Then (2.5) again gives
limt!1 xt ¼ þ1 a.s. Also, EjZ1jo1 implies E logþjZ1jo1 and since Ex1o1 we
get from (7.1) that E logþjLjo1. So by (2.11), R10 ext dLt converges a.s., and a
stationary version (unique in distribution) exists by Theorem 2.1.






To show this, recall that EjZ1jo1. Assume ﬁrst that EZ1 ¼ 0. Then it follows from
the Burkholder–Davis–Gundy inequality (e.g. [21, pp. 70, 75]) and from Ho¨lder’s









ðE½Z; Zqk=21 Þ1=q. (8.2)
An application of Doob’s inequality to ðexttCxð1ÞÞtX0 and of the Burkholder–
Davis–Gundy inequality to ð½Z; ZtÞtX0 then shows ﬁniteness of (8.2). Finiteness of
E ½ex; Z1
 k follows similarly, after an application of the Kunita–Watanabe
inequality (e.g. [27, p. 69]), and from (8.2) and (2.10) we conclude that (8.1)
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eðxsxjÞ dðLs  LjÞ
for j ¼ 0; 1; . . . : Then the ðQjÞj¼0;1;... are independent and identically distributed, xj
and Qj are independent for ﬁxed j, and EjQjjko1 by (8.1). Furthermore, for any
n ¼ 1; 2; . . .,Z n
0
exs dLs

































































If k ¼ a, the last factor can be omitted (by a similar calculation). Since CxðkÞo0, the
last expression converges absolutely as n ! 1, and since we showed in the ﬁrst part
of the proof that a stationary version exists, with V0¼D
R1
0 e
xs dLs, EjV 0jko1 then
follows from (8.3) and (8.4). &
Remark 8.1. If the processes Z and x are independent, then the moment conditions
in Proposition 4.1 can be relaxed. In fact, in that case the assertions of Propo-
sition 4.1 hold if Eemaxf1;kgx1o1, CxðkÞo0 and EjZ1jmaxf1;kgo1. This follows by
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ðEX ÞðEY Þ for independent random variables.
Proof of Theorem 4.3. To show (4.2), let My;t and Ny;t be as in Lemma 6.2. Using the
independence of My;t and Vy and (6.6) we get
EðV tjFyÞ ¼ ðEMy;tÞV y þ ENy;t
¼ ðEMy;tÞðVy  EV yÞ þ EðMy;tV y þ Ny;tÞ
¼ eðtyÞCxð1ÞðV y  EV yÞ þ EV t.
Hence, we conclude that
EðVyVtÞ ¼ EðV yEðVtjFyÞÞ ¼ eðtyÞCxð1ÞðEV2y  ðEV yÞ2Þ þ ðEV yÞðEV tÞ,
giving (4.2). Eq. (4.3) then follows immediately from Proposition 4.1, noting that
Cxð2Þo0 implies Cxð1Þo0 by convexity of Cx, see Sato [28, Lemma 26.4,
p. 169]. &
Proof of Theorem 4.5. Assume the existence of k, p, and q as speciﬁed. Since
Eekx1o1 by (4.1), it follows that Eeux1 is ﬁnite for every u 2 ½0; k and that the
function Cx : ½0;k ! R; u 7! logEeux1 is strictly convex [28, Lemma 26.4, p. 169].
Since Cxð0Þ ¼ CxðkÞ ¼ 0, it follows that there is a constant k0 2 ð0; kÞ such that
Cxðk0Þo0. From Proposition 4.1 we conclude that limt!1 xt ¼ þ1 a.s. and that a
stationary version ðV tÞtX0 exists. Now deﬁne, for arbitrary t40,




Then, for the stationary version,
V0¼D Vt ¼ ext V 0 þ ext
Z t
0
exs dZs ¼ UtV0 þ W t, (8.5)
where V 0 is independent of ðUt; W tÞ. We assert that there is a sequence ðtnÞn2N such
that tn !1 and the support of the law of xtn is not concentrated on rZ for any r40.
If x is not of ﬁnite variation this is clear by Sato [28, Corollary 24.6, p. 149]. If x is of
ﬁnite variation, this follows also from Sato [28, Corollary 24.6], which allows us to
conclude that xt and xt0 cannot simultaneously be concentrated on a lattice if t=t0 2
RnQ when x has non-zero drift or Px is not concentrated on a lattice (using similar
reasoning as in [20, proof of Theorem 5.2]). Now ﬁx such a sequence. Then for each
n 2 N,
EjUtn jk ¼ etnCxðkÞ ¼ e0 ¼ 1,
EðjUtn jk logþjUtn jÞo1 (since EjUtn jpk is ﬁnite by assumption), and EjW tn jko1, as
was proved in Eq. (8.1) (there, tn was taken to be 1, but the proof holds for arbitrary
tn). So V 0 satisﬁes for every tn the distributional ﬁxed point Eq. (8.5), and it follows
from Theorem 4.1 in Goldie [13] that there are constants Cþ; CX0 such that (4.4)
holds. The constants Cþ and C do not depend on tn. In [13, Theorem 4.1],
it is further shown that if Cþ þ C ¼ 0, then there necessarily exist real
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W tn ¼ ð1 Utn Þcn a.s.
Since W tn converges in distribution to V 0, and Utn converges to 0 a.s., as n !1, the
sequence cn must converge in distribution to V0, which is impossible if ðVtÞtX0 is not
degenerate to a constant process. &
Proof of Corollary 4.6. For the proof of (i), observe that if Z is a subordinator, then
so is L (c.f. Eq. (2.3)), and hence V1X0 a.s., so that C ¼ 0. The case that V1 is a
constant cannot occur when Z is a subordinator, since (2.8) would then imply that
either x or x must be a subordinator, which is impossible since cxðkÞ ¼ 0 for some
ka0. Consequently, we conclude that Cþ40.
To show (ii), suppose that ðx; ZÞ is symmetric in the given sense, and that x or Z
does not have a Brownian part. Then it follows easily from the deﬁnition of L in (2.3)
that ðx; LÞ is symmetric, too, i.e. ðxt; LtÞtX0¼D ðxt;LtÞtX0. This implies that V0 is
symmetric by (2.7), i.e. V0¼D V0, and hence Cþ ¼ C. Then if V 0 is not a constant,
the claim follows from Theorem 4.5. &
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