To account for adaptation-the remarkably precise fit between organisms and their environments-Darwin (1859) and Wallace (1858) independently proposed the theory of evolution by natural selection. One hundred and fifty years later, we have amassed a large body of theoretical and empirical work that extensively describes and documents natural selection, yet we are still largely ignorant as to how, exactly, natural selection acting on beneficial mutations leads to adaptation (Orr 2005) . There are many fundamental questions that remain largely unanswered. These include: Where do most adaptive genetic variants come fromancestral variation or de novo mutation? How strong is selection, on average, and does its strength vary for different types of phenotypic traits? Does the strength of selection change in a predictable way as mutations are fixed and populations approach phenotypic optima? Do most adaptations involve a small number of genes with large phenotypic effects or many genes of small effect? To what extent do competing ecological demands, genetic linkage, and pleiotropy constrain adaptation? Finally, how often does natural selection rely on the same genes and/or mutations to drive convergent evolution? Answering these questions is challenging because it requires knowing the precise phenotypic targets of selection, identifying the genetic loci contributing to those adaptive traits, and measuring the strength of selection acting on both phenotypes and genotypes.
To account for adaptation-the remarkably precise fit between organisms and their environments- Darwin (1859) and Wallace (1858) independently proposed the theory of evolution by natural selection. One hundred and fifty years later, we have amassed a large body of theoretical and empirical work that extensively describes and documents natural selection, yet we are still largely ignorant as to how, exactly, natural selection acting on beneficial mutations leads to adaptation (Orr 2005) . There are many fundamental questions that remain largely unanswered. These include: Where do most adaptive genetic variants come fromancestral variation or de novo mutation? How strong is selection, on average, and does its strength vary for different types of phenotypic traits? Does the strength of selection change in a predictable way as mutations are fixed and populations approach phenotypic optima? Do most adaptations involve a small number of genes with large phenotypic effects or many genes of small effect? To what extent do competing ecological demands, genetic linkage, and pleiotropy constrain adaptation? Finally, how often does natural selection rely on the same genes and/or mutations to drive convergent evolution? Answering these questions is challenging because it requires knowing the precise phenotypic targets of selection, identifying the genetic loci contributing to those adaptive traits, and measuring the strength of selection acting on both phenotypes and genotypes.
In a now classic book, Endler (1986) compiled evidence for selection in natural populations from a diversity of species measured using a variety of approaches. This and other widely used references (see, e.g., Hartl and Clark 2007) classify approaches to estimating selection into two broad categories: those that can be applied to discrete polymorphisms and those for continuous characters. These approaches have developed largely in isolation (but see Kimura and Crow 1978; Milkman 1978) ; however, with in creased power to link genotype to phenotypes in natural populations, it is now possible to estimate selection at mul tiple levels of biological organization simultaneously and thus use a diverse set of complementary methods to better understand adaptation in the wild.
Here, we discuss approaches used to estimate the strength of selection, drawing on both classic and recent examples to illustrate their utility. Because of its association with adaptation and the evolution of novel forms and functions, we focus on positive selection. In the first four sections, we describe methods for estimating the strength of selection on genotypes and phenotypes using four distinct types of data:
(1) within-generation fitness estimates from individuals bearing different genotypes and/or phenotypes, (2) changes in allele frequencies or phenotypic means over multiple generations, (3) changes in allele frequencies or phenotypic means in space, and (4) DNA sequence data from genes that contribute to phenotypic differences in natural populations. For clarity, we divide the first two sections by the type of trait variation (genotypic or phenotypic) under study. These diverse approaches allow us to measure selection at multiple levels-from single-nucleotide changes to quantitative traits-and at multiple timescales-from ecological to evolutionary. However, none can tell us why particular traits are under selection; this issue is discussed in a fifth section. Finally, we conclude by discussing how applying multiple methods to traits for which we can make genotype-phenotype and phenotype-fitness links can address fundamental questions regarding the genetics of adaptation in natural populations.
FITNESS DIFFERENCES BETWEEN GENOTYPES OR PHENOTYPES (WITHIN A GENERATION)
Natural selection need not result in evolution-a change in allele frequencies over time. For example, when phenotypes do not differ in their underlying genotypes or when selection favors heterozygotes, allele frequencies may remain the same from one generation to the next. Thus, the most straightforward way to estimate the strength of selection is to focus on a single generation and compare the success of different phenotypes or genotypes at survival and reproduction. This approach requires information regarding the fitness of individuals (or classes of individuals) in a population. Unfortunately, "fitness" is notoriously difficult to define and measure (see Endler 1986; De Jong 1994; McGraw and Caswell 1996; Orr 2009) . Therefore, most studies measure components of fitness (e.g., survival to sexual maturity, survival following an environmental change, number of mates, or number of offspring produced) as surrogates for total fitness. Because selection may differ over the course of a single generation or across years (Schemske and Horvitz 1989; Hoekstra et al. 2001; Siepielski et al. 2009) , the most comprehensive studies estimate fitness across multiple life stages and are repeated across multiple years; two such examples are described below.
Genotypes
Selection on a single Mendelia n locus, or a discrete polymorphism presumed to be under the control of a single gene, can be quantified using a selection coefficient (s) that describes the intensity of selection against genotypes (or alleles). Specifically, s for a given genotype is equal to 1-w, where w is the relative fitness of that genotype. The relative fitness for each genotypic class is calculated by dividing the absolute fitness for that class (estimated from survival rates or number of offspring produced, see above) by the highest absolute fitness across all genotypic classes. Traditionally, s has been calculated for discrete morphological characters (see, e.g., Schemske and Bierzychudek 2001) or enzyme polymorphisms (see, e.g., Eanes 1999) . More recently, however, advances in genomic technologies and statistical methods for analyzing genotypic and phenotypic data have enabled us to identify genes contributing to variation in quantitative traits (for review, see Mackay 2001; Feder and Mitchell-Olds 2003; Luikart et al. 2003; Erickson et al. 2004; Vasemagi and Primmer 2005; Ehrenreich and Purugganan 2006; Ellegren and Sheldon 2008; Hoffmann and Willi 2008; Naish and Hard 2008; Pavlidis et al. 2008; Stinchcombe and Hoekstra 2008; Mackay et al. 2009; Slate et al. 2009 ). Thus, it is now possible to estimate selection coefficients for individual quantitative trait loci (QTLs) (see, e.g., Schemske and Bradshaw 1999; Rieseberg and Burke 2001; Lexer et al. 2003a; Mullen and Hoekstra 2008) . One such analysis, described below, was performed on a major-effect QTL contributing to adaptive morphological variation in threespine sticklebacks (Gasterosteus aculeatus).
Following the last ice age, marine threespine sticklebacks repeatedly colonized freshwater environments and underwent concomitant losses in bony armor plating (Fig.  1A ) (Bell and Foster 1994) . Repeated loss in similar environments suggests that selection is responsible for these morphological differences. QTL mapping followed by functional verification via transgenic studies have implicated the gene Ectodysplasin (Eda), which explains more than 75% of the variation in plate number between marine and freshwater fish (Colosimo et al. 2004 (Colosimo et al. , 2005 . Most marine fish are homozygous for the "complete" Eda allele (CC) and have 30-36 plates, freshwater fish are often homozygous for the "low" allele (LL) and have 0-9 plates, and heterozygotes (CL), rare in both habitats, have an intermediate number of plates. The low allele, estimated to be 2 million years old, is present in low frequencies (~1%) in marine populations, suggesting that freshwater populations, which form a monophyletic group at Eda, used standing genetic variation to adapt to the novel lake habitat (Colosimo et al. 2005) .
To mimic selection pressures experienced by threespine stickleback upon invasion of novel freshwater habitats, Barrett, Rogers, and Schluter (2008) created four experimental ponds into which they introduced marine fish known to be heterozygous for the low allele (CL). They then sampled and genotyped the F 1 progeny of these fish (in which all three genotypic classes were present) at 10 time points over the course of 1 year. Selection coefficients were calculated from changes in genotype and allele frequencies. As expected, individuals with at least one copy of the low allele had increased growth rates and higher overwinter survival (October-July; s = 0.52 against the C allele). However, contrary to expectations, the frequency of the low allele actually decreased during the summer (July-October; s = 0.50 against the L allele), before the development of armor plates, which suggests conflicting selection pressures on Eda or a linked gene (Fig. 1A) (Barrett et al. 2008 ). At present, it is unclear why complete alleles are favored in the summer, but complementary studies focusing on phenotypic change (see below) might provide insight into the precise targets of selection at different times during the year. Nevertheless, had allele frequencies only been measured at the start and end of the year, changes in the direction and intensity of selection acting on the low allele would have been missed.
Phenotypes
Because selection acts at the phenotypic level, we can estimate its strength even in the absence of any knowledge about the genetic basis of fitness-related traits. A series of papers starting in the late 1970s laid the foundation for the analysis of selection on continuously varying phenotypic traits (Lande 1979; Lande and Arnold 1983; Arnold and Wade 1984a,b) . Under this quantitative genetic approach (also referred to as the "Chicago School" approach), the mode and intensity of natural selection are estimated by regressing relative fitness (for continuous traits, fitness is typically calculated relative to the population mean) onto phenotypic values. Directional selection is characterized by a linear relationship between fitness and phenotype, and the slope of this relationship, calculated using linear regression, estimates the strength of selection (i.e., change in phenotypic means that is due to selection). When phenotypic values are standardized by subtracting the population mean and dividing by the population standard deviation, the slope of the phenotype-fitness regression equals the selection differential (S), which is defined as the covariance between fitness and the trait (Cov [w,z] ) (Price 1970) .
Standardizing data also provides selection estimates that are comparable across different traits and organisms .
Selection differentials measure total selection on a given trait. However, phenotypes can be correlated with fitness either because they impact fitness directly (direct selection) or because they are correlated with other traits that affect fitness (indirect selection). Selection gradients (β), in contrast, are calculated using multiple regression to control for indirect selection, thereby estimating direct selection on a trait (Lande and Arnold 1983) . Selection gradient analysis has now been applied to a wide range of plant and animal taxa (compiled in Endler 1986; Hoekstra et al. 2001; Kingsolver et al. 2001; Siepielski et al. 2009 ). In most cases studied to date, estimates of β and S are similar, suggesting that, for the traits that were investigated, indirect selection is usually small relative to direct selection ). This observation, however, does not suggest that indirect selection is low or unimportant, but rather that we tend to focus on traits for which we have a priori reasons to believe are targets of selection. In fact, strong indirect selection can overcome direct selection in an opposing direction, and selection gradients and differentials will have opposite signs. These cases-the most famous of which involves Darwin's finches-illustrate the importance of measuring multiple traits and estimating both direct and total selection to gain an accurate picture of adaptation and evolutionary constraint in natural populations.
Every year since 1973, Peter and Rosemary Grant and colleagues have measured survival, reproduction, and phenotypes of marked individuals of Geospiza fortis (medium ground finch) living on the Galápagos of (Grant and Grant 2002; for review, see Grant 2003; Grant and Grant 2008) . From 1976 to 1977, a severe drought decimated seed supplies on the island, resulting in no reproduction and high adult mortality. During this time, virtually the only type of food available was large, hard seeds, which are most efficiently handled by large birds with deep beaks (Boag and Grant 1981; Grant 1981; Price et al. 1984) . Estimates of the selection differential (S) obtained by comparing phenotypic means before and after the drought confirmed that selection indeed favored birds with large bodies (S = 0.74) and beaks (S = 0.53 to 0.63, depending on beak trait). However, because phenotypic correlations were taken into account, they found that although direct selection (β) favored a decrease in beak length and width (β = -0.14 and -0.45, respectively), these trait values nevertheless increased due to strong positive correlations with beak depth ( Fig. 2A) (Price et al. 1984; Grant and Grant 1995) . A second drought from 1984 to 1986 also resulted in decreased food supplies and high adult mortality; however, this drought followed an exceptionally wet season that resulted in an increased abundance of small, soft seeds. During this environmental perturbation, selection differentials for body (S = -0.11) and beak (S = -0.03 to -0.17) size were uniformly negative, even though direct selection favored an increase in beak length (β = 0.25) ( Fig. 2A ) (Gibbs and Grant 1987; Grant and Grant 1995) . Thus, in G. fortis, the strength and direction of selection can vary greatly from one year to the next, and due to phenotypic correlations, the direct targets of selection need not always change in the expected direction. Such longterm field studies are rare, but they are invaluable for understanding changes in phenotype over time.
CHANGES IN ALLELE FREQUENCIES OR TRAIT MEANS OVER TIME (BETWEEN GENERATIONS)
The magnitude of the phenotypic response to selection depends on both the heritability and the strength of selection. Therefore, observed changes in allele frequencies or phenotypic means over multiple generations, when coupled with information on the relationship between genotype and phenotype, can be used to estimate the strength of selection. This approach is especially useful for organ-
158
LINNEN AND HOEKSTRA 1976-1977 and 1984-1986 droughts) . Asterisks indicate S and β that are significantly different from zero (p < 0.05). (B) Selection differentials (S) and gradients (β) for age and size at maturity in male guppies (Poecilia reticulata) calculated from response to selection (between generations) under low-predation conditions in two streams (El Cedro River and Aripo River). Results are from bivariate analyses, and asterisks indicate values significantly different from zero. The significance of bivariate Aripo River estimates (denoted by †) could not be evaluated, but these estimates were significantly different from zero in a univariate analysis. Photos are a male guppy (top) and its chief predator, the pike cichlid (Crenicichla alta) (bottom 
Genotypes
Simple population genetic models predict changes in allele frequencies after one generation of selection. If p and q are the frequencies of alleles A and B; w AA , w AB , and w BB are the relative fitnesses of genotypes AA, AB, and BB; and  w is the mean fitness of the population, then change in the frequency of the A allele (∆p = p′ -p), is given by (1) .
Therefore, if we know allele frequencies in two consecutive generations and the degree of dominance, we can calculate the selection coefficient. For example, assuming w AA = 1 and w AB and w BB both equal 1-s (i.e., A is recessive and AA is the most fit genotype), the selection coefficient is given by .
Over multiple generations, selection generates a sigmoidal response curve of allele frequency change that can be used to estimate s (Haldane 1924 ). Alternatively, s can be estimated by running a recurrence equation over n generations under alternative values of s, choosing the value that best explains the observed allele frequencies (Cook 2003) . These approaches were used by Haldane (1924) and others (for review, see Cook 2003; see below) to estimate selection on melanic and typical forms of the iconic peppered moth Biston betularia.
More recently, Bollback et al. (2008) developed a maximum likelihood (ML) approach that uses the diffusion process (see Ewens 2004) to estimate effective population size (N e ) and selection (s) from time-series data of allele frequencies. They applied this method to frequency data for the human CCR5-∆32 mutation, which confers resistance to HIV (human immunodeficiency virus) infection, from European samples gathered from 2900 years ago to the present (Hummel et al. 2005) . Contrary to previous work that reported large selection coefficients (Novembre et al. 2005) , Bollback et al. (2008) found an ML estimate of s near zero, which suggests that before the origin of HIV, this mutation was neutral or nearly neutral. In another ancient DNA study, Ludwig et al. (2009) applied this method to Eurasian horse samples dating from 20,000 years ago to the present. They typed fossils at six loci known to contribute to color variation in horses and found both a dramatic increase in horse coat-color variation coinciding with domestication (~5500 years ago;
Outram et al. 2009), and, for two of the six loci, selection coefficients were significantly different from zero (agouti signaling protein [Agouti] , s = 0.0007, and melanocortin-1 receptor [Mc1r] , s = 0.0019). These results suggest that domestication and selective breeding contributed to changes in horse coloration.
Phenotypes
Estimating the strength of phenotypic selection from multigenerational data requires information on the genetic basis of traits under selection. For quantitative traits, the standard equation for predicting evolutionary response to selection is the breeder's equation R = h 2 S, where R is the response to selection (i.e., change in trait mean), h 2 is narrow-sense heritability (i.e., the fraction of total phenotypic variation that is additive), and S is the selection differential (Falconer and Mackay 1996) . Because phenotypes are often genetically correlated, Lande (1979) developed a multivariate version of this equation that predicts evolutionary response on a trait by accounting for selection on correlated traits (and their corresponding genetic covariances) in addition to direct selection (and its genetic variance). The multivariate analog of R = h 2 S is R = Gβ, where G is the genetic variance-covariance matrix (i.e., the G matrix, in which diagonal elements are additive genetic variances for n traits, and off-diagonal elements are additive genetic covariances between traits) and β is a vector of selection gradients (Lande 1979; Lande and Arnold 1983) .
This eponymous equation is most commonly used by breeders to either predict phenotypic response to selection or to estimate heritability, but it can also be used to estimate phenotypic selection in nature (rearranging, S = R/h 2 and β = RG -1
) (Thompson 2008) . Two advantages of this approach are that it allows one to estimate selection when within-generation fitness estimates are unattainable, and it takes into account the impact of trait variation on total lifetime fitness, not just a single fitness component. An important disadvantage, however, is that its accuracy is sensitive to errors in estimates of genetic variance, failure to measure all traits under selection, and/or fluctuating environmental conditions (Kruuk et al. 2008) . Nonetheless, this equation has been shown to accurately predict evolutionary response, particularly when trait heritabilities are high and have narrow confidence intervals (see, e.g., Grant 1995, 2002) , as is the case for life-history traits in Trinidadian guppies.
Guppies (Poecilia reticulata) living in Trinidad occur in two habitats: high-predation habitats, defined by presence of pike predator (Crenicichla alta) that selectively prey on large mature guppies, and low-predation habitats that lack this cichlid (Fig. 2B) . Fish from low-predation populations mature later and at a larger size than their low-predation counterparts, and these differences are genetically based (Reznick 1982; Reznick and Endler 1982) . To test if these differences are caused by selection, Reznick et al. (1997) moved guppies from two high-predation to two low-predation streams. After 4-11 years of selection, they quantified phenotypic response (change in mean size and age at maturity), heritabilities, and G matrices for fish in each of the two streams and used these values to calculate S and β. As predicted, both size and age at reproductive maturity increased (size, S = 0.023 and 0.138; age, S = 0.201 and 0.310, for Aripo and El Cedro, respectively) once fish were freed from predation pressure. In both streams, there was strong direct selection for increased age at maturity, and selection on age exceeded selection on size (size, β = -0.127 and 0.013; age, β = 0.193 and 0.220, for Aripo and El Cedro, respectively). However, in the Aripo River, but not in the El Cedro River, there was selection for a decrease in size at maturity (Fig. 2B ). These differences likely stem from the different genetic compositions of the starting populations and/or ecological differences between the two streams. Like the threespine stickleback example, this work demonstrates the importance of replication to detect unique and shared responses to novel selection pressures; like the Darwin's finch example, this work highlights the importance of measuring both direct and total (direct + indirect) phenotypic selection.
SPATIAL PATTERNS OF ALLELE FREQUENCIES AND PHENOTYPE MEANS
The spatial distribution of genotypes and phenotypes can tell us a great deal about the strength of natural selection maintaining patterns of geographic variation (Haldane 1948; Slatkin 1973 Slatkin , 1975 Endler 1977; Barton 1979a Barton ,b, 1983 Barton and Hewitt 1985) . For example, sharp transitions in allele frequencies or trait means, particularly if they coincide with ecotones (transition areas between adjacent ecological communities), suggest a role for selection because in the absence of selection, gene flow will homogenize populations (Haldane 1930; Lenormand 2002; Slatkin 2003) . Thus, the frequency of alleles in adjacent populations, and the sharpness of the transition between them, is determined by both the amount of gene flow and the strength of selection against deleterious alleles in each habitat. When gene flow and selection reach an e qui librium, the populations are considered to be in mi gration-selection balance. A mathematical model of mi gra tion-selection balance was proposed by Haldane (1930) and Wright (1931) , who showed that the change in the deleterious (immigrant) allele frequency in a population (∆q) is given by ,
in which s is the selection coefficient against the deleterious allele, q and p are allele frequencies of the deleterious and nondeleterious alleles, h is the dominance coefficient, m is the migration rate into the population, Q is the frequency of the deleterious allele outside the population, and M is the emigration rate. Using this approach, Hoekstra et al. (2004) 
background matching but found that selection estimates were not symmetrical-light mice were more strongly selected against on dark rock (s = 0.013-0.390) than dark mice on light rock (s = 0.0002-0.020). This is consistent with visual perception abilities of avian predators, with selection on light/melanic forms of peppered moths (Cook and Mani 1980) , and with the direction of evolutionary change (i.e., light mice colonized newly formed lava flows, and strong selection against these mismatched mice favored the evolution of the novel melanic form). As shown, Equation 3 can be used for populations sampled from two distinct habitats. Alternatively, when multiple populations are sampled along an ecotone, the distance over which allele frequencies or trait means change (i.e., the cline width [w]) can be used to estimate selection (s) because w is proportional to σ/√ -s, where σ is the standard deviation of the adult-offspring dispersal distance (Haldane 1948; Slatkin 1973 ). Cline width is estimated by fitting a sigmoidal curve to allele frequencies or population trait means plotted as a function of geographic distance. The cline width is defined as the inverse of the maximum slope of this curve for allele frequencies; for quantitative traits, cline width is equal to ∆z/(δz/δx), where ∆z is the difference in population means on either side of the cline and δz/δx is the maximum slope of phenotypic change over distance x (Slatkin 1978; Barton and Gale 1993) . This approach has been used widely to analyze clines in allele frequencies (see, e.g., Mallet et al. 1990 ) and quantitative traits (see, e.g., Nurnberger et al. 1995) , but only rarely are genotypes and phenotypes analyzed together. One notable exception is the work of Mullen and Hoekstra (2008) , who took advantage of knowing the genetic basis of pigment variation to analyze selection acting to maintain both a cline in pigmentation and its underlying genes (Fig. 1B) .
In the southeastern United States, there is a sharp transition in soil color from the white sandy beaches of Florida to darker inland soils. In the 1920s, Francis Sumner sampled oldfield mice (Peromyscus polionotus) along a 150-km transect and found that as he moved inland and the soil got darker, pale-colored mice were replaced by a darker form more typical of the genus (Sumner 1929a,b) . Using Sumner's original museum specimens, Mullen and Hoekstra (2008) quantified brightness over multiple body regions with a spectrophotometer. From these phenotypic data and estimates of dispersal distances in P. polionotus, they calculated the width of the cline and strength of selection; selection on coat color was strong (assuming an ecotonal model, s = 0.07-0.21, depending on body region measured). In addition, because previous work had identified two genes (Mc1r and Agouti) that contribute to pigment differences in these mice Steiner et al. 2007 ), they were able to estimate cline widths and selection strengths for these alleles (Fig. 1B) . Although a single molecular marker in the Agouti locus showed clinal variation similar to that observed for phenotypes (cline width, and therefore selection strength, was statistically indistinguishable from the phenotypic cline, s = ~0.2), allelic variation at Mc1r showed a surprising lack of clinal variation. This was due to dark mice harboring "light" Mc1r alleles in the northernmost populations. One explanation for this pattern is that epistatically interacting alleles (e.g., Agouti) (Steiner et al. 2007) Grossman et al. 2010) . Natural selection shapes the distribution of alleles within and between populations and species; thus, both population-genetic and comparative data-analyzed jointly or in isolation-can be used to infer selection. Two general approaches use these data. Many recent studies have taken a bottom-up approach in which genome-scale sequence data are screened for signatures of selection, either to estimate the proportion of the genome affected by selection (for review, see Eyre-Walker 2006; Sella et al. 2009) or to identify promising loci for future functional (and ecological) verification (see, e.g., Nielsen et al. 2005; Williamson et al. 2007; Grossman et al. 2010) . Here, we focus on the top-down approach, in which the evidence for selection is evaluated for a candidate gene (or mutation) chosen a priori based on its known effects on an individual's phenotype (and, ideally, fitness) (see, e.g., Bersaglieri et al. 2004; Olsen et al. 2007; Pool and Aquadro 2007; Linnen et al. 2009 ). Because methods for detecting selection have been recently and thoroughly reviewed, we give a brief overview of some more widely used approaches, with particular emphasis on how these methods can be used to obtain quantitative estimates of s (or related parameters).
When a novel mutation is fixed in a population by natural selection, linked neutral variation is carried along with it. Numerous methods for detecting and measuring selection are based on the characteristic patterns of variation created by this "hitchhiking" effect (Maynard Smith and Haigh 1974) . Specifically, selective sweeps are expected to reduce heterozygosity surrounding a selected site while producing an excess of low-and high-frequency-derived alleles surrounding the target of selection (i.e., a U-shaped site-frequency spectrum [SFS]) (Tajima 1989; Fu and Li 1993; Braverman et al. 1995; Fu 1997; Fay and Wu 2000) . On the basis of these predictions, Kim and Stephan (2002) developed a model-based approach that uses a composite likelihood ratio (CLR) test to compare the likelihood of polymorphism data under the standard neutral model to the likelihood of the data under a hitchhiking model. Because sweeps are also expected to affect patterns of linkage disequilibrium (LD)-for example, strong LD is expected on either side of a beneficial mutation but not across the two sides- Kim and Nielsen (2004) later extended this method to include information regarding LD (see also Sabeti et al. 2002; Stephan et al. 2006; Jensen et al. 2007a ). Both approaches generate ML estimates of the strength and target of selection under the hitchhiking model. In addition, although the CLR test assumes that the swept allele has gone to fixation, Meiklejohn et al. (2004) demonstrated that this test can also be applied to incomplete sweeps by analyzing only those chromosomes that carry the beneficial allele. Linnen et al. (2009) used this strategy to estimate the strength of selection acting on a partially swept allele contributing to adaptive coloration in deer mice (Peromyscus maniculatus) living on the light soils of the Nebraska Sand Hills (Fig. 3) . On the basis of this analysis, they concluded that selection for light color is relatively strong (s = 0.006), comparable in magnitude to estimates of s obtained for color polymorphisms in other organisms (compiled by Hoekstra et al. 2004 ).
Whereas polymorphism-based methods such as the CLR test estimate the strength of very recent selection acting on individual mutations (i.e., ~0.4N generations or less since the fixation of an allele) (see Kim and Stephan 2002; Przeworski 2002) , methods that use comparative (between-species) data, either in addition to or in the absence of within-species data, calculate the average strength of selection acting on a particular locus (or site; see Fitch et al. 1997; Nielsen and Yang 1998; Suzuki and Gojobori 1999) over longer periods of evolutionary time. The most widely used of these are the Hudson-KreitmanAguade (HKA) test (Hudson et al. 1987) (Kimura 1977; Yang and Bielawski 2000) . The HKA test is based on the expectation that, under neutrality, the ratio of intraspecific polymorphism to interspecific divergence will be equal across loci (Kimura 1983) . Selection is inferred when there are significant differences in polymorphism-to-divergence ratios among loci. As it is typically implemented, the HKA test does not provide estimates for the strength of selection. Quantitative estimates can be obtained, however, using an ML alternative to the standard HKA test that was developed by Wright and Charlesworth (2004) .
The MK test also uses interspecific and intraspecific data, but it differs from the HKA test in that it partitions data into functional classes and can be applied to data from a single locus. This test is most often applied to proteincoding regions (but see Andolfatto 2005; Pollard et al. 2006; Hahn 2007) , for which the ratio of nonsynonymous to synonymous polymorphisms within a species is compared to the ratio of nonsynonymous to synonymous differences between species; a significant difference in these ratios implicates selection. Sawyer and Hartl (1992) developed an explicit mathematical framework-the Pois son Random Field-that provides an estimate of the average selection coefficient for a locus from an MK table (see also Bustamante et al. 2002 Bustamante et al. , 2005 Sawyer et al. 2003 Sawyer et al. , 2007 Eyre-Walker 2006; Andolfatto 2007 Sawyer and Hartl (1992) , Nielsen and Yang (2003) devised a method to estimate the distribution of selection coefficients s for a given locus from d N /d S data.
One important consideration for applying molecular tests of selection is that in some cases, observed deviations from the standard neutral model may be due to demography, not selection. Fortunately, divergence-based methods are expected to be relatively insensitive to demographic assumptions (Nielsen 2005; Garrigan et al. 2010 ; but see Eyre-Walker 2002; Ingvarsson 2004 ). In contrast, a variety of demographic scenarios can replicate patterns of genetic variation expected under hitchhiking (Tajima 1989; Fu and Li 1993; Wakeley and Aliacar 2001; Jensen et al. 2005 Jensen et al. , 2007b ; Thornton and Andolfatto 2006; ). For example, Jensen et al. (2005) demonstrated that the CLR test produces many false positives (up to 90%) when there is population structure and/or a recent population bottleneck. They therefore developed a goodness-offit test that can be used in conjunction with the CLR test to reduce the number of false positives. An alternative approach is to estimate demographic parameters and incorporate these into comparisons between neutral and selected models (Thornton and Andolfatto 2006; Nielsen et al. 2009 ). In addition to improving the false-positive rate, this approach also should yield more accurate estimates of s. A final consideration is that deviations from the classic hitchhiking model (Maynard Smith and Haigh 1974; Kaplan et al. 1989) , such as selection on standing genetic variation (see, e.g., Hermisson and Pennings 2005; Przeworski et al. 2005) , recurrent mutation (see, e.g., Pennings and Hermis son 2006a,b) , or recurrent selective sweeps (see, e.g., Kim 2006; Jensen et al. 2008 ), also will impact our ability to detect and measure selection using population-genetic data. Nonetheless, as statistical methods continue to im prove, we will be able to estimate selection under a broader range of demographic and selective scenarios.
IDENTIFYING THE AGENT OF SELECTION
Estimating the strength of selection acting on phenotypic and genotypic "targets" can clearly tell us a great deal about adaptation. However, a complete understanding of this process also requires that we determine why phenotypes and genotypes are under selection; in other words, we must identify the "agents" of natural selection in addition to its "targets" (Endler 1986; Conner 1996; Conner and Hartl 2004) . When a significant relationship between phenotype (or genotype) and fitness is observed, it is always possible that this relationship is due (partially or completely) to correlation with an unmeasured charac- ter. Although measuring multiple traits may increase our confidence that such a scenario is unlikely, determining causation ultimately requires that we generate and test adaptive hypotheses. For example, recent experimental work reveals two reasons why selection favors the Eda low allele when threespine stickleback invade freshwater habitats (see Fig. 1A ). First, due to a tradeoff between armoring and growth in freshwater, fish carrying the low allele experience increased growth rates, which leads to higher overwinter survival and reproductive success (Marchinko and Schluter 2007; Barrett et al. 2008 Barrett et al. , 2009 ). Second, juvenile fish carrying the low allele enjoy reduced predation by insects, possibly because these fish have shorter dorsal spines, thereby reducing the ability of insects to hold and consume them (Marchinko 2009 ). Together, this work suggests that multiple agents of selection can favor the same genetic target.
In some cases, experimental manipulation also can yield direct estimates of the strength of selection. As discussed above, the striking match between coat color and local soil color in Peromyscus populations has long been hypothesized to be the result of selection for crypsis. In a classic experiment, Dice (1947) released equal frequencies of lab-reared deer mice with light or dark coats into enclosures that varied in substrate color and then subjected them to owl predation. He found that, as predicted, conspicuous mice were captured at much higher rates. He also devised a selection index (SI) to describe the relative survival of two equally abundant phenotypes: ,
in which a and b are the number of attacked individuals in each phenotypic class. The significance of the SI can be tested using a Chi-square test, as described by Dice (1947 Dice ( , 1949 . Although Dice's experiments imply that predation may be an important agent of selection and that color is a target, his SI estimates (0.24-0.29) are probably overestimates and not directly comparable to estimates from natural populations because both predator and prey densities are inflated in his experimental enclosures.
To estimate the magnitude of selection for crypsis in nature-and to control for possible selection on correlated traits, such as odor, activity level, or escape behavior- et al. (2010) constructed clay models of P. polionotus and painted these to resemble either the dark oldfield mouse (P. p. subgriseus) or the light Santa Rosa Island beach mouse (P. p. leucocephalus). They then deployed these models in beach (light) and inland (dark) habitats known to be occupied by P. polionotus and recorded the number of attacks-inferred from the presence of predatory marks, such as tooth or beak marks from mammals and birds-on each model type in each habitat. Across both habitats, conspicuous models were more than three times more likely to be attacked than cryptic ones (SI = 0.5, a value even higher than that in Dice's experiments), demonstrating that both the agent (visually hunting predators) and the target (cryptic coloration) of selection had been correctly identified (Fig. 1B) . Still another way to control for selection on traits other than color that may differ between beach and inland mice would be to take advantage of our ability to cross these subspecies and thus to introgress pigment alleles onto a common genetic background. If these hybrid mice were released in natural enclosures, one could estimate and compare selection estimates on individual alleles (e.g., similar to the pond experiments conducted in sticklebacks), combinations of alleles, and phenotypes.
INTEGRATION ACROSS LEVELS AND TIMESCALES OF SELECTION
The methods described here use different types of data and rely on different biological assumptions. These studies generate estimates of selection at multiple levels-from phenotypes to genotypes, and in some cases on singlenucleotide changes (Fig. 4A ). And they are applicable at different timescales-estimates based on fitness or allele frequency data correspond to ecological time (one to tens of generations), methods that use neutral polymorphism data (e.g., CLR test) detect ongoing or recent selective sweeps, and comparative methods detect repeated bouts of selection over long periods of evolutionary time (Fig. 4B) . Thus, we can make three types of comparisons among these methods: (1) between estimates calculated at the same level and timescale, but using different data and methods, (2) across different levels of selection (phenotypes and underlying genotypes), and (3) across different 
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timescales. Such comparisons have the potential to reveal not only strengths and weaknesses of individual methods, but also novel insights into the adaptive process. First, for a particular trait and organism, it can be advantageous to apply multiple methods to independent data sets to determine whether selection estimates are concordant; if not, these data may reveal why. This point is illustrated by research on one of the most intensively studied adaptive polymorphisms to date: melanic coloration in the peppered moth Biston betularia (for review, see Cook 2003; Saccheri et al. 2008) . Following the onset of industrialization in 19th-century England, there was a rapid increase in the frequency of a melanic morph (carbonaria) in the peppered moth, an exemplar of strong selection (Haldane 1924 (Haldane , 1932 . This trend continued until legislation to improve air quality was introduced in the 1960s, and the frequency of the carbonaria morph began to decline (Cook 2003) . These changes appear to be driven by selection for crypsis to avoid avian predation: carbonaria is more cryptic on dark backgrounds (i.e., soot-covered trees), whereas the nonmelanic (typical) morph is more cryptic on lighter, unpolluted backgrounds (Cook 2003) . Three types of data have been used to estimate selection coefficients against the carbonaria form following the decline in air pollution (and therefore dark backgrounds to rest upon): changes in allele frequencies over time, changes in allele frequencies over space, and both field and laboratory experiments involving predators. Although estimates of selection obtained from time-series and cline data are largely concordant (s = ~0.1), predation experiments suggest that selection against carbonaria is much stronger than the allele frequency data imply. These discrepancies led some to hypothesize a nonvisual advantage to melanics that partially counteracts predator-driven selection (Bishop 1972; Mani 1982) . However, in a recent study that combines spatial and temporal data into a single analysis, Saccheri et al. (2008) found that gene flow was much higher than previously appreciated and that estimates of selection against the carbonaria form were consistent with predation experiments (s = ~0.2), thereby suggesting that nonvisual selection was less important than had been supposed.
It is worth noting that, despite more than 80 years of work to estimate selection in B. betularia, the gene re sponsible for melanism has yet to be identified. In contrast, there are a small but growing number of ecologically relevant traits for which researchers have pinpointed the precise genetic changes responsible for phenotypic variation, thereby allowing comparisons between genotypic and phenotypic selection estimates (Fig. 4A) . A particularly informative comparison comes from recent work on wild sunflower (Helianthus) hybrids (Lexer et al. 2003a,b) . Molecular phylogenetic work has shown that two widespread annual sunflowers, Helianthus annuus and H. petiolarus, have given rise to three diploid hybrid species (Rieseberg et al. 1990; Rieseberg 1991) . Each of these hybrid species occurs in "extreme" environments uninhabitable by either parental species. The prevailing explanation for this pattern is that genetic contributions from both parental species give rise to traits present in neither (i.e., transgressive traits) (Rieseberg et al. 1999) . Lexer et al. (2003a,b) confirmed this hypothesis by mimicking the events that led to the formation of one hybrid species by crossing the parental forms and placing early-generation hybrids in the salt marsh habitat of the hybrid species H. paradoxus. In these paradoxus-like hybrids, these authors first measured the strength of directional selection acting on several transgressive characters, including mineral ion (e.g., Ca 2+ and Na + ) uptake (Lexer et al. 2003b ). Next, they mapped multiple QTLs contributing to ion uptake and survivorship and measured the strength of selection acting on these QTLs in the salt marsh habitat (Lexer et al. 2003a ).
Comparison of these selection estimates reveals qualitative concordance across genotypic and phenotypic levels; QTLs contributing to phenotypic traits under selection were also selected in the same direction (Table 1) . However, selection on each QTL was much higher than expected based on simple predictive equations (see Table  1 ) (Rieseberg and Burke 2001) . This suggests that pleiotropy and/or genetic linkage is pervasive and increases selection on an individual QTL. Consistent with this hypoth esis, extensive genetic correlations were observed both in this study and in a larger, greenhouse-based QTL study using the same cross design (Rieseberg et al. 2003; Lexer et al. 2005) . These results also suggest that several loci with intermediate effects on fitness-not a large number of mutations of small effect or a small number of mutations of large effect-contributed to adaptation in salt marsh habitats. Thus, adaptation from standing genetic variation (a scenario for which hybrid species formation represents an extreme case) may be characterized by different patterns than adaptation from de novo mutation (Hermisson and Pennings 2005; Orr 2005; Przeworski et al. 2005) .
Finally, as a recent review on the temporal dynamics of selection vividly illustrates, a third type of comparison we can make is among selection estimates obtained at different points in time (Fig. 4B) . Siepielski et al. (2009) compiled a large database of temporally replicated studies of selection in natural populations and found (1) considerable variation in the strength of selection from year to year, (2) frequent reversals in the direction of selection, and (3) apparent changes in the form of selection (i.e., directional to stabilizing). These findings highlight the importance of field studies of selection that extend over multiple years (see, e.g., Grant 2003) . They also raise questions regarding the trajectory of evolutionary change, which can be addressed by estimating selection acting on a particular mutation or gene at different temporal scales. For example, within-generation studies of selection on Eda (Barrett et al. 2008 ) could be complemented both by multigeneration studies in experimental ponds and by studies estimating the strength of selection driving the low armor-plate allele to fixation (or near fixation) in natural ponds. Similarly, if recent selection has been documented for a single mutation, comparative methods can be used to investigate the role of that gene in driving adaptive change over longer periods of evolutionary time. Comparing the average strength of selection on different genes may then reveal the degree to which they are constrained. For example, despite both genes being involved in the pigmentation pathway and capable of producing similar effects on color, mutations in Mc1r are more commonly Lexer et al. 2003b. c Data from Lexer et al. 2003a. d Expected s for a given QTL was calculated by multiplying the selection differential (S) for the trait by the PVE and then dividing by two to account for diploidy (following Rieseberg and Burke 2001) . associated with natural color variation than mutations in Agouti (Hoekstra 2006 ; but see Kingsley et al. 2009 ). One explanation is that Agouti evolution is constrained because mutations in this gene have greater negative pleiotropic consequences on fitness (e.g., embryonic lethality, increased tumor susceptibility, diabetes, hyperphagia, and obesity) (Duhl et al. 1994; Siracusa 1994; Miltenberger et al. 2002) , on average, than mutations to Mc1r. This hypothesis predicts that, over evolutionary time, Mc1r may be the target of positive selection more often than Agouti; average per-locus selection coefficients are therefore expected to be higher for Mc1r than for Agouti. These predictions can be tested at multiple levels of divergence using MK, HKA, and d N /d S tests (see, e.g., Mundy and Kelly 2006) .
CONCLUSIONS
This is an exciting time in evolutionary biology. As an increasing number of genes underlying adaptive phenotypes are identified and statistical methods for estimating selection at the molecular level continue to improve, we will undoubtedly accumulate more precise estimates of selection acting on individual genes and mutations. In contrast, although the methods for estimating phenotypic selection are not new, they continue to provide important insights into how natural selection shapes the distribution of phenotypic variation in space and time. Although estimates of genotypic and phenotypic selection are each informative in their own right, comparisons across both levels, when coupled with identification of the agent(s) of selection, allow us to link genotype, phenotype, and the environment. At present, such studies are rare, but we suspect that comparisons among selection estimates-measured with different data and using distinct approaches-will ultimately provide a more complete picture of the adaptive process.
