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If physics beyond the standard model enters well above the electroweak scale, its low-energy effects are
described by standard model effective field theory. Already, at dimension 6, many operators involve the
antisymmetric quark tensor q¯σμνq, whose matrix elements are difficult to constrain from experiment, Ward
identities, or low-energy theorems, in contrast to the corresponding vector and axial-vector or even scalar
and pseudoscalar currents. However, with normalizations determined from lattice QCD, analyticity and
unitarity often allow one to predict the momentum dependence in a large kinematic range. Starting from
recent results in the meson sector, we extend this method to the nucleon case and, in combination with pole
dominance, provide a comprehensive assessment of the current status of the nucleon form factors of the
quark tensor.
DOI: 10.1103/PhysRevLett.122.122001
Introduction.—When the standard model (SM) is con-
sidered an effective low-energy theory, physics beyond the
SM (BSM) can be encoded in higher-dimensional operators
that supplement the SM Lagrangian but still respect the
SUð3Þ × SUð2ÞL × Uð1Þ gauge symmetries. At dimension
5, only a single such operator exists, the lepton-number-
violating Weinberg operator [1], but at dimension 6, a host
of new terms become possible [2,3]. Among these are
operators that involve quark currents q¯fΓqi, with possible
Dirac structures Γ ∈ f1; γ5; γμ; γμγ5; σμνg. For the calcu-
lation of low-energy observables, the matrix elements of
these operators are often crucial input quantities, both in
mesonic and baryonic systems. However, due to the
absence of scalar, pseudoscalar, or tensor probes in the
SM, only the matrix elements of vector and axial-vector
quark currents can be directly taken from experiment.
Scalar and pseudoscalar operators are related to vector
and axial-vector ones by Ward identities [4–6]
∂μðq¯fγμqiÞ ¼ iðmf −miÞq¯fqi;
∂μðq¯fγμγ5qiÞ ¼ iðmf þmiÞq¯fγ5qi; ð1Þ
known as the conservation of the vector current and partial
conservation of the axial current, which sometimes imply
relations among matrix elements, e.g., in the context of
nuclear β decay [7]. Similarly, the chiral symmetry of QCD
provides constraints in the form of low-energy theorems,
corrections to which can be systematically studied in chiral
perturbation theory [8–10], e.g., the Callan-Treiman low-
energy theorem forKl3 andKl4 form factors [11–16] or the
Cheng-Dashen low-energy theorem for the pion-nucleon
σ-term [17–20]. In contrast, for the tensor current, even in
the meson sector, unknown low-energy constants appear
already at leading order [21], so that, in general, matrix
elements of the quark tensor current are difficult to
constrain from experiment, both directly and indirectly,
with the only indirect connection via moments of parton
distribution functions [22–27]. Accordingly, these matrix
elements are critical input quantities for BSM searches in a
variety of processes, including kaon [28,29] and τ decays
[30–32], dark matter searches [33–37], μ → e conversion in
nuclei [38–41], and electric dipole moments [42,43].
In recent years, precise calculations of the tensor charges
from lattice QCD have become available both for mesons
[44,45] and the nucleon [46–49], which thus determine
certain form factor normalizations. Depending on the
application, also the momentum dependence becomes
relevant, but to constrain this behavior additional informa-
tion is available from analyticity and unitarity of the form
factors. In fact, as long as a single intermediate state
dominates the unitarity relation, an exact representation
can be given in terms of amplitudes that, at least in principle,
are accessible in experiment as well as the normalization as
determined from lattice QCD. Physically, such relations
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come about because a vector resonance can be described
equivalently by a vector or an antisymmetric tensor field
[50,51], in such a way that the same hadronic resonances
appear in both form factors. This strategy has been used
recently in the context of τ decays [31,32].
In this Letter, we focus on the nucleon matrix elements.
First, we consider ππ intermediate states and derive the
corresponding unitarity relation, in analogy to the electro-
magnetic form factors [52–57]. In combination with a
narrow ω resonance, this determines all 2π and 3π con-
tributions corresponding to JPC ¼ 1−− quantum numbers.
As first pointed out in [58], there are also contributions
from the 1þ− channel, dominated by the h1ð1170Þ and
b1ð1235Þ resonances for isospin I ¼ 0 and I ¼ 1, which
mainly couple to 3π and 4π intermediate states, respec-
tively. Combining all information from lattice-QCD tensor
charges, analyticity, unitarity, and pole dominance, we
provide a complete description of the nucleon tensor form
factors below
ﬃﬃﬃﬃjtjp ≲ 1 GeV.
Meson form factors.—The standard decomposition of the









hπþðp0ÞjjμemjπþðpÞi ¼ ðpþp0ÞμFVπ ðtÞ; t¼ ðp0 −pÞ2;
ð3Þ
where charge conservation determines the normalization
of the form factor FVπ ð0Þ ¼ 1. Elastic unitarity gives the
imaginary part from ππ intermediate states (see Fig. 1),





and t11ðtÞ is the P-wave ππ








ðtÞ sin δ11ðtÞ: ð5Þ
Equation (4) is a manifestation of Watson’s final-state
theorem [59] that equates the phase of the form factor with
δ11ðtÞ, leading to a representation in terms of the Omne`s
function [60]












In practice, this representation does not fully capture all
properties of FVπ ðtÞ: corrections arise from inelastic states
such as 3π in the vicinity of the ωð782Þ resonance (isospin
violating) as well as 4π above 1 GeV (isospin conserving).
These effects can be accounted for by suitable extensions of
the Omne`s representation (see [61–70]), but due to the
dominance of the ρð770Þ, the Omne`s factor provides the
bulk of the contribution (see Fig. 2). In particular, the low-
energy parameters are well reproduced, e.g., the radius





¼ 0.419 fm2 ð7Þ
differs from the full result [70]
hðrVπ Þ2i ¼ 0.429ð4Þ fm2 ð8Þ
by about 2%, where the increase with respect to (7) comes
from inelastic effects.
For the decomposition of the pion matrix element of the
tensor current, we take [45,71]
hπþðp0Þjq¯σμνqjπþðpÞi ¼ i
Mπ
ðp0μpν − pμp0νÞBπ;qT ðtÞ: ð9Þ
The crucial observation is that elastic unitarity produces
exactly the same result as in (4),
Im Bπ;qT ðtÞ ¼ σπðtÞ½t11ðtÞBπ;qT ðtÞ; ð10Þ
FIG. 1. Elastic unitarity relation for the pion form factors
Fπ ¼ fFVπ ; Bπ;qT g. The dashed lines denote pions, the wiggly
lines the external current, and the short-dashed line indicates that
the intermediate-state particles are to be taken on shell.
FIG. 2. Comparison of the Omne`s factorΩ11 to the full result for
FVπ [70].
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so that up to inelastic corrections we may write
Bπ;qT ðtÞ ¼ Bπ;qT ð0ÞFVπ ðtÞ: ð11Þ
In principle, analyticity and unitarity alone would allow for
an arbitrary polynomial multiplying the Omne`s factor, but
in the same way as for the vector form factor constraints
from perturbative QCD [72] should lead to an asymptotic
1=t behavior. With the normalization determined from
lattice QCD [45] (all tensor matrix elements are quoted
at an MS scale μ ¼ 2 GeV),
Bπ;uT ð0Þ ¼ −Bπ;dT ð0Þ ¼ 0.195ð10Þ; ð12Þ




p ≲ 1 GeV except for close to the ω resonance. In








¼ 0.43ð1Þ fm2; ð13Þ
where we have adopted the central value from (8), assum-
ing that inelastic effects modify hðrπ;uT Þ2i in a similar way as
hðrVπ Þ2i, and the error is motivated by the corresponding
difference between (8) and (7). Phenomenologically, these
relations work because of the dominance of the ρð770Þ.
A similar argument applies to the flavor-nondiagonal




is related by elastic unitarity to the Kl3 form factor
fþðtÞ [29]




and inelastic corrections are suppressed with respect
to the Kð892Þ resonance. With normalization BπKT ð0Þ ¼
0.686ð25Þ [45] and dfþðtÞ=dt ¼ fþð0Þλ0þ=M2π as mea-









¼ 0.30ð2Þ fm2; ð16Þ
where the uncertainty derives from the comparison of the
physical λ0þ with the derivative of the πK Omne`s factor as
an estimate of the impact of inelastic effects.
Finally, we note that the lattice normalizations deter-
mine some of the low-energy constants Λi from [21].
The ππ result (12) implies Λ2 ¼ F2πBπ;uT ð0Þ=ð2MπÞ ¼
6.0ð3Þ MeV [73,74], in good agreement with the SU(3)-
related version Λ2 ¼ F2πBπKT ð0Þ=ð2MKÞ ¼ 5.9ð2Þ MeV.
Further, by assuming ρ pole dominance, we obtain the






¼ −7.1ð7Þ MeV; ð17Þ
in terms of the ρππ and ργ coupling constants [75–77],
and we have attached a 10% uncertainty as suggested
by the analog estimate for the charge radius hðrV;ρπ Þ2i ¼
6=M2ρ ¼ 0.39 fm2.
Nucleon form factors.—The nucleon transition matrix











where q ¼ p0 − p. For the isovector combinations Fvi ¼
ðFpi − Fni Þ=2, ππ intermediate states again dominate the
unitarity relation, in such a way that the strategy from
the mesonic system generalizes in a straightforward way
to the nucleon case (see Fig. 3). The main difference,
however, concerns the fact that on the right-hand side
of the unitarity relation both the scattering amplitude,
ππ → NN¯ in this case, and the pion form factor enter























p ½FVπ ðtÞΓ1ðtÞ; ð19Þ
where f1ðtÞ are the P-wave partial waves for ππ → NN¯,
Γ1ðtÞ ¼ mNﬃﬃﬃ
2










The matrix elements of the tensor current decompose
according to [80,81]
FIG. 3. Elastic unitarity relation for the isovector nucleon form
factors FN ¼ fFi; Fqi;Tg and accordingly Fπ ¼ fFVπ ; Bπ;qT g. The
solid lines denote nucleons, otherwise notation as in Fig. 1.

























where P ¼ pþ p0 and Fˆq2;TðtÞ ¼ Fq2;TðtÞ þ 2Fq3;TðtÞ. As
expected, the evaluation of the unitarity relation of the
tensor form factors from ππ intermediate states produces a
result that only depends on the P-wave amplitudes. We find
Im Fq;v1;TðtÞ ¼ 0;













p ½Bπ;qT ðtÞΓ1ðtÞ: ð22Þ










for the I ¼ 1, JPC ¼ 1−− contribution, valid up to inelastic
corrections. In particular, vector intermediate states do not
contribute to Fq;v1;T . As a first check on these relations
we consider the tensor anomalous magnetic moments
κqT ¼ −2Fˆq2;Tð0Þ and compare to lattice QCD [82]
κu;pT ≈ 3.0; κ
d;p
T ≈ 1.9; ð24Þ
in reasonable agreement with (23)





Bπ;uT ð0Þ ¼ 1.31ð7Þ; ð25Þ
where we have assumed isospin symmetry κu;nT ¼ κd;pT , etc.
In fact, the identification (23) is precisely what one would
have obtained assuming a narrow resonance to describe the








with DρðtÞ ¼ M2ρ=ðM2ρ − tÞ, where gρ ¼ gργ has been
assumed to ensure the correct normalization of Fv1, and
κρ parametrizes the magnetic-moment coupling of the ρ in
the conventions of [83]. Moreover, ρ pole dominance gives










in reasonable agreement with the most recent result from





from large Nc [85]. Accordingly, the
calculation of the nucleon tensor form factors then repro-
duces (23), in such a way that the dispersive derivation in
terms of the spectral functions should be considered a more
rigorous justification that does not rely on a narrow-
resonance assumption, only on the dominance of elastic
intermediate states.
Beyond the isovector combination, these arguments for
(23) suggest to estimate the isoscalar 1−− contributions in a









Lattice results for FTϕ=Fϕ indicate a deviation from the ρ
around 10% [86–88], which in turn implies that FTω=Fω
should be very close as well, given that the SU(3)
corrections are absent, while the small Okubo-Zweig-
Iizuka rule violations only increase by a factor of 2 [89].
In this way, we obtain an isovector analog of (23) up to an
overall factor of gωγ=gργ ¼ 3. Indeed, the comparison to the
isoscalar combination of tensor anomalous magnetic
moments
4.9 ≈ κu;pT þ κu;nT ¼ 3
mN
Mπ
Bπ;uT ð0Þ ¼ 3.94ð20Þ ð29Þ
works at a similar level as (25), and both are in reasonable
agreement given the exploratory character of the lattice
results [82] and the fact that the dispersive derivation relies
on an unsubtracted dispersion relation. Note that, even for
the channels for which no rigorous spectral functions as in
(22) are known, an ansatz for the full momentum depend-
ence with good analytic properties can be made by












M2R − t − iMRΓR
; ð30Þ
or variants thereof, e.g., with an energy-dependent width
[90–93].
Next, we turn to the contributions from the C-odd axials
h1ð1170Þ and b1ð1235Þ [58,94]. Modifying the Lagrangian
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from [83] by Levi-Civita tensors to account for the different
parity, we find that only one structure produces a resonant
contribution,





where R ¼ h1ð1170Þ and R ¼ b1ð1235Þ for the isoscalar
and isovector combinations, respectively, and the super-
script a indicates the new axial-vector contribution (parity
forbids such a coupling for the pseudoscalar mesons).
The tensor charges [49] determine the normalizations
according to
Fu;p1;Tð0Þ ¼ 0.784ð28Þ; Fd;p1;Tð0Þ ¼ −0.204ð11Þ: ð32Þ
























Bπ;uT ð0Þ½Fp2 ðtÞ þ 2Fn2ðtÞ − F˜d;p1;TðtÞ; ð33Þ
where  corresponds to q ¼ u, d, GM ¼ F1 þ F2, F˜q1;T is
Fq;a1;TðtÞmultiplied bym2N=M2R, and the neutron form factors
follow from isospin symmetry. Our final results for
normalizations and slopes according to (33) are collected
in Table I. The uncertainties are estimated as follows: First,
the part of the normalizations of Fq2;T and F
q
3;T derived from
the electromagnetic form factors is assigned a 40% uncer-
tainty, corresponding to the sum-rule violations observed in
[68]. Similarly, the isovector sum rules for the electromag-
netic radii suggest an accuracy of the derivatives at a level
of 10%. In both cases, the isoscalar extension to the ω (and
ϕ) should hold at a similar level. This expectation follows
from the fact that the reason for the slow convergence of the
isovector sum rules as well as the departure from simple
pole dominance for the ρ, e.g., compared to the meson form
factors discussed above, traces back to the singularity
structure of the nucleon Born terms in ππ → NN¯, but this
threshold enhancement is compensated by phase space for
intermediate states with higher multiplicity such as 3π [95].
In the same way, since the 1þ− resonances mainly couple to
the 3π and 4π channels, pole dominance should again work
reasonably well, as suggested by the meson examples
we attach a 20% uncertainty. Indeed, the corresponding
slopes agree well with _Fu;p1;T ¼ 0.57ð3Þ GeV−2 and _Fd;p1;T ¼
−0.14ð2Þ GeV−2 from lattice QCD [96] (note that these
errors are incomplete, e.g., due to disconnected diagrams).
In all cases, the uncertainties associated with sum-rule
convergence and pole dominance by far outweigh the
uncertainties in the nucleon form factors. For definiteness,
we take magnetic moments and hr2Ein ¼ −0.12 fm2 from
[74] (the latter mainly based on [97,98]), as well as rpE ¼
0.84 fm [99,100], rpM ¼ 0.87 fm, rnM ¼ 0.89 fm [101].
Finally, we remark that, assuming SU(3) symmetry for
the tensor coupling, the strangeness form factors can be
estimated in close analogy to (33),
Fs;N1;T ðtÞ ¼ Fs;N1;T ð0ÞDhs1ðtÞ;
Fs;N2;T ðtÞ ¼ −
mN
2Mπ




Bπ;uT ð0ÞFs;N2 ðtÞ − F˜s;N1;T ðtÞ; ð34Þ
where hs1 ¼ h1ð1380Þ. Recent studies in lattice QCD show
that the vector [102] and tensor [49] strangeness content of
the nucleon is tiny, leading to the estimates in Table I. In
fact, (34) even predicts that κs;NT ≡ 0. For strangeness, the
uncertainties in the vector matrix elements need to be
included, we use μs ¼ 0.006ð4Þ, hr2E;siN ¼ 0.0012ð9Þ fm2,
hr2M;siN ¼ 0.0014ð27Þ fm2 [102]. The matrix elements
of the heavy quarks c, b, t can be addressed using the
heavy-quark expansion [103].
In conclusion, our main results in (33) and Table I
summarize the present status of meson and nucleon
form factors of the antisymmetric tensor current, using
all available information from lattice QCD, analyticity,
TABLE I. Summary of normalizations and radii or slopes for
the meson and nucleon tensor form factors.
Form factor Normalization Radius ðfm2Þ
Bπ;uT ¼ −Bπ;dT 0.195(10) 0.43(1)
BπKT 0.686(25) 0.30(2)
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unitarity, and pole dominance. While, in general, the
momentum dependence of the form factors can be recon-
structed quite accurately, for the normalizations, input from
lattice QCD is key, and the dominant uncertainties in the
normalization of the induced nucleon form factors precisely
reflect the fact that the sum rules for the normalization
exhibit rather slow convergence. However, the combination
of all available information allows us to provide reliable
results both for the normalizations and momentum depend-
ence, including form factors that previously could only be
estimated using hadronic models [104–107]. The method
developed here could be extended to hyperon tensor form
factors and thus improve the matrix elements required in
the search for nonstandard hyperon decays [108].
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