Multilevel models are widely used to study the effects of treatments or to characterize differences between intact groups in designs where individuals are hierarchically nested within random levels of a second variable. Comprehensive reviews of this methodology with emphasis on cluster sampling problems have been presented by Bock (1989) , Bryk and Raudenbush (1992), and Goldstein (1987) . Essentially the same technology is applied in the analysis of repeated measures. Instead of a model for subjects selected from units of an organization, the prototypical repeated measures design is a series of measurements for a particular individual randomly selected from a population. Recent texts by Crowder and Hand (1990) , Davidian and Giltinan (1995) , Diggle, Liang, and Zeger (1994), and Vonesh and Chinchilli (1997) contain overviews of this approach, including a variety of extensions and case studies. In the repeated measures context, the model is often called a mixed-effects model.
at different time points, or observed at a different number of occasions; (c) Covariates that change over time can be used; (d) Missing values of the covariates when values are missing at random are easily accommodated; (e) Complex individual curves can be estimated with relatively sparse data; (f) Realistic submodels for the structure of the residuals can be specified.
Simply describing the repeated measurements with a mixed-effects model is valuable; even more useful is the information gained when level-one coefficients are related to level-two covariates to account for the response. The individual differences in the repeated measures are a function of the level-one model and these differences in turn are attributable to the covariates.
Latent variables are indispensable in behavioral research. If multiple measures of a construct are available, it is sometimes valuable to consider a factor analysis model for the covariates. Considering the same problem from a different perspective, Browne (1993; Browne & du Toit, 1991) presented a structured latent curve model for repeated measures. He also obtained the covariance matrix between the components of the latent curve and the factors of a battery of ability tests, and showed how the individual coefficients of the latent curve, the factor scores, and the covariance matrix between both sets of coefficients could be estimated by maximum likelihood using sufficient statistics. The model was applied to balanced repeated measures wherein all subjects were measured at the same occasions and no missing data were observed.
In this paper we develop a version of the nonlinear mixed-effects model for repeated measures that is conditionally linear in the random effects. Conditional linearity means that only the linear coefficients of a function are stochastic. Nonlinear parameters are not random. This specification makes it possible to estimate many nonlinear functions by normal maximum likelihood with an algorithm not appreciably more complicated than those in wide use with linear functions. In addition to nonlinear functions, latent variables for covariates are defined. The covariance matrix between the latent variables and the level-one coefficients in the mixed-effects model is developed. Alternatively, a regression structure of the individual coefficients on the factors can be chosen. The repeated measures may be unbalanced and may be missing at random. Missing data are also allowed on the covariates. The model is applied to two data sets: Longitudinal data originally published by Skodak and Skeels (1949) which are both incomplete and unbalanced and which have missing data on the covariates, and repeated-measures of a procedural learning task with a battery of ability measures (Chaiken, 1994) .
An important assumption is that missing observations on the repeated measures or on the covariates are ignorable in the sense that nonresponse is independent of unobserved missing values (Little & Rubin, 1987) . This should not be taken for granted. Procedures exist for taking account of the missing data mechanism when information about it exists. For example, Muthrn, Kaplan, and Hollis (1987) and Arminger and Sobel (1990) provide overviews of the general issues in factor analysis. Hedeker and Gibbons (1997) and Vonesh and Chinchilli (1997, Sec. 6.5) give recent treatments of missing data issues in repeated measures studies.
Representative Examples
In this section, two examples are introduced. Both utilize repeated measures, but their designs are quite different. The examples are representative of two rather different kinds of studies that are frequently conducted. The first is a natural history, developmental study of intellectual growth in adopted children who were observed over eleven years (Skodak & Skeels, 1949) . In this study, the ages at time of measurement varied across the subjects, a common occurrence in longitudinal studies, but one that is often difficult to handle statistically. The available information for some subjects is relatively sparse, and there are a variety of patterns of observed and missing data. The second study involves an analysis of reaction times over trials in a visual search task (Chaiken, 1994) . In this study, the data are balanced and complete, but the repeated measures are nonlinear in form. In the first example, an observed background variable is related to the repeated measures. In the second example, a factor analysis of the background variables is developed as covariates for the repeated measures functions.
Longitudinal Study of Intellectual Growth
In a classic study, Skodak and Skeels (1949) presented final follow-up data from an eleven year longitudinal study of adopted children. This study is venerable and still often cited. It presents a variety of data analysis challenges that have direct counterparts in contemporary studies of intellectual development (cf. McArdle & Epstein, 1987; Moffitt, Caspi, Harkness, & Silva, 1993) . The study was begun in 1936 with an original sample of 180 children with a mean age of 2.2 years. Three additional assessments were made in 1937-38, 1940-41, and 1946 . At the final contact, only N = 100 children were tested. The majority of children with incomplete data had at some point during the study either moved away or could not be located. For other children it was not possible to schedule a visit or the family refused to participate. It seemed reasonable to assume that nonresponse in this sample was independent of the missing data, as nonparticipation was apparently unrelated to the outcome measures of interest. The Stanford-Binet test was administered when the children were three years of age or older. It was also administered to a few children under three years old but who were considered to be developmentally accelerated so that the standard version was not inappropriate. These exceptional children, however, were not identified in the original article. Therefore, for the first occasion, we examined scores for nineteen children who were at least three years old at that time. Scores for the 81 children under three years old were considered to be missing completely at random, assuming nonresponse was related to age and not necessarily intellectual development. The actual ages at time of measurement vary widely between children. The original article reports the classical "IQ ratio," t/age, where t i is the weighted sum of the items passed for the ith individual. To portray intellectual development without the confounding effect of age norming, we use the more direct measure, 100t i. Also available in the data set are Stanford-Binet test scores for 63 of the biological mothers. The IQ ratio for biological mothers will be used to study the covariance between the biological mothers' intelligence test scores and the repeated measures functions. Table 1 shows the four different response patterns and their frequencies. Only 13 of the children have complete data on all five variables. The repeated measurements for a 20% random sample are shown in the upper section of Figure 1 . The fan shape is characteristic of increasing variability in intellectual growth. The lower section of the figure shows box plots of the distribution of age at each of the four occasions.
Performance on a Visual Search Task and an Ability Battery
As part of a larger study, Chaiken (1994) examined performance on trials of a visual search task. In a visual search task, an object such as a letter or geometrical shape is presented on a display. It is then followed by a series of new stimuli. The task for a subject is to decide whether the initial stimulus is present in the subsequent series. The dependent variable is time required to make the judgement. Experimental tasks such as visual search are commonly included in the study of human abilities because it is a nonverbal measure of general intelligence (Carroll, 1993, Chap. 11 ). Chaiken studied performance on the visual search in two conditions, large and small visual fields. Administering the task in a small visual field tends to improve performance above the level observed in a large visual field, so the two conditions must be distinguished in the analyses. Figure 2 shows a 10% subsample of the six trials of the visual search in the two conditions. In addition to the experimental task, subjects completed tests of an ability battery composed of the Armed Services Vocational Aptitude scales, the Cattell Culture Fair Test, Scales 2 and 3 (Cattell & Cattell, 1963) , and a test of quantitative memory. An important goal of this research is to relate paper-and- 
Model Specification
Let Yi : ni x 1 be a vector of repeated measures for an individual that follows a generalization of the linear mixed-effects model (Crowder & Hand, 1990, Sec. 9 .4) Yi = Xi(T)13i q" e i
The matrix Xi('r) : n i x p contains fixed or random variables for the ith case which are possibly a function of parameters "r = (r] ..... "rr)'. The individual coefficients, [3; = (13il ..... 13gp)', are stochastic parameters that vary from person to person, while "r are fixed parameters that do not vary between persons. It is assumed that the distribution of the regression coefficients is 13i --N(13,¢1313)
and that 13~ is uncorrelated with the residuals, ei. The residuals have distribution
where @i = Og (0) for 0 = (01, 02 .... )'. In many applications the residuals are mutually independent with homogeneous variance, 0:
O i = 0L, but other more general models are often used. For example, an autoregressive process of order one has the structure
where 02 is the autoregressive correlation and 0] is the common variance. Still other forms are possible for this matrix (e.g., Davidian & Giltinan, 1995, Sec. 4.2) . A variety of nonlinear models can be accommodated by Model (1). For example, the elements of Yi can be written as a power function Yij = ~iO + ~ilX~ + eij with X~I ..... Xi.n, being a random vector for case i or a fixed vector such as the integer occasions of measurement in a longitudinal study. This is handled by setting 13 i = (13io, 13/i )' and defining the jth row of X i ('r) as [1, X~j] . As another example, a negatively accelerated exponential function with one linear random effect and one fixed exponential term is
The design matrix for this function has a single column with typical entry [Xi('r)] j = 1 -exp (-'rXij) . Even though random effects on elements of "r are not possible, many practical functions fit into this scheme (cf., Crowder & Hand, 1990, Sec. 9.4.1) .
In standard nonlinear regression, models containing a combination of linear and nonlinear terms are called conditionally linear (Bates & Watts, 1988, Chapt. 3). In mixed-effects models, a variety of nonlinear problems can be represented by the conditionally linear structure of Model (1). When applicable, this framework allows nonlinear problems to be treated with essentially the same technology used in strictly linear models.
Model (I) with (2) and (3) implies that the expected value and covariance matrix of the repeated measures are, respectively lay = Xi(r)13 (4a)
These matrices are of order n i.
Factor Analysis Submodel
A set of covariates or background variables that is distinct from the repeated measures is included in the model. Following Browne (1993) , these concomitant variables will be represented by a factor analysis structure in which the factors are possibly linearly related to 13 i in a second level of the model. Just as missing data are permitted in the repeated measures of the standard mixed-effects model, we also allow missing data on the measured variables (e.g., Finkbiner, 1979) . The linear coefficients 13i in the repeated measures model (l) represent a feature of the response for individual i. For example, in many models 13io represents the initial value of the process, while 13il represents the rate of change. It is of interest to investigate differences in 13~ in terms of their covariances with the factors. The covariance matrix between 13i and ~ is given by the general q × p matrix ~ = cov(~, 13;).
(5)
It is sometimes useful to add restrictions to this matrix to test specific hypotheses regarding covariances between the variables, although typically the matrix is unconstrained. Finally, the covariance matrix between the measured variables of the factor analysis model, g, and the repeated measures Yi, is the (mix n~) matrix
Level-Two Regression
In a hierarchical model, the regression coefficients of the repeated measures at the first level of the analysis are a linear function of covariates at the second level. In the present context, the covariates are factors. Instead of simply supposing that/3 i and ~ have arbitrary covariances as in (5), a level-two regression structure may be investigated in which
The parameter 3'o is a vector of intercept terms, while V is a matrix of coefficients for the regression of [3i on ~. The regression residuals are assumed to have distribution 8 i ~ N(0, A), and are uncorrelated with the factors: cov(~, ~i') = 0. Then in (2) the mean vector and covariance matrix of [3; depend on the moments of ~:
Similarly, instead of (5), the covariance matrix between the factors and the random effects has the structure ~13 = ~F'
The first and second moments of the repeated measures are, respectively, (cf.
[4a] and [4b])
while the covariance matrix between c i and Yi in (6) becomes
Again, the order of py and Eyy is hi, while the order of Ecy is (m i x ni). A good deal of flexibility in Model (7) is available by restricting elements in 3'0, F, and 5~ in various ways (e.g., Du Toit, 1993, Sec. 6; Vonesh & Chinchilli, 1997, Sec. 7.4) . For example, with p = 4 and q = 2, one may take . is a fixed effect, 13i2 is a standard fixed-plus-random effect, 13i3 is a structured fixed effect, and 13i4 is a restricted, two-level hierarchical regression. As long as no constraints are imposed on 3'0 or F, the two cases (where 13i and have an arbitrary covariance structure or a level-two regression structure) simply are different ways of representing the same information. The parameters of either of the submodels can be obtained from the other, and the performance of both in accounting for data is identical. For example, if the parameters of the first approach are available, then F, ~'o, and A can be calculated from r =
3'0 = 13 -Fp~ (9)
Which of these specifications is preferable depends on the requirements of the 
The design is said to be balanced if A~ = A 2 ..... A. That is, each observation has the same design matrix, Xi('r), and the same number of measurements in A i (h). When this is so, a good deal of simplification occurs which can be exploited in estimation.
The difference between the case of random effects with arbitrary mean and covariance matrix as in (2) and a hierarchical structure as in (7) amounts to a difference in the structure of la in Model (12a) and • in Model (12b). If 13, ~1313, and ~13 are unrestricted matrices as in (2) and (5), then the mean vector and covariance matrix of (13i, 6) are la = la~ \ ep~ dp~
Parameter matrices for this case are: 'r, k, 0, ~, la~, ~, ~13, ~1313, 13. If a level-two regression model is specified as in Model (7), then the corresponding first and second moments are
Parameter matrices are then: "r, k, ®, ~lJ~, q~, F, A, ~/o. As with ® and ~, there is considerable flexibility in the form of • in either (13) or (14). Specifications can be devised to suit requirements of many applications. For example, in (13), q~13~ may be diagonal or may have one or more elements set equal to others. As another example, the variances of the factors may be assumed to be unity. Then Diag (~) = |, so that the factor covariances are rescaled to be correlations. We allow for these possibilities by the structure = ~(q~) with q~ = (q~,, q~2 .... )'.
Maximum Likelihood Estimation
In this section, we obtain maximum likelihood estimates of the parameters of the model in which 13, ~1313, and ~¢13 are unrestricted) This is the more natural form of the model for our applications. When a level-two regression is preferable as in (7), the parameters can be estimated in a similar manner, or calculated from the first set as in (8), (9), and (10). It is convenient to partition the parameters into sets ( .... ), {21. = Oil, IX2, CX3, Of. 4 where ,xl = (13', la~)' ~2 = ('r', X')' cx 3 = (0', ¢3' c~4 =,
The number of scores in zi is n i + mi, which is not constant for all observations. Consequently, unless A 1 ..... A N, a random sample z I ..... z m is independently but not identically normally distributed with common mean vector and covariance matrix. However, even when the data are not balanced or the number of measurements differ between subjects, the marginal density is where (eO-n[zi-'qi(a) ] and where K is a constant independent of e~. This form of the log-likelihood function precludes the use of an efficient estimation method based on sufficient statistics, such as the sample mean vector and covariance matrix; however, (15) can still be handled directly (e.g., Jennrich & Schluchter, 1986) . Estimates of the model are obtained by the Newton-Raphson method. This requires the gradient vector and Hessian matrix of (15) with respect to a. The gradient is OlnL , g(ot) = ~ (gl, g2, g3, g4)'
To simplify the derivatives, the following intermediate quantities are convenient:
The components of the gradient are
02In L An accurate and simple approximation to the Hessian matrix, H(o0 -0,x&x' can be obtained by differentiating g(e0 numerically (Dennis & Schnabel, 1986; Jamshidian & Jennrich, 1997) . Let Kj = K* max (Io~jl, 1) be the relative scaling term for the jth parameter, where K* is a small positive value such as K* = 10 -7, and let vj be the vector with all elements equal to zero except for a single value of unity in the jth location. The approximation is
H(o0 = ~ [G(a) + G(o0']
where columns of the approximate Jacobian matrix are computed from forward differences
This is one of the simplest approaches to computing columns of G(cx), but has performed satisfactorily in all the examples tried to date.
The rth step in the Newton-Raphson method for maximizing (15) solves a system of linear equations for an update vector dr in
where cz r is the value of cz at iteration r. Solving for d r gives a provisional value of the parameter vector at the next iteration, ct*+t = ar -dr. If the log-likelihood function is not improved by c~* I, then partial steps, ctr -qT~d~, are taken based 1 1 1 on the sequence aT v = 2--; = 2' 4' " " "' for v = 1, 2 ..... until
When "Jr,,, is found so that (16) is true, then the update is
OLr+ I = Of. r --~mdr
The process is continued until elements of the gradient vector are uniformly small, max Ig(a~)[ < tol, using for example, tol = 10 -5. Maximum likelihood estimates & are taken to be the relative maximizer. An estimate of the coefficient vector 13 i is based on the joint normal distribution of 13 i and Yi
,
The following estimator has both an empirical Bayes interpretation as well as a classical best linear unbiased predictor interpretation (Davidian & Giltinan, 1995, Sec. 3.3; Vonesh & Chinchiili, 1997, Sec. 6.3) . Setting all parameters at their maximum likelihood estimates ~ gives the estimate ~i of 13i
As has been often noted, this estimate exists even when ni < P as long as [ ~ I >0.
Examples
In a typical application, there are three main decisions regarding the repeated measures submodel. These are the form of the error structure covariance matrix in (3), whether to require all values of 13i to be random (or to fix a component at its mean value), and the choice of a response function. A nonlinear function in particular can be difficult to determine because two or more functions are sometimes equally justifiable and may perform similarly. In the following examples, provisional analyses are presented that are effective in summarizing the data and seem suitable for the context. Inference in mixed-effects models is based on large samples and the general theory of maximum likelihood. Davidian and Giltinan (1995) provide an overview in the context of nonlinear regression (Sec. 2.3.5), and summarize specific details for linear random coefficients models (Sec. 3.3). The accuracy of inferences are dependent not only on large sample size, but also on the normality assumption, the form of the mean function and the form of the covariance structure. Because these assumptions are likely to be incorrect in most applications, confidence intervals and hypothesis tests must be used with care.
Longitudinal Study of lntellectual Growth
We first consider the four repeated measures of this study. Two versions of Model (1) were examined. Let Aq denote age in years for individual i on occasion j, and A*/= Aij -k, where k is a constant sometimes used to center the function so that the intercept is at k (Bryk & Raudenbush, 1992) initial performance on the test to also increase relatively more rapidly than ^ children with lower initial performance. The estimated individual slopes, 13il, ranged from .071 to 1.6. A 15% random sample of fitted individual functions is shown in Figure 3 . Next, intelligence test scores for biological mothers are included with the repeated measures to investigate the covariance between Biological Mother's IQ and the elements of 13 i. In the present context, this is handled by setting A to unity with ~ = 0. Then la G and dp~ are the first two moments of the observed covariate. Maximum likelihood estimates of the full model are in Table 2 , with approximate standard errors in parentheses.
The mean 1Q of biological mothers under the model is ,fi~ = 86. I. Information regarding the covariance between intelligence test scores for biological mothers Figure 4 . The correlation between child's intellectual performance and Biological Mother's IQ is steadily increasing with age to an upper limit of about .40 at age 18.
Performance on a Visual Search Task and an Ability Battery
The objectives of this analysis are to describe the mean response and individual differences on the visual search task, and then to relate the random effects with performance on the psychometric battery. The repeated measures of the experimental task will be examined first without the psychometric battery. Three models will be described.
Model 1 is the linear function, with different fixed effects for the two experimental conditions and common distribution for the random effects. Let 131 and 132 be the population intercept and slope for Group 1, while 133 and 134 are intercept and slope for Group 2. Then 13 = (13,, 13l, 133, 134)', bi = (bi,, bi2)" It is convenient to represent the individual regression coefficients as 13i -~ 13 "~" Bibi using the selection matrices .,(:)
where I is the identity matrix and 0 is a matrix of zeros, both of order 2. B, and B 2 associate the random effects with appropriate elements of 13. If case i is a member of the first group, then B i = B,. If case i is a member of the second group, then B i = B 2. The (j + l)-st row of the design matrix is coded [Xi] ./+l = (1, j, 0, 0) and [Xi] ]+ l = (0, 0, 1, j), j = 0 ..... 5, for groups one and two, respectively. The residuals are taken to be mutually independent with common variance, 0. In addition to the four fixed regression coefficients and the variance term 0, the model requires three variances and covariances in ~al~, for a total of eight parameters.
Model 2 specifies a quadratic function to allow for nonlinearity in the response. The fixed coefficients are 13 = ([3, ..... 136)', the first three of which pertain to Group 1 and the last three to Group 2. The (j + l)-st row of the design matrix for the two groups for this model is coded 
for Y/i = f0 + eo with 13o > 0, 13, > 0, 'r > 0. A virtue of this function is that the coefficients are readily interpretable. At the initial pointj = 0,f0 = 13o, so 13o is interpreted as true performance on the task at the beginning of the experiment. At an advanced stage of practice as j ---> ~, f,:/ = 13o -131. Therefore, 13, is the amount of improvement at asymptote with respect to the initial point 13o. The third parameter, • r, governs the rate at which the function decreases from 130 to 130 -13,. Random effects are specified for the linear parameters, but the rate parameter is fixed over subjects.
To differentiate between the groups, we define the model for Group 1 exactly as in (19), then represent the model for Group 2 in terms of the Model I parameters plus offsets to account for any differences. The four fixed linear parameters are 13 = (13o, 13,, 13~, 13";)', the two nonlinear parameters are ('r, "r*). 13o, 13~, and "r are initial performance, amount of improvement, and rate of To test whether the groups differ in initial performance, amount of improvement, or rate of improvement, we simply evaluate whether the interval estimates for 13'~, 137, or "r* include zero. The model has the form of (1) by setting B i in (18) as a (6 x 2) matrix, and by specifying the (j + 1)-st row of the design matrix for Group 1 and Group 2 as
The single residual variance is again 0. The structure has a total of ten parameters. Table 3 contains the deviance values,-21nL, and the Akaike Information Criterion (AIC) for each of the three models. The AIC is computed as -21nL k + 2v k, where v is the number of parameters in model k. In a comparison of model fit for different models, the model with the lowest AIC value is considered preferable. Model 2, with five parameters more than Model 1, performed much better than Model 1 (AIC2 = 3443.5 versus AIC 1 = 3639.6). Model 3a, which has three parameters fewer than Model 2, actually performed slightly better still (AIC3,~ = 3433.4 versus AIC 2 = 3443.5). In the estimates from 3a, the 95% interval estimate for amount of additional improvement in Group 2 versus Group 1 contained zero as an interior point: 13" = .299, se(13'~)=.40. Conse- Figure 6 . We next consider a factor analysis model for the paper and pencil tests to study the covariance between the random effects of the repeated measures and a second-order ability factor. The factor analysis model provides a method for summarizing the battery of ability subtests by a smaller set of latent variables. Here, latent measures of ability are of interest, while observed test scores are of secondary interest. The battery consists of eight tests. The first three are Scale 2 and Scale 3 of the Cattell Culture-Fair test, and a test of Quantitative Working Memory (QWM). These are considered to be indicators of general intelligence. QWM and also Arithmetic Reasoning and Mathematics Knowledge from the ASVAB are indicators of quantitative ability. Genearl Science, Word Knowledge, and Paragraph Comprehension from the ASVAB are associated with verbal facility. A higher-order model will be specified for these tests. It has three first-order latent variables, ~1 (3 x 1), and a single second-order factor ~2" The second-order factor is considered to represent a general ability factor. The form is c = Al~, + ul = A, (A2~2 + u2) + u~ where ~t = ~2~2 + 112" Let la~2 = E(~2) be the second-order factor mean. Assuming the first-and second-order unique variables have E(ul) = 0 and E(u2) = 0, then PO = E(~l) = ~2~ ~c = E(c) = AIA2~ ~ The operator off(A) denotes a matrix consisting of the off-diagonal elements of A with diagonal elements equal to zero. In addition, the first-order correlation matrix has diagonal elements equal to unity: Diag (~,) = I. Finally, the covariance matrix between the single second-order factor and the two random effects of the repeated measures structure is ~13 = cov (62, 13i').
Parameter estimates are shown in Table 4 . Coefficients related to the repeated measures are quite similar to estimates reported for Model 3b above. The estimates for the factor analysis sub-model seem reasonable, except that the standard error for ~ is large. It is not apparent why this is so. Because all the other features of the model seem proper, we provisionally accept the results as given.
From the basic parameter estimates, we obtain estimates of the first-order factor mean vector and correlation matrix -.328, -.423 ). This suggests that there is a tendency for subjects with higher general ability, as measured by the test battery, to have poorer (that is, slower) initial performance on the visual search task. There also is a tendency for those who have higher general ability as measured by the factor to have smaller improvement over the course of the experiment. Inasmuch as low values of both [3i0 and 1311 indicate better performance on the repeated measures component, these results seem quite appropriate.
Discussion
In addition to their use in cluster sampling problems, mixed-effects models are widely applied in the study of repeated measures. An attractive feature for behavioral scientists is the utility of the model in the study of individual differences. It is based on the description of the mean vector by a population form of the function, plus individual versions in the same functional family specific to each subject. This latter information generally is the most important and interesting feature of an analysis.
Although approximately linear patterns over repeated measures are ubiquitous, nonlinear response patterns are common in many domains. Corresponding nonlinear models exist that are appropriate for such data, but they are not routinely utilized in education and psychology, with the exception of the simple polynomial type. The conditionally linear mixed-effects model is almost as straightforward to handle as the linear model, but is appropriate in many more situations. As opposed to a polynomial model, the coefficients of common nonlinear functions are generally interpretable, an appealing characteristic by itself.
Estimation of the fully nonlinear mixed-effects model (a model with random effects on nonlinear parameters), is an active area of investigation (Davidian & Giltinan, 1995; Roe, 1997; Vonesh & Chinchilli, 1997) . The main practical impediment to their use is the heavy computations required for maximum likelihood estimation. The conditionally linear model, although more limited than the fully nonlinear version, is straightforward to estimate. The fact that it performs satisfactorily with many different kinds of data makes it an attractive option when the completely nonlinear model is difficult to estimate.
Another attractive feature of mixed-effects models is their ability to incorporate covariates to account for between-subjects differences in level-one coefficients. Covariates and background variables are of many different types: design variables of an experiment; coding schemes that distinguish intact groups; a battery of ability, personality, or demographic measures. When a battery of variables is available, the use of factor analysis as a way to represent the set is natural and parsimonious. In this case the factors, rather than the observed variables, are the covariates of interest. The model presented here incorporates this information in a computationally convenient way that allows for unbalanced data in the repeated measures, and data that are missing at random in the repeated measures or in the measured variables of the factor analysis submodel, while allowing a variety of nonlinear response functions on the repeated measures not adequately handled by simple polynomial functions.
Note
' An implementation of this procedure in SAS, specifically for the second example of the manuscript, is available on request from the first author.
