This paper focuses on the design of a multiuser receiver structure for a Code Division Multiple Access (CDMA) communication system, in the presence of multipath e ects and using an antenna array at the base station receiver. The algorithm presented in this paper solves the complex multidimensional problem of channel estimation in this complex scenario using a maximum likelihood approach. Once a composite channel impulse response of each user is estimated, it is directly used in the detection process instead of rst extracting the individual channel parameters, such as, path delays and attenuation factors. The paper presents a framework that facilitates a computationally e cient solution to the combined problem of channel estimation and detection in a scenario involving multiple users, multiple paths, and multiple sensors at the receiver.
Introduction
In a Code Division Multiple Access (CDMA) communication system, a communication channel with a given bandwidth is accessed by all the users simultaneously. The di erent mobile users are distinguished at the base station receiver by the unique spreading code assigned to the users to modulate their signals. Hence, the CDMA signal transmitted by any given user consists of that user's data which modulates the unique spreading code assigned to that user, which in turn modulates a carrier using any well-known modulation scheme such as binary phase shift keying (BPSK). The frequency of this carrier is the same for all users. The receiver receives a linear superposition of the signals transmitted by all the users, attenuated by arbitrary factors and delayed by an arbitrary amount. The goal of channel parameter estimation is to determine these unknown and time varying attenuation factors and delays by processing the received signal, to facilitate recovery of the data transmitted by each user.
Channel estimation is one of the major problems in radio communications particularly when the mobile system is subject to multipath fading, that is, the transmission channel consists of more than one distinct propagation path for each user's signal. Moreover, when the CDMA technique is used to allow multiple users access to a single channel, the system is susceptible to the near-far e ect. The near-far problem arises when the signals from the di erent users arrive at the receiver with widely varying power levels. The near-far problem has been shown to severely degrade the performance of standard single user techniques (e.g., matched lters, correlators, etc.) in conventional CDMA systems.
Conventional CDMA systems try to limit the near-far problem with power control. However, even a small amount of the near-far e ect can drastically degrade the performance of conventional receivers. For many years this was thought to be an inherent limitation of CDMA until Verd u developed the optimum multiuser detector 1]. Verd u's work was followed by many suboptimal schemes of lower computational complexity 2, 3, 4], all of which are near-far resistant. However, these methods deal only with detection and assume that the timing of the spreading waveforms is known.
Most of the initial work done on timing acquisition for CDMA systems focused on jointly estimating the necessary parameters for all users 5, 6] . While these techniques produce excellent results, they can be computationally intense since they involve solving a multidimensional optimization problem for a large number of parameters.
Subspace-based techniques 7, 8, 9, 10] provide a method for decomposing the multidimensional parameter search into a series of one dimensional optimization problems. Such algorithms are near-far resistant and e ective in the presence of multiple propagation paths. In addition they do not require any preamble or training sequences. The subspace-based technique has also been extended to joint channel estimation and detection 11, 12] . However, the primary drawback of such algorithms is the computational requirement of the signal or noise subspace estimation process, and the limitation on the number of users that can be handled.
Recently, a number of channel estimation algorithms based on the maximum likelihood technique (ML) 13] have emerged 14, 15, 16, 17, 18, 19] . The ML technique is an attractive alternative as the ML based algorithms have been shown to be computationally e cient and can handle a large number of users. It has been also shown 17, 18, 20] , in the single path case, that the application of the ML technique in the presence of a number of sensors at the receiver dramatically improves the performance of channel estimators as well as linear detectors.
Several forms of the ML technique have been proposed in literature. These algorithms work in di erent situations, such as single path and single sensor 14, 16] or single path and multiple sensors 15, 17, 18] or single sensor and multiple paths 19] . Out of these, 16, 17, 18] fall under a distinct class which can be easily separated from our proposed algorithm. All these three algorithms model all the interfering users as colored noise, thus reducing the size of the spreading code matrix and training sequence vector and hence the required computation. Also the algorithm in 17] uses a new structure for the observation vectors while forming the joint conditional density functions. This structure exploits the spatial diversity provided by the multiple sensors in such a way that a very short training sequence (about 20 bits) can be used to achieve acquisition. However it should be noted that none of these algorithms handle the problem of multipath channel parameters, using multiple sensors.
The problem of using multiple sensors to detect multipath channel parameters of multiple users 21], is mathematically complex, as it involves the estimation of a large number of parameters. In this paper, we present a maximum likelihood (ML) approach that solves the complex problem of channel estimation in the presence of multiple propagation paths and multiple sensors, in a computationally e cient manner.
We de ne our channel and system model such that the e ect of both multiple paths and multiple sensors can be incorporated in an e cient manner. The model is then used to develop an ML based algorithm that estimates a composite channel impulse response for each user. This composite channel impulse response is directly used in the detection process to appropriately modify the spreading code of the user. Thus, we de ne a process by which both the channel estimation and detection process can bene t from exploiting multiple paths and multiple sensors at the base station receiver.
The proposed algorithm assumes the transmission of training sequences by all the users being acquired but makes no assumption on the individual delays or on the antenna array structure. The delays are estimated modulo N, where N is the length of each spreading code. The additive noise is assumed to be a circularly complex zero mean Gaussian random vector, but no a priori assumption is made on its covariance.
The paper is organized into the following sections. Section 2 presents the CDMA system under study and a model for the multipath channel. In Section 3 we describe the maximum likelihood algorithm and Section 4 describes the use of the estimated channel impulse response directly in the detection process. Section 5 determines the complexity of the channel estimation algorithm and Section 6 presents the results of our simulations. We conclude the paper in Section 7 with a summary and directions for future research.
CDMA System Model : Multipath and Multiple Sensors
In this section, we develop a system model that incorporates the e ect of both multiple paths and multiple sensors in an e cient manner. The model does not assume chip synchronicity, that is the delays of the signals, introduced by the channel are not integral multiples of chips ( Figure 1 ).
We assume a K-user direct sequence CDMA system with BPSK (Binary Phase Shift Keying) modulation with each transmitted signal selected from a binary alphabet and limited to 0; T], where T is the symbol period. Each user transmits a zero mean stationary bit sequence with i.i.d. components.
The complex baseband representation of the k th user's transmitted signal is given by
where P k is the transmitted power, b k;i 2 f+1; ?1g is the i th transmitted bit and c k (t) is the spreading waveform. The parameter L denotes the number of bits being considered. The spreading or code waveform is composed of N chips and if we assume BPSK for the spreading modulation we have c k (t) = P N?1 n=0 c k;n (t ? nT c ), where c k;n 2 f+1; ?1g and the chip pulse waveform (t) is a rectangular pulse of duration T c . We will assume that the extent of the spreading code is one bit period and hence we have T = NT c .
The frontend of the receiver consists of an antenna array of M sensors arranged in a speci c geometry. The corresponding array response vector, which is the response to a propagating plane wave impinging on the array at an angle , with the vertical is : (1) 
and is determined by the geometry of the array. In this paper, no a priori assumption is made on the geometry of the array. However it is assumed that the time taken by the signal to traverse the physical array is much smaller than the inverse of the message bandwidth and hence, the envelope characteristics of the signal do not vary across the array ( Figure 2 ). We assume that the channel for each user consists of P distinct and resolvable propagation paths 7]. The impulse response h k (t) of the channel seen by user k is given by:
where, w k;p is the complex amplitude with which the p th path of the k th user is received and includes contributions from the channel attenuation and the phase o set and k;p is the relative delay with respect to a reference at the receiver. The channel parameters are assumed to be unknown but constant in the time taken to estimate them. The multipath spread of the channel T m is the maximum di erence between propagation delays, that is, T m = max p;p 0 j k;p ? k;p 0 j. In our model, we assume that the multipath spread is less than half the symbol period (T m < 1 2 T). Accordingly, the received signal at the base station is a superposition of multiple copies of attenuated and delayed signals transmitted by all the K users. Therefore, the signal at the m th sensor is given by: 
where k;p is the direction of arrival of the p th path of user k with respect to an axis in the plane of the array. The additive noise is assumed to have some correlation across the array. We use the following model for the noise 15]: (m) (t) = (t)+(1? ) (m) (t). The component (t) is completely correlated across the array and can arise from other-cell interference -this component is taken to be the same at each sensor; (m) (t) is the noise element independent from sensor to sensor, arising from a combination of receiver noise and the uncorrelated contributions from other-cell transmissions ( 2 0; 1)). The noise components (t) and (m) (t) are uncorrelated random processes and each is assumed to be white and Gaussian with zero-mean and double-sided spectral density of N 0 =2. Modeling the othercell interference as Gaussian is valid in light of the number of such interferers and the applicability of the central limit theorem.
The continuous time signal at each sensor is then discretized 7, 20] by sampling the output of a chip-matched lter, at the chip rate. The chip-matched ltering is a simple integrate and dump operation, over a time interval equal to the chip period: 
The system is asynchronous and the receiver has an arbitrary timing reference which will not be aligned to actual transmitted bit boundaries. Hence, each observation vector can be viewed as a linear combination of 2K signal vectors -2 components from each user due to the past and current bits as shown in Figure 1 . In Figure 1 , the received vector r . As explained in Figure 1 , the contribution of the spreading code of the user to vector r i appears in two parts -R and L. Hence, matrix A (m) has columns corresponding to these two parts: denoted by the superscripts R and L:
Each of the columns a R k and a L k for each user k, are functions of the corresponding delays ( k;1 to k;P ), attenuation factors (w k;1 to w k;P ), and array responses ( 
where c R K q] and c L K q] are the spreading codes shifted by integer (multiples of chips) delays.
where, h k = q th k;1 element (q k;1 + 1) th element q th k;P element (q k;P + 1) th element (13) and where, (14) Here the operator` ' denotes the element-wise multiplication of the two vector operands. Now, the columns of A (m) can be expressed in terms of U R k , U L k , and z
k : (15) We can now rewrite matrix A
Now (7) is expressed as A
i . Hence, the observation vector r i , of length MN, across the array, r i = r 
where the noise vector i is formed from the components (m) i and is assumed to have an unknown covariance of K. Let U R k 2 C MN MN and U L k 2 C MN MN be matrices de ned as follows
Here the operator` ' represents the Kronecker product of two matrices. Also let z k 2 C MN 1 be a vector de ned as
Using these matrices de ned above, the columns of the combined code and channel matrix, corresponding to user k, in the expression for r i (17) can be written as U R k z k and U L k z k . This helps us to rewrite the expression for r i as
and Z = diag(z 1 ; z 1 ; ; z k ; z k ; ; z K ; z K ). The advantage to be gained from expressing r i as (20) is that it allows easy modeling of multiple propagation paths without increasing the size of any of the matrices involved. Increasing the sizes of the matrices involved is directly related to an increase in the computational load of the algorithm. An alternative method to model multiple paths within (7), is to treat the multiple paths as di erent `virtual users' and have two additional columns in matrix A for each extra path of each user. Hence, as the number of paths increases the size of matrix A also increases. However in (20) , the size of matrices U and Z does not increase, as P increases; instead matrix Z becomes more dense. In e ect, we discretize the multipath delay axis of the impulse response 22] into N equal time delay segments, each corresponding to a chip interval. Any number of multipath signals received within the n th bin are represented by a single resolvable multipath component. Now Z has all the unknown parameters of all the paths of all the users from all the sensors. In the next section we will describe an algorithm in which Z will be estimated from the observations r i 's, the known sequence of transmitted bits (e.g., a preamble at the beginning of each frame), and the knowledge of the spreading codes of the di erent users.
Channel Estimation Algorithm
In this section, we will develop a ML based technique for the estimation of the channel impulse response vector z k for each user. The algorithm applies the ML technique for angle-of-arrival estimation presented in 23] and for single path, multiple sensor CDMA channel estimation presented in 15]. We apply the same technique to the estimation of a composite channel impulse response vector for each user in the presence of multiple propagation paths using multiple sensors. We solve the complex problem involving both multiple paths as well as multiple sensors in a computationally e cient manner, without increasing the size of the matrices involved as the number of propagation paths increases.
When an observation vector r i depends on a parameter vector , that is either deterministic but unknown or whose a priori statistics are unknown, the maximum likelihood estimate of the parameter is often used. The maximum likelihood estimate of the parameter is given by 13] ML = arg max p(r i j ):
In our problem, r i is a function of the channel vectors z k , the noise covariance matrix K, which is assumed unknown and the transmitted bits b i . We assume that the bits b i are known since, otherwise, the maximization of the likelihood function as a function of all the above unknowns is an ill-posed problem. This is accomplished in the acquisition phase by requiring that all the users transmit training sequences or in the tracking phase by the receiver operating in a decision-directed mode. 
where tr( ) represents the trace operator.
As the rst step, maximization of the log-likelihood function is to be carried out with respect to K. The maximization is achieved by the following value of K 13]:
(r i ? UZb i )(r i ? UZb i ) H : (24) Substituting this into (23) , in the next step, we nd that we need to maximize ? ln j b Kj or minimize j b Kj over all fZg. The cost function that we need to minimize with respect to Z is now:
(r i ? UZb i )(r i ? UZb i ) H j: (25) Details regarding derivation of the cost function (25) by maximizing the log likelihood function (23) with respect to K is outlined in Appendix A. Direct minimization of (25) 
The sample correlation matrices used in (26) and (27) are de ned as 
Solving this optimization problem using Lemma B.1, we obtain an expression forẑ k as followŝ
So, we have a closed form expression for the channel impulse response vectorẑ k for each user. In the next section we will show how this estimated channel impulse response vector can be used directly in the detection process, exploiting both multipath and spatial diversity.
Extraction of channel parameters
Most existing literature 7, 15, 16] on channel estimation techniques focus on estimating individual parameters for each user, such as, delay and attenuation factors for one or multiple paths. For our model, in the single sensor scenario, extraction of individual parameters from the estimated channel impulse response (31) is a relatively easy task 24]. In Appendix D, we provide an algorithm, following 7], for extraction of individual channel parameters (delays and amplitudes) from the estimated channel impulse response vector, with a single sensor. However when multiple sensors are used, and the various multipath components arrive at the receiver from di erent directions, the problem of tting the estimateẑ k to the parametric channel model is much more complex. To simplify the computation, in this paper, we propose to use the estimateẑ k directly in detection algorithms. Using this approach it will be possible to exploit the bene ts of spatial diversity from using multiple sensors, without having to extract the individual delays, amplitudes, and directions of arrival of all the paths of each user.
In the next section we show how the estimated composite multipath channel impulse response from multiple sensors can be used directly in the detection process in an e cient manner. This will not only avoid the computation involved in extracting individual parameters but also avoid any error arising from the extraction process. Also, this technique facilitates the design of a base station receiver which will estimate the channel and detect the information bits while exploiting and accounting for multiple paths and multiple sensors.
Use of the Channel Impulse Response Vector in Detection
In this section, we explore the use of the composite channel impulse response, from the multiple sensors, in the conventional detector and in a linear multiuser detector. We propose to use the channel impulse response vector directly in the detection algorithms, instead of rst extracting individual parameters. We restrict ourselves to single-shot detectors; however the gains from using multiple sensors in this case can also be extended to sequence detection.
The conventional detector for the received signal at a single sensor, in a single path environment, is a bank of K code-matched lters. For the k th user, the matched lter matched to the single path is y (1) 
where y (1) k (i) is the matched lter output at a single sensor for the k th user at the i th time step. The outputs of the matched lters yield soft estimates of the transmitted bits. The nal hard decisions are the sign of these soft estimates.
The discretized version of the received signal at a single sensor, for a single path for each user, is expressed as r (1) i = A (1) b i + (1) i , where the superscript (1) always denotes the instance M = 1. Using this discretized signal model, the equation for the matched lter output, for all the users, is expressed in vector form as : 
= (UZ) (1) . Using this expression for A (1) we can rewrite the above equation in terms of the channel impulse response matrix: y (1) i = (UZ)
(1) H r (1) i :
It can be shown quite easily that (34) continues to hold for the matched lter output in the multipath case, when the received signal at each sensor is given by (4). As in Section 2, Z incorporates the information about all the paths of all the users. In this model, (34) is similar to the notion of received e ective signature waveform, described in 9, 25]. The received e ective signature waveform is the spreading code of a user modi ed with the corresponding channel parameters, which is exactly the result of UH, for all the users.
Extending the same idea to multiple sensors, the combined output of a matched lter receiver at each of the sensors, is given by: by an`angle-matched lter' or conventional beamformer. Thus the compound matched lters at each sensor are matched to the users' delays as well as direction of arrivals, which would be optimum for the multisensor case for a single user only, in a added white Gaussian noise (AWGN) channel.
The idea of using the composite channel impulse response vector in detection can also be applied to linear multiuser detectors, with multiple sensors 20]. Linear multiuser detectors apply a linear mapping G, to the soft output of the matched lters to reduce the multiple access interference seen by each user.
Therefore, the vector of decision statistics for all the users, from a linear single-shot detector,
, is given by :
The required bit estimates are the hard decision:b i = sign(x i ). According to our system model, b i contains consecutive bits of each user. Hence the decision statistic for each user will consist of two soft estimates for each bit of the user. The two soft estimates can be combined such that the output signal-to-interference ratio is maximized 20], to obtain a hard decision for each bit. The decorrelating detector, G dec provides the maximum likelihood linear estimate of the received bits, given the output of the code-matched lters 2]. Hence, it follows that:
The bene ts of incorporating multiple sensors in the decorrelating detector has been analyzed in 20] in the single path case. In a following section, we will report results of simulations that show the performance gains obtained from such a detector, using the composite channel impulse response vector, in the multipath case.
Computational Complexity
The computational complexity of the various steps of the ML channel estimation algorithm are : ). However the complexity will be reduced further if b K is assumed to be identity (the noise being additive white Gaussian) instead of explicitly calculating the covariance. This whiteness assumption is practical not only because thermal noise is often assumed white Gaussian but also because the residual noise due to other-cell interference can be considered spatially and temporally white.
Other than eliminating the computation of b K, this will also reduce the complexity of the channel impulse response estimation step to O(M It has been shown that the parallelization of matrix-vector multiplication is scalable with the number of processors used, that is, a speedup of a factor of C can be obtained by using C processors. It can be shown easily that it is possible to multiply an MN length vector and an MN MN matrix in O(MN) time, using a systolic array of O(MN) processor elements.
Simulation Results
In this section, we describe the simulations that we conducted to evaluate the performance of the proposed estimators. Gold codes of length N = 31 were used as spreading codes, in all the simulations. The delays of all the users were assumed uniformly distributed in 1; 31) chips. The multiple access interference presented by each interferer, which is the ratio of the interferer's and desired user's received energies, was uniformly distributed in 0; MAI]dB. The number of paths for each user is denoted by P, the number of observations by L, the number of users by K, and the signal-to-noise ratio of the background noise at each sensor by SNR.
Comparison with other estimators -single sensor case
We compare the proposed algorithm with previously proposed channel parameter estimation algorithms for a single sensor, in a multipath environment. The single sensor scenario has been chosen as the other techniques used in this experiment do not address the problem of channel estimation in the presence of multiple paths as well as multiple sensors. The performance of our algorithm in this complex scenario is presented later.
In this experiment, channel parameter estimation is performed using the proposed ML algorithm, a subspace-based algorithm presented in 7] , and the conventional sliding correlator 27]. The channel estimates from the various sources as well as the exact value of the channel parameters used in the simulations are then passed to a matched lter receiver to detect the bits. The bit error rates obtained from this experiment is shown in Figure 3 . The proposed algorithm performs consistently better than the other strategies. However, the subspace based algorithm does not require a preamble but is more computationally complex and su ers from being dimension-limited, in terms of the number of users it can handle.
Use of the Channel Impulse Response Vector in Detection
In this section, we illustrate the performance bene ts to be obtained from using the estimated channel impulse response vector, directly in the detection step, instead of rst extracting individual parame-ters. Figure 4 shows the bit error rate (BER) obtained from the matched lter receiver as the SNR is increased. The results for the single sensor case show that the performance actually improves if the channel impulse response is directly used in the detector as in (34) (plot labeled`z directly, M=1') instead of rst extracting the individual parameters from the composite channel impulse response and then using them as in (32) (plot labeled`parameters, M=1'). The technique outlined in Appendix D was used to extract the individual delays and amplitudes of all the paths of all the users from the estimated channel impulse response of each user. Figure 4 also shows that the performance of the ML algorithm followed by matched lter detection improves dramatically as the number of sensors are increased. In the experiments described in this section and the next, the direction of arrivals were assumed to be uniformly distributed in ?60 ; 60 ], corresponding to one sector of 120 in a cell. The values of the rest of the system parameters are speci ed along with the graphs.
White noise assumption
As mentioned in Section 2, the additive noise at each sensor is assumed to have some correlation across the array, and has two components. The component (t) is completely correlated across the array and the component (m) (t) is independent from sensor to sensor. The maximum likelihood algorithm developed in this paper, provides a mechanism for estimating the covariance b K of this non-white noise. However, as discussed in Section 5, estimation of this covariance is one of the most computationally complex steps in the algorithm. It was suggested that to reduce complexity, b K may be assumed to be identity. This implies that the algorithm will assume that the noise is additive white Gaussian, even though in reality, it will have some correlation across the array.
In this section, we present a simulation study ( Figure 5 ), which shows the performance loss that will result from this assumption. The parameter which de nes the extent of the correlation across the array was speci ed to be quite high ( = 0:9999). However the simulation shows that the performance loss due to this assumption is very small. Also, the performance loss is evident only if a large window size is used (L = 1000 in Figure 5(a) ), so that the noise covariance can be estimated with greater accuracy.
Performance of multiple sensors and multipath case
In this section, we focus on detailed evaluation of the channel estimation and linear detection strategy developed in the paper. Multiple propagation paths are considered and both the detection and channel estimation steps exploit the bene ts of multiple sensors. Figure 6 shows the performance of the decorrelating detector using multiple sensors and compares it to the conventional or the matched lter detector, as the di erent system parameters are varied. For both the decorrelating detector and the matched lter detector, channel parameter estimates from the proposed maximum likelihood algorithm under the same system con guration have been used.
In Figure 6 , the default set of system parameters are such that, the system is heavily loaded (25 users with 3 paths per user) and the interference and noise is quite high (multiple access interference is 20dB and SNR is 6dB). Figure 6 (a), with SNR in the x-axis, shows that for the heavily loaded situation, the single-shot decorrelating detector performs quite poorly with only one sensor. However, by increasing the number of sensors, the performance improves dramatically to achieve acceptable bit-error-rates at relatively low SNRs.
It is well known that the performance of the decorrelating detector, with one sensor, drops signi cantly as the number of users is increased (Figure 6(b) ), with number of users in the x-axis). Geometrically speaking, since the decorrelating detector attempts to orthogonalize the users, with more than N=2 users in the system, they cannot be orthogonalized all at once and hence the performance degradation. Again, the use of even one extra sensor signi cantly improves the performance in the presence of a large number of users. The same plot shows that, the matched lter detector performs worse than the decorrelator because of the high multiple access interference. Even then, the matched lter detector performs better as the number of sensors are increased, especially when the number of users and hence multiple access interference is small. Figure 6 (c), with L in the x-axis, shows that a relatively short preamble (less than 100 bits) can be used to achieve optimum performance. It may be noted that for the proposed algorithm to work, at least MN observations are required. This is because, for L < MN, the covariance matrix, which has dimension MN MN, is rank de cient. This observation is substantiated by this plot.
The last plot Figure 6 (d) demonstrates the near-far resistant capability of the algorithm, which improves with increasing the number of sensors. It may be noted that the slight increase in BER at high MAI is due to the use of the single-shot decorrelator.
Conclusion
The paper presents a framework that facilitates an e cient solution to the combined problem of multipath channel estimation and detection for a set of transmitting users in the reverse link of a wireless CDMA communication system, when an antenna array is used at the receiver. Using the framework we have developed a maximum likelihood algorithm for channel estimation. The algorithm elegantly decomposes the multiuser problem into a series of single-user ones and estimates a composite channel impulse response encapsulating all the channel parameters. This estimated channel impulse response was then directly used in the detection process.
The additive noise in the system is assumed to be zero-mean, Gaussian but no assumption is made on its covariance, which is estimated within the algorithm. Our simulations verify that the algorithm is near-far resistant. Also, the estimators are not dimensionally limited; making it ideal for acquisition of a large number of users. Furthermore, the preamble required is not prohibitively large.
Our simulations show that considerable performance bene ts are obtained by using multiple sensors at the receiver, in the presence of multipath e ects and multiple access interference. We have shown that it is possible and indeed bene cial to use the estimated channel impulse response directly in detection to appropriately steer the spreading codes, both in terms of performance as well as reduced computational load.
In future, the proposed algorithm will be extended to tracking the channel 10] in a decisiondirected mode after the initial estimation during the preamble period. Ultimately this work is aimed towards the design of a multiuser receiver for a time varying and fading multipath environment, exploiting spatial as well as temporal diversity, that will be suitable for implementation in next generation CDMA systems.
A Derivation of (25) The log-likelihood function (23) 
The above equality follows from the following property of the trace: trfABCg = trfCABg = trfBCAg. As the rst step, maximization of the log-likelihood function is to be carried out with respect to K. We use the following fact, ( 13] 
Substituting this value of b K into (38), we obtain the cost function (25) .
B Derivation of (26) and (27) In terms of the sample correlation matrices, b (24) can be written as
Minimizing the cost function L in (25) 
We then search for the global maxima to obtain the strongest path : q = arg max q2f0; ;N?1g jw q ĵ = (q + q )T c ;ŵ = wq:
The estimated path is subtracted from b h k and the process is repeated to nd the next strongest path, until either a speci ed number of paths have been identi ed or jŵj falls below some predetermined signi cant level. true parameters subspace−based proposed ML correlator Figure 3 : Multipath, single sensor case: BER from a matched lter receiver and channel parameters using (1) true parameters or perfect channel knowledge, (2) estimates from a subspace-based algorithm, (3) estimates from the proposed ML algorithm, (4) and estimates using a sliding correlator. 
