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Abstract A new method is presented to determine
parameter values (knot) for data points for curve and
surface generation. With four adjacent data points, a
quadratic polynomial curve can be determined uniquely
if the four points form a convex polygon. When the
four data points do not form a convex polygon, a cubic
polynomial curve with one degree of freedom is used
to interpolate the four points, so that the interpolant
has better shape, approximating the polygon formed
by the four data points. The degree of freedom
is determined by minimizing the cubic coeﬃcient of
the cubic polynomial curve. The advantages of the
new method are, ﬁrstly, the knots computed have
quadratic polynomial precision, i.e., if the data points
are sampled from a quadratic polynomial curve, and
the knots are used to construct a quadratic polynomial,
it reproduces the original quadratic curve. Secondly,
the new method is aﬃne invariant, which is signiﬁcant,
as most parameterization methods do not have this
property. Thirdly, it computes knots using a local
method. Experiments show that curves constructed
using knots computed by the new method have better
interpolation precision than for existing methods.

aided design, engineering, scientiﬁc computing, and
computer graphics is the construction of curves
and surfaces with high precision and smoothness.
They require diﬀerent attributes for diﬀerent
applications [1–6]. To meet these requirements,
good interpolation techniques and parameterization
methods are needed. For scientiﬁc computation
and engineering application, constructing curves and
surfaces with high polynomial accuracy is desirable.
This paper focuses on how to determine the parameter
values, or knots, for a given set of points with high
precision.
1.2

Previous work

For a given set of data points to be interpolated, Pi =
(xi , yi ), i = 1, . . . , n, the aim of parameterization
is to assign a parameter or knot value ti , t1 <
ti < tn , for each Pi . The interpolated curve can
be seen as the path of a particle through space,
while the parameter t can be regarded as time,
so the parameterization gives the location of the
particle at each moment of time. For the same set
of data, even with the same interpolation methods,
Keywords knot; interpolation; polynomial curve; constructing curves with diﬀerent parameterizations
aﬃne invariant
will result in a diﬀerent interpolant. The choice of
parameterization method will have a noticeable eﬀect
on the interpolated curve. Uniform parameterization
1 Introduction
is only suitable for cases when the intervals between
1.1 Problem
consecutive data points are equal. In applications,
A fundamental problem in the fields of computer- three non-uniform parameterization strategies are
widely used: the chord length method [7], Foley’s
1 School of Computer Science and Technology, Shandong method [8], and the centripetal method [9]. The chord
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to the change in angle of the curve tangent vector
from start to end of the arc. Foley’s method is an
adaptive chord parameterization method giving good
planar parameterization results. But in terms of the
approximation error, our experiments show that none
of them can produce a satisfactory result.
The works by Lee [9] and Jeong et al. [10]
provide improved approaches for curves and surfaces
whose curvature changes greatly and is irregular.
However, our experiments show that the Jeong
et al.’s method generally results in more errors
than Lee’s method. In addition, out of the chord
length method, Foley’s method, and the centripetal
method, only the last can assure no local selfintersection of the constructed curve [11]. Yuksel
et al. [11] gave an analysis of these three methods,
and showed that the curve produced by centripetal
parameterization is most visually appropriate, but
no mathematical explanation was given. Therefore,
although the centripetal method is especially suitable
for unevenly distributed data points, the resulting
interpolation curve of these methods does not always
capture all data characteristics. Fang and Hung [12]
reﬁned the interpolation results of the centripetal
method to better capture wiggles, especially for
interpolation of abruptly changing data. Lim [13]
presented a new universal parameterization for Bspline interpolation, with better performance than
existing parameterizations such as the ones in
Refs. [7–9] by depending on the nature of B-spline
basis functions, but experiments showed that this
method could not improve the precision of the
interpolation curves.
We note that the interpolation precision of the knot
location methods previously mentioned is only linear,
so if knot-set computed by the above methods is used
to construct interpolation curve, the interpolating
curve will not be a quadratic polynomial curve
when the data points are sampled from a quadratic
polynomial curve. If the data points are sampled
from a non-linear curve, e.g., a quadratic or cubic
polynomial curve, we would hope to reconstruct
the underlying high-order curve. Zhang et al. [14]
proposed a global method for choosing knots such
that the interpolant constructed from the knots
can exactly reproduce a quadratic polynomial curve.
The approximation is better than that of linear
precision methods in terms of error evaluation using
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the associated Taylor series. Based on this method,
a local method for determining knots with quadratic
precision was introduced in Ref. [15]. Even though
this method employs a local computation, it has
the ability to preserve quadratic precision. Hartley
and Judd [16] discussed two ways of choosing knots:
an iterative method and a simple formula. As the
B-spline nodes were used as parameter values, it
can achieve good shape and good parameterization.
Martin [17] proposed a method of choosing knots
through optimization for parametric cubic spline
interpolation. In Ref. [18], the key concept was
to generate a unique curve by minimizing its stress
and stretching energies. An explicit function with
high precision was constructed to compute the
knots directly, which avoids solving a non-linear
optimization problem. Unfortunately, this method is
not invariant under aﬃne transformation, as the knot
was determined from only three consecutive points.
The number of control points for constructing the
curve plays an important role. To solve the problem
that control points are redundant or inadequate,
for the 3D case, Ref. [19] extended the planar case
[20], and proposed an adaptive addition and removal
process to reﬁne the control points for the B-spline
curve. Some articles also discuss the parameterization
problems of spatial data points for other applications,
while Refs. [21–24] construct parametric surfaces via
parameterization.
Parameterization for curve and surface construction
is still an open problem and has attracted considerable
attention. Motivated by Ref. [25], Lü [7] identiﬁed a
family of curves that can be parameterized by rational
chord-length, and studied how the rational quartic
and cubic curves could be applied to G1 Hermite
interpolation. Similarly, Bastl et al. [26, 27] extended
chord length parameterization of rational curves to
a family of RCL surfaces in any dimension. Tsuchie
and Okamato [28] introduced a curvature continuous
G2 quadratic B-spline curve for ﬁtting planar curves.
The curve is constructed with non-uniform knots to
ensure the G2 condition, thereby reducing redundant
segments in comparison to the use of uniform knots.
To simplify the complicated optimization problem,
Ref. [28] calculated the control points and adjusted
the knot vector of the B-spline curve separately. Han
[29] also discussed geometrically continuous splines
in curve design, presenting a class of general quartic
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splines for a non-uniform knot vector. The generated
quartic spline curves have C 2 continuity with three
local adjustable shape parameters, which greatly
inﬂuence the shape of the spline curve. Bashir
[30] presented the rational quadratic trigonometric
Bézier curve with two shape parameters. Two
segments of the objective curve can be joined with
G2 and C 2 continuity. Stepping outside the classical
tensor product setting, Ref. [31] assigned a diﬀerent
parameter interval to each mesh edge, allowing
interpolation of each section’s polyline at parameter
values that can prevent wiggling or other interpolation
artifacts, to yield high-quality interpolating surfaces.
1.3

Proposed method

This paper provides a new method for computing
knots. Its derivation is based on the assumption that
the given set of data points have been sampled from
a parametric curve that can be approximated well
by piecewise quadratic or cubic polynomial curves.
In particular, it assumes that each curve segment
between four adjacent points can be approximated
by a quadratic polynomial or a cubic polynomial.
If the four adjacent consecutive data points form a
convex polygon, the four data points are suﬃcient
for determining a unique interpolating quadratic
polynomial curve. Otherwise, a cubic polynomial
curve with one degree of freedom is used to
interpolate the four points; this degree of freedom is
determined by minimizing the cubic coeﬃcient of the
cubic polynomial curve. This technique constructs
quadratic and cubic polynomial curves consistently,
in the sense that for a quadratic polynomial curve,
its cubic coeﬃcient is zero, while for a cubic
polynomial curve, its cubic coeﬃcient is as small as
possible. Minimizing the cubic coeﬃcient of the cubic
polynomial curve ensures that the cubic polynomial
curve approximates the polygon formed by the four
data points well, and hence has excellent shape. As
the knots are determined by the quadratic curve and
the cubic curve, they can reﬂect the distribution of
the data points well. When the quadratic and cubic
polynomial functions are determined, computing the
knot values for each data point is an easy task.
The new method has several advantages. Firstly,
the knots computed have quadratic polynomial
precision: if the data points are sampled from an
underlying quadratic polynomial curve, and the
knots are used to construct a quadratic polynomial
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interpolant, the resulting curve reproduces the
underlying quadratic curve. Therefore, when used
for curve construction, the resulting curve has
higher precision than methods with linear precision.
Secondly and importantly, the new method is aﬃne
invariant. Furthermore, our method is a local
method, so it is easy to modify a curve interactively,
making the curve design process eﬃcient and ﬂexible.
Experiments show that curves constructed with
knots computed by the new method have better
interpolation precision than curves constructed using
knots from existing methods. Experiments show that
the approximation precision of our method is better
than for methods in Refs. [7–9, 12, 15, 18, 27].

2

Basis of the new method

Let Pi = (xi , yi ), 1  i  n, be a given set of distinct
data points. The goal is to compute a knot value
ti for each point Pi . When the knots are used to
construct a parametric curve P (t) interpolating all
Pi = (xi , yi ) using an existing interpolation method,
P (t) should have quadratic polynomial precision as
deﬁned above.
The main idea of the new method is as follows.
For each point Pi , we locally compute a knot ti
from consecutive data points. For the two sets
of consecutive data points corresponding to Pi ,
{Pi−2 , Pi−1 , Pi , Pi+1 } and {Pi−1 , Pi , Pi+1 , Pi+2 }, two
respective curves Pi (t) and Pi+1 (t) are constructed
through the two sets. These curves are used to
compute the knot ti associated with Pi .
We compute the ti to satisfy the following condition
that, if the Pi are taken from a parametric quadratic
polynomial, Pi = P (ui ) where P (u) = (x(u), y(u)) is
deﬁned by
x(u) = X2 u2 + X1 u + X0
(1)
y(u) = Y2 u2 + Y1 u + Y0
then
(2)
ti = αui + β, 1  i  n
for some constants α and β. This will ensure the
quadratic precision requirement, since a linear
transformation of knot values does not change the
shape of a curve.
If the data points Pi , are taken from a quadratic
polynomial deﬁned by Eq. (1), any four consecutive
data points {Pi−2 , Pi−1 , Pi , Pi+1 }, i = 3, 4, · · · , n − 1
will uniquely determine a quadratic polynomial curve
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Pi (t) which is the same as P (u) in Eq. (1), but possibly
with a diﬀerent parameterization. Let tij = αi uj + βi
be the knots computed with respect to Pi (t) passing
through the four data points {Pi−2 , Pi−1 , Pi , Pi+1 }.
= αi+1 uj + βi+1 be the knots computed
Let ti+1
j
with respect to Pi+1 (t) passing through the four
data points {Pi−1 , Pi , Pi+1 , Pi+2 }. Although Pi (t)
and Pi+1 (t) are the same as the quadratic curve P (u)
in Eq. (1), they may have diﬀerent parameterizations.
Thus, we will have two sets of knot values tij and ti+1
j
for the three data points Pj , j = i − 1, i, i + 1. Since
the two sequences of knots tij and ti+1
j , j = i−1, i, i+1,
are both linearly related to ui , it is possible to use a
linear mapping to match the two sequences. For each
point Pi , as the knot ti is locally computed using two
curves Pi (t) and Pi+1 (t), all ti could have diﬀerent
parameterizations, so one needs to reparameterize ti
in a parameter space.
To develop a complete solution based on the idea
above, we face two tasks. We must compute the local
knot sequence tj from two groups of four consecutive
data points separately, and then we must merge all of
these local knot sequences into a global knot sequence
in a parameter space which has quadratic precision.
These two steps will be explained in the following
sections.

3

Computing knot si from consecutive
data points

In this section, determining the knots of three
consecutive points {Pi−1 , Pi , Pi+1 } from their
neighboring points is discussed in detail. For each set
of four neighboring points {Pi−2 , Pi−1 , Pi , Pi+1 }, a
quadratic curve or cubic curve Qi (s) can be uniquely
deﬁned. For the next set of four points {Pi−1 , Pi ,
Pi+1 , Pi+2 }, a quadratic curve or cubic curve also
can be determined. The three points {Pi−1 , Pi , Pi+1 }
are shared by these two sequences. Note that each
group of each three neighboring points is a participant
in at least two adjacent sequences. The key is the
combination of the two sequences of si and si+1 .
3.1

where

yi−1 − 2yi + yi+1
r
−xi−1 + 2xi − xi+1
a12 =
r
h(yi−1 − yi+1)
a21 =
(4)
r
h(xi+1 − xi−1)
a22 =
r
r = (xi+1 − xi)(yi−1 − yi) − (xi−1 − xi)(yi+1 − yi)
the coordinates of Pi−1 , Pi , and Pi+1 can be
transformed to (−1, 0), (0, −h), (1, 0), as shown in
Fig. 1. The quadratic polynomial Pi(s) interpolating
points (−1, 0), (0, −h), and (1, 0) is as follows:
(s − si)(1 − s) s(s − si)
x=
+
si
1 − si
(5)
s(s − 1)
h
y=
si(1 − si)
where 0 < si < 1 is a parameter to be determined,
satisfying:
ti − ti−1
(6)
si =
ti+1 − ti−1
a11 =

Theorem 1. In Eq. (5), the relationship between
parameter s and point (x, y) is deﬁned by
1 + x + y(1 − 2si)/h
s=
(7)
2
Proof Eq. (5) may be rewritten as
(s − si)(1 − s)(1 − si) + s(s − si)si
x=
si(1 − si)
(8)
y
s(s − 1)
=
h
si(1 − si)
We have
(s − si)(1 − s)(1 − si) + s(s − si)si
xh
=
(9)
y
s(s − 1)
Now
xh (s − si)(1 − s − si + 2sis) + si(1 − si) h
=
−
y
s(s − 1)
y
(10)

Computing si from a quadratic polynomial

For ﬁve given consecutive points Pj = (xj , yj ), j =
i − 2, i − 1, i, i + 1, i + 2, if Pi−1 , Pi , and Pi+1 are noncollinear, then using the following transformation:
x = a11(x − xi) + a12(y − yi)
(3)
y = a21(x − xi) + a22(y − yi) − h

Fig. 1

Five data points after transformation.
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By simple algebra, it follows from Eq. (10) that Eq. (7)
holds.
Once the parameter si associated with (xi , yi ) has
been identiﬁed, the parameter value s at point (x, y)
can be found using Eqs. (7) and (5) and simple
algebra:
a(x, y)s2i + b(x, y)si + c(x, y) = 0

(11)

where
a(x, y) = 4y(y + h)
b(x, y) = −2y(σ(x, y) + ρ(x, y) + 2h)

(12)

c(x, y) = ρ(x, y)σ(x, y)
and
ρ(x, y) = h(1 + x) + y
σ(x, y) = h(x − 1) + y
Parameter si is the solution of Eq. (11). The ﬁve
points Pj , j = i − 2, i − 1, i, i + 1, i + 2, can be mapped
via the aﬃne mapping in Eq. (3) to the coordinates
(xi−2 , yi−2 ), (0, 1), (0, −h), (1, 0), and (xi+2 , yi+2 ),
respectively, as shown in Fig. 1, so Eq. (11) is invariant
under this aﬃne mapping, and hence, the parameter
si is invariant.
If the coordinate values of point (xi+2 , yi+2 ) satisfy
yi+2 + h(xi+2 − 1) > 0 and yi+2 − h(xi+2 − 1) > 0,
i.e., point Pi+2 is located in the area with solid lines,
then the four points {Pi−1 , Pi , Pi+1 , Pi+2 } form a
convex polygon, as shown in Fig. 1. When (x, y) =
(xi+2 , yi+2 ), the root of Eq. (11) is given by


−b(xi+2 , yi+2 ) − G(xi+2 , yi+2 )
=
(13)
2a(xi+2 , yi+2 )
where G(xk , yk ) = b(xk , yk )2 − 4a(xk , yk )c(xk , yk ),
k = i + 2. Similarly, if the coordinate values of
point (xi−2 , yi−2 ) satisfy yi−2 − h(xi−2 + 1) > 0 and
yi−2 + h(xi−2 + 1) > 0, i.e., point Pi−2 is located in
the area with dotted lines, as shown in Fig. 1. The
root of Eq. (11) with (x, y) = (xi−2 , yi−2 ) is given by
sri



−b(xi−2 , yi−2 ) + G(xi−2 , yi−2 )
(14)
2a(xi−2 , yi−2 )
where G(xi−2 , yi−2 ) deﬁned as before. We may now
state the following theorem:
sli =

Theorem 2. When (x, y) = (xi+2 , yi+2 ), (xi−2 , yi−2 ),
the roots of Eq. (11) are sri and sli , respectively.
Proof For simplicity, (x, y) in Eq. (11) is set to
(0, y). Then a(x, y), b(x, y), and c(x, y) in Eq. (12)
become
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a(x, y) = 4y(y + h)
b(x, y) = −4y(y + h)
c(x, y) = (y + h)(y − h)
Then, the two solutions of Eq. (11) are
√
y ± hy
(15)
si =
2y
Substituting Eq. (15) into Eq. (7) gives
√
1
± hy 
1−
(16)
si =
2
h
r
r
For (x, y) = (xi+2 , yi+2 ), si should satisfy si > 1:
as y > h, it follows from Eq. (16) that sri should
be deﬁned by Eq. (13). Similarly, for (x, y) =
(xi−2 , yi−2 ), sli < 0 should be deﬁned by Eq. (14).
3.2

Computing si from a cubic polynomial

In addition to above two cases, however, we must
consider another one: when the coordinate values
(xj , yj ), j = i−2, i+2, fail to meet yi+2 −h(xi+2 −1) >
0 and yi−2 + h(xi−2 + 1) > 0, i.e., points Pi−2 and
Pi+2 are not located in the dotted line area and the
solid line area, respectively, shown in Fig. 1. In
this case, points (−1, 0), (0, −h), (1, 0), and (xj , yj ),
j = i − 2, i + 2, do not form a convex polygon, so
it is necessary to construct a cubic polynomial to
interpolate the four consecutive points. Let the knots
of points Pj , j = i − 2, i + 2, be sj . Then
1 + xj + yj (1 − 2si )/h
sj =
(17)
2
The cubic polynomial interpolating the four
consecutive points is
W (s)
(s − si )(s − 1) s(s − si )
+
+
Xj
x=−
si
1 − si
W (sj )
W (s)
s(s − 1)
h+
Yj
y=
si (1 − si )
W (sj )
(18)
where
W (s) = s(s − si )(s − 1)
(sj − si )(sj − 1) sj (sj − si )
−
(19)
si
1 − si
sj (sj − 1)
h
Yj = yj −
si (1 − si )
Parameter si in Eq. (18) is determined by
minimizing the cubic coeﬃcient of Eq. (18), i.e., by
minimizing the following objective function:
Xj2 + Yj2
G(si ) =
(20)
W (sj )2
The deﬁnition of objective function Eq. (20) is
reasonable. When (−1, 0), (0, −h), (1, 0), and (xj , yj )
Xj = xj +
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form a convex polygon, the cubic coeﬃcient of the
curve function is zero. While, when (−1, 0), (0, −h),
(1, 0), and (xj , yj ) do not form a convex polygon, the
cubic coeﬃcient of the cubic curve should be as small
as possible, enabling a slow and stable change of curve
shape in both cases.
3.3

Computing si

When the ﬁve points Pj = (xj , yj ), i − 2  j  i + 2,
are taken from the same quadratic curve, sli = sri .
However, for data points in general positions (but
still assumed to form a convex chain), these ﬁve
points may not lie on the same underlying quadratic
curve, so sli = sri . In this case, we must reconcile
the two values to determine a knot si for Pi . An
obvious choice would be to set si = (sli + sri )/2. In
the following, a more elaborate, improved scheme to
ﬁnd si from sli and sri is proposed.
Reconsidering Eq. (11), let
h(x, y, s) = a(x, y)s2 + b(x, y)s + c(x, y) = 0 (21)
Then, sli and sri are roots of h(xi−2 , yi−2 , s) and
h(xi+2 , yi+2 , s), respectively, as shown in Fig. 3. Let
si = sli + r(sri − sli )
(22)
and
g(r) = h(xi−2 , yi−2 , si )2 + h(xi+2 , yi+2 , si )2

(23)

It is obvious that a good choice for si in Eq. (22) gives
g(r) a small value, as it follows from Eqs. (5)–(14)
that small a g(r) means that Pi (s) in Eq. (5) well
approximates the ﬁve data points (xi−2 , yi−2 ), (0, 1),
(0, 0), (1, 0), and (xi+2 , yi+2 ). The shape of g(r) is
shown in Fig. 2. Our goal is to ﬁnd a rc satisfying
sci = sli + rc (sri − sli )
so that g(rc ) has the minimum value of g(r), as shown
in Fig. 2, and deﬁned by
g(rc ) = h(xi−2 , yi−2 , sci )2 + h(xi+2 , yi+2 , sci )2 (24)

The value of rc is determined by
dg(r)
=0
(25)
dr
Eqs. (21)–(23) show that Eq. (25) is a cubic equation,
so it is easy to solve. Although we found no case in

Fig. 2

Plot of Eq. (23).

Fig. 3

Positions of sli , sci , and sri .

our experiments for which Eq. (25) has no root in the
interval (0, 1), we handle such cases as follows: ric is
deﬁned by

sli , if g(0) < g(1)
c
si =
(26)
sri , otherwise
Eqs. (13), (14), and (22) give three estimates for
si : sli , sci , and sri , respectively, as indicated in Fig. 3.
We now compute si as a combination of sli , sci , and
sri . We ﬁrst discuss how to deﬁne the weight ω(si )
associated with knot si . Whichever of sli , sci and sri is
closest to 0.5 should have the biggest eﬀect on si , so
the weight ω(sli ) should be proportional to sli (1 − sli ).
Let

w(s) = h(xi−2 , yi−2 , s)2 + h(xi+2 , yi+2 , s)2 (27)
Obviously, for sli , sci , and sri , the best case is that
they satisfy w(sli ) = w(sci ) = w(sri ) = 0. As in
this case, each of sli , sci , and sri makes the curves
in Eq. (5) or (18) interpolate the ﬁve points Pj =
(xj , yj ), j = i − 2, i − 1, i, i + 1, i + 2. Thus, the weight
ω(si ) associated with knot si should be inversely
proportional to w(si ). Based on the discussion above,
weight ω(si ) is deﬁned as
s2 (1 − si )2
ω(si ) = i
(28)
w(si )
If any of w(sli ), w(sci ), and w(sri ) is zero, then si
should be set equal to it. Otherwise, si is deﬁned by
a weighted combination of sli , sci , and sri , given by
ω(sli )sli + ω(sci )sci + ω(sri )sri
si =
(29)
ω(sli ) + ω(sci ) + ω(sri )
3.4 Discussion
So far we have neglected the case where some three
consecutive points are collinear. We now address it.
When Pi−1 , Pi , and Pi+1 are on a straight line, we set
|Pi−1 Pi |
(30)
si =
|Pi−1 Pi | + |Pi Pi+1 |
This choice makes the quadratic polynomial through
Pi−1 , Pi , and Pi+1 a straight line with constant ﬁrst
derivative. This is the most naturally deﬁned curve
for this case.

Computing knots by quadratic and cubic polynomial curves

Finally, for the end data points, s2 corresponding
to Q2 (s) is determined using the four points Pj , j =
1, 2, 3, 4, and sn−1 corresponding to Qn−1 (s) is determined using the points Pj , j = n − 3, n − 2, n − 1, n.

4

Computing ti with a local method

Based on the discussion above, with two sets of four
data points {Pj−1 , Pj , Pj+1 , Pj+2 }, j = i − 1, i, one
can construct two quadratic curves Pi (s) and Pi+1 (s),
with two knot intervals 1 − si and si+1 for Pi and
Pi+1 , respectively. For Pi (s), the knot interval for
Pi−1 and Pi+1 is set to [0, 1], while for Pi+1 (s), the
knot interval for Pi and Pi+2 is set to [0, 1]. Hence
Pi (s) and Pi+1 (s) are deﬁned on diﬀerent parametric
spaces. The reason is as follows. For Pi (s), the knot
interval for Pi−1 and Pi+1 is [0, 1], so from Eq. (6),
the knot corresponding to Pi+2 is
(31)
si+2 = (ti+2 − ti−1 )/(ti+1 − ti−1 )
Thus, for Pi (s), the knots corresponding to Pi , Pi+1 ,
and Pi+2 are si , 1, and si+2 , respectively. Since Pi+2
could have any possible position, in general, si , 1, and
si+2 will not be 0, si+1 , and 1 through the translation
transformation deﬁned in Eq. (6), i.e., the two sets
{si , 1, si+2 } and {0, si+1 , 1} generally do not satisfy
1 − si
si+1
=
si+2 − 1
1 − si+1
In the following, we will use a normal form of a
quadratic curve introduced in Ref. [15] to translate all
Pi (s), 1 < i < n, into the same parameter space, then
compute the knot interval for Pi and Pi+1 by merging
1−si and si+1 . All the knot intervals corresponding to
data pairs Pi−1 and Pi , i = 2, · · · , n−1, are combined
to form a consistent global knot sequence with respect
to the same parameterization of a quadratic curve.
If the knots corresponding to Pi−1 , Pi , and Pi+1
are 0, si , and 1, respectively, then the quadratic
polynomial Pi (s) passing through these three data
points can be written as
xi (s) = ai s2 + bi s + xi−1
(32)
yi (s) = di s2 + ei s + yi−1
where
(xi−1 − xi )(1 − si ) + (xi+1 − xi )si
ai =
si (1 − si )
ai s2i + xi−1 − xi
bi = −
si
(33)
(yi−1 − yi )(1 − si ) + (yi+1 − yi )si
di =
si (1 − si )
di s2i + yi−1 − yi
ei = −
si
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If Pi (s) and Pi+1 (s) represent the same curve, they
can be transformed into the normal form in Eq. (36),
and they will have the same knot intervals between
Pi and Pi+1 .
Suppose that in Eq. (33), ai = 0 or di = 0. By the
following transformation Eq. (34):
x̄ = x cos θi + y sin θi
(34)
ȳ = −x sin θi + y cos θi
where
ai + d i
cos θi = 
a2i + d2i
di − ai
sin θi = 
a2i + d2i
and a linear reparameterization Eq. (35):


t = a2i + d2i

 14

s

(35)

Pi (s) in Eq. (32) can be transformed into the following
normal form:
x̄i (t) = t2 + b̄i t + d¯i
(36)
ȳi (t) = t2 + ēi t + f¯i
where
d¯i = cos θi xi−1 + sin θi yi−1
f¯i = − sin θi xi−1 + cos θi yi−1
cos θi bi + sin θi ei
b̄i = √
cos θi ai + sin θi di

(37)

− sin θi bi + cos θi ei
ēi = √
cos θi ai + sin θi di
Also, the properties of the above argument are
invariant under such a normal form transformation
of the quadratic polynomial.
When the quadratic curve Pi (s) in Eq. (32) is
transformed into the normal form in Eq. (36) by the
reparameterization process in Eqs. (34) and (35), the
knot intervals si and 1 − si in Eq. (32) become Δii−1
and Δii , respectively, deﬁned by


Δii−1 = a2i + d2i


1
2 4

Δii = a2i + di

 14

si

(1 − si )

(38)

where ai and di are deﬁned in Eq. (33).
By mapping each Pi (s) into normal form, for each
pair of consecutive points Pi and Pi+1 , there are two
knot intervals, Δii and Δi+1
, 2  i  n − 1. In
i
general, Δii = Δi+1
.
Each
of
the
two end data points
i
has only one knot interval, i.e., Δ21 for the pair P1
and P2 , and Δn−1
n−1 for the pair Pn−1 and Pn . We
average the two sequences of knot intervals, Δii
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and Δi+1
, into a single sequence of knot intervals,
i
{Δi }, i = 1, . . . , n − 1, using the following formula
Δ1 = Δ21
Δi = αi Δii + βi Δi+1
,
i

i = 2, . . . , n − 2

(39)

Δn−1
n−1

Δn−1 =
where αi and βi are weights, satisfying αi + βi = 1.
We now discuss the computation of αi and βi in
Eq. (39). If all the data points are taken from the
same quadratic curve, then
αi = βi = 0.5
(40)
αi Δii − βi Δi+1
=0
i
If all data points are not taken from the same
quadratic curve, the values of αi and βi will be
diﬀerent, so Δii and Δi+1
should have diﬀerent eﬀects
i
on Δi . Corresponding to Pi and Pi+1 , there are
two knot intervals 1 − si and si+1 . If si (1 − si ) >
si+1 (1 − si+1 ), in general, |di − di−1 | < |di+1 − di |,
which means that si has higher precision than si+1 , so
Δii should have a bigger eﬀect on Δi than Δi+1
. On
i
the other hand, if si > 1 − si , Δii has higher precision
than Δii−1 as in the case di−1 > di , and similarly, if
1 − si+1 > si+1 , Δi+1
has higher precision than Δi+1
i
i+1 .
This means that αi and βi should be proportional to
the values s2i (1 − si ) and si+1 (1 − si+1 )2 , respectively.
For convenience, we first define two knot effect factors:
s2i (1 − si )
αi0 = 2
si (1 − si ) + si+1 (1 − si+1 )2
si+1 (1 − si+1 )2
βi0 = 2
si (1 − si ) + si+1 (1 − si+1 )2
To determine αi and βi from Eq. (40), we ﬁrst deﬁne
the following objective function
G(αi1 , βi1 ) = (αi1 −αi0 )2 +(βi1 −βi0 )2 +(αi1 Δii −βi1 Δi+1
)2
i
Minimizing G(αi1 , βi1 ) yields:
αi1 =

Δi+1
+ 1) + βi0 Δii Δi+1
αi0 (Δi+1
i
i
i
2(Δii )2 + 2(Δi+1
)2 + 2
i

(41)
βi0 (Δii Δii + 1) + αi0 Δii Δi+1
i
=
.
2(Δii )2 + 2(Δi+1
)2 + 2
i
In general, αi1 + βi1 = 1, they can not be used to
deﬁne αi and βi directly. The factors αi0 and βi0 will
be used to deﬁne the ﬁnal αi and βi again. Now αi
and βi in Eq. (39) are deﬁned by
α0 α1
αi = 0 1 i i 0 1
αi αi + βi βi
(42)
βi0 βi1
βi = 0 1
αi αi + βi0 βi1
βi1

For the end data points, there is only one knot
interval, Δ12 , for the pair P1 and P2 , and there is one
knot interval, Δn−1
n−1 , for the pair Pn−1 and Pn . So
Δ1 and Δn−1 are deﬁned by
Δ1 = Δ12
(43)
Δn−1 = Δn−1
n−1
Now, the global knot sequence {ti }, i = 1, . . . , n, is
determined by
t1 = 0
(44)
ti+1 = ti + Δi , i = 1, . . . , n − 1

5

Experiments

Various experiments are presented in this section,
including comparisons between our method (New)
with the explicit function method (M0) [18], the
chord length method (M1), Foley’s method (M2), the
centripetal method (M3), the quadratic polynomial
precision method (M4) [15], the rational chord length
method (M5) [27], and the reﬁned centripetal method
(M6) [12]. The comparison is carried out using three
types data points sampled from three sets of primitive
curves. For consistency, two are taken from existing
studies [14, 15]. The 8 methods are compared by
computing knots for constructing interpolation curves.
The method of constructing curves and computing
the tangent vector at each point follow Li et al. [18].
Afterwards, we compare the interpolation precision
of piecewise cubic Hermite curves constructed by
these 8 methods, and consider the performance of the
algorithms.
Data points of the ﬁrst type are sampled from a
family of ellipse arcs, F1 (k, t) = (x1 (k, t), y1 (k, t)),
deﬁned by
x1 (k, t) = (2 + 0.5k)cos(2πt)
(45)
y1 (k, t) = 2sin(2πt)
where k = 0, . . . , 13. Data points of the second type
are sampled from a family of cubic Hermite curves,
F2 (k, t) = (x2 (k, t), y2 (k, t)), k = 1, . . . , 14, deﬁned
by
x2 (k, t) = df1 (t) + 3g0 (t) + dg1 (t)
(46)
y2 (k, t) = df1 (t) − dg1 (t)
where d = 3 + 0.5k, and f0 (t), f1 (t), g0 (t), g1 (t) are
cubic Hermite basic functions on [0, 1].
f0 (t) = (1 − t)2 (1 + 2t), f1 (t) = (1 − t)2
g0 (t) = t2 (3 − 2t),

g1 = −t2 (1 − t)
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The knots computed by the new method and method
M4 are exact when the data points are taken from
a quadratic polynomial curve, and since F2 (k, t) is a
quadratic polynomial at k = 0, the case when k = 0 is
discarded here. Plots of F2 (k, t) = (x2 (k, t), y2 (k, t)),
k = 0, 2, 4, . . . , 14, are given in Fig. 4.
Data points of the third type are taken from four
basic curves, Fl (t) = (xl (t), yl (t)), l = 3, 4, 5, 6,
deﬁned as follows:
x=t
(47)
y = sin(πt)
x=t
y = eπt

(48)

x=t

y = 1 + (πt)2

(49)

x=t
1
(50)
2
1 + (t − 0.5)
For making the comparison, the interval [0, 1] is
divided into 20 sub-intervals to deﬁne the data points
Pi = Fj (k, ti ) or Fl (ti ), i = 0, 1, · · · , 19, j = 1, 2,
l = 3, . . . , 6, where ti is deﬁned by
ti = [i + λ sin((20 − i)i)], i = 0, 1, · · · , 20 (51)
y=

where 0 < λ  0.25 to ensure the data points
are non-uniformly distributed [14, 15], and meet
max{di−1 , di }  3 min{di−1 , di }.
As F2 (k, t) and Fl (t), l = 3, . . . , 6 are not closed
curves, it is therefore easy to reach the maximum error
at the end points. Instead, the tangent vectors of
F2 (k, t) and Fl (t), l = 3, . . . , 6, at the end points t = 0
and t = 1 are used to construct the cubic Hermite
curves. The absolute errors of F1 (k, t), F2 (k, t), and

Fig. 4

Plots of F2 (k, t).
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Fl (t), l = 3, . . . , 6, are used to evaluate the algorithms’
performance, deﬁned as below [14, 15]:
Ej (k, t) = |P (s) − Fj (k, t)|
= min{|Pi (s) − Fj (k, t)|},
El (t)

= |P (s) − Fl (t)|
= min{|Pi (s) − Fl (t)|},
si  s  si+1 ,

j = 1, 2
(52)
l = 3, 4, 5

i = 0, 1, . . . , 19

where P (s) denotes one of the cubic Hermite curves
constructed by the 8 methods. Fj (k, t), j = 1, 2, and
Fl (t), l = 3, 4, 5, 6, are deﬁned by Eqs. (45)–(50),
respectively. Pi (s) denotes the part of P (s) on the
interval [si , si+1 ]. The distance from P (s) to Fj (k, t)
and Fl (t) is deﬁned as |P (s) − Fj (k, t)|, j = 1, 2, and
|P (s) − Fl (t)|, l = 3, 4, 5, 6.
Results of comparing these 8 methods for the
ﬁrst and second types of data points are given ﬁrst.
Tables 1 and 2 give the maximum values of errors
E1 (k, t) and E2 (k, t) generated by the 8 methods,
where in E1 (k, t), k = 0, 1, · · · , 13, and in E2 (k, t),
k = 1, · · · , 14, when λ = 0.15 in Eq. (51). In
these tables, minimum values of maximum errors
are highlighted. They clearly demonstrate that the
new method has lowest maximum error in most cases.
Figure 5 gives the error curves E1 (k, t) and E2 (k, t)
at k = 6, λ = 0.15 produced by the various methods,
which gives a visual understanding of the precision
of the curves constructed by these methods. The
error curves for M5 is not shown because of its
similarity to the ones for M3. These results indicate
the higher precision of the curves constructed by the
new method, trailed by the M0 and M4 methods.
Results on further experiments on the third type of
data points, sampled from four basic curves deﬁned
by Eqs. (47)–(50), are provided in Table 3. It gives
the maximum errors for the set of data points sampled
from F1 (t), when λ = 0.05i, i = 1, . . . , 5 in Eq. (51).
Table 3 reveals that, for F1 (t), the precision of the
new method is much greater than for the other 7
methods. Similar comparison experiments for the
other Fl (t) = (xl (t), yl (t)), l = 4, 5, 6, show similar
results. Table 3 also indicates that, when constructing
curves interpolating the third type of data points,
the new method has an obvious advantage in curve
precision over the other seven methods. Among the
rest seven methods, M0 provides better results than
M1–M6.
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Table 1

Maximum errors of E1 (k, t) for λ = 0.15

E1 (k, t)

New

M0

M1

M2

M3

M4

M5

M6

K=0
K=1
K=2
K=3
K=4
K=5
K=6
K=7
K=8
K=9
K = 10
K = 11
K = 12
K = 13

1.33e-3
1.37e-3
1.71e-3
2.09e-3
2.46e-3
2.79e-3
3.10e-3
3.38e-3
3.64e-3
3.88e-3
4.10e-3
4.30e-3
4.58e-3
4.97e-3

1.64e-3
1.78e-3
2.04e-3
2.39e-3
2.70e-3
2.96e-3
3.19e-3
3.39e-3
3.58e-3
3.75e-3
3.93e-3
4.22e-3
4.71e-3
5.51e-3

1.02e-3
2.18e-3
3.49e-3
5.59e-3
7.99e-3
1.07e-2
1.35e-2
1.73e-2
2.20e-2
2.71e-2
3.23e-2
3.76e-2
4.30e-2
4.83e-2

5.95e-3
7.67e-3
9.14e-3
1.03e-2
1.14e-2
1.27e-2
1.42e-2
1.55e-2
1.66e-2
1.76e-2
1.84e-2
1.91e-2
1.97e-2
2.02e-2

1.03e-2
1.24e-2
1.40e-2
1.51e-2
1.57e-2
1.58e-2
1.60e-2
1.76e-2
1.91e-2
2.04e-2
2.17e-2
2.28e-2
2.38e-2
2.46e-2

1.11e-3
1.24e-3
1.75e-3
2.24e-3
2.71e-3
3.19e-3
3.63e-3
4.03e-3
4.41e-3
4.75e-3
5.08e-3
5.38e-3
5.66e-3
5.93e-3

1.76e-2
2.09e-2
2.36e-2
2.58e-2
2.77e-2
2.93e-2
3.06e-2
3.17e-2
3.26e-2
3.34e-2
3.40e-2
3.45e-2
3.50e-2
3.54e-2

8.96e-3
1.09e-2
1.23e-2
1.32e-2
1.36e-2
1.37e-2
1.50e-2
1.66e-2
1.82e-2
1.97e-2
2.10e-2
2.21e-2
2.30e-2
2.39e-2

Table 2

Maximum errors of E2 (k, t) for λ = 0.15

E2 (k, t)

New

M0

M1

M2

M3

M4

M5

M6

K=1
K=2
K=3
K=4
K=5
K=6
K=7
K=8
K=9
K = 10
K = 11
K = 12
K = 13
K = 14

2.23e-5
4.58e-5
7.15e-5
9.99e-5
1.33e-4
1.31e-4
1.82e-4
2.09e-4
3.34e-4
3.16e-4
3.49e-4
4.44e-4
3.84e-4
4.99e-4

4.18e-5
5.49e-5
7.69e-5
1.03e-4
1.33e-4
1.67e-4
2.05e-4
2.45e-4
2.86e-4
3.33e-4
3.97e-4
4.50e-4
6.19e-4
8.43e-4

7.87e-5
1.01e-4
1.24e-4
1.63e-4
2.06e-4
2.47e-4
2.83e-4
3.76e-4
4.92e-4
6.39e-4
9.32e-4
1.35e-3
1.88e-3
2.50e-3

2.24e-4
2.76e-4
3.31e-4
3.88e-4
4.45e-4
4.99e-4
5.49e-4
5.90e-4
6.58e-4
7.23e-4
7.76e-4
8.06e-4
7.97e-4
7.23e-4

8.09e-4
8.83e-4
9.53e-4
1.02e-3
1.07e-3
1.12e-3
1.14e-3
1.15e-3
1.12e-3
1.04e-3
9.93e-4
1.03e-3
1.04e-3
9.85e-4

2.15e-5
4.64e-5
7.37e-5
1.06e-4
1.51e-4
1.85e-4
1.93e-4
2.49e-4
5.03e-4
4.18e-4
5.09e-4
5.78e-4
5.42e-4
8.13e-4

1.26e-4
1.57e-4
1.78e-4
1.90e-4
2.30e-4
2.66e-4
2.97e-4
3.24e-4
3.46e-4
3.97e-4
4.70e-4
5.54e-4
6.48e-4
7.48e-4

7.60e-4
8.32e-4
9.01e-4
9.64e-4
1.02e-3
1.06e-3
1.09e-3
1.10e-3
1.07e-3
1.01e-3
9.73e-4
1.02e-3
1.04e-3
9.79e-4

Table 3

6

Maximum errors of F1 (t)

F1 (t)

New

M0

M1

M2

M3

M4

M5

M6

λ = 0.05

4.28e-5

1.56e-4

4.15e-4

2.87e-4

3.87e-4

5.29e-5

2.80e-4

5.46e-4

λ = 0.10

4.51e-5

1.64e-4

4.25e-4

4.52e-4

6.09e-4

5.68e-5

3.08e-4

1.03e-3

λ = 0.15

4.82e-5

1.73e-4

4.32e-4

6.19e-4

9.59e-4

6.05e-5

3.39e-4

1.58e-3

λ = 0.20

5.75e-5

1.82e-4

4.36e-4

8.46e-4

1.36e-3

6.38e-5

3.71e-4

2.17e-3

λ = 0.25

7.27e-5

1.90e-4

4.37e-4

1.13e-3

1.82e-3

6.68e-5

4.09e-4

2.83e-3

Conclusions

The discussion in this paper shows that computing
the knots for a given set of data points can be
reduced to the problem of constructing a quadratic
or cubic polynomial curve. Our new method is based
on the fact that the curve segment between four
adjacent points can be approximated by a quadratic
polynomial or a cubic polynomial. If four adjacent
consecutive data points form a convex polygon,
they determine a unique quadratic polynomial
interpolation curve. If the four data points do not

form a convex polygon, a cubic polynomial curve
with one free variable is used to interpolate the four
points; the variable is determined by minimizing
the cubic coeﬃcient of the curve. Doing so makes
the methods for constructing quadratic and cubic
polynomials consistent, in that the cubic coeﬃcient
for the constructed quadratic polynomial curve is
zero. Minimizing the cubic coeﬃcient of the cubic
polynomial curve makes the cubic polynomial curve
approximate the polygon composed of the four data
points well, and hence makes the curve have the
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Fig. 5

Error curves for six methods.
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shape suggested by the four data points. As the
knots are determined by the quadratic curve or the
cubic curve, they reﬂect the distribution of the data
points. After the quadratic and cubic polynomial
functions have been determined, computing the knot
for each data point is an easy task. One of the
advantages of the new method is that the knots
have quadratic polynomial precision, while the ones
proposed in Refs. [7–9, 12, 18, 27] have only linear
precision. This means that from an approximation
point of view, the new method, like the one in
Ref. [15], is better than the other six methods.
Therefore, when used for curve construction, the
resulting curve has higher precision than for methods
with linear precision. The second advantage of the
new method is that it is aﬃne invariant which is very
important. Furthermore, our method is local, so it
is easy to modify a curve interactively, consequently
making the curve design process eﬃcient and ﬂexible.
Experiments verify that approximation precision with
our method is better than for the ones proposed in
Refs. [7–9, 12, 15, 18, 27].
It is known that, when constructing a cubic spline
interpolant, with suitable end conditions and knots,
the constructed parametric cubic spline reproduces
parametric cubic polynomials. Our next plan is to
investigate whether there is a method of choosing
knots with cubic precision. We also intend to
extend the new method to data parameterization for
constructing surfaces to ﬁt scattered data points, so
that for each local region, the parameters associated
with the data points are computed using a local
method, and the constructed surface has GC 1
continuity.
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with two shape parameters with applications. Applied
Mathematics and Computation Vol. 219, No. 20, 10183–
10197, 2013.

429

[31] Antonelli, M.; Beccari, C. V.; Casciola, G. High quality
local interpolation by composite parametric surfaces.
Computer Aided Geometric Design Vol. 46, 103–124,
2016.
Fan Zhang received his B.S. and
Ph.D. degrees in computer science from
Shandong University in 2009 and 2015,
respectively. From 2012 to 2014, he
visited the Department of Computer
Science, University of Kentucky, USA,
as a joint-training Ph.D. student. He
is currently an associate professor with
the School of Computer Science and Technology, Shandong
Business and Technology University. His research interests
include image processing, computer vision, computer
graphics, and CAGD.

Jinjiang Li received his B.S. and
M.S. degrees in computer science from
Taiyuan University of Technology, China,
in 2001 and 2004, respectively, and his
Ph.D. degree in computer science from
Shandong University, Jinan, China, in
2010. From 2004 to 2006, he was
an assistant research fellow with the
Institute of Computer Science and Technology, Peking
University. From 2012 to 2014, he was a post-doctoral
fellow with Tsinghua University, Beijing. He is currently
a professor with the School of Computer Science and
Technology, Shandong Technology and Business University.
His research interests include image processing, computer
graphics, computer vision, and machine learning.

Peiqiang Liu received his Ph.D. degree
in computer software and theory from
Shandong University in 2013.
He
is currently a professor at Shandong
Technology and Business University. His
research interests include algorithms and
complexity theory, and computational
biology.

Hui Fan received his B.S. degree
in computer science from Shandong
University in 1984 and his Ph.D. degree
in computer science from Taiyuan
University of Technology in 2007. From
1984 to 2001, he was a professor at
the Computer Department of Taiyuan
University of Technology. He is currently
a professor at Shandong Technology and Business University.
His research interests include computer aided geometric

430

design, computer graphics, information visualization, virtual
reality, and image processing.
Open Access This article is licensed under a Creative
Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link
to the Creative Commons licence, and indicate if changes
were made.
The images or other third party material in this article are
included in the article’s Creative Commons licence, unless

F. Zhang, J. Li, P. Liu, et al.

indicated otherwise in a credit line to the material. If material
is not included in the article’s Creative Commons licence and
your intended use is not permitted by statutory regulation or
exceeds the permitted use, you will need to obtain permission
directly from the copyright holder.
To view a copy of this licence, visit http://
creativecommons.org/licenses/by/4.0/.
Other papers from this open access journal are available
free of charge from http://www.springer.com/journal/41095.
To submit a manuscript, please go to https://www.
editorialmanager.com/cvmj.

