Abstract
Introduction

Motivation
As a society, we rely increasingly on software that is itself becoming more complex and interconnected. As such, errors in software systems become ever more apparent, worrisome, and costly to the general public. A recent study by the National Institute of Standards and Technology (NIST) estimated that software errors cost the American economy at least sixty billion dollars a year, and that 80% of all software development cost is applied toward maintaining in software [16] .
Software maintenance itself can take a variety of forms. A programmer may need to incorporate an enhancement requested by the customer. The software may need to be adapted for a new architecture or platform. Defects in the design or implementation may need to be corrected. Finally, the engineer may simply wish to restructure the system, improving its design and organization, to ease incorporation of future changes.
For all of these applications, the engineer needs to thoroughly understand the system in order to correctly maintain it. A lack of understanding could lead to additional defects being introduced. For example, anticipating the effect of a proposed change such as adding a new feature requires knowledge of the control-flow and data-flow properties of the program, if the change is to be made without introducing errors. Ideally, software engineers would have adequate documentation to assist them in these tasks. Requirements, specifications, and design documents present information about the program in ways that are easier for the engineer to understand, as compared with hand-examination of the source code. Unfortunately, this documentation is often not available or is out of date.
To assist the software engineer in understanding a system, static analysis tools such as program slicing tools and invariant checkers have been proposed as a solution. For example, a backward program slicer [24] computes the set of statements that may have affected the value of a given variable, which may aid programmers during debugging. As another example, an invariant checker infers facts about the state of the program and checks those facts against assertions provided by the programmer [17] . Such tools analyze the program source, computing information about the program, and present that information in a way that is most useful to the tool user.
Call graphs
A useful analysis is the extraction of the call graph of a program. The call graph is simply a visual representation of the calling relationships between functions or procedures. Each function is represented as a graph node. shows an example C program and its call graph. If function a calls function b then a → b is an edge in the graph. Thus, the call graph can be used to determine which functions are called by a particular function, as well as which functions call a particular function. Both queries are of interest to the software engineer when trying to understand a system. Not only is the call graph useful alone, but the proper determination of calling relationships is a prerequisite for other analyses as well. For example, determining how a proposed change to one module of the system will affect the rest of the system requires the knowledge of which functions call which other functions. Accurate call graph extraction is also useful in software testing, since one common goal of testing is, for example, to ensure that each function is executed on at least one test run [15] .
Unfortunately, the problem of call graph extraction is nontrivial. Modern programming languages allow functions to be used in ways other than just in traditional call expressions. For example, most languages allow functions to be passed as parameters to other functions. Languages such as C and C++ allow the addresses of functions to be taken and used as pointers. Many significant, large scale programs such as GCC [21] rely heavily on function pointers to implement dispatch tables (tables in which the key is an integer value designating an operation and the corresponding value is the address of a function that performs that operation), as shown in Figure 2 , or to implement object-oriented dispatch. In effect, functions and procedures are used more as "first-class" objects such as integers or pointers than solely through simple function and procedure calls. These uses are necessary for efficiency and often greatly simplify design. However, they complicate the construction of the program's call graph since the calling relationships are not apparent simply by examining the lexical and syntactic structure of the program.
Most program analyses account for these problems by first computing the sets of pointer values (points-to sets) for functions, and then using the pointer values to construct an accurate call graph. Although flow-sensitive and contextsensitive points-to algorithms potentially produce the most precise results, they typically have running times that are not acceptable for use on larger programs (e.g., programs with at least 50,000 lines of code). For example, many algorithms have O(n 3 ) running times, where n is the number of lines of code [1] . Therefore, less expensive and less precise analyses are often used that trade precision for performance to enable analysis of large or complex programs. These analyses are typically not fully flow-sensitive or contextsensitive [20, 25] . For example, efficient, near-linear time points-to algorithms are well known [6, 22] . Unfortunately, the results of these inexpensive analyses are often less than desirable since they are overly conservative. That is, they must be correct for any input and execution path of the program. In addition, for C programs they have to make additional conservative assumptions about the program due to C's weak type system. The resulting pointsto sets are therefore often quite large. For example, the resulting points-to data may indicate that a call made through a function pointer could possibly call any function in the system whose address is taken. This leads to many "false" edges in the call graph, hindering program understanding. In this paper, we present a technique for improving the points-to sets computed by points-to algorithms. Our approach, called type signature filtering, uses the declared program types to filter the resulting points-to sets in order to eliminate functions that could not be called during any legal program execution. Our technique can be implemented for any points-to analysis, since it consists of a simple post-processing step that is independent of the manner in which the points-to sets are themselves constructed. However, since violation of the type system (i.e., type casting) is possible in languages such as C, our approach may in fact be unsafe for some programs in that some calls may be omitted from the call graph when they in fact can occur. However, for programs that conform to standard calling conventions (e.g., passing the correct number of arguments), type signature filtering is safe.
Our results show that for many typical C programs, filtering is safe and can dramatically reduce the number of graph edges. In many cases, results from a poor points-to analysis can be made equivalent to the results from better analyses by using signature filtering. Often, the resulting call graph is identical to the true graph obtained through manual examination of the source code. For a few programs, filtering is unsafe. However, even in these cases, the resulting call graph is closer to the true graph than if no filtering had been performed, and can therefore still be quite useful to the software engineer for the purposes of program understanding and maintenance. Furthermore, the fact that filtering is unsafe can tell the software engineer interesting things about the program (e.g., the program itself may actually contain errors). We found errors in two commonly used programs by comparing the filtered graph with a graph constructed by hand. (In practice, one could use an approximation of the actual call graph obtained through profiling.) In particular, this paper makes the following contributions:
• Using type information for function pointers is generally safe for C programs.
• Using type signature filtering can dramatically increase the precision of the underlying points-to analysis used.
• Even when filtering may be unsafe, the resulting call graph is in fact closer to the actual call graph than the unfiltered call graph. That is, the difference between the filtered graph and the actual graph is less than the difference between the unfiltered graph and the actual graph.
• The fact that filtering is unsafe can provide insights into discovering complex program behaviors. We found errors in widely used programs using this technique.
• We constructed the true call graph by hand for a variety of C programs commonly used in the research community and provide detailed data from our experiments.
The remainder of this paper is organized as follows. In Section 2, we discuss our technique and its implementation in a call graph extraction tool for C programs. Then, we present our experimental setup in Section 3. Section 4 presents and discusses our results, detailing where type signature filtering is unsafe and what we learned about the programs used in our experiments. Finally, Section 5 discusses related work, and in Section 6 we present our conclusions and discuss future work.
Type signature filtering
Approach
We use type information to improve the accuracy of the points-to sets for function pointers. The points-to sets for other types of pointers are unaffected. In general, using type information for C and C++ programs is unsafe since the type system can be violated by means of type casts. However, type casting of function pointers is uncommon, and the type information itself is easy to compute. Such information is often already available in the program representation (e.g., the symbol table or syntax tree). Consequently, type information is an attractive alternative to other techniques such as implementing a more sophisticated and expensive points-to algorithm, which still may not yield an improved call graph, as we shall see in Section 4.
Another advantage of type filtering is that it can be performed as a post-processing step after points-to analysis is complete. This separation allows our technique to be used with any points-to analysis. It also does not further complicate an existing points-to algorithm, reducing the chance of introducing errors into the algorithm. One disadvantage of filtering is that the points-to algorithm may require more time and space than if type information was used during the analysis itself. However, many commonly used pointsto analyses run in near-linear time and space, so any savings are likely to be minimal.
We compute type signatures for all function definitions and compare them against the signature implied by the function call through the function pointer. The points-to set of the pointer is filtered in that only functions whose signatures satisfy the matching rules are retained. Functions whose signatures do not match are removed. Type signatures are similar to function prototypes. The ANSI standard provides function prototypes, which provide additional typing information for static semantic checking by ensuring the type and number for formal and actual arguments agree. However, prototypes are not required and many programs were developed before the standard, but may themselves be ANSIcompliant. Therefore, the signatures are computed from the actual function definitions and function calls. Any function prototypes are in fact ignored.
For flexibility, two levels of filtering are supported: weak and strong. Weak type signature filtering assumes that the program is only weakly compliant with ANSI standards, i.e., the program obeys pre-ANSI conventions as loosely defined by [10] and [9] . Strong type signature filtering assumes that program is strictly ANSI-compliant. The rules for both levels of checking are shown in Figure 3 . For example, under strong filtering, the declarators must match at all levels, unless one is a pointer to void, which is the "generic" pointer type according to the standard. Under weak filtering, only the outermost declarator must match. Older programs used pointer to char as the generic pointer type, so requiring that the declarators match at all levels would be too restrictive for these programs. As another example, under weak filtering the number of actual arguments must be at least the number of formal arguments, i.e., it is permissible to call a function with too many, but not too few, arguments. Under strong filtering, the number of actual and formal arguments must match. The C language does support functions with a variable number of arguments, and these functions are treated specially during filtering by ignoring the variable argument list. In practice, however, pointers to such functions are rare and did not occur at all in the programs in our test suite.
Consider the example program in Figure 4 . This program makes use of two function pointers, both of which have a declaration, but not a complete prototype, and none of the functions defined have a prototype. The type signature for f ( ) is simply int → void, and the signature for h ( )
Let us assume that the four functions, f ( ), g ( ), h ( ), and i ( ), have all been merged into the same points-to set and that both p and q point to this set, as shown in the second column of Table 1 . By applying the rules for strong type filtering to the signatures of the function call and definition, the first function call in main ( ) can only refer to function f ( ) since the other three functions return an int and p is declared to return void. The second call can refer to either function h ( ) or function i ( ) since they both require two arguments and a string is assignable to the void pointer argument in function h ( ). The third call can only refer to function h ( ) since a pointer to int is assignable to a void pointer, but not to a char pointer (i.e., string literal). The results with strong prototype filtering enabled are shown in Table 1 . The results after applying the rules for weak filtering are also shown in the table. Note that g ( ) is included in the points-to sets because it is now permissible to pass extra arguments to a function.
Tool design
As mentioned, filtering the points-to sets has the added advantage that the points-to algorithm itself is unaltered. Figure 5 shows the software architecture for our call graph extractor, cgraph, which is part of the ICARIA tool set for analyzing C programs [14, 2, 5] . As shown in the figure, the type signature filtering component is separate from the points-to analyses. Three different points-to analyses have in fact been implemented: a simple address-taken scheme in which a pointer may point to any function whose address has been taken, Steensgaard's near-linear time algorithm that computes equivalent classes of memory locations [22] , and Das's one-level flow algorithm that is an improvement on Steensgaard's [6] . The one-level flow algorithm has been shown to yield results as precise as Andersen's well-known algorithm [1] . The results from Andersen's algorithm, in turn, have been shown [11] to be comparable to results from some other well-known pointer analysis algorithms [11, 18] . Having the filtering component separate was key to successfully implementing and testing each points-to algorithm.
The call graph application interfaces with the pointsto data through the filtering layer. The application can request no filtering, weak type signature filtering, or strong type signature filtering. In order to determine the effectiveness of our technique, we also computed the true points-to sets for function pointers by examining the code by hand. These points-to sets are used to extract the actual or true call graph, which can be used as a baseline for evaluation. During this process, we discovered that many programs use naming conventions for functions. For example, for the find application, any call through a pointer named "parse function" resolved to any function whose name began with "parse ". Therefore, to make specification of the true points-to sets easier and more compact, we decided to exploit such conventions by adding a module for lexical filtering, as shown in Figure 5 . Both the function call expression and set of called functions can be specified as regular expressions.
Experiments
To evaluate our technique, we computed the call graphs of several C programs. We chose to include programs from the SPEC 2000 benchmark suite since they are of considerable size, perform a variety of different computations (graphics, compression, mathematical computations, simulation), and are used in practice. (They are submitted to the SPEC consortium based on their relevance and representativity of actual computing practice.) We also included programs that others have used in their call graph experiments [13, 3] , many of which are commonly used UNIX utilities. Although there is no general consensus on what constitutes a typical C program, we have tried to include a sufficient number and variety of programs to substantiate our claims. Table 2 provides sizes and descriptions of programs used in the experiments. The number of lines of code was determined simply by using the UNIX wc utility. The number of indirect call sites indicates the number of static occurrences of functions calls through pointers. Since we will evaluate the merits of our technique (Section 4) by comparing the number of edges in a call graph, a discussion of which edges are included and counted is appropriate. Many studies do not discuss how edges are counted, and others such as [13] do not provide edge counts at all, but rather discuss factors of improvement, making comparison between techniques difficult. To assist in reproducing our results, we discuss here several issues in call graph construction:
• Multiple calls: Multiple calls to a function b from a result in multiple edges a → b in the graph. For example, in Figure 1 , main ( ) calls printf ( ) twice, so two edges are included. Thus, the call graph is a multigraph.
• Undefined functions: Calls to undefined functions are included in the graph. For example, in Figure 1 , printf ( ) is undefined, but calls to it are included.
• Unreachable functions: If functions are unreachable from main ( ), then the call graph will have multiple roots. For example, in Figure 1 , h ( ) is unreachable. The edge counts presented in Section 4 include only reachable functions. Programmers may leave functions for debugging and testing in the source code. These functions are unreachable and should not be counted as part of the program proper. Therefore, they are excluded.
Therefore, if the program presented earlier in Figure 1 were used in the experiments, its call graph would have an edge count of five.
Results
Experimental data
For each program, we built its call graph using each of the three points-to algorithms discussed in Section 2.2. In turn, for each algorithm, we counted the number of edges in the graph constructed using the unfiltered points-to data, using weak type signature filtering, and using strong type signature filtering. We also computed the number of edges in the "actual" or "true" call graph through hand examination of the code. To the best of our knowledge, this manually calculated graph is correct and more precise than any known points-to analysis could yield. For example, gcc uses multidimensional arrays of function pointers, where one index is (almost) always a constant. In our construction, we were able to take advantage of the fact that one index is either a constant (or a variable whose value is determined to be a constant) and separate the individual array dimensions, something that a pointer analysis would be unlikely to do.
The numeric data is shown in Table 3 . Entries in boldface indicate where strong type signature filtering may be unsafe. If the number of edges in the filtered graph is less than the number of edges in the true graph, then filtering is obviously unsafe. This fact is most apparent for gcc. However, even if the edge count is greater, filtering may still be unsafe. Filtering tries to remove "false" edges from the graph, but may erroneously also remove true edges. To ensure safety, the actual call graph must be a subgraph of the filtered graph. For programs other than those indicated, we determined that filtering was safe by performing this subgraph check. Figure 6 shows the effect of weak type signature filtering on call graph size. The graph shows the number of graph edges normalized as the percentage of the unfiltered address-taken data, i.e., the graph with the largest number of edges. The outlined bars show the unfiltered data for each algorithm. For some applications, weak filtering has little effect on the results from Steensgaard's and the one-level flow algorithms. This is because the graphs generated by these algorithms are already quite close to the actual call graph, so there is little room for improvement. However, it generally improves the naive address-taken scheme by a greater factor, thus closing the gap with the other more sophisticated algorithms. Figure 7 shows the effect of strong type signature filtering on call graph size. For the majority of the applications, the resulting call graphs are now almost identical to the true call graphs. Only, mesa still shows a considerable gap, due to the fact that most of its function pointers are in structures and none of the analyses differentiate structure fields (i.e., the structure is treated as a single object). Our results are twofold. First, strong type filtering can dramatically improve the results of points-to analyses, with regard to function pointers and call graph size. Second, strong type filtering can overcome the simplicity of algorithms such as the address-taken scheme.
Consequently, type information appears to be of greater benefit to the accurate determination of points-to sets than the complexity and sophistication of the algorithm, at least for function pointers. Although this result has been shown for type safe languages such as Modula-3 [7] and for call graph construction in type safe languages such as Java [23] , using type information to improve the results of points-to analyses of C programs as they pertain to call graph construction has not generally been considered.
Safety considerations
In Table 3 , four of the applications, m4, burlap, vortex, and gcc, are indicated as programs for which strong type filtering is unsafe. However, for all four programs, the call graph constructed using strong prototype filtering is at least as accurate as the unfiltered graph, and is usually better. A closer examination of the applications yielded some interesting discoveries. For m4, the program itself is incorrect. A function that can be used during debugging (for dumping the contents of the symbol table) is not passed the correct number of arguments. Similar problems exist in gcc, where extra arguments are passed to functions or where too few arguments are passed, but the functions called actually do not use the missing arguments, so no run-time errors occur. We found it surprising that programs as "robust" and old as m4 and gcc actually contain errors, although they may be "harmless".
However, for gcc, the errors described do not account for the entire difference between the actual and type-filtered call graphs. As previously discussed, the actual call graphs were determined by hand examination of the code. This was particularly difficult for gcc, given its size and complexity. After a thorough examination of the source, we found that the hand-constructed graph was actually too conservative. In the program, there are several places where a function in a dispatch table (cf. Figure 2 this during our examination of the code. Only after examining the results from strong type signature filtering did we discover this fact. For burlap, there was one call site in which additional arguments were (harmlessly) passed to the called function. For vortex, strong prototype filtering is actually inappropriate because the program does not conform to ANSI conventions. We determined that the program is written in an object-oriented style using inheritance and polymorphism. In C, these can be achieved simply by ensuring that the first fields of two structure types correspond. A pointer to the "derived" class can be passed wherever a pointer to the "base" class is expected, since the derived class has the same initial structure as that of the base class. However, such a call clearly violates the rules for strong prototype filtering, since the two pointer types are unassignable.
Related work
The use of type information for function pointers to improve program slicing [24] is discussed in [4] ; however, the effect on the call graph itself is not discussed. Mock et al. [14] discuss the use of dynamic points-to data in program slicing and report that accurate points-to data for function pointers is more important than accurate points-to data for other variables. Dynamic function pointer data could be used to inexpensively construct a call graph for comparison with graphs obtained using type signature filtering. If an edge is present in the dynamic call graph but absent in the filtered graph, then filtering is obviously unsafe.
Both [25] and [8] discuss context-sensitive alias and points-to algorithms for C programs. Since the algorithms are context-sensitive, they must resolve the points-to sets for function pointers "on-the-fly" while computing the pointsto data for other variables. The latter work discusses the use of type information and declares it unsound (which we do not dispute).
Type filtering in C++ is discussed in [19] , and [12] discusses points-to analyses for Java. For object-oriented languages such as C++ and Java, the class hierarchy can be used to help resolve the set of called functions for virtual methods invoked through dynamic dispatch (i.e., through a function pointer). Finally, [7] discusses the use of type information to compute alias information in Modula-3, a typesafe language.
Conclusion
Discussion
Software systems are too difficult to understand without the aid of tools. The call graph is a useful representation of a program that can greatly aid understanding. An accurate call graph is also necessary before any subsequent interprocedural data-flow analysis can be performed. However, call graph extraction of a C program is difficult if the program uses function pointers. A pointer analysis must first be performed to compute the points-to sets for the function pointers. Although many practical points-to algorithms are available, the results are typically less than satisfactory. The resulting call graph contains too many "false" edges to be generally useful.
We have developed a technique called type signature filtering for improving the results for function pointers from points-to analyses. Our technique is implemented in a separate pass over the points-to sets, once pointer analysis is complete, making it reusable across many different pointer analyses. Although the use of type information may be unsafe for some C programs, for many programs using type information for function pointers is safe.
Our results showed that by filtering the sets for function pointers, an accurate call graph can be obtained. For the majority of programs in our test suite, the call graph constructed using the filtered sets was virtually identical to the actual call graph that was obtained by hand. Furthermore, filtering was so effective that the results from a naive points-to algorithm were made equal to those from more sophisticated and complex algorithms. For deriving an accurate call graph, type information is therefore more important than the intelligence of the underlying pointer analysis.
For some programs, filtering can be unsafe. However, a close approximation of the true call graph can still be constructed. If the program is not written in strict accordance with ANSI standards, a weaker version of the filtering rules can be used. For those programs where filtering was unsafe, we were able to gain insight into design and implementation of the programs. We believe that the use of type information is an attractive method for improving the results from pointer analyses in the areas of system understanding and maintenance.
Future work
Strong filtering is unsafe on many programs due to the restriction on the number of actual and formal arguments. In contrast, weak type signature filtering is generally safe and does not have this restriction. Therefore, a version of strong filtering that relaxes this restriction may be quite effective and yet still safe for most programs.
Although lexical filtering was useful as a compact way of specifying the points-to sets for the actual call graph, it is only useful if naming conventions are used. Furthermore, the tool user must be familiar enough with the program to know those conventions. Therefore, for the purposes of program understanding, lexical filtering is likely not generally useful. It may however be useful for other purposes, such as programmer-directed optimizations during compilation.
Finally, since type signature filtering was so effective at improving call graph extraction for the programs in our test suite, using type information to filter all pointers seems attractive. Such filtering would obviously be unsafe for most C programs, but could be used to reflect on the effectiveness of points-to algorithms. Furthermore, a pointer analysis for C could be developed that assumes type safety, or at least that the type system is violated only in predictable, stylized ways, rather than assuming that using type information is completely unsafe.
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