Quantum error correction protocols have been developed to offset the high sensitivity to noise inherent in quantum systems. However, much is still unknown about the behaviour of a quantum error-correcting code under general noise, making it difficult to correct errors effectively; this is largely due to the computational cost of simulating quantum systems large enough to perform nontrivial encodings. In this paper, we develop general methods for reducing the computational complexity of calculating the exact effective logical noise by many orders of magnitude by determining when different recovery operations produce equivalent logical noise. These methods could also be used to better approximate soft decoding schemes for concatenated codes or to reduce the size of a lookup table to speed up the error correction step in implementations of quantum error correcting codes. We give examples of such reductions for the 3-qubit, 5-qubit, Steane, concatenated, and toric codes. * sbeale@uwaterloo.ca † jwallman@uwaterloo.ca
I. INTRODUCTION
Quantum error-correcting codes [1, 2] (QECCs) and other methods for fault-tolerant quantum computation will likely be required to use quantum computers to solve otherwise intractable problems. However, determining the performance of QECCs is difficult for precisely the same reason that we want to develop them, namely, that simulating large-scale quantum systems is computationally expensive. The difficulty of simulating the performance of QECCs is compounded by the fact that the effective noise process depends on the specific syndromes that are observed, where the number of possible syndromes typically grows exponentially with the number of physical qubits and rounds of computation. Consequently, little is known about the behaviour of QECCs under generic noise processes.
In recent years, there has been a resurgence of interest in studying the behaviour of general and specific noise in QECCs [3] [4] [5] [6] [7] [8] [9] [10] [11] . There has also been interest in studying symmetries in quantum error correcting codes for several purposes, including noise tailoring [10] , code construction via classical cyclic codes [12] , applying logical operations [13, 14] , and reducing complexity of simulations [9] . In this paper we derive general conditions under which two recovery maps will result in equivalent logical noise in a QECC. These degeneracies can reduce the computational cost of studying QECCs by orders of magnitude. Moreover, part of the motivation for simulating QECCs is to determine good choices of recovery maps for each sydrome. By establishing general and simple conditions under which recovery maps associated with different syndromes are degenerate, we can reduce the number of syndromes for which good choices need to be cached or have complex calculations performed. We anticipate that this will enable faster implementations of decoders, especially in memory-constrained environments (such as cryogenic control computers or decoders built into FPGAs), so that errors can be corrected before they cascade.
In section II of this paper, we review QECCs in a general setting. In section III, we derive general results showing when the effective noise conditioned upon two different syndromes is equivalent. In section IV, we show how our results can be applied to reduce the simulation cost by applying our results to several small stabilizer codes, the general toric code, and concatenated codes. Even at the first level of concatenation, our results can reduce the exact simulation cost of a soft decoder by a factor of 64 7 /34, 992 ≈ 10 8 for depolarizing noise in the Steane code. Similar results were obtained for some of these codes under a more restricted noise model (namely, noise models with a single Kraus operator) in Ref. [9] , however, the results here are broader (they identify more degenerate syndrome maps), more general (they apply to general codes and noise maps), and allow new symmetry operations to be verified with ease.
While the above procedure includes applying the decoding map, in practice one would typically measure the expectation values of encoded operators or treat the output as an encoded input into a subsequent round of error correction, where subsequent operations can be conditioned upon the recovery map R. The above process results in the map
conditioned on the recovery map R labeling the observed the outcome, where we have implicitly used the fact that V † V V † = V † for the isometry V = RU to combine the measurement and the decoding map. This implicit combination corresponds to assuming that measurements are perfect. We define the average logical channel as the average over conditional maps,
The average logical channel is often used to benchmark the performance of a given QECC (U, R) against a given noise model N .
III. SIMULATING QUANTUM ERROR CORRECTING CODES
The above error correction procedure is defined relative to a set of recovery maps for U . To simulate the error correction procedure, we need to compute the conditional maps N U (R). There are many maps to compute and each conditional map is typically expensive to compute. However, as observed in [6, 9] , many of the conditional maps are related, which can be exploited to reduce the computation time. We define two recovery maps Q and R to be degenerate for a fixed noise process N if
and logically degenerate if there exist A, B ∈ U(H) such that
We say that two recovery operations are nondegenerate for a fixed noise process N if they are not known to be degenerate under N . We make this particular distinction because we do not yet have conditions under which we can show that two recovery operations will produce different conditional maps. We call a set of degenerate recovery operations a degeneracy class and a set of logically degenerate recovery operations a logical degeneracy class. Some degeneracy relations are easily established for any noise process using stabilizers and logical operators. Stabilizers and logical operators of an encoding U are isometries S, L ∈ U(K) such that SU = U and LU = UL for someL ∈ U(H) respectively. A stabilizer is a special case of a logical operator whereL = 1 H . For example, ZZI and ZZZ are a stabilizer and a nontrivial logical operator of U = |000⟩⟨0| + |111⟩⟨1|. The stabilizer and logical groups are the groups S(U ) of stabilizer and L(U ) of logical operations respectively. For any stabilizer S ∈ S(U ) and logical operator L ∈ L(U ), we haveN U (RS) =N U (R) andN U (RL) =LN U (R). Therefore recovery maps in the same left coset of S(U ) will be degenerate and recovery maps in the same left coset of L(U ) will be logically degenerate. The above observation can be used to change a single recovery map R to makeN U (R) closer to a given logical operation (in particular, the identity operation). However, two distinct elements Q, R ∈ R cannot be related by a logical operation, as otherwise they would violate the assumption that U † Q † RU = 0, that is, that the associated measurement operators are orthogonal. Therefore the relationshipN U (RL) =LN U (R) cannot speed up the computation of the full set of conditional maps for a fixed set R of recovery operators. Nevertheless, it has been observed that different recovery maps can be degenerate for broad families of noise processes [6, 9] . Ref. [9] gave conditions based on code symmetries to identify degenerate syndrome maps for independent and identically distributed (IID) unitary noise in stabilizer codes, where a noise channel N is IID if it can be written as N = N ⊗n 1 for some noise prcoess, N 1 , acting on a single system. We present a more general result with a trivial and constructive proof, giving conditions under which different recovery operations are logically degenerate for general QECCs. Our results also show how logical operations can be factored into the error correction step by updating ideal recovery operations to other operations which are logically degenerate to their ideal counterparts. Proof. By assumption, there existĀ,B ∈ U(H) such that AU = UĀ and BU = UB. Therefore by eq. (1) we havē For the examples of symmetries we give in this paper, we let A = B and typically let A =B = I. Motivated by theorem 1, we define the symmetry group of an encoding U under a noise process N to be the group L(U, N ) ⊆ L(U ) such that [N , G] = 0 for all G ∈ L(U, N ). For example, let U = |000⟩⟨0| + |111⟩⟨1| and N = N ⊗3 1 be IID noise. Then any permutation of the qubits is an element of the symmetry group of U under N . We can then use logical operations and elements of the symmetry group to find sets of degenerate recovery maps. Studies of QECC typically focus on Pauli recovery maps. The single-qubit Pauli operators are the set P = {I, X, Y, Z}. The weight of an n-qubit Pauli operator P ∈ P ⊗n is defined to be the number of qubits it acts on nontrivially. For generic IID noise, the symmetry group L(U, N ) will only contain permutation operators. Recall that a group of permutations of n objects is k-transitive if every ordered subset of k objects can be mapped to every other ordered subset of k objects. When a group is 1-transitive, we say that it is transitive. Note that a k-transitive group is necessarily (k − 1)-transitive.
3-Qubit Code 5-Qubit Code Steane Code
Generators Proof. The number of distinct unordered combinations of length k from n items is given by
. Then corollary 4 follows directly from corollary 2 and the fact that there are 2+k k distinct unordered combinations of k of the 3 nontrivial Pauli operators.
For example, if L(U, N ) contains a 1-transitive group, then the weight 1 Pauli operators are partitioned into 3 degeneracy classes. If L(U, N ) contains a 2-transitive group, then every Pauli acted upon by a pair of non-trivial operators will be in the image of every other two qubit error acted upon by the same non-trivial pair of Pauli operators under the permutation group, and there will be at most 4 2 = 6 degeneracy classes of weight 2 Pauli errors.
IV. SYMMETRIES OF STABILIZER CODES
We now consider how symmetries can be used to accelerate simulations of stabilizer codes under IID noise. An (n, k)-stabilizer code is defined by a set {G 0 , . . . , G n−k−1 } of n − k distinct and commuting n-qubit Pauli operators, referred to as the stabilizer generators. By distinct, we mean that no pair of stabilizer generators differ by a phase. We can define a basis {|z⟩ ∶ z ∈ Z k 2 } of the 2 k -dimensional subspace H stabilized by the stabilizer generators. The encoding is then
The standard way to define such a basis is to choose k mutually commuting Pauli operators Z 0 , . . . ,Z k−1 that commute with each stabilizer generator to be the encoded Z operators and set |z⟩ ∈ H to be the simultaneous +1 eigenvector ofZ a This permutation was presented in [9] .
TABLE II. Permutations that leave the code space invariant for common stabilizer codes. We also list the transitivity of the symmetry groups generated by these permutations, the number |R| of recovery maps, the number |R IID | of logically nondegenerate Pauli recovery maps for generic IID noise under the permutation group formed by the listed permutations.
up to an overall phase. We can also define k mutually commuting Pauli operatorsX 0 , . . . ,X k−1 that commute with each stabilizer generator and also satisfy [X j ,Z j ] ≠ 0 and [X j ,Z l ] = 0 for all l ≠ j to be the encoded Pauli X operators. We can then defineȲ j = iZ jXj and P = ⊗ j∈Z k {Ī,X j ,Ȳ j ,Z j } in analogy with the physical Pauli operators. Any state in the code space can be written as
where µ P ∈ [−1, 1]. Stabilizer generators andX andZ operators for common (n, 1)-stabilizer codes are listed in table I, where we omit subscripts on the logical operators for k = 1. We define the Pauli stabilizer group and the Pauli logical group of an encoding U to be S p (U ) = S(U ) ∩ P ⊗n and L p (U ) = L(U ) ∩ P ⊗n respectively. Note that these groups are often simply referred to as the stabilizer and logical groups respectively. For an (n, k)-stabilizer code, the Pauli stabilizer group is S p (U ) = ⟨G 0 , . . . , G n−k−1 ⟩ and the Pauli logical group is L p (U ) = ⟨S p (U ),Z 0 , . . . ,Z k−1 ,X 0 , . . . ,X k−1 ⟩. From eq. (7), we see that L p (U ) forms a basis for the codespace of a stabilizer code. Then any permutation operator that permutes the elements of the Pauli stabilizer group and leaves the elements ofP invariant will be an element of the (general) stabilizer group S(U ). Similarly, any permutation operator that permutes the elements of the Pauli stabilizer group and permutes the elements of the logical Pauli group L p (U ) will be an element of the (general) logical group L(U ).
Therefore we can find permutation operators in the symmetry group of the corresponding code for IID noise and so partition the recovery operators into degeneracy classes using corollary 2 by considering only the action of permutations on the Pauli stabilizer and Pauli logical groups. In table I we list permutation operators that generate transitive groups for each code, and a 2-transitive group for the Steane code. AsX andZ are permutationally invariant for these codes, the permutation operators are in the stabilizer group S(U ).
For (n, k)-stabilizer codes, it is common to consider only Pauli recovery maps. Pauli recovery maps for an (n, k)-stabilizer code with encoding U can be written as {T L T ∶ T ∈ P ⊗n /L p (U )}, where any choice of Pauli operator L T ∈ L P (U ) for each T will define a valid set of recovery maps. The set P ⊗n /L p (U ) is sometimes referred to as the set of pure errors [15] . For an (n, k)-stabilizer code, there are 2 n−k recovery maps, where typically k ≪ n. Using the permutation operators, we can reduce the number of distinct conditional maps that need to be computed for IID noise using corollary 2. Note that the choice of L T will not affect the number of logically degenerate recovery maps, however, it will change the number of degenerate recovery maps. This is because applying L T to a recovery map only alters the corresponding conditional map by a logical operation and keeps the same syndrome, so toggling L T will change the logical relation between elements of the same logical degeneracy class.
For example, one could choose the recovery maps for the 3-qubit code to be R 1 = {III, XII, IY I, IIY }, in which case there are 4 degeneracy classes under IID noise. We could also select R 2 = {III, XII, IXI, IIX} which only has 2 degeneracy classes under IID noise. This apparent discrepancy occurs because IY I and IIY are logically degenerate to IXI and IIX respectively, which are degenerate to XII under IID noise by corollary 2. Both R 1 and R 2 have 2 logical degeneracy classes. A similar situation arises for the other codes, which explains the discrepancy between the 7 nondegenerate recovery maps observed in Ref. [6] and the 5 nondegenerate recovery maps proven for IID unitary noise in Ref. [9] (Ref. [9] speculated that the discrepancy was due to the restriction to noise models with a single Kraus operator).
If the noise commutes with additional logical operators, the number of logically nondegenerate recovery maps is further decreased. A common example is IID depolarizing noise N = D ⊗n p , where D p (ρ) = pρ + (1 − p)I/2 is the single-qubit depolarizing channel with parameter p. For any single-qubit unitary (or unital) channels U 0 , . . . , U n−1 , the composite channel ⊗ j U j commutes with D ⊗n p . In particular, let Q = Z X, which maps X → Y → Z → X. For the 5-qubit and Steane codes, we have Q ⊗n ∈ L(U ), whereQ implements the same operation on the logical space, that is, it mapsX →Ȳ →Z. The set R IDD of representative elements for the degeneracy classes under IID noise can be chosen to be {I, X 0 , Y 0 , Z 0 } for the 5-qubit code and {I, X 0 , Y 0 , Z 0 , X 0 Z 1 } for the Steane code. We can map Y 0 and Z 0 to X 0 by applying powers of Q ⊗n and so the representative elements of the logical degeneracy classes under IID depolarizing noise can be chosen to be {I, X 0 } for the 5 qubit code and {I, X 0 , X 0 Z 1 } for the Steane code respectively. For the 5 qubit code,N U (R) = D p for any R ∈ {X 0 , Y 0 , Z 0 }, so that the logical operations (that is,Q andQ † ) commute withN (R) and so the representatives of the degeneracy classes can also be chosen to be {I, X 0 }. The same property does not hold for the Steane code. 
The qubit in row i and column j is indexed by (i,j). The circles represent physical qubits, and the diagrams of X and Z stabilizers show which qubits these operators act on, with every qubit on the edge of an X (Z) stabilizer acted on by an X (Z) Pauli operator. The X stabilizers for the toric code are given by X = {X(i, j) ∶ i ∈ 2Z r/2 , j ∈ 2Z c/2 } and the Z stabilizers by Z = {Z(i, j)
. The logical operators arē Z 1 = ⨂ j∈2Z c/2 +1 Z 0,j ,Z 2 = ⨂ i∈2Z r/2 +1 Z i,0 ,X 1 = ⨂ j∈2Z r/2 X i,1 , andX 2 = ⨂ j∈2Z c/2 X 1,j . Note that all operations on the row (column) index are taken modulo r (c), corresponding to periodic boundary conditions. The stabilizers are generated by X ∪ Z, and a minimal generating group can be achieved by removing one X stabilizer and one Z stabilizer from X ∪ Z.
Code
Map Name Symmetry Operation Logical Operation
A. Symmetres of the toric code
We now show how our results can be applied to surface codes by considering the toric code as described in fig. 1 . We do not fully specify an upper bound on the number of logically nondegenerate Pauli recovery maps because it depends on the number of rows and columns and involves high-weight recovery maps for large codes. Instead, we focus on weight 1 and weight 2 recovery maps.
The torus is constructed from a rectangular lattice by identifying the top and bottom edges and then the left and right edges, which imposes periodic boundary conditions. Thereforē Z 1 (Z 2 ) can be moved to be any dark row (column) by multiplying the illustrated choice by Z stabilizers along the rows (columns). Similarly,X 1 (X 2 ) can be moved to any light column (row) by multiplying the illustrated choice by X stabilizers along the columns (rows). Therefore rotating or twisting the torus by 2 units to map dark lines to dark lines (horizontal or vertical translations with periodic boundary conditions) will permute the elements of S p (U ) and L p (U ), where the logical operation will simply be an identity. Twists (i, j) → (i + 2, j) and rotations (i, j) → (i, j + 2) are in the symmetry group of the r × c Toric code. Using rotations and twists, we can map any weight 1 Pauli to a weight 1 Pauli that acts on one of the qubits at (0, 1) or (1, 0). Therefore, by corollary 2, there will be at most 6 degeneracy classes of weight 1 Pauli errors under IID noise instead of 3n.
We can also combine a rotation by 1, a twist by 1 (i.e. mapping all physical qubits by (i, j) → (i + 1, j + 1)), and H ⊗n , where H is the Hadamard gate. This operation J maps X stabilizers to Z stabilizers,X 1 ↔Z 2 , andX 2 ↔Z 1 , and so implements a logical SWAP combined with a Hadamard gate on each logical qubit. Therefore for noise that commutes with J (e.g., IID depolarizing noise), there are at most 4 logically nondegenerate weight 1 Pauli recovery maps, namely,
From the periodic boundary conditions, we can also reflect vertically or horizontally by mapping (i, j) → (−i, j) or (i, j) → (i, −j), respectively. These reflections will permute the X stabilizers and the Z stabilizers and will either leave the logical operators invariant or map them to a different row/column, which is equivalent to the original logical operator up to a product of stabilizers. Therefore these reflections are elements of the (general) stabilizer group S(U ).
An r × r toric code can also be reflected across a diagonal axis via (i, j) → (j, −i). This reflection permutes the stabilizers and mapsX 1 ↔X 2 andZ 1 ↔Z 2 up to a product of stabilizers. Diagonal reflection is therefore an element of the logical symmetry group of an r × r toric code, which implements a logical SWAP gate.
For any Pauli recovery map of a fixed weight w, we can use rotations and twists to map one of the qubits P acts nontrivially on to either (0, 1) or (1, 0) . Therefore the number of nondegenerate recovery maps is reduced by a factor of approximately n/2, although the exact reduction factor introduced by translational symmetry depends upon w. We can further reduce the number of nondegenerate Pauli recovery maps using another symmetry of the toric code, namely, horizontal and vertical reflections about any row or column. Translational symmetries combined with horizontal and vertical reflection reduce the 9 n 2 weight 2 Pauli recovery maps to at most 9( n+c+r 2 − 2) nondegenerate recovery maps, which is approximately 9(n-1)/2 up to edge effects. Using translation, we can map any weight 2 Pauli recovery map to have weight on either (0, 1) or (1, 0). There are n − 1 coordinate pairs containing each of these origins. Consider the coordinate pairs of the form {(0, 1), (i, j)}. Without loss of generality, we can use a vertical reflection-that is, (i, j) → (r − i, j)-so that i ∈ [0, r/2]. We can then use a horizontal reflection and a rotation-that is, (i, j) → (i, 2 − j)-so that j ∈ [1, c/2 + 1]. There are then (r/2+1)×(c/2+1) 2 − 1 coordinate pairs containing (0, 1) as we have reduced to a (c/2 + 1) × (r/2 + 1) grid with qubits on half of the locations, and we subtract the location of (0, 1). A similar reduction of coordinate pairs containing (1, 0) using horizontal reflection and vertical reflection with a twist of the form (i, j) → (2 − i, j) produces pairs in {{(1, 0), (i, j)} ∶ i ∈ [1, r/2 + 1], j ∈ [0, c/2]}. Adding the sizes of these two sets of coordinate pairs, we get rc/2+r+c 2 −1. There is one additional symmetry that occurs using these operations which is not covered by the above counting argument: there is a coordinate pair in each reduced set which, by undoing some of the operations used, maps to {(0, 1), (1, 0)}. as such, we can subtract one case. Then we multiply by 9 for the selection of an element in P 2 . Further reductions are possible using, e.g., a diagonal reflection for general IID noise in a square lattice or J for depolarizing noise.
B. Symmetries of concatenated stabilizer codes
A common method of improving the logical error rate is to concatenate QECCs. Let U ∈ U(H, H ⊗n ) and V ∈ U(H, H ⊗m ) be two encodings. Then W = V ⊗n U ∈ U(H, H ⊗mn ) is a concatenated encoding with inner (outer) encoding V (U ), as illustrated in fig. 2 . The number of recovery operators increases doubly exponentially in the number of levels of concatenation. However, we now show how corollary 2 can be applied directly to concatenated codes to reduce the number of nondegenerate (or logically nondegenerate) recovery maps by concatenating symmetries of the inner and outer encodings.
To analyze concatenated codes, we need to construct a set of recovery maps and the logical group. Let R U and R V be sets of recovery maps for U and V respectively. Then
is a set of recovery maps for W . To see this, let R = (⊗ j A j )V ⊗n (B) and γ = (⊗ j α j )V ⊗n (β) be two elements of R W and recall that the recovery maps for, e.g., U satisfy U † Q † RU = δ R,Q 1 H . Then as R U and R V are sets of recovery maps for U and V , we have
as required. Any recovery maps for U that are tensor products of logical operators for V (e.g., Pauli recovery maps in concatenated stabilizer codes) can be commuted through V ⊗n . We now show how to build some elements of the logical group L(W ), focusing on tensor product operations and the symmetry group under IID noise. Suppose that A 0 , . . . , A n−1 ∈ L(V ) and letĀ j be such that
and so (⊗ j A j ) ∈ L(W ).
The symmetry group of a concatenated code can be generated from the symmetry groups of the inner and outer encodings by labeling each qubit as a pair of indices and permuting one index with the inner code's symmetry group and the other index by the outer code's symmetry group. For example, let A ∈ L(U ) be a permutation of n qubits. Then we can commute A through V ⊗n by permuting the tensor factors as illustrated in fig. 2 . If the permutation groups of both the inner and outer code in a concatenated code are transitive, then the concatenated code will also be transitive. This becomes evident when envisioning the action of permutation operators on the branches in fig. 2 ; if U is transitive then each major branch (those to the right of U but left of V ) can be mapped to any other major branch. If V is transitive, each subbranch of the major branches (those to the right of each V ) can be mapped to any other subbranch of the same branch. Then it follows that any physical qubit can be mapped to any other physical qubits when the codes being concatenated are transitive, that is, the concatenation of transitive codes will also be transitive, although the concatenation of 2-transitive codes will typically not be 2-transitive because the individual permutations cannot separate errors that act on the same inner code block.
For example, consider the 9-qubit Shor code, which can be regarded as a concatenated code with U = |000⟩⟨0| + |111⟩⟨1| and V = U H = |000⟩⟨+| + |111⟩⟨−|. The Hadamard gate is introduced so that weight 1 Z errors, which are logical operators in the inner repetition code without the Hadamard, are mapped to X errors and so can be detected and corrected by the outer code. There are 2 8 = 256 recovery maps for the 9-qubit Shor code. Any permutation of the 3 qubits for either U or V is in both S(U ) and S(V ). Labelling the qubits by (i, j)
where i labels the qubits in the inner encoding and j labels the qubits in the outer encoding, we can apply any permutation to j for each i independently (i.e., permutations on the inner encoding) and any permutation on j for all i (i.e., permutations on the outer encoding, which affect all corresponding qubits in the inner encoding). Because both the inner and outer encodings are transitive, the weight 1 Pauli recovery maps for the concatenated code fall into 3 degeneracy classes under IID noise with representative elements X 0,0 , Y 0,0 , and Z 0,0 . The weight 2 Pauli recovery maps can be divided into two types. For the first type, both nontrivial Pauli terms act on a qubit in the same inner encoding. By permuting the outer encoding, we can map the nontrivial Pauli terms to act on the first inner encoding. We can then permute the qubits in the inner encoding so that the nontrivial Pauli terms act on qubits (0, 0) and (0, 1). Multiplying by Z 0,0 Z 0,1 (a stabilizer) and permuting qubits (0, 0) and (0, 1) as necessary, there are 3 nondegenerate weight 2 recovery maps of this type, namely, P 0,0 X 0,1 for P ∈ {X, Y, Z}, where some of the other weight 2 recovery maps are in the same degeneracy class as I or weight 1 errors. For the second type, one nontrivial Pauli term acts on a qubit in each of two distinct inner encodings. By permuting the inner encodings, we can map any such Pauli recovery map to P 0,0 Q 1,0 . There are 9 such terms; however, we can swap the inner encodings to reduce to 5 terms (i.e., ZX and XZ are degenerate). Therefore there are at most 5 nondegenerate weight 2 recovery maps of this type. Then there are at most 12 nondegenerate Pauli recovery maps under IID noise (1 of weight 0, 3 of weight 1, and 8 of weight 2), compared to the total of 256 Pauli recovery maps selected for a given implementation.
The reduction in the number of recovery maps is more dramatic for larger concatenated codes and higher levels of concatenation. For the 5 qubit and Steane codes, there are 16 5 ≈ 10 6 and 64 7 ≈ 4 × 10 12 recovery maps at the first level of concatenation respectively. To quickly remove many degenerate recovery maps, it is more convenient to use the recursive structure typically used in numerical studies. For noise with N = M ⊗m and a recovery map R = (⊗ j A j )V ⊗n (B) where A 0 , . . . , A n−1 ∈ R V and B ∈ R U , we then havē
That is, the logical noise map via eq. (1) for the concatenated code is simply the logical map for the outer code where the effective "physical" noise map is the effective logical noise for the inner code conditioned on the A j . We then see that the number of logical nondegeneracy classes at the first level of a concatenated code will be at most
is the set of degeneracy classes under the noise process M. For the 5 qubit and Steane codes with IID depolarizing noise, there are then at most 2 5 × 16 = 512 and 3 7 × 64 = 34, 992 logical degeneracy classes.
We can further reduce the number of logical degeneracy classes by using the symmetry of the outer encoding and choosing the decoder correctly. Importantly, even if the physical noise is IID, the effective noise for the outer encoding conditioned on observed syndromes (i.e., the A j in eq. (10)) will not be IID. Nevertheless, the set of effective noise processes for the outer encoding is permutationally invariant with respect to the outer code. Consider two recovery maps B ⊗ j A j and B ′ ⊗ A ′ j . If ⊗ j A ′ j can be obtained from ⊗ j A j by an element of the symmetry group, then an optimal decoder will set B ′ to be the same permutation of B as then the two recovery maps will have the same (and optimal) logical noise by theorem 1. Therefore instead of all the elements of R ⊗n M , we need only consider the representative elements under the symmetry group of U .
For example, for the 5-qubit code under IID depolarizing noise there are 2 5 effective noise processes ⊗ jMV (A j ) corresponding to the choices of (A 0 , . . . , A 4 ) ∈ {I, X 0 } 5 (where I and X 0 act on the relevant code block). We denote the operator that acts as X 0 on the ith code block and identity on the other blocks byX i . With this notation, because of the (0 1 2 3 4) symmetry, we only need to consider 8 effective noise processes for an optimal decoder, namely,
where we have chosen as representative elements the combinations that are invariant under reflection about qubit 2 (that is, the permutation (0 4)(1 3), which is in the symmetry group of the 5-qubit code). Furthermore, for IID depolarizing noise at the physical level (i.e., M = D ⊗5 p ), each of the M(A j ) is a depolarizing channel and so commutes with Q, so that we need only consider the 6 choices of B ∈ {I, X 0 , . . . , X 4 }. Moreover, by the reflection symmetry of the 5-qubit code and the chosen combinations about qubit 2, we need only consider B ∈ {I, X 0 , X 1 , X 2 }. That is, interpreting (A, B) as specifying the recovery map R = AV ⊗n (B), there are at most 32 degeneracy classes whose representative elements are
For the no error or five error cases, we can permute B by arbitrary cyclic permutations because the effective noise for the outer encoding is IID and the outer encoding is invariant under cyclic permutations, so we need only consider B ∈ {I, X 1 } and so the elements in the two sets
are all degenerate, leaving only 28 degeneracy classes. We note that there is a further degeneracy, as explicit calculations show that there are in fact only 20 degeneracy classes as any two choices of B that are related by a permutation that leaves ⊗ j A j invariant are degenerate. Specifically, writing (A, B) ≅ (α, β) if the corresponding recovery maps are degenerate, we have (X 2 , X 0 ) ≅ (X 2 , X 1 ) (X 0X4 , I) ≅ (X 1X3 , I) (X 0X4 , X 1 ) ≅ (X 0X4 , X 2 ) (X 1X3 , X 0 ) ≅ (X 1X3 , X 2 ) (X 1X2X3 , I) ≅ (X 0X2X4 , I) (X 0X2X4 , X 0 ) ≅ (X 0X2X4 , X 2 ) (X 1X2X3 , X 1 ) ≅ (X 1X2X3 , X 2 ) (X 0X1X3X4 , X 0 ) ≅ (X 0X1X3X4 , X 1 ).
However, we have not been able to identify an explicit symmetry to show that these cases are degenerate.
V. CONCLUSION
In this paper, we showed how the computational cost of calculating the effective logical noise in a QECC can be reduced by orders of magnitude by identifying recovery maps which result in the same (or logically degenerate) noise. This reduction in computational complexity does not reduce the accuracy of the simulation. We demonstrated the usefulness of the reduction by presenting degeneracies for the 3-, 5-, 7-qubit codes as well as concatenated codes and the toric code for independent and identically distributed noise. We anticipate that our results can be used to construct better soft decoders for concatenated codes, since logically degenerate recovery maps should simply be altered to make them degenerate.
Furthermore, a significant barrier to the successful implementation of a quantum error correcting protocol in a large system is the time that the error correction step takes. The methods in this paper can be used to simplify the decoding step, since optimal recovery maps for a small number of nondegenerate syndromes can be pre-computed and cached. This allows other syndromes to be straightforwardly reduced to the nondegenerate syndromes and the recovery maps can be altered accordingly. While we focused on the toric code due to its translational symmetry, we expect that similar reductions will also hold for surface codes [7, 16] and color codes [17, 18] even without translational symmetry, in part because these codes have more logical gates with simple (e.g., tensor product) structures.
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