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This article presents a novel control architecture and algorithm for precision attitude
control of a one-degree-of-freedom dynamic model of a spacecraft. To achieve a parametric
model-based control design approach for this new spacecraft actuation and control architec-
ture, the nonlinear dynamics of the open-loop plant are modeled as an Ordinary Differen-
tial Equation (ODE)-Partial Differential Equation (PDE) system. The ODE describes the
spacecraft single-axis rigid-body rotation, and the PDE describes the spatially continuous
flexible dynamics of the solar array including an allocation for a multi-input distributed
piezoelectric actuation system bonded on the solar array. This distributed actuation system
is called strain-actuated solar arrays. Based on this plant model, a nonlinear ODE-PDE
feedback controller for attitude trajectory tracking and slewing is presented with detailed
stability proofs. From an end-to-end point of view, the controller drives the distributed
piezoelectric actuator patches with voltages that induce bending deflections in the solar
arrays, causing controlled reaction torques on the bus to yield target-following motions
and precision spacecraft attitude control. The proposed algorithm can be extended to any
distributed actuation system with appropriate control input to actuator input mapping.
The benefits and limitations of the proposed attitude control method using strain actuation
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are discussed later in terms of solar array inertia and structural rigidity. This paper also
reports experimental results that demonstrate command-following rotations of a cylindrical
bus via closed-loop control of its flexible appendages.
Nomenclature
r = spacecraft bus radius - m
` = length of the solar array - m
ξ = displacement due to bending in the solar array - m
θ = rotation of the spacecraft - radians
(x3, y3) = inertial coordinate system at the center of the spacecraft
ρb = density of the beam - kg/m3
ρp = density of PZT - kg/m3
Ib = area moment of inertia of the beam - m4
Ip = area moment of inertia of PZT - m4
Ab = area of cross section of the beam - m2
Ap = area of cross section of PZT - m2
Eb = Young’s modulus of the beam - N/m2
Ep = Young’s modulus of PZT - N/m2
tb = thickness of the beam - m
tp = thickness of PZT - m
mb = mass per unit length of the beam - kg/m
mp = mass per unit length of PZT - kg/m
mv = point mass - kg
hn = distance between the top surface of the composite beam to the neutral axis - m
V = voltage applied across the PZT - V
dxz, d31 = piezoelectric coefficients
 = strain profile across the composite beam
p = strain in an unconstrained PZT when a voltage V is applied
Jθ = mass moment of inertia of the spacecraft - kgm2
EI = total rigidity of the composite beam - Nm2
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Wnc = nonconservative work done - J
Mb = moment applied at a cross section of the beam - Nm
L2 = spatial norm
σ1 = lower bound of the inertia matrix
σ2 = upper bound of the inertia matrix
θr = reference attitude signal - radian
ξr = reference beam bending - m
θd = desired attitude signal - radian
Kθ,Kξ, λθ = gains
φ = Galerkin functions
u = step function
δd = Dirac delta function
I. Introduction
Space observatories require precise attitude control and pointing accuracy to achieve desired diffraction-
limited optical performance. For example, the Hubble and James Webb Space Telescopes require 7 milliarc-
sec [1] and 15 milliarcsec [2] pointing accuracies, respectively. A range of emerging science missions such as
Asteria [3], Exo-C [4] and technologies such as laser communication [5], precision formation flying [6], and
interferometric imaging [7], place stringent requirements on pointing error and stability. In these state-of-
the-art space observatories, precision imaging involves two stages [4, 8]: (i) coarse stage instrument pointing,
which is achieved using the primary spacecraft Attitude Control System (ACS), and (ii) fine stage precision
control and jitter reduction. Coarse stages are typically built from Reaction Wheel Assemblies (RWAs),
because hydrazine thrusters are too disruptive for precision imaging [2]. In this case, however, the RWA
system, which drives the ACS, ironically becomes the dominant source of instrument jitter and imaging
performance degradation. To avoid these issues, the RWA disturbance must be eliminated at its source, so
that an ultra-quiet, spacecraft actuation system (UQSAS), i.e., one that does not produce severe unwanted
disturbances as a side effect, can be put in its place. Recently, electric propulsion systems have been proposed
as viable UQSAS options, but these actuation systems are clearly fuel-limited and are typically designed
as low-thrust propulsion systems that do not have enough control authority to support a high-bandwidth
pointing control loop. In contrast, Strain-Actuated Solar Arrays (SASA) have been recently introduced as a
propellant-free, UQSAS alternative [9, 10] that can support a high-bandwidth pointing control loop assuming
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a high force-density piezoelectric-based actuation system.
Given the potential for SASA to serve as a viable UQSAS alternative, several studies have been conducted
thus far. In [10], replacing the RWA with SASA to achieve spacecraft slewing, attitude control, and momen-
tum management was investigated. In [9, 11], a design optimization of both the control architecture and
structural geometry was reported. In contrast to earlier work, this article presents a complete derivation of
the spacecraft-SASA dynamics in which the infinite-dimensional nature of the flexible appendage is modeled
using Euler-Bernoulli beam theory [12, 13]. More specifically, the nonlinear dynamics of the open-loop plant
is modeled as an ODE-PDE system with the ODE describing spacecraft single-axis rigid-body rotation, and
the PDE describing the spatially continuous flexible dynamics of the solar array, which includes an allocation
for a multi-input distributed piezoelectric actuation system. This study includes a relevant control-structure
interaction stability analysis, simulation, and experimental validation. The salient feature of the proposed
approach is that the piezoelectric actuators induce bending deflections that are strategically manipulated by
a novel underactuated control law to effectively yield the needed array-to-bus coupling (reaction torques)
required by the assumed precision pointing tracking control system realization (that is derived herein).
A literature survey aimed at extracting an appropriate open-loop plant model for model-based control de-
sign approach revealed several candidate modeling approaches, including those based directly on classical
methods such as the Newton-Euler method, Lagrange’s equation, Hamilton’s principle, and the principal of
virtual work, where the spacecraft and flexible appendages are modeled as a rigid/flexible multi-body sys-
tem [14–17]. These approaches combine finite and infinite-dimensional dynamics via a coupled ODE-PDE
system of nonlinear equations, which can be linearized as in [12, 15, 16, 18]. In particular, [17] accounted
for rotation-induced centrifugal stiffening in the context of a linearized analysis. In this paper, the linear
model for a circular bus with flexible appendages in [15] is extended with axial stiffness in the beam due to
rotation and gyroscopic terms using the explicit generalization of Lagrange’s equation for infinite dimension
systems [15]. As such, the resulting system dynamics becomes coupled, nonlinear, and under-actuated in
nature [19, 20] with control inputs derived exclusively from the underlying SASA actuation system. This is
noteworthy because earlier studies of SASA, including [21], modeled the solar array with a finite-dimensional
rigid-body approximation, in contrast to the infinite dimensional PDE model that is used herein. The impor-
tance of improving model fidelity in this manner is underscored by the fact that finite-dimensional controllers
are prone to spillover [22, 23] when applied to the actual infinite dimensional system for which they were
designed.
Numerous previous studies [15, 24, 25] have focused on the control-structure interaction problem for vibra-
tion suppression of flexible appendages. However, this paper is the first of its kind where a beam is driven
by distributed actuators such that the underactuated spacecraft bus achieves attitude guidance and control
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objectives. In either case, a canonical system of ODE-PDE equations of motion is generated, for which
additional processing takes on either of the following two standard methods: (i) the ODE-PDE system is
discretized into an ODE system using either Galerkin [12, 13, 26] or operator-theoretic methods [27], or
(ii) The ODE-PDE form is left intact [28] for analysis. As mentioned previously, discretization in the first
method leads to spillover issues [22, 23]; while keeping PDEs intact avoids this problem.
It is worth noting that ODE-PDE cascaded systems, similar to the SASA system generated herein, have
been studied previously in the literature. Published results in this area depend heavily on the type of PDE
classification. Indeed, separate results have been obtained for first-order wave equation [29, 30], second-order
wave equation [31], and parabolic equation [32, 33]. In each of these cases, the control input entering the
system at the boundary can assume either a Dirichlet [31, 33] or a Neumann interconnection [34]. In these
works, however, the ODE-PDE interaction is strictly unidirectional with regards to how the PDE couples
with the ODE system. In contrast, [32] presents an ODE-PDE system where this assumption is relaxed so
that the more complete modeling case of bidirectional coupling can be considered. With regards to control,
a PDE backstepping method [28, 31, 33] and boundary controller are able to provide infinite-dimensional
full-state feedback where the gain kernels are used to compensate for PDE dynamics while stabilization of
the entire system is achieved. Similarly, the ODE-PDE SASA system considered herein is bidirectionally
coupled with a distributed control input. The open-loop model’s inherent passivity [35], and kinetic sym-
metry [36] are exploited in the construction of the nonlinear ODE-PDE attitude control law. Specifically,
the nonlinear controller derivation proposed in [37, 38] is adapted to the ODE-PDE under-actuated SASA
system proposed herein. In doing so, the resultant closed-loop dynamics with the beam dynamics canceled
by a feed-forward term are governed by a virtual dynamical system that converges exponentially to a stable
manifold in the sense of spatial L2 norm. In the case with partial or no cancellation of the beam dynamics,
finite-gain time-signal `p stability of the closed-loop system is proved by formulating the uncanceled beam
dynamics as a disturbance term. From an end-to-end point of view, the controller actuates the flexible beam
to achieve satellite slewing using the coupled ODE-PDE dynamics.
One of the major objectives of this paper is to experimentally demonstrate real-time closed-loop SASA (ODE-
PDE) attitude tracking control in the laboratory. In order to do so, it was necessary to discretize the infinite-
dimensional ODE-PDE plant dynamics and control law. Towards this end, Galerkin’s method [12, 13, 15, 39]
was used to form ODE systems from the PDE dynamics. The discretized control law was tested on the simu-
lated plant dynamics before attempting implementation on the actual laboratory SASA testbed. The testbed
consists of a one-degree-of-freedom cylinder (spacecraft bus) with flexible beams (solar arrays) symmetric
about the cylinder’s axis of rotation. Strain actuation in the beams is achieved by bonding piezoelectric
actuators asymmetrically about the axis of the cylinder.
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The main contribution of this paper is the design of a new nonlinear ODE-PDE control law using the cou-
pled structure in the dynamics to perform precision attitude control with detailed stability proofs. Notably,
the proposed ODE-PDE control design captures all the modes of the flexible beam, thereby avoiding the
spillover problem. Stable trajectory tracking via the nonlinear distributed control law is successfully demon-
strated by analysis, numerical simulations, and experimental tests of the closed-loop system. The actuator
model is validated by comparing the tip deflection of a composite cantilever beam (aluminum beam with
surface-bonded PZT) with those obtained from simulations and experiments. The piezoelectric ceramic
used in the actuators is lead zirconate titanate, which is abbreviated PZT based on its chemical formula:
Pb[ZrxTi1−x]O3, (0 ≤ x ≤ 1). It is shown that the maximum controlled attitude rotation achieved by bend-
ing the solar array is constrained both by the inertia of the solar array and the bus, and by the maximum
stress that can be applied to the solar array without compromising its structural integrity.
The paper is organized as follows. The kinematics, dynamics of the system, and actuator model of the
composite beam (PZT and beam) are discussed in Section II. Nonlinear ODE-PDE control law design and
the associated stability analysis are presented in Section III. Numerical implementation and results for tra-
jectory tracking and slewing is given in Section IV. Experimental results that validate the actuator model
and real-time trajectory tracking of the bus rotation are given in Section V. Concluding remarks are given
in Section VI.
II. Dynamics of a 1-DOF Satellite with SASA
The spacecraft with asymmetric SASAs is modeled as a cylinder with flexible appendages that are fixed
symmetrically to the rotational axis of the cylinder as shown in Fig. 1. The dynamics of the system include
planar rotation of the spacecraft bus and bending in the flexible composite beam due to strain-actuation. Our
modeling approach uses explicit generalization of Lagrange’s equations [15]. The equations of motion of the
ODE-PDE system can also be derived by following the approach discussed in [40, 41]. Before proceeding to
the Euler-Lagrange equations, we discuss briefly the system kinematics, physical properties of the composite
beam, and the actuator model for strain-actuation using PZTs.
II.A. Kinematics
The spacecraft body is modeled as a cylinder of radius r, and the solar array is modeled as a composite
beam of length `, with PZT actuators bonded on the beam surface. It is assumed that the beam does not
undergo any longitudinal vibration. The coordinate systems used in the derivation of kinematics are shown
in Fig. 1. In the (x1, y1) coordinate system, the location of a point P on an element dx of the beam is given
by RP/A = [x, ξ], where ξ(x, t) : [0, `] × R+ → R is the displacement due to bending in y1 direction. The
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Figure 1: 1-DOF cylinder and flexible solar array model.
spacecraft body rotation angle about origin O is θ(t), where θ(t) : R+ → [−pi, pi] . The position and velocity
of P with respect to origin of the spacecraft O are given by Eqs. (1) and (2), respectively. These equations
are used to compute ξ using x3 and y3.
x3
y3
 =
cos(θ) − sin(θ)
sin(θ) cos(θ)

r + x
ξ
 (1)
The velocity kinematics are given by:
x˙3
y˙3
 =
− sin(θ) − cos(θ)
cos(θ) − sin(θ)

(r + x)θ˙ + ξ˙
ξθ˙
 (2)
II.B. Mass Per Unit Length and Total Rigidity of the Composite Beam
The physical properties of the solar array, such as mass per unit length and location of the neutral axis that
plays an important role in the evolution of the system dynamics, are functions of the spatial variable x due
to the composite nature of the beam. The mass per unit length of the composite beam is given in Eq. (3).
mR(x) = mb + k(x)mp, mb = ρbAb, mp = ρpAp (3)
where ρb and ρp denote the beam and the PZT densities, respectively. Also, Ab and Ap are the cross sectional
areas of the beam and the PZT, respectively. Note that the function k (x) = 1 at the locations where the
PZT is bonded, and k (x) = 0 otherwise.
mR(x) = mb + k(x)mp +
nv∑
i=1
mvδd(x− `vi) (4)
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For simulations and experiments described in this paper, we use Eq. (4) for the mass per unit length, which
takes into account the effect of point masses placed on the beam for a particular sensing system we used.
The point mass is mv, δd is the Dirac delta function, `vi is the distance to the i-th point mass on the beam
from the root, and nv is the number of point masses.
The physical, structural, and geometric properties of the PZTs and the beam are different. As a result,
the elastic neutral axis of the composite beam is offset from the geometric centroid. The distance between
the top surface of the composite beam to the neutral axis hn, as shown in Fig. 2a, is given as:
hn =
Ept
2
p + Ebtb (tb + 2tp)
2 (Eptp + Ebtb)
(5)
where Eb, Ib, tb, Ep, Ip, and tp are the Young’s modulus, area moment of inertia about neutral axis, and
thickness of the beam and the PZT, respectively.
The total beam rigidity EIt at the locations where PZTs are bonded, with area moment of inertia
calculated about the new neutral axis, is given by:
EIt = EbIb + EpIp
where Ib =
wt3b
12 + wtb
(
tp +
tb
2 − hn
)2
, Ip =
wt3p
12 + wtp
(
hn − tp2
)2 (6)
The total beam rigidity EIb at locations with k(x) = 0 (where no PZT actuator is attached) is given by
following equation:
EIb =
Ebwt
3
b
12
(7)
In the dynamic model, we use the variable EI(x) for rigidity of the beam, which is a function of spatial
position x.
II.C. Actuator Model
Piezoelectric materials undergo uniform strain when an electrical potential difference is applied across their
electrodes [42]. Due to this and other desirable properties, PZT actuators are commonly used in design
of intelligent structures, active vibration control, and strain-actuated beams [22, 43–47]. PZT patches
can be bonded to the surface of a solar array, or embedded within the solar array substructure [44, 48].
References [44, 48] discuss actuator models for the SASA configurations described above, with and without
perfect bonding. Herein, a quasi-static actuator model based on the surface bonded PZT model [46] is
assumed, including some needed error corrections in the final model.
The following actuator model provides the mathematical framework for modeling moments applied to
the beam due to a voltage V applied across the PZT bonded to the beam surface. In deriving the model, it
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Figure 2: Distributed Piezo and and strain distribution across the composite beam.
is assumed that the bonding between the PZT and the beam is perfect, and that the composite beam has
constant width ‘w’. Here, the PZT is bonded only on the top surface and the strain distribution ‘’ along
the cross section of the composite beam is assumed to be linear (see Fig. 2a):
 = κz + 0 (8)
where κ is the slope of the strain distribution due to bending, and 0 is the beam extension due to the
neutral axis offset. Force and moment equilibria are used to evaluate the expressions for κ and 0 (for
detailed derivation, see [49]). The static model derived here is used in the dynamic model, assuming that the
process is quasi-static in nature. In the following, p is the strain of an unconstrained PZT when a voltage
‘V ’ is applied across it. This strain is given by: p = dzxVtp , [46]. The piezoelectric coefficient dzx is the ratio
of strain in the x-direction when an electric field is applied across the PZT in the z-direction.
κ = 6EbEpptbtp(tb + tp)
E2b t
4
b + 4EbEpt3btp + 6EbEpt2bt2p + 4EbEptbt3p + E2pt4p
(9)
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0 =
pEptp(Ept3p + Ebt3b)
E2b t
4
b + 4EbEpt3btp + 6EbEpt2bt2p + 4EbEptbt3p + E2pt4p
(10)
The moment in the beam, due to the uniform PZT strain produced by the applied voltage V , is given by
Mb = EbIbκ = cV,
where c = 6E
2
b IbEpdzxtb(tb + tp)
E2b t
4
b + 4EbEpt3btp + 6EbEpt2bt2p + 4EbEptbt3p + E2pt4p
(11)
The moment is proportional to the voltage applied across the PZT. The constant c depends on the geometric
parameters, the structural properties of the PZT, and the elastic modulus of the composite beam. The
actuator model is extended to a scenario with multiple PZTs using step functions (see Fig. 2b). The model
with n PZTs on the beam surface is given in Eq. (12), where Vi is the voltage applied across the ith PZT,
ci is the proportionality constant corresponding to the structural and geometric properties of the ith PZT,
and u (x) is the step function with unit amplitude. The lengths l1i and l2i are defined for ith PZT as shown
in Fig. 2b.
Mb =
n∑
i=1
ciVi (u(x− l1i)− u(x− l2i)) (12)
Equations (11) and (12) are used to compute voltage signals required to achieve attitude control from the
control signal in the simulations and experiments.
II.D. Dynamics
The system dynamics include elastic bending of the composite beam, modeled using Euler-Bernoulli beam
theory, and rotational motion, which is modeled as planar rigid-body spacecraft rotation. The dynamic
model, prescribed by the coupled ODE-PDE system with fixed-root and free-end boundary conditions, uses
a hybrid coordinate system integrating one rigid body with an infinite-dimensional system (also called as
distributed parameter system). In deriving the model, we assume that the deflections due to bending are
small and that the beam has no longitudinal vibration; the effect of 0 in Eq. (10) is assumed to be negligible.
The state of the system corresponding to beam deflection is ξ(x, t), described by a continuous function of
spatial radial position x and time t.
II.D.1. Euler-Lagrange Equations
The system Lagrangian L involves several quantities, including the spacecraft bus (cylinder) mass moment
of inertia Jθ, rotational kinetic energy of the spacecraft body Ts (Eq. (13)), beam kinetic energy assuming
asymmetric strain-actuation Tb (Eq. (14)), and elastic potential energy and axial stiffening of the beams due
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to centrifugal force from bus rotation U (Eq. (15)).
Ts =
1
2Jθ θ˙
2 (13)
Tb =
∫ `
0
mR
[
θ˙2(r2 + x2 + ξ2) + ξ˙2 + 2rξ˙θ˙ + 2rθ˙2x+ 2ξ˙θ˙x
]
dx (14)
U =
∫ `
0
[
EI
(
ξ
′′)2]
dx+
∫ `
0
[
P
(
θ˙, x
) (
ξ
′)2]
dx (15)
The Lagrangian of the ODE-PDE system is given as L = Ts+ Tb−U . Note that ()
′
= ∂∂x (), and P
(
θ˙, x
)
=∫ r+`
r+x
[
mRθ˙
2s
]
ds = p(x)θ˙2 is the axial tension in the beam due to rotation, where mR is expressed as a
function of s = r + x. The definition of the composite beam total rigidity EI is given in Section II.B. The
nonconservative work Wnc done due to the moment applied by strain actuation is given by:
Wnc =
∫ `
0
Mb(x, t)2
EbIb
dx (16)
whereMb(x, t) is the internal beam moment (see Eq. (11)) due to the strain produced by PZTs. The equations
of motion are obtained by using the explicit generalization of Lagrange’s equations for infinite-dimensional
systems approach (see [15] for more details). The extended Hamilton’s principle can be stated as follows,
where t0 and tf are the initial and final time values, respectively:
∫ tf
t0
(δL+ δWnc) dt = 0 (17)
Applying integration by parts to the expanded variations in terms of the state variables and using boundary
conditions, we obtain the following equations of motion in terms of the Lagrangian:
d
dt
(
∂L
∂θ˙
)
− ∂L
∂θ
= 0 (18)
d
dt
(
∂L
∂ξ˙
)
− ∂L
∂ξ
+ ∂
∂x
(
∂L
∂ξ′
)
− ∂
2
∂x2
(
∂L
∂ξ′′
)
= ∂
2
∂x2
(Mb(x, t)) (19)
The structural damping in the system is modeled using the Kelvin-Voigt constant µ. The equations of
motion after substituting the Lagrangian are:
(
Jθ + 2
∫ `
0
(
mR
(
(x+ r)2 + ξ2
)− p(x)ξ′2) dx) θ¨ + 2 ∫ `
0
mR (r + x) ξ¨dx
+
∫ `
0
4mRξξ˙θ˙dx−
∫ `
0
4θ˙p(x)ξ
′
ξ˙′dx = 0
(20)
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2mR (r + x) θ¨ + 2mRξ¨ − 2mRθ˙2ξ − 2
(
θ˙2p(x)ξ
′)′
+ 2
(
EIξ
′′
+ µEIξ˙
′′)′′
= 2(Mb(x, t))
′′ (21)
The beam boundary conditions, due to the fixed root and free end, are given as:
ξ(x, t)|x=0 = ξ
′
(x, t)
∣∣∣
x=0
= 0, (EIξ
′′
+ µEIξ˙
′′
)
∣∣∣
x=`
= 0, (EIξ
′′
+ µEIξ˙
′′
)
′
∣∣∣
x=`
= 0 (22)
The physical and structural properties of the bus and the solar array constrain the maximum slew angle
that can be achieved by SASA. The linearized dynamics of Eqs. (20) and (21) are given as:
∫ `
0
(Jθ + 2mR(x+ r)2)dx θ¨ +
∫ `
0
2mR(x+ r) ξ¨ dx = 0 (23)∫ `
0
2mR(x+ r)dxθ¨ +
∫ `
0
2mRξ¨dx+
∫ `
0
2
(
EIξ
′′)′′
dx =
∫ `
0
2(Mb(x, t))
′′
dx (24)
The linearized dynamics, Eqs. (23) and (24), correspond to momentum equilibrium about the axis of rotation
and force equilibrium of an element dx of the solar array, respectively. It is evident from these equations
that the bus angular acceleration is bounded due to the bus inertia, beam inertia, beam mass distribution,
and the shear force term
∫ `
0 2
(
EIξ
′′
)′′
dx. The shear force
∫ `
0 2
(
EIξ
′′
)′′
dx across the solar array and the
input strain actuation
∫ `
0 2(Mb(x, t))
′′
dx are bounded due to the structural constraints on the beam. The bus
angular rotation is bounded, because a finite definite integral of a bounded continuous function is bounded.
III. Nonlinear ODE-PDE Control Design of SASA
The equations of motion in Eqs. (20) and (21) are re-written in Section III.A, followed by a matrix form
that is typical for robot system dynamic models. Equations (20) and (21) are expressed in the standard
Euler-Lagrangian matrix form in Eq. (25) by applying integration by parts to the term
∫ `
0 θ˙p(x)ξ
′
ξ˙′dx in
Eq. (20).
III.A. Matrix Form of Euler-Lagrangian System
∫ `
0
Ms(x)
θ¨
ξ¨
 dx+ ∫ `
0
Cs(x)
θ˙
ξ˙
 dx+
 0
Ss
 =
 0
2
∫ `
0 (Mb(x, t))
′′
dx
 (25)
Ms(x, t) =
m11(ξ) m12
m12 m22
 =

(
Jθ/`+ 2
(
mR
(
(x+ r)2 + ξ2
)− p(x)ξ′2)) 2mR (x+ r)
2mR (x+ r) 2mR
 (26)
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Cs(x, t) =
 c11(ξ, ξ˙) c12(ξ, θ˙)
−c12(ξ, θ˙) 0
 =
 2
(
mRξξ˙ − p(x)ξ′ ξ˙′
)
2
(
mRξθ˙ + (p(x)ξ
′)′ θ˙
)
−2
(
mRξθ˙ + (p(x)ξ
′)′ θ˙
)
0
 (27)
Ss(x, t) = 2
∫ `
0
(
EIξ
′′
+ µEIξ˙
′′)′′
dx (28)
It is important to note that c11 = m˙112 and
(
M˙s − 2Cs
)
is skew-symmetric. This skew-symmetric property
is exploited in the stability proof of the main control law. Also, the boundary conditions in Eq. (22) still
apply.
III.B. Preliminaries
Definition 1. (Spatial L2-norm) Given the spatial domain [0, `] with ` > 0, let the standard Hilbert
space Z = L2([0, `],Rn) be equipped with inner product 〈z1, z2〉Z =
∫ `
0 z
T
1 z2dx and induced norm ‖z‖Z =√∫ `
0 z
T zdx for all spatial functions z, z1, z2 : [0, `] 7→ Rn in Z.
Definition 2. (Temporal `p-norm) Given the time signal q(t) ∈ Rn ∀ t ≥ 0 and arbitrary s ∈ [0,∞), let
(q(t))s be the truncation of q(t) where (q(t))s = q(t) for t ∈ [0, s], and (q(t))s = 0 otherwise. Let the truncated
`p signal norm be ‖(q)s‖`p , (
∫ s
0 ‖q(t)‖pdt)
1
p < ∞ for p ∈ [1,∞), and ‖(q)s‖`∞ , sup
t≥0
‖(q(t))s‖ < ∞ for
p =∞, where ‖ · ‖ is any vector norm.
Definition 3. (Spatiotemporal norms) Given q(x, t) ∈ Rn ∀ x ∈ [0, `] and t ≥ 0, letQ , `p(R+,L2([0, `],Rn))
denote the Hilbert space with induced spatial L2 norm ‖q(t)‖L2 ,
√∫ `
0 q(x, t)T q(x, t)dx and truncated `p
signal norm ‖q‖Q , ‖(‖q(t)‖L2)s‖`p .
In this paper, there are two generalized coordinates θ and ξ such that q(x, t) , [θ(t), ξ(x, t)]T ∈ R2 where
θ : R+ 7→ R and ξ : [0, `]× R+ 7→ R.
III.C. Properties of the Underactuated Hybrid System
III.C.1. Kinetic Symmetry
The dynamics in Eq. (25) possesses kinetic symmetry [36] with respect to the spacecraft attitude θ, as the
inertia matrix Ms(x) per unit length is independent of θ. The kinetic symmetry with respect to θ in the
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absence of gravitational effects leads to symmetry in mechanics, satisfying Eq. (29).
∂K
∂θ
= ∂L
∂θ
= 0 (29)
z1 =
∂L
∂θ˙
=
∫ `
0
(m11θ˙ +m12ξ˙)dx, z˙1 =
d
dt
∂L
∂θ˙
= ∂L
∂θ
= 0 (30)
The above is true because the corresponding Lagrangian L is independent of θ. Note that the first
generalized angular momentum for the variable θ, which is denoted by z1, is given in Eq. (30).
III.C.2. Positive Definiteness and Uniform Boundedness of the Inertia Matrix
The positive definiteness and uniform bounds of the inertia matrix are used in the Lyapunov analysis of the
closed-loop system to prove exponential stability. The inertia matrix here, unlike rigid-body robot dynamics,
has axial stiffening component −p(x)ξ′2 in the m11 term due to the centrifugal force on the solar array, which
can make the inertia matrix non-positive definite. The effect of axial stiffing on the multibody dynamics is
studied in [17, 50]. Using the Sylvester’s criterion, we obtain the inequalities presented in Eq. (31) for the
positive definiteness of the Ms matrix.
Jθ/`+ 2
(
mR
(
(x+ r)2 + ξ2
)− p(x)ξ′2) > 0
2mRJθ/`+ 4m2Rξ2 − 4mRp(x)ξ
′2
> 0
(31)
These inequalities are always satisfied due to the small deflection assumption of the beam. Assuming constant
mR, the inequalities in the Eq. (31) can be simplified to Eq. (32).
2ξ2 − ξ′2((`− x)(`+ x+ 2r)) > − Jθ
`mR
(32)
The maximum of ((`−x)(`+x+2r)) occurs at x = 0. Equation (32) is satisfied if 2ξ2−ξ′2(`2+2`r) > − Jθ`mR .
This is used to define a domain of permissible displacement and strain envelope as 2ξ2+ Jθ`mR > ξ
′2(`2+2`r).
Let the bounds of the inertia matrix be given by using the spatial L2 norm as follows:
0 < σ1‖q(t)‖2L2 ≤
∫ `
0
qTMs(x, t)qdx ≤ σ2‖q(t)‖2L2 ; where q(t) = (θ, ξ)T (33)
The bounds are not uniform because they depend on the state ξ, if ξ →∞ both σ1 and σ2 grow unbounded.
In the configuration space of the system, ξ(x) at any time t is a function of the moment applied at that
location and ξ ≤ ξmax, where ξmax is the maximum strain that can be achieved before violating structural
constraints of the beam. For the Euler-Bernoulli beam considered, using the strain-moment relationship for
symmetric bending ξmax = hMmaxEI , where the thickness of the beam is 2h, Mmax is the maximum moment
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that can be applied at a point, E is the Young’s modulus and I is the moment of inertia respectively.
Therefore, we can always find σ1 and σ2, which are uniform bounds on the inertia matrix Ms.
III.D. Nonlinear ODE-PDE Control Law
The control objective is to ensure that the bus rotation angle θ(t) ∈ C2([0,∞)) tracks a desired attitude
trajectory θd(t) ∈ C2([0,∞)). The nonlinear control law is developed using the properties discussed in
Section III.C. To track a desired bus rotation trajectory θd, a reference rotation velocity signal, as shown in
Eq. (34), is computed by shifting the rotation velocity with the position error term in which λθ is a positive
value. The reference rotation acceleration is obtained by taking the time derivative of the Eq. (34):
θ˙r(t) = θ˙d(t)− λθ(θ − θd(t)) (34)
θ¨r(t) = θ¨d(t)− λθ(θ˙ − θ˙d(t)) (35)
The reference beam deflection signal ξr is computed by integrating Eq. (36). The reference signal ξr quantifies
the θ dynamics for the reference signal θr that is augmented with the error feedback term Kθ
(
θ˙ − θ˙r
)
, where
Kθ is a positive feedback gain.
m12ξ¨r +m11θ¨r + c11θ˙r + c12ξ˙r = Kθ(θ˙ − θ˙r) (36)
Using Eqs. (34), (35), and (36), and variables sθ = θ˙ − θ˙r and sξ = ξ˙ − ξ˙r, the control law is defined in
Eq. (37), where τ = (Mb(x, t))
′′
.
τ = m12θ¨r +m22ξ¨r − c12θ˙r + 2
(
δEIξ
′′
+ µEIδξ˙
′′)′′ −Kξsξ (37)
The closed-loop system with this controller is given in Eq. (39), where δ is a constant ∈ [0, 1], Kξ is a positive
feedback gain and qs(x, t) = [ sθsξ ].
Ks =
Kθ 0
0 Kξ
 ; D(δ, ξ′′ , ξ˙′′) =
 0
(1− δ)
(
2EIξ′′ + µ2EIξ˙′′
)′′
 (38)
∫ `
0
(
Msq˙s + Csqs +D(δ, ξ
′′
, ξ˙
′′
) +Ksqs
)
dx = 0 (39)
Notice that the parameter δ defines an auxiliary control input in the following sense. If δ = 1, the beam
bending stiffness term (Ss(x, t) in Eq. (28)) is completely nulled (e.g., via feed-forward control), and if δ = 0,
the beam bending dynamics are natural (uncompensated). For δ = 1, exponential stability of the closed-loop
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system is given in Theorem 1, and the robust stability against a bounded disturbance term is discussed in
Theorem 2.
Theorem 1. The closed-loop system, given in Eq. (40), with the control law Eqs. (34–37) and δ = 1, is
globally exponentially stable in the sense of spatial L2 norm, defined in Definition 1, assuming the feedback
gains Kξ,Kδ > 0 and the inertia matrix Ms is positive definite by Eq. (31) and uniformly bounded as in
Eq. (33). ∫ `
0
(Msq˙s + Csqs +Ksqs) dx = 0 (40)
Proof. The inertia matrix Ms, due to the properties discussed in Sections III.A and III.C.2, is used to
compute a spatial norm Eq. (41) for a Lyapunov-like stability analysis [28]:
VL =
1
2
∫ `
0
qTsMs(x, t)qsdx (41)
The time-derivative of VL is given as follows:
V˙L =
∫ `
0
qTsMsq˙sdx+
1
2
∫ `
0
qTs M˙sqsdx; where M˙s =
[
m˙11(ξ) 0
0 0
]
(42)
Using m˙11(ξ)2 = c11, and adding and subtracting c12(ξ, θ˙)sξsθ, it can be simplified to Eq. (43).
V˙L = −
∫ `
0
qTs Ksqs ≤ −
2K
σ2
VL (43)
In the above inequality, we used the uniform bounds on the inertia matrix as given in Eq. (33), and K =
min{Kθ,Kξ} > 0. Also, note that the skew-symmetric property of M˙s− 2Cs is used. Using the Comparison
Lemma [51], and the bounds on the inertia matrix, we obtain:
VL(t) ≤ exp
(
−2K
σ2
t
)
VL(0)∥∥∥[ sθ(t)sξ(x,t) ]∥∥∥2L2 ≤ σ2σ1 exp
(
−2K
σ2
t
)∥∥∥[ sθ(0)sξ(x,0) ]∥∥∥2L2∥∥∥[ sθ(t)sξ(x,t) ]∥∥∥L2 ≤
√
σ2
σ1
exp
(
−K
σ2
t
)∥∥∥[ sθ(0)sξ(x,0) ]∥∥∥L2
(44)
Therefore, the system in Eq. (40) converges exponentially to the manifold sθ = 0 and sξ = 0 for a positive
definite gain matrix in the sense of L2,
∫ `
0 (θ˙ − θ˙r)2dx → 0 and
∫ `
0 (ξ˙ − ξ˙r)2dx → 0, implying θ˙ → θ˙r and
ξ˙ → ξ˙r. To prove θ → θd, we need to subtract θ˙ from both sides of the Eq. (34) to obtain θ˙r(t)− θ˙ = θ˙d(t)−
θ˙−λθ(θ− θd(t)), and use the fact that
(
θ˙ − θ˙r
)→ 0 to form the first-order ODE, θ˙− θ˙d(t) = −λθ(θ− θd(t)).
This equation becomes e˙ = −λe with e = θ − θd(t), which implies e(t) = e(0) exp[−λθt] for any initial
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tracking error condition e(0) ∈ R. Thus θ → θd holds globally with an exponential rate of convergence
λθ > 0.
If δ 6= 1, the beam dynamics term D(δ, ξ′′ , ξ˙′′) is regarded as a bounded disturbance at the input of the
closed-loop system in Eq. (40), where δ ∈ [0, 1). The closed-loop dynamics in Eq. (39) can be written as the
following equation: ∫ `
0
(Msq˙s + Csqs +Ksqs) dx = −
∫ `
0
D(δ, ξ
′′
, ξ˙
′′
)dx (45)
In order to satisfy the structural constraints and the Euler-Bernoulli beam assumption, the term D(δ, ξ′′ , ξ˙′′)
must be bounded in the context of the Definitions 1-3. This situation can be generalized to a case when the
closed-loop system in Eq. (40) has a bounded perturbation
∫ `
0 d(x, t)dx at the input, as defined in Theorem 2.
The stability of the closed-loop system in Eq. (45) is essential for tracking a trajectory when δ 6= 1 with a
bounded tracking error. In the Theorem 2, we prove the finite-gain `p stability of the closed-loop system in
Eq. (40) in the sense of spatial L2 norm by approximating −
∫ `
0 D(δ, ξ
′′
, ξ˙
′′)dx in the Eq. (45) as a general
bounded disturbance term
∫ `
0 d(x, t)dx as an the input to the closed-loop system in Eq. (40).
Theorem 2. The closed-loop system, given in Eq. (40), with a bounded perturbation at the input of the form∫ `
0 d(x, t)dx =
∫ `
0
([
δθ
δξ
]
+
[
γθ 0
0 γξ
]
[ sθsξ ]
)
dx exponentially converges to the error ball, limt→∞
∥∥∥[ sθ(t)sξ(x,t) ]∥∥∥L2 →
σ2γ∞
σ1K
, assuming that the inertia matrixMs is positive definite by Eq. (31) and uniformly bounded by Eq. (33).
Also, it is assumed that the nonvanishing perturbation term at the origin, δL2(t) =
∥∥∥[ δθδξ ]∥∥∥L2 satisfies the
bound supt≥0 |δL2(t)| ≤ γ∞. Note that the functions γθ, γξ : R→ R are nonnegative and continuous ∀ t ≥ 0
and γ∞ is a positive constant. Furthermore, Eq. (40) is finite-gain `p stable ∀ p ∈ [1,∞] in the sense of
spatial L2 norm, given that the `p time norm of δL2(t) is bounded, as in ‖(δL2(t))s‖`p ≤ γp, where γp is a
positive constant.
Proof. We proceed to take the VL as in Eq. (41), VL = 12
∫ `
0 q
T
sMs(x, t)qsdx. Using the skew-symmetric
property of M˙s − 2Cs, its time-derivative simplifies to the following Eq. (46).
V˙L ≤ − 2
σ2
min{Kθ,Kξ}VL + 2
σ1
max{γθ, γξ}VL +
∫ `
0
(sθδθ + sξδξ)dx (46)
Let K ,
(
min{Kθ,Kξ} − σ2σ1 max{γθ, γξ}
)
. For sufficiently large Kθ,Kξ > 0, we can prove K > 0, ∀ t ≥ 0.
Using the Cauchy-Schwarz inequality,
V˙L ≤ −2K
σ2
VL +
∥∥∥[ sθ(t)sξ(x,t) ]∥∥∥L2
∥∥∥[ δθδξ ]∥∥∥L2 (47)
≤ −2K
σ2
VL +
√
2VL
σ1
δL2(t) (48)
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Using the transformationW =
√
VL, followed by application of the Comparison Lemma [51] and the uniform
bounds on the inertia matrix Eq. (33), we get the following inequality in terms of spatial L2 norm of states.
∥∥∥[ sθ(t)sξ(x,t) ]∥∥∥L2 ≤
√
σ2
σ1
exp
(
−Kt
σ2
)∥∥∥[ sθ(0)sξ(x,0) ]∥∥∥L2 + 1σ1
∫ t
0
(
δL2(τ) exp
(
−K(t− τ)
σ2
))
dτ (49)
Given that supτ≥0 |δL2(τ)| ≤ γ∞, moving it to outside the integral and expanding the integral, we get the
following inequality.
∥∥∥[ sθ(t)sξ(x,t) ]∥∥∥L2 ≤
√
σ2
σ1
exp
(
−Kt
σ2
)∥∥∥[ sθ(0)sξ(x,0) ]∥∥∥L2 + σ2γ∞σ1K
(
1− exp
(
−Kt
σ2
))
(50)
By taking a limit t→∞ on both sides of Eq. (50), we get the bound, limt→∞
∥∥∥[ sθ(t)sξ(x,t) ]∥∥∥L2 → σ2γ∞σ1K , on the
spatial L2 norm of the states. Taking `p norm on both sides of the Eq. (49), with qs(x, t) = [sθ, sξ], we get
the following inequality.
‖qs‖Q ≤
√
σ2
σ1
‖qs(x, 0)‖L2
∥∥∥∥exp(−Ktσ2
)∥∥∥∥
`p
+ 1
σ1
∥∥∥∥exp(−Ktσ2
)∥∥∥∥
`1
‖δL2(t)‖`p (51)
≤
√
σ2
σ1
‖qs(x, 0)‖L2 ζ +
σ2
Kσ1
‖δL2(t)‖`p (52)
≤
√
σ2
σ1
‖qs(x, 0)‖L2 ζ +
σ2γp
σ1K
(53)
In Eq. (52), ζ = 1 if p =∞ and ζ = 1
(Kp/σ2)
1
p
if p ∈ [1,∞). Thus, the closed-loop system with bounded dis-
turbance is shown to be finite-gain time-signal `p norm stable with `p and L2 norms defined in Definitions 1-3
using Theorem 5.1 in [51].
Remark. Theorem 1 offers global exponential stability in the spatial L2 norm sense under the implicit
assumption that the underlying Euler-Bernoulli beam model remains valid globally; i.e., for all bending states
with arbitrarily large strain energy. In practice, overloading physical beams causes plastic deformations which
violate elastic beam model assumptions. To mitigate this issue, an auxiliary momentum management control
system [10] is often needed to reduce strain levels before the onset of plasticity is allowed to occur.
In the control law in Eq. (37), not canceling the beam dynamics completely is a convenient way to add
bounded disturbance at the input during simulations and experiments. The dynamics and the control laws
discussed so far are all in PDE form. In the following section, we will discuss the implementation of the
closed-loop system for simulations and experimental validation using finite-dimensional approximations of
the system dynamics. The values of γξ and γθ that can be overcome with a high gain depends on the actuator
saturation limits.
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IV. Control Implementation and Simulation Results
IV.A. Galerkin Formulation
The ODE-PDE model is discretized to obtain an ODE model using the Galerkin method [12, 15] for numerical
simulations and experiments. The beam deflection is approximated as ξ(x, t) = φT (x)η(t), where φ(x) and
η(t) are continuously differentiable functions with respect to x, t respectively. φ(x) are Galerkin functions.
These functions comprise an approximation of the basis for the space of possible deflections of the flexible
beam. The discretization is implemented by minimizing the weighted residual of the ξ(x, t) dynamics (see
Eq. (54)).
∫ `
0
φ
(
mR (r + x) θ¨ +mRξ¨ −mRθ˙2ξ −
(
θ˙2p(x)ξ
′)′
+
(
EIξ
′′
+ µEIξ˙
′′)′′ −M ′′b (x, t)) dx = 0 (54)
The Galerkin functions φj(x), where j ∈ {1, 2, 3, 4}, in Eq. (55) are taken from [15], and are chosen to satisfy
boundary conditions. We use four Galerkin functions φ = [φ1(x), φ2(x), φ3(x), φ4(x)]T , which describe
dynamics sufficiently for tracking a sinusoidal attitude trajectory and slewing shown here, as the frequency
of the trajectory chosen is well below the first mode of the composite beam.
φj(x) = 1− cos
(
jpix
`
)
+ 12(−1)
j+1
(
jpix
`
)2
(55)
IV.B. Dynamics in Galerkin Form
The equations of motion in Galerkin form are given in Eq. (56). The matrices [A], [B], and [C] are used
to define the mass matrix [Mg] and the gyroscopic cross coupling terms in matrix [Cg]. The matrix [E]
corresponds to beam stiffness. The matrices in Eq. (59) are referred to as Galerkin matrices in this paper.
[Mg]
θ¨
η¨
+ [Cg]
θ˙
η˙
+
 0
2[E](η + µη˙)
 =
 0∫ `
0 2φM
′′
b dx
 (56)
[Mg] =
m11g m12g
m21g m22g
 =

(
Jθ + 2
∫ `
0 mR (x+ r)
2
dx+ 2ηT ([A]− [B])η
)
2[C]
2[C]T 2[A]
 (57)
[Cg] =
c11g c12g
c21g c22g
 =
2η˙T ([A]− [B])η 2ηT ([A]− [B]) θ˙
−2([A]− [B])ηθ˙ 0
 (58)
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[A] =
∫ `
0
mRφφ
T dx, [B] =
∫ `
0
pφ
′
φ
′T dx,
[C] =
∫ `
0
mR(x+ r)φT dx, [E] =
∫ `
0
φ(EIφ
′′T
)′′dx
(59)
IV.C. Computation of Voltage Signal from Control Signal
The voltage signal, which is the input to the PZT actuator, is computed from the control signal in Galerkin
form
∫ `
0 2φM
′′
b dx during experiments as follows. For n discrete PZT actuators bonded onto the solar array
(see Fig. 2b), the moment produced can be modeled as described in Eq. (12), which is used in the following:
τ =
∫ `
0
φM
′′
b dx (60)
=
∫ `
0
φ
n∑
i=1
ciVi(t) (u(x− l1i)− u(x− l2i))
′′
dx (61)
=
n∑
i=1
ciVi(t)
∫ `
0
φ (u(x− l1i)− u(x− l2i))
′′
dx (62)
where the function u is a step function, whose derivative is the Dirac delta function δd. The term∫ `
0 φ (u(x− l1i)− u(x− l1i))
′′
dx can be simplified to
∫ `
0 −φ
′ (δd(x− l1i)− δd(x− l1i) dx using integration by
parts. Using the shifting property of the impulse function, we get Eq. (63):
τ =
n∑
i=1
ciVi(t)
(
φ
′
(l2i)− φ′ (l1i)
)
(63)
With two PZT actuators on the beam, the voltage signal is computed using Eq. (63) as follows:
Φ
V1
V2
 = τ, where Φ =

φ
′
1 (l21)− φ
′
1 (l11) φ
′
1 (l22)− φ
′
1 (l12)
φ
′
2 (l21)− φ
′
2 (l11) φ
′
2 (l22)− φ
′
2 (l12)
φ
′
3 (l21)− φ
′
3 (l11) φ
′
3 (l22)− φ
′
3 (l12)
φ
′
4 (l21)− φ
′
4 (l11) φ
′
4 (l22)− φ
′
4 (l12)

, (64)
V1
V2
 = (ΦTΦ)−1 ΦT τ (65)
Equation (65) is the optimal least squares solution to Eq. (64), assuming all the columns of Φ are independent.
The model can be simplified to the case with one PZT by removing the second column of the Galerkin function
dependent matrix in Eq. (64).
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IV.D. Nonlinear Controller in Galerkin Form
The reference signal ξr can be approximated using Galerkin functions as ξr = φT (x)ηr(t) assuming it satisfies
the boundary conditions on ξ. The control law discussed in Section III.D can be expressed in Galerkin form
by minimizing the weighted residual.
sθ = θ˙ − θ˙r, sξ = φT (η˙ − η˙r)
m12g η¨r + c12g η˙r = Kθ(θ˙ − θ˙r)`−m11g θ¨r − c11g θ˙r (66)
τ =
∫ `
0
2φM
′′
b dx = m21g θ¨r +m22g η¨r + c21g θ˙r + 2δ[E](η + µη˙)−Kξ
∫ `
0
φφT dx (η˙ − η˙r) (67)
The control effort given in Eq. (67) is used to compute the voltage using Eq. (65).
IV.E. Simulation Results
In this section, we apply the proposed control law to a cylinder with flexible composite beams as shown
in Fig. 4. The model corresponds to the experimental setup described in Section V, whose nominal design
parameters are given in Table 1. We simulate numerically the closed-loop system for controlled rotation of
the cylinder by applying a voltage to the piezoelectric actuators on the beam. Here we track a sinusoidal
signal of amplitude 0.001 radians and frequency 0.02 Hz, and slew from a zero initial attitude to 0.001 radians
for different values of δ. We present results for two cases: 1) Configuration 1: with only ‘PZT LEFT 1’ and
‘PZT RIGHT 1’ active (see Fig. 4), and 2) Configuration 2: Distributed configuration, with all four PZT
actuators active. The numerical implementation of the closed-loop discretized system in ODE form is shown
in Fig. 3.
Galerkin Matrices
Desired 
Attitude
Trajectory
Reference 
Attitude
Trajectory 𝜽𝜽𝒓𝒓
Reference 
Solar Array Motion
Trajectory 𝜼𝜼𝐫𝐫
Discretized 
PDE control Law
Discretized 
(PDE-ODE) 
Dynamics
Deflection and 
Attitude Sensors
Figure 3: Closed-loop ODE system as implemented in Simulink for simulations.
The Galerkin matrices are computed using Eq. (59) for the configuration shown in Fig. 4. Using the
Galerkin matrices, the closed-loop system defined by the ODE given in Eqs. (56)-(59) and Eqs. (66)-(67)
can be integrated using Euler’s method. The Galerkin matrices are computed oﬄine for the nominal design
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Table 1: Physical, geometrical and structural parameters of bus, array, and PZT.
` 29.7× 10−2 m Eb 68.9 GPa Ep 66 GPa
tb 0.45× 10−3 m ρb 2738 kg/m3 ρp 7800 kg/m3
w 0.036 m µ 10−4 tp 0.48× 10−3 m
d31 190× 10−12 m/V `11 1.1× 10−2m `21 8.144× 10−2 m
`12 8.614× 10−2 m `22 15.858× 10−2 m r 0.6× 10−2
Jθ 1.0759× 10−6 m
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CYLINDER
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𝑙𝑙22
Figure 4: Front and top view of the experimental setup.
parameters. The closed-loop system is simulated using Simulink with the Galerkin matrices. The trajectory
tracking and slewing is achieved for δ = {0, 0.5, 1} with the gain values specified in the figures.
For configuration 1, we present results for δ = {1, 0.5, 0}; see Figs. 5–7 for trajectory tracking, and
Figs. 8–10 for slewing. If the closed-loop simulation i performed with the same gain values for the three δ
values, it was observed that the tracking error is inversely proportional to the δ value in the range [0, 1]. For
δ = 1, trajectory tracking is achieved exponentially fast. The voltage signals were computed from the control
signal oﬄine using Eq. (65). Note that the maximum voltage required to do the tracking and slewing is well
within ±200 V, which is the saturation limit of the PZT actuators used in experiments. It is observed that
controller 1 predominantly uses the first free vibration mode of the beam to achieve tracking. For slewing
results, the time required to reach steady state is increased for smaller δ. Figures 11–12 show tracking and
slewing in configuration 2. Based on these simulation results, experiments are performed for values of δ for
which control effort is within ±200 V.
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Figure 5: Trajectory tracking (simulation) for δ = 1 with gains λθ = 3, and Kθ = 0.5, Kξ = 0.5.
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Figure 6: Trajectory tracking (simulation) for δ = 0.5 with gains λθ = 3, Kθ = 0.5, Kξ = 0.5.
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Figure 7: Trajectory tracking (simulation) for δ = 0 with gains λθ = 3, Kθ = 0.5, Kξ = 0.5.
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Figure 8: Slewing (simulation) for δ = 1 with gains λθ = 3, Kθ = 0.5, Kξ = 0.5.
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Figure 9: Slewing (simulation) for δ = 0.5 with gains λθ = 3, Kθ = 0.5, Kξ = 0.5.
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Figure 10: Slewing (simulation) for δ = 0 with gains λθ = 3, Kθ = 0.5, Kξ = 0.5.
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Figure 11: Trajectory tracking (simulation) for δ = 0.5 in configuration 2 with gains λθ = 3, Kθ = 0.5,
Kξ = 0.5.
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Figure 12: Trajectory tracking (simulation) for δ = 0 in configuration 2 with gains λθ = 3, Kθ = 0.5,
Kξ = 0.5.
0 5 10
time (seconds)
0
0.5
1
1.5
ro
ta
tio
n 
(3)
 in
 ra
dia
ns
#10-3
3d
3
(a) Slewing
0 5 10
time (seconds)
0
0.2
0.4
0.6
0.8
1
sl
ew
in
g 
er
ro
r (3
d 
-
 
3 
) in
 ra
dia
ns #10-3
(b) Slewing error
0 5 10
time (seconds)
0
10
20
30
40
Vo
lta
ge
 (V
)
Voltage signal-PZT1
Voltage signal-PZT2
(c) Control effort
Figure 13: Slewing (simulation) for δ = 0.5 in configuration 2 with gains λθ = 3, Kθ = 0.5, Kξ = 0.5.
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Figure 14: Slewing (simulation) for δ = 0 in configuration 2 with hains λθ = 3, Kθ = 0.5, Kξ = 0.5.
V. Experiments
V.A. Actuator Model Validation
The quasi-static actuator model in Eq. (11) is validated using a cantilever beam setup (see Fig. 15). The
system parameters of the setup are given are `ba = 24.4× 10−2 m, `1pa = 0.9× 10−2 m, `pa = 7.244× 10−2
m. The beam and PZT density are listed in Table 1.
(a) Beam test setup
BEAM
PZT
𝑙𝑙𝑏𝑏𝑏𝑏
𝑙𝑙1𝑝𝑝𝑏𝑏 𝑙𝑙𝑝𝑝𝑏𝑏
(b) Beam schematic
Figure 15: Open-loop beam experimental setup.
The cantilever beam dynamics in PDE form is given in Eq. (68) (see [12]). The Galerkin method was
used to discretize the PDE equation to form the ODE in Eq. (69).
mRξ¨ +
(
EIξ
′′
+ µEIξ˙
′′)′′ −M ′′b (x, t) = 0 (68)(∫ `ab
0
mRφφ
T dx
)
η¨ +
(∫ `ab
0
φ
(
EIφ
′′T )′′
dx
)
(η + µη˙)−
∫ `ab
0
φM
′′
b (x, t)dx = 0 (69)
In Figs. 16, we compare the open-loop response of the beam computed from simulations against results
measured using the Vicon motion capture system during experiments at the tip of the beam.
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Figure 16: Open-loop experiment vs simulation, beam tip deflection.
For a sinusoidal input, the frequency of the simulated response matches experimental results. The
amplitude of the response is not an exact match because 1) we assume there is perfect bonding between the
beam and PZT, 2) the beam is fixed at the root using a ‘C-clamp’, which is not an ideal cantilever beam,
and 3) the Vicon marker effect on the beam is not modeled. We proceed and use this model in the real time
experiments as the difference between the simulation and experiments can be compensated with additional
control effort (it can be considered as a bounded uncertainty at the input of the system Eq. (25)).
V.B. SASA Experimental Setup
The experimental setup is shown in Fig. 18a, which includes SASA setup, Vicon system, amplifiers, and the
controller. The top and side view of the SASA setup are shown in Fig. 18. The setup has a cylinder, a
beam, and two plates. The properties of the beam and PZT used are given in Table 1. The cylinder has a
slot machined using wire cut Electrical Discharge Machining (EDM), through which beam is fitted to the
cylinder. The ball bearings are secured to the plates using an interference fit and the cylinder is press fit into
the inner bearing race. Two ball bearings are used to resist torques perpendicular to the axis of the cylinder,
and to allow rotation about the cylinder axis. Here we used a T120-A4E-602 PZT sheet manufactured by
Piezo Systems, Inc. with a maximum input voltage of ±200 V.
Two PZTs are bonded on each side of the beam using supergluea (the above cantilever beam experiments
used this bonding agent as well), for asymmetric actuation. A voltage signal is supplied to the PZT amplifiers
using a Humusoft MF624 controller, which can produce up to ±10 V. We use linear amplifiers manufactured
by Piezo systems to amplify the voltage supplied by the controller before applying it across the PZTs. The
real-time code for experiment was setup in Matlab using Simulink R© Desktop real-timeTM toolbox. For
aLoctiteR© Super Glue
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computation of derivatives and integrals we used the discrete time function blocksb available in Simulink R©.
The flowchart in Fig. 20 shows the flow of the real-time implementation. As seen in Fig. 20, we use three
Vicon cameras to measure the beam deflection and cylinder rotation. The Vicon system communicates with
the controller (i.e., a desktop computer with the Humusoft controller) using a local wireless area network.
CYLINDER
PLATE 1
PLATE 2
PZT
(a) Side view
AMPLIFIER
(b) Top view with amplifiers
Figure 17: SASA setup views
(a) SASA experimental setup
Vicon
System
Controller 
(Humusoft & 
Computer)
SASA 
Experimental
Setup
Camera1
Camera2
Camera3
Voltage
(b) Schematic of SASA test setup
Figure 18: SASA setup
The properties in Table 1 are estimated using physical properties of the aluminum beam, cylinder, and
steel ball bearings. The experimental system is built to be symmetric so that measurements from a single
beam can be used to compute control effort during the real-time experiments. To use the dynamics and
control law derived, we transform the Vicon system world coordinate system, ea1 and ea2 , to an inertial
coordinate system fixed to the center of the cylinder, ec1 and ec2 . Note that in Figs. 4, 18a, and 19, there
are 12 Vicon markers at 6 locations on each beam. The x and y coordinates of these Vicon markers are
measured in ea1 and ea2 , and then transformed to coordinate system ec1 and ec2 to compute deflection at
these locations. The deflection at the 6 Vicon marker locations is computed by solving an inverse kinematic
problem given in Eq. (70), where θ is measured using the Vicon marker as shown in Fig. 19.
bhttp://www.mathworks.com/help/simulink/discrete.html
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Figure 19: Top view of the setup showing coordinate systems used in experiments.
r + x
ξ
 =
 cos(θ) sin(θ)
− sin(θ) cos(θ)

x
y
 (70)
Let the deflection measured at the 6 Vicon marker locations (with distances from root [`v1 `v2 `v3 `v4 `v5 `v6 ])
using the Vicon system be ξexp = [ξ1 ξ2 ξ3 ξ4 ξ5 ξ6]. The measurements ξexp are used to compute η for the
four Galerkin functions in Eq. (71). The derivatives θ˙ and η˙ are estimated using discrete derivatives of the
computed θ and η values from Vicon measurements.
ξTexp =

φ1(`v1) φ2(`v1) φ3(`v1) φ4(`v1)
φ1(`v2) φ2(`v2) φ3(`v2) φ4(`v2)
φ1(`v3) φ2(`v3) φ3(`v3) φ4(`v3)
φ1(`v4) φ2(`v4) φ3(`v4) φ4(`v4)
φ1(`v5) φ2(`v5) φ3(`v5) φ4(`v5)
φ1(`v6) φ2(`v6) φ3(`v6) φ4(`v6)

η (71)
V.C. SASA Open-loop Simulation versus Experiments
For the open-loop results, we measure the bus rotation due to an applied voltage across ‘PZT RIGHT 1’
and ‘PZT LEFT 1’ on the beam. The estimation errors are seen clearly in Fig. 21, which illustrates a
comparison of open-loop simulation and experimental results. The response to a sinusoidal input is a good
match. For the step input, simulations predict larger rotation. This difference is due to the estimation of
system parameters and not modeling the ball bearing friction. In spite of the modeling errors, the closed-loop
system achieves the control objectives (see Section. V.D for details).
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Figure 20: Closed-loop ODE system as implemented in Simulink for experiments.
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Figure 21: Open-loop experiment versus simulation, bus rotation.
V.D. Control Experiment Results
The experimental setup described above is used to test the control law. Based on the simulation results, we
test the controller in configuration 1 for δ = {1, 0.5, 0} (Figs. 22–29) and in configuration 2 for δ = {0.5, 0}
(Figs. 28–31). Similar to the simulation, we track a sinusoidal signal of amplitude 0.001 radians, with a
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frequency of 0.02 Hz, and slew to 0.001 radians from a zero initial angle. As mentioned earlier, the real-
time code was implemented using Simulink Desktop real-time toolbox. For all the δ values listed earlier we
achieve the control objectives. The measurements are made and control signal is applied to PZTs at the
same frequency (100 Hz) during the experiment. For the trajectory being tracked, frequencies around 50 HZ
to 60 Hz were exciting the a natural mode of the entire setup. In configuration 2, the PZTs on each side
become more active as the δ value is reduced toward zero. Note that the controllers work notwithstanding
the modeling errors and parametric uncertainties. The control effort computed by the control algorithm
during experiments is at least 20 Volts more than predicted during simulations.
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Figure 22: Trajectory tracking (experiment) for δ = 1 with gains λθ = 1.5, Kθ = 0.5, Kξ = 0.5.
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Figure 23: Trajectory tracking (experiment) for δ = 0.5 with gains λθ = 1.5, Kθ = 0.5, Kξ = 0.5.
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Figure 24: Trajectory tracking (experiment) for δ = 0 with gains λθ = 2, Kθ = 0.5, Kξ = 0.5.
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Figure 25: Slewing (experiment) for δ = 1 with gains λθ = 1, Kθ = 0.25, Kξ = 0.5.
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Figure 26: Slewing (experiment) for δ = 0.5 with gains λθ = 1, Kθ = 0.25, Kξ = 0.5.
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Figure 27: Slewing (experiment) for δ = 0 with gains λθ = 1, Kθ = 0.25, Kξ = 0.5.
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Figure 28: Trajectory tracking (experiment) for δ = 0.5 in configuration 2 with gains λθ = 2, Kθ = 0.5,
Kξ = 0.5.
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Figure 29: Trajectory tracking (experiment) for δ = 0 in configuration 2 with gains λθ = 2, Kθ = 0.5,
Kξ = 0.5.
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Figure 30: Slewing (experiment) for δ = 0.5 in configuration 2 with gains λθ = 2, Kθ = 0.5, Kξ = 0.5.
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Figure 31: Slewing (experiment) for δ = 0 in configuration 2 with gains λθ = 2, Kθ = 0.5, Kξ = 0.5.
VI. Conclusion
In this paper, we derived nonlinear equations of motion that describe the one-degree-of-freedom rotation
of a spacecraft with Strain-Actuated Solar Arrays (SASA), and presented a novel control technology with a
new Ordinary Differential Equations (ODE)-Partial Differential Equation model (PDE) control algorithm.
The equations of motion form a nonlinear ODE-PDE system, with ODE describing bus rotation and PDE
describing solar array flexible dynamics. The attitude control objective was achieved using the inertial
coupling between the cylinder and the flexible appendage. The control law computes the beam dynamics
required to achieve the desired attitude and actuates the flexible beam using the distributed actuation using
an actuator to control mapping. The attitude tracking control law is designed in terms of a variable δ
that scales with the stiffness term to simulate an uncanceled or partially canceled beam dynamics. The
exponential stability of the closed-loop system for δ = 1 corresponding to full beam dynamics cancellation
with a feed-forward term was proven. The closed-loop system was simulated for different δ values to verify
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trajectory tracking and slewing. To test the control algorithms in real-time, we developed an experimental
setup. The setup includes a cylinder and a beam connected using an interference fit. Strain actuation in
the beam was achieved using piezoelectric actuators (PZT). The quasi-static actuator model used for SASA
experiments was validated by comparing tip deflections of a cantilever beam obtained from simulations
against experimental measurements. We achieved controlled cylinder rotation using beam strain-actuation
on the experimental setup, which validates the SASA control algorithm. Strain-actuation was extended to
a distributed actuation configuration with multiple PZTs. This model was used to test the controllers in a
distributed configuration for trajectory tracking and slewing.
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