ABSTRACT In this paper, we investigate the security threats in mobile edge computing (MEC) of Internet of things, and propose a deep-learning (DL)-based physical (PHY) layer authentication scheme which exploits channel state information (CSI) to enhance the security of MEC system via detecting spoofing attacks in wireless networks. Moreover, three gradient descent algorithms are adopted to accelerate the training of deep neural networks, which enables smaller computation overheads and lower energy consumptions. In addition, the maximum likelihood function of multi-user authentication method is derived, which explains why cross entropy is chosen as the loss function. The vectorization cost function is also derived. The mini batch scheme and 2 regularization are adopted to improve training accuracy and avoid over-fitting, respectively. Moreover, the simulation and experimental results show that the DL-based PHY-layer authentication approaches can distinguish multiple legitimate edge nodes from malicious nodes and attacker by CSIs, effectively. Our proposed method supports a better performance compared with the traditional hypothesis test based method.
I. INTRODUCTION
Mobile edge computing (MEC) provides data storage, computing and application services with edge nodes (sensors, smartphones, wearable devices and self-driving cars) and plays an important role in Internet of things (IoT). Most of the edge nodes have limited computation, energy and communication resources, in which it is impossible to conduct data caching and follow traditional security protocols [1] - [4] . Located at the edge of the heterogeneous networks and physically closer to attackers, the edge nodes encounter more serious security issues compared with cloud servers and data centers.
envisions a collaborative framework to provide guaranteed and fast delivery of requested services to edge nodes. However, current intrusion detection methods rely on verifying the integrity and authenticity of the data from cluster head by digital signatures, certificates and timestamps. Once the data lacks authenticity, or the identity information of the sensor node is forged, the related attacks will not be detected. More importantly, the security protocols based on conventional cryptographic techniques need heavy computation or lead to long key management overheads, which are not the optimal security solutions for resource-restrained edge terminals.
Physical (PHY) layer authentication [13] - [15] can address the dilemma of limited resources and high security requirements in MEC systems. Unlike traditional cryptography methods, which are based on computational complexity, PHY-layer authentication exploits the spatial decorrelation property of the physical layer information, such as received signal strength indicators (RSSIs) [16] , received signal strength (RSS) [17] , [18] , channel state information (CSI) [19] - [21] and hardware fingerprints [22] , to discriminate legitimate edge nodes, attackers and malicious nodes. However, all the PHY-layer authentication methods mentioned above are based on the hypothesis test which needs the known radio propagation and spoofing model, or a large number of training data to get the test threshold. Moreover, due to the complexity and variability of channels in practical wireless environments, the PHY-layer authentication schemes, which are based on hypothesis test, cannot distinguish multiple users simultaneously. These schemes can no longer achieve the similar level of performance in multi-user scenarios.
The proposed deep-learning (DL)-based PHY-layer authentication utilizes spatial heterogeneity of wireless channels. It can distinguish multi-users such as legitimate edge nodes, attackers and malicious nodes without a test threshold, which means that the novel methods can adapt to different environments. The main contributions of our work can be summarized as follows:
1) The DL-based multi-user authentication scheme has been proposed to enhance the security of MEC system. Three gradient descent methods are adopted to accelerate the trainings of deep neural networks, which enables smaller computation overheads and lower energy consumptions. Moreover, we analyze the convergence speed and performance of different authentication algorithms by the authentication success rate. 2) The maximum likelihood function of multi-user authentication in training phase is derived, which explains why cross entropy is chosen as the lost function. Moreover, the vectorization cost function of multi-user authentication is given in this paper. 3) Simulation and experimental results show that the proposed DL-based PHY-layer authentication can achieve a better performance compared with the conditional hypothesis test approach.
The rest of this paper is organized as follows. Related works are reviewed in Section II. We describe the system model in Section III and present the DL-based multi-user authentication in Section IV. The simulation and experimental results are presented in Section V and Section VI, respectively. Finally, Section VII concludes this paper.
The symbols used in this article are briefly described as follows. Uppercase bold letters are used for the matrix (e.g., X, Y , W ,) and lowercase bold letters for vectors (e.g., x i , y i ). The elements are represented by the letters or the letters with subscripts and not bold (e.g., n l , L).
II. RELEATED WORKS
Physical layer authentication exploits the diversity of wireless channels and short-term reciprocity to identify legitimate users and distinguish illegal users. Xiao et al. [19] proposed the PHY-layer authentication method which exploits the channel response to discriminate the legitimate users and spoofers. They used a generalized likelihood ratio test (GLRT) to detect the spoofing attacks under the frequency-selective fading channels. The literature [20] , [21] improved the authentication method in [19] by considering the channel-phase response and power spectral densities, respectively.
Meanwhile, some scholars pursue the PHY-layer authentication by exploring other wireless channel characteristics, such as received signal strength indicators (RSSIs), received signal strength (RSS), radio fingerprints (RF), etc. PHY-layer authentication techniques exploiting the spatial decorrelation property have been used to detect spoofing attacks. The spatial correlation of RSSIs was exploited in [16] to resist the spoofer. Literature [17] , [18] exploit RSS to achieve physical layer authentication. The channel impulse responses are used in articles [23] - [25] to discriminate the transmitters in wireless networks.
Actually, the two main research directions are currently being explored, which are how to effectively obtain wireless channel information (e.g., CSI), and how to determine optimal authentication thresholds. Reference [26] proposed an CSI estimation method based on basis expansion model to improve the performance of physical layer authentication under high speed movement. However, the traditional PHY-layer authentication cannot achieve high performance, especially in multi-user scenarios. Deep learning (DL) approaches are gaining popularity as new strategies to determine optimal.
Deep learning algorithms have been used to improve the wireless network security. The paper [27] presented a novel deep-learning-based indoor fingerprinting system using CSI, which can achieve the indoor localization. The work [28] proposed a Rayleigh fading channel prediction approach with deep neural networks in wireless communication. The machine learning algorithm was adopted to enhance IoT security through PHY-layer authentication in [29] . The article [30] investigated the mobile offloading and caching procedures for mobile edge computing system, and presented light-weight authentication and secure collaborative caching schemes to protect data privacy. Reinforcement learning algorithm was used in this paper to protect mobile edge nodes from jammer attacks in accessing the edge contents.
III. SYSTEM MODEL
A proposed DL-based multi-user authentication scheme, which enhances the security of MEC system, is shown in Fig. 1 . The edge nodes, such as, self-driving car, selfdriving drone, printer and camera, have limited computation and communication resources, in which we can adopt DL-based authentication method to enhance the data security. Specifically, we can perform uplink PHY-layer access authentication or PHY-layer data authentication on MEC server when the edge nodes need low latency and high reliability.
The PHY-layer authentication relies on traditional authentication. As shown in Fig. 2 (a) , the PHY-layer authentication has been introduced in MEC systems. First, the node X sends the identity information to the MEC server, and the MEC server requests the upper layer protocol authentication from the authentication center. Then, the authentication center sends an authentication response to the MEC server. After the protocol authentication is confirmed, the uplink PHY-layer authentication is performed on the MEC server. At last, the downlink physical layer authentication is performed in the node X . The entire PHY-layer access authentication process is completed.The PHY-layer data authentication is performed after the node X and MEC server implement access authentication. Then, the MEC server will perform the PHY-layer data authentication for each received packet.It will be performed to check data integrity against the malicious modification of data. If the edge nodes are lack of computation resource, we can perform PHY-layer data authentication in MEC server. As shown in Fig. 2 (b) , we propose a mobile edge computing attack scenario in IoT that can be solved by the physical layer data authentication.
Attacker impersonates edge node 1 via claiming its media access control (MAC) address as edge node 1's. The MEC server has to verify whether the i-th signal is sent by the attacker, edge node or malicious node. Without loss of generality, we assume that the channel information of legitimate transmitters (edge node and authorized malicious node) is available to us. The attacker appears randomly on the circumference with edge node 1 as the center and a safe distance as the radius. Due to the spatial decorrelation of wireless radio channels, the CSIs of each legitimate nodes, attacker and malicious nodes are different.
As shown in Fig. 3 , we introduce a deep learning approach to complete channel authentication and spoofer detection in a MEC system. At step 1, all the edge nodes access the MEC server with time division duplexing (TDD) method, and send message to the MEC server through different time slots. Then, the MEC server estimates the CSIs of each edge nodes by pilots, and processes the CSIs to the input samples of DNN. We train the deep neural network based on the CSIs of different users and the corresponding tags at step 2. At last, we authenticate the transmitter by the i-th CSI in MEC server through the well-trained DNN. The time between two CSIs should be within the channel coherent time. Otherwise, the authentication expires and returns to step 1. Then retrain the DNN and update the parameter of DNN. The new system parameter will be used for PHY-layer authentication. The validity period of the authentication (τ 0 ) is proportional to the channel coherence time. Important symbols and notations are summarized in Table 1 .
IV. DEEP-LEARNING-BASED MULTI-USER AUTHENTICATION
Generally speaking, DNN is a deeper version of artificial neural network (ANN) through increasing the number of hidden layers in order to improve the ability in representation or classification. Hornik proved that DNN containing enough neurons in the hidden layer can approach a continuous function of arbitrary complexity and precision [31] . Thus, it can be used to accomplish the classification of CSIs belonging to different edge nodes. The previous CSIs of different edge nodes and corresponding tags will be used to train the network. The latest CSIs tag generated by well-trained DNN will be exploited to discriminate the transmitter.
We reveal a typical DNN, which includes an input layer, multi hidden layers and an output layer in Fig. 4 . As shown in the upper right corner of the figure, the input of each neuron is the output of the upper neuron multiplied by the corresponding coefficient, and the output of each neuron is the input activated by activation function. The activation function may be the Sigmoid function, the rectified linear unit (Re-LU) function or the Soft-max function, defined as f 1 (z) = 
, respectively. Where z is a vector; · 1 represents the 1 -norm. The output of the l-th hidden layer is given by:
where l = 0, 1, · · ·, L, W l denotes the weight matrix connected the l-th layer and the previous layer, Z l is the output of l-th layer, and Z 0 represents the input X. The
is the l-th layer threshold matrix which consists of the hidden layer threshold vector ξ l . f l activation (·) denotes the activation function of l-th layer, and usually uses the Re-LU function. In the DNN training phase, the CSIs of ϕ timeslots and corresponding tags are represented by:
where the y i is one-hot code with only one bit 1, and all the others are 0 (e.g., three legitimate transmitters and an attacker need to be distinguished, the one-hot code of y i will be 1000 0100 0010 and 0001). If the message i is sent by the k-th transmitter (such as, edge node 1, attacker, or malicious node), y i = I k , where,
The values of hidden layer neurons are calculate by (1) . Softmax function is used as the output layer activation function of DNN which can describe the class probabilities [32] . For example, the probability that i-th CSI x i authenticated to be the k-th transmitter is formulated as:
where
ξ L represent the weight matrix and threshold vector of output layer, respectively. ψ denotes the set of deep neural network parameters, including all the W and ξ . The determinant conditions of x i sent by the k-th transmitter according to (3) are given by:
The log likelihood function of ψ, is given by:
Then, we can obtain the parameter of neural network by maximum likelihood estimation. In other words, we can achieve the parameter by minimizing the cost function, which is represented by vectorization as:
where * denotes Hadamard product, · F represents Frobenius norm. Lemma 1: consider any A ∈ C m×n , and define a mapping : C m×n → R such that:
where a j is the j-th column of matrix A.
Proposition 1:
The cost function J (ψ), which adopts cross entropy, is derived by the log likelihood function.
Proof: According to (3), (5),
In addition, the cross entropy of the neural network equals to the value of negative log likelihood function.
Then we obtain the cost function via the cross entropy multiplying the normalization coefficient For the multi-user PHY-authentication system, the estimation of all the parameters is given by:
A. GRADIENT DESCENT WITH MOMENTUM (GDM)-BASED MULTI-USER AUTHENTICATION
The gradient descent with momentum algorithm and Minibatch scheme are used to estimate the parameter of deep neural network. Generally speaking, the GDM algorithm uses the idea of exponentially weighted average to accelerate the training via reducing the convergence fluctuation of gradient descent. Parameters in the l-th layer of DNN with gradient descent can be formulated as:
. The derivative functions of Re-LU and Soft-max function are easily obtained according to the corresponding activation function. The gradient descent with momentum algorithm is given by:
The parameter updates will be
Mini-batch scheme partitions the training data set X into multiple small data sets X 1 , X 2 , · · ·X φ which accelerates the training speed of the neural network. Without mini-batch algorithm, the neural network updates the parameters only once in an epoch. However, the neural network updates the parameters φ times in an epoch with the mini-batch scheme. The parameters update more frequency in the mini-batch scheme. Actually, the mini-batch algorithm is a tradeoff between the stochastic gradient decent and the benefit of vectorization. The GDM-based multi-user authentication with the mini-batch scheme is summarized in Algorithm 1.
Algorithm 1 GDM-Based Multi-User Authentication
1: Require α, β † , λ, η, ϕ 0 2: Compute φ = ϕ ϕ 0 .
3: Initialize W l = randn(n l , n l−1 ) * 2 n l−1 , ξ l = 0 4: while (ψ) > η do 5: for i in φ do 6: for j in L do 7: Calculate Z l , J cost via (1), (6) 8: (12) 9:
Update W l , ξ l via (13) 10: end for 11: end for 12: end while 13 
B. ROOT MEAN SQUARE PROP (RMS-PROP) -BASED MULTI-USER AUTHENTICATION
The root mean square prop (RMS-prop) algorithm has effects of dumping out the oscillations in gradient descent to accelerate the training of neural network. The gradients of parameters with RMS-prop algorithm are given by:
where W 2 and √ W denote the square and square root of each element in the matrix W , respectively. The positive VOLUME 7, 2019 parameter ε 0 restricts the denominator of (14) not equal to 0, and makes sure the gradient descent of parameter not infinity. The RMS-prop-based multi-user authentication with minibatch scheme is summarized in Algorithm 2. for i in φ do 6: for j in L do 7: Calculate Z l , J cost via (1), (6) 8: (14) 9:
Algorithm 2 RMS-Prop
Update W l , ξ l via (15) 10: end for 11: end for 12: end while 13 
C. ADAPTIVE MOMENT ESTIMATION (ADAM) -BASED MULTI-USER AUTHENTICATION
The adaptive moment estimation (Adam)-based multi-user authentication combines gradient descent momentum algorithm and RMS-prop algorithm. The gradients of parameters with Adam algorithm are given by:
and
The positive parameter ε 1 restricts the denominator of (14) not equal to 0, and makes sure the gradient descent of parameter not infinity. The Adam-based multi-user authentication with mini-batch scheme is summarized in Algorithm 3.
Algorithm 3
Adam-Based Multi-User Authentication 5: for i in φ do 6: for j in L do 7: Calculate Z l , J cost via (1), (6) 8: (11), (16), (17) 9:
Update W l , ξ l via (18) 10: end for 11: end for 12: end while 13 
V. NUMERICAL EXPERIMENTS
Simulations have been performed to evaluate the performance of deep learning based multi-user authentication. Cost J denotes the value of cost function in the DNN which is calculated by (6) . The authentication rate P a is defined as the probability of discriminating the legitimate transmitter or spoofer. More specifically, it is the ratio of successful authentication to the total number of samples in a group of samples. i.e., P a =
We consider the tapped delay line (TDL) model to simulate Rayleigh fading channel with multipath delay [33] . The channel state information of different transmitters can be generated by
Normalized doppler shift f d = 0.125, 6 paths with different power delays will be selected to synthesize the channels of legitimate transmitter and spoofer. For more realistic consideration, the first five paths of legitimate transmitter and spoofer are the same, which are 0s, 5 × 10 −6 s, 1 × 10 −5 s, 1.5 × 10 −5 s, 2 × 10 −5 s. The sixth path of legitimate transmitters and spoofer are 4 × 10 −5 s, 3 × 10 −5 s, 2.6 × 10 −5 s, 2.2 × 10 −5 s, respectively. Sampling interval t sampling = 5 × 10 −6 s, the signal to noise ratio (SNR) of simulation channel is ρ = 4 dB; the number of subcarriers is n sub_carrier =256; the number of pilot interval and cyclic prefix length are n pilot_inteval = 15kilo-Hertz(kHz), l cp_length = 30, respectively.
We set α = 1 × 10 −3 , β † = 0.9, β ♦ = 0.9, β ⊥ 1 = 0.9, β ⊥ 2 = 0.999, λ = 0.01, η = 1 × 10 −4 , ϕ 0 = 10, if not specified otherwise. We use 5 layers (i.e., L = 5) neural network in this simulation, where the number of neurons per layer is 120, 50, 25, 12, 4, respectively. 200 channel samples per transmitter are used to train the deep learning based multiuser authentication system. 100 CSIs per transmitter are used to test the authentication system. The Adm-based multi-user authentication with different mini-batch sizes shows in Fig. 5 . It can be observed that the smaller mini-batch size, the faster the neural network converges. Since the mini-batch size is smaller, the parameters more frequently updated in each epoch (i.e.,when the minibatch size is ϕ 0 , the CNN needs to update the parameters φ = ϕ ϕ 0 times for each epoch). Specifically, after 10 epochs, the cost of DNN with mini-batch size ϕ 0 = 10, is 0.1477. While the cost is 1.2107 when the mini-batch size ϕ 0 = 200. However, the cost needs to be calculated 20 times in one epoch when ϕ 0 = 10. The costs only need to be calculated once in one epoch when ϕ 0 = 200.
The authentication rate of training data with different minibatch sizes shows in Fig.6 , after 3 epochs, the authentication rate is 91.62% when ϕ 0 = 10. However, the authentication rate is 39.75% when ϕ 0 = 200. As shown in Fig. 7 , the authentication rate of test data follows the same rule. After 10 epochs, the authentication rate of ϕ 0 = 10 and ϕ 0 = 200 is 95.5% and 62.50%, respectively. Although the smaller the mini-batch size, the faster the convergence speed, the computational complexity has been increased. Then, we compare its time complexity of floating-point operations in CNN with different mini-batch size.
As shown in Fig. 8 , the time of floating-point operations decreases as mini-batch size increases. The CNN with minibatch size ϕ 0 = 200 has minimal time complexity. However, the time cost advantage of ϕ 0 = 200 is not very large compared with those of ϕ 0 = 10, ϕ 0 = 20 and ϕ 0 = 40. The CNN with mini-batch size ϕ 0 = 1, which means adopting the stochastic gradient descent, has the greatest time cost and the convergence speed is not as good as ϕ 0 = 10. In summary, the CNN with mini-batch size ϕ 0 = 10 is an optimal choice to train the CNN. It can achieve a compromise on the issue of convergence speed and time complexity.
The convergence rate of deep learning based multi-user authentication system is positively correlated with learning rate as shown in Fig. 9 and Fig. 10 . The increased learning rate will reduce the authentication rate. For example, at the learning rate α = 5 × 10 −4 , the authentication rate can reach 97.5% after the training is stable. However, the authentication rate can only reach 94% with α = 0.01. Moreover, a larger learning rate (e.g., α = 0.05) may cause the gradient to vanish which may not complete the training of multi-user authentication system. By comparison of lines with different colors, we can see that the Adam-based multi-user authentication has the best performance. More specifically, after 3 epochs, the authentication rate is 97.0% with Adam-based authentication when the learning rate α = 5 × 10 −4 . However, the authentication rate of RMS-prop-based authentication and GDM-based authentication is 92.75% and 50.5%, respectively.
Furthermore, we analyzed the computation complexity of complete one authentication process. After the DNN is trained, it is only necessary to input the CSI into the neural network and distinguish the legitimate nodes, malicious nodes or spoofing nodes through the output. Accordingly, the computational complexity of the PHY-layer authentication system is O (max (n 0 × n 1 , n 1 × n 2 · ··)). Where n 0 represents the dimension of CSI. In our experiments, the amount of the floating point computation to complete a PHY-layer authentication is about 10 5 . And, the calculation time is about 5 × 10 −4 s using numpy in Python.
In addition, the performance of DL-based PHY-layer authentication algorithm is compared with some traditional threshold-based algorithms. We select the most classic paper of PHY-layer authentication [19] , which was based on hypothesis test, for comparison. The hypothesis test statistic mentioned in the above paper and least square (LS) channel estimation algorithm are adopted to implement simulation. Zhang et al. [26] proposed a basis expansion model (BEM) method to improve the performance of PHY-layer authentication. We compare the performance of DL-based PHY-layer authentication algorithm with the above two hypothesis-test-based PHY-layer authentication methods under different SNRs. The three DL-based PHY-layer authentication algorithms we propose have almost the same performance,after training is stable. So we use Adambased algorithm complete this part of simulation. As shown in Fig. 11 , the performance of DL-based algorithm is better than the traditional hypothesis-test-based authentication methods. For instance, the authentication rate of DL-based algorithm is 94.0% when ρ = 0 dB. While the authentication rate of two traditional PHY-layer authentication methods is 86.3% and 75.0%, respectively. The performance of all three algorithms have improved with the increase of SNRs.
VI. EXPERIMENTS IN PRACTICAL ENVIRONMENT
Experiments have been performed with USRPs to evaluate the authentication performance of the proposed deep learning based multi-user authentication schemes. USRPs with different numbers of antennas are used to simulate IoT nodes with different communication resources. The TDD method has been adopt to avoid collisions. As shown in Fig. 12 , the edge node 1, attacker and malicious node are simulated by 2 USRPs which configure 4 transmit antennas and 4 receive antennas, separately. The edge node 2 and edge node 3 are simulated by 1 USRP which configure 2 transmit antennas and 2 receive antennas, separately. In this experiment, we set carrier frequency f c = 3.5GHz, interval of subcarrier f interval_subcarrier = 15kHz, number of subcarriers n sub_carrier =128. The corresponding position in practical environment of each edge node, and the different antenna configurations has shown in Fig. 13 .
As shown in Fig. 14 , the Adam-based authentication methods have the optimal performance. After 20 epochs, the authentication rates of Adam-based authentication, RMS-prop-based authentication and GDM-based authentication are 95.25%, 84.75% and 73.0%, respectively. After training is stable, the authentication rates of Adambased authentication, RMS-prop-based authentication and GDM-based authentication are 97.75%, 96.50% and 72.5%, separately. 
VII. CONCLUSIONS
The deep learning based multi-user authentication scheme proposed in this paper can effectively discriminate legitimate edge nodes, malicious nodes and the attackers which extremely enhances the security of MEC system in IoT. Furthermore, we investigate the multi-user authentication scheme combining with three different accelerated gradient descent methods, respectively. Meanwhile, we analyze the convergence speed and computational overhead under different authentication algorithms. The Adam-based multi-user authentication algorithm has the best convergence speed at the cost of heavier computation overhead. RMS-prop-based multi-user authentication method makes a tradeoff between convergence speed and computational overhead. MINGGUI CAO is currently pursuing the master's degree with the School of Aerospace, University of Electronic Science and Technology of China. His current research interests include encryption algorithms and edge computing based on terminal security research. VOLUME 7, 2019 
