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INHOMOGENEOUS GENERALIZATION OF
MULTISPECIES TOTALLY ASYMMETRIC ZERO RANGE PROCESS
ATSUO KUNIBA, SHOUYA MARUYAMA, AND MASATO OKADO
Abstract
The n-species totally asymmetric zero range process (n-TAZRP) on one-dimensional periodic chain
studied recently by the authors is a continuous time Markov process where arbitrary number of
particles can occupy the same sites and hop to the adjacent sites only in one direction with a priority
constraint according to their species. In this paper we introduce an n-parameter generalization of
the n-TAZRP having inhomogeneous transition rate. The steady state probability is obtained in
a matrix product form and also by an algorithm related to combinatorial R.
1. Introduction
Zero range processes on lattice are stochastic particle systems modeling various nonlinear dy-
namics in biology, chemistry, physics, networks and so on where the jump rates are determined by
those sharing the same departure site [22, 1, 12, 9, 7]. In [16] a new multispecies totally asymmetric
zero range process, called n-TAZRP, on one-dimensional periodic chain was proposed. There are
n-species of particles that can occupy sites of the chain without an exclusion rule, and they hop
to the adjacent sites only in one direction with the constraint that larger species ones have the
priority to do so1. It is the first example of n-species models of zero range interaction that allows
a matrix product formula for arbitrary n and possesses a rich integrable structure [16, 17] related
to crystals of quantum groups [11] and the tetrahedron equation [24].
The proposal of the n-TAZRP was preceded by the discovery [14, 15] of the quite parallel features
in the n-species totally asymmetric simple exclusion process (n-TASEP). We refer to [21, 3, 23]
for results on more general n-ASEP that have been established for arbitrary n. In our approach,
the n-TAZRP and the n-TASEP on the length L periodic chain turn out to be the sister models
associated with crystals [20] of the symmetric and the anti-symmetric tensor representation of the
quantum affine algebra Uq(ŝlL) [6, 10], respectively. Their matrix product formulae [14, 16] are
traced back to the factorization of quantum R matrices [18] based on the R and the L-operators
obeying the tetrahedron equation, respectively. The integer n plays the role of a system size of the
associated three-dimensional lattice models.
The purpose of this paper is to introduce and study an n-parameter generalization of the n-
TAZRP having the inhomogeneous transition rate w1, . . . , wn. We call it n-species inhomogeneous
totally asymmetric zero range process (n-iTAZRP). Under an appropriate normalization, the steady
state probabilities of the n-iTAZRP become homogeneous polynomials of w1, . . . , wn with nonneg-
ative integer coefficients. We establish a matrix product formula and a combinatorial algorithm to
calculate them as the generating functions of the set B(m) (4.2) with a certain weightW (4.3). The
procedure is an iTAZRP analogue of the queueing process approach to TASEP [8], and provides
n-kinds of statistics on the crystal of the symmetric tensor representation.
A similar inhomogeneous generalization has been known for the n-TASEP with n = 2 [2] and
general n [4]. See also [19]. In fact our derivation of the main results in this paper is based on the
1 The enumeration of particles is reversed from [16] where the smaller species ones had the priority.
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so-called generalized hat relation having the same form as [4]. It is an open problem to incorporate
it in the framework of [16, 17].
The layout of the paper is as follows. In Section 2 the n-iTAZRP and its steady states are
defined. In Section 3 a matrix product formula for the steady state probability is presented. In
Section 4 a combinatorial algorithm for calculating the steady state probability is given. Section
5 is a discussion. Our main results are Theorem 3.1 and Theorem 4.1, and they are consequences
of the generalized hat relation in Proposition 3.3.
Throughout the paper we set [i, j] = {k ∈ Z | i ≤ k ≤ j}, and use the characteristic function θ
defined by θ(true) = 1, θ(false) = 0 and the symbol δα1,...,αmβ1,...,βm =
∏m
j=1 θ(αj = βj).
2. n-iTAZRP
2.1. Definition of n-iTAZRP. Consider a periodic one-dimensional chain ZL with L sites. Each
site i ∈ ZL is assigned with a local state σi = (σ1i , . . . , σ
n
i ) ∈ (Z≥0)
n which is interpreted as an
assembly of n species of particles as
σ1
i︷ ︸︸ ︷
1 . . . 1
σ2
i︷ ︸︸ ︷
2 . . . 2 . . .
σn
i︷ ︸︸ ︷
n . . . n (2.1)
The ordering of particles within a site does not matter. A local state α is specified uniquely
either by multiplicity representation α = (α1, . . . , αn) ∈ (Z≥0)n as above or multiset representation
α = (α1, . . . , αr) ∈ [1, n]r with 1 ≤ α1 ≤ · · · ≤ αr ≤ n. For example the 4-iTAZRP local state
(3, 0, 2, 1) in the former is (1, 1, 1, 3, 3, 4) in the latter. In general they are related by αa = #{j ∈
[1, r] | αj = a} and r = |α| := α1 + · · ·+ αn.
Let (α, β) and (γ, δ) be pairs of local states. Let (β1, . . . , βr) be the multiset representation of
the β, hence 1 ≤ β1 ≤ · · · ≤ βr ≤ n. For the two pairs we define > by
(α, β) > (γ, δ)
def
⇐⇒ γ = α ∪ {βk, βk+1, . . . , βr}, δ = (β1, β2, . . . , βk−1) for some k ∈ [1, r], (2.2)
where α ∪ {βk, βk+1, . . . , βr} is a union as a multiset. For instance in the multiset representation
we have2
(124, 2335) > (1245, 233), (12345, 23), (123345, 2), (1223345, ∅),
(235, 12446) > (2356, 1244), (23456, 124), (234456, 12), (2234456, 1), (12234456, ∅),
(∅, 255) > (5, 25), (55, 2), (255, ∅),
(3446, ∅) > none.
(2.3)
Let w1, . . . , wn ∈ R>0 be parameters. By inhomogeneous n-species totally asymmetric zero range
process (n-iTAZRP) we mean a stochastic process on ZL in which neighboring pairs of local states
(σi, σi+1) = (α, β) change into (σ
′
i, σ
′
i+1) = (γ, δ) such that (α, β) > (γ, δ) with the transition rate
wβk in the situation (2.2) depicted as
α1 . . . αs β1 . . . . . . . . βr
βk . . . βr
❄
σi = α σi+1 = β
rate wβk
✲ α1 . . . αs βk . . . βr β1 . . . βk−1
σ′i = γ σ
′
i+1 = δ
Here 1 ≤ β1 ≤ · · · ≤ βr ≤ n, i ∈ ZL and k ∈ [1, r] is arbitrary. Note that βk = min(γ\α) in the
multiset representation. Thus the rate can take arbitrary values depending on the minimum of the
species of the particles that have hopped to the left. As an example, the first line in (2.3) implies
2 Here and in what follows, a multiset (set accounting for multiplicity of elements), say {1, 1, 3, 5, 6}, is abbreviated
to 11356, which does cause a confusion since all the examples in this paper shall be concerned with the case n ≤ 9.
INHOMOGENEOUS TAZRP 3
that the following local transitions take place with the respective rate:
local transitions rate
124 2335 1245 233 w5
5
❄
✲
124 2335 12345 23 w3
35
❄
✲
124 2335 123345 2 w3
335
❄
✲
124 2335 1223345 w2
2335
❄
✲
This dynamics is totally asymmetric in that particles can hop only to the left adjacent site. Their
interaction is of zero range in that the hopping priority for larger species particles is respected only
among those occupying the same departure site and no constraint is imposed on the status of the
destination site nor the number of particles that hop at a transition. It is inhomogeneous for n ≥ 2
in that the transition rate depends on those hopping particles. A pair (α, β) of adjacent local states
has |β| possibilities to change into. (The symbol |β| has been defined after (2.1).) This model was
first introduced in [16] and further studied in [17] for the homogeneous case w1 = · · · = wn = 1 in
the opposite convention that smaller species particles have the priority to move.
The n-iTAZRP dynamics obviously preserves the number of particles of each species. Thus the
problem splits into sectors labeled with multiplicity m = (m1, . . . ,mn) ∈ (Z≥0)n of the species of
particles:
S(m) = {σ = (σ1, . . . , σL) | σi = (σ
1
i , . . . , σ
n
i ) ∈ (Z≥0)
n,
L∑
i=1
σi =m}. (2.4)
A sector S(m) such that ma ≥ 1 for all a ∈ [1, n] is called basic. Non-basic sectors are equivalent
to a basic sector for n′-iTAZRP with some n′ < n by a suitable relabeling of species and wk’s.
Henceforth we shall exclusively deal with basic sectors in this paper.
A local state σi in (2.4) can take N =
∏n
a=1(ma + 1) possibilities in view of (2.1). Let {|σ〉 =
|σ1, . . . , σL〉} be a basis of (CN )⊗L. Denoting by P(σ1, . . . , σL; t) the probability of finding the
system in the configuration σ = (σ1, . . . , σL) at time t, we set
|P (t)〉 =
∑
σ∈S(m)
P(σ1, . . . , σL; t)|σ1, . . . , σL〉.
This actually belongs to a subspace of (CN )⊗L of dimension #S(m) =
∏n
a=1
(
L+ma−1
ma
)
which is
in general much smaller than NL reflecting the constraint in (2.4).
Our n-iTAZRP is a continuous-time Markov process governed by the master equation
d
dt
|P (t)〉 = HiTAZRP|P (t)〉,
where the Markov matrix has the form
HiTAZRP =
∑
i∈ZL
hi,i+1, h|α, β〉 =
∑
γ,δ
h
γ,δ
α,β|γ, δ〉. (2.5)
Here hi,i+1 is the local Markov matrix that acts as h on the i-th and the (i + 1)-th components
non-trivially and as the identity elsewhere. If the transition rate of the adjacent pair of local
states (α, β) → (γ, δ) is denoted by w(αβ → γδ), the matrix element of the h is given by hγ,δα,β =
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w(αβ → γδ) − θ
(
(α, β) = (γ, δ)
)∑
γ′,δ′ w(αβ → γ
′δ′). Our n-iTAZRP corresponds to the choice
w(αβ → γδ) = θ
(
(α, β) > (γ, δ)
)
wmin(γ\α), therefore the general formula, which is independent of
w(αβ → αβ), gives
h
γ,δ
α,β =

wmin(γ\α) if (α, β) > (γ, δ),
−g(β) if (α, β) = (γ, δ),
0 otherwise.
(2.6)
g(β) = w1β
1 + · · ·+ wnβ
n for β = (β1, . . . , βn) in multiplicity representation. (2.7)
2.2. Steady state. Given a system size L and a sector S(m) there is a unique vector
|PL(m)〉 =
∑
σ∈S(m)
P(σ)|σ〉
up to a normalization, called the steady state, which satisfies HiTAZRP|PL(m)〉 = 0 hence is time-
independent. From (2.5) we see that P(σ) is the (unique up to overall) solution to the linear
equation∑
i∈ZL
∑
σ′
i
,σ′
i+1
h
σi,σi+1
σ′
i
,σ′
i+1
P(σ1, . . . , σi−1, σ
′
i, σ
′
i+1, σi+2, . . . , σL) = 0 ∀(σ1, . . . , σL) ∈ S(m), (2.8)
where σ′i, σ
′
i+1 range over (Z≥0)
n. In what follows we shall take P(σ)’s to be the degree (n−1)(L−1)
homogeneous polynomials in Z≥0[w1, . . . , wn]
3 such that
∑
σ∈S(m)
P(σ)|w1=···=wn=1 =
n∏
a=1
(
L− 1 + ℓa
ℓa
)
,
where ℓa is specified in (4.1) and the right hand side is #B(m) (4.2). This is natural in view
of Theorem 4.1 and agrees with [16]. The unnormalized P(σ) will be called the steady state
probability by abusing the terminology.
For n = 1, all the local transitions have the common rate w1 hence there is actually no inhomo-
geneity. The steady state is trivial under the present periodic boundary condition in that all the
configurations σ = (σ1, . . . , σL) ∈ (Z≥0)
L in a given sector are realized with the equal probability.
This can be seen by noting that the numbers of configurations jumping into and out the σ are
both equal to σ1 + · · ·+ σL. The relation (2.8) reduces to
∑
i∈ZL
∑
α,β h
σi,σi+1
α,β = 0 which is valid
because of
∑
α,β h
γ,δ
α,β = (γ − δ)w1. The steady states for the n-iTAZRP with n ≥ 2 are nontrivial.
Example 2.1. We present the steady state in small sectors of 2-iTAZRP and 3-iTAZRP in the
form
|PL(m)〉 = |ξL(m)〉+ C|ξL(m)〉+ · · ·+ C
L−1|ξL(m)〉
respecting the symmetry HiTAZRPC = CHiTAZRP under the ZL cyclic shift C : |σ1, σ2, . . . , σL〉 7→
|σL, σ1, . . . , σL−1〉. The choice of the vector |ξL(m)〉 is not unique. We employ multiset represen-
tation like |∅, 3, 122〉, which would have looked as |000, 001, 120〉 in the multiplicity representation
for the 3-iTAZRP.
3That such a choice is possible will be shown by Theorem 3.1 and Lemma 3.2.
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For the 2-iTAZRP one has
|ξ2(1, 1)〉 = (w1 + w2)|∅, 12〉+ w2|1, 2〉,
|ξ3(1, 1)〉 = (w
2
1 + w1w2 + w
2
2)|∅, ∅, 12〉+ w
2
2 |∅, 1, 2〉+ w2(w1 + w2)|∅, 2, 1〉,
|ξ4(1, 1)〉 = (w1 + w2)(w
2
1 + w
2
2)|∅, ∅, ∅, 12〉+ w
3
2 |∅, ∅, 1, 2〉+ w
2
2(w1 + w2)|∅, 1, ∅, 2〉
+ w2(w
2
1 + w1w2 + w
2
2)|∅, ∅, 2, 1〉,
|ξ2(2, 1)〉 = (2w1 + w2)|∅, 112〉+ (w1 + w2)|1, 12〉+ w2|2, 11〉,
|ξ3(2, 1)〉 = (3w
2
1 + 2w1w2 + w
2
2)|∅, ∅, 112〉+ (w
2
1 + w1w2 + w
2
2)|∅, 1, 12〉+ w2(2w1 + w2)|∅, 2, 11〉
+ w22|∅, 11, 2〉+ (2w
2
1 + 2w1w2 + w
2
2)|∅, 12, 1〉+ w2(w1 + w2)|1, 1, 2〉,
|ξ2(1, 2)〉 = (w1 + w2)|∅, 122〉+ w2|1, 22〉+ w2|2, 12〉,
|ξ3(1, 2)〉 = (w
2
1 + w1w2 + w
2
2)|∅, ∅, 122〉+ w
2
2 |∅, 1, 22〉+ w2(w1 + w2)|∅, 2, 12〉+ w
2
2 |∅, 12, 2〉
+ w2(w1 + w2)|∅, 22, 1〉+ w
2
2 |1, 2, 2〉,
|ξ2(3, 1)〉 = (3w1 + w2)|∅, 1112〉+ (2w1 + w2)|1, 112〉+ w2|2, 111〉+ (w1 + w2)|11, 12〉,
|ξ3(3, 1)〉 = (6w
2
1 + 3w1w2 + w
2
2)|∅, ∅, 1112〉+ (3w
2
1 + 2w1w2 + w
2
2)|∅, 1, 112〉
+ w2(3w1 + w2)|∅, 2, 111〉+ (w
2
1 + w1w2 + w
2
2)|∅, 11, 12〉
+ (3w21 + 3w1w2 + w
2
2)|∅, 12, 11〉+ w
2
2 |∅, 111, 2〉
+ (5w21 + 3w1w2 + w
2
2)|∅, 112, 1〉+ (2w
2
1 + 2w1w2 + w
2
2)|1, 1, 12〉
+ w2(2w1 + w2)|1, 2, 11〉+ w2(w1 + w2)|1, 11, 2〉,
|ξ3(2, 2)〉 = w2(w1 + w2)|1, 1, 22〉+ w2(w1 + w2)|1, 2, 12〉+ w
2
2 |1, 12, 2〉+ w
2
2 |2, 2, 11〉
+ (w21 + w1w2 + w
2
2)|∅, 1, 122〉+ w2(2w1 + w2)|∅, 2, 112〉+ w
2
2 |∅, 11, 22〉
+ w2(w1 + w2)|∅, 12, 12〉+ w2(2w1 + w2)|∅, 22, 11〉
+ w22|∅, 112, 2〉+ (2w
2
1 + 2w1w2 + w
2
2)|∅, 122, 1〉+ (3w
2
1 + 2w1w2 + w
2
2)|∅, ∅, 1122〉,
|ξ2(1, 3)〉 = w2|1, 222〉+ w2|2, 122〉+ w2|12, 22〉+ (w1 + w2)|∅, 1222〉,
|ξ3(1, 3)〉 = w
2
2 |1, 2, 22〉+ w
2
2 |1, 22, 2〉+ w
2
2 |2, 2, 12〉+ w
2
2|∅, 1, 222〉+ w2(w1 + w2)|∅, 2, 122〉
+ w22|∅, 12, 22〉+ w2(w1 + w2)|∅, 22, 12〉+ w
2
2 |∅, 122, 2〉+ w2(w1 + w2)|∅, 222, 1〉
+ (w21 + w1w2 + w
2
2)|∅, ∅, 1222〉.
For instance the both |P2(1, 2)〉 = |ξ2(1, 2)〉 + C|ξ2(1, 2)〉 and |P2(2, 1)〉 = |ξ2(2, 1)〉 + C|ξ2(2, 1)〉
consist of the six states with the following probability and the transition rate.
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(∅, 122)
(1, 22)
(12, 2)(22, 1)
(2, 12)
(122, ∅)
✻·····························································
❄·
❄
✲
❄
❄
✲
✲
✲
✲
❄
✲
❄
❄
· · · · · · · · · · · · · · · · · · · · · · ❄·
·····
·····
·····
·····
··❄·
···················································
···
···
···
···
···
···
···
···
···
···
···
···
···
···
···
···
❄·
w1 + w2
w1 + w2
w2
w2
w2
w2
w2
w2
w2
w2
w2
w2
w1
w1
w1
w1
w1
(∅, 112)
(1, 12)
(11, 2)(12, 1)
(2, 11)
(112, ∅)
✻·····························································
❄·
❄
✲
···························
❄·
✻···
···
···
···
···
···
···
···
···
···
···
···
···
···
···
···
·
❄·
✻···
···
···
···
···
···
···
···
···
···
···
···
···
···
···
···
·
❄·
❄
✲
❄
✲
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
❄
·
· · · · · · · · · · · · · · · · · · · · · · ❄·
·····
·····
·····
·····
··❄·
··················································
···
···
···
···
···
···
···
···
···
···
···
···
···
···
···
···
❄·
2w1 + w2
2w1 + w2
w2
w1 + w2
w1 + w2
w2
w2
w1
w1
w1
w2
w1
w1
w1
w1
w1
w1
w2
Dashed and solid arrows denote the transitions with rate w1 and w2, respectively. One can check
the steady state condition directly from these diagrams.
For the 3-iTAZRP one has
|ξ2(1, 1, 1)〉 = w2(w1 + w2 + w3)|1, 23〉+ w2w3|2, 13〉+ (w1 + w2)w3|3, 12〉
+ (w1 + w2)(w1 + w2 + w3)|∅, 123〉,
|ξ3(1, 1, 1)〉 = w
2
2w
2
3 |1, 2, 3〉+ w2w3(w
2
1 + w1w2 + w
2
2 + w1w3 + w2w3)|1, 3, 2〉
+ w22(w
2
1 + w1w2 + w
2
2 + w1w3 + w2w3 + w
2
3)|∅, 1, 23〉
+ w2w3(w1w2 + w1w3 + w2w3)|∅, 2, 13〉+ (w
2
1 + w1w2 + w
2
2)w3(w1 + w2 + w3)|∅, 3, 12〉
+ (w21 + w1w2 + w
2
2)w
2
3 |∅, 12, 3〉+ w
2
2w3(w1 + w2 + w3)|∅, 13, 2〉
+ w2(w1 + w2)(w
2
1 + w1w2 + w
2
2 + w1w3 + w2w3 + w
2
3)|∅, 23, 1〉
+ (w21 + w1w2 + w
2
2)(w
2
1 + w1w2 + w
2
2 + w1w3 + w2w3 + w
2
3)|∅, ∅, 123〉,
|ξ2(2, 1, 1)〉 = (w1 + w2)(2w1 + w2 + w3)|1, 123〉+ w2w3|2, 113〉+ (2w1 + w2)w3|3, 112〉
+ w2(2w1 + w2 + w3)|11, 23〉+ (w1 + w2)w3|12, 13〉
+ (2w1 + w2)(2w1 + w2 + w3)|∅, 1123〉,
|ξ2(1, 2, 1)〉 = w2(w1 + 2w2 + w3)|1, 223〉+ w2(w2 + w3)|2, 123〉+ (w1 + w2)w3|3, 122〉
+ w2(w1 + w2 + w3)|12, 23〉+ w2w3|13, 22〉+ (w1 + w2)(w1 + 2w2 + w3)|∅, 1223〉,
|ξ2(1, 1, 2)〉 = w2(w1 + w2 + w3)|1, 233〉+ w2w3|2, 133〉+ (w1 + w2)w3|3, 123〉
+ (w1 + w2)w3|12, 33〉+ w2w3|13, 23〉+ (w1 + w2)(w1 + w2 + w3)|∅, 1233〉.
For the homogeneous case where all the wi’s are equal, the states having the largest probability
are Ci|∅, . . . ∅, all〉 (i ∈ ZL), which is a symptom of condensation [7, 9]. See [16, eq.(4.11)].
3. Matrix product formula
Let F =
⊕
m≥0 C|m〉 and F
∗ =
⊕
m≥0 C〈m| be the Fock space and its dual with the bilinear
pairing 〈m|m′〉 = δm
′
m . Let 1, a
±,k and d = 1− k be the linear operators acting on them by
1|m〉 = |m〉, a+|m〉 = |m+ 1〉, a−|m〉 = |m− 1〉, k|m〉 = δ0m|m〉,
〈m|1 = 〈m|, 〈m|a+ = 〈m− 1|, 〈m|a− = 〈m+ 1|, 〈m|k = δ0m〈m|
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with |−1〉 = 0 and 〈−1| = 0. They satisfy (〈m|X)|m′〉 = 〈m|(X |m′〉). We denote the trace over F
by Tr(X) =
∑
m≥0〈m|X |m〉. The trace over F
⊗N is the product of the one on each component. In
our working below, its convergence will always be assured by the fact that the relevant X contains
k⊗N as an overall factor.
Let µ = (µ1, . . . , µn−1) ∈ (Z≥0)
n−1 and α = (α1, . . . , αn) ∈ (Z≥0)
n be local states of (n −
1)-iTAZRP and n-iTAZRP in multiplicity representation, respectively. We define the operators
Aµ,α = A
(n)
µ,α, Aˆµ,α = Aˆ
(n)
µ,α ∈ End(F⊗n−1) for n ≥ 2 by
Aµ,α = P+(µ)
( n−1∑
r=1
δ
0, ......, 0
αr+1,...,αnwrKr + wnKn
)
P−(α), (3.1)
Aˆµ,α = P+(µ)
( n−1∑
r=1
δ
0, ......, 0
αr+1,...,αnwr(wr + g(α))Kr + wn(wn + g(α))Kn
)
P−(α), (3.2)
P±(γ) = (a
±)γ
1
⊗ · · · ⊗ (a±)γ
n−1
for γ = (γ1, . . . , γn−1) ∈ (Z≥0)
n−1,
Kr =
r−1︷ ︸︸ ︷
k⊗ · · · ⊗ k⊗d⊗
n−1−r︷ ︸︸ ︷
1⊗ · · · ⊗ 1 (1 ≤ r < n), Kn = k
⊗n−1,
where α = (α1, . . . , αn−1) and g(α) is defined in (2.7). We will exhibit the n-dependence as A
(n)
µ,α
when preferable. Note that P±(γ) and Kr are also dependent on n although it is not exhibited.
For n = 2, 3 (3.1) looks as
A(µ1),(α1,α2) = a
µ1(δ0α2w1d+ w2k)a
−α1 ,
A(µ1,µ2),(α1,α2,α3) = (a
µ1 ⊗ aµ
2
)(δ0, 0α2,α3w1d⊗ 1+ δ
0
α3w2k⊗ d+ w3k⊗ k)(a
−α1 ⊗ a−α
2
)
= δ0, 0α2,α3w1a
µ1da−α
1
⊗ aµ
2
+ δ0α3w2a
µ1ka−α
1
⊗ aµ
2
da−α
2
+ w3a
µ1ka−α
1
⊗ aµ
2
ka−α
2
,
where we have used the simplified notation a±m = (a±)m for m ≥ 0. In the homogeneous case,
(3.1) simplifies to
Aµ,α|w1=···=wn=1 = P+(µ)(k
α2+···+αn⊗ · · · ⊗ kα
n−1+αn⊗ kα
n
)P−(α)
due to the identity δ0i d+ k = k
i.
Given an n-iTAZRP local state σ ∈ (Z≥0)n in multiplicity representation for n ≥ 2, we define
Xσ = X
(n)
σ =
∑
A
(2)
µ(1),µ(2)
⊗A
(3)
µ(2),µ(3)
⊗ · · · ⊗A
(n)
µ(n−1),σ
∈ End(F⊗n(n−1)/2), (3.3)
where the sums range over µ(a) ∈ (Z≥0)a for all a ∈ [1, n − 1]. By the definition it satisfies the
recursion relation
X(n)σ =
∑
µ∈(Z≥0)n−1
X(n−1)µ ⊗A
(n)
µ,σ, (3.4)
where the n = 2 case should be understood as X
(2)
σ =
∑
µ∈Z≥0
A
(2)
µ,σ. Now we state our first main
result.
Theorem 3.1. The steady state probability of the n-iTAZRP in basic sectors is given in the matrix
product form
P(σ1, . . . , σL) = (w2 · · ·wn)
−1Tr
(
Xσ1 · · ·XσL
)
,
where the trace is taken over F⊗n(n−1)/2.
Before the proof we check basic properties of the formula.
Lemma 3.2. The quantity (w2 · · ·wn)−1Tr
(
Xσ1 · · ·XσL
)
is finite and is a homogeneous polynomial
in w1, . . . , wn of degree (n− 1)(L− 1) with coefficients from Z≥0.
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Proof. From (3.3) the trace Tr
(
Xσ1 · · ·XσL
)
is expanded as∑
TrF
(
A
(2)
µ
(1)
1 ,µ
(2)
1
· · ·A
(2)
µ
(1)
L
,µ
(2)
L
)
· · ·TrF⊗n−1
(
A
(n)
µ
(n−1)
1 ,σ1
· · ·A
(n)
µ
(n−1)
L
,σL
)
, (3.5)
where the sums extend over µ
(a)
i ∈ (Z≥0)
a for each (a, i) ∈ [1, n − 1] × ZL. Let us set µ
(a)
i =
(µ
(a),1
i , . . . , µ
(a),a
i ). Since P+(µ), P−(α) and Kr in (3.1) are creation, annihilation and diagonal
operators respectively, the traces are non-vanishing only if
∑
i∈ZL
µ
(a−1),b
i =
∑
i∈ZL
µ
(a),b
i for 1 ≤
b < a ≤ n. Here we have set µ
(n),b
i = σ
b
i (b ∈ [1, n]), which is the multiplicity of b in σi as in (2.1).
For the configuration (σ1, . . . , σL) in the basic sector S(m1, . . . ,mn), this leads to the constraint∑
i∈ZL
µ
(a)
i = (m1,m2, . . . ,ma) (a ∈ [1, n]) (3.6)
so that there are only finitely many choices for the summation variables. Remark that (3.6) is equiv-
alent to saying that (µ
(a)
1 , . . . , µ
(a)
L ) is a configuration of the a-iTAZRP in the sector S(m1, . . . ,ma)
which is again basic. In particular from
∑
i∈ZL
µ
(a),a
i = ma > 0, there is at east one i ∈ ZL such
that µ
(a),a
i > 0, therefore the associated operator A
(a)
µ
(a−1)
i
,µ
(a)
i
reduces to the ‘last term’ involving
waKa in (3.1). Since it contains wak
⊗a−1, the factor TrF⊗a−1(A
(a)
µ
(a−1)
1 ,µ
(a)
1
· · ·A
(a)
µ
(a−1)
L
,µ
(a)
L
) is finite
and divisible by wa for a ∈ [2, n]. Thus the homogeneous degree of (w2 · · ·wn)−1Tr
(
Xσ1 · · ·XσL
)
is (n− 1)L− (n− 1) = (n− 1)(L− 1). The fact that the coefficients belong to Z≥0 is obvious. 
The key ingredient for proving Theorem 3.1 is
Proposition 3.3 (Generalized hat relation). Let n ≥ 2. For any α, β ∈ (Z≥0)n and µ, ν ∈
(Z≥0)
n−1, the Aµ,α and Aˆµ,α in (3.1) and (3.2) satisfy∑
γ,δ∈(Z≥0)n
h
α,β
γ,δAµ,γAν,δ −
∑
κ,λ∈(Z≥0)n−1
h
κ,λ
µ,ν Aκ,αAλ,β = Aˆµ,αAν,β −Aµ,αAˆν,β , (3.7)
where h
κ,λ
µ,ν denotes the matrix element (2.6) of the local Markov matrix for the (n − 1)-iTAZRP
involving w1, . . . , wn−1.
We have proved (3.7) by separating it into equalities on the coefficients of the monomial wiwjwk
case by case for each triple (i, j, k) with 1 ≤ i ≤ j ≤ k ≤ n. The calculation is direct but quite
lengthy hence omitted here. The relation (3.7) reads as (A⊗A)h− h(A⊗A) = Aˆ⊗A−A⊗ Aˆ in
the matrix notation, and has the same form as the inhomogeneous n-TASEP case [4].
Proof of Theorem 3.1. In view of (2.8) we are to show the first line of the following for any
σ = (σ1, . . . , σL) ∈ S(m1, . . . ,mn):
0 =
∑
i∈ZL
∑
σ′
i
,σ′
i+1
h
σi,σi+1
σ′
i
,σ′
i+1
Tr
(
Xσ1 · · ·Xσ′iXσ′i+1 · · ·XσL
)
=
∑
µ∈S(m)
Tr(X(n−1)µ1 · · ·X
(n−1)
µL )
∑
i∈ZL
∑
σ′
i
,σ′
i+1
h
σi,σi+1
σ′
i
,σ′
i+1
Tr
(
A(n)µ1,σ1 · · ·A
(n)
µi,σ′i
A
(n)
µi+1,σ′i+1
· · ·A(n)µL,σL
)
,
To get the second line we have substituted (3.4) and set µ = (µ1, . . . , µL). Using the remark after
(3.6), we have regarded m = (m1, . . . ,mn−1) as a label of the basic sector S(m) of the (n − 1)-
iTAZRP. Now Proposition 3.3 can be applied to the sum over σ′i, σ
′
i+1. Then the contribution from
the right hand side of (3.7) is cancelled under the sum
∑
i∈ZL
thanks to the cyclicity of the trace.
Thus the relation to be verified becomes
0 =
∑
µ∈S(m)
Tr
(
A(n)µ1,σ1 · · ·A
(n)
µL,σL
) ∑
i∈ZL
∑
µ′
i
,µ′
i+1
h
µi,µi+1
µ′
i
,µ′
i+1
Tr(X(n−1)µ1 · · ·X
(n−1)
µ′
i
X
(n−1)
µ′
i+1
· · ·X(n−1)µL ),
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where we have replaced the summation variables (µi, µi+1) with (µ
′
i, µ
′
i+1). By induction on n, the
proof reduces to the case n = 2. From the convention mentioned after (3.4), it amounts to checking∑
i∈ZL
∑
µ′
i
,µ′
i+1
h
µi,µi+1
µ′
i
,µ′
i+1
= 0 for the 1-iTAZRP local Markov matrix h. This has been shown in the
paragraph preceding Example 2.1. 
From Theorem 3.1 and (3.4) we have
Corollary 3.4. The steady state probabilities P(σ1, . . . , σL) of the n-iTAZRP in the basic sector
S(m) is expressed as
P(σ1, . . . , σL) = w
−1
n
∑
(µ1,...,µL)∈S(m)
P(µ1, . . . , µL)TrF⊗n−1
(
Aµ1,σ1 · · ·AµL,σL
)
, (3.8)
where Aµi,σi = A
(n)
µi,σi , m = (m1, . . . ,mn),m = (m1, . . . ,mn−1) and P stands for the steady state
probability in the (n− 1)-iTAZRP.
Corollary 3.4 is a recursion relation between the polynomials P ∈ Z[w1, . . . , wn] and P ∈
Z[w1, . . . , wn−1].
Example 3.5. Let us confirm
P(∅, ∅, 12) = w21 + w1w2 + w
2
2 , P(∅, 2, 1) = w
2
2 + w1w2, P(∅, 1, 2) = w
2
2 ,
which is contained in the 2-iTAZRP state |ξ3(1, 1)〉 in Example 2.1. Since these configurations
(σ1, σ2, σ3) are in the sector S(1, 1), the matrix product takes the form
∑
µ1,µ2,µ3
Tr(Aµ1,σ1Aµ2,σ2Aµ3,σ3)
with the sum obeying µ1 +µ2 +µ3 = 1
4. Switching to the multiplicity representation they read as
P(00, 00, 11) = w−12 Tr(A0,00A0,00A1,11) + w
−1
2 Tr(A0,00A1,00A0,11) + w
−1
2 Tr(A1,00A0,00A0,11),
P(00, 01, 10) = w−12 Tr(A0,00A0,01A1,10) + w
−1
2 Tr(A0,00A1,01A0,10) + w
−1
2 Tr(A1,00A0,01A0,10),
P(00, 10, 01) = w−12 Tr(A0,00A0,10A1,01) + w
−1
2 Tr(A0,00A1,10A0,01) + w
−1
2 Tr(A1,00A0,10A0,01).
The relevant operators are given by
A0,00 = w1d+ w2k, A1,00 = a
+(w1d+ w2k), A0,01 = w2k, A1,01 = w2a
+k,
A0,10 = (w1d+ w2k)a
−, A1,10 = a
+(w1d+ w2k)a
−, A0,11 = w2ka
−, A1,11 = w2a
+ka−.
By a direct calculation the above traces are evaluated as
w−12
Tr(A0,00A0,00A1,11) Tr(A0,00A1,00A0,11) Tr(A1,00A0,00A0,11)Tr(A0,00A0,01A1,10) Tr(A0,00A1,01A0,10) Tr(A1,00A0,01A0,10)
Tr(A0,00A0,10A1,01) Tr(A0,00A1,10A0,01) Tr(A1,00A0,10A0,01)
 =
w21 w1w2 w220 w1w2 w22
w22 0 0

reproducing the sought result.
Example 3.6. Let us confirm P(∅, 123) = (w1 + w2)(w1 + w2 + w3), which is contained in the
3-iTAZRP state |ξ3(1, 1, 1)〉 in Example 2.1. This time we invoke Corollary 3.4 and consider the
formula
w−13
∑
µ11+µ
1
2=µ
2
1+µ
2
2=1
P(µ11µ
2
1, µ
1
2µ
2
2)Tr(Aµ11µ21,000Aµ12µ22,111)
= w−13 P(11, 00)Tr(A11,000A00,111) + w
−1
3 P(10, 01)Tr(A10,000A01,111)
+ w−13 P(01, 10)Tr(A01,000A10,111) + w
−1
3 P(00, 11)Tr(A00,000A11,111).
For the 2-iTAZRP steady state probabilities P, we apply the result in Example 2.1 and the cyclic
symmetry to find P(11, 00) = P(00, 11) = w1 + w2 and P(10, 01) = P(10, 01) = w2. The relevant
4 We write A(µ),(α1,α2) for example simply as Aµ,α1α2 .
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operators are given by
A00,000 = w1d⊗ 1+ w2k⊗ d+ w3k⊗ k, A00,111 = w3(k⊗ k)(a
− ⊗ a−),
A10,000 = (a
+ ⊗ 1)A00,000, A01,000 = (1⊗ a
+)A00,000, A11,000 = (a
+ ⊗ a+)A00,000,
A10,111 = (a
+ ⊗ 1)A00,111, A01,111 = (1⊗ a
+)A00,111, A11,111 = (a
+ ⊗ a+)A00,111.
Then the above traces are evaluated as
w−13
(
Tr(A11,000A00,111) Tr(A10,000A01,111)
Tr(A01,000A10,111) Tr(A00,000A11,111)
)
=
(
w3 w2
w1 w1
)
reproducing the sought result.
4. Combinatorial construction of steady state
Steady states of the n-iTAZRP can also be constructed via a combinatorial algorithm gener-
alizing the one in [16, Sec.4.3] by introducing the inhomogeneity parameters w1, . . . , wn
5. It may
be viewed as a TAZRP analogue of the results on the multispecies inhomogeneous TASEP [2, 4]
whose homogeneous case w1 = · · · = wn goes back to [8].
4.1. Combinatorial formula. Given a multiplicity arraym = (m1, . . . ,mn) ∈ (Z≥1)n specifying
a basic sector S(m) of the n-iTAZRP in the periodic chain ZL, define ℓ1, . . . , ℓn by
ℓa = m1 +m2 + · · ·+ma (4.1)
so that 1 ≤ ℓ1 < ℓ2 < · · · < ℓn. Associated with the data we introduce the finite sets
B(m) = Bℓn ⊗ · · · ⊗ Bℓ1 = {x = x
n ⊗ · · · ⊗ x1 | xa = (xa1 , . . . , x
a
L) ∈ Bℓa},
Bℓ = {(x1, . . . , xL) ∈ (Z≥0)
L | x1 + · · ·+ xL = ℓ},
(4.2)
where ⊗ may just be regarded as the direct product of sets. Elements in B(m) were called multiline
states in [16] in analogy with [8]. The B(m) is endowed with the structure of a crystal [11] of the
the quantum affine algebra Uq(ŝlL) [6, 10], although this aspects will not be used in the sequel.
Our main task, which will be detailed in the next subsection, is to formulate a projection π and a
weight function W
π : B(m)→ S(m), W : B(m)→ {wp11 · · ·w
pn
n | p1, . . . , pn ∈ Z≥0} (4.3)
such that the following formula holds:
Theorem 4.1. The steady state probability in Theorem 3.1 in the sector S(m) is expressed as
P(σ) =
∑
x∈π−1(σ)
W (x),
or equivalently, the steady state is constructed as
|PL(m)〉 =
∑
x∈B(m)
W (x)|π(x)〉.
The proof will be given after Remark 4.2.
5 The convention of labeling the particle species here is opposite from [16] causing many changes.
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4.2. Construction of the maps π and W . The map π has been constructed in [16, Sec.4]. Let
us recall it in the form adapted to the present convention. The weight function W , which is new,
will also be determined in the course of it. Our construction is recursive with respect to n.
Let a ∈ [2, n]. Associated with any xa ∈ Bℓa we introduce the maps
6
Φxa :S(m1, . . . ,ma−1)→ S(m1, . . . ,ma),
̟xa :S(m1, . . . ,ma−1)→ {w
p1
1 · · ·w
pa
a | p1, . . . , pa ∈ Z≥0}.
(4.4)
Note that S(m1, . . . ,ma−1) and S(m1, . . . ,ma) are the sets of configurations of (a − 1)-iTAZRP
and a-iTAZRP in the basic sectors. The map Φxa called TAZRP embedding rule in [16] and ̟xa
are defined through Step 0 – Step 3 in the sequel.
Step 0. Draw the (a−1)-iTAZRP configuration σ above and the xa ∈ Bℓa below in the two-row
diagram as the following example for L = 7, a = 4, ℓa = 9,x
4 = (0, 2, 1, 2, 0, 1, 3) ∈ B9 and the
3-iTAZRP state σ = (∅, 13, 2, 3, ∅, 12, 11) in multiset representation7.
3-iTAZRP state σ
x4
3
1
2 3
2
1
1
1
•
• •
•
• •
•
•
•
The element xa ∈ Bℓa is depicted as a dot pattern. The positions of the dots and the particles
(numbers in the top row) within a box do not matter. Each dot is either colored or uncolored.
Initially they are all uncolored.
Step 1. Do the pairing procedures (1), (2), . . . , (a−1) in this order, where (b) is to connect the
species b particles upstairs to partner dots downstairs according to (b− i) and (b− ii) below, where
“W”(west) and “left” are meant in the periodic sense, namely, W or left to the leftmost column is
the rightmost one.
(b− i) Pick any species b particle8 and draw a line from it to its SW neighbor box via the left
adjacent box9. If there are uncolored dots in the SW neighbor box, any one of them can be
chosen as the partner. If uncolored dots are absent there, the line should further proceed
to the left until it first encounters an uncolored dot. If there are more than one uncolored
dots in the same box, any one of them can be made the partner. Treat the so captured
partner dot as colored onward. The line connecting b and its partner shall be called an
H-line with color b.
(b− ii) Repeat (b− i) for all the remaining species b particles upstairs.
Step 2. Regard the colored dots captured by color b H-lines as species b particles for b ∈ [1, a−1].
Regard yet uncolored dots as species a particles. Then the bottom line gives the a-iTAZRP
configuration Φxa(σ).
Step 3. From the diagram obtained by completing Step 1, ̟xa(σ) is determined as
̟xa(σ) = w
−1
a η1η2 · · · ηL, ηi =
{
wa if coli = ∅,
wmin(coli) otherwise,
(4.5)
where coli (i ∈ ZL) is the set of colors of the H-lines that cross the border of the i-th and the
(i+ 1)-th boxes in the bottom row horizontally.
6The notation Φxa is slightly incomplete in that the a-dependence becomes invisible when xa is written gen-
erally as y for example. However we prefer it for simplicity. A proper alternative is to formulate it as a map
S(m1, . . . ,ma−1)×Bℓa −→ S(m1, . . . ,ma). A similar caution applies to ̟xa .
7 This is an abbreviation of (∅, {1, 3}, {2}, {3}, ∅, {1, 2}, {1, 1}) as in Example 2.1.
8The arbitrariness of the choice does not spoil the well-definedness. See Remark 4.2 (i).
9Hence every line starts from a particle with the shape ⌈ rather than ⌋.
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In our ongoing example, doing (1) to the previous diagram leads to
3
1
2 3
2
1
1
1
•
• •
•
• •
•
•
•
... ...
Doing (2) to this diagram leads to
3
1
2 3
2
1
1
1
•
• •
•
• •
•
•
•
... ...
One of the color 2 H-line is making extra 90◦ turns just before capturing the partner dot rather
than going straight. This is just by the presentational reason to avoid the intersection of H-lines
and has no significance. Doing (3) similarly to this diagram leads to
3
1
2 3 2
1
1
1
•
• •
•
• •
•
•
•
... ......
...
Step 1 is completed. In the next diagram we display the 4-iTAZRP state Φxa(σ) obtained as the
result of Step 2 together with the quantities ηi’s in (4.5).
3
1
2 3 2
1
1
1
•
• •
•
• •
•
•
•
... ......
...
Φx4(σ) ∅ 23 2 11 ∅ 1 134✻
η1
=
w4
✻
η2
=
w3
✻
η3
=
w2
✻
η4
=
w1
✻
η5
=
w1
✻
η6
=
w4
✻
η7
=
w1
In this way we obtain the 4-iTAZRP configuration Φx4(σ) = (∅, 23, 2, 11, ∅, 1, 134) in multiset
representation and ̟x4(σ) = w
3
1w2w3w4.
Having formulated the maps (4.4), we can now define π and W in (4.3) as
π(xn ⊗ · · · ⊗ x1) = σn, W (xn ⊗ · · · ⊗ x1) =
n∏
a=2
̟xa(σ
a−1). (4.6)
Here σa is the a-iTAZRP configuration in the basic sector S(m1, . . . ,ma) constructed as
σ
a = Φxa(σ
a−1) = Φxa ◦ Φxa−1 ◦ · · · ◦ Φx2(x
1) (a ∈ [2, n]) (4.7)
by identifying x1 = (x11, . . . , x
1
L) ∈ Bℓ1=m1 with the 1-iTAZRP configuration (x
1
1, . . . , x
1
L) in mul-
tiplicity representation, or equivalently (1x
1
1 , . . . , 1x
1
L) in multiset representation. It is in the basic
sector S(m1). In particular when n = 1 we understand these definitions as π(x
1) = σ1 = x1 and
W (x1) = 1.
Remark 4.2.
(i) Step 1 is a part of the algorithm for the combinatorial R for Uq(ŝlL) known as the NY-rule
[20, Rule 3.11]. In (b− i) and (b− ii), the H-lines depend on the order of choosing species
b particles from σ. However the resulting Φxa(σ) and ̟xa(σ) are independent of it due
to [20, Prop.3.20].
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(ii) In (4.5), η1 · · · ηL is always divisible by wa. To see this, notice that there remains exactly
ma ≥ 1 uncolored dots after Step 1 because the numbers of the particles upstairs is ℓa−1
and the dots downstairs is ℓa = ℓa−1 +ma. Thus there is at least one box in the bottom
row containing at least one uncolored dot. The left border of such a box must not be
crossed by an H-line as it contradicts the rule under which they are drawn. Thus the
factor ηi assigned to this border is wa. In the above example, η6 is it. (There can be more
than one such ηi in general.)
We have completed the description of the maps π and W . The nested construction (4.7) based
on the combinatorial R resembles the combinatorial Bethe ansatz [13]. However it is not known
to us if W has a natural interpretation in crystal theory like energy [20].
Proof of Theorem 4.1. The claim is actually the combinatorial interpretation of the matrix
product formula in Theorem 3.1. We explain it along the factor A
(a)
µ
(a−1)
i
,µ
(a)
i
in (3.5). For simplicity
write it as A
(a)
(µ1,...,µa−1),(α1,...,αa) and consider its summand involving Kr with r ∈ [1, a− 1] given
in (3.1):
wrδ
0, ......, 0
αr+1,...,αaP+(µ)(
r−1︷ ︸︸ ︷
k⊗ · · · ⊗ k⊗d⊗
a−1−r︷ ︸︸ ︷
1⊗ · · · ⊗ 1)P−(α), (4.8)
P+(µ) = (a
+)µ
1
⊗ · · · ⊗ (a+)µ
a−1
, P−(α) = (a
−)α
1
⊗ · · · ⊗ (a−)α
r
⊗
a−1−r︷ ︸︸ ︷
1⊗ · · · ⊗ 1,
where we have taken the condition αr+1 = · · · = αa = 0 in P−(α) into account. The operator (4.8)
acts on the vectors of the form |s1〉 ⊗ · · · ⊗ |sa−1〉 ∈ F⊗a−1. We interpret it as the local situation
in the two-row diagram obtained by Step 1 in which there are sb H-lines with color b coming into
the i-th bottom box from the left or from the above as follows10:
1
..
1
︷︸︸︷ µ1
..
.
a−1
..
a−1
︷︸︸︷ µa−1
✛
✛
•✛ 1..
•✛ 1
α1
..
.
..
..
..
.
•✛ r..
•✛ r
αr
✛ r◦
✛ r◦
}
≥ 1
..
..
..
.
︷︸
︸︷P+(µ)
..
..✛ a−1
✻
ηi−1 = wr
{
{
︷
︸︸
︷
#{color b H-lines} = sb
(b ∈ [1, a− 1])
The a+ and a− at the b-th tensor component of P+(µ) and P−(α) work as the emission and
absorption ofH-lines of color b, respectively. On the other hand k compels the complete absorption
allowing no H-lines to penetrate the left border while d = 1−k demands at least one H-line with
color r does penetrate leading to ηi−1 = wr as marked by ◦ in the above diagram. The term
involving waKa similarly selects the situation in which all the H-lines are absorbed and assigns it
with the factor ηi−1 = wa. 
10Possible incoming H-lines originating from the NW neighbor box have not been drawn here for simplicity but
are included in the argument.
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Example 4.3. Let us consider 4-iTAZRP on the length L = 4 chain and the configuration σ =
(3, 14, ∅, 22) in multiset representation. It is in the basic sector S(1, 2, 1, 1). The steady state
probability is given by P(σ) = w22w
2
3w
2
4(w1w2w4+w2w3w4+w1w3w4+w1w2w3). The relevant set
(4.2) is B(m) = B5 ⊗B4 ⊗B3 ⊗B1. We have π−1(σ) = {y1,y2,y3,y4}, where yj ∈ B(m) reads
y1 = (1, 2, 0, 2)⊗ (2, 1, 1, 0)⊗ (1, 2, 0, 0)⊗ (0, 1, 0, 0),
y2 = (1, 2, 0, 2)⊗ (2, 1, 1, 0)⊗ (0, 2, 0, 1)⊗ (1, 0, 0, 0),
y3 = (1, 2, 0, 2)⊗ (2, 1, 1, 0)⊗ (0, 2, 0, 1)⊗ (0, 1, 0, 0),
y4 = (1, 2, 0, 2)⊗ (2, 1, 0, 1)⊗ (1, 2, 0, 0)⊗ (0, 1, 0, 0).
Then the data (4.5), (4.6) and (4.7) are determined as follows.
y y1 y2 y3 y4
σ
1 (∅, 1, ∅, ∅) (1, ∅, ∅, ∅) (∅, 1, ∅, ∅) (∅, 1, ∅, ∅)
σ
2 (1, 22, ∅, ∅) (∅, 22, ∅, 1) (∅, 22, ∅, 1) (1, 22, ∅, ∅)
σ
3 (22, 3, 1, ∅) (22, 3, 1, ∅) (22, 3, 1, ∅) (22, 3, ∅, 1)
̟y2(σ
1) w32 w
3
2 w1w
2
2 w
3
2
̟y3(σ
2) w1w
2
3 w
3
3 w
3
3 w
3
3
̟y4(σ
3) w34 w
3
4 w
3
4 w1w
2
4
W (y) w1w
3
2w
2
3w
3
4 w
3
2w
3
3w
3
4 w1w
2
2w
3
3w
3
4 w1w
3
2w
3
3w
2
4
Thus P(σ) =W (y1) +W (y2) +W (y3) +W (y4) indeed holds.
5. Discussion
In [16] the homogeneous n-TAZRP was studied and the steady state probabilities were obtained
in the matrix product form Tr(X ′σ1 · · ·X
′
σL). The operatorX
′
σ has the structure of a corner transfer
matrix [5] of a {1, a±,k}-valued vertex model. It is defined by [16, eq.(5.10)] (with the interchange
σb ↔ σn+1−b to adjust the convention to this paper), and acts on the same space F⊗n(n−1)/2 as the
Xσ (3.3) in this paper does. However the equality X
′
σ = constXσ|w1=···=wn=1 up to permutations
of the tensor components does not hold in general except n = 2. We hope to report on the relation
between Xσ and X
′
σ, and thereby the approaches in this paper and [16] elsewhere.
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