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Traditional form of the second law of thermodynamics is strongly restricted by three conditions:
One is the initial joint state of the system and surroundings should be a product state, so that
there exists no initial correlations. The second is the initial states of surroundings are in equilib-
rium thermodynamics. And the end is weak couplings between the system and surroundings. This
formulation of the second law should be reexamined in order to understand the relations of thermo-
dynamics and information theory, especially, when existing initial correlations. In this work, using
the techniques of quantum statistical mechanics for thermodynamics and quantum information sci-
ence, we recast fundamental laws of thermodynamics from theoretical information point of view.
Initial correlations between the system and surroundings are considered, which evolves thermody-
namically and result in modifications of the traditional formulations. We obtained improved forms
of the entropy increase, Landauer’s principle, and the second law of thermodynamics, which are
exhibited as equalities rather than inequalities, and through which physical nature of information
can be demonstrated precisely. Further, using the language totally belongs to quantum informa-
tion theory, we give the direction of natural evolution process a new statement: the evolution of
an isolated quantum system, where no correlations exist between subsystems, initially, always to-
wards to directions of the correlation information never be decreased. Such result indicates that the
traditional principle of entropy increase can be redescribed using information theory, identically.
PACS numbers: 03.67.Hk, 03.67.Dd, 42.50.Dv
I. INTRODUCTION
The Maxwell’s demon paradox [1] leads a long history
of controversy for the meaning of information in physics,
especially in thermodynamics [2]. After all, the formula-
tion of the second law of thermodynamics, attributed to
Rudolf Clausius, Lord Kelvin and Max Planck, makes no
mention of information [3]. An outstanding insight came
from Rolf Landauer in 1961 [4]. The definitive discovery,
which now called Landauer’s principle, asserts the rela-
tionship between information and physics: the erasure
of information on the state of a system is concomitant
with the dissipation of heat into the surroundings. Fur-
ther, thanks to Bennett’s efforts [5] in clarifying the role
of Maxwell’s demon in the second law of thermodynam-
ics which was disturbed deeply. Such physical nature of
information inspires great interest to explore their inher-
ent interconnections. Obviously, it is a fundamental task
to exploit relationships between information theory and
thermodynamics for physics. Solving the following two
tasks is especially necessary [3]: refining the second law
of thermodynamics to incorporate information explicitly,
and clarifying the physical nature of information, so that
it enters the second law not as an abstraction, but as a
∗Electronic address: kexiajiang@126.com
†Electronic address: hfan@iphy.ac.cn
physical entity.
Since Maxwell’s demon, great progress have been made
in investigating extensively the relationships between
information theory and thermodynamics both theoret-
ically and experimentally (see [3, 6–14] for a recent
overview). A remarkable development is in the field of
non-equilibrium statistical mechanics, where fluctuation
theorems [15–18] and stochastic thermodynamics clari-
fied and generalized the classical results [19, 20]. And
more importantly, they present promising routes to un-
derstand the relationship between information and ther-
modynamics in general frameworks. Through various
perspectives and researches, close relationships between
quantum information and thermodynamics show in many
other aspects, such that, work extraction problems from
quantum systems [21–25], and thermodynamics mean-
ings of quantum correlations or coherence [26–29], fur-
ther, the resource theory of quantum information in ther-
modynamics [30]. Recently, different from the previous
methods, Reeb and Wolf [31] using techniques of quan-
tum statistical mechanics, provided a rigorous proof of an
improved version of Landauer’s principle from the under-
lying microscopic equations, which is formulated in terms
of an equality rather than inequality, impressively.
Sagawa and Ueda considered the role of initial correla-
tions in stochastic thermodynamics when establishing a
more generalized fluctuation theories [32]. However, most
work in literatures in investigating relations between in-
formation and thermodynamics assume that subsystems
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2are independent and the initial correlations between them
are ignored.
And very recently, excellent works [33, 34] are at-
tempted to extend the traditional framework of thermo-
dynamics, especially when correlations are exist initially.
However, a clarified and well-accepted expression about
the second law of thermodynamics which incorporates
quantum information theory is still challenging. And
further, a natural and crucial question is: whether the
traditional forms of thermodynamics, such as the princi-
ple of entropy increase and the second law, have another
meanings belongs totally to (quantum) information the-
ory, since they are so closely connected? By virtue of
such expression, we may clarify their correlations clearly.
In this paper, using the techniques of quantum sta-
tistical mechanics put forward by Reeb and Wolf [31],
we recast relations between the information theory and
the fundamental laws of thermodynamics in a more gen-
eral way, and establish a generalized frame to connect
the two theories. Main developments are concentrated
in three aspects: Firstly, the role of initial correlations
between the system and surroundings are being consid-
ered. Secondly, from three versions which seem totally
different, we obtain their improved formulas, where cor-
relations play key roles. Actually, all the three versions
we discussed can be viewed as descriptions of the sec-
ond law of thermodynamics in different setups. We ob-
tain more general forms of the second law of quantum
thermodynamics which incorporate information explic-
itly and naturally. Finally, we discuss the direction of
natural evolution process. We find it can be described
by using the language totally belongs to quantum infor-
mation theory.
This paper is organized as follows: in Sec. II, we first
discuss the concepts of information entropy and ther-
modynamic entropy and give out a fundamental Lemma
which is at the heart of the whole discussions. Taking into
account the role of initial correlations between the system
and the bath reservoir, where the state of the surround-
ing environments maybe far away from equilibrium, in
Sec. III, we obtain our main results: the improved the-
ories for quantum evolution dynamics. In Sec. IV, we
illustrate the results through a specific physical example
in open-system dynamics. The final section, Sec. V, is
devoted to conclusions and discussions.
II. TWO CONCEPTS OF ENTROPY
Two concepts of entropy in the quantum field are fun-
damentally important in the whole proceedings, von Neu-
mann entropy SV (ρ) (quantum information entropy) and
thermodynamic entropy Sth(ρ). Von Neumann entropy
has the meaning belongs to category of quantum statis-
tical mechanics from its originally assuming, as an ex-
tension of classical Gibbs entropy concept to the field
of quantum mechanics, which is introduced by John von
Neumann around 1927 for proving the irreversibility of
quantum measurement processes [35]. In quantum infor-
mation theory, von Neumann entropy
SV (ρ) = −tr [ρ log ρ] , (1)
namely, quantum information entropy, appears as the
analogue of classical Shannon entropy [36–38]. The con-
cept is critical important for more general questions in
the affinity of the two theories, quantum information the-
ory and thermodynamics [39].
In literatures, controversies regarding the relationship
between the two concepts exist [39–43]. In specific fields
of thermodynamics, which kind thermodynamic entropy
is identified with information entropy should be carefully
considered [44]. And the fact is that both of the two
concepts stem from the similar statistical characteristics
[37].
However, in the following analysis, we will use the
viewpoint in Refs. [3, 41] presenting Boltzmann’s con-
stant as a scale factor to distinguish the two concepts.
Before setup, in order to highlight its basic and funda-
mental position, we propose the following Lemma.
Lemma 1: In quantum thermodynamic of information
theory, thermodynamic entropy Sth(ρ) of a physical state
ρ connects with von Neumann entropy S(ρ) := SV (ρ) =
−tr [ρ log ρ] of the same state in which information mem-
ory are stored, as
Sth(ρ) = kSV (ρ), (2)
with the Boltzmann’s constant k to balance the dimen-
sions.
Although, the Lemma is not a new discovery, it states
a noticeable characteristic: Sth(ρ) belongs to thermody-
namics, while SV (ρ) belongs to information theory. Such
a relation is fundamental and at the heart of the whole
discussions. Loosely speaking, if do not care about the
Boltzmann constant k or put it equal to 1, the two con-
cepts can be regarded as equivalent. In most literatures,
this is a common convention and self-evident.
III. IMPROVED THEORIES FOR QUANTUM
EVOLUTION DYNAMICS
We consider an isolated quantum system S, which has
no information and no energy exchanges with the outside.
Firstly, we suppose the system composed by subsystems
Sµ, µ = 1, 2, . . . , N .
A. Improved principle of entropy increase
Two different concepts of entropy, the joint entropy
and the marginal entropy, which be defined globally and
locally, respectively, should be clarified when considering
the entropy of isolated quantum systems.
Definition 1: For a quantum system S of state ρ, the
joint entropy is the von Neumann entropy of the total
system, SJE(ρ) = SV (ρ).
3Definition 2: For a quantum system S of state ρ,
which is composed by subsystems Sµ, µ = 1, 2, . . . , N ,
the sum of all von Neumann entropies of the reduced
states SME(ρ) =
∑
µ SV (ρµ) is called the marginal en-
tropy of the system S, with ρµ = trµˆ[ρ] by tracing all
subsystems except Sµ.
The above two concepts of entropy are in general dif-
ferent, except for the case ρ is a product state for all
subsystems, ρ = ρ1⊗ ρ2⊗ . . .⊗ ρN . However, differences
are sometimes being ignored in statements of the second
law of thermodynamics.
Another basic concepts in information theory is mutual
information I(S : B) [36] for two random variables, which
essentially measures the amount of information that one
variable contains about another. Mutual information is
always non-negative. In the following, our set up is based
on a quantum system with Hilbert space H. Therefore,
mutual information is the quantum mutual information
I(S : B) = I(ρSB), which is an essential measurement
for evaluating total correlations between quantum sub-
systems [38, 45–48]. Correlation information [49–51] con-
tained in a quantum system is a generalized concept of
mutual information for multi-random variables in quan-
tum information theory. Using the above two definitions,
correlation information, now can be expressed as,
I(ρ) = SME(ρ)− SJE(ρ), (3)
which is also nonnegative. Iff no correlations exist be-
tween all subsystems, it becomes zero, i.e. I(ρ) = 0.
For an isolated quantum system, the joint entropy
is always conserved, SJE(U
†ρU) = SJE(ρ), since the
evolution can be described by unitary transformations
U = e−iHt. Straightforwardly, we have the following re-
sult.
Theorem 1: During the evolution of an isolated
quantum system S composed by subsystems Sµ, µ =
1, 2, . . . , N , from the initial state ρi to the final state
ρf , changes of thermodynamically marginal entropy are
equal to changes of correlation information times Boltz-
mann’s constant k,
∆Sth,ME := k∆SME = k∆I = k [I(ρf )− I(ρi)] . (4)
Using Lemma 1 and Eq. (3), the proof of Theorem
1 is straightforward and omitted. Theorem 1 both im-
proves and generalizes the traditional explanation about
entropy increase, we call it the improved principle of en-
tropy increase. The traditional form can be easily ob-
tained by attaching additional conditions: if all subsys-
tems Sµ, µ = 1, 2, . . . , N , are initially uncorrelated, i.e.
I(ρi) = 0 iff ρi = ρ1⊗ρ2⊗ . . .⊗ρN . We call it the “prod-
uct condition”. Then, thermodynamically marginal en-
tropy of the system S will never be decreased,
∆Sth,ME = Sth,ME(ρf )− Sth,ME(ρi) ≥ 0. (5)
However, when initial correlations exist (see the il-
lustration of Fig. 1 in Sec. IV), i.e. I(ρi) > 0, things
may be different. Impressively, marginal entropy of the
whole system can be decreased, ∆Sth,ME ≤ 0, due to the
existence of initial correlations between the subsystems,
where thermodynamic features of the negative informa-
tion entropy are obviously expressed [26]. From the illus-
trations (Fig. 2 in Sec. IV), we can see that the change
rate of total entropy can be negative in process of dynam-
ical evolutions. Our results about relationships between
the total entropy of the whole system and the mutual
information are consistent with other discussions in ref-
erences [32, 45, 52, 53], which used different methods.
We remark that it may be an interesting question to
consider the initial correlations for other systems, such
as universe. And a remarkable result is straightforward:
If correlation information of the state of the total and
isolated universe is constant, I(ρU ) ≡ Const., then ther-
modynamically marginal entropy of the total universe is
also constant, Sth,ME ≡ Const.
B. Improved Landauer’s principle
The discussion in the above subsection is general and
does not assume any particulary conditions for quantum
processes. Now, we compact the total system by only
two subsystems, S and B, which denote the register sys-
tem of information and a finite-sized environment or bath
reservoir, respectively, and refine the setup.
Without loss generality, we consider an information
erasing process, in which the (sub)system S with a time-
dependent Hamiltonian HS(t), in contact with the bath
reservoir B with a time-independent Hamiltonian HB.
The total Hamiltonian is
H(t) = HS(t) +HB +Hint(t), (6)
where the last term is the coupling strength between S
and B. The time evolution of the initial state ρSB(0) can
be written as
ρSB(t) = U(t)ρSB(0)U(t)†. (7)
In the following discussions, we relabel the finial reduced
states as ρ′µ := ρµ(t) = trν [ρµν(t)] := trν [ρ
′
µν ], con-
veniently, distinguishing from the initial reduced states
ρµ := ρµ(0) = trν [ρ(0)µν ] := trν [ρµν ], with µ, ν = S,B.
Limiting the bath reservoir always in an equilibrium
state, sometimes is unnecessary, such as for small sized
surrounding environments. One method to circumvent
the obstacle is introducing a corresponding thermal state
ρB,th = e−βHB/Z for non equilibrium surroundings, with
the partition function Z = tr
[
e−βHB
]
and the inverse
temperature β = 1/kT , by assuming they have the same
energy
EB = tr [ρB,thHB] = tr [ρBHB] . (8)
According to Theorem 3 in Ref. [31], we can have a
similar analysis
4S(ρ′B)− S(ρB,th) =S(ρ′B) + tr
[
ρB,th log
e−βHB
tr [e−βHB ]
]
=S(ρ′B) + tr
[
ρB,th
(−βHB − log tr [e−βHB])]
=S(ρ′B)− βtr [ρB,thHB]− log tr
[
e−βHB
]
+ βtr [ρ′BHB]− βtr [ρ′BHB]
=βtr [HB (ρ′B − ρB)] + S(ρ′B) + tr
[
ρ′B log
e−βHB
tr [e−βHB ]
]
=β∆Q−D(ρ′B||ρB,th), (9)
Here, ∆Q = tr [HB(ρ′B − ρB)] is the heat dissipated from
the system S to the surrounding bath reservoir B, and
∆S = S(ρS) − S(ρ′S) is the decrease of the information
entropy of the system. Without loss generality, we as-
sume the evolution is an erasing information process in-
side the subsystem S, so that ∆S is positive. The rel-
ative entropy between two states σ and ρ is defined as
D(σ||ρ) = tr [σ log σ]− tr [σ log ρ].
When replacing ρ′B with ρB, ∆Q becomes zero auto-
matically. So we have
S(ρB,th)− S(ρB) = D(ρB||ρB,th). (10)
The non equilibrium surroundings bath reservoir brings
about a difference, which shows as relative entropy, is
understandable. Using Eqs. (4), (9) and (10), we obtain
∆S + ∆I = S(ρ′B)− S(ρB)
= S(ρ′B)− S(ρB,th) + S(ρB,th)− S(ρB)
= β∆Q−D(ρ′B||ρB,th) +D(ρB||ρB,th). (11)
Denoting the increasing of the relative (information) en-
tropy of the bath reservoir with its initial thermal state
as
∆D = D(ρ′B||ρB,th)−D(ρB||ρB,th). (12)
Despite the fact that the relative entropy is always non-
negative, ∆D does not have such property due to non-
equilibrium characteristics of the surroundings (see Fig. 4
in Sec. IV for a example of open-system dynamics evolu-
tions).
Further, using Theorem 1 and Eqs. (11), we can obtain
a more general form of the Landauer’s principle,
∆Q
T
= k [∆S + ∆I + ∆D] . (13)
This is a further improved formula incorporates and
emphasizes the initial correlations and non-equilibrium
characteristics of the bath reservoir. Consistent with and
as a continuation of the result in Ref. [31], we call it the
improved Landauer’s principle.
The traditional form of the Landauer’s principle can
be easily deduced by imposing two additional initial con-
ditions: One is the “product condition”-the system and
surrounding environment are uncorrelated, i.e. ρSB =
ρS ⊗ ρB, which ensures ∆I ≥ 0. And the other we
call the “thermal equilibrium condition”-state of sur-
rounding environment is an equilibrium thermal state,
i.e. ρB = ρB,th, which ensures ∆D ≥ 0. So, we have the
traditional form of the Landauer’s principle,
β∆Q ≥ ∆S, (14)
which states that the erasure of information represented
as ∆S will cost at least heat dissipation ∆Q.
Further, we can have an equality which quantized the
fluxes of heat, entropy and the change rate of information
βQ˙ = S˙ + I˙ + D˙, (15)
with the time change rate (˙) := d/dt. Such a general
form clarifies contributions of fluxes of each part. When
imposing the product and thermal equilibrium condi-
tions, we can obtain expression of the traditional form
of Landauer’s principle using heat and entropy fluxes,
βQ˙ ≥ S˙ [54], discussed in [55, 56] based on the other
models or perspectives.
On the other hand, strong initial correlations between
the system and the bath may lead to negative values
of ∆I < 0, and further, violate the traditional form of
Landauer’s principle. Such abnormal behaviors would
entail the establishment of memory effects within the en-
vironment and the occurrence of non-Markovianity in the
S − B dynamics [56–58].
In Fig. 3 (see Sec. IV), we plot change rates of the
mutual information plus the relative entropy of the bath
reservoir, namely, I˙ + D˙. The illustration shows the role
of the fluxes of surrounding environment and especially
the mutual information, in information processing for the
open-system dynamics by using the Landauer’s principle.
The traditional flux inequality of the Landauer’s princi-
ple, βQ˙ ≥ S˙, can be violated during evolution processes
due to the negative value of I˙ + D˙.
C. Improved second law of thermodynamics
The second law of thermodynamics in the original for-
mulation of macroscopic thermodynamics stipulates that
the work W , required to change the state of a system
5in contact with a bath reservoir between two different
equilibrium states, is at least equal to the corresponding
increase of free energy for states in equilibrium, namely,
W −∆F ≥ 0. (16)
However, for a general quantum information erasing (or
writing) process, the case maybe totally different, for ex-
ample, during which the bath reservoir states in non-
equilibrium and importantly, and correlations between
the system and bath reservoir exist initially.
According to the first law of thermodynamics, that is
the energy conservation law, distributions of the amount
of work W done on the total system can be generally
written as,
W =tr [H ′ρ′SB]− tr [HρSB]
=tr [H ′Sρ
′
S ]− tr [HSρS ] + tr [H ′Bρ′B]− tr [HBρB]
+ tr [H ′intρ
′
SB]− tr [HintρSB]
=∆ES + ∆EB + ∆ESB. (17)
where ∆ES = trS [ρ′SH
′
S − ρSHS ] and since in Eq. (6)
HB is time independent, ∆Q = tr [HB(ρ′B − ρB)] is
the heat transferred from bath reservoir, and ∆ESB =
tr [H ′intρ
′ −Hintρ] can be understood as the correspond-
ing energy change for interacations between the two sub-
systems. In order to get desired results, we have assumed
the work W done only on the subsystem S.
Finding a proper definition of free energy F for general
statistical states ρ, has been discussed by many authors
from different perspectives and applications [8, 31, 32,
59]. Here we adopt the definition in [3, 59, 60, 62]
FH(ρ) = tr [ρH]− β−1S(ρ), (18)
where β = 1/kT is the inverse temperature of the thermal
bath reservoir. We can also relax the limitation of ther-
mal equilibrium condition of the surroundings, although
non equilibrium states may not have well-defined temper-
atures. Similar with the above subsection, we circumvent
the obstacle using Eq. (8).
By virtue of Theorem 1, using Eqs. (11), (17) and (18),
we have
W − β−1∆I =tr [ρ′SH ′S ]− tr [ρSHS ] + ∆Q+ ∆ESB + β−1∆S − β−1 [S(ρ′B)− S(ρB)]
=
(
tr [ρ′SH
′
S ]− β−1S(ρ′S)
)− (tr [ρSHS ]− β−1S(ρS))+ ∆ESB + ∆Q− β−1 [S(ρ′B)− S(ρB)]
=FH′S (ρ
′
S)− FHS (ρS) + ∆ESB + β−1 [D(ρ′B||ρB,th)−D(ρB||ρB,th)]
=∆F + ∆ESB + β−1∆D, (19)
where ∆F = FH′S (ρ
′
S) − FHS (ρS) is the change of free
energy during the instant time interval, between two ad-
jacent states [63]. Finally, we obtain an equality with in-
corporating information shown explicitly and naturally,
W −∆F −∆ESB = β−1 (∆I + ∆D) , (20)
which extends the traditional second law of thermody-
namics. We call it the improved second law of thermody-
namics.
Obviously, the traditional form of the second law of
thermodynamics W −∆F ≥ 0 is restricted by three con-
ditions: One is the product condition-the initial joint
state of the system and surroundings should be a product
state, so that there exists no initial correlations, which
ensures ∆I ≥ 0. And then, the thermal equilibrium
condition-the initial states of surroundings are in equilib-
rium thermodynamics, which ensures ∆D ≥ 0. The end
is the weak coupling condition-the couplings between the
system and surrounding environment are weak, so that
∆ESB ≈ 0, which ensures the least work W is equal to
the corresponding increase of free energy ∆F .
Imposing the thermal equilibrium condition, it be-
comes
W −∆F −∆ESB = β−1
[
∆I +D(ρ′B||ρB,th)
]
≥ β−1∆I, (21)
which is the result discussed by Sagawa and Ueda using
fluctuation theorem [32]. The equality also is a general-
ized improvement of the result in [64] for a nonequilib-
rium initial state using the Jarzynski equality.
D. Quantum information statement of the
traditional principle of entropy increase
Energy conservation is essential and fundamental in
the establishment of the three improved equality formu-
las. In essence, they reflect quantitative relationships be-
tween information and energy changes or transfers during
the evolution [65]. However, a confusing question arises:
where is the direction of evolution? After all, the tradi-
tional second law concerns on directions of natural evo-
lution processes. Without hesitation, the additional con-
ditions which guarantee reductions to traditional forms,
are suspects of the case, thus should to be reexamined.
6One of the most noticeable features of the improved
formulas Eqs. (4), (13) and (20) is the meaning on both
sides of the equations, except the constant k and the
inverse temperature β, LH belongs to thermodynamics
while RH belongs to information theory. The least or
common condition that guarantees reductions to tradi-
tional forms is the product condition, especially, in the
formula of improved entropy increase, where the tradi-
tional principle is identical with the product condition.
When adding more precisely and specially designed se-
tups, other condition arises, e.g. the thermal equilibrium
condition and the weak coupling condition.
A trustworthy interpretation is there has an identical
corresponding expression of the traditional entropy in-
crease of thermodynamics in quantum information the-
ory, and then the direction of natural evolution process
exists another meaning belongs to information theory.
Thus, we have the following quantum information state-
ment of the traditional principle of entropy increase.
Proposition 1: The evolution of an isolated quantum
system, where no correlations exist, initially, between
subsystems Sµ, µ = 1, 2, . . . , N , always towards to direc-
tions of the correlation information never be decreased,
i.e. I(ρSB(t)) ≥ 0.
It seems that Proposition 1 is not a result of new dis-
covery, after all, the result I(ρSB(t)) ≥ 0 can be proved
by definitions of concepts of the correlation information
for evolutions of an isolated quantum system, where en-
ergy conservation is satisfied. However, the significance
is that we give the direction of natural evolution process
a new meaning.
IV. ILLUSTRATIONS BY PHYSICAL
EXAMPLES
In this section, we illustrate the above obtained for-
mulations through a physical example. A. Smirne et al.
[66] used the Jaynes-Cummings model discussing initial
correlations in open-system dynamics. The mode, espe-
cially when considering the initial correlations between
the system and the bath reservoir, is suitable for what
we want to illustrate in the above setups.
Information are stored in a memory medium which im-
plicated by a two-level system. The system in contact
with a finite bath reservoir simulated by a single mode
of the radiation field with total Hamiltonian
H = HS +HB +HSB
= ω0σ+σ− + ωb†b+ g
(
σ+ ⊗ b+ σ− ⊗ b†
)
, (22)
where σ+ = |1〉〈0| and σ− = |0〉〈1| are the raising and
lowering operators of the two-level system, b† and b are
the creation and annihilation operators of the field mode.
We consider an initially correlated pure state with the
form
ρSB(0) = |ψ〉〈ψ|, (23)
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FIG. 1: (Color online) The correlation contained in the initial
state ρSB, which characterized by the mutual information I,
as a function of norm of the probability distribution coefficient
|ξ|. The other parameters: ω0 = 1, ω = 0.5, g = 1 and n = 7.
with |ψ〉 = ξ|0, n〉 + ζ|1, n − 1〉, |ξ|2 + |ζ|2 = 1. The
evolution of state ρSB(t) is controlled by Eq. (7) through
an exact time-evolution operator for the total system in
the interaction picture
U(t) =
(
c(nˆ+ 1, t) d(nˆ+ 1, t)b
−b†d†(nˆ+ 1, t) c†(nˆ, t)
)
. (24)
Functions c(nˆ, t) and d(nˆ, t) of the number operator nˆ =
b†b and detailed numerical calculations of the processing
are attached in Appendix A.
Using such special mode, initial correlations I(ρSB),
which characterized by the mutual information, are nu-
merically illustrated in Fig. 1 as a function of norm of the
probability distribution coefficient |ξ|. For an isolated
whole system, the total entropy Eq. (4) can be decreased
in processes of the dynamical evolutions due to existence
of initial correlations between the subsystems. We illus-
trated such abnormal characteristics in Fig. 2. Initial
correlations between the system and the bath reservoir
also change the traditional Landauer’s principle Eq. (14).
The flux equality βQ˙ ≥ S˙ can not be maintained in pro-
cess where change rate is negative, see Fig. 3. This corre-
sponds to the fact that the dynamical evolution draws the
initial correlations (or informations), which not belonging
to the reduced system and the bath reservoir individually,
into the information processing. Fig. 4 illustrates the in-
creasing of the relative (information) entropy Eq. (12)
of the bath reservoir with its initial thermal state as a
function of time. Due to the non-equilibrium character-
istics of the surroundings, it can be negative in evolution
processes.
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FIG. 2: (Color online) Plots of the change rate of the total entropy I˙(ρSB(t)). It illustrates that the change rate of the total
entropy may be negative in some process of the dynamical evolutions. Parameters: ω0 = 1, ω = 0.5, g = 1, n = 7, with (a)
ξ = 0.5 and (b) ξ = 0.71.
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FIG. 3: (Color online) Change rates of the mutual information
plus the relative entropy of the bath reservoir as a function
of time in dynamical evolutions, namely, I˙ + D˙. Parameters:
ξ = 0.71, ω0 = 1, ω = 0.5, g = 1, and n = 7.
V. DISCUSSIONS
In summary, in this paper, using the techniques of
quantum statistical mechanics for thermodynamics, we
recast relations between the fundament laws of thermo-
dynamics and information theory generally. The initial
correlations between the system and the surrounding en-
vironments are taken considered. From three different
versions, all of them can be seen as the second laws of
thermodynamics, we obtained more general forms, which
incorporate information explicitly and naturally. We ex-
hibit the improved general forms as equalities, through
which physical natures of information are clarified. Fur-
ther, we relax restrictions on the initial state of bath
reservoir, which can be far away from equilibrium. By
virtue of law of energy conservation, all the forms be ex-
pressed as equality rather than inequality, which reflect
quantitative relationships between information and en-
ergy changes or transfers during the evolution.
Giving the direction of natural evolution process a
meaning totally belongs to information theory is a natu-
ral result when reducing the improved formulas to the
tradition forms. An interesting theoretical stride by
Vlatko Vedral [67], recently, who treats the arrow of time
as a manifestation of the increase of correlations, as quan-
tified by the mutual information, between the system and
the rest of the universe. Such a mode is an expanding and
general discussion which we have give a foreshadowing in
the discussion of improved principle of entropy increase.
Although, based on the setups, we have established a
more generalized frame to connect the information the-
ory and the fundamental laws of thermodynamics. How-
ever, many aspects are interesting and even challenging
for subsequent works, such as, when measurements are
taken into consideration, and also a time-independent
Hamiltonian for the bath reservoir is a strong restriction
on the evolutions. especially for small sized surround-
ings, where correlates with information register system
are rapidly changing.
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FIG. 4: (Color online) Plots of the increasing of the relative (information) entropy ∆D(t) of the bath reservoir with its initial
thermal state as a function of time. Due to the non-equilibrium characteristics of the surroundings, it can be negative in
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Appendix A
The functions of the number operator nˆ = b†b have the
form
c(nˆ, t) = ei∆t/2
[
cos
(
Ω(nˆ)
t
2
)
− i ∆
Ω(nˆ)
sin
(
Ω(nˆ)
t
2
)]
,
d(nˆ, t) = −iei∆t/2 2g
Ω(nˆ)
sin
(
Ω(nˆ)
t
2
)
, (A1)
with
Ω(nˆ) =
√
∆2 + 4g2nˆ, (A2)
where ∆ = ω0 − ω denotes the detuning between the
system’s transition frequency ω0 and the frequency ω of
the field mode.
One can expand the initial state Eq. (23) using the
basis vector |µ〉 ⊗ |m〉 ≡ |µ,m〉, with µ = 0, 1 labels the
states of the two-mode system and m = 0, 1, 2, . . . the
number states of the field mode,
ρSB(0) =
∑
µ,ν,m,l
ρm,lµ,ν |µ,m〉〈ν, l|. (A3)
The non-trivial coefficients are
ρm,l00 = |ξ|2δmnδln,
ρm,l01 = ξζ
∗δmnδl,n−1
ρm,l10 = ξ
∗ζδm,n−1δl,n,
ρm,l11 = |ζ|2δm,n−1δl,n−1.
(A4)
Using the evolution equation Eq. (7), after some calcula-
tions one can obtained the reduced states
ρS(t) =
(
a1 + b1 0
0 a2 + b2
)
, (A5)
ρB(t) =
 a1 0 a3 00 a2 0 b3a∗3 0 b1 0
0 b∗3 0 b2
 , (A6)
for system and bath reservoir respectively. The elements
are
a1 = (n− 1)|ζ|2|dn−1(t)|2,
a2 = |ζ|2|cn−1(t)|2,
a3 =
√
n− 1ξ∗ζc∗n+1(t)dn−1(t),
b1 = |ξ|2|cn+1(t)|2,
b2 = (n+ 1)|ξ|2|dn+1(t)|2,
b3 = −
√
n+ 1ξ∗ζc∗n−1(t)dn+1(t),
(A7)
where cn(t) and dn(t) denote the eigenvalues of c(nˆ, t)
and d(nˆ, t), corresponding to the eigenstate |n〉, respec-
tively. Here, one should note that base vectors of states
Eqs. (A5) and (A6) are {|µ〉, µ = 0, 1} for the two-mode
system and {|m〉 ,m = n− 2, n− 1, n, n+ 1} for the bath
reservoir, respectively.
Now, by virtue of detailed expressions of states
Eqs. (A5) and (A6), the change of the total entropy ∆I
can be given out using Eq. (4) and the definition of von
Neumann entropy Eq. (1). Similarly, one can obtain the
rate of changes I˙ ≡ dI/dt.
Conveniently, we rewrite the state of bath reservoir
Eq. (A6) as
ρB(t) = a1|n− 2〉〈n− 2|+ a3|n− 2〉〈n|
+a2|n− 1〉〈n− 1|+ b3|n− 1〉〈n+ 1|
+a∗3|n〉〈n− 2|+ b1|n〉〈n|
+b∗3|n+ 1〉〈n− 1|+ b2|n+ 1〉〈n+ 1|.
(A8)
9Using the above form, the energy of the bath reservoir is
E(t) = tr [HBρB(t)] = tr
[
ωb†bρB(t)
]
. (A9)
Further, we have the inverse temperature
β(t) =
1
ω
ln
(
1 +
ω
E(t)
)
(A10)
for the thermal state ρB,th = e−βHB/tr
[
e−βHB
]
, which
corresponds to the state of the bath reservoir ρB(t) and
they have the same energy. In order to facilitate the
calculation of D(ρ′B||ρB,th), similar with Eq. (A8) we re-
express the thermal state in a matrix form
ρB,th(t) =
1
Z
∑
m
e−β(t)mω|m〉〈m|, (A11)
with the partition function Z = 1/
[
1− e−β(t)mω].
Straightforwardly, using Eqs. (A8) and (A11) one can
obtain the final result of the relative entropy D(ρ′B||ρB,th)
and time rate of changes D˙ ≡ dD/dt. In the main text,
we plot the rate of changes of I˙+D˙ as a function of time.
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