Abstract. In this note we present a simple upper bound for the row-wise norm of the inverses of general confluent Vandermonde matrices.
Introduction and main result
Let {x 1 , . . . , x n } be pairwise distinct complex numbers and {ℓ 1 , . . . , ℓ n } a vector of natural numbers such that ℓ 1 + ℓ 2 + · · · + ℓ n = N . 
While the usual Vandermonde matrices, corresponding to the configuration ℓ 1 = · · · = ℓ n = 1, are ubiquitous, the general confluent case is somewhat less known. The confluent matrices classically appeared in theory of interpolation and quadrature [11, 12] , as well as in more recent studies of higher-order numerical methods in signal processing [1, 2, 3] .
It is often desirable to estimate the row-wise norm of V −1 (which can be used to further evaluate the condition number), see e.g. [4, 5, 7, 8, 9, 10] . Gautschi obtained very precise bounds in [7, 8] , but only for the case ℓ i ≤ 2; i = 1, . . . n. In this note we generalize these results for the arbitrary confluent configuration. Our main result is as follows. Theorem 1. Assume that the points {x j } satisfy |x j | ≤ 1 and also that they are δ-separated, i.e.
The proof of this theorem (see Section 3) combines original Gautschi's technique [8] and the wellknown explicit expressions for the entries of V −1 [13] , plus a technical lemma (Section 2, Lemma 1).
In contrast with [8] , the bound (1.1) depends only on the separation distance and the combinatorial structure of the problem. It shows that the norm grows polynomially with 
Proof. The proof has been kindly provided to us by did [6] . Assume by induction that there exists a universal polynomial P t (N ) of degree t such that
Therefore we can apply the Leibnitz rule
This implies, together with the induciton hypothesis, that
So one can choose P 0 (N ) = 1 and, for every t ≥ 0,
This yields P t (N ) = N (N + 1) · · · (N + t − 1), which completes the proof.
Proof of Theorem 1
By using a generalization of the Hermite interpolation formula ( [14] ), it is shown in [13] that the components of the row u j,k are just the coefficients of the polynomial
where h j (x) is given by (2.1). By [7, Lemma] , the sum of absolute values of the coefficients of the polynomials 
