Abstract. The paper considers a model for Bose gases in the so-called 'high-temperature range' below the temperature T c , where Bose-Einstein condensation sets in. The model is of non-linear two-component type, consisting of a kinetic equation with periodic boundary conditions for the distribution function of a gas of excitations interacting with a Bose condensate, which is described by a Gross-Pitaevskii equation. Results on well-posedness and long time behaviour are proved in an H 1 -setting close to equilibrium.
where B is a collision kernel, and
The collision term C 12 for collisions between (quasi-)particles and condensate is C 12 (f, n c )(p) = n c g 2
3) −δ(p − p 2 ) − δ(p − p 3 )]((1 + f 1 )f 2 f 3 − f 1 (1 + f 2 )(1 + f 3 ))dp 1 dp 2 dp 3 ,
where |A| 2 is a collision kernel and
The usual Gross-Pitaevskii equation for the wave function ψ (the order parameter) associated with a Bose condensate is
i.e. a Schrödinger equation complemented by a non-linear term accounting for two-body interactions. m is the atomic mass, g =
where a is the scattering length of the interaction potential, and U ext is an external potential. In the present context, the Gross-Pitaevskii equation is further generalized by letting the condensate move in a self-consistent Hartree-Fock mean field 2 R 3 f (p)dp produced by the thermally excited atoms, together with a dissipative coupling term associated with the collisions. The generalized Gross-Pitaevskii equation derived in e.g. [16] , [17] , [23] and [11] , is of the type i ∂ t ψ = − 2 2m ∆ x ψ + g|ψ| 2 + U ext + 2g R 3 f dp + i 2 g 2 R 3 ×R 3 ×R 3 δ(p 1 − p 2 − p 3 )δ(E 1 − E 2 − E 3 ) ((1 + f 1 )f 2 f 3 − f 1 (1 + f 2 )(1 + f 3 ))dp 1 dp 2 dp 3 ψ.
(1.4)
The two component problem (1.1), (1.4) is extensively discussed in the physics literature (see [6] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [23] , [25] , [27] ).
The model under study.
We restrict to the 'high temperature range', and more particularly consider the temperature range close to 0.7T c . Here, as explained in [6] , [16] , [17] , [27] and more in details in [14] , |A| 2 = 1, |p| >> √ 2mgn c , the approximation E p = |p| 2 2m + gn c of the quasi-particle excitation energy is commonly used, and the operator C 22 is negligible. This is the setting considered in [27] . In equilibrium, the right hand side of (1.1) vanishes. Multiplying the collision term by log f 1+f and integrating in p, it follows that in equilibrium
, when p 1 = p 2 + p 3 , |p 1 | 2 = |p 2 | 2 + |p 3 | 2 + 2mgn c .
(1.5) Equation (1.5) implies that f 1+f is a Maxwellian, hence f a Planckian, which is of the type 1 e α(|p| 2 +2mgnc)+β·p − 1 , α > 0, β ∈ R 3 , p ∈ R 3 .
In the equilibrium Planckian distribution function, fix the condensate as identically equal to a constant n 0 > 0. Set α = 1, take the x-component of β as zero, |β| = 2 √ 2mgn 0 and write the Planckian as as equilibrium Planckian equilibrium distribution function. Moreover, at the range of temperature considered here, the mass of the condensate exceeds that of the excitations, i.e. n 0 > P (p)dp.
The present paper studies the stability of the equilibrium (P, √ n 0 ) of the system in a periodic slab, under small deviations that respect the conservation laws. Although we are not deriving hydrodynamic limits, we take into account that we are close to equilibrium. Therefore, in the spirit of the program of derivation of hydrodynamic limits for the Boltzmann equation established in [4] , we introduce a small mean free path ǫ, so that C 12 becomes 1 ǫ C 12 , and rescale to the slower time-scale so that ∂ t becomes ǫ∂ t . We also scaleh = ǫ as in [1] , which studies two-fluid limits for systems of the type (1.1), (1.4). Other scalings are possible, but not considered in this paper. The functions f (t, x, p), ψ(t, x) are considered in the slab Ω = [0, 2π] in the x-direction with periodic boundary conditions. They are small deviations of the equilibrium P, √ n 0 ,
which respect the conservation laws. The setting resembles the derivation of the Stokes equations from the classical Boltzmann equation [10] . In this paper the external potential U ext is assumed to be a constant that will be fixed later. We could alternatively have left out the external potential in (1.4) but replaced ψ by e itUext ψ in the proofs. For simplicity the factor g (resp. m) will be taken as one (resp. 1 2 ). We restrict to cylindrically symmetric in p = (p x , p r ) ∈ R × R 2 distribution functions. This changes the linear moment conservation Dirac measure in the collision term to δ(p 1x − p 2x − p 3x ). Since the collective excitations play no role in this temperature range, the domain of integration is here taken as the set of p ∈ R 3 such that |p| 2 > 2λ 2 with λ > 2 √ n 0 . Denote byχ the characteristic function of the set
The restriction |p| 2 > 2λ 2 will be implicitly assumed below, and dp will stand for |p| 2 >2λ 2 dp. Set
The system of equations to be satisfied by (f, ψ) is
)dp 1 dp 2 dp 3 , (1.6)
and
)dp 1 dp 2 dp 3 −i(n c +U ext +2 f dp) ψ, (1.8)
Here, the function n c is defined by n c = n c (t, x) := |ψ| 2 (t, x). We have used the slab frame and the assumption that the first component of p 0 is zero to replace p c by zero in the l.h.s. of the kinetic equation as an approximation of order ǫ. Moreover, the approximate energy |p| 2 + n c used in (1.5) at this range of temperature has been replaced by the approximation |p| 2 + n 0 . The total initial mass is
which is formally conserved by the equations (1.6) and (1.8).
The initial data f i and ψ i are taken as
for some functions R i (x, p) and Φ i (x) with
P R i dp)dx = 0. This is consistent with the asymptotic behavior proven in the paper, i.e. (f − P, |ψ| 2 − n 0 ) tending to zero when time tends to infinity. It implies that (up to the multiplicative constant 1 2π ) the initial (and conserved) total mass equals the mass of (P, n 0 ), i.e.
M 0 = P (p)dp + n 0 .
(1.10)
The separate masses of condensate and excitation may, however, not be conserved. The constant U ext will be taken as g(n 0 − 2M 0 ). For a discussion of general modeling aspects, see also our paper [2] and its references.
The main mathematical result.
The main results of the paper concern the well-posedness and long time behaviour of the problem (1.6-9). Let . 2 denote the norm in L 2 ([0, 2π]), and set ψ
and let L 2
denotes the L 2 -space of functions h so that (
The solutions of (1.6-7) will be strong solutions, i.e. such that the collision operator
(R 3 ; H 1 (0, 2π)) , ν being the collision frequency defined in (2.4). The solutions of (1.8-9) are H 1 -solutions in the following sense. A function ψ ∈ C b (R + ; H 1 per (0, 2π) is an H 1 -solution to (1.8-9) , if for all φ ∈ C(R + ; H 1 per (0, 2π)) and all t > 0,
)dp 1 dp 2 dp 3 − i(n c + 2 f dp + U ext ) ψφ. Theorem 1.1 There are ǫ 1 > 0, η 1 > 0, ζ > 0, and c > 0, such that for ǫ < ǫ 1 and
P R i dp)dx = 0, (1.12) and
there is an isolated solution
to (1.6-9) with f > 0. For all t ∈ R + , the solution satisfies,
14)
Moreover, n c (t) = |ψ(t, x)| 2 dx converges exponentially to n 0 when t → +∞,
exists, and the convergence to its limit is exponential.
Whereas non-linear systems of the type (1.6-9) and its generalizations have been much studied in mathematical physics below T c , there are so far only few papers with their focus mainly on the nonlinear mathematical questions. Starting from a similar Gross-Pitaevskii and kinetic frame, two-fluid models are derived in [1] . The space homogeneous initial value problem for this system is treated in [2] for a large data setting. A Milne problem related to the present set-up is studied in [3] . The paper [9] considers a related setting, and has its focus on linearized space homogeneous problems. Validation aspects in the space-homogeneous case are discussed in [24] . There has been a considerable interest recently (see ee.g. [8] , [19] and references therein) in the bosonic Nordheim-Uehling-Uhlenbeck equation as a model above and around T c for blow-ups and for condensation in space-homogeneous boson gases, with the L 1 -part of the solution representing the gas and the measure part a condensate. However, such condensations seem to depend more on a concentration of the initial values around zero than on the critical temperature (cf [19] ). Also, in a space-dependent situation, on a formal level, the measure part of the bosonic Nordheim-UehlingUhlenbeck equation does not correspond to the full Gross-Pitaevskii equation.
Our paper studies a two-component model away from T c (close to 0.7T c ), in a neighbourhood of an already formed condensate in equilibrium with its excitations. A classical approach to study kinetic equations in a perturbative setting, is to use a spectral inequality (resp. Fourier techniques and the · T,2,2 norm) for controlling the non-hydrodynamic (resp. hydrodynamic) parts of the solutions. This approach, together with a Fourier based analysis of the generalized Gross-Pitaevskii equation, provide local in time solutions to the present coupled system. A main problem is the coupling between the kinetic and the generalized Gross-Pitaevskii equation by the collision interaction. A key ingredient in the passage from local to global solutions is that due to the coupling, the exponential decrease of the deviation of the kinetic distribution function from the equilibrium Planckian P , helps to control the long-term evolution of the condensate. This leads to an exponential decreases of the deviation of the condensate mass from its equilibrium state √ n 0 , and of the energy in (1.16) from its limit value, even though there are bounds for, but not conservation of the total energy in the model. Within this frame the kinetic equation (1.8) differs in important ways from earlier classical ones. For example, the collision operator in space-homogeneous bosonic Nordheim-Uehling-Uhlenbeck papers has so far been taken isotropic, but is here taken cylindric, due to the space-dependent slab-context. Mass density does not belong to the kernel of the present linearized collision operator, and the scaling at infinity in its collision frequency is stronger than in the classical case. The one-dimensional spatial frame induces simplifications of the functional analysis, in particular by the imbedding of
The conservation properties of the model (1.8-11), as well as some properties of the collision operator
nc and its linearized operator L around the Planckian P , are discussed in Section 2, including a spectral estimate for L. That is used in Section 3, devoted to fairly routine a priori estimates for some linear equations related to (1.8) and (1.10). They are then employed in the proof of the main theorem in Section 4. The proof starts with a contractive iteration scheme to obtain local solutions. In the global analysis the exponential convergence to equilibrium for f and the control of ψ given by Lemma 4.2, are important and used to control the behaviour of the kinetic energy 2 Some properties of the model and the collision operator.
The model induces total mass conservation as well as axial momentum and kinetic energy conservations for the excitations. Indeed, integrate (1.6) with respect to space and momentum. Add it to (1.8) multiplied byψ ( resp. the conjugate of (1.8)) multiplied by ψ) integrated with respect to space. One obtains that
Multiply (1.6) by p x (resp. (|p| 2 + n 0 ) and integrate it w.r.t. space and momentum. It follows that
The energy functional at time t for ψ can be split into three parts, the potential energy
)dp 1 dp 2 dp 3 + 2
f (t, x, p)dp
, and the internal energy E i := C 12 dp. Multiply (1.8), i.e.
by ∂ tψ , and the conjugate of (1.8), i.e. f dp)(t, x)dx
2 )( f dp)dx + 2 |ψ| 2 (∂ t f dp)dx
This can be written as
)dp 1 dp 2 dp 3ψ ∂ t ψdx
)dp 1 dp 2 dp 3 + 2 ∂ t f dp |ψ(t, x)| 2 dx.
With
and the collision term can be written
)dp 1 dp 2 dp 3 = ǫ 3 P LR + ǫ 3 Q(R, R) ,
where
− (1 + P 2 + P 3 )P 1 R 1 + (P 3 − P 1 )P 2 R 2 + (P 2 − P 1 )P 3 R 3 dp 1 dp 2 dp 3 ,
) dp 1 dp 2 dp 3 .
We recall some properties about L proved in [3] .
. Within the space of rotationally invariant distribution functions, its kernel is the subspace spanned by (|p| 2 + n 0 )(1 + P ) and p x (1 + P ).
The operator L splits into K − ν, where ν(p) := χδ 0 (1 + P 2 + P 3 )dp 2 dp 3 + 2 χδ 0 (P 3 − P 1 )dp 1 dp 3 (2.4) and
χδ 0 (P 3 − P )P 2 h 2 dp 2 dp 3 + χδ 0 (1 + P + P 3 )P 1 h 1 dp 1 dp 3 + χδ 0 (P 1 − P )P 3 h 3 dp 1 dp 3 .
(2.5)
The collision frequency ν satisfies
for some positive constants ν 0 and ν
Denote by (·, ·) the scalar product in L 2 P 1+P
, and byP the orthonormal projection on the kernel of L. Set h :=P h and h ⊥ := (I −P )h, and take h(p) = 0 for |p| ≤ λ. Lemma 2.3 L satisfies the spectral inequality,
with c > 0.
We will also need an estimate for the quadratic collision operator Q.
Lemma 2.4 For cylindrically symmetric functions
), it holds
(
Proof. Considering cylindrically symmetric functions, we will use
The theorem is a consequence of the following estimates for each of the terms of Q(h,h) P . They are of the type
. Consider first the term ( ν −1 P 1+P (
. P is uniformly bounded by M from above and below in the domain of integration, so in the estimates below it is enough to use M instead of P . It holds ( ν −1 M ( k 1 (p, p 2 )g 2 dp 2 ) 2 dp)
2 )dp 3 1 2 dp 2 ≤ c( 1
2 g 2 dp 2 )( M 3 h 2 3 dp 3 )
by the Cauchy-Schwartz inequality. For the ( ν −1 P 1+P (
2 )g 2 dp 2 ) 2 dp)
(p, p 2 )dp) 1 2 g 2 dp 2
≤ c( M 2 g 2 dp 2 )( ν −1 M h 2 dp)
terms can be handled similarly. Finally,
3 h 3 dp 3 M 1 g 2 1 dp 1
This completes the proof of the lemma.
3 Rest term estimates.
Consider the equations (1.8)-(1.9) written for Φ with periodic boundary conditions, when R is given,
Here S 1 and S 2 are the coefficients of the linear terms in Φ resp.Φ, and U contains the inhomogeneous terms and the non-linear terms in Φ,Φ. In the following lemmas the dependence of U on Φ is not taken into account. 2π) ). There is a unique solution Φ to (3.1) in C(R + ; H 1 per (0, 2π)). Moreover, for t > 0,
Proof of Lemma 3.1 Consider first the equations
for a given W ∈ L ∞ (R + ; H 1 per (0, 2π)). Writing W and Φ in Fourier series, giveŝ
Hence,
And so the function Φ defined by (3.4) belongs to L ∞ (R + ; H 1 per (0, 2π)). Moreover,
We conclude that given Φ i ∈ H 1 per (0, 2π) and W ∈ L ∞ (R + ; H 1 per (0, 2π)), there exists a unique solution Φ ∈ L ∞ (R + ; H 1 per (0, 2π)) to (3.3). It also follows from (3.4) that the solution is a continuous function of t ∈ R + into H 1 per (0, 2π). For W = W (Φ) := S 1 Φ + S 2Φ + U it holds,
With Φ 0 = 0, an iterative sequence of solutions Φ j of (3.3) for j ≥ 1 with the right hand side W (φ j−1 ), gives
and with δΦ j = Φ j − Φ j−1 ,
It follows that the sequence converges on some interval t ∈ [0, T ], and that (3.4) and (3.5) hold for the limit Φ, a unique solution of (3.1). By an iteration of the argument the existence and the continuity of Φ hold for t > 0. Using Gronwall on (3.5) for Φ gives (3.2).
Consider next the equations (1.6)-(1.7) written for R,
where L 1 (resp. Q 1 ) is a linear (resp. quadratic) operator. The following norms are used. For 1 ≤ q ≤ ∞, f 2,q = R 3 dp P P + 1 (
f T,2,2 = R 3 dp P P + 1 [0,2π] dx
To study (3.6), some a priori estimates will be needed for the linear problem
periodic in x with period 2π. Assume
(R 3 ; H 1 per (0, 2π))) for T > 0. The function ∂ x h is at least formally a solution to
periodic in x with period 2π. For existence of solutions to problems of the type (3.7), see [20] or alternatively, consider the Fourier transform in x of (3.7) and argue as in the proof of Lemma 3. 
Proof. Use the scaled time τ = t ǫ , and let {χ x = c 1 p x (1 + P ), χ 2 = c 2 (|p| 2 + n 0 )(1 + P )} be an orthonormal basis for the kernel of L. In the variables (τ, x, p), the x-periodic function h satisfies
Consider the Fourier series in x of (3.11),
where c k is the k-th Fourier coefficient of n 0 ǫ Lh. Set h k2 = (h k , χ 2 ) and h kx = (h k , χ x ). Multiply (3.11) by P P +1 χ 2 (resp. P P +1 χ x ) and integrate in p,
13)
Here h pxχx and h pxχ 2 , denote non-hydrodynamic moments of h, and κ := P 1+P p x χ 2 χ x dp. By adding and subtracting (3.13) resp. (3.14) with their conjugates, and dividing by 2 or 2i, we get equations for the real and imaginary parts,
Multiply the four equations by respectively Ih kx , Rh kx , Ih k2 , Rh k2 , and sum. This leads to the ∂ τ -derivative
which after integrating with respect to τ on [0,T ], evaluates atT and at zero. Considering the full expressions for k = 0 and dividing by kκ, gives
Finally for k = 0, ∂ τ h 02 = g 02 , ∂ τ h 0x = g 0x , so that by (3.9)-(3.10),
We conclude that
Changing back to t = ǫτ (and T = ǫT ) and using Lemma 3.2, gives
Lemmas 3.2-3.3 give that
Lemma 3.4 Under the assumptions (3.9) and (3.10), the x-periodic solution h to the initial value problem (3.7) satisfies
Due to the periodic setting, the integrals
0 ∂ x h 0 dx = 0, and so assumptions (3.9)-(3.10) are satisfied by ∂ x h, solution to (3.8) . Similarly to Lemma 3.4, it holds Lemma 3.5
4 Proof of the main theorem.
We shall now use the a priori estimates for the linearized equations in Section 3 to construct solutions to the two component model (1.8-11) , and begin with local in time solutions Φ and s = e ζt R to the equations
obtained from (1.8), and (1.6). Here ζ is the positive rate of an exponential in time decay of R, and
Q(s, s)dp ,
Denote by 
P R i dp)dx = 0, (4.4) and
there is a unique solution
to (4.1-2), for which
Proof of Proposition 4.1. Let the iterative sequences (Φ n ) and (s n ) be defined by
The existence and uniqueness of (Φ n ) in C([0, T 0 ], H 1 per (0, 2π), where T 0 will be fixed later, follow from Lemma 3.1, since by induction on n and H 1 (0, 2π) being an algebra, S 1 (s n ) and
per (0, 2π). The existence and uniqueness of (s n ) in
per (0, 2π))) follow from Section 3 and a small enough bound on Φ n ∞T proved by induction later on. Indeed, if there were not the terms L 1,Φ n s n+1 and ǫζs n+1 in the r.h.s. of (4.8), the existence and uniqueness of (s n ) would be a direct consequence of the resolution of the linearized Boltzmann equation. Adding the L 1,Φ n s n+1 and ǫζs n+1 terms in the r.h.s. of (4.8) can be done by using Lemmas 3.4-5 and noticing that L 1,Φ n s n+1 (resp. ǫζs n+1 ) is a small perturbation of order Φ n ∞T (resp. of order ǫζ).
And so, for T <
(4.10) Lemma 3.4 and Lemma 3.5 apply to s 1 , the solution of (4.8), and to ∂ x s 1 , because
by the assumption (4.3) on R i , and because by periodicity
Hence, moving the terms coming from g = ǫζs 1 to the left for ǫζ small enough, gives
for some constant c ′ 1 . Denote by δ n Φ = Φ n+1 − Φ n and by δ n s = s n+1 − s n . They satisfy
and (G n−1 ) = ǫζ(δ n s) . Applying Lemma 3.1, it holds that
By definition of S 1 (s) and U (Φ, s),
(Q(s n , δ n−1 s) + Q(δ n−1 s, s n−1 ))dp .
It follows from the Cauchy-Schwartz inequality w.r.t. the p variable and Lemma 2.4 that for every
Analogously, ∂ x Q(s n , δ n−1 s) being equal to Q(∂ x s n , δ n−1 s) + Q(s n , ∂ x δ n−1 s),
(∂ x Q(s n , δ n−1 s)(t, x, p)dp
Denote by X(s n , δ n−1 s)(t) the following bound from above (up to a constant independent on n) of Q(s n , δ n−1 s)(t, ·, p)dp H 1 ,
Consequently,
Moreover, for any r ∈ [0, T ],
Multiplying the equation for δ n s by (|p| 2 + n 0 )P (resp. p x P ) and integrating on (0, 2π) × R 3 , gives d dt δ n s(t, x, p)(|p| 2 + n 0 )P dxdp = ǫζ δ n s(t, x, p)(|p| 2 + n 0 )P dxdp, (resp. d dt δ n s(t, x, p)p x P dxdp = ǫζ δ n s(t, x, p)p x P dxdp).
Being zero initially, δ n s(t, x, p)(|p| 2 + n 0 )P dxdp and δ n s(t, x, p)p x P dxdp remain identically zero, so that Lemmas 3.4-5 apply to the equation for δ n s, and δ n ∂ x s. It follows that for some constant c > 0, ǫζ small enough and any time T > 0,
By induction on n ∈ N, for some constantc 2 > 0 and (T, Φ i , R i ) chosen so that
it holds that
Consequently, for T 0 < min{
and initial data (Φ i , R i ) satisfying (4.5), the sequence (Φ n , s n ) converges to a solution
of (4.1-2), satisfying
The uniqueness of the solution to (4.1-2) follows similarly, considering the difference of two solutions.
The following lemma on the kinetic and internal energies of ψ, will also be needed to prove the global in time existence result of Theorem 1.1.
Lemma 4.2
The solution (f, ψ) = (P + ǫ 3 R, ψ) of (1.8), (1.10) satisfies
Proof of Lemma 4.2. Given (1.10), equation (2.1) satisfied by ψ is
where D = 1 n c ǫ 2 C 12 dp, A = |ψ| 2 − n 0 + 2ǫ
It follows from (2.2) and (1.10) that
(ψ∂ tψ +ψ∂ t ψ) P Rdpdx
This proves the lemma, since
)dp.
Proof of Theorem 1.1. Set 
for some η < λǫ 2 η 2 0 , λ being defined in (4.25). The proof will show that with the bounds (4.14) on the initial values, a solution will as long as it can be continued, stay within the bounds for Proposition 4.1 to apply. To start, there is by Proposition 4.1 a unique solution to problem (4.1-2) on a time interval [0, T 0 ]. From the following computation,
the last but one assumption in (4.13) and the Φ i bound in (4.14), it follows that 17) for some constant c 4 > 0 obtained by estimating α(t) by one, using (4.16) and the second assumption in (4.13). Moreover,
and so 18) for some constant c 5 > 0. On [0, T 1 ], consider the function s which is a solution to
By Lemma 2.4, Lemma 3.4, the s-part of (4.16), and (4.17)-(4.18),
The function ∂ x s satisfies
Here, (∂ x ψ)ν |∂ x ψ(t, x)|( P 1 + P |s(t, x, p)| 2 dp νP 1 + P |∂ x s(t, x, p)| 2 dp) Notice that in the previous inequalities, the constants c may vary from one line to the next, but only depend on P and ν. The constant c 3 is defined by c 3 = 2cc 4 , where c refers to the constant of the last line of (4.22). Since ηζ is smaller than 1, it holds using (4.21), that |2ǫ 3 i (ψ∂ x ψ − ψ∂ xψ ) P ∂ x Rdpdx − ǫ 2 (ψ∂ x ψ − ψ∂ xψ ) (P L∂ x R + ǫ 3 Q(R, R))dpdx| ≤ ǫ ηζ 10 e −ζt α(t).
Then, by (4.21), ( ν(p)s 2 (t, x, p)dp) ( P 1 + P s 2 (t, x, p)dp) ( P 1 + P ν(p)s 2 (t, x, p)dp) 1 2 ≤ cηζe −2ζt α(t) ν 1 2 s(t) 2,H 1 .
The |ψ| 2 (|ψ| 2 − n 0 ) part of the integrand of the last term of the r.h.s. of (4.12) is split into |ψ| 2 (|ψ| 2 − n 0 ) = (|ψ| 2 − n 0 ) 2 + n 0 (|ψ| 2 − n 0 ). It gives rise to the terms 2ǫ (|ψ| 2 − n 0 ) 2 ǫ 2 2 (P LR + ǫ 3 Q(R, R))dpdx and ǫ 3 n 0 (|ψ| 2 − n 0 ) (P LR + ǫ 3 Q(R, R))dpdx, that are respectively bounded from above by cǫe −ζt α(t) ν 
