Runge-Kutta formulas can be used to derive methods for the numerical solutmn of Volterra integral equatmns of the second kind. One class of methods is shown to exhibit absolute instability on a simple test equatmn An tmmediate remedy for this feature Ls estabhshed.
INTRODUCTION T h e l i t e r a t u r e on t h e n u m e r i c a l s o l u t i o n of i n t e g r a l e q u a t i o n s c o n t a i n s considera b l e t h e o r e t i c a l discussion of m e t h o d s specifically for t r e a t i n g t h e V o l t e r r a i n t e g r a l e q u a t i o n of t h e f o r m f ( x ) = F(x, y, f ( y ) ) dy + g(x), (1.1)
where F(x, y, v) and g(x) are given smooth functions (see [1] [3] a n d the code in [9] . T h e a l g o r i t h m s in [3] effect t h e a p p r o x i m a t e s o l u t i o n of a c a n o n i c a l f o r m of (1.1), n a m e l y ,
and the references therein). H o w e v e r , t h e r e is little c o n t r i b u t i o n to the p r o v i s i o n of a l g o r i t h m s for such m e t h o d s a p a r t f r o m t h e w o r k collected in

f(x) = H(x, y, f ( y ) ) dy, (1.2) w i t h t h e use of R u n g e -K u t t a f o r m u l a s a n d c e r t a i n o t h e r q u a d r a t u r e formulas. T h r e e t y p e s of m e t h o d s are given in [3] u n d e r t h e headings: (1) la m 4 t h o d e p a s s6par6s de R u n g e -K u t t a , (2) la m 6 t h o d e /~ p a s li4s d ' A d a m s , (3) la m 6 t h o d e mixte. M e t h o d s (1) are " e x t e n d e d R u n g e -K u t t a m e t h o d s " (see [1]); m e t h o d s (2) use a R u n g e -K u t t a s t a r t i n g m e t h o d a n d an A d a m s formula; a n d m e t h o d s of class
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In view of the paucity of algorithms in the area, we consider that our remarks assume some importance, and we show how the methods of type (3) in [3] can be modified to produce stable algorithms for suitable problems of the form (1.2).
CLASS OF METHODS
Runge-Kutta methods can be regarded as an extension of step-by-step quadrature methods [1] . (The approach of Pouzet [12] is quite different.) We assume a tableau of explicit Runge-Kutta coefficients (as in [8, p. 45 
where is a quadrature formula for j --1, 2, . . . . In the present case, ~2jj = 0 for j = 1, 2 . . . . . Equation (2. together with an approximation for ,h fo 4¢(y) dy. T o achieve efficiency, the latter approximation can be chosen (see also [6] ) to depend, where possible, on values of *{xh) where (k + 1 ) / ( p + 1) = [{k + 1 ) / ( p + 1)]. This aim can be achieved using a suitable Gregory rule, bu~ the algorithms of class (3) in [3] involve use of a repeated quadrature rule, a particular example being the repeated 5-point Newton-Cotes formula giving A~o A3, A32 0
T h e subdiagonal entries of (2.6) are the values ~2~k (k < j).
Having thus displayed the form of the weights ~2jk it is possible to employ the definition used in [11] with reference to equal-step quadrature methods. The weights ~2jk (k <-j ) in eq. T h e weights in (2.6b) repeat every fourth block. Thus the repetition factor of the weights ~jk defined by (2.6a) and {2.6b) is obviously greater than unity. Assuming that the extension of [11] to cover Runge-Kutta methods is possible, stability in the sense of [11] is consequently not guaranteed (as noted in [4] ). Indeed, instability seems likely using (2.6a) and (2.6b).
INSTABILITY OF AN ALGORITHM
The concept of stability employed by Noble [11] where the roots of the characteristic equation det ~,,q-0 #CAr = 0 lie on the closed unit disc IV[ -< 1. If [tt I > 1 for some root of the characteristic equation, the scheme is called unstable; see [2] . A relation (3.2) can be obtained when the methods considered are applied to (3.1) in the form f, (
Applying the method of class (3) from [3] with the weights ~2jk indicated in (2.6a) and (2.6b) yields a system of scalar equations for ~0, q~,, q~z . . . . ; partitioning into blocks as indicated by (2.6a) and (2.6b) and differencing every fourth block yields the system (for k _ 0) This result depends on the pattern in (2.6a) and (2.6b) and applies specifically to the use of the 5-point Newton-Cotes rule in (2.5a) and (2.5b); the form given in (3.4) indicates a more general result. We show 4 in the Appendix that stabthty only arises if kh = 0 for kh ~ R. [Numerical investigation of eq. {3.4) suggests that this result will be true for ),h E C.] The indication is clear that other methods in class (3) may suffer the same disadvantage.
MODIFICATION WITH A NONTRIVlAL STABILITY REGION
A simple modification of the weights ~2~k in (2.6a) and (2.6b) yields a method with a nontrivial stability region. We employ weights yielding the pattern (2.6a) and, in place of (2.6b), 
NUMERICAL COMPARISON
The two methods described here, each based on weights (2.5b) and the classical fourth-order Runge-Kutta method, were applied to the equation f(x) = x h f0 (1 + f(y)) dy with solution f(x) = e ~x -1, using X = -20, h --0.1, and h = 0.05. The errors in the approximations to f(x) are compared in Table I . The preceding example is somewhat special, and the stability analysis applies directly only to equations of this type. It may be thought that less conclusive results could be obtained with more general equations. The two methods have been compared on a number of test equations, and either the results for the two methods have been roughly comparable, or the revised method has proved substantially better. We complete this section with the results from two further tests and then comment on these results.
(1) First Test. The equation
f.(x) = ((l+x)e -3x + 1) ~ + (l+x)(1 -e -3~) + 3(1+x) ln(l+x) -3 {(l+x)/(l+,y)'} [f,(y)]2 dy
can be expressed in canonical form (1.2) by
H(x, y, v) = -3{(l+x)/(1+y)} {v + [(l+y)e -3y + 1] ~
+ (l+y)(1-e -3y) + 3(l+y) ln(l+y)} 2 where f,(x) = ((l+x)e -a~ + 1) ~ and hence f(x) = (l+x)(e -3~ -1) -3(1+x) ln(l+x). The algorithms deal with the canonical form, and we display the errors obtained using step sizes h = 0.1 and h --0.05 in Table II . Table I. Table of (2) Second Test. We also applied the methods to the example given in [3] , integrated over [0, 5] . Using h = 0.1, the method of [3] gives a maximum error 1.4 x 10 -6 while the revised version gives a maximum error 3.0 x 10 -6. The preceding results were obtained on a computer with a wordlength of about 14 significant figures. The results reflect, primarily, the effect of local truncation errors propagated according to the stability properties of the algorithms. The reader will appreciate that changing the pattern of weights ~2jk in eq. (2.3) will affect the size of the local truncation errors as well as the~stability properties, but it is readily seen that the local truncation errors obtained on discretizing eq. {1.2) at x = xl are of the same order in h for both algorithms considered. Indeed, a detailed numerical comparison for the first test studied above shows the local truncation errors to be of comparable size in each case, and this is also true for the canonical form of eq. (3.1) which was considered.
The preceding analysis, together with the results obtained, lead the authors to favor the revised version of the method in place of the original (weakly unstable) version.
REVISION OF THE CODE
The code in [3] is given using French language equivalents of Algol 60 delimiters. Referring to the position of lines of code in [3] , and ignoring the differences between French [3, p. 323] and English delimiters, the following changes yield our revised algorithm. We first (1) 
Line 30 to read: These changes leave some inefficiency in the algorithm but have the advantage of simplicity. In particular, ~j = ~j-1 if r = j mod(p + 1) = 0, and both ~j and ~-1 are computed using this simple revision.
CONCLUSION
Our remarks indicate the nature of a problem which may arise with a class of Runge-Kutta methods and how it may be alleviated. We are not at present in a ACM Transacuons on Mathematical Software, Voi. 4, No. 4, December 1978 position to recommend an optimum Runge-Kutta method for any given class oi problems. The revised method of Section 4 does not appeal to us as a strong contender for the title "optimum," since other choices of weights ~2:k (k < j) appear more efficient; more practical experience is necessary. 
Stability Cond,t,on for the Revised Algorithm
Here we give further details of the stability discussion for the revised method of Section 4. We establish eq. (4.2); some stages in the manipulation are left to the reader.
If we difference successive rows of the array of coefficients, with respect to the weights in (2.6a) and (4.1), we can obtain for some suitable I,k+1 an equation of the form 
