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The asymptotic behavior of solutions of the generalized Korteweg-de Vries equa- 
tion t, + u,,, + P lul pm ‘u, = 0 with p E [ 1, 21 is studied. Any solution u of (GKdV) 
with nonidentically zero Cauchy data $ E L’(R) is shown not to be asymptotic to 
a substantial class of solutions of the Airy equation v, + u,,, = 0. 0 1989 Academic 
Press, Inc. 
1. INTRODUCTION 
In this article, interest is focussed on the generalized Kortewegde Vries 
equation 
u, + uxxr +-&“(u)=O (XER, t>O) (GKdV) 
with f(0) =f(O) = 0, and the free equation 
v, + v,,, = 0 (XER, t>O). (Airy) 
We say that a solution U(X, t) of (GKdV) is asymptotic to a solution v(x, t) 
of the Airy equation if IIu(t) - v( t)jl L~cRj + 0 as t + + cc. Here, we shall be 
concerned only with the special case f(u) = psi lLj[P-’ & = u Quip-‘. The 
basic question one may ask is that, given a solution u(x, t) of (GKdV); 
under what conditions does there exist a solution v(x, t) of the Airy 
equation such that Ilu(t) - v(t)/1 L~cRj -+ 0 as t + + co? 
An answer to this question has been established by Strauss [6]. In 
fact, Strauss [6] proved that, if u(x, 0) is sufficiently small and 
If(u)1 = Ok+“) as u -+O for some s>O, then the Cauchy problem for 
(GKdV) has a solution u(x, t) which is uniformly bounded, has values in 
L*(R) and satisfies the uniform estimate 
IlU(t <c(l + ltl)-‘!3. 
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Further he proved, for this solution u there exists a unique pair of solutions 
uk of the Airy equation with the property that jlu(t) - uk (t)ll L2CRJ + 0 as 
t+ &co. 
Later on, a slight improvement o this result was also established by 
Strauss [8]. In [8], Strauss obtained a similar result under the conditions 
that u(x,O) is sufficiently small and If(u)\ =O((ulY-‘) as u+O, where 
y > :(5 + fi) z 4.79. This result has also appeared as an example in [4]. 
It is clear from the results established in [4,6, 83 that the existence of a 
free solution u which is asymptotic to a given solution u of (GKdV) can be 
achieved provided one has the basic assumption that the nonlinearity f(u) 
is highly attenuated near u = 0. Thus, if f(u) should vanish of small order 
at the origin then the existence of asymptotic free solutions would be very 
rare if it is at all possible. Therefore, the purpose of this paper is to show 
that, if f(u) vanishes of small order at the origin then there exists a fairly 
large class of free solutions which are not asymptotic to any nontrivial 
L*-solution of (GKdV). More precisely, see Theorems 1 and 2. 
Interestingly, similar results to ours have been established for the non- 
linear Schriidinger equation and the Klein-Gordon equation. For more 
details, see Strauss [7], Glassey [3], and Barab [ 11. Also, see [5, 10, 111 
for related results. The main difficulty in proving the results which are 
given in Theorems 1 and 2 lies in finding appropriate lower bounds for the 
LY-norms (q > 2) of the free solution D(X, t), which itself is a “convolution” 
of the fundamental solution of the Airy equation and the initial data. The 
mentioned difficulty is mainly caused by the behavior of the Airy function 
which oscillates and decays slowly as x + - co. 
The generalized Korteweg-de Vries equation which we will be refering 
to is 
ut+u,,,+p Iu(p-lu,=o (XER, l>O) (1) 
with p E [ 1,2]. Our main results are: 
THEOREM 1. Let u(x, t) be a solution of the (GKdV) equation (1) with 
4x, 0) = WI E L*(R) and WI1 L2cR, # 0. Then there does not exist any solu- 
tion u(x, t) of the Airy equation with u(x, 0) = +4(x) E L’(R), jw 4(x) dx = 0, 
and such that Ilu(t) - v(t)11 L2Cnj + 0 as t -+ + co. 
THEOREM 2. Let u(x, t) be a solution of Eq. (1) with U(X, 0) = 
$(x) E L’(R), 1111/11 LzCRJ # 0, and JR +(x) dx = 0. Then there does not exist any 
solution v(x, t) of the Airy equation with u(x, 0) = d(x) E L’(R) and such that 
lb(t) - u(t)ll LZ(R) + IIu(t) - o(t)11 L,‘(R) + 0 as t --) + co. 
In what follows, for a function h(x, t), where x E R and t 2 0, we shall use 
the following notation: 
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The Ly-norm of h will be denoted by Ilh( t)ll y, where 
and 
IlNfN m = ess. SUP IW t)l. XE R 
The Fourier transform of h in the space variable will be written as 
A(x, t) = - 
&jRe 
-‘“‘h( y, t) dy. 
Similarly, the inverse Fourier transform of h in the space variable is 
hi t) = + jR eixYh( y, t) dy. 
J- 
2. UPPER AND LOWER BOUNDS FOR THE FREE SOLUTION 
Throughout this section we let u(x, t) be the solution of the Cauchy 
problem 
u, + ‘-&x.x = 0 (XE R, f>O) 
4x, 0) = d(x) 
(2) 
with q5~ C,“(R) and 4 is not identically zero. It is easy to derive the 
classical formula 
4x, t)=(3t)-‘j3 JR Ai((3t)-‘j3(x- y)) q4( y) dy 
= (N ‘7 t) * i)(x), 
where “Ai” stands for the Airy function which is given by 
Ai = & S, eizY f (i/3).V’ dy (2 E RI, 
(3) 
R(x, I) = (3r)-i’3 Ai((3t))1’3x), and “*” stands for the convolution opera- 
tion in space. The well-known properties of u; namely IR u(x, t) dx = 
SW 4(x) dx and I14t)llz = 1lc4l~ will be used repeatedly. It is easy to prove the 
following decay estimate. 
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LEMMA 1. Let u(x, t) be the solution of (2). Then for 2~9~ 00 there 
exists a constant c>O such that 
(4) 
for all t > 0. 
ProoJ: From (3) it immediately follows that 
Iu(x, t)l Gconst 11$11, tr1j3. 
Thus, (4) holds for q = + co. For q = 2, inequality (4) is trivial since 
ll4t)llz = 114112. 
Let 2<q<co, then 
IIWly= 
( 
lR Mx, t)12 Iu(x, t)l@dX)1’4 
and the proof is complete. 
The following lemma shows that inequality (4) is indeed sharp for all 
t > 1. In fact, Lemma 2 is the main ingredient for the proof of Theorems 1 
and 2. 
LEMMA 2. Let u(x, t) be the solution of (2). Then for 2 Q q < CC there 
exists a positive constant c, which depends only on 4 and q, such that 
Ilu(t)ll,~Ct-(4-2)‘3y (5) 
for all t > 1. 
Proof: Inequality (5) is trivial for q = 2. For q > 2, the proof hinges on 
the basic result established in Lemma 3. Let JAo(t) = Jlx, G A01~,j Iu(x, t)12 dx 
be the function furnished by Lemma 3(iii). So, JA,,(t) > g ll#ll: > 0 for all 
t 2 1. However, Holder’s inequality yields that 
JAo(t)< (2Ao)(4-2)‘4t2(q-2)‘3qI(U(t)ll* 4’ 
Hence, (5) follows. 
Remark. The power of t which was used in the definition of JA(t), 
namely t2”, is critical. If we replace it by tOL where 0 < a < f then JA(t) + 0 
as t + + co. If, on the other hand, we replace it by t’ with c( > $ then 
Holder’s inequality will yield a weaker lower bound for IIu(t)ll 4. Further- 
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more, the criticality of the power 4 will be quite clear after examining the 
proof of the following basic lemma. 
LEMMA 3. Let u(x, t) be the solution of (2). For A > 0 and t 3 1 define 
JA(f) = jI, GA12,3 14x, t)12 dx. Then, 
(i) where g( y, t) = t 1/3 e(“f)-v3 &t m2’3y), 
(ii) For x lies in any compact subset X of R and all t > 1, then 
lim 5 
sin A(x - y) 
A++m 88 g( y, t) 4 = v(x, t), X-Y 
uniformly in both variables x and t, independently of the size of X. 
(iii) There exists a constant A, > 0, independent of x and t, such that 
JAo(t) 2 i 11411:~ forall t3 1. 
Proof: (i) First, we change the variables and obtain that 
JA( t) = t2’3 j Iu(t2’3x, t)12 dx. 
Ix1 <A 
Note that, u(x, t) =f(x, t), where f( y, t)=elfY3&y). So, 
eixy e(i/t).v3& t - 2/3 y) dy. 
Therefore, 
J”(I)=jlxlGr lg(x, t)12 dx= s [w I~c-.+,,/,,(x) 2(x, t)l* dx. (6) 
Where g( y, t) = t ~ 'I3 e(i/r)-"3 ^ q4(tM2j3y) and ~t-~,.,](x) E the characteristic 
function on [-A, A]. Let h,(y)= &(sin Ay/y). Then h,(x) = 
~t~~,~,(x). By Plancherel’s theorem, it follows from (6) that 
J,(r)=jR I&&) k(x, t)lzdx=k jR IV, * g(., t))" (x)12dx 
sin A(x - y) 
X-Y 
dx t) dy 2 dx. 
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(ii) Let x be in a compact subset X of Iw and t 2 1. Given E > 0, let 
G,(x, t) = jR sin ;“, ‘) g( y, t) dy - ag(x, t). (7) 
Since 
lim 
sin A(x - y) 
R+ +m 
dy = z for every A > 0, IX-.P~<R X-Y 
then we write 
TC= I sin A(x - y) 4+0(l) lx-y1 <R X-Y (8) 
GAx, ~)=(k-,.~+i<,.l,<R+j,~-y,~R)sin:(xy ‘)gh t)dy 
-&, ~‘(I,,-,,.,+I,,,.~,..)“‘“~~, y)dy 
+ g(x, t).o(l), 
as R+ +co. Or 
+ i sin A(x - y) Ix-YI>R X-Y dy,t)dy+g(x, t).o(l) as R+ +a~. 
= Zl(X, t) + 1*(x, t) + 1,(x, t) + 14(x, t), (9) 
respectively. 
First, note that 
Ig(y, t)l = lt-1’3e(~‘r)y3~(t-*‘3y)l < 11~11, 
and 
ag 
I I 
G(y, 1) = j3it-4Py* e(ilr)~3 J(1-2/ y)+ t-1 e(i/r)y’$(t-*/3y)l 
G 3 11411 co + lkh cc (lob) 
409/140/l-16 
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To ^  simplify the estimation, we let M=M,= ll$ll, + lIftI, + 
3 II$II,+ llq~l/~. So, O<M< co. Choose R=max{R,(s), 32M2/s2}, where 
R,(E) is some constant to be determined. Choose 6 = s/8M and 
A, E AI(c)= (16M/s)(l + l/6+ R/6). Now, since Z4(x, t)= g(x, t) .0(l) as 
R -+ + co, and (g(x, I)[ < A4 then there exists a constant R,(E), independent 
of x and t, such that 
for all R> RI(e). 
Next, we estimate Z3(x, t). By Schwarz’s inequality one has 
IZ3b [)I G j,x-y,,R&2dY)‘i2 (j,-y-.“,>R Ig(Y, fv4g”2 ( 
2 112 
<-- 
0 (1 
l/Z 112 
R 
t-q&-2/3y)l2 dy = ; 
> 0 
II1112 R 
< E/4. 
By the mean value theorem and (lob), it follows that 
lZ,(X? r)l d 44 j dy = 26M = c/4. 
Ix-yl~6 
Finally, we estimate Z,(x, t). Note that 
= z; + z;, respectively. 
(12) 
(13) 
(14) 
Both integrals Z; and Z;’ will be estimated exactly in the same manner. To 
estimate Z;, we integrate by parts and obtain that 
Z;(x, r)=f j:;dR(g(y’ :)I;(x’ I)); {cos A(x-y)} dy 
=i (g(x+R r)-dx, t)) 
A [ -R 
cos(AR) 
+ (gb + 4 r) - dx, f)) cos(AG) 
6 1 
1 
--.I 
X+R 
A 
cos A(x - y) dY3 f) - dx, r) 1 ag ~- 
x+6 (x-y)* +x-yay(y’ ‘) dy 1 
= K,(x, 2) + K2(x, t) + K,b, f) + Kdx, I), (15) 
respectively. 
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By the mean value theorem and (lob) one has 
and 
Also, from (10a) it follows that 
1 2M 
(X-y)2dy=6A. 
Finally, from (lob) it follows that 
M MR 
<6A(R-6)<6A. 
Thus, (16), (17), and (18) yield that 
Mx, t)ld;(2+;+;), 
and therefore, 
(16) 
(17) 
(18) 
(19) 
for all A 2 Al(&). 
Note that the estimates we obtained, namely, (ll), (12), (13), and (19) 
hold whenever x lies in any compact subset X of Iw and all t > 1, but 
independently of the size of X. These estimates how that 
IGAx, t)l <E for all A >/Al(c) 
which completes the proof of (ii). 
(iii) From part (ii), we can choose A,> 0, sufficiently large, inde- 
pendent of x and t, and such that 
sin Ao(x - y) 
X-Y 
g( Y, t) dY z ; I FAX, t)l (20) 
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for x E [ - Bt2j3, Bt”“] and all t 3 1, where B is a positive constant to be 
chosen. Therefore, from part (i) and (20) it follows that 
Choose B > 0, sufficiently large so that 
Hence, 
JAo( t) > $114 I( : for all t 2 1, and the proof is complete. 
3. PROOF OF THEOREMS 1 AND 2 
Proof of Theorem 1. The proof is by contradiction. Let u(x, t) be a 
solution of (1) with U(X, 0) =$(x), $ E L’(R), and tj f 0. Assume that 
there exists a solution w(x, t) of the Airy equation with W(X, 0) = e(x), 
I~EL’(IR), &‘(x)dx=O, and such that II~(t)--~(t)1/~+0 as t+ +a~. 
Note that Ilu(t = II$(Iz and /l~(t)(l~ = j10112. By assumption, we have 
I ll11/112- ll~ll2l = I Ib(t)llz- Ilw(t)ll,I 
d Ilu(t) - w(t)ll, -+ 0 as t++co. 
Therefore, 110112= ~~I,G~~~ f 0. Since s,8(x)dx=O and 0EL’(R)nL2(R) 
there exists a function 4 E C,“(R) such that 110 - $11 2 < 42 for any E > 0. Let 
u(x, t) be the solution of the Airy equation with u(x, 0) = d(x). Then, for 
sufficiently large t one has 
Il4f)--v(t)ll,G Il4t)-w(t)ll,+ Ilw(t)--v(t)ll, 
GE/~+ lie-&i,<E. 
Therefore, II~(t)-u(t)[l~+O as t+ +co. Now define V(x, t) = 
ST, $5, t) dt. Then, ~(x,O)=~“,U(~,O)~~=~“-,~(~)~~=~(X), and 
J’,=JTm u,((, t)dt= -sTm u ,x,(5, f) d5 = -u,,(x, 1) = - V,,&, f). So, 
V(x, t) satisfies the Airy equation with V(x, 0) = d(x). Define F(t) = 
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k ;$2ft~f~rd~il Th,yy by Schwarz’s inequality IF(f) < Ilu(t II V(t)ll, 
/ . 
On the other hand, 
i+jR {u,v+uv,} dx 
= - s Iw cb+P 14 
p-lu,} I’+ ul’,,,] dx 
= -p 
I 
Iw IuIp-‘u,V’dx. 
Let f(u)=pj;f l{jpP1 dt;. Then (8/8x)f(u)=pu, lulPP1. 
Now, integration by parts yields that 
Z+,= -i Y$-(u)dx=[Rvf(u)dx 
= s uu I4 p-1 dx. R 
Thus, for all t > 1 we have 
~(~)=~~u[u~u~P-l-~/~~p~l+~~~~P-l]dx 
= s Iw I4 
p+l dx+ 
s o[u~u~p-l-u~u~p-l+u~~J~~l-u~~(~-l]dx R 
2 Il4f)ll;::- jR Iv1 IuIp--l (u-d dx-lR u2 I Julp--l - (uIppll dx 
>ct-(P-1)‘3-zl(t)-z2(t), (21) 
respectively. In (21), we have used the lower bound established in 
Lemma 2. 
First, we estimate Z,(t). Let 1 < p < 2, then Lemma 1 and the generalized 
Hblder’s inequality yield that 
Z,(r)=[ 
R 
Iv1 JuIp--l Iu-ul dx=IR \uIp-’ IuI’-~ (uJp--l Iu--uI dx 
< Ilu(t)llP,-‘5, IuI~-~ lulp-’ Iu--VI dx 
<Ctr(P-1)‘3 Ilu(t)ll:~P Ilu(t)l14-1 llu(t)-4f)ll2 
= ctr’p- lV3 Ilu(t) - u(t)l12. 
Thus, Zl(t)=o(t-(PP1)‘3) as t-+ +co. 
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Once again Lemma 1, Holder’s inequality, and the fact that p - 1 d 1 
yield 
< llu(t)llP_-‘jR Iu13-’ Iu--v[~-~ dx 
<ct-(P-‘)‘3 Ilu(t)ll 1124(t)-u(t)(l$-’ 
=ctr(P-1)‘3 Ilu(t)-u(t)ll$-1. 
Therefore, Z2(f) = o(tPCP- ‘)j3) as t + + co. 
Hence, it follows from (21) that for 1 < p < 2 there exists a constant 
c0 > 0 and a sufficiently large T; T 3 1 such that 
j(t) > q)-(p-‘)‘3 (22) 
for all t B T. 
For the case p = 1, inequality (22) is trivial because in this case 
i’(t)=jRuudx=jRu(u-u+u)dx 
= IIWli+jR u(u-u)dx 
2 lldlI:- 5, Iv b-4 dx 
B llilr:- Ilu(t Ib(~)-U(~)ll2 
= 11111:- lldll* Il4t)-dt)ll2 
~MII:> 
for sufficiently large t. Thus, inequality (22) persists for all p E [ 1, 21. 
Now, let p E [ 1,2]. Integrate (22) from T to kT, where k is to be chosen. 
We obtain 
= co log k. 
Since IF(l)I d ll+j/2 11~112 for all t>O, then 
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Choose k > exp[(3/c,) 11~112 14112), then FW) - f’(T) 2 co log k 2 
3 ll$ll* ll9ll*, which is a contradiction. This completes the proof. 
Proof of Theorem 2. Let u(x, t) be a solution of (1) with u(x, 0) = 
I++(x)E L*(R), $ & 0, and fs G(x) dx = 0. Assume there exists a solution 
w(x, t) of the Airy equation with w(x, 0)= 0(x)~Ll([W) and such that 
llu(t)-w(t)(l,+ /u(t)-w(t)ll, -+O as t-+ +co. As, in Theorem 1, we find 
that 118 1) 2= 1) + 11 z # 0. Furthermore, 
= w(x, t) dx - 
5 
Jw(x, t) - u(x, t)l dx + 0 
R 
as t -+ + co. This implies that JR 0(x) dx= 0. But this contradicts 
Theorem 1. Hence, Theorem 2 is proved. 
Some final remarks are in order. 
Remark 1. The proof of Theorem 1 (thus the proof of Theorem 2) will 
break down if the standard Korteweg-de Vries equation 
UC + ~x.x.x +2uu,=o (KW 
were under consideration rather than the equation 
which is exactly Eq. (1) with p = 2. It is clear that (KdV) and (1)’ agree 
only for nonnegative solutions. Furthermore, if u is a nontrivial solution of 
(KdV) and F(t) is as defined in the proof of Theorem 1; then in this case 
p(l) = lR U*U dx. Consequently, by direct computation, it is easy to show 
that inequality (21) fails, unless u or u is nonnegative. But this is nonsense, 
since SW u dx = 0 and most solutions of (KdV) are oscillatory ones. On the 
other hand, one can proceed differently: 
= s v3dx+ s u[u2-u*+uu-uu]dx LR R 
>s,u3dx-s, (VI IuI Iu-14 dx-{Rv2 lu--0) dx. 
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The last inequality is similar to (21) with the exception of the integral 
jR v3 dx. Thus, one needs to show that jn v3 dx satisfies a lower bound 
similar to the one established in Lemma 2, but this could be false. 
Remark 2. We strongly believe that similar results to the ones estab- 
lished here should hold for larger values of p, namely p E (2, 31. However, 
for such larger values of p one needs to analyze the actual nonlinear 
behavior of the perturbed solution u(x, t) and find a sharp decay estimate 
for u in Ly(R) where q > 2. 
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