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We consider the problem of estimation of a joint distribution function of a multi-
variate random vector with interval-censored data. The generalized maximum
likelihood estimator of the distribution function is studied and its consistency and
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sorship model and discrete assumptions on the censoring random vectors.  1999
Academic Press
AMS 1991 subject classifications: 62G05, 62G20.
Key words and phrases: multivariate interval-censored data; asymptotic nor-
mality; asymptotic variance; consistent estimate; generalized MLE; multivariate
survival analysis.
1. INTRODUCTION
We consider the estimation of a joint distribution function F0 of a multi-
variate random vector X=(X1 , ..., Xd) which is subject to interval censoring.
In interval censoring, the value of each ccordinate variable Xi may not be
directly observable; instead, a pair of extended real numbers Li and Ri such
that LiXiRi are always observed. The observations Li and Ri satisfy
one of the following four conditions: Li=Ri (exact), 0=Li<Ri (left cen-
sored), Li<Ri= (right censored), and 0<Li<Ri< (strictly interval
censored). A d-dimensional interval-censored observation corresponding to
X is represented by the 2d-dimensional vector (L1 , R1 , ..., Ld , Rd).
Multivariate interval-censored data arise in a variety of life testing
situations and biomedical studies. We describe a clinical study in the
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following example that gives rise to bivariate (d=2) interval-censored
data.
Example 1.1 (The Italian-American Cataract Study Group (1994)).
A total of 1399 persons, between 45 of 79 years of age, who had been
identified in a clinic-based case control study were enrolled in a follow-up
study between 1985 and 1988. The follow-up study was designed to estimate
the rate of incidence and progression of cortical, nuclear, and posterior sub-
capsular cataracts and to evaluate the usefulness of the Lens Opacities
Classification System II in a longitudinal study. Beginning in 1989, follow-
up lens photographs were taken and graded at a six-month interval.
Patients might skip some visits. Data were obtained from Zeiss slit-lamp
and Neitz retroillumination lens photographs at each patient’s visit. The
exact time that the event of interest occurred was only known to lie within
the period between two consecutive visits, or was right censored if by the
end of the study the event still had not taken place. Consequently, bivariate
interval-censored data were encountered.
At present, nonparametric estimation of a joint distribution function
with multivariate interval-censored data has not been considered. A current
practice is to take the midpoint of the interval (L, R) as an exact observa-
tion unless it is right censored. Then Dabrowska’s (1988) Kaplan-Meier
estimator on the plane or van der Laan’s (1996) repaired generalized maxi-
mum likelihood estimator can be applied to such data. Another practice is
to treat the right endpoints of the interval-censored data as exact observa-
tions unless they are right censored (see Samuelsen and Kongerud (1994)).
However, these two practices will introduce bias in the analysis (Samuelsen
and Kongerud (1994)).
Multivariate right-censored data are special cases of multivariate interval-
censored data. References for nonparametric estimation of distribution
functions with multivariate right-censored data can be found in Campbell
(1981), Hanley and Parnes (1983), Tsai et al. (1986), Dabrowska (1988),
Gill (1992), Prentice and Cai (1992), Lin and Ying (1993), and van der
Laan (1996), etc.
Nonparametric estimation of a distribution function with univariate
interval-censored data has been studied by Peto (1973), Turnbull (1976),
Tsai and Crowley (1985), Chang and Yang (1987), Groeneboom and
Wellner (1992), Gu and Zhang (1993), and Yu et al (1996 and 1998),
among others.
In Section 2, we discuss generalized maximum likelihood estimation of
F0 based on multivariate interval-censored data and formulate the case 2
multivariate interval censorship model. We establish consistency of the
generalized maximum likelihood estimate (GMLE) of F0 in Section 3 and
asymptotic normality of the GMLE in Section 4.
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2. METHOD OF ESTIMATION
Let X=(X1 , ..., Xd) be a d-dimensional random survival vector with a
joint distribution function F0(x), where x=(x1 , ..., xd). The observable
random vector is (L1 , R1 , ..., Ld , Rd), where LiRi for all i. Suppose that
(L11 , R11 , ..., L1d , R1d), ..., (Ln1 , Rn1 , ..., Lnd , Rnd)
are i.i.d. copies of (L1 , R1 , ..., Ld , Rd). We want to estimate the joint
distribution function F0(x) (or the survival function S0(x)=
P[X1>x1 , ..., Xd>xd]). Each univariate interval-censored data (Lij , Rij)
can be viewed as an interval Iij , where
Iij={[Lij , Rij](Lij , R ij]
if Lij=Rij ,
if Lij<Rij ;
therefore, each multivariate interval-censored observation can be viewed as
a rectangular set Ii=Ii1_ } } } _I id , i=1, ..., n.
Define a maximal intersection (MI), A, with respect to the Ii’s to be a
nonempty finite intersection of the Ii’s such that for each i A & Ii=<
or A. For example, let I1=(0, 2]_(1, 3], I2=(0, 4]_(1, 5], I3=
(3, 5]_(4, 8], and I4=(3, 5]_(4, 8]. Then the possible MI’s are
(0, 2]_(1, 3] and (3, 4]_(4, 5]. Let [A1 , ..., Am] be the collection of all
possible distinct MI’s.
Using an argument similar to Hanley and Parnes (1983), it can be
shown that the GMLE of F0(x) which maximizes the generalized likelihood
function, 4n , must assign all the probability masses s1 , ..., sm to the sets
A1 , ..., Am . Thus the generalized likelihood function is as follows:
4n= ‘
n
i=1
+F (Ii)= ‘
n
i=1 _ :
m
j=1
1(Aj /Ii) s j& , (2.1)
where +F is the measure induced by a distribution function F, 1( } ) is the
indicator function, s (=(s1 , ..., sm&1)t) # Ds , sm=1&s1& } } } &sm&1 , st is
the transpose of the vector s, and Ds=[s; s i0, s1+ } } } +sm&11].
Denote the GMLE of s by s^ and that of F0 by F n .
The s^j’s can be obtained by the self-consistent algorithm described by
Turnbull (1976) for univariate interval-censored data as follows: Let
s(0)j =1m for j=1, ..., m. Denote $ij=1(Aj /Ii). At the h-step, s
(h)
j =
ni=1 (1n) ($ ijs
(h&1)
j 
m
k=1 $iks
(h&1)
k ), j=1, ..., m, h1. Repeat until the s j’s
converge. The justification of the convergence of this method for multi-
variate interval-censored data is similar to that given in Turnbull (1976) for
univariate data.
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Given a GMLE s^, the GMLE of F0(x) is not uniquely defined on an MI
unless the MI is a singleton. A GMLE of F0(x) can be obtained as follows:
F n(x)= :
Aj/[0, x1]_ } } } _[0, xd]
s^j . (2.2)
Remark 1. The GMLE of s may not be unique, as the following
example demonstrates.
Suppose that a sample of size 4 consists of two-dimensional interval-
censored observations (1, 6, 1, 3), (1, 6, 4, 6), (1, 3, 1, 6) and (4, 6, 1, 6).
Then the MIs are A1 = (1, 3]_(1, 3], A2 = (1, 3]_(4, 6], A3 =
(4, 6]_(1, 3] and A4=(4, 6]_(4, 6]. (s^1 , s^2 , s^3 , s^4)=r(12, 0, 0, 12)+
(1&r)(0, 12, 12, 0) is a GMLE of s, for all r # [0, 1]. Thus there are
infinitely many expressions for GMLE. However, +F n(Ii)=14, i=1, ..., 4,
for all r # [0, 1].
In general, s^ may not be consistent under discrete assumptions.
However, the consistency of F n on a certain set will not be affected (for
more details, see Section 3).
The derivation of the GMLE only requires that the observations
I1 , ..., In are i.i.d. To derive the asymptotic properties of the GMLE, we
need further assumptions on F0 and the distribution function of
(L1 , R1 , ..., Ld , Rd).
A set of univariate interval-censored data are referred to as case 2 data
if they consist of strictly interval-censored, right-censored or left-censored
observations, but do not contain exact observations. For such type of data,
Groeneboom and Wellner (1992) formulate the case 2 univariate interval
censorship model. We consider a natural multivariate extension of the
case 2 univariate interval censorship model in the following.
Suppose (U1 , V1 , ..., Ud , Vd) is a random censoring vector and is
independent of X. The observable random vector (L1 , R1 , ..., Ld , Rd)
is generated by the following formula.
(0, Ui) if XiUi ,
(Li , Ri)={(Ui , Vi) if Ui<XiVi , i=1, ..., d.(Vi , +) if Xi>Vi ,
We call this model a case 2 multivariate interval censorship model (C2M
model). In the next two sections, we shall discuss the asymptotic properties
of the GMLE under the C2M model. For ease of presentation and without
loss of generality (WLOG), we assumed d=2 hereafter.
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3. CONSISTENCY OF GMLE
In this section, we make the following assumptions under the C2M
model:
The censoring vector (U, V) is discrete. (3.1)
Let a=(a1 , a2), b=(b1 , b2), U=(U1 , U2) and V=(V1 , V2). Define
B=[(a, b) : g(a, b)>0], where g(a, b)=P(U=a, V=b),
Note that each point in B induces a grid of nine cells in R2. Let
A
*
=[(x1 , x2) : xi # [ai , bi , \], i=1, 2, (a, b) # B]
be the set of all such grid points. We shall establish the strong consistency
of the GMLE at each point in A
*
. From this we can infer the uniform
strong consistency of the GMLE if F0 is continuous and A* is dense in
[0, )2.
Let (Xi , Ui , Vi), i=1, ..., n be i.i.d. copies of (X, U, V). For (a, b) # B, let
I11(a, b)=(&, a1]_(&, a2], ..., ...,
I21(a, b)=(a1 , b1]_(&, a2], ..., ...,
I31(a, b)=(b1 , +)_(&, a2], ..., I33(a, b)=(b1 , +)_(b2 , +).
Let A be the set of all vertexes of B1 , ..., Bh , where B1 , ..., Bh are all
possible MIs with respect to Iij (a, b), i, j=1, 2, 3, and (a, b) # B. Note that
A
*
is the set of vertexes of the rectangles Iij (a, b)s. Thus A* {A in
general. Let
Nnik(a, b)=
1
n
:
n
j=1
1(Xj # Iik(a, b), U j=a, Vj=b), i, k=1, 2, 3.
Then the generalized likelihood (2.1) is equal to
4n(F )= ‘
(a, b) # B
‘
3
i=1
‘
3
j=1
[+F (I ij (a, b))]nNnij (a, b),
where
+F ((c, d]_(e, f ])=F(d, f )+F(c, e)&F(c, f )&F(d, e). (3.2)
159MULTIVARIATE SURVIVAL ANALYSIS
Moreover, the normalized generalized log-likelihood function is
Ln(F)= :
(a, b) # B
:
3
i=1
:
3
j=1
Nnij (a, b) ln[+F (I ij (a, b))].
Here and below we interpret 0 log 0=0 and log 0=&. For this
likelihood function, we let F range over the set F* of all functions F on
[&, +]2 such that
F(+, +)=1, (3.3)
F(&, x)=F(x, &)=0 for each x, (3.4)
and
+F (I )0 for all rectangle sets I in (&, +]2. (3.5)
In view of (3.2), 4n(F ) and Ln(F ) depend on F only through the values of
F at the points x # A
*
. Because the GMLE of F0 is not unique, we adopt
expression (2.2) for the GMLE in our proofs below.
Theorem 1. Under Assumption (3.1), the GMLE F n satisfies F n(a) 
F0(a) almost surely for all a # A*.
Proof. Verify that
4(F ) :=E(Ln(F ))= :
(a, b) # B
g(a, b) ha, b(F ) (3.6)
with
ha, b(F )= :
3
i=1
:
3
j=1
+F0(I ij (a, b)) ln[+F (I ij (a, b))].
Verify that the expression ha, b(F ) is maximized by a function F # F* if and
only if
+F (Iij (a, b))=+F0(Iij (a, b)), i, j=1, 2, 3. (3.7)
Equations (3.2) and (3.4) imply that (3.7) is equivalent to F(x)=F0(x) for
each vertex x of rectangles Iij (a, b), i, j=1, 2, 3. Thus F0 maximizes 4(F )
and any other function in F* that maximizes 4(F ) will coincide with F0
on A
*
.
Note that Ln(F0)=(1n) nj=1 (Xj , Uj , Vj), where  is the map defined
by
(x, a, b)= :
3
i=1
:
3
j=1
1(x # I ij (a, b)) ln(+F (I ij (a, b))).
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Thus it follows from the SLLN and (3.2) that Ln(F0)  4(F0) almost
surely. By the definition of the GMLE, Ln(F n)Ln(F0). Consequently,

n  
Ln(F n) 
n  
Ln(F0)=4(F0) almost surely.
Let 0$ denote the event on which n   Ln(F n)4(F0). Fix an | # 0$,
let F* # F* be a limit point of F kn( } , |) in the sense that F kn(a, |)  F*(a)
for all a # A
*
and for some sequence [kn] of positive integers tending to
infinity. We now show that
4(F*)4(F0).
Let tkn(a, b) denote the value of the random variable 
3
i=1 
3
j=1 Nknij (a, b)_
ln[+F kn(Iij)] at the point |. By the definition of 0$,

n  
:
(a, b) # B
tkn(a, b)4(F0).
Next, verify that
tkn(a, b)  g(a, b) ha, b(F*)
for each (a, b) # B. Note also that tkn(a, b)0 for all (a, b) # B. From
Fatou’s Lemma,
lim
n  
:
(a, b) # B
tkn(a, b)=& n  
:
(a, b) # B
&tkn(a, b)
& :
(a, b) # B

n  
(&tkn(a, b))
= :
(a, b) # B
g(a, b) ha, b(F*)
=4(F*).
Combining the above yields 4(F0)4(F*). As F0 maximizes 4, we con-
clude that 4(F*)=4(F0) and therefore F*(a)=F0(a) for all a # A*. Since| is arbitrary and 0$ has probability one, the consistency result is thus
established. K
If A
*
is a finite set, then it follows from the theorem that the GMLE is
uniformly strongly consistent on A
*
. For arbitrary A
*
, the uniform strong
consistency of the GMLE requires additional assumptions.
Theorem 2. Suppose that (3.1) holds, F0 is continuous and A* is densein [0, +)2. Then supx # R2 |F n(x)&F0(x)|  0 almost surely.
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Proof. Let F1 , F2 , ... be functions in F* such that Fn(a)  F0(a) for all
a # A
*
. Let M be a positive integer. Since F0 is continuous, there is a grid
which partitions the space (&, +]2 into M disjoint rectangles
I=(c, d]_(e, f ] with grid points (upper-right vertexes of Is) x1 , ..., xM in
(&, +]2 and +F0(I )1M for each grid cell I. The continuity of F0
and the fact that A
*
is dense in [0, +)2 imply that there are points
a1 , ..., aM in A*
such that |F0(ai)&F0(x i)|1M2. Using this and the facts
F0 , Fn # F* and that F0(c, e)F0(x)F0(d, f ) and Fn(c, e)Fn(x)
Fn(d, f ) for each x # I, we derive that
|Fn(x)&F0(x)| max
1iM
|Fn(ai)&F0(ai)|+
3
M
, x # R2.
This shows that Fn converges to F0 uniformly.
By the above, the events a # A* [F n(a)  F0(a] and [supx # R2
|F n(x)&F0(x)|  0] are identical and thus have probability 1 by
Theorem 1. K
Remark 2. In the case of the bivariate right censorship model, under
the assumptions in Theorem 2, it is well known that the GMLE is not a
consistent estimate of a continuous F0 (see Tsai et al. (1986)).
4. ASYMPTOTIC NORMALITY OF GMLE
Under the univariate case 2 interval censorship model, Groeneboom and
Wellner (1992) conjecture that if the censoring distribution is continuous,
then the GMLE of a continuous F0 is not asymptotically normally dis-
tributed and the convergence rate is not in - n. Yu et al. (1998) prove that
if the censoring vector takes on finitely many values, then under an addi-
tional assumption the GMLE is asymptotically normally distributed and
the convergence rate is in - n. In the multivariate case, the situation is
more complicated. In this section we shall obtain the asymptotic normality
of the GMLE under the C2M model and the assumptions that
A
*
contains finitely many elements, (4.1)
+F0((a1 , b1]_(a2 , b2])>0 if a, b # A* and ai<b i , i=1, 2. (4.2)
and
A
*
=A (see Section 3). (4.3)
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Note that under the current assumptions the standard method for finite
parametric models can be used.
Remark 3. The GMLE of s may not be unique (see Remark 1) and
Theorem 1 does not ensure the consistency of the GMLE s^ as A and A
*
are not the same in general. Note that the consistency of the GMLE F n on
A
*
is mainly due to Eq. (3.7), since A
*
is the set of all vertexes of the
rectangles Iij (a, b)’s.
By Theorem 1 and (4.3), the GMLE F n is consistent on the set A. Since
s^j=+F n(Aj), where the vertexes of the MI A j belong to A, s^ is consistent
by (3.2).
Let soj =+F0(Aj). Then (4.2) yields s
o
j >0 for all j. Verify that (3.6) yields
4(F )= :
(a, b) # B
g(a, b) :
3
i=1
:
3
l=1
:
k
sok 1(Ak /I il (a, b))
_ln :
j
sj 1(A j /I il (a, ))
= :
(a, b) # B
:
3
i=1
:
3
l=1 _g(a, b) :k s
o
k1(Ak /I il (a, b))&
_ln :
j
sj 1(A j /I il (a, b)). (4.4)
Let
[I1 , ..., I;]=[Iij (a, b) : i, j=1, 2, 3, (a, b) # B],
and
ph= g(a, b) :
k
sok1(Ak /I il (a, b)).
We can rewrite (4.4) as
4(F )= :
;
h=1
ph ln :
m
j=1
sj 1(Aj /Ih)= :
;
h=1
ph ln :
m
j=1
sj$hj .
From (4.2), ph>0, h=1, ..., ;. Set J=&E(2L(F0)s st), where Ls
is an (m&1)_1 vector and 2Ls st is an (m&1)_(m&1) matrix.
Verify that
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J=nE \L(F0)s
L(F0)
st +=&
24
s st
=\ :
;
h=1
ph
($hi&$hm)($hj&$hm)
(mk=1 $hk s
o
k)
2 + (m&1)_(m&1) =UU t,
where
($11&$1m) - p1
mk=1 $1ks
o
k
} } }
($;1&$;m) - p;
mk=1 $;ks
o
k
U=\ } } } } } + .($1(m&1)&$1m) - p1mk=1 $1ksok } } } ($;(m&1)&$;m) - p;mk=1 $;ksok
We now show that J is nonsingular. Let xj be the upper-right vertex of
Aj , j=1, ..., m&1. By reordering the Ij’s, WLOG, we can assume that the
upper-right vertex of I i is equal to xi , i=1, ..., m&1. Thus Ii & Aj=< for
j>i, i=1, ..., m&1. Then the matrix U has the upper triangle matrix from
U=\
- p1
so1
} } } } } } } }
($;1&$;m) - p;
mk=1 $;ks
o
k
+ .0 - p2so2+$21so1 } } } } } } } ($;2&$;m) - p;mk=1 $;ksokb b b b b b0 0 } } } - pm&1
som&1+
m&2
k=1 $ (m&1) k s
o
k
} } }
($;(m&1)&$;m) - p;
mk=1 $;ks
o
k
Recall soi >0 and p i>0 for i=1, ..., m&1. It follows that the matrix U is
of full rank and J=UU t is nonsingular.
It is easy to verify that
2L(F n)
s st
 E \
2L(F0)
s st +=&J.
It thus follows that
L(F n)
s
=
L(F0)
s
&J2n+op(&2n&),
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where 2n is the (m&1)-dimensional column vector with entries s^i&soi =
+F n(Ai)&+F0(Ai), i=1, ..., m&1. Let 0n=[infim s^i=0]. Verify that
0=
L(F n)
s
except on the event 0n ,
and by Theorem 1 and Assumptions (4.1) and (4.2),
P(0n)  0 as n  .
It follows from the CLT that - n (L(F0)s) is asymptotically normal
with mean 0 and dispersion matrix J. This shows that 2n=J&1_
(L(F0)s)+op(n&12). Thus we have the following result.
Theorem 3. Under Assumptions (4.1), (4.2) and (4.3),
s^1&so1
- n \ b +s^m&1&som&1
is asymptotically normal with mean 0 and dispersion matrix J&1. A strongly
consistent estimator of J is given by J =&(2L(F n)s st). Furthermore,
- n [F n(x)&F0(x)] is asymptotically normally distributed for all x # A*. Aconsistent estimate of the asymptotic variance of F n(x) is (1n) ctJ &1c, where
c is a (m&1)_1 vector with the ith entry ci=1(Ai /[0, x1]_[0, x2])
unless F0(x)=1.
Under the assumptions in Theorem 3, the GMLE is also asymptotically
efficient. The proof of this assertion is straightforward and is omitted.
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