Padé-type approximants and errors of Padé approximants  by Gilewicz, Jacek & Pindor, Maciej
ELSEVIER Journal of Computational and Applied Mathematics 99 (1998) 155-165 
JOURNAL OF 
COMPUTATIONAL AND 
APPLIED MATHEMATICS 
Pad6-type approximants and errors of Pad6 approximants 
Jacek Gilewicz *, Maciej Pindor 1 
D@t. de Physique, Universitk de Toulon, F-83130 La Garde, France 
Received 30 October 1997; received in revised form 10 April 1998 
Abstract 
The Brezinski's idea of using Pad6-type approximants to estimate errors of Pad6 approximants is considerably developed. 
A new, more effective method based on this idea is presented and illustrated by numerical examples. @ 1998 Elsevier 
Science B.V. All rights reserved. 
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I. Introduction 
Pad6 approximants (PA) proved to be a very useful tool to continue analytically a function, given 
by a power series, outside a circle of convergence of the latter [2, 3, 9]. They can also be used 
successfully to sum asymptotic series. Unfortunately, the practical applications are severely crippled 
by difficulties in estimating error of approximating a function defined by means of a power series 
f ,  by a given PA, denoted below by [m/n]/. No general solution to this problem has been found 
and certainly it cannot exist. However, in a special case of Stieltjes functions it has been recently 
solved completely [11]. Important efforts in this direction have been made [4] by Brezinski, and 
in particular, he had a brilliant idea to extend a Kronrod concept for estimating errors in Gaussian 
quadrature, to PAs [5, 7]. The idea, based on looking at PAs as a formal Gaussian quadrature 
([9], p. 259), consists in constructing, for [k - 1/k]/ (this idea can easily be extended to any other 
PA), a Pad6-type approximant (PTA) (2k/2k + 1)f, such that its denominator is a product of a 
denominator of [k - 1/k]/. and another polynomial of degree k + 1, to be determined. In analogy 
with numerical quadrature, zeros of the denominator correspond to nodes of the quadrature formula. 
It has been shown in [5] that PTA of the possible lowest order, constructed this way is (2k/2k + 1 )/. 
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It has thus 3k + 2 free coefficients and so it can match the series up to (3k + 1)th order, in strict 
accordance with algebraic accuracy of Kronrod quadrature formula. Brezinski proposed then to use 
(2k/2k + 1 )r - [k - l / k i t  as a measure of an error of [k - 1/k]/. As interesting as the analogy 
exploited here is, the method has a serious defect from a practical point of view - when applying 
PAs we work with a power series known to a definite order, and quite often calculating subsequent 
terms of the series requires a substantial numerical effort. Therefore, it seems that knowing 3k + 2 
terms for the series, we would rather like to calculate [(3k/2)/(3k/2 + 1)] i, assuming that this is 
the most accurate one, and try to figure out what is its error rather than an error of [k - l /k i t .  We 
show below, how the idea of using PTA with some zeros of their denominators defined by PAs of 
lower order, can be of help here. In what follows, we shall use the standard formalism rather than 
the elegant formalism of generating functional used throughout [5, 6]. The latter is very concise, but 
as we expect hat most of readers are not well acquainted with it, its application could make simple 
demonstrations presented below, seem quite obscure. 
2. PA and Pad~-type approximants accurate to the same order 
The problem we undertake is the following: a given formal power series f 
OC 
f ( z )  = ~_, ciz i (1) 
i--O 
and given [k -  1/k]r, find (m-  1/m)r having the following properties: 
• its denominator is a product of a denominator Qr of some [ r -  1/r]r =Pr-1/Qr with r as large as 
possible, but less than k, and another polynomial of degree m - r, 
• its expansion agrees with f to the order 2k -  1. 
'as large as possible' means [5] that r<~(m-  1)/2, otherwise (m-  1/m)r = [ r -  1/r] r. 
In other words, given [k -  1/k]r, we seek another ational function (m - 1/m)i, with the same 
behaviour at infinity, and having the power series expansion agreeing with f to the same order as 
is the case for [k - l /k i t .  We suppose (this hypothesis will be discussed below) that [k - 1~ki t -  
(m - 1/m)r would not differ widely from f .  - [k - 1/k]r or f<. - (m - 1/m)r, where fc is an analytic 
continuation of f outside its circle of convergence. This way we could use (m - 1/m)r to estimate 
I f< - [k  - 1 /k ] i l .  
As will be seen below, we have to consider separately cases when: m- -2r  + 1, m- -2r  + 2 and 
m=2r+3.  
Let us start assuming that m is odd and r=(m-  1)/2, i.e. m- -2r+ 1 and therefore (m-  
l /m) = (2r/2r + 1 ). 
A denominator of (2r/2r + 1)r is a product of the denominator of [r - 1/r]r and of another 
polynomial of degree r + 1 and therefore we have in (2r/2r + 1 )i only 3r + 2 unknown coefficients. 
On the other hand, starting from 0th order, [k -  1/k]r matches f up to the order 2k -  1. Collecting 
this information together we have: 
2k=3r+2 and r=~(k -1)  or m=4(k -1)+ l .  
This is possible only if k -- 3n + 1. 
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The next possibility is: m even and r = m/2-  1. 
In this case m = 2r + 2 and (m-  1/m)r =(2r  + 1/2r + 2)/ .  The PTA contains this time 3r + 4 
free coefficients and we want to have 
2k=3r+4 i .e . r=3(k -2  ) or m=4(k -2)+2.  
This can be realized only if k = 3n + 2. 
Finally we can consider again m odd and r = ½(m - 1 ) -  1. 
Now m=2r  + 3 and (m - 1 /m) j=(2r  + 2/2r + 3)r. The PTA contains now 3r + 6 unknown 
coefficients and we demand that 
2k=3r+6 i.e. r=2k-2  or m=3k-1 .  
This can be realized only when k = 3n. 
Concluding we see that for any k, if  k is large enough, we can find PTA satisfying (i) and (ii). 
We found that the degree of  a denominator of  a PA, contained, as a factor, in a denominator of  
PTA, depends on a remainder of  ½k. Thus if 
(m - 1/m)(z) = Am-, (z)/(Q,.(z)Bm_,.(z)) 
has to be such that 
f ( z )  - (m - 1/m)(z) = O(z 2k) 
then (for these special PTAs, we shall use the symbol (m - l/m; r]r) :  
(a) for k = 3n: r = 2n - 2 and m = 4n - 1 e.g. for [5/6] we construct (6/7; 2], 
(b) for k = 3n + 1 : r = 2n and m = 4n + 1 e.g. for [3/4] we construct (4/5; 2], 
(c) for k = 3n + 2 : r = 2n and m = 4n + 2 e.g. for [4/5] we construct (5/6; 2]. 
We should point out that this type of  rational functions, by having some poles (and/or zeros) 
prescribed in advance, with the rest defined by matching the series for f as far as possible, have 
been considered by Brezinski in [8] and called partial Pad6 approximants. In our case, however, 
prescribed zeros of  the denominator originate also from PA (of  different order) and therefore we 
shall use the special symbol proposed above. 
In the cases considered here, r had always to be even. Later we shall consider situations, when 
it can also be odd. 
Let us now discuss, how can (m - 1~re;r].! be constructed. 
f - (m - 1/m;r] i= f 
therefore, 
f • Qr Am~ __ O(z2 k ) 
771 r 
but as 2m-  r = 2k, we see that 
Am I 
Bin-,. 
- -  [m - 1 /m - r ] i .O ,  
Am I 
QrBm-r 
_ _  - -  O(Z  2k ) ,  
which shows us how (m - 1/m; r]f could be found. 
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Let us however look at it more closely and find equations for coefficients of A and B expressed 
by coefficients of the series f .  
Let p/'s denote coefficients of Pr-1 and qi's those of Qr: 
Pr_ l ( z )=~piz  i (p0=c0);  0 r (Z)= qi zi (q0=l ) .  
i 0 i - -0  
These coefficients are determined by the equations defining [ r -  1/r]/: 
f * Qr - Pr--I ---- O(Z 2r). 
On the other side we have for O(Z2r): 
2k-2r  
O(Z2r) = Z djz2r+j q- O(z2k+l )' 
j-o 
where 
dj= qiczr i+.j, j=O,  1 , . . . ,2k -  2r. (2) 
i -O 
Therefore we get 
Pr-I(Z) -[- Z djz2r+i -~- O(z2k÷l) Bm_r(Z ) - Am_ l (z ) :R (k , r ) , z  2k +. . .  (3) 
/=0 
which leads to the following m-  r equations for the coefficients bi's (b0 = 1) of Bm-r: 
m-- r  
Zd~+j_ ib i=O,  j= l  . . . . .  m-r ,  di<0=0 (4) 
i - -0  
and s equals 0, 1, or 3 in the cases (b), (c) or (a), respectively. 
In the same way we deduce from (3) the m equations for the coefficients a~'s of A,,_I: 
r - -  1 j -2 r  
a i= y~ p~b/ ~ + ~-~ dibj_2r_~ j :0  . . . . .  2r + s=m-1,  (5) 
i max(O, j - - r - -s+l)  i -O 
where b0 = 1 and bi <0 ~ 0. 
Note that the second sum in (5) appears at most in the last three equations ( j  = 2r in the case 
(b), j = 2r, 2r + 1 in the case (c) and j = 2r, 2r + 1,2r + 2 in the case (a)). Then, if the degree of 
Am I is less than 2r -  1, i.e. ifm<~2r, Am ~ is clearly the product OfPr ~ and Bm-r and 
(m - 1 /m;k] f :  [r - 1/r]f. 
This property was pointed out by Brezinski [5]. Note that in our cases (a) - (c)  m>2r  and we do 
not have a simplification of this type. 
In the case of PAs, we have f - [k - 1/k]f = C(k)z 2k + .. .  where C(k)= c2k + C'(k) and C' 
depends only on Co trough c2~_~. 
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In our case (3) we could express R(k,r) by a ratio of determinants formed from di's, though the 
detailed expression would differ in cases (a)-(c). For an illustration we give the simplest of the 
three formulae i.e. the one for (b): 
( -1 )  r+l 
R(k , r ) -  d~+l 
dl do 0 0 . . .0  
d2 dl do 0 ... 0 
. . . . . . . . . . . .  
. . . . . . . . . . . .  
dr+l dr d,._l ... do 
&+2 d,.+l d , . . . ,  dl 
= dr+2 + ' ' '  . (6) 
This coefficient can also be written as (see (2)): 
R(k, r) = c2k + R'(k, r), 
where R'(k,r) depends only on c0,cj,...,c2k i. 
Let us now discuss, what use can we do of a difference [k -  1/k] -  (m-  l/m; r]. We remind that 
2k = 2m-  r, but the exact relation between k and m depends on (kmod 3) as in cases (a), (b), (c) 
above. Obviously 
[k -  1/k] (z) -  (m-  1 /m; r ] ( z )=(C ' (k ) -  R'(k,r))z2k + .. .  + zZk+l + . . .  
therefore introducing 
e~(z) = 
[k - l/k] - (m - 1/m; r] 
f - [k - l/k] 
we observe that 
lim ek(z) = 
:-0 C(k ) 
(C'(k) - R'(k,r)) 
In a general case we can say nothing about a value of this limit and we cannot exclude that it is 
equal to 0, what could be catastrophic f we wanted to use [k -  1/k] - (m-  1/m; r] as a measure of 
an error of f - [k - l/k]. However if PAs converge, we expect hat C(k) converges toward zero for 
k--~ oc, while we do not expect hat C' (k ) -R ' (k , r )  can vanish in the same way (or faster) because 
it has an additional, nontrivial, dependence on coefficients Co through C2r-l, r ~ 2/3k. Therefore, we 
conjecture that l im~0 ek(z) can only accidentally be zero, and would rather increase with k ~ e~z. 
On the other hand, we are rather interested in estimating errors of PAs for finite z, often far 
beyond a radius of convergence of f (if difference from 0). In this case we can say even less about 
ek(z). Nevertheless, we can see that 
[k -  1/k] - (m-  1/m;r] _2yk  - 1 
sk= ½(f _ [k_  l /k ]+ f _ (m_  l/m;r]) Yk+l '  
where 
f - - (m- -  1/m;r] 
Yk :7-- 
f - [k  - 1 /k ]  
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Now we are interested in a behaviour of  sk for k ~ cx~. Evidently, if Yk -+ 0, or Yk -+ c~ then 
sk-~ -2  or sk--~ 2, respectively. In these cases 1 /2 ( [k -  1/k] - (m-  l/m; r]) is a good estimate of 
an error of  1 /2 ( [k -  1/k] + (m-  1/m;k]). If, however y~ converges to some other value, God save 
l, we are again in trouble. Nevertheless, we observe that only m - r poles of (m - 1/m; r] depend 
on higher order coefficients of  f (higher than 2r -  1 ) because r of  poles come from [ r -  1/r], and 
i less than the number of  poles of [k - 1/k], all of the later depending on those m-r  is about 
coefficients. 
Therefore we expect that convergence of (m - 1/m; r] would lag behind convergence of [k - l/k] 
(assuming it converges because only in such a case are our considerations interesting) and so we 
conjecture that 
lim yk > 1, favourably oc. 
k~oc  
We finally add that if we need PAs of  the type [k + i/k] for i : f i -1 ,  we can proceed in the 
same way using [r + i/r] and constructing (m + i/m; r]. Nothing essentially changes in the above 
considerations. 
3. PAs and PTAs accurate to different orders 
Frequently it happens in practical applications of PAs, that our function is either regular at z = oc, 
or has a pole there. In such a case some sequence of PAs [k + ilk] (k ~ ec) is distinguished and 
can be expected to converge faster than other paradiagonal sequences. Even if we do not have such 
information, studying c-table often reveals that some paradiagonal sequences are better than others 
[10]. We can then think of  estimating accuracy of  [k + i/k] comparing it with [k - 1 + ilk - 1]. 
This later PA uses, however, two coefficients of f less and we can expect that we could strongly 
overestimate an error of [k + ilk] comparing it with [k - 1 + i / k -  1]. It can also be the case that 
we cannot use the highest known coefficient of f to construct PA on the paradiagonal [k + ilk]. We 
need either one coefficient less than we know, or one more. Therefore, we propose, again, to use 
PTA (m + i/m; s] to circumvent such difficulties. Recalling considerations of  the previous section we 
can easily see that for each [k+i/k] we can construct (k+i/k; 1], or generally (k+i+r /k+r ;  2r+ 1] 
with r <<. k/3 - 1 (because we must have 2r + 1 ~< (k + r - 1 )/2) which uses one coefficient of f 
less. I f  we need to exploit one coefficient of f more we have to construct (k + i ÷r/k ÷r;  2 r -  1]. In 
both cases, (m + i/m; s] has the same behaviour at infinity as [k ÷ ilk]. We also expect that it would 
be most advantageous to take, for a given k, as large r as possible. In other words, we propose that 
to have a sequence of rational fractions with the same behaviour at infinity and having an order of  
expansion to which they match f ,  growing with a step 1, we should consider not only [k/k] but 
[2/2], (3/3; 1], [3/3], (4/4; 1], [4/4], (5/5; 1], [5/5], (7/7; 3], [6/6], (8/8; 3],...  [8/8], ( 11/11; 5], [9/9] . . . .  
and so on. 
We shall not give, once more, equations for coefficients of (m + i/m; s] - they differ negligibly 
from those presented in detail in the previous section. 
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We are now in a slightly more favorable situation, than before, when using [k + i l k ] -  (m + i/m; s] 
to estimate errors. The reason is that PAs and PTAs we constructed iffer (by 1 ) in an order to 
which they agree (when expanded) with f .  
We see that for z ~ 0 
[k + i /k ] - (k  + i+r /k  +r ;2r  + l] 
f - (k + i +r /k  + r ;2 r+ 1] 
--~1, 
because 
f -  (k + i + r/k + r;2r + 1] =O(z2k+i), 
[k +i/k]-(k +i+r/k +r;2r -  1] 
--'+ - -1 ,  
f - [k ÷ i/k] 
because 
f (k+ i+r /k+r ;2r  1] O(z 2k+i+2) 
For z away from 0, we can say something if we conjecture that (k + i + r/k + r; 2 r -  1 ] converges, 
with k ~ ~,  to f faster than [k + ilk] (because the former uses one coefficient of f more); in this 
case for z ~ oo: 
[k + i /k ] - (k  + i+r /k  +r ;2r -  1] 
f - [k ÷ i/k] 
----+ m 1 .  
On the other hand, if [k + ilk] converges to f faster than (k + i + r/k + r; 2r + 1 ] (the later using 
one coefficient of f less) then, also for z --~ cx~, we have 
[k + i /k ] - (k  + i+r /k  +r ;2r  + l] 
f - ( k + i + r/k + r; 2r + 1] 
---~ 1. 
All these points will be illustrated in numerical examples in the next section. 
4. Numerical examples 
Example 1. We start with the exponential function exp(z). It has only an essential singularity at 
z = e~, and it is known [1] that all paradiagonal sequences of PAs converge at an arbitrary point 
of  complex plane. We shall first compare [k -  1/k], PTA of  the same order and also [k -  1/k - 1]. 
Below s = ([3/4] + (4/5; 2])/2 and d = ((4/5; 2] - [3/4])/2. 
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z f - [3/4] f - (4/5; 2] d f - s f - [3/31 
-0 .30D + 01 0.21309D - 03 -0 .14664D - 02 0.83977D - 03 -0 .62668D - 03 0.13640D + 00 
-0 .25D + 01 0.79518D - 04 -0 .67213D - 03 0.37582D - 03 -0 .29631D - 03 0.10723D + 00 
-0 .20D + 01 0.21752D - 04 -0 .23117D - 03 0.12646D - 03 -0 .10471D - 03 0.76512D - 01 
-0 .15D + 01 0.36093D - 05 -0 .49522D - 04 0.26566D - 04 -0 .22957D - 04 0.46271D - 01 
-0 .10D ÷ 01 0.23733D - 06 -0 .43303D - 05 0.22838D - 05 -0 .20465D - 05 0.20286D - 01 
-0 .50D + 00 0.15887D - 08 -0 .39808D - 07 0.20698D - 07 -0 .19110D - 07 0.38926D - 02 
0.00D + 00 0.00000D + 00 0.00000D + 00 0.00000D + 00 0.00000D + 00 0.00000D + 00 
0.50D + 00 0.49025D - 08 -0 .25435D - 06 0.12963D - 06 -0 .12472D - 06 -0 .10649D - 01 
0.10D + 01 0.22586D - 05 -0 .17224D - 03 0.87251D - 04 -0 .84992D - 04 -0 .15864D + 00 
0.15D + 01 0.10578D - 03 -0 .11361D-  01 0.57335D - 02 -0 .56277D - 02 -0 .11725D + 01 
0.20D + 01 0.19593D - 02 -0 .26648D + 00 0.13422D + 00 -0 .13226D + 00 -0 .96109D + 01 
0.25D + 01 0.21935D - 01 -0 .37544D + 01 0.18882D + 01 -0 .18662D + 01 0.51952D + 02 
0.30D + 01 0.17856D + 00 -0 .96829D + 03 0.48423D + 03 -0 .48406D + 03 0.31631D + 02 
We see that, indeed, ((4/5; 2] - [3/4])/2 is a reliable estimate of  f - s and also that s, except 
for large z (here larger than 2.5), is a much better approximation of  f than [3/3]. This last feature 
depends heavily on a direction in which we move in a complex plane, because of  essential singularity 
at plus infinity. 
Example 2. To illustrate better our earlier considerations we shall demonstrate a behaviour of  PAs 
and PTAs for function exp(z/(1 + 2z)). It has an essential singularity at z = - 1/2 and equals e 1/2 at 
infinity. A radius of  convergence of its expansion around z -- 0 is 1/2. Now we shall use PAs [k/k]. 
As before d = ((5/5; 2] - [4/4])/2 and s = ((5/5; 2] + [4/4])/2. 
z f - [4/4] f - (5/5; 2] d f - s f - [3/3] 
-0 .10D+01 0 .11018D-06  -0 .38858D-05  0 .19980D-05  -0 .18878D-05  -0 .28031D-04  
-0 .90D+00 0 .36316D-06  -0 .13822D-04  0 .70924D-05  -0 .67293D-05  -0 .73186D-04  
-0 .80D+00 0 .20946D-05  -0 .90660D-04  0 .46377D-04  -0 .44283D-04  -0 .30195D-03  
-0 .70D+00 0 .38113D-04  -0 .21390D-02  0 .10885D-02  -0 .10504D-02  -0 .32282D-02  
-0 .60D+00 0 .20116D-01  -0 .23645D+01 0.11923D+01 -0 .11722D+01 -0 .62875D+00 
-0 .45D+00 -0 .58333D-03  0 .23030D-02  -0 .14432D-02  0 .85982D-03  0 .85197D-02  
-0 .35D+00 -0 .51074D-07  0 .58699D-06  -0 .31903D-06  0 .26796D-06  0 .95787D-05  
-0 .25D+00 -0 .46980D-  10 0 .73058D-09  -0 .38878D-09  0 .34180D-09  0 .47468D-07  
-0 .15D+00 -0 .30309D-  13 0 .54234D-  12 -0 .28633D-  12 0 .25602D-  12 0 .16642D-09  
0.10D+01 0 .28004D-  11 -0 .67045D-  10 0 .34923D-  10 -0 .32123D-  10 -0 .63582D-08  
0.20D+01 0 .15468D-  10 -0 .38433D-09  0 .19990D-09  -0 .18443D-09  -0 .24399D-07  
0.30D÷01 0 .29635D-  10 -0 .74824D-09  0 .38894D-09  -0 .35930D-09  -0 .40731D-07  
0.40D+01 0 .41785D-10  -0 .10645D-08  0 .55313D-09  -0 .51135D-09  -0 .53409D-07  
0.50D+01 0 .51685D-10  -0 .13242D-08  0 .68794D-09  -0 .63625D-09  -0 .63164D-07  
We see again, that ( (5 /5 ;2 ] -  [4/4])/2 is a reliable estimate of  f -  ((5/5;2] + [4/4])/2 and that 
(5/5; 2] is much more accurate than [3/3], even far behind a circle of  convergence. Only near to 
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essential singularity, on the other side o f  the point o f  expansion (z = - 0.6) [3/3] is better than 
(5.5; 2]. 
I f  we can calculate only six orders o f  expansion of  the later function, we cannot find a PTA 
with the same order o f  accuracy and the same behaviour at infinity. We can therefore resort to the 
concept proposed in the second section above and compare [3/3] with (3/3; 1]. This is done below. 
We have also calculated errors o f  [2/3], [3/2] and [2/2]. Now d = (3/3; 1] - [3/3]. 
z f -  [3/3] f -  (3/3;1] d f -  [2/3] f -  [3/2] f - [2/2] 
-0.50D+01 -0.286D-06 -0.502D-04 0.499D-04 0.132D-02 0.132D-02 0.130D-03 
-0.40D+01 -0.354D-06 -0.611D-04 0.608D-04 0.123D-02 0.123D-02 0.153D-03 
-0.30D+01 -0.513D-06 -0.862D-04 0.857D-04 0.122D-02 0.122D-02 0.201D-03 
-0.20D+01 -0.115D-05 -0.183D-03 0.181D-03 0.148D-02 0.148D-02 0.366D-03 
-0.10D+01 -0.280D-04 -0.394D-02 0.391D-02 0.810D-02 0.810D-02 0.400D-02 
-0.90D+00 -0.732D-04 -0.104D-01 0.103D-01 0.151D-01 0.151D-01 0.827D-02 
-0.80D+00 -0.302D-03 -0.469D-01 0.466D-01 0.397D-01 0.397D-01 0.244D-0! 
-0.70D+00 -0.323D-02 -0.960D+00 0.957D+00 0.215D+00 0.215D+00 0.152D+00 
-0.60D÷00 -0.629D+00 0.138D÷02 -0.145D+02 0.810D+0I 0.810D÷01 0.709D+01 
-0.45D+00 0.852D-02 -0.472D-01 0.557D-01 -0.673D-01 -0.673D-01 -0.775D-01 
-0.35D+00 0.958D-05 -0.362D-03 0.371D-03 -0.702D-03 -0.702D-03 -0.101D-02 
-0.25D+00 0.475D-07 -0.529D-05 0.534D-05 -0.133D-04 -0.133D-04 -0.267D-04 
-0.15D+00 0.166D-09 -0.490D-07 0.491D-07 -0.153D-06 -0.153D-06 -0.508D-06 
0.10D+01 -0.636D-08 -0.161D-05 0.160D-05 -0.162D-04 -0.162D-04 0.803D-05 
0.20D+01 -0.244D-07 -0.537D-05 0.534D-05 -0.864D-04 -0.864D-04 0.214D-04 
0.30D+01 -0.407D-07 -0.852D-05 0.848D-05 -0.189D-03 -0.189D-03 0.312D-04 
0.40D+01 -0.534D-07 -0.109D-04 0.108D-04 -0.307D-03 -0.307D-03 0.380D-04 
0.50D+01 -0.632D-07 -0.127D- 04 0.126D-04 -0.434D-03 -0.434D-03 0.430D- 04 
We see that (3/3; 1] - [3/3] is a reliable estimate of  an error o f  (3/3; 1] and that (3/3; 1] is better 
than [2/3], [3/2] and [2/2] except when z is near to the singularity outside the circle o f  convergence. 
Example  3. Finally we consider function ((z + 1)(z + 2)(z + 3)) 1/3. It has branch points at 
z = - 1, z = - 2 and z = - 3. z = ec is a pole o f  the first order. We first compare [3/2], [3/3], [4/3] 
and (4/3; 1]. As before d = (4/3; 1] - [4/3]. 
z f - [4/3] f -  (4/3;1] d f -  [3/3] f - [3/2] 
-0.10D+03 0.281D-01 0.356D-01 -0.755D-02 0.129D+02 0.257D+00 
-0.15D÷02 0.991D-02 0.122D-01 - 0.224D-02 0.463D+00 0.702D- 01 
- 0.50D+01 0.609D-01 0.674D-01 -0.650D-02 0.328D+00 0.177D+00 
-0.45D+01 0.122D+00 0.131D+00 -0.962D-02 0.435D+00 0.277D+00 
-0.90D+00 -0.275D-02 -0.223D-02 -0.521D-03 -0.126D-01 -0.864D-02 
0.10D+01 -0.176D-06 -0.334D-06 0.158D-06 0.722D-05 -0.137D-04 
0.40D+01 -0.661D-04 -0.954D-04 0.293D-04 0.270D-02 -0.139D-02 
0.10D+02 -0.719D-03 -0.967D-03 0.248D-03 0.456D-01 -0.982D-02 
0.10D+03 -0.214D-01 -0.274D-01 0.605D-02 0.868D+01 -0.212D+00 
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As can be seen from the above numbers, (4/3; 1] - [4/3] underestimates errors of  [4/3], far 
from expansion point. This situation improves when we go to higher orders, but high enough that 
2 r -  1 >3.  This happens when k = 6, i.e. when we compare [6/5], (6/6], [7/6] and (8/7; 3]. Again 
d = (8/7; 3]-[7/6]. 
z f - [7/6] f-(8/7;31 d f - [6/6] f - [6/5] 
-0.10D+03 0.459D-04 -0.381D-04 0.839D-04 0.175D-01 0.390D-03 
-0.15D+02 0.344D-04 -0.244D-04 0.588D-04 0.148D-02 0.227D-03 
-0.50D+01 0.298D-02 -0.734D-03 0.371D-02 0.148D-01 0.815D-02 
-0.45D÷01 0.127D- 01 -0.861 D-  03 0.135D-01 0.409D-01 0.269D- 01 
-0.90D+00 -0.315D-04 -0.134D-04 -0.180D-04 - 0.956D-04 -0.140D- 03 
0.10D+00 -0.474D-13 0.110D-12 -0.158D-12 0.180D-11 -0.340D-11 
0.40D+01 -0.908D-09 0.115D-08 -0.206D-08 0.345D-07 -0.176D-07 
0.10D+02 -0.355D-07 0.366D-07 -0.721D-07 0.211D-04 -0.450D-06 
0.10D÷03 -0.275D-04 0.239D-04 -0.513D-04 0.115D-01 -0.253D-03 
The situation for complex values of  z looks very similar to the one for real z. We present numbers 
for few points not far from line joining -1  and -3 ,  where we expect zeros and poles of  PAs and 
PTAs to simulate a cut. 
z f - [4/3 ] f -  (4/3; 1 ] (4/3; 1 ] - [4/3 ] f - [3/21 
-4.0-3.0i -2.9D-3-9.7D-3i  5.6D-5-2.5D-5i -5.2D-4+ 1.9D-3i 2.4D-2-4.6D-2i 
- 1.3-1.0i -8.8D-4-2.0D-3i  3.3D-4-2.4D-3i -5.4D-4+3.3D-4i 9.6D-4+ 1.2D-2i 
-4.0-1.0i -2.9D-2-7.5D-2i  -2.5D-2-8.5D-2i  -3.4D-3+8.6D-3i 6.6D-2-1.9D- li
-1.0-0.25i -3.7D-3+3.4D-5i -3.2D-3-7.7D-4i  -4.8D-4+8.1D-4i 3.5D-3+l.7D-2i 
z f - [7/6]  f-(8/7;3] (8/7;3]-[7/6] f - [6/5]  
-4.0-3.0i -5.2D-5+7.4D-5i 5.6D-5-Z.5D-5i - 1.1D-4+9.9D-5i -4.3D-4÷9.ZD-4i 
-1.3-1.0i 1.1D-5+3.SD-6i 8.5D-6+5.8D-6i 2.0D-5+ 1.9D-6i 4.2D-5-5.1D-5i 
-4.0-1.0i - 3.8D-3+4.4D-3i 2.9D-3÷3.7D-4i -6.7D-3+4.0D-3i - 1.4D-2+Z.3D-3i 
-1.0-0.25i - 1.8D-5+3.gD-5i 9.4D-6+3.9D-6i -2.7D-5+3.3D-5i 1.8D-4+5.3D-5i 
5.  Conc lus ions  
We think that it can be very advantageous, from the point o f  view of  estimating errors of  PAs, to 
compare them with PTAs having, in their denominators, denominators of  some carefully chosen PAs 
belonging to the same paradiagonal o f  Pad~ table. Although it happens sometimes that a difference 
between such PTA and PA (the error of  the latter we want to estimate) is definitely larger than the 
error of  PA. This situation improves remarkably at higher orders. 
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