INTRODUCTION
Interactive devices such as smartphones, smartwatches and tablets with increasingly larger and higher resolution displays are an emerging trend in the consumer electronic market; since displays are known to be among the most power-hungry components, this trend has an important impact on the power consumption of these devices.
One solution to tackle this issue has been technological: Organic Light Emitting Diode (OLED) panels are rapidly emerging as the mainstream mobile display technology and progressively replacing classic Thin Film Transistor (TFT) LCDs [1] . Besides higher power efficiency, they also provide higher brightness, better viewing angles, and the possibility of building thinner and flexible panels [2] .
However, the emissive nature of OLEDs (i.e., the fact that their power consumption strongly depends on pixel values) does not necessarily translates into a power benefit. While generally more efficient than LCDs, OLEDs consume significantly more power for bright images [1] . Therefore, just changing the display technology only partially addresses the power consumption issue, and proper OLED power management strategies have become a critical design requirement. In response to this need, a wide body of methods for reducing power in these displays have been proposed, most of which exploit the aforementioned imagedependence feature.
The most popular solution is based on applying a transformation to the image shown on the panel, thus trading off the achievable saving and the "fidelity" of the content [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] . Most transformations consist of mappings of pixel intensities, i.e tabular or analytical functions linking pixel intensity x in the input image to a corresponding value T (x) in the output image. The various proposed methods differ in the shape of the mapping function T () and in the possibility of T () changing dynamically at runtime depending on the input image.
Among these virtually infinite mappings, the simplest one to achieve power saving is T (x) = kx, i.e. a scaling of each pixel intensity by a factor k < 1. This is the typical implementation of the "brightness" knob in OLED devices, and also the action taken by most systems in response to an event requiring a reduction in the power consumption (e.g., low battery).
Although simple and effective in terms of power reduction, this standard brightness scaling solution has the major drawback of being image-agnostic. In order to reflect the sensitivity of OLED power to pixel intensities, a more effective solution should adapt the brightness scaling factor to the power consumption of the current image, i.e., brighter images should be scaled more with respect to darker ones (for which the resulting power reduction would be negligible).
In this paper, which extends our previous work of [16] , we present a smart brightness scaling approach that addresses these issues. Our technique, called Low-overhead Adaptive Brightness Scaling (LABS) optimizes the tradeoff between power reduction and alteration for each displayed image, using a combined power-similarity metric. The optimal scaling factor for the target image can be derived from this metric either analytically or through a regression-based approach. While the first solution is exact the second is approximate. However, it allows to estimate the optimal fac-tor in real time, with small software/hardware overheads, despite yielding a very small error compared to the exact method.
With respect to [16] , this work presents several new insights and extensions of the LABS technique, including:
• A new formulation of the optimization metric used to extract the optimal scaling factor for an image, which allows to set a user-determined "power reduction effort", hence allowing runtime configuration of the power versus image similarity tradeoff.
• A detailed analytical formulation of the optimal scaling factor computation problem and of its exact solution.
• A detailed analysis of the software and hardware complexity of LABS.
• Completely new experimental results, now including the comparison among different regression models, between the exact and approximate scaling factors derivations, etc.
In its basic form, LABS obtains an average power saving greater than 35% for different reference image datasets, while keeping a very high similarity between input and output images (97% on average, using the MSSIM metric [17] ).
The rest of the paper is organized as follows. Section 2 introduces the required background on OLEDs and presents related work. Section 3 describes the theoretical foundation of our proposed method, while Section 4 presents the details of its implementation. Section 5 presents some experimental results and Section 6 concludes the paper.
BACKGROUND AND RELATED WORK
Unline traditional LCDs, which rely on a backlight source, OLEDs are emissive, i.e. light is directly produced by panel pixels. The latter are formed by a combination of three devices, emitting light for the three RGB channels [3] . Each color intensity depends nonlinearly on the current flowing through the corresponding device; therefore, the total display power is strongly affected by pixel intensities. Measurements on real OLED panels allowed to build an empirical power consumption model [3] :
where W and H are the width and height of the panel, (R i,j , G i,j , B i,j ) are the sRGB components of the pixel at position (i, j), and w x and γ are panel-dependent coefficients, obtained via characterization [3] . Typically, 2 ≤ γ ≤ 3.
Power reduction techniques for OLEDs are tailored to this image-dependent power model. Its most important consequence is that power consumption can be altered simply by transforming pixel intensities in the displayed image. These transformations do not require any type of hardware control, and can be implemented fully in software. In general, literature approaches can be split in two groups: those targeting Graphical User Interfaces (GUIs), and those for general images.
Techniques for GUIs are based on the observation that, for an interface, usability is more important than visual fidelity: ensuring that the user is able to distinguish text or icons from the background is more important than preserving the exact colors of the GUI. Following this principle, the authors of [4] propose a method that dramatically alters the color palette of a GUI, exploiting the fact that the three emissive devices in OLEDs have different power consumptions. This idea is extended in [3] , where a web browser able to optimize OLED power consumption is proposed. A different GUI solution is proposed in [5] , based on selectively applying brightness scaling to the pixels outside of the area of "user interest" (e.g. the foreground window, the selected list item, etc.). A more advanced implementation of same idea is found in [6] , where the authors automatically assign a "degree of user attention" to each display region using saliency maps. Pixels are then dimmed depending on this measure, with a progressive scaling factor that avoids the creation of artifacts. Finally, a more recent approach targeting an energy-friendly Android app GUIs is described in [7] , where a multi-objective optimization approach is proposed, balancing energy reduction with image contrast. Power reduction techniques for GUIs are not suitable for general images or videos, for which visual fidelity is a fundamental aspect of perceived quality and drastic modifications of color or brightness would be unacceptable.
An interesting solution for general images, proposed in [8] , consists in applying Dynamic Voltage Scaling (DVS) to the OLED panel, thus reducing the maximum current that can flow through pixel devices and consequently the total display consumption. However, DVS also reduces the brightness of the displayed image. Therefore, similarly to backlight-scaling techniques for LCDs, brightness reduction is then compensated in software by an image transformation. An extension of this idea to allow multiple and independently voltage-scaled regions of a panel is described in [9] .
DVS-based methods require custom display driver circuitry and cannot be applied to off-the-shelf OLEDs. Therefore, many researchers have proposed techniques that rely solely on pixel transformations. Starting from the observation that chrominance variations in a photo or video strongly alter the perceived quality, they typically act only on the luminance of pixels. Some approaches try to concurrently reduce power consumption and enhance the target image through non-linear transformations [10] , [11] , [12] , [13] , [22] . A fundamental technique in this category is PowerConstrained Contrast Enhancement (PCCE), first described in [10] . PCCE computes a nonlinear luminance mapping for each image, using an objective function that concurrently favors the reduction of power and the enhancement of contrast in the output. Many variants of PCCE have been proposed in literature; the solution in [11] uses multi-scale retinex to improve output quality, while [12] devises a similar transformation that does not require an iterative optimization procedure for extracting the luminance mapping. Transformations with similar objectives to PCCE, but adopting different algorithms are described in [13] and [22] .
In all these solutions, identifying the parameters of the transformation and then applying it requires complex computations, that cannot be realistically implemented in real time for each new displayed frame. In fact, the refresh rate of displays requires this transformation to be repeated every ≈ 15−20ms (50-60 Hz rate). Complex transformations such as those of [10] , [11] , [12] , [13] , [22] can only be implemented in such a short time by a powerful processors or a GPU, an option that implies very large energy overheads, that can offset the savings obtained on the display.
In response to this observation, some authors have devised low-overhead image transformation methods for OLEDs power reduction [14] , [15] , [23] . Specifically, in [14] and [15] overheads are reduced by moving most of the computational effort to the image acquisition phase, using a custom camera application for mobile devices. These solutions exploit the fact that the acquisition phase does not have the same real-time constraints of the display; however, they are applicable only to images are acquired through the provided camera application, and cannot be applied to downloaded or synthetic images. Another low-overhead solution is presented in [23] , where a non-linear transformation that yields output quality comparable to PCCE is built through an offline training process, in which image features are put in relation to transformation parameters.
The most suitable image transformation for real-time usage is brightness scaling, which is therefore the common solution adopted in consumer devices nowadays [16] , [24] , [25] . For grayscale images, brightness scaling transforms every pixel with the function:
where x is the pixel value and k is called scaling factor. For color images, the same effect is obtained scaling luminance components. To do so, pixels are first converted to an appropriate color space, such as YCbCr, where the Y component represents luminance. The conversion between RGB and YCbCr spaces is obtained through linear transformations:
3x3 are matrices of constant coefficients. Using the JPEG standard for YCbCr conversion [26] , both RGB and YCbCr pixels are represented on 24-bit, with each component spanning the range [0, 255] .
The effectiveness of brightness scaling in reducing OLED power consumption is given by the fact that P tot ∝ Y γ . However, as mentioned in Section 1, brightness scaling is generally image-agnostic, and uses the same scaling factor for all images. The authors of [25] and [24] first investigated adaptive brightness scaling approaches. In both works, the proposed transformations minimize power consumption under a minimum quality constraint, using a different scaling factor for each image. Specifically, in [25] only brightness values higher than a minimum knee-point are scaled, and the acceptable quality reduction is quantified in terms of maximum Mean Squared Error (MSE) between input and output images. The work in [24] , conversely, uses a uniform scaling for all brightness values, and its quality constraint is specified as a minimum threshold on the Mean Structural Similarity Index (MSSIM) [17] between input and output, which correlates better with the subjective perception of image alteration compared to the MSE. Although effective, these methods are still not suitable for an implementation in real time. Indeed, the whole transformation process takes several seconds for a 1080p image [24] , [25] .
While our work is inspired by the work of [24] , LABS differs from [24] in the objective function used for calculating the parameters of the transformation and, most importantly, it simplifies the search for these parameters greatly, thus allowing runtime implementation.
THEORETICAL FOUNDATION

Objective
Low-Overhead Adaptive Brightness Scaling (LABS) is, to the best of our knowledge, the first method to allow realtime computation of an image-dependent brightness scaling factor with low overheads. The final objective of our method is to replace the traditional brightness control knob present in most devices with a new, "power reduction effort" knob through which the user (or the operating system) can set the desired power reduction, at the cost of worsening the visual quality of the displayed image. Depending on this parameter, LABS automatically computes the scaling factor for each image.
When activated manually, this smart knob will allow a user not just to set a brightness level based on visual quality, but it will also provide clear (yet possibly qualitative) information on the expected power reduction (e.g. standard, half or double).
In order to achieve this objective, scaling factors in LABS are selected so to maximize an objective function which is the combination of two contrasting metrics, i.e. display power reduction and image similarity. This is different from previous solutions, in which one of the two metrics (typically power) was used as objective, while the other was used as constraint [24] , [25] . Using a combined objective function allows to determine in a fully automatic way the scaling factor that yields the best tradeoff among similarity and power, given the desired power reduction effort. We construct such function starting from an observation on the effects of brightness scaling on image similarity, detailed in the next section.
MSSIM and Brightness Scaling
The Structural SIMilarity (SSIM) index [17] is a popular image similarity metric, that has been shown to correlate well with human perception. Its expression is as follows:
In (4), x and z are subsets of the image pixels, obtained via a sliding window; µ x , µ z and σ 2 x , σ 2 z are the mean and variance of pixels gray levels in x and z, and σ xz is their covariance. The coefficients c 1 and c 2 are constant, and are added for stabilization purposes, i.e. to avoid 0/0 divisions (e.g. when both images are totally black, µ x = µ z = 0).
In the case of color images, the SSIM is computed replacing gray levels with the luminance component of each pixel, which can be extracted from YCbCr space using (3a)
.
SSIM values for all positions of the sliding window are then averaged to compute the global Mean SSIM (M SSIM ).
The result is a single real number in [0 : 1], where M SSIM = 1 corresponds to identical images.
The authors of [24] have noted that (4) can be simplified when the pixels in z are brightness scaled versions of those in x, obtained with (2) . Specifically, the following relations hold:
Consequently (4) can be rewritten as:
What the authors of [24] did not consider, however, is that this equation can be further simplified by introducing a small approximation. Indeed, since c 1 and c 2 are only present in the equation for stabilization purposes, their value is chosen to be very small compared to the other terms. Standard choices are: c 1 = (0.01L) 2 and c 2 = (0.03L) 2 , where L is the maximum pixel value, e.g. L = 255 in JPEG YCbCr [26] . It is easy to see that, with the pixel statistics of typical images, the error introduced by removing these two constants from (6) is very small. Doing so, the M SSIM expression reduces to:
The fact that (7) only depends on k, and not on the pixels in x means that the SSIM (and consequently also the MSSIM) obtained after a brightness scaling transformation is approximately independent on the image. This is empirically confirmed by the box plots in Figure 1 , which show the distribution of MSSIM values between original and brightnessscaled images with k = 0.8, computed over three different image datasets [27] , [28] , [29] . As shown, most of the images have MSSIM values differing by less than 0.5%. This apparently counter-intuitive result makes sense when considering that the SSIM/MSSIM is a metric of image similarity, and not of absolute image quality. Brightness scaling with constant k does not introduce any contentdependent distortion, so it is reasonable that the resulting similarity with respect to the original image is the same regardless of the content. From a practical point of view, this finding translates into the possibility of easily computing the scaling factor k that produces a desired similarity value.
The Weighted Power Reduction-Similarity-Product Metric
In Section 3.2 we have shown that the M SSIM of a brightness-scaled image with respect to the input is roughly independent from pixel values. The same is not true for the power consumption of an OLED, as clear from (1): total power is proportional to the γ-th power of the total image luminance. Since brightness scaling reduces the luminance of each pixel of a factor k, the relation among the power of an image and that of its brightness scaled version is P SCAL ∝ k γ P . According to this equation, for a given k, applying brightness scaling to an image with high average luminance will yield more power benefits with respect to the same transformation on a dark image, due to the larger initial power P . At the same time, bright images are also those for which brightness scaling is more tolerable. In fact, although the numerical similarity (M SSIM ) is invariant, dimming bright and dark images does not have the same effect on the perceived image quality. In the case of a bright image, brightness scaling makes it more dull and less beautiful, but does not prevent the intelligibility of its content. In contrast, scaling an already dark image might cause the loss of information content, depriving it from its usefulness. Such image-dependence of the power reduction and quality loss obtained by brightness scaling shows that an optimal dimming should adapt the scaling factor k to the features of the input image.
To quantify this intuition, [16] proposed a novel optimization metric, called Power Reduction-Similarity Product (P SP ). The P SP is the product of two components, both functions of the scaling factor k. The first accounts for the power reduction obtainable through brightness scaling, the second for the corresponding effect on similarity. Both factors should be maximized, but their dependency on k is opposite, hence generating a trade-off.
However, the original P SP formulation in [16] implicitly gave the same "importance" to the power and similarity components. As a consequence, the optimal scaling factor was always the same for a given image, and there was no way for a user to configure the method in order to obtain different power saving/similarity trade-offs. In this work, we extend the original P SP function proposing a new Weighted P SP (or P SP α ), which allows to configure the desired power reduction effort through the new parameter α. The mathematical expression of the Weighted P SP is the following:
where P () is the total power consumption of the image and M SSIM () is computed as described in Section 3.2. P M AX is the maximum power that can be dissipated by the OLED panel, i.e. that of a totally white image. The similarity component of the P SP α is simply the MSSIM between the original and scaled images, while the power component is the normalized power reduction obtained when displaying the scaled image. Through α, the weight of the latter term can be increased (α > 1) or decreased (α < 1), giving more or less importance to power reduction; α = 1 yields the original P SP from [16] . L u m i n a n c e (c) Maximum point variation with respect to average luminance (α = 1). Fig. 2 . Analysis of the proposed Weighted PSP metric. Figure 2a shows the shapes of the two components of the P SP α as a function of k for an example image, with α set to 1. The blue dotted curve is the approximate SSIM/MSSIM equation obtained in (7), while the green dashed curve represents the image-dependent normalized power reduction component, which decreases proportionally to −k γ . Because of the opposite trends with respect to k, the PSP has a single maximum, highlighted with a red dot in the figure. The value of k corresponding to this point is the scaling factor that achieves the best balance between power reduction and similarity for that image: k opt = arg max(P SP α (k, I)). Figure 2b shows how the maximum point of the P SP α changes for different values of α. For example, when α = 2 (i.e. double power reduction effort) the power curve becomes steeper compared to the case of α = 1, consequently yielding a smaller k opt . This is coherent, as smaller scaling factors should be selected when minimizing power consumption is more important than preserving the image. When α < 1 (i.e. reduced power reduction effort) the behavior is the opposite.
Both these graphs still refer to a single example image. The plot in Figure 2c , instead, shows the variation of the maximum point of P SP α for images of different luminance, in the case of α = 1. The different curves have been obtained using monochrome gray images, with average luminance ranging from 0 (black) to 255 (white). When luminance increases, the power curve becomes steeper, and the optimum point moves to the left (smaller k opt ). This expresses the intuition that the optimal scaling factor is smaller for brighter images. For a fully black image obviously k opt = 1; indeed, power consumption is already minimal and scaling has no effect. At the other extreme, i.e. for a white image, the optimal scaling factor converges to k opt ≈ 0.59.
Finally, Figure 3 shows the combined effect of the imageadaptiveness and of the power reduction effort parameter on the optimal scaling factor computed by LABS. Specifically, the graph shows the value of k opt as a function of α and of the average image luminance, thus merging the effects expressed by Figures 2b and 2c. 
IMPLEMENTATION DETAILS
The main computation performed by LABS at runtime is the identification of the adaptive scaling factor k opt for a target image. After k opt has been determined, the rest of the transformation is a standard brightness scaling as in (2) . Next, we describe two possible approaches to extract k opt .
Exact k opt Computation
The ideal way to obtain k opt is to compute the derivative of the PSP (8) with respect to k, and finding the value of k for which such derivative is equal to zero (i.e. its stationary point). In mathematical terms:
where:
P (k, I) and P M AX are defined as in (8), while δP (k, I)/δk is the derivative of the power consumption equation (1) with respect to k. The latter can be computed combining (1) and (3b), obtaining:
In this equation, d 11 , d 21 , d 31 are the first column elements of matrix D in (3b) and R i,j , G i,j , B i,j are the RGB components of pixel (i, j) after scaling its luminance with k, which are therefore dependent on the scaling factor through (2) and (3b). Equation (9) cannot be solved analytically in closed form, except for the trivial solution k = 0, which does not correspond to the desired PSP maximum. In fact, some of the terms include γ-th and (γ − 1)-th powers, which are in general non-integer. However, an "exact" solution up to an arbitrarily small tolerance can be obtained using numerical methods. Any method for finding the roots of a function can be adopted; in the following, we select Brent's method [30] due to its speed and convergence guarantees.
This numerical approach yields the exact k opt , apart for the tolerance, but still requires a significant computational effort. Every iteration requires the computation the aforementioned non-integer powers, as well as divisions and summations over all pixels (several million for a HD image) included in P (k, I) and δP (k, I). Therefore, this approach is not suitable for usage in real-time, but it can still be applied to static images, e.g. in a "gallery" application for smartphones. Moreover, it is a fundamental starting point for the approximate method described hereafter.
Regression-based k opt Approximation
For real-time adaptive scaling, we propose an alternative regression-based method to determine k opt . This approach enables the computation of a close-to-optimal scaling factor for each frame being displayed, that can be obtained in software in very short time, or accelerated with simple hardware.
Starting from the observation of Section 3.3 that power, and hence k opt are strongly affected by luminance, we use regression to correlate k opt with the average luminance of the image Y avg . This is clearly an approximation, since chrominance components also contribute to the total power, although with a smaller impact [3] . However, as shown later, the error with respect to the exact method is very low on average. Moreover, obtaining Y avg at runtime has a low computational cost, and just consists of summing the Y i,j component of each pixel. The final division by 1/W H can be implemented as a constant multiplication. Moreover, the conversion to YCbCr, e.g. from RGB, is not an additional cost, as it is already part of most brightness scaling approaches.
To build the regression model, we perform an off-line training, in which Y avg and the corresponding exact value of k opt (using the numerical approach) are computed for a large set of representative images. These data are then used to determine the parameters of a linear regression model. As shown in Section 5, more complex models (i.e. higher order polynomials) do not yield a significant benefit in terms of estimation accuracy. In summary, the mathematical expression used to determine k opt at runtime is as follows:
Evaluating this equation only involves additions and multiplications, besides the obvious control flow operations. Table 1 summarizes the number of operations required by each phase of the LABS online transformation, as a function of the image dimensions W and H. As shown, the overall complexity is linear in the number of pixels, i.e. O(W H), and most operations are due to color-space conversions. The operations involved in the regression-based method can be implemented with very low energy and time overheads, both in software and in hardware. While a software implementation is trivial, Figure 4 reports a high-level block diagram of a possible hardware implementation. The block labeled Accumulator is simply a flip-flop based register used to accumulate luminances into Y avg , whereas RGB to YCbCr and YCbCr to RGB are circuits to perform color-space conversions, similar to those presented in [23] . Finally, notice that since both RGB and JPEG YCbCr formats require 24-bit, pixels can be overwritten in-place when changing the color space. Therefore, the hardware accelerator does not need any additional memory, besides the display frame buffer.
Notice that the regression-based approach still permits the configuration of the power reduction effort in LABS through the parameter α. This requires repeating the training phase for each value of α considered, and extracting the corresponding model coefficients (m α , q α ). These coefficients can then be changed at runtime depending on the desired power reduction effort. In the hardware implementation of Figure 4 , this simply implies that m and q must be stored in writable registers. 
EXPERIMENTAL RESULTS
Setup
We have evaluated the performance of LABS on both still images and videos. We have used three publicly available image repositories: the Kodak dataset [28] , the INRIA Holiday dataset [29] , and the Berkeley Segmentation Data Set (BSDS) [27] , each containing natural images with a variety of subjects and features (luminance, contrast, etc.). For videos, we have experimented on sequences from the Open Video Project [31] and from the Derf's Test Media Collection [32] .
As a model of OLED power consumption we have used (1) with the same coefficients adopted in [10] and [16] , i.e: (w 0 , w r , w g , w b , γ) = (0, 70, 115, 154, 2.2).
We have used Python 3.5 and the scikit-learn library to implement the offline phase of the regression-based k opt computation The online part of LABS (both the exact version based on Brent's method and the regression-based approach) has been implemented in C and compiled with LLVM 3.9.1. Software execution times have been measured on a Intel Core i7 processor running at 2.2GHz with 16GB of RAM. Although the typical target of LABS are ARM-based devices (smartphones, tablets, etc.), results on a desktopclass processor serve to demonstrate the speed-up achieved by our method compared to the state-of-the-art. The hardware version of the regression-based k opt computation has been described in VHDL, and synthesized using Synopsys Design Compiler L-2016.03, for a 45nm standard cell library from STMicroelectronics. The clock frequency has been set to 1GHz. Execution time has been evaluated through gatelevel simulations in Mentor QuestaSim 10.6, whereas power consumption has been estimated in Synopsys PrimeTime L-2016.06.
Power Saving versus MSSIM and Adaptivity
In this section, we demonstrate the image-adaptivity of LABS, and the possibility of exploring the power versus quality design space at runtime through the parameter α.
To show the effect of the power reduction effort parameter, we have computed the total power saving and average MSSIM obtained by our method on the three still images datasets, for different values of α, i.e. 0.5, 1.0, 1.5 and 2.0. Power saving has been computed in percentage, as if the OLED panel had been used to display each image of the dataset once, i.e.:
where P SCAL,i is the power consumption for displaying the i-th image of the dataset after brightness scaling with k opt , and P ORIG,i is the consumption of the same image without brightness scaling. Each dataset has been considered in its entirety (All), as well as after splitting it into two subsets: Dark, containing images with average luminance is L < 0.5L M AX , and Bright, containing all the remaining images, where L M AX = 255 in YCbCr.
The results of this analysis are reported in Figure 5 as Pareto curves. For clarity, one of the plots has been annotated with the corresponding value of α. As shown, LABS achieves similar and significant power savings on the three datasets, while maintaining the average MSSIM very close to 1. Specifically, with α = 1 (the default setting), the power reduction on the entire datasets is between 35% and 40%, and the MSSIM is always greater than 0.97. When the power reduction effort is doubled (α = 2) the total savings become > 50%, at the cost of a relatively small drop in similarity (MSSIM ≈ 0.93).
The adaptivity of our method is shown by the fact that savings and similarity values change when considering Dark or Bright images separately. Bright images are scaled more aggressively, hence they yield larger savings for a given value of α. Detailed results of this experiment are reported in Table 2 . The table also reports the average PSNR (in dB) between original and transformed images, and the average value of k opt determined by LABS for different values of α. As expected, the average k opt is smaller for brighter images and decreases for larger α. On the other hand, its value remains approximately constant across datasets.
A visual example of the advantages of our adaptive approach is shown in Figure 6 . Given the strongly different luminance among the two original images (Figure 6a) , it is clear that the leftmost one has a significantly larger power consumption than the rightmost one. Specifically, with the model of (1), the brighter image contributes to ≈ 95% of the total power for displaying both of them in sequence on a OLED display. When transforming the two images using LABS, our algorithm determines a value of k opt,l ≈ 0.68 for the leftmost image, and k opt,r ≈ 0.96 for the rightmost one. LABS outputs are shown in Figure 6b . The bright image has become less bright, to reduce power consumption as much as possible; however, its content is still well preserved. On the contrary, the dark image is virtually unchanged, since the power saving obtainable by scaling it more aggressively would not be beneficial, compared to the corresponding loss in visibility. Globally, the total OLED power for displaying both images is reduced of 55.1%. Figure 6c shows the results of a standard (imageindependent) brightness scaling as a comparison. For fairness, we have determined a single (uniform) scaling factor that, when applied to both images, provides the same total savings obtained with LABS (55.1%) . Such scaling factor has been determined numerically, through a bisection method, and the resulting value isk ≈ 0.70. As expected, this value is similar to k opt,l , as the leftmost image contributes to most of the total power. However, the visual output of uniform scaling is significantly worse than that of LABS; while there are no visible benefits on the brighter image, the darker one is significantly less clear, and many of its details are lost.
Application to Video Sequences
The advantages of LABS are even more evident when applied to video sequences. We have processed some of the sequences from [31] and [32] with LABS, setting α = 1; Figure 7 shows the frame-by-frame scaling factors produced by LABS for the first 2000 frames of one of these videos (Elephants Dream). The plot reports also some key frames, corresponding to relevant changes of k opt . Notice how the scaling factor follows the content of the video, becoming smaller when the frame brightness increases and vice versa.
A side-by-side comparison of the original and scaled videos for comparison is available at the URL in [33] . From these videos it can be seen that, although k opt is recomputed at every new frame, this does not generate any flickering artifacts. In fact, abrupt changes in k opt occur only in correspondence of scene changes, where the brightness of the frame changes significantly. Within a single scene, k opt varies only slightly, thus not generating visible disturbances.
Regression Analysis
In order to reduce the overheads of LABS, in Section 4 we have proposed to use linear regression to put in relation the average image luminance Y avg and k opt . In this section, we verify the effectiveness of a regression-based approach.
For this experiment, we have used the BSDS dataset [27] , which is already conveniently split into training and test subsets. First, we have computed k opt for both training and test images using the exact numerical method, and annotated the corresponding Y avg . Then, we have used the training set to determine the parameters of several polynomial regression models, changing the model order from 1 (linear) to 4. Finally, the estimated k opt obtained with each model on test images have been scored. The experiment has been repeated with two different values of α.
The numerical results of this analysis are reported in Table 3 , which shows the Root Mean Squared Error (RMSE) of each model, the maximum error over the entire test set, and the R 2 score. Figure 8 shows the test images on a Y avg versus k opt plane, together with the various models outputs, for the case α = 1. As shown in Table 3 , the linear regression model yields very low errors compared to the exact k opt computation: the RMSE values are around 0.019 for alpha = 1 and 0.026 for alpha = 2, and the R 2 values are around 0.88 independent of α. The worst case difference between the exact and estimated k opt is around 0.05 (α = 1) and 0.075 (alpha = 2), which are barely distinguishable for humans.
The most important observation from the table, however, is that using higher-order models does not provide significant benefits and rather yields a worse average errors. Table 4 reports a detailed breakdown of the software execution time of LABS, split into its main sections, for two different image resolutions. Since the number of operations involved in LABS is data independent, these results are valid for any image of the same size. The k opt Computation section can be performed either with the Exact method or with the Regression-based method, as explained in Section 4, hence the corresponding column reports both results. For each section, the table reports the average execution time and the standard deviation over 1000 runs.
Software Implementation Results
For comparison, the last column reports the execution time of the Perceptual Quality-aware Power Reduction (PQPR) technique proposed in [24] . Notice that PQPR uses exactly the same luminance transformation of LABS and only differs in the computation of the adaptive scaling factor.
When considering the exact method based on Brent's algorithm, LABS is 2.5x faster than PQPR for a 512x512 image, and 3.9x for a 1920x1080 image, thus denoting also a better scaling. However, the exact solution is still too slow for a real-time implementation: execution times are in the order of hundreds of milliseconds, about 10x more than the display refresh rate.
This motivates the use of the regression-based approach, which is 48x faster than the exact method for the low-res images and 30x for the high-res ones. The speedups with respect to PQPR are 121x and 117x, respectively. Notice that the execution time is dominated by color-space conversions: additional operations to implement adaptive brightness scaling only require 0.38 ms and 3.34 ms respectively.
In summary, assuming a refresh rate of 15 ms, the software version of LABS based on regression can be used in real-time for low-res images (e.g. 512x512). However, for high-res the time required by color-space conversion motivates the need for hardware acceleration.
Hardware Implementation Results
The main metrics of the building blocks of a hardware accelerator implementing LABS are reported in Table 5 . We do not report any state-of-the-art result for comparison, since to the best of our knowledge, LABS is the first adaptive brightness scaling approach for which a hardware implementation is proposed.
In hardware, some of the sections of our algorithm are implemented using pipelining: as soon as a pixel has been converted to YCbCr, its luminance is added to the Accumulator register (see Figure 4) . Similarly, a pixel is converted back to RGB immediately after its luminance has been scaled. This is the reason why the latencies of the first two and of the last two sections are "grouped" in the table. Energy values are computed assuming that each block only consumes when used, and is shut off (e.g. by power/clock gating) when idle. The accelerator uses fixed-point for all intermediate coefficients (m α , q α , k opt , etc.), and data bitwidths are selected to ensure an average error on the output pixels smaller than 0.5% with respect to software, which uses double precision floating point.
The hardware implementation of LABS is significantly faster than the software one, despite its small silicon area and low power consumption. The entire transformation (including color-space conversion) takes about 4ms for a high-res image and can then be used in real-time. Most importantly, the energy overheads for implementing the transformation are negligible compared to the reductions obtained on the display. In fact, let us take a small (240x320 pixels) AMOLED panel as a conservative example [34] with a typical power consumption of 260 mW. A refresh rate of 15 ms corresponds to an energy consumption per frame of 0.26W ·0.015ms = 3.9 mJ, about 500x more energy than that of the accelerator for a 512x512 image (Table 5) . Therefore, the power savings reported of Table 2 can be considered as true savings. Notice also that all hardware results in Table 5 refer to pixel-serial implementations, that process one pixel per clock cycle. However, parts of the architecture of Figure 4 would easily lend themselves to parallelization, allowing to explore the execution time versus cost design space.
CONCLUSIONS
We have presented LABS, a low-overhead adaptive brightness scaling transformation for OLED displays. By optimizing the tradeoff among power reduction and image similarity, balanced through a tunable parameter, LABS automatically determines an optimal image-dependent scaling factor. Despite achieving significant power reductions on a wide variety of images (more than 35% for less than 3% drop in MSSIM), LABS yields itself to a low-complexity implementation, both in software and in hardware. This allows its application at runtime and in real-time, with negligible energy overheads.
We foresee this technique being used in mobile consumer devices (smartphones, tablets, etc.) as an energy-driven yet easy to use display configuration.
