Efforts in whole-genome sequencing and structural proteomics start to provide a global view of the protein universe, the set of existing protein structures and sequences. However, approaches based on the selection of individual sequences have not been entirely successful at the quantitative description of the distribution of structures and sequences in the protein universe because evolutionary pressure acts on the entire organism, rather than on a particular molecule. In parallel to this line of study, studies in population genetics and phenomenological molecular evolution established a mathematical framework to describe the changes in genome sequences in populations of organisms over time. Here, we review both microscopic (physics-based) and macroscopic (organism-level) models of protein-sequence evolution and demonstrate that bridging the two scales provides the most complete description of the protein universe starting from clearly defined, testable, and physiologically relevant assumptions. 
INTRODUCTION
Modern biology is increasingly becoming a more quantitative science. To date, genome sequencing and structural proteomics projects have yielded several hundred complete genome sequences of organisms, ranging from viruses and bacteria to humans, and three-dimensional structures of more than 30,000 proteins have been deposited in the Protein Data Bank. Such a wealth of information gave rise to the notion of the protein universe (1, 2) , ultimately a complete set of protein sequences and structures in modern life. It is now believed that the present knowledge of the protein structural space is nearly exhaustive (3) (4) (5) , and sequence-based algorithms such as BLAST (6) and hidden-Markov models (7) are routinely used to predict the structure and function of proteins for which the structure has not been determined.
Several classifications of proteins by structure exist, such as SCOP (8) and CATH (9, 10) , initially based on expert manual comparisons of the secondary and tertiary structures of large sets of proteins. However, Chothia (11) and others have noted that the number of significantly different protein structures is relatively small (several thousand), and the number of known sequences realizing a particular structure is drastically different for different structures (Figure 1 ). This has led theorists to the notion of the designability of a structure, roughly defined as the number of sequences folding into the same structure (see Section 3) . Because the number of known protein sequences vastly exceeds the number of known structures, structure inference is often done by homology (i.e., significant sequence similarity between a candidate sequence and sequences with known folds) because, despite the recent advances, reliable ab initio computational folding is still limited to short (<100-residue) sequences (12) . Thus, it is convenient to define a protein family as a set of sequences of high (>60%) sequence similarity. Such proteins normally perform the same biochemical The probability distribution for genes to be members of a gene family of a given size for different organisms (13 Protein domain universe graph (PDUG) (19) . (a) A part of the cluster of proteins of the TIM-barrel fold. The proteins (circles) are connected by the edges if their structural similarity exceeds a certain threshold. (b) The distribution of the number of edges (degree distribution) of the PDUG is a power law, indicating the scale-free nature of this structural similarity graph.
unbeknownst to some in the protein physics community, the science of population genetics established a robust framework for describing mutations (with or without selection) and their distribution in the evolving populations. However, the classical models of population genetics are phenomenological in nature: They do not involve any microscopic model of the effect of mutations on the organism's fitness. In the classical population genetics formulation (21, 22, 37) , fitnesses are arbitrarily ascribed to alleles (combinations of genes); for example, a wild-type phenotype with the AA genome would have a fitness 1, whereas an Aa cross of a wild-type (A) and a mutant (a) would have a lower fitness 1 − s, and so on. The distribution of the corresponding alleles in the population is then determined, perhaps using a diffusion-type equation if random diffusion (genetic drift) is present (22, 37) . The quasispecies theory (38) (39) (40) (41) (42) extends the same scheme by allowing for a continuous set of genotypes, or sequences, but takes their corresponding fitnesses from a postulated distribution, termed fitness landscape. Both cases do not attempt to explain the microscopic relationship between changes in the DNA or amino acid sequence and in the fitness of the organism.
In Section 5, we review the results of our recent work (28) , which aims at addressing this deficiency and bridging the gap between biological, organism-scale, and molecular evolution. In this new model, we assume that an organism is alive (able to reproduce) as long as all its proteins are sufficiently stable. Mutations in the amino acid sequences change the thermodynamic stability of each protein, and one can evaluate changes in stability upon mutation either in a lattice model or analytically. In the lattice model, an explicit and realistic sequence-structure relationship, together with organism-level selection, results in a remarkable fidelity in reproducing power laws in sequence and structural spaces, as well as the response of the amino acid composition to changes in environmental temperature. The analytical model (43) generalizes these findings and establishes the limits of organism complexity (i.e., number of genes) as a function of the mutation rates. Therefore, we argue that only the consideration of the properties of an organism with its entire genome, not a single protein, as a unit of selection provides a satisfactory first-principle explanation of the power laws observed in the protein universe and allows one to make deep connections between the microscopic effect of mutations and their consequences for the organisms and populations as a whole.
PHENOMENOLOGICAL MODELS OF SEQUENCE AND STRUCTURE EVOLUTION
As evolution proceeds mainly through divergence, Maynard Smith (44) suggested that changes in diverging protein sequences happen in small increments (gradually accumulating point mutations), which must conserve the function of a protein for the evolution to be possible at all. Together with Kimura's (22) notion of neutral evolution, whereby most of the mutations conserve the organism's fitness, this paradigm produced a large number of works devoted to evolution on a neutral network of genotypes (23) (24) (25) 45) . These models represent selectively neutral (same-fitness) genotypes as a graph in which distinct nodes are connected by single mutational steps. For example, van Nimwegen et al. (24) used Eigen's (38) model of population evolution to derive the distribution of the population across the nodes of a neutral network and showed that the distribution of the organisms across the nodes is determined by the network topology, or the spectral radius of the neutral network graph. Bornberg-Bauer & Chan (23) obtained the same result in an explicit lattice protein model.
As mentioned above, numerous works put forward phenomenological models to explain the observed power laws in sequence and structural spaces, often along the lines of Albert & Barabasi's (26) preferential attachment network model.
In the structural space, Dokholyan et al. (19) assumed that new protein domains arise by means of gene duplication. The structural distance between a protein and its offspring was chosen at random, and the probability of creating a link in the model PDUG followed the triangle rule between the new node A, its parent node B, and a structural neighbor of the parent node C (if A is similar to B and B is similar to C, then A is similar to C). This is a typical duplication and preferential attachment model, which successfully reproduced the power-law degree distribution of the real PDUG. In a recent detailed mathematical analysis of this model, Roland & Shakhnovich (46) showed that emerging power-law distributions are indeed a robust consequence of duplication and divergence dynamics of the new fold creation postulated by Dokholyan et al. (19) .
In the sequence space, Huynen & van Nimwegen (13) suggested that duplications and deletions of genes in the same family are correlated, so an increased probability of the duplication of a single gene extends this property to the entire family. This property was termed dynamical coherence. Accordingly, the evolution of protein family size was modeled as a random process with random multiplicative noise repelled from zero: The family size S(t) evolves in time according to S(t) = α(t)S(t − 1), where the multiplier α(t) is a random variable taken from a probability distribution peaked around α = 1. At large times, this random process results in a power-law distribution of S, which is consistent with the bioinformatics observation (47) . Later, Gerstein and coworkers (14) applied a similar argument to explain the power-law distribution of InterPro protein families (48) and SCOP folds in the genomes of Escherichia coli, the yeast Saccharomyces cerevisiae, and other organisms. In their model, genomes acquire new folds by stepwise duplication of an existing fold, and the probability of fold duplication is assumed proportional to its occurrence in the genome. The events of fold acquisition via de novo design or lateral transfer from another organism are also included, resulting in a net fold flow in addition to duplication events. For a positive fold flow, the fold occurrence distribution at large times follows a power law. By fitting the parameters of the model to experimental data, the authors estimated the rate of fold flow.
Koonin and coworkers (49, 50) developed a more elaborate model of fold (protein domain) evolution under the acronym BDIM (birth-death-innovation model). This model also predicts a power-law distribution of the protein family sizes, but only under the assumption that the probability of duplication of a gene is proportional to the size of its parent gene family, in line with the results of Reference 13.
All the representative models outlined above are purely phenomenological, and it is hard to assess whether or how well their initial assumptions and choice of parameters agree with the underlying molecular and biological processes. Moreover, the notion of the gene family is completely abstract and does not account for differences in the geometry of various protein folds, or even for the specific protein sequences themselves. Fortunately, theoretical and computational protein folding made it possible to advance past the scale-free network phenomenology toward a microscopic understanding of the processes governing the distribution of evolving proteins in sequence and structure space.
DESIGNABILITY: SOME STRUCTURES ARE MORE EQUAL THAN OTHERS
After the discovery of the highly nonuniform distribution of protein sequences over protein structures, researchers put forward the designability hypothesis. According to this view, the differences in the geometrical properties of various protein structures make them more or less amenable for the design (or evolution) of sequence to fold into these structures as their native states. In other words, sequence entropy varies widely from structure to structure. The first consideration of this issue came from Finkelstein et al. (51), who presented a phenomenological Gaussian distribution of the number of sequences adopted by protein structures. Shakhnovich (34) provided an analytical justification for Finkelstein's Gaussian assumption (random energy model-like) and pointed out its limitations. Wolynes (52) used the analogy between sequence statistics and statistical mechanics of the simple spin models introduced earlier by Shakhnovich & Gutin (29, 53) to analyze protein designability in the simplest approximation, which was equivalent to Finkelstein's Gaussian approximation (51) . He concluded that structures featuring higher density (greater number of contacts) are more designable, in agreement with Finkelstein's initial analysis (51) .
Govindarajan & Goldstein (54) proposed another estimate of designability. Later, Li et al. (55) presented a complete enumeration study of two-letter 27-residue compact polymers on a 3 × 3 × 3 lattice (56). They calculated the ground states of all possible 2 27 sequences on the complete set of 51,704 distinct, unrelated by symmetry, conformations and found that one of the structures can be designed by (serves as native state for) 3794 sequences, whereas 4256 structures did not represent the ground state of any of the 2 27 sequences (Figure 3 ). Qualitatively similar results have been obtained for two-dimensional lattices and for the 3 × 3 × 3 lattice using a 20-letter amino acid alphabet (57) employing a more realistic Miyazawa-Jernigan interaction potential (58) . These findings clearly suggested that the experimentally observed difference in the population of various protein folds can be explained, at least partially, by the differences in the geometry of these folds. However, it was not possible to establish the mapping between the lattices and real structures, as no reliable and transferable structural determinant of designability was known at the time.
More recently, England & Shakhnovich (59) explored the analogy between sequence statistics and statistical mechanics of spins (29, 53) to calculate the number of sequences that can fold into a given conformation with desired energy (analog of entropy in the spin model). To this end, these authors obtained an expression for the free energy (in sequence space) of all sequences that fold into a given structure: the simple thermodynamic analogy, one can derive entropy-i.e., the logarithm of the number of sequences that can fold into a given structure-from the free energy given by Equation 1. It became clear from this analysis that the set of contact traces Tr C n (or the maximum eigenvalue λ of the contact matrix C ) determines this entropy in the sequence space and, thus, designability. The first term in Equation 1, ∼TrC 2 , is proportional to the total number of contacts between the residues in a structure [contact density (CD)]. Keeping only the first term in the expansion in Equation 1 corresponds to Finkelstein's original approximation (34, 51, 52) , and higher-order terms distinguish between geometrically different structures with the same CD. As contact matrices of real proteins can be easily calculated, traces of their powers and eigenvalues represent a transferable designability determinant, which can be used across both lattice models and real proteins.
Once the transferable structural determinant of designability had been established, it became possible to look for the correlation between the sizes of protein families (i.e., the number of sequences in a protein family) and the properties of protein structures (33, (60) (61) (62) . Ultimately, B. Shakhnovich et al. (62) found that the structure's CD is significantly correlated with the size of protein families. They found that the functional diversity of a protein family is correlated with CD as well. However, whereas low-CD structures typically corresponded to small families, high-CD structures exhibited both large and small family sizes. Therefore, it was argued that designability is not the sole factor determining the size of protein families, and evolutionary processes have acted together with the physical forces to shape the family size distribution. In particular, the fact that the oldest protein domains, being closer to the putative last universal common ancestor proteins (63), statistically had higher CD pointed to a link between designability and evolutionary history.
Bloom et al. (64) looked directly for the evolutionary manifestations of designability by analyzing the rate of protein evolution in yeast. One can determine the evolution rate through the sequence divergence of the orthologous genes of two closely related species and the calculation of the number of nonsynonymous substitutions per site dN. Using the complete genomes of two species of yeast, S. cerevisiae and S. bayanus, investigators have calculated sequence divergence dN for approximately 200 genes for which a reliable structure prediction could be made. The main caveat, however, is that the substitution rate dN is correlated with many biological properties of a protein, notably expression levels (65) . After controlling for the expression levels (determined from the proteins' codon adaptation index), Bloom et al. (64) found that a protein's CD (or the maximum eigenvalue of the contact matrix) is positively correlated with its evolutionary rate dN. Indeed, as highly designable structures can accommodate more sequences, they are more tolerant to mutations and can allow a greater sequence divergence and evolutionary rate. Therefore, it appears that differences in the designability of protein structures have important biological consequences and can be observed on high-throughput genomic data. Nevertheless, protein thermodynamics alone, or structure designability alone, was unable to explain the power-law distributions in protein family sizes. A dynamical process reminiscent of the biological divergent evolution had to be included in the model.
LATTICE PROTEIN SIMULATIONS
A physical approach to explicitly model fold and family size distributions is through simulations of model proteins, looking for the power-law (or other) sequence/structure patterns arising from the well-defined statistical mechanics assumptions. Most of the simulations have been performed on two-or three-dimensional lattice models, in which the energy of a chain in the conformation k can be written as
where E(A i , A j ) is the interaction energy between amino acid types A i and A j , and δ k i, j = 1 if residues i and j are in contact in a conformation k and zero otherwise. A short (<64-residue) chain and the discrete, finite conformational space make this model computationally efficient and, for relatively short chains, allow for a complete enumeration of all possible conformations, eliminating the need of lengthy folding simulations. For example, Deeds and colleagues (66, 67) simulated a mutation-duplication process with selection of 27-mer sequences according to their folding Z-score, defined as
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where E 0 is the energy of the native state, and σ is the standard deviation of the energies E decoy of misfolded structures. They considered the structures of the resulting sequences and built the 3 × 3 × 3 lattice equivalent to Dokholyan's PDUG, using Q-score (overlap of contact matrices) (56) as a measure of structural similarity. For random sequences, they found that the lattice structure graph (lattice PDUG) is a typical random graph with a Poisson degree distribution. For the sequences obtained by the mutation-selection process, the graph was markedly nonrandom, and the degree distribution was close to a power law. In contrast to this divergent model, several convergent models were studied (33, 68). Tiana et al. (33) studied a lattice model 36-mers with sequence selection criterion of reproducible stable and fast folding into any structure. These authors found that emerging sequences preferentially folded into highly designable conformations featuring markedly elevated maximal eigenvalues of their contact matrices as expected from the England-Shakhnovich determinant of protein designability (see Equation 1 and Reference 59). Zeldovich et al. (68) performed a convergent Monte Carlo procedure to look for the lowest-energy sequences with a fixed amino acid composition. In this model, the 27-mer model proteins confined into 3 × 3 × 3 cubic lattice were used, and sequences were mutated via swaps between randomly chosen sites to preserve overall amino acid composition. Mutations were accepted or rejected according to Metropolis Monte Carlo criterion for the native-state energy (unlike in Reference 69, the native state was not fixed, but determined exactly from the complete enumeration of 103,346 possible structures after each amino acid swap move). Several thousand iterations of the algorithm resulted in proteins with stable native states. The optimization of the native-state energy led to the nonuniform distribution of stable sequences over structures: A small number of structures characterized by the higher values of contact matrix eigenvalue λ were often independently rediscovered as native states for multiple sequences. However, a quantitative analysis of the family size distribution (the number of sequences folding into the same structure) showed that it is close to an exponential, rather than a power law. Note that the earlier lattice designability study by Li et al. (55) also did not find a power-law family size distribution. Therefore, it appears that dynamics based on sequence duplication events should be a necessary element of the model if it is to reproduce the power-law behavior of the protein universe. As Huynen & van Nimwegen (13) inferred from general mathematical considerations, "it is unlikely that the observed power laws in the distribution of gene family sizes can be explained by a model which does not contain dynamical coherence at the level of gene families."
Taverna & Goldstein (27, 70) proposed a model that attempted to unite evolutionary population dynamics and protein thermodynamics; they considered the evolution of 5 × 5 maximally compact two-dimensional lattice proteins. In one of their models, 25-unit sequences were allowed to duplicate and accumulate random mutations. Sequences whose stability [Z-score (Equation 3), also termed foldability] fell below a certain threshold were preferentially eliminated from the population. For a stringent stability requirement, the occupancy of the structures by evolved sequences nonlinearly increased with the structure's designability. They reported a power-law dependence between occupancy and designability. Therefore, the key finding of this model was that the distribution of sequences among structures can be altered by creating and selecting sequences using a certain dynamical process.
Furthermore, Taverna & Goldstein (27) claimed that "highly designable structures are more robust to death via lethal mutation" and thus get overrepresented in the population. The structural similarity between the native states of the evolved sequences has not been reported. In a subsequent paper (71), the same authors considered the distribution of stabilities of the evolved lattice proteins. They pointed out that this distribution is shaped by interplay between the functional requirement of stability and the high dimensionality (or entropy) of sequence space, which makes it difficult to quickly find stable sequences. These authors studied the effect of mutations on protein stability in this model in Reference 72. A related recent study by Wilke and coworkers (73) also addressed the evolution of stability in a two-dimensional lattice model. However, in contrast to Taverna & Goldstein's (27) study, Wilke and coworkers (73) also analyzed the resulting steady-state distribution of stabilities using a master equation approach.
In a somewhat different direction, Bloom et al. (74) used an evolutionary duplication-mutation-selection algorithm to evolve two-dimensional lattice proteins with selected binding affinity to a (fixed) lattice ligand. Unlike Taverna & Goldstein (27, 70, 71) , these authors introduced the fitness of the folded protein F(T ) at temperature T as
where G is the folding free energy of the protein, and E bind is the binding energy between the protein and the ligand. Also, Bloom et al. (74) used a soft stability cutoff, selecting the 33 most fit sequences at each generation (positive selection), instead of Taverna & Goldstein's (27) neutral evolution model with a predetermined viability cutoff. The authors found that stability requirements may interfere with the evolution of function (ligand binding) and that the speed of the evolution of function is limited by stability requirements. An implicit trade-off between function and stability in this model stems from the requirement for the protein to have both a hydrophobic core for enhanced stability and a relatively hydrophobic binding pocket on the surface. However, the above-mentioned simulations were of the single-sequence selection type: Selection pressure was applied to each sequence individually and independently. All possible dynamical coherence resulted from the sequence-structure relationship and gradual sequence divergence: As the structures differ in their geometry, homologous sequences folding into a favorable structure, on average, are more fit than the sequences that happen to fold into a less advantageous structure. Here, we purposefully used the vague terms "favorable" and "less advantageous," as the precise determinants of the evolutionary fitness of protein structures remain unknown, even in the lattice models, although designability does play a certain role.
In contrast to the simplified single-sequence models, biological selection applies to and possibly eliminates entire organisms, which carry several thousand genes; all the genes are removed from the gene pool at once when the organism dies or is unable to reproduce. As shown in Section 5, combining several genes in the selection unit (organism) provides a new level of the dynamical coherence and opens a completely new avenue of studying the evolution of genomes and species, rather than individual proteins.
FROM PROTEIN STABILITY TO ORGANISMAL FITNESS
Recently, we proposed an evolutionary model (28) that aims at the explicit bridging of microscopic molecular evolution and organism-level selection. The model describes the evolution of organisms, each of which is represented by a set of genes encoding for proteins; the number of genes per organism is not fixed. On the molecular (genomic) level, the model allows for two types of elementary events: mutation in a gene and gene duplication. Mutations give rise to diffusion in the sequence space, and gene duplications allow the genomes to grow in time. On the organism level, there are also two events: organism replication (the genome is exactly copied from the parent organism) and organism death (Figure 4) . The mutation and gene-duplication rates are fixed throughout the simulation and are identical for all organisms, as is the organism replication rate b. To model the genotype-phenotype relationship, we assume here that protein stability determines the viability of the organism; loosely speaking, the probability that an organism is alive is proportional to the probability that all its proteins are in their native conformations (i.e., all proteins are essential). Quantitatively, we assume that the death rate d of each organism reads
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Figure 4
Schematic representation of the organismal evolution model (28) . Genes within an organism undergo mutations and duplications; organisms replicate and die, propagating or eliminating their complete genome. A genotypephenotype relationship exists between protein stability and the death rate of the organism.
where P ( j ) nat is the stability (probability of being in the native state) of the j-th protein in the organism's genome,
Protein stability (Equation 6) can inferred directly from the sequence using the 3 × 3 × 3 lattice model with the Miyazawa-Jernigan potential (58); M = 103,346 is the total number of accessible conformations; and E i is the energy of a sequence in conformation i. One can view Equation 5 as the weakest-link hypothesis: The death rate or fitness of an organism is determined by the stability of its least stable protein. Mutations that increase protein stability P nat decrease the death rate of their carrier organisms and are fixed in the population; on the contrary, deleterious mutations decrease protein stability, increase the death rate, and then are washed out from the population. All the genes within an organism's genome arise from a single primordial gene through duplication and mutation events, but the number of the genes (genome size) is not fixed and evolves during the course of simulation. Therefore, this model potentially captures a broad range of biological phenomena occurring during evolution: Random mutations are accumulated in the genomes, changing the properties (in our case, stability) of the proteins, and changes in proteins affect the organism's survival via the genotype-phenotype relationship. The changes in fitness in turn affect the frequencies of different genes in the population, closing the feedback loop. The model makes explicit, well-defined assumptions about every step of the process, from a constant mutation rate, to a model of protein folding, to the genotype-phenotype relationship. Figure 5 presents a typical progression of a simulation run of this model. It turns out that the initial single line (the primordial structure) is quickly smeared by random mutational drift at t < 100. However, at a certain point, advantageous structures are discovered, and most sequences in the living organisms converge toward this narrow set of dominant protein structures (DPSs): The structural space abruptly collapses. The dominant structures persist over long periods of time. Most interestingly, the discovery of the DPS and the collapse of the structural diversity are coupled to the transition to the exponential growth regime of the population dynamics, or the Biological Big Bang (Figure 5b) . The DPS themselves can evolve in the exponential growth regime (Figure 5a) ; in this particular simulation, a new DPS has completely replaced the original one by t ∼ 1600, with a concomitant increase of the average protein stability and fitness in the population (Figure 5c) . Moreover, the distribution of the DPS lifetimes in this model approximately follows a power law (28) . As mutations accumulate in sequence linearly with time, the corresponding distribution of protein family size also exhibits a power-law behavior, in good agreement with experimental data (Figure 6) . A similar power-law behavior is observed for the structural similarity of the evolved proteins, closely resembling the structure of the actual PDUG graph (19) . In addition to reproducing the connectivity distribution, the model successfully explains node degree correlations of the PDUG (for more details, see 28). The divergent character of the model also leads to the appearance of species, or groups of Time progression of an evolution run (28 organisms with genomes closely related within the group, but different between the groups. In contrast to the previous models, the weakest-link organism evolution model (28) allows us to understand the evolutionary pressures acting on the size of the genomes and thus on the complexity of the organisms. If one assumes that all the genes in an Distributions of protein family (blue) and superfamily (red ) sizes in the evolutionary model and in real proteins (28) . For model proteins, superfamilies are defined as sets of sequences with the same structure, but low sequence identity. For real proteins, the family size is the number of sequences matching each of the HSSP domains (17) . Both simulated and real data exhibit a power-law behavior with close exponents, −1.77 for model family sizes and −1.5 for real data.
organism are essential, which was apparently the case at the early stages of biological evolution, a single deleterious mutation in any of the genes can either kill the organism or quickly eliminate its entire genome from the population. Therefore, for a given mutation rate, shorter genomes are favorable in this model. Conversely, an increase in the mutation rate should be accompanied by a decrease in the number of genes; otherwise the death rate due to deleterious mutations exceeds the replication rate and the population goes extinct. Indeed, this effect has been observed in simulations (28) . Our recent work (43) addresses analytically the relationship between mutation rates, genome size, and protein stability. There, we assumed that the organism is viable and has a constant replication rate as long as all its proteins are sufficiently stable (i.e., the folding free energy G is negative for every protein in the genome). Upon mutations, the free energy G of each protein changes akin to biased diffusion www.annualreviews.org • Protein Evolution
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Figure 7
Evolution as diffusion in -dimensional protein stability space, where is the number of essential genes in the organism (schematic). In this figure, = 2, and the organisms are viable in the hypercube (square) limited by the protein stability requirement on the right/top sides and by the absence of infinitely stable sequences on the left and bottom sides. Organisms die as their proteins diffuse through the boundary G = 0. This outflow must be compensated by organism replication within the hypercube. Evolutionary trajectories of two organisms are shown schematically. The purple trajectory corresponds to an evolving organism, and the red one shows an organism killed by a deleterious mutation, which destabilized one of its proteins.
(biased because there are more destabilizing than stabilizing mutations). Therefore, an organism's evolution can be represented as diffusion in -dimensional protein stability space, where is the number of genes in the genome, and the i-th coordinate is the stability of the i-th protein G i (Figure 7) . The notion of evolution as diffusion in a multidimensional trait space dates back to Fisher (21) , but in this work, the coordinates of the space are clearly defined: They are the stabilities of each of the organism's proteins. If all the genes are essential for organism survival, and there is no epistasis (correlated changes in organism fitness by mutations in different proteins), the accessible genomic space represents a hypercube. Along each coordinate, the hypercube is limited on one side by the viability condition G < 0 and on the other side by the fact that no sequence can have stability higher than a certain value that can be estimated from the statistical mechanics of proteins (75) . The relevant parameters of the diffusion processes are the drift h and diffusion coefficient D in the stability space of each protein per point mutation, which are determined experimentally from the distribution of the folding energy changes upon point mutations G using the ProTherm database (76) . As some proteins diffuse through the boundary G = 0, Relationship between genome size and mutation rates for different classes of organisms. Some riboviruses operate close to the universal speed limit of six mutations per genome per replication as predicted by our theory (43), whereas DNA-based organisms evolved error correction and enjoy an approximately 1000-fold safety margin. their carrier organisms die, so for the population size to be constant, this flux must be countered by organism replication, which occurs at a constant rate b. As mutations in all proteins are independent, and boundary conditions are the same in each dimension, one can write for the probability distribution of organisms in the -dimensional protein stability space P(E) = i=1 p(E i ), separate the variables, and reduce the problem to a product of one-dimensional diffusion problems for each gene: (7) where m is the number of mutations per replication cycle. The steady-state distribution of protein stabilities following from this equation reads
and the population growth rate is positive if
Using the experimental distribution of the folding energy changes G from the ProTherm database (76) , the authors found that the maximum number of mutations www.annualreviews.org • Protein Evolutionper genome per generation m /b at which populations can sustain steady-state size is limited to a relatively small number (right-hand side of Equation 9, approximately six for nonthermophilic organisms) by protein stability requirements. These findings provide an explanation for the disparity of the genome sizes of RNA and DNA viruses. Indeed, because DNA viruses use the error-correction mechanisms of the host cell, their effective mutation rate is much lower, and their genomes typically encode for hundreds of proteins, whereas RNA viruses are very small, approximately 10 genes or even less. Therefore, it appears that the invention of error correction and the transition from the error-prone RNA world to the modern DNA-based heredity were inevitable steps as only more and more complex organisms could compete in early biological evolution. Conversely, protein stability establishes a speed limit for molecular evolution and fundamentally limits the possible complexity of organisms at the given mutation rate. Figure 8 illustrates this fact by plotting the genome sizes of viruses and bacteria against their mutation rates (77).
CONCLUSIONS AND OUTLOOK
The recent advances in high-throughput methods of genome sequencing, protein crystallization, and evolutionary genomics continue to provide a rich playground for the application of theoretical methods to the analysis of biological data. Classical population genetics approaches, originating in the pre-DNA era (21) , were adapted to process sequence data, notably through the molecular clock hypothesis (78) and Kimura's (22) neutral evolution theory. Until recently, the lack of quantitative understanding of protein structure and function hindered further development of this research toward functionally based, rather than phenomenological, approaches to the description of fitness landscapes and the relationship between macroscopic and molecular evolution. Based on the past-decade works (27, 28, 74) , we argue that fully microscopic models of biological evolution (which start from DNA sequences, assess the structure and stability of the encoded proteins, and make explicit assumptions about the genotype-phenotype relationship and population dynamics) are emerging and result in a better understanding of the properties of the evolving protein universe. Moreover, the key assumptions of these models can be tested experimentally as the challenging task of a careful design and analysis of experiments with microorganisms, such as viruses and bacteria (79) , has been significantly facilitated by the accessibility of high-throughput assays, rapid sequencing, and RNA interference techniques. Together with the input from theoretical approaches, such experiments will greatly improve our understanding of the microscopic mechanisms of biological evolution, as well as elucidate the earliest pathways at the origins of life.
SUMMARY POINTS
1. The protein universe features a nonuniform distribution of protein sequences over folds and functions. Power-law distributions are ubiquitous.
