The class of selfdecomposable distributions in free probability theory was introduced by BarndorffNielsen and the third named author. It constitutes a fairly large subclass of the freely infinitely divisible distributions, but so far specific examples have been limited to Wigner's semicircle distributions, the free stable distributions, two kinds of free gamma distributions and a few other examples. In this paper, we prove that the (classical) normal distributions are freely selfdecomposable. More generally it is established that the Askey-Wimp-Kerov distribution µc is freely selfdecomposable for any c in [−1, 0].
Introduction
Infinitely divisible distributions and Lévy processes have constituted a major role in the development of probability theory for more than eighty years (see [22] for some main aspects). Following Voiculescu's foundation of free probability theory in the early 1980's he further introduced the class of infinitely divisible distributions with respect to free additive convolution ⊞ (see [23, 9] ). We denote this class by I(⊞), and refer to its members as freely infinitely divisible (FID) distributions. As in classical probability the FID distributions can be characterized as those admitting a Lévy-Khintchine representation of the free analog of the cumulant transform. This was established by Bercovici and Voiculescu in [9] . Specifically the free cumulant transform C µ of a (Borel-) probability measure µ on R is defined in terms of its Cauchy-Stieltjes transform G µ given by
where C + (resp. C − ) denotes the set of complex numbers with strictly positive (resp. strictly negative) imaginary part. Note in particular that Im(G µ (z)) < 0 for any z in C + , and hence we may consider the reciprocal Cauchy transform F µ : C + → C + given by F µ (z) = 1/G µ (z) for z in C + . For any probability measure µ on R and any λ in (0, ∞) there exist positive numbers α, β and M such that F µ is univalent on the set Γ α,β := {z ∈ C + | Im(z) > β, |Re(z)| < αIm(z)} and such that F µ (Γ α,β ) ⊃ Γ λ,M . Therefore the right inverse F 
The name refers to the fact that C µ linearizes free additive convolution (cf. [9] ). Variants of C µ (with the same linearizing property) are the R-transform R µ and the Voiculescu transform ϕ µ related by the following equalities:
C µ (w) = wR µ (w) = wϕ µ (
The free version of the Lévy-Khintchine representation now amounts to the statement that a probability measure µ on R is in I(⊞), if and only if there exist a 0, η ∈ R and a Lévy measure 1 ν such that
The triplet (a, η, ν) is uniquely determined and referred to as the free characteristic triplet for µ, and ν is referred to as the free Lévy measure for µ. In terms of the Voiculescu transform ϕ µ the free Lévy-Khintchine representation takes the form:
where the free generating pair (γ, σ) is uniquely determined and related to the free characteristic triplet by the formulas:
In particular σ is a finite measure. The right hand side of (4) gives rise to an analytic function defined on all of C + , and in fact the property that ϕ µ can be extended analytically to all of C + also characterizes the measures in I(⊞). More precisely Bercovici and Voiculescu established in [9] the following fundamental Research on FID distributions developed rapidly since 1999, when Bercovici and Pata introduced and studied a natural bijection between the classes of classically and freely infinitely divisible distributions (see [10] and [6] ). As a natural step in this development the class of freely selfdecomposable (FSD) distributions was introduced in [5] . A probability distribution µ on R is said to be FSD, if, for any c in (0, 1) there exists a probability measure ρ c such that µ = D c (µ) ⊞ ρ c , where D c (µ) denotes the scaling of µ by the constant c. We denote the set of all freely selfdecomposable distributions by L(⊞). Chistyakov and Goetze [12, Theorem 2.8] identified the class L(⊞) with the set of possible weak limits of
where a n ∈ R, b n > 0 and µ 1 , µ 2 , . . . are probability measures on R such that {D bn (µ k )} 1≤k≤n,1≤n forms an infinitesimal array. This is in complete analogy with the classical limit theorem for (classically) selfdecomposable distributions (see e.g. the book of Gnedenko and Kolmogorov [14] ).
If µ is FSD then µ is automatically FID (see [5] ), and therefore has a Lévy-Khintchine representation. The FSD distributions can then (in full analogy with selfdecomposability in classical probability) be characterized as the FID measures for which the free Lévy measure ν (appearing in the free characteristic triplet) takes the form:
where the function k : R \ {0} → [0, ∞) is non-decreasing on (−∞, 0) and non-increasing on (0, ∞). From this characterization one can readily list a number of examples of FSD distributions.
Examples 1.2. (i)
For any a in R and r in (0, ∞) the semi-circle distribution centered at a and of radius r is the probability measure γ a,r given by
These distributions are freely selfdecomposable, as γ a,r has free characteristic triplet ( (ii) The free stable distributions with index α ∈ (0, 2) are FSD, as they have free characteristic triplets (0, η, ν), where ν has the form (7) with
and c, c ′ are parameters in [0, ∞). The main distributional properties of the free stable distributions were uncovered by Biane in the appendix to [10] .
(iii) The free Meixner distributions have been studied intensely by e.g. Saitoh and Yoshida [21] , Anshelevich [2] and Bryc and Bożejko [11] . In [11] these distributions are introduced as the two-parameter family {µ a,b | a ∈ R, b −1} of probability measures with Cauchy-Stieltjes transforms given by
More generally all increasing affine transformations of the measures µ a,b are also referred to as free 
for any positive number c. Elementary calculus shows that the function
satisfies the monotonicity property described in (7), if and only if 4b
and only if 4b a 2 . In case this inequality is strict, µ a,b is termed a pure free Meixner law in [11] , whereas the case 4b = a 2 is referred to as a free gamma distribution.
(iv) Pérez-Abreu and Sakuma [20] introduced another type of free gamma distributions, namely the images of the classical gamma distributions under the Bercovici-Pata bijection. They have free Lévy measure in the form:
where α and c are positive parameters. As the function x → ce −αx is non-increasing on (0, ∞), these free gamma distributions are also FSD. Their main distributional properties were uncovered by
Haagerup and Thorbjørnsen in [15] .
(v) The Student t-distribution with 3 degrees of freedom is the probability measure given by the Lebesgue density
In the recent paper [16] it was found that this distribution is FSD.
(vi) For λ in (0, ∞) and α in R \ {0} the free Poisson distribution with parameters (λ, α) is the probability measure µ λ,α given by
(see e.g. [19] ). This distribution is FID but not FSD, since its free Lévy measure is ν(dt) = λδ α (dt).
Note that, in some contexts, the free Poisson distributions are also referred to as free gamma distributions (not to be mistaken with the two classes described above).
The examples above illustrate the general fact that all FSD distributions are unimodal (in full analogy with classical probability theory). This was established in [17] .
Triggered by a question of Pérez-Abreu, it was recently proved by Belinschi et al. (see [7] ) that the classical normal (or Gaussian) distributions are FID. The proof is based on the characterization of I(⊞) in 
where D −c (z) is the solution to the differential equation:
satisfying the initial conditions:
, and
.
When c > 0, the solution D −c has the integral representation
It was proved in [3] that for any c in (−1, ∞) the measure µ c is a probability measure. The case c = 0 corresponds to the standard Gaussian distribution N (0, 1), and the family (µ c ) c∈(−1,∞) can be extended continuously at −1 by defining µ −1 to be the Dirac point mass δ 0 at 0. Then for all c in [−1, ∞) the Cauchy-Stieltjes transform G µc has the continued fraction expansion:
or, equivalently, the orthogonal polynomials (H n (x; c)) n∈N0 with respect to µ c are given by the recurrence relation:
with H 0 (x, c) = 1 and H 1 (x; c) = x. In the case c = 0, one recovers the Hermite polynomials (the orthogonal polynomials with respect to N (0, 1)), and for general c the polynomials H n (x; c) are referred to as associated Hermite polynomials (cf. [3] ). Further information is available in [3, 7, 18] .
The remaining part of the paper is organized as follows: In Section 2 we establish the above mentioned characterization of the free cumulant transforms of FSD distributions. The proofs of some technical (but rather elementary) lemmas in this section are deferred to an appendix in order to maintain a steady flow of the paper. In Section 3, we prove the free selfdecomposability of the Askey-Wimp-Kerov distribution µ c for any c in [−1, 0], and as an immediate corollary we conclude that all normal distributions are freely selfdecomposable.
2 A characterization of free selfdecomposability in terms of the free cumulant transform
In this section we establish a characterization of free selfdecomposability akin to the characterization of free infinite divisibility in Theorem 1.1. To prove this result (Theorem 2.7 below), we first need to establish some lemmas. The first four lemmas below are rather elementary, but for completeness we include proofs of Lemma 2.1, Lemma 2.3 and Lemma 2.4 in the appendix. A proof of Lemma 2.2 can be found in e.g. [13, page 150].
Throughout the paper log(z) denotes the usual (real-valued) logarithm of z, whenever z is a positive real number. When z is a complex number, the relevant branch of the logarithm will be specified, if it is not clear from the context. Consider further the standard argument function arg :
2 ). Then the following assertions hold:
Lemma 2.2. Let ρ be a finite Borel measure on R, and let a, b be real numbers such that a < b, and such
Then k is increasing on (−∞, 0), decreasing on (0, ∞), and the following assertions hold:
where log is the standard branch of the logarithm on C \ (−∞, 0]. Lemma 2.4. Let a, b be real numbers, such that a < b, and let m be a positive integer. Suppose further
Consider also the Cauchy transform of f :
Then G f and all of its derivatives up to order m − 1 can be extended to continuous functions on 
, it follows from Theorem 1.1
and (2) that C µ can be extended to the analytic function C µ : C − → C given by
Choosing n in N such that the support of k is contained in [−n, n], it follows by application of Lemma 2.4 to the restrictions ofk to (−n, 0) and (0, n) that Gk and all its derivatives can be extended to continuous
Letting n → ∞, we conclude that Gk and all its derivatives can be extended to continuous functions on C + ∪ (R \ {0}). From (8) we have that
for any z in C + . In particular we thus deduce that the function z → C ′ µ (1/z) can be extended to a continuous function on C + ∪ (R \ {0}), and hence C ′ µ can be extended to a continuous function on C − ∪ (R \ {0}). With n chosen as above, we note further by dominated convergence that
It follows thus that the function Ψ :
is continuous. In addition Im(Ψ) is harmonic on C − . We shall argue below that
Once (a) and (b) are verified, the proof is completed as follows: Given any ǫ in (0, ∞) and w 0 in C − , we choose R in (0, ∞), such that R > |w 0 |, and such that |Ψ(w)| ǫ for all w in C − ∪ R satisfying that |w| R.
Putting γ R = {Re iθ | θ ∈ [−π, 0]}, it follows now by the maximum principle for harmonic functions that
Since ǫ was arbitrary, we conclude that Im(C ′ µ (w 0 )) 0, as desired. It remains to verify (a) and (b): Regarding (a) consider a fixed number a in (0, ∞). Then for any x in (a, ∞) and any positive integer n it follows from (9) that
where the convergence follows e.g. by uniform continuity of
. At the same time the method of Stieltjes Inversion yields for Lebesgue-almost all x in (a, ∞) that
Sincek is continuous, this equality actually holds for all x in (a, ∞), and hence we further deduce that
for all x in (a, ∞). Since a was chosen arbitrarily in (0, ∞), (10) holds for all x in (0, ∞) and by similar argumentation also for all x in (−∞, 0). Thus for any x in R\{0}, we conclude that Im(C
0 by the definition ofk and the assumptions on k.
We note initially that
for z in C + . Moreover, the assumptions on k entail the existence of the limits k ′ (0+) and k ′ (0−), since (with b chosen as above)
and similarly
The same argument ensures the existence of the limits k ′′ (0+) and k ′′ (0−). Hence, for z = x + iy in C + , we can perform integration by parts twice as follows:
where log is the standard branch of the logarithm on C \ {iy | y ≤ 0}. 
+ , and similar arguments show that
this immediately implies that the same convergence holds as
The following lemma is a modification of Lemma 4.1 in [17] . For completeness we include a full proof in the appendix. (a) k n has bounded support.
, and k n and all its derivatives are bounded functions.
(c) k n is increasing on (−∞, 0) and decreasing on (0, ∞).
With the preceding lemmas in place we are now ready to prove the following characterization of the freely selfdecomposable distributions on R.
Theorem 2.7. For a probability measure µ on R the following statements are equivalent:
(ii) The free cumulant transform C µ of µ extends to an analytic map C µ : C − → C, satisfying that
(iii) There exists ξ in R and a measure ρ on R, satisfying that R log(|x| + 2) ρ(dx) < ∞, such that C ′ µ can be extended to all of C − via the formula:
If
|x| dx), where
Remark 2.8. It is a bit unexpected that the condition (ii) implies in particular that µ ∈ I(⊞) and hence the condition in Theorem 1.1: Im(ϕ µ (z)) ≤ 0 for all z in C + . We provide an interpretation of this implication in terms of free cumulants in Remark 2.11.
Proof of Theorem 2.7.
Assume that µ ∈ L(⊞) with free characteristic triplet (η, a,
|x| dx), where k is increasing on (−∞, 0) and decreasing on (0, ∞). Then note that (cf. (3))
Since a Im(w) 0 for any w in C − , we may assume without loss of generality that a = 0. Furthermore, since the right hand side of (13) For any fixed z in C + we then have that
and that
as the functions t → 1+tz z−t and t → 1+t 2 (z−t) 2 are both continuous and bounded on R. This further implies that
for any z in C + . By Lemma 2.5 we have that Im(C ′ µn (w)) 0 for any w in C − and n in N, and hence also Im(C ′ µ0 (w)) 0 for any w in C − . Since µ 0 has free characteristic triplet (0, η 0 ,
|t| ) for some real constant η 0 , we have established the necessary condition described above. in R and a finite measure ρ on R such that
and it remains to establish that c = 0 and that R log(|x| + 2) ρ(dx) < ∞. For y in (0, ∞) we note that
Since ϕ µ (iv) = o(v) as v → ∞ (see Bercovici-Voiculescu [9, Proposition 5.6]), it follows that lim y↓0 C µ (−iy) = − lim y↓0 iyϕ(iy −1 ) = 0. On the other hand the monotone convergence theorem yields that
We thus conclude that
As a result, we obtain that c = 0 and R log(|x| + 2) ρ(dx) < ∞, as desired. 
and hence we may apply Fubini's Theorem in the following calculation:
where log is the standard branch of the logarithm on C \ (−∞, 0]. By second order Taylor expansion, it follows that log(1 − ωx)
, and therefore
for each fixed ω in C − . This implies that
and since also
by the assumptions on ρ, it follows that the integral R\{0} (log(1
is a well-defined complex number. We thus conclude that
where
Then for any continuity points r, s of ρ, such that 0 < r < s, we find by application of Lemma 2.2 that
Here Lemma 2.3(iv) entails that
as r ↓ 0 and s ↑ ∞.
Note further that
Since g z (x) → 0 as |x| → ∞ and g z (x) = o(x 2 ) as x → 0, and since
x dx is a Lévy measure (cf. Lemma 2.3), it follows that
Considering now sequences (r n ) and (s n ) of continuity points for ρ, such that r n → 0 and s n → ∞ as n → ∞, it follows by combining (16)- (18) 
By similar arguments, it follows that
and combining these two formulas with (15), we obtain the expression:
|x| dx. Finally, let µ ′ be the measure in L(⊞) with free characteristic triplet (a, η,
|x| dx). Then by two applications of [9, Proposition 5.6] we find that 0 = lim y↑0 C µ (iy) = A + lim y↑0 C µ ′ (iy) = A. Thus µ = µ ′ ∈ L(⊞), and this completes the proof.
Before stating the following corollary to Theorem 2.7 we recall that for a compactly supported probability measure µ on R the R-transform R µ can be extended analytically to an open neighborhood of 0. Thus C µ (z) = zR µ (z) admits a power series expansion:
in a ball around 0, and the coefficients {κ n (µ) | n ≥ 1} are the free cumulants of µ (see e.g. [8] ). For a general measure µ on R with moments of all orders the free cumulants are defined from the moments via
Möbius inversion (see [19] ) and (20) only holds as an asymptotic expansion (see [8] ). Recall that a sequence
of real numbers is said to be conditionally positive definite if the N × N matrix {a i+j } N i,j=1 is positive definite for any N ≥ 1 (see [19] ). Theorem 1.3 in [8] , the asymptotic expansion of the free cumulant transform exists up to any order, and then according to Lemma A.1 in [8] , the equation
holds in the sense of an asymptotic expansion. Applying the second part of [1, Theorem 3.2.1] to the function −C ′ µ (1/z) + κ 1 (µ) (which maps C + into C + ∪ R by Theorem 2.7) then implies that the sequence
is a moment sequence of a finite measure. (ii) The sufficiency is already proved in (i), so it suffices to show the necessity. This proof is similar to the discussion in [19, Chapter 13] . Suppose that {nκ n (µ)} ∞ n=1 is conditionally positive definite. Since {nκ n (µ)} n≥1 does not grow faster than exponentially, Proposition 13.14 in [19] yields the existence of a finite measure ρ on R with compact support such that
Therefore, for all z with sufficiently small absolute value, we have that (cf. (20))
where we put ρ(dx) = ρ(dx) 1+x 2 . From the resulting expression of this calculation it follows that C ′ µ extends to an analytic function on C − , and hence a correctly chosen anti-derivative of C ′ µ is an analytic extension of C µ to all C − . Since C ′ µ has the form (11) it follows from Theorem 2.7 that µ is freely selfdecomposable.
Free selfdecomposability of the normal distribution
In this section we prove that the classical normal (or Gaussian) distributions belong to the class L(⊞) of freely selfdecomposable probability distributions, and more generally that the Askey-Wimp-Kerov distributions 
As a final preparation we introduce the class UI consisting of those Borel probability measures on R for which there exists a simply connected domain Ω in C, such that Ω ⊃ C + and such that the reciprocal Cauchy-Stieltjes transform F µ can be extended to an analytic bijection F µ : Ω → C + . If µ is in UI, then it is FID, as was proved in [4] . For distributions in UI Theorem 2.7 then yields the following characterization of free selfdecomposability:
Lemma 3.2. Let µ be a measure in UI with domain Ω as described above. Then the following statements are equivalent:
Proof. By the definition of the free cumulant transform (see (1)) and analytic continuation we have that
Since F µ : Ω → C + is a bijection, condition (ii) in the lemma is thus equivalent to the condition that Proof. When c = −1, µ c is a Dirac measure and the theorem is trivial. So let c be a fixed number in (−1, 0]. According to the proof of Theorem 3.1 in [7] we have that µ c ∈ UI, so the reciprocal Cauchy transform F µc extends to an analytic bijection F µc : Ω → C + defined on some region Ω containing C + (and depending on c). According to Lemma 3.2 we then have to establish that
for any z in Ω. We consider first z in C + and observe that
where log is the standard branch of the logarithm on C \ {iy | y 0}. Thus, according to Kerov's Theorem (Theorem 3.1), there exists a probability measure τ c on R, such that
This implies in particular that
where the inequality follows from Corollary 5.3 in [9] .
Next consider ω in Ω \ C + . Then according to formula (3.5) in [7] we have that
since Im(ω) 0 and −c 0, and since F µc (ω) ∈ C + , so that 1/F µc (ω) ∈ C − . It follows that
and this completes the proof.
Proof. If ξ = 0 and σ 2 = 1, this corresponds to the case c = 0 in Theorem 3.3. The general case subsequently follows from the fact that L(⊞) is closed under scalings and translations.
Remark 3.5. Let ξ and σ be a real and a positive number, respectively. For any t in (0, ∞) the probability measure N (ξ, σ 2 ) ⊞t may be defined as the law at time t of a free Lévy process (X t ) such that X 1 has law N (ξ, σ 2 ). In particular the free Lévy measure for N (ξ, σ 2 ) ⊞t is tν, with ν the free Lévy measure of N (ξ, σ 2 ), and hence N (ξ, σ 2 ) ⊞t is FSD as well. In particular this implies that N (ξ, σ 2 ) ⊞t is unimodal (cf. [17] ).
A Proofs of various technical lemmas
Proof of Lemma 2.1.
The resulting expression does not depend on u and tends to 0 as v ↓ 0 by dominated convergence with the dominating function log(
x 2 ) for all v ∈ (0, 1). (ii) Recall that arg denotes the standard continuous argument function on C\{iy | y 0}, and therefore 
Assuming henceforth that u 2 + v 2 1
2 ∧ b, we have here that
as u ↓ 0, by dominated convergence. Similarly we find that
We note further that
since the supremum goes to 0 as u ↓ 0, by uniform continuity of f , and since both integrals in the resulting expression are finite. Note finally that
since the integral in the resulting expression goes to 0 as v ↓ 0 as seen in the proof of (i). Combining (22)-
A similar argumentation establishes the same convergence when u + iv → 0 from (−∞, 0) + i(0, ∞).
Proof of Lemma 2.3.
|x| dx < ∞. We note first that
where, by Tonelli's Theorem,
since ρ is a finite measure, and the function y → (y∧1) 2 2y 2 (1 + y 2 ) is bounded on (0, ∞). In the same manner,
since the function y → 2 ) ρ(dy) ǫ. Now for any x in (0, δ ∧ γ) we find that
and this shows that x 2 k(x) → 0 as x ↓ 0. In a similar way, it follows that x 2 k(x) → 0 as x ↑ 0, and this completes the proof of (ii).
(iii) For x in [1, ∞) we note first that 
where the resulting expression tends to 0 as |x| → ∞ by (iii).
By second order Taylor expansion we note next that log(1 − zx) = −zx − It suffices then to show that G f can be extended to a continuous function on C + ∪ (a ′ , b ′ ). For any z in C + we have that
It is clear that G 1 and G 3 can be extended to analytic functions on C + ∪ (a ′ , b ′ ) ∪ C − , and it remains then to prove that G 2 can be extended to a continuous function on C + ∪ (a ′ , b ′ ). In the following we denote by log the standard continuous branch of the logarithm on C \ {iy | y 0}. Using integration by parts, we then obtain for z = u + iv in C + that
For any t in (0, ∞) and n in N note next that R n (t) Moreover, the monotonicity assumptions imply that k is continuous at almost all t in (0, ∞) (with respect to Lebesgue measure). For such a t we further consider n so large that t + u n ∈ [ by monotone convergence. We conclude that R n (t) ↑ k(t) as n → ∞ for almost all t in (0, ∞).
Applying the considerations above to the function κ : (0, ∞) → [0, ∞) given by κ(t) = k(−t), it follows that we can construct a sequence (L n ) n∈N of non-negative functions defined on (−∞, 0) and with the following properties:
• For all n in N the function L n has bounded support.
• For all n in N we have that L n ∈ C ∞ ((−∞, 0)), and L
(p)
n is bounded for all p in N 0 .
• For all n in N the function L n is increasing on (−∞, 0).
• L n (t) ↑ k(t) as n → ∞ for almost all t in (−∞, 0) (with respect to Lebesgue measure).
We are now ready to define k n : R \ {0} → [0, ∞) by
L n (t), if t < 0.
It is then apparent from the argumentation above that k n satisfies the conditions (a)-(c) in the lemma, and it remains to show that 
