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Introdution
Au ours de es trois années de thèse, mes reherhes ont porté prinipalement sur un
modèle de roissane ristalline que nous nommons ii modèle de Gates-Westott, ainsi que
sur des questions relatives au proessus de ontat. En préambule à l'étude de es objets
j'ai aussi rééhi à une représentation simple des systèmes markoviens ave une innité de
partiules en interation.
Chapitre 1 : onstrution des systèmes de partiules en interation
Dans les années 60, sous l'impulsion de la méanique statistique, a été introduite une
famille très générale de proessus stohastiques markoviens : les systèmes de partiules en
interation. Cette innovation a été le point de départ d'un grand nombre de travaux, aussi
bien sur des problèmes globaux relatifs à ette famille que sur des proessus partiuliers
faisant partie de ette famille : modèle d'Ising, de votant, de ontat. . .Le point ommun
de tous es proessus est de dérire simultanément l'évolution dans le temps des états
assoiés à un ertain nombre (souvent inni) de sites, la dynamique étant gouvernée par
la presription de règles d'évolution loales.
Dans un premier temps s'est posé le problème de la dénition : sous quelle ondition a
t-on l'existene et l'uniité de tels proessus ? Préisons le sens de ette question : nous
onsidérons un ensemble V de sites, un ensemble E d'états possibles pour haque site, et
pour η ∈ EV et T ⊂ V ni, des mesures
cT (η,dξ) sur E
T .
On souhaite dénir sans ambiguïté un proessus (ξt, t ≥ 0) sur EV tel que, dans la ongu-
ration η, la onguration loale η T soit remplaée par une nouvelle onguration ξ selon
la mesure de transition cT (η, ·), ei pour tout T ni.
Ce problème de dénition a été d'une ertaine façon résolu dans les premières années. Dans
le as où E est ompat, Liggett [34℄ a en partiulier montré, sous une hypothèse très peu
restritive sur les taux de transition (hypothèse (H1), page 8), que le prégénérateur de
Markov assoié à la dynamique dérite dénissait un unique semi-groupe de Feller, don
un unique proessus de Feller. L'outil prinipal de sa démonstration est la théorie de Hille-
Yosida.
1
2 Introdution
Dans le as E = {0, 1}, et sous une hypothèse légèrement plus faible (hypothèse (H ′1),
page 9), nous avons herhé à donner une autre onstrution qui se passe de la théorie de
Hille-Yosida, en se basant sur une idée plus naïve qui est la suivante. Lorsque V est ni, le
problème de l'existene et uniité du proessus (ξt, t ≥ 0) est sans diulté. Pour V inni,
on xe une suite Vn ↑ V de boîtes nies et on onstruit d'abord des proessus (ξnt , t ≥ 0)
où seules les oordonnées de Vn évoluent. Le résultat le plus important du hapitre est que
si (H ′1) est vériée,
Théorème (orollaire du théorème 3, hapitre 1). Pour t ≥ 0, v ∈ V , ξnt (v) onverge
quand n→∞.
Cei est fait d'une façon qui met en valeur le aratère naturel de l'hypothèse (H ′1), qui
n'apparaît pas lairement dans la onstrution de Liggett par exemple. On vérie ensuite
que le proessus limite orrespond à l'objet reherhé :
Théorème (théorème 4, hapitre 1). Le semi-groupe déni par le proessus ξt := limn→∞ ξnt
a le générateur de Markov souhaité.
Chapitre 2 : Modèle de Gates-Westott
Le modèle de Gates-Westott est un proessus stohastique de déposition vertiale, où
un ertain nombre n de sites apturent à ertains taux des partiules environnantes, faisant
ainsi roître un édie ristallin. Le taux de apture en un site peut prendre trois valeurs
β0, β1 et β2 selon la géométrie du site (voir la gure 2.1.2 page 34). Ce sont des paramètres
du problème.
L'évolution de l'édie est dérite par un veteurXnt = (X
n
t (1), . . . ,X
n
t (n)) et on s'intéresse
à la forme de la surfae du ristal, dérite par le veteur Hnt = (X
n
t (1)−Xnt (2), . . . ,Xnt (n−
1)−Xnt (n)). Le aratère (réurrent positif, réurrent nul ou transitoire) du proessus de
MarkovHn doit être interprété omme la nature stable/instable, autrement dit lisse/rugueuse,
de l'interfae du ristal. On emploiera indiéremment l'adjetif ergodique pour désigner un
proessus réurrent positif. Les résultats les plus importants de e hapitre sont liés à la
question suivante : selon les valeurs des paramètres β0, β1, β2 et n, quelle est la nature de
Hn ?
Si β2 < β0, les sommets roîssent plus vite que les trous, de sorte qu'il est aisé de montrer
que Hn est transitoire. On donne une desription plus préise du omportement asympto-
tique de Hn, omportement qui est parfaitement visible dans les simulations de la gure
2.7.
Théorème (Théorème 11, hapitre 2). Si β2 < β0, le veteur
1
t
(Xnt (1), . . . ,X
n
t (n))
onverge presque sûrement quand t→∞ vers un veteur aléatoire G, qui est d'une forme
donnée par (2.18), (2.19), ou (2.20) selon les paramètres.
Si β0 < β1 ≤ β2, il est déjà onnu [3℄ que Hn est ergodique. La nature de Hn reste
à déterminer pour deux zones de paramètres : β1 ≥ β0 ≥ β2 et β0 ≤ β2 < β1. Nous
3nous sommes onentrés sur ette dernière zone. La onséquene la plus importante de nos
résultats est que ette zone est mixte :
Théorème (onséquene des théorèmes 13 et 14, hapitre 2).
(i) Il existe des valeurs β0 < β2 < β1 telles que, pour tout n ≥ 2, Hn soit réurrent
positif.
(ii) Il existe des valeurs β0 < β2 < β1 telles que, pour tout n ≥ 5, Hn soit transitoire.
Nous avons introduit deux outils nouveaux pour démontrer es résultats. Le premier
est la vitesse asymptotique vn = limt→∞Xnt (1)/t, dénie quand Hn est réurrent positif.
Le seond est un ouplage monotone entre le proessus Xn et un autre proessus X˜n pour
lequel la valeur de β2 est remplaée par β1. Nous donnons une ondition susante pour
qu'une omparaison existe entre es deux proessus.
Nous avons aussi onsidéré le proessus (Ht, t ≥ 0) qui suit la même dynamique que elle
dérite i-dessus, mais ave une innité de sites. Lorsque β2 > β0 et β1 = (β0+β2)/2, nous
nous inspirons de l'expression expliite de la distribution stationnaire pour n ni donnée
dans [17℄ pour démontrer l'existene d'une distribution stationnaire (là enore expliite)
pour (Ht, t ≥ 0).
Théorème (Théorème 16, hapitre 2). Soit m la probabilité sur Z dénie par :
m(k) =
1
Z
(√
β0
β2
)|k|
,
où Z est la onstante de normalisation.
Si β2 > β0 et β1 = (β0 + β2)/2, alors la mesure produit µ := m
⊗Z
sur Z
Z
est invariante
pour le proessus (Ht, t ≥ 0).
Chapitre 3 : proessus de ontat sous-ritique vu du bord
Le proessus de ontat (ξt, t ≥ 0) en une dimension est un exemple de système de
partiules. L'espae des ongurations est {0, 1}Z et les sites sont dits oupés s'ils sont
dans l'état 1, et vides s'ils sont dans l'état 0. La onguration identiquement nulle est notée
0. En haque site peuvent survenir des évènements de deux types :
 des déès : 1→ 0 au taux 1,
 des naissanes : 0→ 1 au taux λ × le nombre de sites voisins oupés.
On prend ii la onstante λ stritement inférieure à la valeur ritique λc du proessus de
ontat. Supposons qu'on parte d'une onguration ave un nombre ni d'individus. La
probabilité P(ξt 6= 0) de non extintion à l'instant t onverge alors vers 0, quand t → ∞.
Cette onvergene est d'ailleurs exponentiellement rapide. La onguration 0 est un état
absorbant du proessus et l'absorption arrive don presque sûrement en temps ni.
Le proessus de ontat vu du bord (ζt, t ≥ 0) est déni par ζt(v) = ξt(v + sup ξt), où
sup ξt = sup{v : ξt(v) = 1}. Autrement dit ζt s'obtient en translatant la onguration ξt de
façon à e que l'individu le plus à droite se retrouve à l'origine. Conernant le omportement
asymptotique de ζt, deux questions se posent :
4 Introdution
(a) Si on part d'un nombre ni de sites oupés, on peut onsidérer la loi de ζt ondi-
tionnée à la non extintion, soit L(ζt|ξt 6= 0). Est-e que ette loi onditionnelle admet
une limite
1
quand t → ∞, indépendante de la ondition initiale ? Autrement dit, le
proessus ζt admet-il une limite de Yaglom ?
(b) Si on part d'une onguration η ave une innité de sites oupés, mais telle que
sup η < +∞, l'évènement {ξt 6= 0} est bien sûr de probabilité 1, don on ne fait plus
de onditionnement. Est-e que L(ζt) admet une limite quand t→∞ ?
Il existe un lien entre es deux questions. Heuristiquement, puisque la probabilité de non-
extintion est exponentiellement déroissante, si l'on part d'une onguration omme dans
(b) l'individu le plus à droite qui a une desendane à l'instant t a très probablement passé
une grande partie de l'intervalle de temps [0, t] très isolé du reste de la population, e qui
fait que la onguration de sa desendane doit ressembler à e qu'elle serait si l'individu
en question avait été tout seul à l'instant 0. Par onséquent, la limite de Yaglom dans le
problème (a), si elle existe, est une bonne andidate pour être aussi la solution du problème
(b). Dans la setion 3.3, nous répondons positivement à la question (a).
Théorème (orollaire du théorème 22, hapitre 3). Le proessus (ζt, t ≥ 0) admet une
limite de Yaglom : il existe une mesure ν portée par l'ensemble des ongurations nies
telle que, quelle que soit la ondition initiale,
L(ζt|ξt 6= 0)⇒ ν, t→∞.
L'équivalent du problème (b) a été résolu réemment par Andjel [2℄ pour un modèle
analogue en temps disret. Nous sommes pour l'instant arrêtés par des diultés tehniques
pour adapter la preuve de e résultat en temps ontinu. Nos tentatives infrutueuses nous
ont ependant amené à établir une preuve alternative du résultat de Andjel, que nous
donnons dans la setion 3.2. Nous espérons qu'elle puisse être le point de départ d'un
passage au temps ontinu.
1. au sens de la onvergene faible des mesures.
Chapitre 1
Le problème de la onstrution des
systèmes de partiules en interation
Dans e hapitre, on s'intéresse au problème de la onstrution de systèmes de partiules
en interation (SPI dans la suite). Dans le sens où on emploie e terme, il s'agit d'une lasse
de proessus aléatoires dérivant simultanément l'état d'un nombre inni de oordonnées
(orrespondant aux états des partiules), où la dynamique est telle que l'évolution de
haque partiule n'est pas néessairement markovienne, mais l'évolution du système dans
son ensemble l'est. On note E l'ensemble des états possibles d'une partiule, et V l'ensemble
des sites. L'état global du système est dérit par une onguration, 'est-à-dire une fontion
η = (η(v), v ∈ V ), et on note
X := EV
l'espae des ongurations. Dans le as où E = {0, 1}, une onguration η pourra être
onfondue ave le sous-ensemble de V donné par {v ∈ V : η(v) = 1}. Dans e hapitre les
sites seront toujours notés par des lettres latines omme v,w, et les ongurations par des
lettres greques telles que ξ, ζ, η ou χ.
Comme nous allons le voir, le fait que le nombre de partiules ne soit pas ni soulève des
problèmes de dénition. Il arrive souvent que des modèles que l'on herhe à étudier soient
déterminés par une desription intuitive de son omportement. Malheureusement il n'est
pas impossible que la desription heuristique de la dynamique qui anime nos partiules
puisse ne pas orrespondre à un unique proessus stohastique, d'autant plus qu'il n'y a
pas une unique façon de dénir une telle orrespondane (voir dénition 1).
La généralisation du as E = {0, 1} au as d'un espae ni ou même d'un espae ompat
quelonque n'étant pas l'obstale majeur à la problématique de e hapitre, nous énonçons
tous les résultats aniens et nouveaux ave E = {0, 1}, jusqu'à la setion 1.4 où on prendra
E = Z. Par ailleurs les résultats de ette thèse sont donnés, par soui de simpliité, dans le
ontexte a priori restritif où un seul site à la fois peut hanger d'état (sauf dans la setion
1.4), exluant par exemple le proessus d'exlusion de la disussion. Nous royons que
ette restrition n'est pas non plus profonde, de sorte que notre adre apture l'essentiel
des questions liées à la onstrution des SPI.
Ces deux dernières restritions dénissent le adre des systèmes de spins. On onsidère une
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famille de réels positifs
c = (cv(η), v ∈ V, η ∈ X), (1.1)
et on herhe à dénir un proessus de Markov sur E où dans la onguration η, haque o-
ordonnée η(v) hange d'état au taux cv(η). Sous quelle ondition ette presription est sans
ambiguïté ? Le générateur innitésimal orrespondant à ette desription est l'opérateur
déni par
Ωf(η) :=
∑
v∈V
cv(η)
[
f(ηv)− f(η)], (1.2)
où ηv est la onguration qui oïnide ave η partout sauf en v :
ηv(w) :=
{
η(w), si w 6= v,
1− η(v), si w = v.
Dans (1.2) la somme peut ne pas onverger, par onséquent Ω n'est pas déni sur l'ensemble
de toutes les fontions, mais en tout as il l'est au moins sur l'ensemble F(X) des fontions
dites loales :
F(X) := {f : X → R ne dépendant que d'un nombre ni de oordonnées}. (1.3)
L'espae X = {0, 1}V étant muni de sa topologie produit, nous rappelons qu'il s'agit d'un
espae topologique ompat métrisable. C(X) désignera l'espae des fontions ontinues
de X dans R, muni de sa norme naturelle
‖f‖ := sup
η∈X
|f(η)|
On désignera par
D := D(R+,X) (1.4)
l'espae des fontions de R
+
dans X ontinues à droite et admettant des limites à gauhe.
Formellement, tous les proessus évoqués sont dénis par une famille (Pξ, ξ ∈ X) de pro-
babilités sur l'ensemble des trajetoires telles que
∀ξ ∈ X, Pξ(ξ0 = ξ) = 1, et Pξ(D) = 1, (1.5)
où ξt désigne l'appliation qui à (ηs, s ≥ 0) ∈ D assoie la valeur ηt. L'espérane assoiée
à Pξ sera notée Eξ. Par abus, on pourra aussi parler de proessus pour désigner la famille
(ξt, t ≥ 0). On note Gt la tribu engendrée par la famille de variables (ξs, 0 ≤ s ≤ t) et G la
tribu engendrée par la famille de variables (ξs, s ≥ 0). Le proessus sera dit markovien si
∀ξ ∈ X,∀A ∈ G, Pξ (ξs+· ∈ A | Gs) = Pξs(A), Pξ − p.s. (1.6)
Dénition 1. On dit que le proessus (Pξ, ξ ∈ X)
 est solution de (MG) si ∀ξ ∈ X,∀f ∈ F(X), f(ξt)−
∫ t
0 Ωf(ξs)ds est une martingale
relativement à Pξ.
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 est solution de (MG') si ∀v,w ∈ V ave v 6= w, ∀t ≥ 0,
Pξ(ξt+h(v) 6= ξt(v) | Gt) = cv(ξt)h+ o(h),
Pξ(ξt+h(v) 6= ξt(v), ξt+h(w) 6= ξt(w) | Gt) = o(h).
 est solution de (SG) si 'est un proessus markovien dont le générateur est donné par
(1.2) pour f ∈ F(X).
Un proessus de Markov est dit de Feller s'il a la propriété raisonnable que les opérateurs
S(t) dénis par
S(t)f(η) = Eηf(ξt) (1.7)
préservent C(X). Dans e as la famille (S(t), t ≥ 0) est un semi-groupe de Markov sur
C(X) : elle vérie les propriétés
(a) S(0) = Id et S(t+ s) = S(t)S(s),
(b) S(t)1 = 1,
() f ≥ 0⇒ S(t)f ≥ 0,
(d) ∀f ∈ C(X), t 7→ S(t)f est ontinue à droite dans C(X)
(en fait seul (d) requiert que le proessus de Markov ξt soit de Feller). De plus, il est bien
onnu ([35℄, hapitre I, théorème 1.5) que la relation (1.7) onstitue une orrespondane
bi-univoque entre les proessus de Feller sur X et les semi-groupes de Markov sur C(X).
Cei réduit la question (SG) à la question de reherher les semi-groupes de Markov tels
que pour f ∈ F(X),
lim
t→0
S(t)f − f
t
= Ωf. (1.8)
Dans la setion 1.1, nous rappelons brièvement les résultats des années 70 onernant ette
question. Dans la setion 1.2 nous résumons le prinipe de la onstrution (qui est la plus
ouramment utilisée) donnée par Liggett dans [34℄ sous la ondition (H1). Cette ondition
a été légèrement aaiblie par la suite en (H ′1). Depuis ette déennie et en partiulier grâe
à [34℄, on peut dire que le problème de la onstrution est résolu, ependant dans [12℄
on a essayé de donner un élairage nouveau sur la raison d'être de la restrition (H ′1), en
onstruisant le SPI par des outils uniquement probabilistes à l'aide de ouplages adéquats
de systèmes nis. On peut lire dans plusieurs des papiers ités que la ondition heuristique
pour que la dynamique soit bien posée est que l'inuene ne puisse pas provenir de l'inni.
Plus préisément, il est néessaire que e qui arrive dans un ourt instant en un site donné
ne soit pas soumis à l'inuene d'une haîne d'interations venant d'inniment loin en
temps ni. Notre onstrution, donnée en setion 1.3, montre que la presription (H ′1)
n'est pas imposée par des raisons tehniques, mais qu'elle est réellement le reet du fait
que sans elle la dynamique est mal posée. Dans la setion 1.4 enn, pour les besoins de
la setion 2.11, nous faisons un travail analogue lorsque E = Z mais ave des interations
supposées de rang ni.
1.1 Historique du problème
Les origines des SPI sont largement enrainées dans la méanique statistique. La pre-
mière analyse par Glauber en 1963 d'une évolution markovienne d'un système ave une
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innité de oordonnées en interation était un modèle d'Ising stohastique [21℄. Cependant,
seules les espéranes des spins sont onsidérées, de sorte que le problème mathématique
réside en un système d'équations diérentielles. En 1970, Spitzer [42℄ étudie des proessus
dérivant ertaines marhes aléatoires ouplées (dont un proessus d'exlusion ave des
partiules à vitesse variable) qui sont faits pour que leur mesure invariante soit une mesure
de Gibbs pour un potentiel presrit. Cei est fait dans un premier temps pour un nombre
ni de partiules, et dans la deuxième partie le as d'un nombre inni de partiules est
évoqué mais sans pouvoir faire plus que d'énoner des onjetures basées sur des aluls
formels.
La même année Holley [27℄ vérie les onjetures de Spitzer en dénissant proprement les
proessus innis en jeu. La méthode est d'approher le proessus par des proessus nis,
puis d'utiliser un théorème de Trotter-Kato, e qui revient en fait à passer par le théo-
rème de Hille-Yosida. Ces résultats s'appliquent spéiquement aux proessus introduits
par Spitzer et par ailleurs pour leur démonstration le fait d'être en dimension 1 (V = Z)
est ruial.
Un artile très important est elui de Liggett [34℄ en 1972 qui améliore e dernier résultat :
il montre via le théorème de Hille-Yosida l'existene et l'uniité d'une solution de (SG)
dans deux ontextes légèrement diérents : d'abord pour le proessus d'exlusion ave des
partiules à vitesse variable introduit dans [42℄, puis pour les systèmes de spins ave des
taux cv(η) quelonques (voir setion 1.2) supposés ontinus et vériant
B := sup
v∈V
∑
w 6=v
a(w, v) < +∞, (H1)
où
a(w, v) := sup
η∈X
|cv(η)− cv(ηw)|, w 6= v,
et a(w,w) = 0. La valeur a(w, v) quantie l'inuene maximale de l'état du site w sur le
taux de saut au site v. La onstrution plus générale qu'il donne plus tard dans [35℄ unie
es deux situations.
La même année Harris [26℄ améliore lui aussi le résultat de [27℄ en le généralisant à V = Zd,
mais spéiquement pour un proessus d'exlusion à vitesses variables introduit dans [42℄,
et en imposant de plus un rang d'interation ni. La généralité est don bien moindre que
dans [34℄ mais son approhe, qui est plus prohe de elle que nous adoptons en setion 1.3, a
l'avantage de fournir une onstrution qui permet de garder trae de l'histoire individuelle
des partiules : par exemple l'évènement que deux partiules éhangent leur position est
invisible dans la onstrution de [34℄. Simultanément Holley [28℄ énone aussi un résultat
moins général que elui de [34℄ mais dont la preuve est beauoup plus ourte.
Holley et Strook [29℄ adoptent en 1976 le point de vue problème de martingales. Bien
sûr, les problèmes (MG) et (SG) ne sont pas équivalents mais ils sont liés. Cet artile
ontient les résultats suivants :
 Le problème (MG) admet toujours une solution pourvu que les taux cv(η) soient
ontinus en η.
 Il existe des exemples où (MG) admet plus d'une solution.
 Lorsqu'il existe une unique solution à (MG), 'est aussi une solution de (SG).
Le résultat de Liggett y est aussi redémontré via l'uniité de la solution de (MG).
La ondition (MG') est une ondition plus faible que (MG). Gray et Grieath [24℄ donnent
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un exemple pathologique d'un proessus vériant (MG') mais pas (MG). Ainsi (MG'),
bien qu'étant la formulation la plus intuitive de la dynamique que l'on veut onstruire,
n'est pas la plus judiieuse. Un résultat notable de [24℄ est que le résultat de [34℄ reste vrai
sous l'hypothèse, plus faible que (H1), qu'il existe une famille (λv, v ∈ V ) de réels positifs
vériant λ = infv∈V λv > 0 et telle que
A := sup
v∈V
∑
w 6=v
λw
λv
a(w, v) < +∞. (H ′1)
Gray [23℄ obtiendra le même résultat sous la même ondition (H ′1) en introduisant des
systèmes de spins ontrlés. Citons enn les travaux de Liggett et Spitzer [36℄ et Andjel
[1℄ où le problème de la onstrution est étudié pour ertains proessus pour lesquels E = N.
Dans es proessus la oordonnée en un site représente le nombre de partiules qui oupent
e site, es partiules eetuant des marhes aléatoires sujettes à un ouplage. Dans [36℄
le ouplage est donné par le fait que toutes les partiules oupant un site utilisent la
même horloge pour le quitter. Dans [1℄ il s'agit du proessus zero-range, pour lequel un
site ontenant k partiules expulse une partiule à un ertain taux g(k). Dans es deux as
il est néessaire de se restreindre à des ongurations η(v) pas trop roissantes quand
v → ∞. Ces deux papiers sont à mettre en lien ave notre setion 1.4 où on traite une
situation ave des taux d'une forme quelonque mais un rang ni d'interation.
1.2 Point de vue analytique. Constrution de Liggett via Hille-
Yosida
Il est instrutif de omprendre où préisément intervient la ondition (H1) dans la
onstrution de Liggett basée sur l'analyse fontionnelle sur l'espae X, ei an de pouvoir
omparer ave notre onstrution donnée dans la setion 1.3. Le ontenu de la présente
setion reprend de manière ondensée les setions I.1 et I.2 de [35℄ où plus de détails seront
trouvés.
Rappelons d'abord e que nous dit la théorie de Hille-Yosida. Ce qui suit jusqu'au théorème
1 est valable pour un espae X ompat quelonque.
Dénition 2.
• Un prégénérateur de Markov (pGM) sur X est un opérateur Ω, déni sur un s.e.v.
dense D(Ω) de C(X), vériant
 Ω1 = 0,
 ∀f ∈ D(Ω),∀α ≥ 0, min f ≥ min(f − αΩf).
• Ω est dit fermé si son graphe est fermé dans C(X)× C(X).
• On dit que Ω a pour lture Ω si l'adhérene du graphe de Ω est le graphe de l'opé-
rateur Ω.
Il est bien onnu que F(X) est dense dans C(X) et que l'opérateur déni sur F(X) par
(1.2) est un pGM. En fait nous verrons qu'il est même déni sur l'espae suivant :
D(X) := {f ∈ C(X) : |||f ||| =
∑
v
∆f (v) <∞}, (1.9)
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où ∆f (v) := supη∈X |f(η) − f(ηv)| (attention, ||| · ||| n'est pas une norme). On rappelle un
résultat lassique qui est que tout pGM admet une lture qui est enore un pGM.
Dénition 3. Un générateur de Markov (GM) est un pGM Ω fermé et tel que Im(Id −
αΩ) = C(X) pour α > 0 assez petit (et alors automatiquement pour tout α ≥ 0).
De es dénitions on déduit la hose suivante. Si Ω est un pGM, une ondition susante
pour que Ω soit un GM est que pour α > 0 assez petit,
Im(Id− αΩ) = C(X). (1.10)
Le théorème suivant justie l'importane de la notion de générateur de Markov.
Théorème 1 (Hille-Yosida). Il existe une orrespondane bi-univoque entre un générateur
de Markov Ω sur X et un semi-groupe de Markov S(t) sur C(X). Cette orrespondane
est donnée par
Ωf = lim
t→0
S(t)f − f
t
, déni sur D(Ω) = {f ∈ C(X) telles quef ette limite existe},
S(t)f = lim
n→∞
(
Id− t
n
Ω
)−n
f, f ∈ C(X).
Ainsi si le ritère (1.10) est vérié, e théorème fournit une solution à (SG), et par
ailleurs on vérie assez aisément que Ω est déterminé par sa restrition à F(X), e qui
signie l'uniité de ette solution. Expliquons maintenant omment pour le prégénérateur
(1.2) la ondition (H1) permet de vérier que (1.10) a lieu.
Liggett fait, en plus de (H1), les deux hypothèses naturelles suivantes :
∀v ∈ V, cv(η) est une fontion ontinue de η, (H2)
et
C := sup
v∈V,η∈X
cv(η) < +∞. (H3)
Ces deux restritions sont moins signiatives que (H1). (H3) implique que pour f ∈ D(X)
la série (1.2) onverge uniformément. Par ailleurs (H2) fait que Ωf ∈ C(X) et on a
‖Ωf‖ ≤ C|||f |||. (1.11)
Si f ∈ D(X) et g := f − αΩf , on a l'inégalité
∆f (w) ≤ ∆g(w) + α
∑
v 6=w
a(w, v)∆f (v). (1.12)
À l'aide de l'opérateur Γ sur ℓ1(V ) déni par Γβ(v) =
∑
w 6=v a(w, v)β(v), dont la onstante
B dénie en (H1) est en fait la norme subordonnée, ette estimation s'érit∆f ≤ ∆g+Γ∆f .
En itérant on obtient ∆f ≤
∑n
k=0 α
kΓk∆g+α
n+1Γn+1∆f . Si α < 1/B le passage à la limite
dans ette inégalité donne
∆f ≤ (Id− αΓ)−1∆g. (1.13)
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Théorème 2 (Liggett,'72). Sous les hypothèses (H1), (H2) et (H3), On a Im(Id− αΩ) =
C(X) pour α assez petit. Par onséquent il existe un unique proessus de Markov sur X
vériant (SG).
Résumé de la preuve. Soit une suite exhaustive de sous-ensembles Vn ⊂ V , et Ωnf(η) :=∑
v∈Vn cv(η)
[
f(ηv)− f(η)]. La famille cv(η) est elle dénie en (1.1), et les opérateurs Ωn
sont omme Ω dénis sur D(X). Les quantités analogues à C,B,Γ pour Ωn sont notées
ave l'indie n. L'idée lassique est d'exploiter les bonnes propriétés de e générateur ni
en montrant qu'elles passent à la limite.
Clairement Cn ≤ C, Bn ≤ B et Ωnf → Ωf uniformément pour f ∈ D(X). Prenons
g ∈ D(X) et montrons que g est limite d'une suite de Im(Id − αΩ). Puisque Ωn est un
opérateur borné sur C(X), on vérie que pour α < 1/‖Omegan‖, Id− αΩn est inversible
et don Im(Id − αΩn) = C(X). Il existe ainsi fn ∈ C(X) telle que fn − αΩnfn = g. Il
n'est pas diile de voir que fn ∈ D(X), de sorte qu'on peut onsidérer gn := fn − αΩfn.
Puisque Γn ≤ Γ, l'inégalité (1.13) donne ∆fn ≤ (Id − αΓ)−1∆g. En utilisant (1.11) on
obtient enn
‖g − gn‖ = α‖(Ω − Ωn)fn‖
≤ αC
∑
v/∈Vn
∆fn(v)
≤ αC
∑
v/∈Vn
(Id− αΓ)−1∆g(v),
qui tend vers 0 quand n→∞ pourvu que α < 1/B, puisque (Id− αΓ)−1∆g ∈ ℓ1(V ).
Avant de poursuivre on préise que nos tentatives pour adapter ette preuve sous la
ondition aaiblie (H ′1) ont été infrutueuses.
1.3 Une onstrution élémentaire des systèmes de spins ave
interations de rang inni
Considérons une olletion de taux de transition (cv(η), v ∈ V, η ∈ X). On fait dans
ette setion l'hypothèse suivante :
A := sup
v∈V
∑
w 6=v
λw
λv
a(w, v) < +∞, (H ′1)
où a(w, v) est déni à la page 8, et (λv, v ∈ V ) est une famille de réels positifs telle que
λ = inf
v∈V
λv > 0.
La ondition (H ′1) dit que la dépendane de cv(η) en les oordonnées (η(w), w ∈ V ) est
d'une ertaine façon faible pour les sites w lointains de v. En plus de (H ′1) on suppose
enore que (H2) et (H3) sont satisfaites.
L'objetif premier du travail que nous présentons est de donner une expliation intuitive de
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(H ′1), et e faisant de proposer une onstrution assez générale basée uniquement sur des
outils probabilistes élémentaires. De e point de vue, notre onstrution est dans le même
esprit que le travail de Harris dans un adre partiulier ([26℄), mais nous ne demandons
pas des interations de rang ni. Nous montrons que quand (H ′1) est vériée, un ertain
proessus de Markov, à espae d'état dénombrable, a la propriété de ne pas exploser en
temps ni. Cei implique qu'il ne peut pas y avoir d'inuene venant d'inniment loin en
un site donné en temps ni. Heuristiquement, l'idée prinipale est que pour déterminer
l'état ξηt (v) de notre système de spins au site v à l'instant t, partant d'une onguration
η à l'instant 0, il est néessaire de onnaître η(w) pour un ertain ensemble (aléatoire)
F de sites w. Notre interprétation de (H ′1) est qu'elle donne le ontrle adéquat sur les
dépendanes à longue portée de cv(η) pour que F reste ni presque sûrement. Cei implique
que le fait de geler tous les sites en dehors d'une boîte nie n'a pas d'inuene sur la valeur
de ξηt (v), pourvu que ette boîte soit susamment grande. Cei onstitue le programme
de la sous-setion 1.3.1, qui nous amènera à onsidérer la limite de systèmes de spins
nis. Dans la sous-setion 1.3.2, nous nous attahons à faire le lien entre e proessus
limite et le prégénérateur de Markov (1.2) assoié aux taux cv(η) dénis en (1.1). Enn,
il est tehniquement important, lorsqu'on donne une ertaine onstrution d'un proessus,
d'avoir une aratérisation de ses mesures invariantes. C'est aussi fait dans la sous-setion
1.3.2.
1.3.1 Couplage et existene du proessus limite
On introduit l'ensemble des ongurations ave un nombre ni de 1, soit
X ′ = {η ∈ X : Card(η) < +∞}, (1.14)
où Card(η) := Card{v ∈ V : η(v) = 1}.
Si η1 et η2 sont deux ongurations qui oïnident sur un sous-ensemble W de V , on a
∀v ∈W, |cv(η1)− cv(η2)| ≤
∑
w∈W c
a(w, v). (1.15)
Il s'agit d'une onséquene direte de la dénition de a(w, v) et de l'inégalité triangulaire
(ainsi que de l'hypothèse (H2) dans le as où W
c
est inni). Enn, On dénit la notation
a(w, v) := a(v,w).
On insiste sur le fait que l'intérêt de notre onstrution est de mettre en lumière l'aspet
naturel de (H ′1), qui n'est pas palpable dans la démonstration du théorème 2. On utilise
pour ela essentiellement une méthode de ouplage et une relation de dualité entre deux
proessus.
Pour résumer notre stratégie, nous allons d'abord dénir un proessus en laissant évoluer
uniquement les oordonnées à l'intérieur d'une boîte nie Vn ⊂ V , puis nous ferons tendre
Vn vers V en roissant, et prouverons que la suite de proessus obtenus onverge presque
sûrement. Le théorème 3 rend tout ei possible en mettant en ÷uvre une onstrution
graphique. L'idée de onstrution graphique a été développée très tt par Harris dans un
adre partiulier et s'est avérée frutueuse au delà des problèmes liés à la onstrution de
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proessus (voir par exemple [25℄). Elle onsiste à fabriquer un proessus sur X omme une
fontion déterministe d'un graphe aléatoire sous-jaent, qui ontient une réalisation des
instants et des lieux des diérentes transitions éventuelles, généralement obtenus à partir
d'une famille de proessus de Poisson indépendants, indexée par l'ensemble des sites. Tout
l'aléa est alors ontenu dans ette famille de proessus de Poisson.
Nous utilisons ii des proessus de Poisson indépendants d'intensité égale et assez grande
pour pouvoir gouverner les transitions de tous les sites. Lorsque l'un d'entre eux saute, il
se produit éventuellement un saut pour l'état de la onguration au site orrespondant.
Ce saut a lieu ou pas selon une ertaine probabilité imposée par la dynamique.
Avant d'expliquer omment obtenir un système de spins, ommençons par dénir les sys-
tèmes de spins nis. Il s'agit de simples proessus de Markov à espae ni.
Dénition 4. Soit η ∈ X et W un sous-ensemble ni de V . On dit qu'un proessus
ξ = (ξt, t ≥ 0) est un système de spins ni partant de η et de paramètres (W, c) si 'est un
proessus de Markov sur XWη = {θ ∈ X : θ W c = η W c} tel que
 ξ0 = η ;
 pour θ, θ′ ∈ XWη , son taux de saut de θ à θ′ est cv(θ) si θ′ = θv pour un v ∈W , et 0
sinon.
On note Pη,W la loi d'un tel proessus et Eη,W l'espérane sous ette loi. En utilisant es
notations on ontinuera à noter ξt la valeur du proessus à l'instant t.
On xe désormais une suite roissante (Vn, n ≥ 1) de boîtes nies telles que ∪n≥1Vn = V .
Nous voulons dérire e qui arrive à un système de spins ni partant de η et de paramètres
(Vn, c), losque n→∞.
On passe maintenant à la dénition de proessus de Markov auxiliaires, qu'on appellera
proessus d'invasion, et qui nous serviront omme outils pour ontrler les onséquenes
de la modiation d'un des paramètres η ou W sur l'évolution d'un système de spins ni.
Ce sont eux aussi des proessus à valeurs dans l'espae des ongurations, similaires au
proessus de perolation de premier passage mais ave des temps de passage exponentiels
de paramètres dépendant des arêtes, et où les arêtes entre tous les ouples de sommets
sont éventuellement onernées par les passages.
SoitW ⊂ V et α = (α(w, v), w 6= v) une famille de réels positifs. Plus tard, le rle de α sera
joué par a ou par a, selon le ontexte. Le prinipe est que, indépendamment pour haque
ouple de sites (x, y), on plae des èhes de x vers y aux instants de saut d'un proessus
de Poisson, et qu'on déide que les 1 se propagent selon es èhes. Plus rigoureusement on
onsidère une famille de proessus de Poisson mutuellement indépendants (Px,y, x 6= y),
où Px,y a pour intensité α(x, y), et on dénit un graphe orienté (aléatoire) G sur l'ensemble
V × R+ en presrivant que
(
(x, s), (y, t)
)
est une arête de G si l'une des deux onditions
suivantes est vériée :
1. x = y et s ≤ t,
2. s = t et s est un instant de saut de Px,y.
On note alors
{(w, s)→G (v, t)} (1.16)
l'évènement qu'il y ait un hemin orienté de (w, s) vers (v, t) dans G, 'est-à-dire une suite
nie de èhes mises bout-à-bout de w vers v à des instants roissants.
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Dénition 5. Soit PW,α la loi du proessus (ζt, t ≥ 0) sur X déni par
ζt(v) = 1⇔ ∃w ∈W, (w, 0) →G (v, t),
et EW,α l'espérane sous ette loi. En utilisant es notations on ontinuera à noter ζt la
valeur du proessus à l'instant t. Tout proessus dont la loi est PW,α sera appelé un proessus
d'invasion de paramètres (W,α). Si W = {w} ave w ∈ V , on érit simplement Pw,α.
Une onséquene immédiate de ette dénition est qu'un proessus d'invasion possède
la propriété de monotonie vis-à-vis du paramètre α. Plus préisément si α et α˜ sont tels
que ∀w 6= v, α(w, v) ≤ α˜(w, v), alors un argument standard de ouplage montre que pour
toute fontion positive f mesurable sur X et roissante pour l'ordre partiel anonique sur
X, on a
EW,α[f(ζt)] ≤ EW,α˜[f(ζt)]. (1.17)
On dénit, pour v ∈ V et χ ∈ X,
γα(v, χ) := (1− χ(v))
∑
w 6=v
α(w, v)χ(w),
gα(χ) :=
∑
v∈V
λvγα(v, χ),
où λv est déni dans (H
′
1). Remarquons qu'en prenant α = a, on a
γa(v, χ) ≤ λ−1λv
∑
w 6=v
λ−1v λwa(w, v),
et par onséquent
γa(v, χ) ≤ λ−1λvA. (1.18)
On dénit également la fontion
q(χ) :=
∑
v∈V
λvχ(v), χ ∈ X.
Dans le as partiulier où λv ≡ 1, remarquons que q(χ) est simplement le ardinal de χ. Le
résultat que l'on énone maintenant donne une desription simple du proessus d'invasion
dans deux as spéiaux : dans le premier, on part d'une onguration ave un nombre ni
de 0, et dans le deuxième ave un 1 en un ertain site et des 0 partout ailleurs. On se
onentre sur es deux types de onditions initiales pare que e sont en fait les seules qui
vont nous servir.
Dans la suite on note 1W la onguration telle que 1W (v) = 1 si v ∈ W et 0 sinon. La
restrition d'une onguration η à un ensemble W ⊂ V sera notée η W .
Proposition 1. (i) Supposons que W c soit ni. Sous PW,a, (ζt, t ≥ 0) est un proessus
de Markov sur l'ensemble ni XW = {χ ∈ X : χ W ≡ 1}, partant de ζ0 = 1W . De
plus, dans la onguration χ, le site v hange d'état au taux γa(v, χ).
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(ii) Supposons maintenant que W = {w} et que (H ′1) soit vériée. Alors
Ew,a[q(ζt)] ≤ λweAt, (1.19)
A étant la onstante dans (H ′1). En partiulier sous Pw,a, (ζt, t ≥ 0) est non-explosif
au sens où Pw,a(Card(ζt) < +∞) = 1, et (ζt, t ≥ 0) est un proessus de Markov
à valeurs dans l'ensemble dénombrable X ′, partant de ζ0 = 1w. De plus, dans la
onguration χ, le site v hange d'état au taux γa(v, χ).
Démonstration. Dans haun des deux as le aratère markovien de (ζt, t ≥ 0) déoule
du fait que les proessus de Poisson sont à inréments indépendants et stationnaires. Pour
aluler les taux de saut dans le premier as, remarquons simplement que pour une on-
guration initiale χ ave χ(v) = 0, la oordonnée ζt(v) saute si et seulement si l'un des
proessus Pw,v (ave χ(w) = 1) saute. Le résultat est don une onséquene du fait que∑
w:χ(w)=1 Pw,v est un proessus de Poisson d'intensité γα(v, χ). Si par ontre χ(v) = 1 le
taux de saut en v vaut 0 ar seules des transitions 0→ 1 surviennent.
Quant à la seonde assertion, onsidérons d'abord
an(x, y) :=
{
a(x, y), si x, y ∈ Vn,
0, sinon ;
(1.20)
et an(x, y) := an(y, x). Soit un(t) := Ew,an [q(ζt)]. D'une part, un simple alul utilisant
(H ′1) montre que gan(χ) ≤ Aq(χ). D'autre part, sous Pw,an , (ζt, t ≥ 0) est à valeurs dans
un ensemble ni don la formule suivante est une simple onséquene de la dénition du
générateur d'un proessus de saut appliquée à la fontion q :
Ew,an [q(ζt+h)|ζt] = q(ζt) + gan(ζt)h+ o(h).
En prenant l'espérane dans ette formule, il vient
lim
h→0
un(t+ h)− un(t)
h
= Ew,an [gan(ζt)] ≤ Aun(t).
Mais alors le lemme de Grönwall ave le fait que un(0) = λw donnent l'inégalité un(t) ≤
λwe
At
.
Pour terminer la preuve nous dénissons un ouplage des proessus (ζn, n ≥ 1) et ζ, qui
sont des proessus d'invasion de paramètres respetifs (w, an) et (w, a), e ouplage ayant la
propriété que ζnt (v) est une suite roissante qui onverge vers ζt(v). Pour ei, on onsidère
la onstrution Poissonienne i-dessus et on dénit ζn exatement omme ζ sauf que ζn
utilise uniquement Px,y ave x, y ∈ Vn. Plus préisément on déide que ((x, s), (y, t)) est
une arête dans le graphe Gn si l'une des deux onditions suivantes est vériée : soit x = y
et s ≤ t, soit s = t, x, y ∈ Vn et s est un instant de saut de Px,y. Maintenant on dénit ζnt
par
ζnt (v) = 1⇔ (w, 0)→Gn (v, t).
Tout hemin xé dans le graphe G est aussi un hemin du graphe Gn dès que Vn est
assez gros pour ontenir tous les sommets de e hemin. Par onséquent ζt(v) est bien la
limite roissante quand n→∞ de ζnt (v) presque sûrement. Par le théorème de onvergene
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monotone, on a que Ew,a[q(ζt)] = limn→∞ un(t). Ainsi la borne donnée pour un(t) est aussi
valable pour Ew,a[q(ζt)].
Puisque le proessus ζt n'explose pas en temps ni, il s'agit d'un simple proessus de saut
pur sur l'ensemble X ′ dénombrable. On peut don proéder omme dans le as où W c est
ni pour déterminer ses taux de transition.
Remarque. C'est préisément dans la preuve préédente que (H ′1) agit. Imaginons par
soui de simpliité que λv ≡ 1. Alors e qui apparaît dans ette preuve onernant le
proessus d'invasion ζt de paramètres (w, a) est que par (H
′
1) on a un ontrle |ζt| ≤ Bt,
où Bt est un proessus de branhement binaire en temps ontinu, d'intensité A. C'est ela
qui assure la non-explosivité de ζt, qui est ruiale dans le orollaire 1.
La proposition suivante établit une relation de dualité entre le proessus d'invasion de
paramètre a et elui de paramètre a.
Proposition 2. Soit v ∈ V et W ⊂ V . Alors
PW,a(ζt(v) = 1) = Pv,a(∃w ∈W, ζt(w) = 1). (1.21)
Démonstration. Soit t ≥ 0. Pour s ≤ t, on pose
P˜x,y(s) = Py,x(t)− Py,x(t− s).
Les proessus de Poisson étant à aroissements indépendants et stationnaires, P˜x,y est
aussi un proessus de Poisson sur l'intervalle de temps [0, t], d'intensité a(y, x), et les
proessus (P˜x,y, x 6= y) sont mutuellement indépendants puisque les (Px,y, x 6= y) le sont.
On dénit un nouveau graphe G˜ sur V × [0, t] de la même façon que G, mais en utilisant
ette fois P˜x,y au lieu de Px,y. L'équation (1.21) déoule alors de l'équivalene :
(w, 0) →G (v, t)⇔ (v, 0)→G˜ (w, t),
qui traduit le fait qu'un hemin de (w, 0) vers (v, t) dans G orrespond, en retournant les
èhes et en inversant le sens du temps, à un hemin de (v, 0) vers (w, t) dans G˜.
Passons maintenant au résultat prinipal de ette setion.
Théorème 3. Soient n ≥ 1 et η ∈ X. Il existe un ouplage de proessus (ξη,n, η ∈ X,n ≥ 1)
et (ζn, n ≥ 1) tels que
(i) ξη,n soit un système de spins ni partant de η et de paramètres (Vn, c),
(ii) ζn soit un proessus d'invasion de paramètres (V cn , a),
(iii) pour tout t ≥ 0 et v ∈ Vn, on ait
{ζnt (v) = 0} ⊂ {∀k ≥ n, ξη,nt (v) = ξη,kt (v)}.
Démonstration. Comme annoné, nous allons utiliser une onstrution graphique ommune
pour onstruire une famille de systèmes de spins nis sur un même espae de probabilité.
On ommene don sans surprise par onsidérer une famille (Nv, v ∈ V ) de proessus
de Poisson mutuellement indépendants, Nv étant d'intensité C + Aλ
−1λv. On introduit
aussi une famille, indépendante de (Nv, v ∈ V ), de variables aléatoires (Uv,i, v ∈ V, i ≥ 1)
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mutuellement indépendantes, Uv,i étant distribuée selon la loi uniforme sur [0, C+Aλ
−1λv].
Tout e matériel aléatoire est déni sur un espae de probabilité approprié (Ω,F ,P), et
l'espérane sous P est notée E. Pour n ≥ 1, on onsidère
Nn =
∑
v∈Vn
Nv.
Les sauts de Nn sont presque sûrement distints et n'ont pas de point d'aumulation,
de sorte qu'il existe une suite stritement roissante (tj , j ≥ 1) telle que les sauts de Nn
soient les tj , j ≥ 1. Soit vj le site de Vn tel que Nvj (tj)−Nvj (t−j ) = 1, et uj = Uvj ,Nvj (tj).
On dénit alors ξη,nt de prohe en prohe, sur les intervalles de temps [tj , tj+1) (sa valeur
est onstante sur haun de es intervalles) :
 pour t ∈ [0, t1), ξη,nt = η ;
 pour t ∈ [tj , tj+1), ξη,nt =

(
ξη,ntj−1
)vj
, si uj < cvj (ξ
η,n
tj−1
),
ξη,ntj−1 , sinon.
On dénit aussi ζn de prohe en prohe, à partir du même matériel aléatoire :
 pour t ∈ [0, t1), ζnt = 1V cn ;
 pour t ∈ [tj , tj+1),
ζnt =

(
ζntj−1
)vj
, si ζntj−1(vj) = 0, et A
n
j ≤ uj ≤ Anj + γa(vj , ζntj−1),
ζntj−1 , sinon ;
où Anj := infk≥n cvj (ξ
η,k
tj−1
). La valeur de Anj représente le taux de saut simultané de tous
les proessus ξη,kt , k ≥ n, lors de ette j-ième transition. Rappelons que γa(vj , ζntj−1) =∑
w 6=vj a(w, vj)ζ
n
tj−1(w), lorsque ζ
n
tj−1(vj) = 0.
Il déoule enore des propriétés des proessus de Poisson que haun des proessus ξη,n et
ζn a la propriété de Markov. Par ailleurs les taux de saut sont eux voulus, par onstrution.
En eet, pour haque proessus le taux de saut d'une oordonnée est donnée par la longueur
instantanée de l'intervalle auquel on demande à uj d'appartenir pour que la oordonnée
saute, puisque dans notre onstrution et intervalle est toujours ontenu dans [0, C +
Aλ−1λvj ] d'après (1.18). Observons alors que ette longueur a été justement hoisie pour
que tous es proessus aient la dynamique désirée.
Montrons (iii) par réurrene sur j. Ave la onvention t0 = 0, on doit prouver que pour
tous j ≥ 0 et v ∈ V ,
{ζntj (v) = 0} ⊂ {∀k ≥ n, ξη,ntj (v) = ξη,ktj (v)}. (1.22)
Le as j = 0 est une onséquene de la dénition des proessus. Supposons que (1.22) soit
vériée pour un j ≥ 0 et que ζntj (vj+1) = 0 (dans le as ontraire la onlusion est triviale).
Alors (1.15) donne
sup
k≥n
cvj+1(ξ
η,k
tj
) ≤ inf
k≥n
cvj+1(ξ
η,k
tj
) + γa(vj+1, ζ
n
tj ).
Par onséquent, lorsque la transtion à l'instant tj+1 fait sauter ξ
η,k
t (vj+1)mais pas ξ
η,k′
t (vj+1),
pour deux entiers k, k′ ≥ n, elle doit néessairement faire sauter aussi ζnt (vj+1) de 0 à 1.
Ainsi (1.22) reste vraie pour j + 1.
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Corollaire 1. Dans le ouplage préédent, pour tout v ∈ V et t ≥ 0, la suite ξη,nt (v) est
presque sûrement onstante à partir d'un ertain rang n (aléatoire), et on peut don dénir
ξηt (v) := limn→∞ ξ
η,n
t (v).
Démonstration. Fixons v ∈ V et t ≥ 0. La suite d'évènements
En := {∀k ≥ n, ξη,kt (v) = ξη,nt (v)}
est roissante don par le théorème 3 (iii) il sut de montrer que limn→∞PV cn ,a (ζt(v) =
1) = 0. Or la relation de dualité (1.21) implique que
lim
n→∞PV
c
n ,a(ζt(v) = 1) = limn→∞Pv,a(∃w ∈ V
c
n : ζt(w) = 1)
= Pv,a(Card(ζt) = +∞)
= 0,
où la dernière égalité déoule de (1.19).
1.3.2 Générateur et mesures invariantes du proessus limite
Jusqu'à présent nous avons seulement établi l'existene du proessus limite (ξηt , t ≥ 0)
mais nous n'avons auune réelle information onernant sa loi. Dans ette setion nous
montrons qu'il possède la propriété de Markov et que l'expression de son générateur est
elle attendue, à savoir que (1.8) a lieu pour les fontions f dans un ensemble que nous
introduisons maintenant.
Pour une fontion f sur X, on rappelle la notation ∆f (v) := supη∈X |f(η) − f(ηv)| qui
mesure l'inuene de η(v) sur la valeur de f(η). Plutt qu'ave les fontions loales nous
préférons travailler ii ave l'espae fontionnel suivant qui s'avère plus adapté à notre
problème que l'espae F(X). Soit
D(X) = {f : X → R, f est ontinue et
∑
v∈V
λv∆f (v) < +∞}.
Remarquons que la notation D(X) hange par rapport à la setion 1.2 du fait de la présene
des λv, v ∈ V . D(X) doit être vu omme un espae de fontions régulières au sens où e
sont des fontions qui dépendent peu des oordonnées lointaines. Pour f ∈ D(X) on note
|||f ||| :=
∑
v∈V
λv∆f (v).
Il faut noter que es deux notations ont légèrement hangé par rapport à la setion 1.2, du
fait que (H1) a été remplaée par (H
′
1). Nous rappelons la dénition du prégénérateur
Ωf(η) :=
∑
v∈V
cv(η)
[
f(ηv)− f(η)], f ∈ D(X),
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et de sa restrition en volume ni
Ωnf(η) :=
∑
v∈Vn
cv(η)
[
f(ηv)− f(η)], f ∈ D(X).
La preuve du théorème 4 montre que Ω est bien déni sur D(X). Quant à Ωn, il dénit
même un opérateur borné sur C(X) entier.
Pour f ∈ C(X) et η ∈ X, on dénit
Sn(t)f(η) := Eη,Vn [f(ξt)], et S(t)f(η) := E[f(ξ
η
t )].
Il déoule du théorème de onvergene dominée que
lim
n→∞Sn(t)f(η) = S(t)f(η). (1.23)
Puisque nous utiliserons e théorème à plusieurs reprises (sur l'espae de probabilité, sur
un intervalle de temps, ainsi que sur l'ensemble V ) nous l'appellerons simplement TCD.
Le résultat prinipal de ette setion est le suivant.
Théorème 4. S(t) dénit un semi-groupe de Markov sur C(X), et pour f ∈ D(X) on a
lim
t→0
S(t)f(η)− f(η)
t
= Ωf(η). (1.24)
Démonstration. Rappelons deux identités onernant les opérateurs Sn(t). Pour f ∈ D(X)
et η ∈ X, on a
Sn(t)f(η) = f(η) +
∫ t
0
ΩnSn(s)f(η)ds, (1.25)
et pour t1, t2 ≥ 0, on a
Sn(t1)Sn(t2)f(η) = Sn(t1 + t2)f(η). (1.26)
Puisque (1.25) et (1.26) portent sur un proessus de Markov à espae d'état ni, elles sont
élémentaires (voir par exemple le théorème 2.1.1 dans [38℄). On ontinue en établissant des
inégalités utiles pour la suite. Premièrement, pour f ∈ D(X),
|Ωf(η)| ≤ λ−1C|||f |||, (1.27)
|Ωnf(η)| ≤ λ−1C|||f |||, (1.28)
|(Ωn − Ω)f(η)| ≤ C
∑
v∈V cn
∆f (v). (1.29)
L'inégalité (1.27) vient simplement de e que |Ωf(η)| ≤ ∑v∈V cv(η)|f(ηv) − f(η)| ≤
C
∑
v∈V ∆f (v) ≤ C
∑
v∈V λ
−1λv∆f (v). Les inégalités (1.28) et (1.29) s'obtiennent de ma-
nière similaire.
Nous herhons maintenant à ontrler ∆S(t)f (w). Nous onsidérons pour ela deux on-
gurations η1 et η2 = (η1)
w
et nous dérivons un nouveau ouplage basé sur une idée similaire
à elle du ouplage de la sous-setion 1.3.1. On prend (Nv, v ∈ V ), (Uv,i, v ∈ V, i ≥ 1), et
les suites vj , tj et uj omme dans la preuve du théorème 3, puis on dénit les proessus
(ξη1,n, t ≥ 0) et (ξη2,n, t ≥ 0) par :
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 pour t ∈ [0, t1), ξηi,nt = ηi ;
 pour t ∈ [tj , tj+1), ξηi,nt =

(
ξηi,ntj−1
)vj
, si uj < cvj (ξ
ηi,n
tj−1
),
ξηi,ntj−1 , sinon.
On dénit onjointement un troisième proessus (Γnt , t ≥ 0) à partir du même matériel
aléatoire :
 pour t ∈ [0, t1), Γnt = 1w,
 pour t ∈ [tj , tj+1),
Γnt =

(
Γntj−1
)vj
, si Γntj−1(vj) = 0, et B
n
j ≤ uj ≤ Bnj + γan(vj ,Γntj−1),
Γntj−1 , sinon,
où Bnj := mini=1,2 cvj (ξ
ηi,n
tj−1
). On observe que (ξηi,nt , t ≥ 0) est un système de spins ni
partant de ηi, de paramètres (Vn, c), et que (Γ
n
t , t ≥ 0) est un proessus d'invasion de
paramètres (w, an) (on a gardé la notation (1.20)). Cei se justie de la même façon que
pour les proessus ξη,n et ζn dans le théorème 3. Par ailleurs, pour tout site v, puisque
l'inlusion {ξη1,nt (v) 6= ξη2,nt (v)} ⊂ {Γnt (v) = 1} a lieu pour t = 0 et qu'elle est préservée
par n'importe quelle transition, elle est vraie pour tout t ≥ 0. Il déoule alors des équations
(1.17) et (1.21) que
P(ξη1,nt (v) 6= ξη2,nt (v)) ≤ P(Γnt (v) = 1) = Pw,an(ζt(v) = 1) ≤ Pv,a(ζt(w) = 1).
Ce ouplage nous permet d'érire
|Sn(t)f(η1)− Sn(t)f(η2)| ≤ E
[|f(ξη1,nt )− f(ξη2,nt )|]
≤ E
[∑
v∈V
∆f (v)1{ξη1,nt (v)6=ξη2,nt (v)}
]
≤
∑
v∈V
∆f (v)P(ξ
η1,n
t (v) 6= ξη2,nt (v)).
Ainsi, en onsidérant ei pour toute paire (η1, η2) de ongurations oïnidant partout
sauf en w, on obtient
∆Sn(t)f (w) ≤
∑
v∈V
∆f (v)Pv,a(ζt(w) = 1). (1.30)
Puis, en faisant n→∞, on obtient aussi
∆S(t)f (w) ≤
∑
v∈V
∆f (v)Pv,a(ζt(w) = 1). (1.31)
En sommant sur w puis en inversant l'ordre des deux sommes, on a alors grâe à (1.19) :
|||Sn(t)f ||| ≤
∑
v∈V
∆f (v)
∑
w∈V
λwPv,a(ζt(w) = 1)
≤
∑
v∈V
∆f (v)Ev,a[q(ζt)]
≤
∑
v∈V
∆f (v)λve
At.
1.3. Une onstrution élémentaire des systèmes de spins ave interations de rang inni21
Par onséquent Sn(t)f ∈ D(X) dès que f ∈ D(X), et on a l'inégalité suivante :
|||Sn(t)f ||| ≤ eAt|||f |||. (1.32)
En partant de (1.31) on obtient de manière similaire :
|||S(t)f ||| ≤ eAt|||f |||. (1.33)
Pour montrer que (S(t), t ≥ 0) est un semi-groupe de Markov (voir la dénition page 7),
les deux seules propriétés non évidentes à vérier sont
(a) ∀f ∈ C(X), S(t+ s)f = S(t)S(s)f ,
(d) ∀f ∈ C(X), t 7→ S(t)f est ontinue à droite,
et il sut de les vérier pour f ∈ D(X) puisque 'est un sous-espae dense de C(X).
Pour (a) on remarque que la onvergene dans (1.23) est en fait uniforme pour f ∈ D(X).
En eet, en utilisant le ouplage introduit dans le théorème 3,
|Sn(t)f(η)− S(t)f(η)| ≤ E
[|f(ξη,nt )− f(ξηt )|]
≤ E
[∑
v∈V
∆f (v)1{ξη,nt (v)6=ξηt (v)}
]
≤
∑
v∈V
∆f (v)P(ξ
η,n
t (v) 6= ξηt (v))
≤
∑
v∈V
∆f (v)PV cn ,a(ζt(v) = 1), (1.34)
qui tend vers 0 par le TCD puisque f ∈ D(X) et limn→∞PV cn ,a(ζt(v) = 1) = 0 (voir la
preuve du orollaire 1). Ainsi,
lim
n→∞ ‖Sn(t)f − S(t)f‖∞ = 0. (1.35)
Maintenant, ave (1.26) on voit que pour obtenir (a) pour f ∈ D(X) il sut de montrer
que limn→∞ ‖Sn(t1)Sn(t2)f − S(t1)S(t2)f‖∞ = 0. Pour ela on déompose :
‖Sn(t1)Sn(t2)f − S(t1)S(t2)f‖∞ ≤ ‖(Sn(t1)− S(t1))Sn(t2)f‖∞
+ ‖S(t1)(Sn(t2)− S(t2))‖∞. (1.36)
Le premier terme à droite de l'égalité (1.36) est majoré par∑
v∈V
∆Sn(t2)f (v)PV cn ,a(ζt(v) = 1).
Quand n→∞ ette somme tend vers 0 par le TCD. En eet, par (1.30), son terme général
est borné par
∑
u∈V ∆f (u)Pu,a(ζt2(v) = 1), et la somme sur v ∈ V de ette borne est nie
ar (1.19) implique que elle-i est majorée par λ−1|||f |||eAt.
Le seond terme dans (1.36) tend aussi vers 0 grâe à (1.35) et à l'inégalité ‖S(t1)(Sn(t2)−
S(t2))f‖∞ ≤ ‖Sn(t2)f − S(t2)f‖∞. Ainsi (a) est démontrée.
Maintenant pour montrer (d) on ommene par établir que pour f ∈ D(X),
S(t)f(η) = f(η) +
∫ t
0
ΩS(s)f(η)ds. (1.37)
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L'intégrale est bien dénie puisque (1.27) et (1.33) donnent
|ΩS(s)f(η)| ≤ λ−1CeAs|||f |||. (1.38)
Grâe à (1.25) on a seulement à montrer que pour s ≥ 0 xé, limn→∞ΩnSn(s)f(η) =
ΩS(s)f(η). En eet ei ave le TCD implique l'inégalité (1.37). On est en droit d'utiliser
le TCD grâe à la majoration |ΩnSn(s)f(η)| ≤ λ−1CeAs|||f |||, voir (1.28) et (1.32).
D'une part par (1.29),
|(Ωn − Ω)Sn(s)f(η)| ≤ C
∑
w∈V cn
∆Sn(s)f (w)
≤ C
∑
w∈V cn
∑
v∈V
∆f (v)Pv,a(ζs(w) = 1)
= C
∑
v∈V
∆f (v)
∑
w∈V cn
Pv,a(ζs(w) = 1),
et pour v ∈ V , on a limn→∞
∑
w∈V cn Pv,a(ζs(w) = 1) = 0 puisque∑
w∈V
Pv,a(ζs(w) = 1) ≤ λ−1Ev,a[q(ζs)] < +∞,
don une nouvelle appliation du TCD donne limn→∞ |(Ωn − Ω)Sn(s)f(η)| = 0. D'autre
part,
Ω
(
Sn(s)− S(s)
)
f(η) =
∑
w∈V
cw(η)
[(
Sn(s)f(η
w)− Sn(s)f(η)
)
− (S(s)f(ηw)− S(s)f(η))].
Dans le terme de droite le terme général de la somme tend vers 0 quand n→∞, et grâe à
(1.30) et (1.31) il est majoré par C(∆Sn(s)f (w)+∆S(s)f (w)) ≤ 2C
∑
v∈V ∆f (v)Pv,a(ζs(w) =
1), qui ne dépend pas de n. Puisque la somme sur w de ette borne est plus petite que
2λ−1CeAs|||f ||| < +∞, une appliation du TCD permet de terminer la preuve de (1.37).
On peut maintenant onlure pour (d) puisque (1.37) et (1.38) fournissent l'inégalité
‖S(t)f − f‖∞ ≤ λ−1A−1C(eAt − 1)|||f |||, (1.39)
e qui implique que l'appliation t 7→ S(t)f est ontinue en t = 0, et la ontinuité s'étend
à R
+
en utilisant (a).
Pour terminer la preuve du théorème il reste à montrer que pour f ∈ D(X) et η ∈ X,
lim
t→0
S(t)f(η)− f(η)
t
= Ωf(η).
L'appliation t 7→ ΩS(t)f(η) est ontinue en t = 0. En eet on peut érire
Ω
(
S(t+ s)− S(t))f(η) = ∑
w∈V
cw(η)
[(
S(t+ s)f(ηw)− S(t+ s)f(η))
− (S(t)f(ηw)− S(t)f(η))],
et onlure par un argument analogue à elui de la preuve de (1.37) en utilisant la ontinuité
de t 7→ S(t)f(η). La ontinuité de t 7→ ΩS(t)f(η), ave (1.37), implique diretement
(1.24).
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Soit µ une probabilité sur X. On note µS(t) l'unique distribution sur X telle que
∀f ∈ C(X),
∫
fd[µS(t)] =
∫
S(t)fdµ.
La mesure µ est dite invariante si µS(t) = µ pour tout t ≥ 0, e qui est équivalent à la
ondition suivante :
∀f ∈ D(X),
∫
S(t)fdµ =
∫
fdµ.
On donne maintenant un ritère onret pour vérier qu'une mesure µ est invariante en
terme des fontions loales.
Proposition 3. Soit µ une probabilité sur X. Si∫
Ωfdµ = 0 (1.40)
pour toute fontion f ∈ F(X), alors µ est invariante.
Démonstration. Le théorème 5.2 de [35℄ établit que la loi du proessus (ξηt , t ≥ 0) or-
respond à l'unique solution du problème de martingale pour Ω partant de η. Ainsi e
problème de martingale est bien posé. Cei nous autorise à utiliser la proposition 6.10 de
la même référene. Celle-i établit que (1.40) est une ondition susante pour que µ soit
invariante.
1.4 Cas d'un espae d'état dénombrable ave des interations
de rang ni
Dans ette setion on adapte la setion préédente à une situation plus générale en
deux points : premièrement les transitions aetent éventuellement plusieurs sites simulta-
nément, et deuxièmement les oordonnées prennent leurs valeurs dans un ensemble dénom-
brable (disons Z). C'est le ontexte du théorème 2.11 du hapitre 2, pour lequel à notre
onnaissane auune onstrution générale n'a été donnée jusqu'à présent. Le prix pour
es généralisations est l'hypothèse (H ′′1 ) qui dit que les interations sont de rang ni.
Ii on note don X = ZV , V étant l'ensemble des sommets d'un graphe non orienté
G = (V,E). Z est muni de la topologie disrète et X de sa topologie produit. L'existene
d'une arête entre deux sites w et v signie que l'état du proessus au site w inuene les
taux de transition au site v (ou vie-versa), ou qu'un évènement lié au site v peut aeter
l'état du site w (ou vie-versa). L'ensemble B(v, r) ⊂ V désigne la boule de entre v et de
rayon r, au sens de la distane de graphe. On suppose G de degré ni, 'est-à-dire que les
voisinages Nv := B(v, 1), v ∈ V, sont d'ordre borné :
D := max
v∈V
|Nv| <∞.
Si η ∈ X et W ⊂ V, ξ ∈ ZW , l'opération qui onsiste à remplaer η par ξ sur W sera
notée η|W |ξ, soit :
(η|W |ξ)(v) =
{
η(v), si v ∈W c,
ξ(v), si v ∈W.
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Dans ette setion on note
∆f (v) := sup
η=η′ o v
{|f(η)− f(η′)|},
où η = η′ o v signie que η et η′ oïnident en dehors de v, et
D(X) := {f : X → R, f est ontinue et
∑
v∈V
∆f (v) <∞}.
Pour f ∈ D(X) on note |||f ||| :=∑v∆f (v). On dénit Cb(X) l'espae des fontions onti-
nues bornées surX, ainsi que F(X) = {f ∈ Cb(X) ne dépendant que d'un nombre ni de oordonnées}.
En haque sommet v, le proessus peut subir des transitions
 aetant les sites de Nv ,
 dont les taux dépendent éventuellement de l'état des sites de Nv.
Autrement dit l'évolution est gouvernée par une olletion de taux de transition
c =
(
c(v, η, ξ), v ∈ V, η ∈ X, ξ ∈ ZNv)
sur lesquels on fait les hypothèses suivantes :
c(v, η, ξ) ne dépend que des oordonnées (η(w), w ∈ Nv), (H ′′1 )
C := sup
v∈V,η∈X
∑
ξ∈ZNv
c(v, η, ξ) < +∞. (H ′′3 )
Remarquons que (H2) est alors automatiquement satisfaite omme onséquene de (H
′′
1 )
et de la dénition de la topologie sur X. On onsidère l'opérateur
Ωf(η) :=
∑
v∈V
∑
ξ∈ZNv
c(v, η, ξ)
[
f(η|Nv|ξ)− f(η)
]
,
et, x étant un sommet arbitraire pris omme origine, la restrition de Ω en volume ni :
Ωnf(η) :=
∑
v∈B(x,n)
∑
ξ∈ZNv
c(v, η, ξ)
[
f(η|Nv|ξ)− f(η)
]
.
La preuve de l'équation (1.27') i-dessous montre que Ω et Ωn sont bien dénis sur D(X).
On rappelle que le théorème 1 est enore valable pour les semi-groupes sur un espae Y
loalement ompat. L'espae C(Y ), sur lequel ‖ · ‖∞ n'est plus dénie, doit simplement
être remplaé par Cb(Y ) := {f ∈ C(Y ) : f est bornée}. On donne ii une onstru-
tion analogue à elle de la setion préédente d'un semi-groupe S(t) sur Cb(X) vériant
limt→0 t−1(S(t)f − f) = Ωf , pour f ∈ D(X). Comme dans le as ompat, en fait ette
presription détermine S(t) de manière unique.
Lemme 1. f ∈ D(X) =⇒ f ∈ Cb(X).
Démonstration. Soient η, η′ ∈ X. On a |f(η) − f(η|B(x, n)|η′)| ≤ ∑v∈B(x,n)∆f (v), et la
ontinuité de f donne limn→∞ f(η|B(x, n)|η′) = f(η′). Don |f(η)−f(η′)| ≤
∑
v∈V ∆f (v).
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Lemme 2. Pour f ∈ D(X),
‖Ωf(η)‖ ≤ CD|||f |||, (1.27')
‖(Ω − Ωn)f(η)‖ ≤ CD
∑
v∈B(x,n−1)c
∆f (v). (1.28')
Démonstration. On ne montre que la première inégalité, l'autre étant similaire. Elle déoule
de (H ′′1 ) et (H ′′3 ) omme le montre le alul suivant : pour η ∈ X,
|Ωf(η)| ≤
∑
v∈V
C
∑
w∈Nv
∆f (w)
≤ C
∑
w∈V
∑
v∈Nw
∆f (w)
≤ CD
∑
w∈V
∆f (w).
Puisque le prégénérateur Ωn ne met en jeu que les transitions des oordonnées de
B(x, n), il dénit un unique semi-groupe (Sn(t), t ≥ 0) sur Cb(X), qui à son tour or-
respond à un proessus markovien de saut pur (ξη,nt , t ≥ 0) sur un ensemble dénombrable.
On va maintenant donner un ouplage des proessus ξη
n
, pour n ≥ 1 et η ∈ X.
Pour ela on onsidère une famille (Nv, v ∈ V ) de proessus de Poisson indépendants, tous
d'intensité C. On xe n ≥ 1 et η ∈ X, et on dénit des suites tj et vj omme dans la
preuve du théorème 3. On dénit ξη,nt de prohe en prohe, onstant sur haque intervalle
[tj , tj+1[. On pose ξ
η,n
0 = η, et pour j ≥ 0 si on note χ := ξη,ntj alors ξη,ntj+1 prend la valeur
 χ|Nvj |θ ave probabilité c(vj ,χ,θ)C , pour θ ∈ ZNvj ;
 χ ave probabilité 1− 1C
∑
θ∈ZNvj c(vj , χ, θ).
Conrètement, ette valeur est hoisie à l'aide de variables uniformes prises omme dans
la setion 1.3, en déoupant l'intervalle [0, 1] en sous-intervalles de longueurs adéquates.
La valeur retenue à l'issue d'une transition est elle orrespondant à l'intervalle auquel
appartient la variable uniforme qu'on assoie à ette transition.
Le proessus (ξη,nt , t ≥ 0) prenant ses valeurs dans un espae dénombrable, montrer qu'il
admet Ωn omme générateur ne pose pas de problème supplémentaire par rapport au
théorème 3. On a par onséquent pour f ∈ D(X) :
Sn(t)f(η) = E[f(ξ
η,n
t )].
On onstruit, onjointement à es proessus, un graphe aléatoire (non orienté) sur V ×R+
de la manière suivante. Pour haque v ∈ V on plae, à haque instant de saut t de Nv, des
arêtes entre (w, t) et (v, t) pour haque w ∈ Nv. Si w et v sont deux sommets et 0 ≤ s ≤ t,
on dénit l'évènement {(w, s)→ (v, t)} omme dans (1.16).
Une fois donnés les proessus de Poisson, ξη,nt (v) ne peut dépendre de la valeur de η(w)
que pour les sites w tels que (w, 0)→ (v, t). Plus préisément, on a
{Kv0,t ⊂ B(x, n)} ⊂ {∀k ≥ n, ξη,kt (v) = ξη,nt (v)}, (1.41)
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où
Kvs,t := {w ∈ V : (w, s)→ (v, t)}, 0 ≤ s ≤ t.
Le proessus (|Kvt−s,t|, 0 ≤ s ≤ t) peut être majoré par un proessus markovien (Xs, 0 ≤
s ≤ t) sur N tel que X0 = 1 et de méanisme donné par les taux q(n, n + D) = Cn.
Comme pour un proessus de branhement standard, on a que (Xse
−CDs, s ≥ 0) est une
martingale. Cei nous donne la majoration
E
∣∣Kv0,t∣∣ ≤ eCDt. (1.42)
En partiulier l'ensemble Kv0,t est presque sûrement ni. Cei, ave (1.41), implique que
pour tout v, la suite ξηn,t(v) est onstante à partir du premier rang (aléatoire) n0 tel que
Kv0,t ⊂ B(x, n0). On peut don dénir le proessus ξη par
∀v ∈ V, ξηt (v) = limn→∞ ξ
η,n
t (v),
e qui s'érit aussi :
ξηt = limn→∞ ξ
η,n
t .
Pour f ∈ Cb(X), on dénit
S(t)f(η) := E[f(ξηt )].
Par onvergene dominée, on a immédiatement
S(t)f(η) = lim
n→∞E[f(ξ
η,n
t )] = limn→∞Sn(t)f(η). (1.43)
Théorème 5. S(t) dénit un semi-groupe de Markov sur Cb(X), et pour f ∈ D(X) on a
lim
t→0
S(t)f(η)− f(η)
t
= Ωf(η).
Démonstration. On peut suivre la preuve du théorème 4, les équations (1.27)(1.35) deve-
nant respetivement :
∀η ∈ X, |Ωf(η)| ≤ CD|||f |||, (1.27')
∀η ∈ X, |Ωnf(η)| ≤ CD|||f |||, (1.28')
∀η ∈ X, |(Ωn − Ω)f(η)| ≤ CD
∑
v∈B(x,n)c
∆f (v), (1.29')
∆Sn(t)f (w) ≤
∑
v∈V
∆f (v)P((w, 0) → (v, t)), (1.30')
∆S(t)f (w) ≤
∑
v∈V
∆f (v)P((w, 0) → (v, t)), (1.31')
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|||Sn(t)f ||| ≤ eCDt|||f |||, (1.32')
|||S(t)f ||| ≤ eCDt|||f |||, (1.33')
‖Sn(t)f − S(t)f‖∞ ≤
∑
v∈V
∆f (v)P
(∃w /∈ B(x, n) : (w, 0) → (v, t)). (1.34')
Soit µ une probabilité surX,et µS(t) l'unique mesure surX telle que ∀f ∈ Cb(X),
∫
fd[µS(t)] =∫
S(t)fdµ, ou de manière équivalente,
∀f ∈ D(X),
∫
fd[µS(t)] =
∫
S(t)fdµ.
µ est dite invariante si ∀t ≥ 0, µS(t) = µ. Soit I l'ensemble des probabilité invariantes.
Proposition 4. Une probabilité µ appartient à I si et seulement si
∀f ∈ D(X),
∫
Ωfdµ = 0. (1.44)
Démonstration. L'identité (1.37) est enore valable pour f ∈ D(X) dans la présente se-
tion. Cei fait partie de la preuve du théorème 5 qui est analogue à elle du théorème 4.
Par onséquent ∫
S(t)fdµ =
∫
fdµ+
∫ t
0
[∫
ΩS(s)fdµ
]
ds. (1.45)
Supposons µ ∈ I et soit f ∈ D(X). On a omme dans la setion 1.3 la onvergene
uniforme de S(t)f vers f quand t → 0, qui nous est fournie par une inégalité analogue à
(1.38). L'appliation s→ ∫ ΩS(s)fdµ est par onséquent ontinune ar∣∣∣∣∫ Ω(S(t)− S(s))fdµ∣∣∣∣ ≤ CD‖S(t− s)f − f‖∞.
La primitive de ette appliation étant nulle par dénition de I , on onlut que sa valeur
en 0 est nulle, soit
∫
Ωfdµ = 0.
Réiproquement, supposons que (1.44) a lieu. Alors pour f ∈ D(X), S(s)f ∈ D(X) et
don le dernier terme dans (1.45) est nul.
Théorème 6. µ ∈ I si et seulement si
∀f ∈ F(X),
∫
Ωfdµ = 0. (1.46)
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Démonstration. Soit f ∈ D(X). On doit montrer que ∀ε > 0,∃g ∈ F(X) telle que∣∣∫ Ω(f − g)dµ∣∣ ≤ ε. Fixons un entier n1 tel que ∑v/∈B(x,n1)∆f (v) ≤ ε, puis un autre
entier n2 tel que
∑
v/∈B(x,n2)∆f (v) ≤ εCardB(x,n1) .
On prend une onguration η′ arbitraire et on onsidère la fontion
g(η) := f(η′|B(x, n2)|η).
Bien sûr g ∈ F(X) puisque g(η) ne dépend que de la restrition de η à B(x, n2). Par
ailleurs ‖f − g‖∞ ≤ εCardB(x,n1) , et ∆g(v) ≤ ∆f (v). On érit∣∣∣∣∫ Ω(f − g)dµ∣∣∣∣ ≤ CD|||f − g||| ≤ CD
 ∑
v/∈B(x,n1)
∆f−g(v) +
∑
v∈B(x,n1)
∆f−g(v)
 .
Pour majorer le premier terme, on érit ∆f−g(v) ≤ ∆f (v) + ∆g(v) ≤ 2∆f (v). Pour le
seond, on utilise le fait que ∆f−g(v) ≤ 2‖f − g‖∞. Au nal,∣∣∣∣∫ Ω(f − g)dµ∣∣∣∣ ≤ CD(2ε+ 2|B(x, n1)|.‖f − g‖∞) ≤ 4CDε.
Chapitre 2
Résultats sur le modèle de
Gates-Westott
2.1 Modèles de roissane aléatoire
Pour situer le ontexte de notre étude, nous ommençons par faire un survol (non
exhaustif) de diérents types de modèles de roissane, dont fait partie le proessus de
Gates-Westott. Cette lasse de modèles a été l'objet d'une grande attention dans les der-
nières déennies.
Ces modèles dérivent l'aroissement d'un amas de partiules qui se fait par agrégations
suessives à partir d'un germe initial qui peut être par exemple un site de nuléation seul
ou bien une ligne de sites oupés. Ils réduisent généralement un phénomène omplexe à un
proessus élémentaire simple gouverné par une règle basique, mais dont le omportement
peut posséder une grande omplexité.
Mathématiquement, il s'agit de proessus aléatoires dont les états possibles sont les on-
gurations d'amas. Pour qu'ils soient bien dénis il nous faut spéier leurs méanismes de
roissane. Autrement dit pour haque site vaant voisin de l'amas à un instant donné, il
faut spéier la probabilité qu'une partiule vienne s'y agréger en un intervalle de temps
donné. Diérents méanismes ont déjà été imaginés, donnant lieu à divers modèles. Nous
en dérivons ii quelques uns.
2.1.1 Modèle d'Eden, DLA et déposition vertiale
Dès 1961 Eden propose dans [11℄ un modèle de roissane ellulaire pour étudier la
prolifération de tumeurs. Il s'agit d'une haîne de Markov (An, n ≥ 0) à valeurs dans les
sous-parties nies de Z
2
, telle que
A0 = {0},
et
An+1 = An ∪ {xn+1}, (2.1)
où xn+1 est hoisi uniformément dans l'ensemble {z ∈ Z2 : d(z,An) = 1}, 'est-à-dire
l'ensemble des sites adjaents à An. La version arête de e même modèle onsiste à hoisir
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Figure 2.1 
xn+1 = z ave une probabilité proportionnelle au nombre d'arêtes reliant z à An. Cette
dernière version orrespond aux ongurations suessives prises par l'amas dans le modèle
de perolation de premier passage (pour des temps de passage de loi exponentielle). Pour
plus de détails on peut onsulter [31℄.
Le modèle iDLA (diusion limitée par agrégation interne) est aussi onstruit selon la re-
lation (2.1), mais sahant An, xn+1 est hoisi selon la loi de Xτ , où (Xk, k ≥ 0) est une
marhe aléatoire symétrique partant de 0 et τ = inf{k ≥ 0 : Xk /∈ An}. Voir [7℄ pour une
bonne introdution à e modèle.
Dans d'autres modèles, les partiules tombent aléatoirement de façon vertiale sur un sub-
strat horizontal, s'empilant ainsi sur haque olonne. On parle alors de déposition vertiale.
Dans e as l'amas obtenu est sans trous, et seule la surfae présente des irrégularités. Là
aussi il faut préiser ave quelles probabilités (ou ave quels taux, en temps ontinu) les
partiules viennent se déposer sur haque olonne. Le hoix de es probabilités doit tra-
duire l'inuene de la géométrie de l'amas autour d'un site sur l'attrativité de e site. Les
olonnes sont numérotées selon leur absisse et la hauteur de la olonne i est notée x(i). On
peut iter par exemple les méanismes suivants (voir [22℄ et [5℄ où enore d'autres modèles
de roissanes de surfaes sont dérits) :
• déposition ave relaxation : une partiule arrive en un site i hoisi uniformément, puis
se xe sur le site j de hauteur minimale parmi les sites qui sont à une distane au
plus R du site i (voir gure 2.1 pour une simulation ave R = 2).
• une partiule arrive en un site i hoisi uniformément, puis migre éventuellement selon
la règle suivante. On dit qu'un site j est un trou si les sites min(x(j − 1), x(j +1)) ≥
x(j), et on déide que la partiule reste en i si i est un trou, sinon elle se déplae
dans une diretion où la pente est vers le bas jusqu'à se xer au premier trou qu'elle
renontre (voir gure 2.2 pour une simulation ave R = 2).
Notons aussi que des modèles de déposition de partiules gluantes ont été étudiés : dans
[15℄ une partiule tombe ave égale probabilité en haque olonne et dans sa hute elle
s'arrête et se xe dès qu'elle rentre en ontat ave une partiule de l'amas (voir gure 2.3
pour une simulation, en noir les sites oupés par des partiules). Tous les sites en dessous
de ette nouvelle partiule sont alors onsidérés omme oupés. Il est possible (voir [32℄)
d'envisager une version où les hutes des partiules se font de manière oblique ave un
ertain angle d'inidene. La gure 2.4 montre une réalisation d'un tel proessus.
Pour haun de es modèles, un des objetifs prinipaux est de omprendre omment se
omportent les utuations de l'interfae, an d'avoir une idée de sa régularité. C'est aussi
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le as pour le modèle de Gates-Westott qui est notre objet d'intérêt dans e hapitre et
que nous allons maintenant présenter.
2.1.2 Modèle de Gates-Westott
On présente ii un modèle markovien en temps ontinu qui dérit la roissane vertiale
d'un ristal. Nous donnons à e modèle le nom des auteurs l'ayant introduit et étudié dans
une série de papiers. Il s'agit d'un proessus de déposition aléatoire vertiale, où l'agré-
gation résulte de aptures aléatoires de partiules ottant dans le milieu par la surfae
d'un réseau ristallin, qui sera ii à maille arrée (Gates et Westott ont aussi dérit un
modèle analogue ave un réseau à maille triangulaire). La apture d'une partiule en un
site donné se fait à un taux presrit par (2.5) qui ne dépend que de la forme loale de la
surfae au voisinage immédiat de e site. La donnée de es taux détermine entièrement
notre proessus.
Plus préisément, on xe un entier n ≥ 2 et la base du ristal est onstituée d'un ensemble
de n sites alignés, haun de es sites orrespondant à une pile de partiules qui va roître
ave le temps. Bien sûr l'édie ristallin onsidéré est de dimension 2 : pour plus d'infor-
mations sur de tels ristaux, dits lamellaires, voir [40℄. L'état du ristal à un instant donné
est don dérit par un veteur
x = (x(1), . . . , x(n)) ∈ Nn,
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appelé onguration, où la valeur x(i) représente la hauteur de la pile orrespondant au
site i. Pour j ∈ {1, . . . , n}, ej désignera par la suite le veteur unitaire :
ej(i) = δi,j.
Pour x ∈ Nn et j ∈ {1, . . . , n} on dénit Vj(x) le nombre de sites adjaents à j dont la
hauteur de la pile exède stritement elle du site j, soit
Vj(x) = 1{x(j−1)>x(j)} + 1{x(j+1)>x(j)} ∈ {0, 1, 2}. (2.2)
Si Vj(x) = k on dit que le site j est dans l'état k. Pour que Vj(x) soit bien déni, il se pose
bien sûr un problème pour j = 1 et j = n : il faut hoisir la valeur de x(0) et x(n + 1),
autrement dit imposer des onditions au bord. Nous utiliserons plusieurs onventions :
 Condition zéro : on pose x(0) = x(n+1) = 0. Cela revient à ajouter un site à gauhe
du site 1 et à droite du site n, es deux sites étant bloqués au niveau 0.
 Condition périodique : on pose x(0) = x(n) et x(n + 1) = x(1). L'ensemble des sites
se referme sur lui-même.
 Condition inni : on pose x(0) = x(n+ 1) = +∞.
 Condition zéro/inni : on pose x(0) = 0 et x(n+ 1) = +∞. La ondition inni/zéro
est obtenue en posant l'inverse.
A partir de la setion 2.7, on travaillera ave la ondition zéro qui s'avère plus ommode à
manipuler. Cependant, les résultats des setions 2.7, 2.8 et 2.9 s'adaptent aux onditions
périodiques. En eet dans les setions 2.7 et 2.9 tous les arguments utilisés dans nos
démonstrations restent valables sous la ondition périodique, et quant à la setion 2.8
ette adaptation se fait en suivant la preuve du théorème 1.1 de [3℄. Initialement, Gates et
Westott n'ont travaillé que sous la ondition périodique, elle-i ayant l'avantage d'éviter
les eets de bord. La ondition zéro a été introduite plus tard dans [3℄ : ave elle la preuve
du résultat prinipal gagne en simpliité. Dans ette référene, le résultat orrespondant
ave onditions périodiques est aussi énoné. Il est en fait obtenu omme onséquene de
elui ave la ondition zéro.
Pour une onguration x, le prol h de x est déni omme le veteur
h := (∆1x, . . . ,∆n−1x) , (2.3)
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où
∆jx := x(j) − x(j + 1), j = 1, . . . , n− 1.∆jx := x(j) − x(j + 1), j = 1, . . . , n− 1. (2.4)
Remarque. La donnée des onditions au bord nous permettra si néessaire d'utiliser les
notations h(0) = x(0)− x(1) et h(n) = x(n)− x(n+ 1).
Connaître le prol h revient à onnaître la onguration x à translation vertiale près.
Notre étude portera en fait plus sur h que sur x, e qui se justie par le fait que la forme
de l'interfae du ristal nous intéresse plus que sa position vertiale.
On s'autorisera quelques abus de notation onernant les ongurations et les prols. Il
n'y aura pas d'ambiguïté sur le fait que la lettre h désigne systématiquement le prol
de la onguration x. Si une fontion F (x) ne dépend de x qu'à travers son prol, on
pourra érire F (h). Par ailleurs pour un prol h donné, la lettre x désignera en général
une quelonque onguration de prol h.
Dénition 6 (Proessus de Gates-Westott). Soit ω(a, b) une fontion bornée de Z2 dans
]0,+∞[. Le proessus de déposition de fontion ω est le proessus de Markov à valeurs
dans N
n
de générateur innitésimal donné par
Ωf(x) =
n∑
i=1
ω(∆i−1x,−∆ix) [f(x+ ei)− f(x)] , pour f bornée sur Nn. (2.5)
Soit β = (β0, β1, β2) ∈]0,+∞[3. Le proessus de Gates-Westott de paramètre β est le
proessus de Markov à valeurs dans N
n
de générateur innitésimal donné par
Ωf(x) =
n∑
i=1
βVi(x) [f(x+ ei)− f(x)] , pour f bornée sur Nn. (2.6)
Il s'agit don du proessus de déposition de fontion
ω(a, b) = β1{a>0}+1{b>0} . (2.7)
Ce proessus sera usuellement noté (Xnt , t ≥ 0).
Il est néessaire de préiser quelle ondition est imposée pour que le générateur (2.5)
soit déni sans ambiguïté.
Remarque. La forme que prennent les taux de transition pour le proessus de Gates-
Westott s'explique par des onsidérations physiques : il est raisonnable que le taux de
apture d'une partiule soit fontion de la géométrie de l'emplaement visé. En l'ourene
il vaut β0, β1 ou β2 selon que la partiule doit réer 0, 1 ou 2 liaisons latérales ave des
partiules voisines.
Nous allons voir que diérents hoix de paramètres donnent des omportements très
diérents, omme les simulations suivantes permettent déjà de onstater.
Dénition 7 (Prol de Gates-Westott). Le prol de déposition (resp. de Gates-Westott)
est déni par
Hnt = (∆1X
n
t , . . . ,∆n−1X
n
t ) ,
où Xnt est le proessus déni par (2.5) (resp. par (2.6)).
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Figure 2.5  Les trois types de sites diérents apturent les partiules à des taux diérents
Proposition 5. Ave la ondition périodique, le prol de déposition (Hnt , t ≥ 0) est un
proessus de Markov irrédutible à valeurs dans Z
n−1
de générateur donné par
Lg(h) =
n∑
i=1
ω(h(i− 1),−h(i)) [f(h+ e′i)− f(h)] , g bornée sur Zn−1. (2.8)
où
e′i =

e1, si i = 1,
ei − ei−1, si 1 < i < n,
−en−1, si i = n.
Cei est enore vrai ave la ondition zéro, dans le as partiulier du prol de Gates-
Westott.
Démonstration. Une ondition susante pour que Hn soit markovien est que la valeur de
ω(∆i−1x,−∆ix) ne dépende de x qu'à travers h. Cei est bien sûr le as ave la ondition
périodique quelle que soit la forme des taux, ainsi qu'ave la ondition zéro pour des taux
de la forme (2.7).
Remarque. Sans supposer que ω est de la forme (2.7), ave la ondition zéro, Hn n'est
en général pas markovien.
La notation Px, respetivement Ph, désignera la loi de la trajetoire du proessus (X
n
t , t ≥
0) partant de x, respetivement du proessus (Hnt , t ≥ 0) partant de h. Les notations
P
n
x et P
β
x pourront aussi être utilisées s'il y a ambiguïté sur la valeur de n ou de β. La
onguration nulle et le prol nul (prol plat) seront notés 0. En l'absene de préision, la
ondition initiale sera la onguration nulle.
Dans la suite on fera référene à la symétrie de Xn et de Hn pour désigner la propriété
suivante, qui est une onséquene direte des dénitions de es proessus. Cette propriété
est valable sous toutes les onditions exepté les onditions zéro/inni et inni/zéro.
Proposition 6. Xnt est identique en loi au proessus (X
n
t (n), . . . ,X
n
t (1)). De même le
proessus Hnt est identique en loi au proessus (−∆n−1Xnt , . . . ,−∆1Xnt ).
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Figure 2.6  Une réalisation de Xnt ave la ondition zéro pour n = 100, t = 500 et (a)
β = (1, 2, 3), (b) β = (1, 6, 2), () β = (10, 4, 3), (d) β = (1, 1, 10), (e) β = (1, 20, 5).
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2.2 Réurrene du prol
On a déjà mentionné qu'une question lé est de omprendre la régularité (ou stabilité)
de la surfae du ristal. La réurrene et la transiene du proessus (Hnt , t ≥ 0) sont des
aratérisations mathématiques naturelles des notions physiques de roissane stable (voir
la surfae régulière (a) dans la gure 2.6) et instable (voir la surfae rugueuse () dans la
même gure). Plus préisément, on a les trois alternatives :
 le proessus Hn est réurrent positif (ou ergodique),
 le proessus Hn est réurrent nul,
 le proessus Hn est transitoire.
Heuristiquement, l'ergodiité orrespond véritablement à une surfae stable : Hn passe l'es-
sentiel de son temps dans des prols prohes du prol plat. Le as transitoire orrespond
à une instabilité dramatique et la réurrene nulle peut être vue omme une situation à la
limite entre les deux préédentes.
On rappelle que l'ergodiité est une propriété équivalente à l'existene d'une distribution
stationnaire, qui est alors la limite en loi du proessus partant de n'importe quel prol
initial. Un autre ritère bien onnu d'ergodiité de Hn est la tension :
Hn ergodique ⇔ ∀ε > 0,∃A ni ⊂ Zn−1 : ∀t ≥ 0,P(Hnt ∈ A) ≥ 1− ε. (2.9)
On pourra se référer à [38℄ pour plus de détails. On va maintenant dénir la tension
exponentielle, qui est une propriété plus forte que la tension. On introduit d'abord une
dernière notation : si f est une fontion positive dénie sur N ou R+, on érira
f(x) = Oexp(x) (2.10)
s'il existe des onstantes C,α > 0 telles que f(x) ≤ Ce−αx. Si f dépend aussi d'une autre
variable t, la notation
f(x) = Otexp(x)
signie que l'inégalité (2.10) est vériée pour des onstantes C et α qui ne dépendent pas
de t.
Dénition 8. On dit que (∆jX
n
t , t ≥ 0) est exponentiellement tendu si
P0(|∆jXnt | ≥ k) = Otexp(k),
et que (Hnt , t ≥ 0) est exponentiellement tendu si (∆jXnt , t ≥ 0) est exponentiellement
tendu pour tout j ∈ {1, . . . , n− 1}.
Bien sûr la tension exponentielle de Hn implique son ergodiité, mais aussi le fait
que sa mesure invariante ait des queues exponentielles. Travailler ave la tension présente
l'avantage d'être ramené à manipuler les oordonnées du proessus Hn séparément.
Déterminer laquelle des trois alternatives a lieu est une question diile, mais on peut
déjà faire une remarque heuristique : puisque β0 est la vitesse statistique des sommets
et β2 elle des trous, l'intuition nous dit qu'augmenter β0 devrait rendre la surfae plus
irrégulière, et plus plausible que Hn soit transitoire. Inversement, augmenter β2 devrait
rendre la surfae plus régulière, et plus plausible que Hn soit réurrent. Malheureusement
pour l'instant auun résultat général ne rend rigoureuse ette remarque.
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2.3 Constrution poissonienne pour le modèle de Gates-Westott
Nous dérivons ii une onstrution du proessus de Gates-Westott Xn, et don de
Hn, qui utilise une famille de proessus de Poisson et qui est ommode à plusieurs égards.
Nous verrons notamment dans le hapitre 2.4 qu'elle a l'avantage de fournir des ouplages
utiles. On ommene par ranger les trois paramètres dans l'ordre roissant : soient b0, b1 et
b2 tels que {b0, b1, b2} = {β0, β1, β2} et b0 ≤ b1 ≤ b2. On onsidère une famille de proessus
de Poisson (Nk,j, 0 ≤ k ≤ 2, 1 ≤ j ≤ n) telle que
- Nk,j a pour intensité bk,
- les triplets (N0,j , N1,j, N2,j)1≤j≤n sont mutuellement indépendants,
- pour tout j, il existe trois proessus de Poisson N˜0,j, N˜1,j et N˜2,j , mutuellement
indépendants, d'intensités respetives b0, b1 − b0 et b2 − b1, tels que
N0,j = N˜0,j,
N1,j = N˜0,j + N˜1,j ,
N2,j = N˜0,j + N˜1,j + N˜2,j.
L'idée est de faire en sorte que les sauts d'un site j qui est dans un état orrespondant
à bk soient gouvernés par le proessus Nk,j. Les sauts des proessus N˜k,j sont des sauts
supplémentaires des sites qui ont un taux de apture bk par rapport à eux qui ont un taux
de apture bk−1. Pour une ondition initiale x0 on onstruit don le proessus (Xnt , t ≥ 0)
en posant Xn0 = x0, puis de prohe en prohe en posant à haque instant de saut t de l'un
des proessus Nk,j :
Xnt =
{
Xnt− + ej , si βVj(Xnt− )
≥ bk,
Xnt− , sinon.
(2.11)
De ette façon, il est aisé de vérier que (Xnt , t ≥ 0) possède la propriété de Markov et
que ses taux de transition sont eux désirés. Cei est une onséquene du fait que, dans
notre onstrution, un site j qui a un taux de apture égal à bk eetue une apture si et
seulement si Nk,j saute, et que Nk,j est bien un proessus de Poisson d'intensité bk. Par
onséquent (Xnt , t ≥ 0) est une version du proessus de Gates-Westott partant de x0, ave
n sites, et de paramètre β.
Dans tout le hapitre la notation Nk,j désignera les proessus de Poisson introduits i-
dessus.
2.4 Couplages
Il sera utile plus tard de omparer le proessus Xn partant de deux ongurations
initiales diérentes, ou bien ave des valeurs diérentes des paramètres. Les omparaisons
que l'on donne ne sont pas stohastiques mais trajetorielles puisqu'on met en ÷uvre des
ouplages obtenus grâe à la onstrution poissonienne.
On notera ≤ l'ordre partiel anonique sur Nn : si x, y ∈ Nn,
x ≤ y ⇔ x(i) ≤ y(i), i = 1, . . . , n.
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Dénition 9. Le proessus de Gates-Westott est dit attratif si pour x ≤ y, il existe un
ouplage de deux proessus (Xnt , t ≥ 0) et (Y nt , t ≥ 0) de lois respetives Px et Py, tels que
presque sûrement, on ait
∀t ≥ 0, Xnt ≤ Y nt .
Proposition 7. Si n ≥ 2 et β0 ≤ β1 ≤ β2, le proessus de Gates-Westott est attratif,
quelle que soit la ondition aux bords.
Démonstration. Soient x ≤ y. On onsidère Xn et Y n onstruits omme dans la setion
2.3, ave Xn0 = x et Y
n
0 = y, en utilisant pour l'un et l'autre la même famille de proessus
de Poisson. On raisonne par réurrene sur les instants de saut suessifs de ette famille :
on suppose don que Xnt− ≤ Y nt− et que t est un instant de saut du proessus Nk,j, et on
montre que
Xnt (j) ≤ Y nt (j). (2.12)
Si Xnt−(j) < Y nt−(j) alors (2.12) est vériée puisque les oordonnées ne peuvent sauter
que d'une unité. Si par ontre Xnt−(j) = Y nt−(j) alors ave Xnt−(j − 1) ≤ Y nt−(j − 1) et
Xnt−(j+1) ≤ Y nt−(j+1) on obtient que Vj(Xnt−) ≤ Vj(Y nt−) (quelle que soit la ondition au
bord) don notre hypothèse β0 ≤ β1 ≤ β2 et la onstrution de la setion 2.3 font que
Xn· (j) saute à l'instant t⇒ Y n· (j) saute à l'instant t.
Par onséquent l'inégalité (2.12) est préservée.
En général il n'est pas vrai que le fait d'augmenter l'un des βi, ou n, augmente le
proessus Xn au sens de la relation ≤. Cependant on a les deux propositions suivantes qui
seront susantes pour nos besoins. La proposition 8, à nouveau, est valable quelle que soit
la ondition aux bords.
Proposition 8. Soient n ≥ 2, x ∈ Nn, et β, β′ ∈]0,+∞[3. On suppose qu'on a βk ≤ β′ℓ
pour k ≤ ℓ. Alors il existe un ouplage de deux proessus (Xnt , t ≥ 0) et (X ′nt , t ≥ 0) de lois
respetives P
β
x et P
β′
x , tel que presque sûrement, on ait
∀t ≥ 0, Xnt ≤ X ′nt .
Démonstration. On onstruit le ouplage en partant d'une famille de proessus de Poisson
Nk,j omme dans la setion 2.3 et d'une famille supplémentaire N̂k,j indépendante de la
première, où N̂k,j est d'intensité β
′
k −βk et n'est utilisée que par X ′n. Le proessus Xn est
onstruit selon (2.11) et le proessus X ′n suit d'une part les transitions dérites par (2.11)
mais également pour elui-i un site j dans l'état k augmente d'une unité lorsque N̂k,j
saute. Il est aisé de onstater que e sont deux proessus de Gates-Westott de paramètres
β et β′, et par ailleurs auune transition ne peut briser l'inégalité à montrer. En eet si
Xnt (i) = X
′n
t (i) et si X
n· (i) saute à l'instant t, alors X ′n· (i) doit aussi sauter grâe à notre
hypothèse.
La proposition suivante dit que, dans le as attratif, rajouter des sites augmente le
proessus Xn. Sa preuve est enore basée sur un ouplage.
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Proposition 9. On se plae sous la ondition zéro. Soient m ≤ n, x ∈ Nn et x(m) =
(x(1), . . . , x(m)). On suppose que β0 ≤ β1 ≤ β2. Alors il existe un ouplage de deux
proessus (Xmt , t ≥ 0) et (Xnt , t ≥ 0) de lois respetives Px(m) et Px, tels que presque
sûrement, on ait
∀t ≥ 0, ∀i ∈ {1, . . . ,m}, Xmt (i) ≤ Xnt (i).
Démonstration. On dénit Xnt omme dans la setion 2.3 ave une famille de proessus de
Poisson (Nk,j, k ∈ {0, 1, 2}, j = 1, . . . , n), et Xmt de la même manière ave les proessus
(Nk,j, k ∈ {0, 1, 2}, j = 1, . . . ,m). Supposons que Xmt− ≤ Xnt− , que Xmt−(j) = Xnt−(j)
pour un ertain j et que Nk,j saute à l'instant t. On observe que X
n
t−(j + 1) −Xnt−(j) ≥
Xmt−(j+1)−Xmt−(j), et de même Xnt−(j−1)−Xnt−(j) ≥ Xmt−(j−1)−Xmt−(j). Par onséquent,
Xm· (j) saute à l'instant t⇒ Xn· (j) saute à l'instant t.
2.5 Vitesse asymptotique de roissane
Dans ette setion on se plae sous la ondition zéro, mais ette restrition n'a d'impor-
tane que pour la proposition 11. Le résultat suivant dit que quand Hn est ergodique, tous
les sites roissent linéairement à la même vitesse, appelée vitesse asymptotique de Xn.
Proposition 10. Supposons le proessus Hn ergodique, et notons πn son unique distri-
bution stationnaire. Alors il existe une onstante vn > 0 telle que pour j ∈ {1, . . . , n},
presque sûrement partant de n'importe quelle onguration,
lim
t→∞
Xnt (j)
t
= vn.
De plus, pour j ∈ {1, . . . , n}, la vitesse est égale au taux moyen de saut au site j selon la
distribution stationnaire :
vn =
∑
h∈Zn−1
βVj(h)π
n(h). (2.13)
Démonstration. Soit j ∈ {1, . . . , n}. Puisque (Xnt (j), t ≥ 0) est un proessus de omptage
d'intensité instantanée βVj(Xnt ), on a que
Mt := X
n
t (j) −
∫ t
0
βVj(Xns )ds est une martingale, (2.14)
et que
Lt := M
2
t −
∫ t
0
βVj(Xns )ds est une martingale. (2.15)
Le théorème ergodique donne la onvergene presque sûre
lim
t→∞
1
t
∫ t
0
βVj(Xns )ds =
∑
h∈Zn−1
βVj(h)π
n(h),
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don il nous reste à montrer que lim t−1Mt = 0 presque sûrement. Or (2.15) nous autorise
à utiliser l'inégalité de Doob : pour r ≤ t, on a
P
(
sup
s∈[r,t]
|Ms|
s
≥ ε
)
≤ P
(
sup
s∈[r,t]
|Ms| ≥ rε
)
≤ E[M
2
t ]
r2ε2
≤ Kt
r2ε2
,
où K = max(β0, β1, β2). La dernière inégalité est une onséquene direte de (2.15). On a
don
P
(
sup
n2≤s≤(n+1)2
s−1|Ms| ≥ ε
)
≤ K(n+ 1)2/(ε2n4),
et on onlut par le lemme de Borel-Cantelli.
Il reste à remarquer que la somme qui appraît dans (2.13) est une quantité qui est nées-
sairement indépendante de j. Dans le as ontraire il y aurait une ontradition ave la
réurrene de Hn.
Le as n = 2, de par sa simpliité, a la partiularité que la vitesse peut être alulée
failement, omme le montre la proposition suivante. Pour n ≥ 3, à part dans un as
partiulier (voir la setion 2.6), il semble inespéré d'obtenir une telle expression expliite.
Proposition 11. H2 est ergodique si et seulement si β1 > β0. Dans e as, on a
v2 =
2β0β1
β0 + β1
.
Démonstration. Le proessus H2t = X
2
t (1) − X2t (2) est à valeurs dans Z. Il s'agit d'une
marhe aléatoire au plus prohe voisin dont les taux de saut sont donnés par :
q(i, i+ 1) = β0, q(i, i − 1) = β1, si i > 0,
q(0, 1) = q(0,−1) = β0,
q(i, i+ 1) = β1, q(i, i − 1) = β0, si i < 0.
La première assertion déoule don de onsidérations basiques sur ette marhe. Si β1 > β0,
on vérie que la mesure sur Z dénie par
µ(i) =
β1 − β0
β1 + β0
(
β0
β1
)|i|
est une probabilité, et qu'elle est réversible pour ette marhe aléatoire. Il s'agit don de
son unique distribution stationnaire π2. Pour s'en onvainre il sut de s'assurer que
µ(i)q(i, i + 1) = µ(i+ 1)q(i + 1, i), i ∈ Z.
2.5. Vitesse asymptotique de roissane 41
Il ne reste plus qu'à aluler :
v2 =
∑
i∈Z
π2(i)(β01{i≥0} + β11{i<0}) = β0π2({0, 1, . . .}) + β1π2({. . . ,−2,−1}) =
2β0β1
β0 + β1
.
On termine ette setion sur la question de la monotonie de vn en fontion du paramètre
β. Soient β et β′ tels que
 β0 < β1 ≤ β2 et β′0 < β′1 ≤ β′2 ;
 βk ≤ β′k, pour k = 0, 1, 2 ;
 β 6= β′
En antiipant sur la partie 2.6, on note vn et v′n les vitesses orrespondantes, qui existent
puisque l'ergodiité des proessus orrespondants est garantie par le théorème 10. La pro-
position 8 implique que
vn ≤ v′n,
mais l'inégalité strite est moins évidente. C'est l'objet de la propriété suivante.
Proposition 12. Supposons que n ≥ 3 et que β et β′ vérient les hypothèses i-dessus.
Alors
vn < v′n.
Démonstration. On suppose pour simplier que β0 = β
′
0, β1 = β
′
1 et β2 < β
′
2. Le as
général se traite de manière similaire. On garde les notations de la proposition 8. On
a don une famille de proessus de Poisson Nk,j et une autre famille indépendante N̂2,j
utilisée uniquement dans le proessus X ′n par les sites qui sont des trous. On prend omme
ondition initiale h0 = (1,−1, 0, . . . , 0) le prol présentant un trou de profondeur 1 au site
2, le reste étant plat. On introduit la suite (τm,m ≥ 0) des instants suessifs de visite de
h0 par le proessus H
n
: 
τ0 := 0
τ˜0 := inf{t > 0 : Hnt 6= h0}
τ1 := inf{t > τ˜0 : Hnt = h0}
· · ·
τ˜m−1 := inf{t > τm−1 : Hnt 6= h0}
τm := inf{t > τ˜m−1 : Hnt = h0}
Pour m ≥ 0, on dénit Am l'évènement qu'à partir de l'instant τm les premiers proessus
de Poisson qui sautent soient dans l'ordre N̂2,2, N0,2, N1,1, N1,3, . . . , N1,n. Cette suite
d'évènements fait que, pour haque entier m où l'évènement Am a lieu, le proessus X
′n
gagne au moins un étage d'avane supplémentaire sur Xn : on a, pour r ∈ N,
{X ′nτm −Xnτm ≥ r} ∩Am ⊂ {X ′nτm+1 −Xnτm+1 ≥ r + 1}.
La propriété de Markov forte assure que les évènements Am, m ≥ 0, sont indépendants et
de même probabilité p = Ph0(A0). Par ailleurs la réurrene positive fait que
τm
m onverge
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presque sûrement vers une onstante C < +∞. De es deux observations on déduit que
pour j quelonque,
lim inf
t→∞
X ′nt (j) −Xnt (j)
t
≥ p
C
> 0
presque sûrement, e qui donne le résultat voulu.
2.6 État des onnaissanes sur le modèle de Gates-Westott
On fait ii un survol hronologique des prinipaux résultats onernant la réurrene du
proessus de Gates-Westott jusqu'à ette thèse. Le premier résultat est tiré de [17℄, où la
ondition
β2 > β0, β1 =
β0 + β2
2
(2.16)
est onsidérée. Cette ondition a une pertinene physique : elle orrespond à un modèle où
les partiules environnantes s'attahent par leur fae inférieure (nuléation) à un ertain
taux β0, et par leurs faes latérales (extension) à un autre taux ν, de sorte que β1 = β0+ν
et β2 = β0+2ν. Dans le théorème 7 la simpliité de l'expression de π
n
survient de manière
étonnante dans la preuve, que nous reproduisons dans l'appendie. Dans [17℄ un résultat
analogue est aussi donné pour un modèle analogue ave un ristal à maille triangulaire.
Théorème 7 (Gates, Westott, '88). Si β vérie (2.16) et sous la ondition périodique,
Hn est ergodique et
πn(h) =
1
Z
exp
(
−J
n∑
i=1
|h(i)|
)
, (2.17)
où J = 12 log(β2/β0) et Z est la onstante de normalisation.
Dans la setion 2.11 nous obtenons un analogue de e résultat pour un modèle ave une
innité de sites.
Dans la suite [18℄ de l'artile [17℄, Gates et Westott utilisent (2.17) pour donner une
formule expliite de la vitesse asymptotique, ainsi que des approximations pour diérents
ordres de grandeur des paramètres. Dans [19℄ le même modèle pour des ristaux en 3
dimensions est introduit. Le modèle est paramétré par des valeurs βi, i = 0, . . . , 4. Mal-
heureusement la dimension supplémentaire ajoute de la omplexité et Gates et Westott
n'obtiennent des résultats d'ergodiité et de transiene que sous des onditions très fortes
sur les paramètres. Ils sont obtenus en utilisant des ritères de type Foster ave des fon-
tions de Lyapounov assez simples. Depuis e papier rien n'est paru sur e modèle 3D bien
que plusieurs questions ouvertes y soient évoquées. Il n'est pas impossible que des fontions
de Lyapounov plus judiieuses prodiguent des onditions moins restritives d'ergodiité et
de transiene. L'analogue 2D des résultats de [19℄ est donné dans [20℄ :
Théorème 8 (Gates, Westott, '93). Sous la ondition périodique,
 Si min(β1, β2) > (n− 1)2β0 alors Hn est ergodique.
 Si β2 < β0 alors H
n
est transitoire.
 Si β2 = β0 alors H
n
est non ergodique.
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Remarque. Dans e papier, au lieu de la première assertion on trouve la ondition
β2 > (n− 1)2β0. C'est une légère erreur puisque sans auune hypothèse sur β1 l'assertion
devient fausse. Cependant sous l'hypothèse supplémentaire que β1 > (n− 1)2β0 la preuve
donnée dans [20℄ fontionne. Dans e même artile Gates et Westott obtiennent également
des onditions susantes d'ergodiité pour le proessus de déposition ave des taux d'une
forme quelonque :
Théorème 9 (Gates, Westott, '93). Le proessus de déposition Hn de fontion ω sous la
ondition périodique est ergodique si l'une des deux onditions suivantes est vériée :
 ω est symétrique, roissante, et pour tout x, y 7→ ω(x, y) n'est pas une suite onstante
à partir d'un ertain rang ;
 il existe c > 0 tel que lim|x+y|→∞(x+ y)[ω(x, y)− c] =∞.
Finalement, on termine par un résultat tiré de [3℄ qui nous sera utile dans la setion 4 :
Théorème 10 (Andjel, Menshikov, Sisko, '06). Sous la ondition périodique et sous la
ondition zéro, si β0 < β1 ≤ β2 alors Hn est ergodique et la distribution stationnaire a des
queues exponentielles. De plus il existe dn < β1 tel que P0(X
n
t (n) ≥ dnt) = Oexp(t).
Nos notations seront ompatibles autant que possible ave elles de ette dernière réfé-
rene. Les résultats des trois prohaines setions sont ontenus dans [13℄.
On préise que dans [3℄ le théorème 10 est en fait énoné sous l'hypothèse β0 < β1 < β2
mais le leteur est invité à vérier que si β1 = β2 sa preuve est toujours valable. Nous ne
pouvons pas ii détailler ela davantage du fait que la preuve en question est longue et
tehnique.
Remarque. Conernant l'autre frontière du domaine grisé de la gure 2.8, 'est-à-dire
pour les paramètres tels que β0 = β1 < β2, il existe un argument simple pour établir
que Hn n'est pas ergodique sous la ondition zéro. En eet s'il l'était, la formule (2.13)
donnerait
 pour j = 1 : vn = β0, puisque si β1 = β0 alors X
n
t (1) est simplement un proessus de
Poisson d'intensité β0 ;
 pour j /∈ {1, n} : vn > β0 puisque la somme dans (2.13) est un baryentre non
dégénéré entre β0 et β1.
2.7 Théorème de peigne pour β2 < β0
Pour la ondition périodique, on sait déjà que si β2 < β0, le prol de X
n
est transitoire.
Cei est valable aussi pour la ondition zéro ar la preuve de la deuxième assertion du
théorème 8 donnée dans [20℄ fontionne aussi sous la ondition zéro. Ce n'est pas une
surprise puisque ette ondition dit que les pis roissent plus vite que les trous. Notre
but dans ette setion est de dérire plus préisément le omportement asymptotique du
proessus Xn sous ette hypothèse. Notre théorème 11 dit que presque sûrement le prol
nit par adopter une forme de peigne. La forme exate du peigne dépend en l'ourene de
la position relative de β1 par rapport à l'intervalle [β2, β0], par onséquent on établit trois
résultats analogues dont les preuves dièrent légèrement.
Avant d'énoner es résultats nous avons besoin d'introduire quelques notations. On érira
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t−1Xnt pour le veteur
(
t−1Xnt (1), . . . , t−1Xnt (n)
)
. Pour deux veteurs a = (a1, . . . ak) et
b = (b1, . . . bℓ) on dénit le veteur
(a, b) := (a1, . . . ak, b1, . . . bℓ).
On désignera par (−) le veteur vide. Soit E1 l'ensemble des n-uplets de la forme
(a1, β2, a2, . . . , ak−1, β2, ak), (2.18)
où k ∈ N, et pour 1 ≤ i ≤ k, ai est un veteur qui vaut soit (β0), soit (v2, v2). ai peut ainsi
être un élément de R ou de R
2
.
On dénit de même E2 omme l'ensemble des n-uplets de la forme
(βi1 , . . . βin), (2.19)
où ij ∈ {0, 1, 2}, ij 6= ij+1 pour 1 ≤ j ≤ n− 1 et i1, in 6= 2.
Soit Hn,∞ le prol de Gates-Westott ave la ondition inni au bord. Conernant le
proessus H2,∞, on remarque que elui-i est identique au proessus H2, ave β0 remplaé
par β1, et β1 par β2. La preuve de la proposition 11 s'applique don aussi à H
2,∞
et par
onséquent elui-i est ergodique si β2 > β1, ave une vitesse asymptotique
v2,∞ = 2
β1β2
β1 + β2
.
On dénit alors E3 omme l'ensemble des n-uplets de la forme
(eL, β0, a1, β0, a2, . . . , ak−1, β0, ak, β0, eR), (2.20)
où k ∈ N, ai = (β2) ou (v2,∞, v2,∞) pour 1 ≤ i ≤ k, et eL, eR = (β1) ou (−).
Théorème 11. Soient n ≥ 1 et x ∈ Nn. On se plae sous la ondition zéro.
(i) Si β2 < β0 ≤ β1 alors t−1Xnt onverge Px-p.s. et
Px
(
lim
t→∞ t
−1Xnt ∈ E1
)
= 1.
(ii) Si β2 < β1 < β0 alors t
−1Xnt onverge Px-p.s. et
Px
(
lim
t→∞ t
−1Xnt ∈ E2
)
= 1.
(iii) Si β1 ≤ β2 < β0 alors t−1Xnt onverge Px-p.s. et
Px
(
lim
t→∞ t
−1Xnt ∈ E3
)
= 1.
Pour illustrer ei la gure 2.7 présente trois réalisations de Xnt pour n = 100, t = 1000
et trois paramètres diérents orrespondant respetivement aux assertions (iii), (ii) et (i).
Remarque. Il est vraisemblable que la onvergene presque sûre du veteur t−1Xnt ait
lieu même sans l'hypothèse β2 < β0. Par exemple lorsque β0 < β2 < β1 notre onjeture,
motivée par l'intuition et les simulations, est que les n sites nissent toujours par se diviser
en un ertain nombre de blos (possiblement un seul, omme dans le as ergodique) de
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Figure 2.7  Xnt pour n = 100, t = 1000, et (a) β = (3, 1, 2) (b) β = (3, 2, 1) ()
β = (2, 3, 1)
diverses largeurs, séparés par des trous de largeur 1, haun de es blos étant ergodique
en prol. Si ei est vrai alors haque site admet une vitesse asymptotique qui est soit vk, k
étant la largeur du blo ontenant le site, soit β2 si le site devient un trou. Malheureusement
nous n'avons pas pu montrer un tel résultat.
La preuve du théorème 11 utilise le résultat tehnique suivant.
Lemme 3. Soit (Zt, t ≥ 0) un proessus markovien de saut sur un ensemble dénombrable
E, et A ⊂ E. Pour un sous-ensemble F ⊂ E on dénit le temps d'entrée TF := inf{t ≥
0 : Zt ∈ F}. On suppose qu'il existe p > 0, N ∈ N et des sous-ensembles B1, . . . , BN et
C1, . . . , CN de E tels que
(a) pour tout x /∈ (A ∪B), où B = ∪Ni=1Bi, on ait
Px(TB < +∞) = 1,
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(b) pour tout i ∈ {1, . . . , N}, et x ∈ Bi\A,
Px(TCi∪A < +∞) = 1,
et
Px(ZTCi∪A ∈ A) ≥ p.
Alors pour x ∈ Ac, on a Px(TA < +∞) = 1.
Démonstration. On onsidère la partition (B′1, . . . B′N ) de l'ensemble B dénie par B
′
1 = B1
et
B′k = Bk\
(
∪k−1i=1Bi
)
, 2 ≤ k ≤ N.
On ommene par dénir par réurrene une suite roissante de temps d'arrêt. Pour que
ette suite soit bien dénie, on est obligé d'adjoindre un élément ∂ à l'ensemble E et
d'utiliser les onventions inf ∅ =∞ et Z∞ = ∂.
Soit x /∈ A. On pose
τ1 := inf{t ≥ 0 : Zt ∈ B},
et on dénit i1 l'indie tel que Zτ1 ∈ B′i1 , puis
τ ′1 :=
{
inf{t ≥ τ1 : Zt ∈ Ci1 ∪A}, si Zτ1 /∈ A,
∞, sinon.
Pour n ≥ 2, on pose
τn :=
{
inf{t ≥ τ ′n−1 : Zt ∈ B}, si Zτ ′n−1 /∈ A ∪ {∂},
∞, sinon, ,
et on dénit in l'indie tel que Zτn ∈ B′in si τn <∞, et
τ ′n :=
{
inf{t ≥ τn : Zt ∈ Cin ∪A}, si Zτn /∈ A ∪ {∂},
∞, sinon.
Dans ette onstrution la suite (Zτ1 , Zτ ′1 , . . . , Zτn , Zτ ′n , . . . ) est telle que Zτ1 /∈ A, Zτ ′1 /∈
A, Zτ2 /∈ A . . . jusqu'à e qu'un de ses termes appartienne à A, alors tous les termes
suivants sont égaux à ∂. En proédant par réurrene, la propriété de Markov forte et les
hypothèses (a) et (b) donnent :
∀n ≥ 1, Px(Zτ1 /∈ A,Zτ ′1 /∈ A, . . . Zτn /∈ A,Zτ ′n /∈ A) ≤ (1− p)n.
En faisant n→∞ dans ette inégalité, on obtient Px(∀t ≥ 0, Zt /∈ A) = 0.
Preuve du théorème 11 . Pour tout prol h et i < j, on note
∆i,j(h) := h(i) + · · · + h(j − 1) (2.21)
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la diérene de hauteur entre les sites i et j. On va onsidérer les sous-ensembles suivants
de Z
n−1
. Pour simplier les notations, dans les aolades x désignera n'importe quelle
onguration de prol h.
Bi := {h ∈ Zn−1 : h(i) = 0}, 1 ≤ i ≤ n− 1,
Ai := {h ∈ Zn−1 : h(i− 1) ≥ 0, h(i) ≤ 0}, 2 ≤ i ≤ n− 1,
A := ∪n−1i=2 Ai,
B := ∪n−1i=1 Bi,
C1 := {h ∈ Zn−1 : min(x(1), x(2)) = x(3)},
Ci := {h ∈ Zn−1 : min(x(i), x(i + 1)) = max(x(i− 1), x(i + 2))}, 1 ≤ i ≤ n− 2,
Cn−1 := {h ∈ Zn−1 : min(x(n − 1), x(n)) = x(n − 2)}.
Ci est l'ensemble des prols dans lesquels le site le plus bas du blo {i, i+1} est au même
niveau que le site le plus haut parmi les sites voisins de e blo (il y a en général deux
voisins exepté si i = 1 ou si i = n− 1). Remarquons que si h ∈ (A ∪B)c alors h est de la
forme
h(1) < 0, . . . , h(i0 − 1) < 0, h(i0) > 0, . . . , h(n − 1) > 0,
pour un i0 qui est don l'unique site de hauteur maximale. Cei sera utilisé plusieurs fois
dans ette preuve.
Quelques notations doivent maintenant être introduites. Si 1 ≤ a ≤ b ≤ n et x0 ∈ Nb−a+1,
on note
(Xa:b,x0,t0t , t ≥ 0) (2.22)
le proessus de Gates-Westott ave b−a+1 sites et ondition zéro, partant de x0, et déni
selon la onstrution (2.11) mais en utilisant les proessus de Poisson Nk,j(t0+ ·), a ≤ j ≤
b, 0 ≤ k ≤ 2. Lorsque t0 = 0 et exposant sera abandonné pour alléger les notations. Par
ailleurs pour tout veteur x ∈ Rn, on dénit
x(a : b) := (x(a), x(a + 1), . . . , x(b)).
On ommene par la preuve de (i), en proédant par réurrene sur n. Le as n = 1 est
trivial. Le as n = 2 est une onséquene de la proposition 11 si β1 > β0, et du fait que
si β1 = β0 alors X
2
t (1) et X
2
t (2) sont des proessus de Poisson d'intensité β1. On prend
maintenant n ≥ 3 et on suppose que (i) est vériée pour tout k < n. Pour Y ⊂ Zn−1 on
notera TY := inf{t ≥ 0 : Hnt ∈ Y }, et on utilise aussi les notations suivantes :
EY (t) := {∀s ≥ t,Hns ∈ Y },
et
FY := ∪t≥0EY (t).
Soit i ∈ {2, . . . , n − 1}. Sur l'évènement EAi(t), à partir de l'instant t la valeur de Xnt (i)
augmente d'une unité aux instants de saut de N2,i, et uniquement à es instants. En eet,
pour s ≥ t, si à la fois Hns (i− 1) > 0 et Hns (i) < 0 alors Vi(Hns ) = 2, et par ontre si l'un
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des deux est nul alors tout saut du site i est prohibé par l'évènement EAi(t). On a par
onséquent
EAi(t) ⊂ {∀s ≥ t,Xns (i) = Xnt (i) +N2,i(s)−N2,i(t)},
et par suite, pour tout x ∈ Zn,
Px-p.s., FAi ⊂ {lim t−1Xnt (i) = β2}. (2.23)
On utilise maintenant le fait que tant queHnt ∈ Ai, les veteursXnt (1 : i−1) etXnt (i+1 : n)
évoluent omme deux opies indépendantes du proessus de Gates-Westott ave i − 1
(respetivement n− i) sites. Plus préisément sur l'évènement EAi(t0) ∩ {Xnt0 = x0}, on a
- Xnt0+t(1 : i− 1) = X
1:i−1,xℓ0,t0
t , où x
ℓ
0 = x0(1 : i− 1), et
- Xnt0+t(i+ 1 : n) = X
i+1:n,xr0,t0
t , où x
r
0 = x0(i+ 1 : n).
Par onséquent l'hypothèse de réurrene assure que Px-p.s.,
FAi ⊂
{
t−1Xnt (1 : i− 1) et t−1Xnt (i+ 1 : n) onvergent
et leurs limites sont de la forme (2.18)
}
. (2.24)
Grâe à (2.23) et à (2.24) il sut de montrer que
Ph(∪n−1i=2 FAi) = 1 (2.25)
pour ahever la preuve. On prouve d'abord l'existene d'une onstante r > 0 telle que pour
tout h ∈ Ai,
Ph(EAi(0)) ≥ r. (2.26)
D'une part, en partant d'un prol h ∈ Ai, un saut des sites i− 1 et i+1 susent à rendre
le site i stritement plus bas que ses deux voisins, don il existe r1 > 0 tel que pour h ∈ Ai,
Ph
(∀t ≤ 1, Hnt ∈ Ai; Hn1 (i− 1) > 0 et Hn1 (i) < 0) ≥ r1. (2.27)
D'autre part si h′ est un prol tel que h′(i−1) > 0 et h′(i) < 0, alors on a Ph′-p.s. l'inlusion
{∀t ≥ 0, N2,i(t) ≤ min(N0,i−1(t), N0,i+1(t))} ⊂ EAi(0)
(on rappelle que les sauts de N0,j sont aussi des sauts de N1,j puisque β1 ≥ β0). Puisque
β2 < β0, on peut trouver une onstante r2 > 0 telle que pour h
′
omme plus haut, on ait
Ph′(EAi(0)) ≥ r2. (2.28)
Par onséquent (2.26) ave r = r1r2 déoule de (2.27) et de (2.28). Finalement (2.25) sera
une onséquene de (2.26), de la propriété de Markov forte et du fait que pour tout h /∈ A,
Ph(TA < +∞) = 1, (2.29)
ette dernière propriété restant maintenant à montrer. Pour ela on va vérier que les
hypothèses (a) et (b) du lemme 3 sont satisfaites.
Pour (a) on prend h /∈ (A ∪ B). Soit i l'unique site de hauteur maximale dans le prol h.
Si i > 2 alors h(i− 2), h(i − 1) < 0 (et si i = 2 'est aussi le as par onvention), de sorte
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que sur l'évènement {TB > t}, omme es deux inégalités restent vériées jusqu'à l'instant
t, on a
Hnt (i− 1) = h(i− 1) +N1,i−1(t)−N0,i(t), Ph-p.s.
On déduit de ette égalité que
Ph(TB = +∞) ≤ Ph(∀t ≥ 0, h(i − 1) +N1,i−1(t)−N0,i(t) < 0) = 0.
Par la symétrie du proessus, le as i = 1 peut être traité de manière analogue au as
i = n.
On passe maintenant à (b), en onsidérant don un prol initial h ∈ Bi\A. Pour un tel
prol h, il existe un indie i ∈ {2, . . . n− 1} tel que
h(1) < 0, . . . , h(i− 1) < 0, h(i) = 0, h(i + 1) > 0, . . . , h(n − 1) > 0. (2.30)
Notons que sur l'évènement {TCi∪A > t}, toutes les inégalités strites dans (2.30) doivent
être préservées jusqu'à l'instant t, ainsi {TCi∪A > t} ⊂ {∀s ∈ [0, t], Vi−1(Hns ) = 1}. Par
onséquent on a, pour toute onguration x dont le prol est h :
Px-p.s., {TCi∪A > t} ⊂ {Xnt (i− 1) = x(i− 1) +N1,i−1(t)}.
Par un argument analogue on a aussi :
Px-p.s., {TCi∪A > t} ⊂ {
(
Xnt (i),X
n
t (i+ 1)
)
= X
i:i+1,(0,0)
t },
et en ombinant es deux inlusions on obtient {TCi∪A > t} ⊂ {Hnt (i − 1) = h(i − 1) +
N1,i−1(t)−Xi:i+1,(0,0)t (1)}, Px-p.s. En laissant t→∞ on a alors
Ph(TCi∪A = +∞) ≤ P(∀t ≥ 0, h(i − 1) +N1,i−1(t)−Xi:i+1,(0,0)t (1) < 0). (2.31)
Si β1 > β0 la probabilité dans (2.31) est nulle puisque p.s.,
lim
1
t
(
h(i− 1) +N1,i−1(t)−Xi:i+1,(0,0)t (1)
)
= β1 − v2 > 0,
où la dernière inégalité est une onséquene direte de la dénition de v2. Si β1 = β0 ette
probabilité est aussi nulle puisque h(i − 1) +Xi:i+1,(0,0)t (1) −N1,i−1(t) n'est alors rien de
plus qu'une marhe aléatoire symétrique sur Z. Maintenant par symétrie le as i = 1 se
traite de la même façon que le as i = n− 1.
Finalement, la loi du proessus (X2t , t ≥ 0) étant éhangeable (permuter les 2 oordonnées
de X2t ne modie pas sa loi), on a que
Ph(H
n
TCi∪A
∈ Ci ∩A) ≥ Ph(HnTCi∪A ∈ Ci ∩A
c).
En partiulier, Ph(H
n
TCi∪A
∈ A) ≥ 1/2, e qui onlut la preuve de (i).
Les preuves de (ii) et (iii) sont basées sur les mêmes idées. Attaquons-nous à (ii). La
propriété (ii) est triviale pour n = 1. Pour n = 2 elle n'est pas beauoup plus dure : le
proessus H2t ∈ Z est une marhe aléatoire au plus prohe voisin, plus préisément |H2t |
augmente d'une unité au taux β0 et déroît d'une unité au taux β1 (exepté bien sûr en
0). On a don Ph(FN ∪ F−N) = 1, e qui nous permet de onlure.
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Comme on l'a fait pour (i), on va utiliser le lemme 3 pour montrer que Ph(TA < +∞) = 1
pour h /∈ A, et onlure par réurrene. Cependant ette fois-i ette égalité n'est vraie
que si n ≥ 4, don il est néessaire de traiter d'abord le as n = 3 séparément.
Pour n = 3 posons
K1 = {h ∈ Z2 : h(1) ≥ 0, h(2) ≤ 0},
K2 = {h ∈ Z2 : h(1) ≤ 0, h(2) ≥ 0}.
Comme dans la preuve de (i) il existe r > 0 tel que Ph(EKi(0)) ≥ r pour tout h ∈ Ki, et
une fois qu'on sait que H3t nit par rester dénitivement dans l'un de es deux ensembles,
'est terminé. En posant K = K1 ∪K2, il est enore une fois susant, grâe à la propriété
de Markov, de montrer que pour h ∈ Kc on a Ph(TK < +∞) = 1. Supposons par exemple
que h(1), h(2) > 0. Alors sur l'évènement {TK > t}, on a H3t (1) = h(1)+N1,1(t)−N1,2(t),
Ph-p.s., don
Ph(TK = +∞) ≤ P(∀t ≥ 0, h(1) +N1,1(t)−N1,2(t) > 0) = 0
à ause de la réurrene de la marhe aléatoire symétrique sur Z.
Fixons maintenant n ≥ 4 et vérions (a) dans le lemme 3. Soit h /∈ (A∪B) et i l'unique site
de hauteur maximale dans le prol h. On peut supposer que i ≥ 3 sans perte de généralité
grâe à la symétrie. Sur l'évènement {TB > t}, on a
Hnt (i− 2) = h(i− 2) +N1,i−2(t)−N1,i−1(t), Ph-p.s.
Enore une fois on obtient Ph(TB = +∞) = 0 par la réurrene de la marhe aléatoire
symétrique sur Z.
On vérie maintentant (b) dans le lemme 3. Soit h ∈ Bi\A. On suppose que 2 ≤ i ≤ n−1,
puisque le as i = 1 est identique au as i = n− 1 par symétrie. Sur l'évènement {TCi∪A >
t}, on a Ph-p.s.,(
Hnt (i− 1),∆i−1,i+1Hnt
)
=
(
h(i− 1),∆i−1,i+1h
)
+
(
N1,i−1(t), N1,i−1(t)
)−Xi:i+1,(0,0)t
(la notation ∆i−1,i+1h est introduite dans (2.21)). On dénit les évènements
G1(t) = {∀s ≥ t,Xi:i+1,(0,0)s (1) < Xi:i+1,(0,0)s (2)},
G2(t) = {∀s ≥ t,Xi:i+1,(0,0)s (1) > Xi:i+1,(0,0)s (2)}.
On a
{TCi∪A = +∞} ∩G1(t) ⊂ {∀s ≥ t,Hns (i− 1) = Hnt (i− 1)+
(
N1,i−1(s)
−N1,i−1(t)
)− (N1,i(s)−N1,i(t))}.
Enore par la réurrene de la marhe aléatoire symétrique on déduit de ei que
Ph({TCi∪A = +∞} ∩G1(t)) ≤ Ph
(∀s ≥ t,Hnt (i− 1) + (N1,i−1(s)−N1,i−1(t))
− (N1,i(s)−N1,i(t)) < 0
)
= 0. (2.32)
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Similairement, on a
{TCi∪A = +∞} ∩G2(t) ⊂ {∀s ≥ t,∆i−1,i+1Hns = ∆i−1,i+1Hnt +
(
N1,i−1(s)
−N1,i−1(t)
)− (N1,i+1(s)−N1,i+1(t))},
et on déduit que
Ph({TCi∪A = +∞} ∩G2(t)) = 0. (2.33)
Par la remarque i-dessus sur le proessus à 2 sites, on obtient
P
⋃
t≥0
G1(t)
 ∪
⋃
t≥0
G2(t)
 = 1,
et par onséquent (2.32) et (2.33) impliquent que Ph({TCi∪A = +∞}) = 0. Le fait que
Ph(H
n
TCi∪A
∈ A) ≥ 1/2 déoule de l'argument de symétrie omme pour la preuve de (i).
Enn, la preuve de (iii) est analogue à elle de (i). On va montrer qu'ave probabilité 1,
ertains sites deviennent (et restent dénitivement) plus hauts que leurs voisins. Quand
ei survient la onguration est divisée en deux parties disjointes, mais ette fois-i des
bords innis sont éventuellement réés et ei doit être pris en ompte. Pour ette raison
il est néessaire d'étudier les trois types de onditions au bord (0, 1 ou 2 bords innis)
pour faire fontionner la réurrene. Ainsi notre hypothèse de réurrene ontiendra trois
propriétés. On pose
(Hn) : pour tout x ∈ Nn, t−1Xnt onverge Px-p.s. (resp. P∞x -p.s. et P0,∞x -p.s.) vers un
veteur aléatoire G (resp. G∞ et G0,∞), qui est de la forme
(bℓ, β0, a1, β0, a2, . . . , ak−1, β0, ak, β0, br), (2.34)
où bℓ et br sont donnés par :
- pour G : bℓ, br = (β1) ou (−) ;
- pour G0,∞ : bℓ = (β1) ou (−), et br = (β2) ou (v2,∞, v2,∞) ;
- pour G∞ : bℓ, br = (β2) ou (v2,∞, v2,∞).
Si w et w′ sont deux veteurs de la forme (2.34) alors le veteur onaténé (w, β0, w′) est
aussi de la forme (2.34). Puisque (H1) et (H2) sont vériées, le problème est enore réduit
à montrer que la séparation en deux blos survient presque sûrement pour n ≥ 3. On pose
Di := {h : h(i− 1) ≥ 0, h(i) ≤ 0}, i = 1, . . . , n
(les oordonnées h(0) et h(n) sont dénies par les onditions au bord), et on doit montrer
que :
Ph(∪ni=1FDi) = 1, P∞h (∪n1i=2FDi) = 1, et P0,∞h (∪n−1i=1 FDi) = 1.
Mais β0 est maintenant le paramètre le plus petit, don on obtient aisément l'analogue de
(2.26), et il reste à montrer que
Ph(TD < +∞) = 1, P∞h (TD∞ < +∞) = 1, et P0,∞h (TD0,∞ < +∞) = 1,
où D = ∪ni=1Di,D∞ = ∪n−1i=2 Di etD0,∞ = ∪n−1i=1 Di. La première de es trois égalités est une
onséquene du fait que toute onguration appartient à l'ensemble D. Pour prouver les
deux autres inégalités on peut suivre exatement la preuve de (i), sauf que Ai est remplaé
par Di, β2 et β0 inversent leurs rles, v
2
est remplaé par v2,∞ et les ensembles Ci sont
dénis par des inégalités opposées.
52 Chapitre 2. Résultats sur le modèle de Gates-Westott
2.8 une ondition susante d'ergodiité dans le domaine β0 <
β2 < β1
Remarquons tout de suite que même si notre système admet trois paramètres β0, β1 et
β2, il n'y a en réalité que deux vrais degrés de liberté. Dans la suite on onsidère β0 omme
une onstante xée une fois pour toutes (β0 = 1 par exemple). Ce hoix est justié ar on
peut toujours se ramener à β0 = 1 en travaillant ave le proessus (X
n
t/β0
, t ≥ 0).
Comme on peut le voir sur la gure 2.8, les théorèmes 10 et 11 font que le aratère
(réurrent, ergodique) du proessus de Gates-Westott reste inompris dans deux zones de
paramètres. Dans ette setion et la suivante on hoisit de se onentrer sur les paramètres
dans le domaine
D = {β = (β0, β1, β2) : β0 < β2 < β1}, (2.35)
et on se plae sous la ondition zéro. Notre premier résultat dans ette diretion, le théorème
12, donne une ondition susante d'ergodiité. En soi ette ondition n'est pas expliite
puisque la valeur de d˜n(β1) dénie en (2.37) n'est pas onnue a priori. La valeur de β0
étant désormais xée égale à 1, notre stratégie est de donner pour haque β1 > β0 une
valeur seuil de β2 au dessus de laquelle l'ergodiité a lieu.
L'idée prinipale est d'exploiter la omparaison qui existe entre Xn et le proessus auxiliaire
X˜n déni omme le proessus de Gates-Westott de paramètres
β˜0 = β0, β˜1 = β1 et β˜2 = β1. (2.36)
D'après la proposition 8, on peut onstruire Xn et X˜n de façon que Xnt ≤ X˜nt , t ≥ 0. Or
e proessus auxiliaire a plusieurs avantages :
• il est attratif d'après la proposition 7, et e ontrairement à Xn. Dans le théorème
10, Xn était attratif, e qui avait une ertaine importane dans sa démonstration,
mais ii le aratère attratif de X˜n est susant pour nos besoins.
• il ne fait plus intervenir la valeur de β2, e qui est ruial pour obtenir une ondition
expliite d'ergodiité,
• on va voir qu'il peut être majoré de façon à obtenir les résultats (a) et (b).
Remarque. Rien ne dit qu'il existe un ouplage monotone entre les proessus de para-
mètres (β0, β1, β2) et (β0, β1, b), pour b ∈]β2, β1[. La proposition 8 ne le garantit que pour
b ≥ β1.
Toutes les quantités relatives au proessus X˜n seront notées ave un ∼. Pour β1 > β0 et
n ≥ 2, on dénit
d˜n(β1) := inf{d > 0 : P0(X˜nt (n) ≥ dt) = Oexp(t)}. (2.37)
Puisque X˜nt (n) est dominé par un proessus de Poisson d'intensité β1, et minoré par un
autre proessus de Poisson d'intensité β0 on a bien sûr d˜n(β1) ∈ [β0, β1]. Par ailleurs il
déoule des propositions 8 et 9 que
d˜n(β1) est une fontion roissante de n et de β1. (2.38)
Théorème 12. Soient n ≥ 2 et β ∈ D. Si β1 > β0 et β2 > d˜n(β1), alors Hk est ergodique
pour k ≤ n+ 2.
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Corollaire 2. Si β1, β2 > β0 alors H
3
est ergodique.
Le théorème suivant est une appliation pratique du résultat abstrait que onstitue le
théorème 12 :
Théorème 13. Soient n ≥ 2 et β ∈ D. Le proessus Hk est ergodique pour 2 ≤ k ≤ n+2
si β satisfait l'une des onditions suivantes :
(a) β2 > nβ0,
(b) β2 > ((n− 1)β1 + β0)/n.
De plus Hk est ergodique pour tout k ≥ 2 si le paramètre β vérie :
() β2 > 4
√
2
√
β1β0.
Avant de passer aux preuves de es résultats nous ommentons brièvement leur intérêt,
en gardant à l'esprit la gure 2.8. Dans le théorème 13, la ondition (a) améliore signi-
ativement la seule ondition d'ergodiité dans D que nous avions jusque là, à savoir la
ondition β2 > (n − 1)2β0 du théorème 8. La ondition (b) a l'avantage de montrer que
pour tout n il existe un voisinage à droite du domaine {β : β0 < β1 ≤ β2} traité dans
[3℄, dans lequel l'ergodiité a enore lieu. La ondition () est la plus importante des trois
puisqu'elle fournit une zone d'ergodiité qui est indépendante du nombre de sites, e qui
n'est pas le as de (a) et (b). Dans la setion suivante le théorème 14 donnera de même
une zone de transiene indépendante de n.
β0
β0
β1
β2
0
(n− 1)2β0
T
h
é
o
r
è
m
e
7
Theorème 10
Theorèmes 13 et 14
Theorème 11
← Théorème 8
Figure 2.8  Les diérents résultats sur le diagramme des paramètres
Nous avons d'abord besoin d'introduire quelques notations et de deux lemmes prélimi-
naires.
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- ∆s,tj X
n := Xnt (j)−Xns (j),
- τ jt := sup{s ≤ t : ∆jXns = 0}. Ce n'est pas un temps d'arrêt.
- Pλ désignera toujours une variable aléatoire de loi Poisson(λ).
- a+ := max(a, 0), a ∈ R.
Remarque. Puisque ∆jX
n
t est égal en loi à −∆n−jXnt , montrer la tension exponentielle
de (Hnt , t ≥ 0) revient à vérier que pour tout j,
P0(∆jX
n
t ≥ k) = Otexp(k), (2.39)
'est-à-dire la tension exponentielle de ((∆jX
n
t )
+, t ≥ 0).
Lemme 4. Supposons qu'il existe des onstantes Cj, αj > 0 telles que
∀t ≥ 0, ∀ℓ ∈ N ∩ [0, t], P0(∆jXnt > 0; τ jt ∈ [ℓ− 1, ℓ[) ≤ Cje−αj(t−ℓ). (2.40)
Alors ((∆jX
n
t )
+, t ≥ 0) est exponentiellement tendu.
Démonstration. Soit t ≥ 0 et k ∈ N. On pose
m = min{q ∈ N : t− q ≤ k
2β1
}.
On a k/(4β1) ≤ (t −m) ≤ k/(2β1), dès que k ≥ 4β1 et t ≥ k2β1 . Mais on peut supposer
que es deux ontraintes sont vériées : la première pare que la onlusion du lemme ne
dépend pas des valeurs de P0(∆jX
n
t ≥ k) pour un nombre ni de k, et la seonde pare
que quand elle n'est pas vériée la onlusion s'obtient en érivant : P0(∆jX
n
t ≥ k) ≤
P(Pβ1t ≥ k) ≤ P(Pk/2 ≥ k) = Oexp(k).
On déompose
P0(∆jX
n
t ≥ k) ≤ P0(∆jXnt ≥ k, τ jt ≥ m) + P0(∆jXnt > 0, τ jt ≤ m).
Dans ette somme, le premier terme est majoré par
P(Nj,1(t)−Nj,1(m) ≥ k) ≤ (Pβ1(t−m) ≥ k) ≤ P(Pk/2 ≥ k) = Oexp(k),
et le seond terme est majoré par∑
ℓ≤m
Cje
−αj(t−ℓ) ≤
∑
t−ℓ≥k/(4β1)
Cje
−αj(t−ℓ)
≤
∑
u≥0
Cje
−αj(k/(4β1)+u)
= Cj(1− e−αj )−1e−
αj
4β1
k
.
Lemme 5. Soit β ∈ D et 1 ≤ j ≤ n − 1. On suppose que pour i = 1, . . . , j − 1,
((∆iX
n
t )
+, t ≥ 0) est exponentiellement tendu, et qu'il existe dj < β2 tel que
P0(X˜
j
t (j) ≥ djt) = Oexp(t), (2.41)
où X˜j est le proessus déni par (2.36). Alors ((∆jX
n
t )
+, t ≥ 0) est exponentiellement
tendu.
De plus, pour j = n− 1, l'hypothèse (2.41) est superue.
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Démonstration. Prenons d'abord j ≤ n − 2, et hoisissons une onstante L > 0 assez
grande pour que
dj +
j
L
< β2. (2.42)
La onlusion va déouler de (2.40) que nous prouvons maintenant. Les évènements
A1 :=
{
max
i=1,...j−1
∆iX
n
ℓ >
t− ℓ
L
}
et A2 :=
{
∆jX
n
ℓ >
t− ℓ
L
, τ jt ∈ [ℓ− 1, ℓ[
}
vérient
P0(A1),P0(A2) ≤ Dje−γj(t−ℓ),
pour des onstantes Dj, γj > 0. Cette majoration de P0(A1) a lieu par hypothèse, et elle
de P0(A2) a lieu pare que
P0(A2) ≤ P(Nj,1(ℓ)−Nj,1(ℓ− 1) > t− ℓ
L
) = P(Pβ1 >
t− ℓ
L
).
On remarque maintenant que(
{∆jXnt > 0; τ jt ∈ [ℓ− 1, ℓ[} ∩Ac1 ∩Ac2
)
⊂ {∆jXns > 0,∀s ∈ [ℓ, t]; max
i=1,...,j
∆iX
n
ℓ ≤
t− ℓ
L
},
don il ne reste plus qu'à montrer qu'il existe Cj, αj > 0 telles que
∀t ≥ 0,∀ℓ ≤ t,P0
(
∆jX
n
s > 0,∀s ∈ [ℓ, t]; max
i=1,...j
∆iX
n
ℓ ≤
t− ℓ
L
)
≤ Cje−αj(t−ℓ).
Notons A e dernier évènement. On observe que
A ⊂ {∆ℓ,tj Xn > (dj +
j − 1
L
)(t− ℓ)} ∪ {∆ℓ,tj+1Xn ≤ (dj +
j
L
)(t− ℓ)},
don
P0(A) ≤ P0
(
A ∩ {∆ℓ,tj+1Xn ≤ (dj + jL)(t− ℓ)}
)
+P0
(
A ∩ {∆ℓ,tj Xn > (dj + j−1L )(t− ℓ)}
)
. (2.43)
Puisque
{∆ℓ,tj+1Xn ≤ (dj+
j
L
)(t−ℓ)}∩{∆jXns > 0,∀s ∈ [ℓ, t]} ⊂ {Nj+1,2(t)−Nj+1,2(ℓ) ≤ (dj+
j
L
)(t−ℓ)},
le premier terme de la somme (2.43) est majoré par
P
(
Pβ2(t−ℓ) ≤ (dj +
j
L
)(t− ℓ)
)
,
qui est Oexp(t − ℓ) par (2.42). Notons Ej = {x ∈ Nj : maxi=1,...j−1∆ix ≤ t−ℓL }. Une
appliation de la propriété de Markov nous donne que le seond terme de (2.43) est majoré
par :
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sup
x∈Ej
Px
(
∆0,t−ℓj X
j > (dj +
j − 1
L
)(t− ℓ)
)
≤ sup
x∈Ej
Px
(
∆0,t−ℓj X˜
j > (dj +
j − 1
L
)(t− ℓ)
)
≤ P0
(
X˜jt−ℓ(j) > dj(t− ℓ)
)
= Oexp(t− ℓ),
où la première inégalité provient de la proposition 8, la seonde de la proposition 7 et
du fait que max(x) − x(j) ≤ (j − 1)/L pour x ∈ Ej . La dernière inégalité est simplement
dûe à l'hypothèse (2.41). Cei ahève la preuve pour j ≤ n− 2.
Enn on traite le as j = n−1. En appliquant le théorème 10 à X˜n, on obtient (2.41) pour
une ertaine onstante dn−1 < β1. Cette fois on hoisit L tel que dn−1 + n−1L < β1. On a
enore (2.43). Remarquons que sur l'évènement {∆n−1Xnt > 0}, on doit avoir Vn(Xnt ) = 1.
Don dans la somme (2.43) on proède omme pour j < n − 1 pour le seond terme, et
quant au premier terme il est majoré par
P
(
Pβ1(t−ℓ) ≤
(
dn−1 +
n− 1
L
)
(t− ℓ)
)
= Oexp(t− ℓ).
Preuve du théorème 12 . En gardant (2.38) à l'esprit, notre hypothèse implique que β2 >
d˜k(β1) pour k ≤ n. Ainsi nous n'avons qu'à montrer le résultat voulu pour k = n + 2.
Prenons r ∈]d˜n(β1), β2[. Par la proposition 9 et la dénition de d˜n(β1) on a pour tout
j ∈ {1, . . . , n} :
P0(X˜
j
t (j) ≥ rt) = Oexp(t).
On montre par réurrene sur j que pour j = 1, . . . , n+ 1, on a :
(Hj) : ((∆jXn+2t )+, t ≥ 0) est exponentiellement tendu,
qui d'après la remarque préédant le lemme 4 est une ondition susante pour l'ergodiité
de Hn+2. Pour j = 1 on applique simplement le lemme 5, dont les hypothèses sont vériées
puisque β2 > β0 et X˜
1
t est un simple proessus de Poisson d'intensité β0. Pour j ≤ n, le
fait que (Hi) pour i = 1, . . . , j − 1 impliquent (Hj) est une onséquene direte du lemme
5. Pour j = n+ 1 'est enore le as en utilisant la dernière assertion du lemme 5.
Preuve du théorème 13 . À la lumière du théorème 12, on pourra onlure si on montre
que pour tout ε > 0,
P0
(
X˜nt (n) ≥ (nβ0 + ε)t
)
= Oexp(t), (2.44)
P0
(
X˜nt (n) ≥
(
(n− 1)β1 + β0
n
+ ε
)
t
)
= Oexp(t), (2.45)
P0
(
X˜nt (n) ≥ (4
√
2
√
β1β0 + ε)t
)
= Oexp(t). (2.46)
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Premièrement, (2.44) déoule simplement de l'inégalité
X˜nt (n) ≤ max
i=1,...,n
X˜nt (i)
et du fait que maxi=1,...,n X˜
n
t (i) est majoré par un proessus de Poisson d'intensité nβ0.
Montrons maintenant (2.45). Pour alléger les formules on notera gn := n
−1((n−1)β1+β0).
Prenons η < 2(n− 1)−1ε. On pose δ = nε− n(n− 1)η/2 > 0. On a alors
P0
(
X˜nt (n) ≥ (gn + ε) t
)
≤ P0
(
X˜nt (n) ≥ (gn + ε) t; min
i=1,...n−1
∆iX˜
n
t ≥ −ηt
)
+ P0
(
min
i=1,...n−1
∆iX˜
n
t ≤ −ηt
)
Pour x ∈ Nn on dénit
Σx :=
n∑
i=1
x(i).
Alors d'une part
P0
(
X˜nt (n) ≥ (gn + ε) t; min
1≤i≤n−1
∆iX˜
n
t ≥ −ηt
)
≤ P0
(
ΣX˜nt ≥
n∑
j=1
(gn + ε− (n− j)η)t
)
≤ P0
(
ΣX˜nt ≥ (ngn + δ)t
)
= Oexp(t),
puisque dans toute onguration x, on doit avoir Vj(x) = 0 pour au moins un site, e qui
implique que ΣX˜nt est dominé par un proessus de Poisson d'intensité ngn. D'autre part
on a aussi
P0
(
min
i=1,...n−1
∆iX˜
n
t ≤ −ηt
)
= Oexp(t)
omme onséquene direte du théorème 10. Ces deux observations ahèvent la preuve de
(2.45).
Finalement terminons par la preuve de (2.46). On pose t0 := 1/(4
√
2
√
β1β0). Nous allons
montrer que pour k ≥ 1, j ≥ 0 et 1 ≤ i ≤ n, on a
pik,j := P0
(
X˜nkt0(i) ≥ k + j − 1
)
≤
(
1
2
)j
. (2.47)
Cei implique le résultat voulu : si (2.47) est vériée alors pour ε > 0,
P0(X˜
n
t (n) ≥ (1/t0 + ε)t) ≤ P0(X˜nt0(⌊t/t0⌋+1)(n) ≥ ⌊t/t0⌋+ ⌊εt⌋) ≤ (1/2)⌊εt⌋ = Oexp(t)
(ii ⌊t/t0⌋ désigne la partie entière de t/t0). Pour démontrer (2.47) on proède par réur-
rene, en montrant que (Hℓ) est vériée pour tout ℓ ≥ 1, où
(Hℓ) : ∀k ≥ 1, j ≥ 0 ave k + j = ℓ,∀i ∈ {1, . . . , n}, pik,j ≤ (1/2)j .
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Dans la suite on peut supposer sans perte de généralité que
β1 ≥ 2β0, (2.48)
puisque si e n'est pas le as on a d˜n(β1) ≤ β1 ≤ 2β0 ≤ 4
√
2
√
β1β0 et que don () nous
plae dans le adre du théorème 10. On introduit la notation τv,d := inf{s ≥ 0 : X˜ns (v) = d}.
On dit qu'un site i est un noyau au niveau ℓ si le ℓ-ième arré déposé sur le site i est déposé
à un instant où le site i est au moins aussi haut que ses voisins, autrement dit si
Vi(X˜
n
(τi,ℓ)−
) = 0.
Pour i1 ≤ i2 on dit que i1 se propage à i2 dans l'intervalle de temps [s, t] si N1,i1+1, N1,i1+2,
. . . , N1,i2 sautent suessivement entre l'instant s et l'instant t. Pour i1 > i2 ette dénition
s'étend de manière symétrique.
L'inégalité (2.47) pour j = 0, et par onséquent (H1), est triviale. On suppose maintenant
que (Hℓ) est vériée et on prend i ∈ {1, . . . n} et k, j ≥ 1 ave k + j = ℓ+ 1. Alors
pik,j = P0
(
X˜nkt0(i) ≥ k + j − 1
)
≤
n∑
u=1
k∑
m=1
P0
(
X˜n(m−1)t0(u) < k + j − 1; X˜nmt0(u) ≥
k + j − 1; u est un noyau au niveau k + j − 1; u se propage
à i dans l'intervalle [τu,k+j−1, kt0]
)
.
Pour que e dernier évènement ait lieu, les trois onditions suivantes doivent être réunies :
- τu,k+j−2 ≤ mt0,
- N0,u saute au moins une fois dans l'intervalle [max(τu,k+j−2, (m− 1)t0),mt0],
- u se propage à i après le premier de es sauts.
En utilisant le fait que la loi de Poisson vérie P(Pλ ≥ 1) ≤ λ, il en déoule que
pik,j ≤
n∑
u=1
k∑
m=1
pum,k−m+j−1β0t0P0
(
P(k−m+1)β1t0 ≥ |u− i|
)
,
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et par l'hypothèse de réurrene,
pik,j ≤
k∑
m=1
(1/2)k−m+j−1β0t0
n∑
u=1
P0
(
P(k−m+1)β1t0 ≥ |u− i|
)
≤
k∑
m=1
(1/2)k−m+j−1β0t0
∑
v∈Z
P0
(
P(k−m+1)β1t0 ≥ |v|
)
≤ (1/2)j−1β0t0
k∑
m=1
(1/2)k−m(1 + 2E[P(k−m+1)β1t0 ])
≤ (1/2)j−1β0t0
[
k−1∑
r=0
(1/2)r + 2β1t0
k−1∑
r=0
(r + 1)(1/2)r
]
≤ (1/2)j−1β0t0(2 + 8β1t0)
≤ (1/2)j .
La dernière inégalité est une onséquene de (2.48) et du hoix de t0.
2.9 une ondition susante de transiene dans le domaine
β0 < β2 < β1
Dans ette setion on exhibe des paramètres appartenant au domaine D pour lesquels
Hn est transitoire, indépendamment de la valeur de n. Ave la setion préédente ela
montre que le domaine D est mixte, e qui pose à l'avenir le problème de dérire la zone
des paramètres pour lesquels Hn est ergodique, et de eux pour lesquels Hn est transitoire.
Dans le théorème suivant on se plae sous la ondition zéro.
Théorème 14. Fixons β0 > 0 et β2 ∈]β0, 2β0[. Alors il existe B > β0 tel que Hn soit
transitoire pour tout β1 > B et n ≥ 5.
On ommene par un lemme qui dit que pour n = 3, prendre β1 très grand rend la
vitesse asymptotique v3 prohe de sa borne 3β0. On rappelle que par le orollaire 2, v
3
existe dès qu'on prend β1 et β2 stritement supérieurs à β0.
Lemme 6. Soit β1, β2 > β0 et ε > 0. On suppose que
β1 ≥ 27β
2
0β2
ε(β2 − β0) . (2.49)
Alors la vitesse asymptotique vérie
v3 ≥ 3β0 − ε.
Démonstration. On note ii A l'ensemble des ongurations ave un trou :
A = {h ∈ Z2 : h(1) > 0, h(2) < 0}.
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Pour x ∈ N3 on notera aussi x ∈ A si le prol de x appartient à A. On dénit une double
suite de temps d'arrêt en posant :
T0 = 0,
U1 = inf{t ≥ 0 : X3t ∈ A}, T1 = inf{t > U1 : X3t /∈ A},
. . .
Uk+1 = inf{t ≥ Tk : X3t ∈ A}, Tk+1 = inf{t > Uk+1 : X3t /∈ A}, pour k ≥ 2.
On dénit aussi
Yn := ΣX
3
Tn .
Pour montrer le résultat voulu il nous sut de montrer que limn→∞ Yn/Tn ≥ 9β0− 3ε. On
arme d'abord que la suite
In := Yn − (9β0 − 3ε)Tn
est une sous-martingale. Par la propriété de Markov forte 'est le as si pour tout x /∈ A,
Ex[Y1 − (9β0 − 3ε)T1] ≥ 0. (2.50)
Pour établir ette inégalité on fait les observations suivantes :
- Soit Z1 = ΣX
3
U1
le nombre de sauts du proessus avant d'atteindre A. Pour n'importe
quelle onguration initiale y /∈ A la probabilité que la première transition mène à
A est majorée par β0/β1. Ainsi par la propriété de Markov, Z1 est stohastiquement
plus grande que la loi géométrique de paramètre β0/β1, et par onséquent
Ex[Z1] ≥ β1/β0. (2.51)
- Toute onguration y /∈ A telle que Σy /∈ 3Z admet au moins un site j tel que
Vj(y) = 1. Don onditionnellement à Z1, au moins (2Z1/3 − 1) transitions jusqu'à
l'instant U1 surviennent à un taux supérieur ou égal à β1, et de toute façon les
autres surviennent à un taux qui est au moins 3β0. On déduit de ette remarque que
Ex[U1|Z1] ≤ 2Z13β1 +
Z1/3+1
3β0
, et par onséquent
Ex[U1] ≤
(
2
3β1
+
1
9β0
)
Ex[Z1] +
1
3β0
. (2.52)
- La onguration X3U1 appartient à l'ensemble A∩{x ∈ N3 : x(1) = x(2)+1 ou x(3) =
x(2) + 1}. Or, pour toute onguration y dans et ensemble, le temps de sortie de A
partant de y est stohastiquement supérieur au temps d'atteinte de 0 par un proessus
de naissane et de mort sur Z+ partant de 1, ave un taux de naisane égal à β0 et
un taux de mort égal à β2. Par onséquent
Ex[T1 − U1] ≤ 1
β2 − β0 . (2.53)
Maintenant (2.52) et (2.53) nous donnent
Ex[Y1 − (9β0 − 3ε)T1] ≥ Ex[Z1]− (9β0 − 3ε)
[(
2
3β1
+
1
9β0
)
Ex[Z1] +
1
3β0
+
1
β2 − β0
]
=
[
2ε− 6β0
β1
+
ε
3β0
]
Ex[Z1]− (9β0 − 3ε)
(
1
3β0
+
1
β2 − β0
)
.
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La ondition (2.49) implique que (2ε − 6β0)/β1 + ε/(3β0) ≥ 0. En utilisant (2.51) on a
alors
Ex[Y1 − (9β0 − 3ε)T1] ≥
[
2ε− 6β0
β1
+
ε
3β0
]
β1
β0
− (9β0 − 3ε)
(
1
3β0
+
1
β2 − β0
)
≥ ε εβ1
3β20
− 9 β2
β2 − β0 ,
qui est positif sous l'hypothèse (2.49). On onlut qu'on a bien (2.50) et don que la suite
In est une sous-martingale.
On dénit une autre suite (Sk, k ≥ 0) d'entiers naturels en posant S0 = 0, et pour k ≥ 0,
Sk+1 = inf{n > Sk : H3Tn = 0}.
On remarque que TS1 = inf{t ≥ 0 : H3t = 0 et H3t− = (1,−1)}. Or pour un proessus
de Markov ergodique sur un ensemble dénombrable et deux états s1 et s2 ave un taux
de saut positif de s1 à s2, l'instant (aléatoire) de la première transition de s1 vers s2 est
d'espérane nie. De ette remarque on déduit que E0[TS1 ] < ∞, et par onséquent on a
aussi E0|IS1 | < ∞. La propriété de sous-martingale nous donne E0[IS1 ] ≥ 0. Puisque par
la propriété de Markov ISk est la somme de k variables qui sont des opies indépendantes
de IS1 , et que la même hose a lieu pour TSk , une simple appliation de la loi des grands
nombres donne :
3v3 = lim
k→∞
YSk
TSk
= lim
k→∞
ISk
TSk
+ 9β0 − 3ε = E0[IS1 ]
E0[TS1 ]
+ 9β0 − 3ε ≥ 9β0 − 3ε.
Preuve du théorème 14. On rappelle d'abord un fait basique. Si (Nt, t ≥ 0) est un proessus
de Poisson d'intensité λ, et f est une fontion déterministe positive telle que lim∞ f(t)/t =
µ > λ, alors
P(∀t ≥ 0,Nt ≤ f(t)) > 0. (2.54)
Cei peut s'obtenir omme onséquene du fait que P(Nt ≥ λ+µ2 t) = Oexp(t). De la pro-
position 11 et du lemme 6 ave ε = 3β0 − β2, on déduit qu'une ondition susante pour
que
β2 < min(v
2, v3)
est que β1 > B, où
B := max
(
β0β2
2β0 − β2 ,
27β20β2
(3β0 − β2)(β2 − β0)
)
.
Pour n ≥ 5 il est possible de déomposer les n sites en blos de largeur 2 ou 3 séparés
par des trous de largeur 1. Cependant, pour que la suite soit plus lisible, on supposera
désormais que n ∈ 3Z + 2, de sorte à n'utiliser que des blos de largeur 2 et don seule
l'inégalité β2 < v
2
sera néessaire. Bien sûr e qui suit s'adapte sans problème si on ne
suppose plus que n ∈ 3Z+2, auquel as il est néessaire d'utiliser aussi l'inégalité β2 < v3.
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On part de la onguration x := (1, 1, 0, 1, 1, 0, . . . , 1, 1, 0, 1, 1) et on montre que l'évène-
ment E = {∀t ≥ 0,Hnt 6= 0} vérie Px(E) > 0, e qui implique que Hn est transitoire. On
utilise la notation (2.22) et on remarque que
E ⊃
{
∀t ≥ 0,Xnt (3) < min
(
Xnt (2),X
n
t (4)
)} ∩ · · · ∩ {∀t ≥ 0,Xnt (n − 2) <
min
(
Xnt (n − 3),Xnt (n− 1)
)}
=
{
∀t ≥ 0, N3,2(t) < min
(
X
1:2,(0,0)
t (2),X
4:5,(0,0)
t (1)
)} ∩ · · · ∩ {∀t ≥ 0, Nn−2,2(t) <
min
(
X
n−4:n−3,(0,0)
t (2),X
n−1:n,(0,0)
t (1)
)}
.
Le proessus mt = min
(
X1:2t (2),X
4:5
t (1), . . . ,X
n−4:n−3
t (2),X
n−1:n
t (1)
)
vérie
lim
t→∞
mt
t
= v2,
et il est indépendant des proessus de Poisson N3,2, N6,2, . . . , Nn−2,2. Par onséquent le
résultat déoule de (2.54) et du fait que β2 < v
2
.
2.10 Étude du as n = 4
Dans ette setion on montre, toujours sous la ondition zéro :
Théorème 15. Si β1, β2 > β0 alors H
4
est ergodique.
Ce résultat n'est pas inlus par le théorème 13. Il peut paraître sans importane ar en soi
l'étude du proessus Hn pour n = 4 n'est pas ruiale. On a hoisi ependant de l'exposer
ar sa démonstration utilise un ingrédient supplémentaire par rapport au théorème 13, or
omme on expliquera dans la setion 2.12, on espère que et ingrédient puisse être utile
pour n quelonque an d'aaiblir les onditions du théorème 13.
On ommene par deux lemmes et un résultat préliminaire sur le proessus de Gates-
Westott ave n = 2 et ave les onditions au bord : inni à gauhe et zéro à droite.
Ce proessus sera noté Yt = (Yt(1), Yt(2)) dans ette setion. Notre proposition 13 est un
résultat préliminaire qui dit en substane que dans le proessus Yt, le site de gauhe a pour
vitesse asymptotique β1. La démonstration de ette proposition requiert elle-même deux
lemmes préliminaires que nous énonçons en premier lieu.
Remarque. Par prinipe standard de grandes déviations, on entend que si (Xi, i ≥ 0) est
une suite i.i.d. ave des moments exponentiels, alors pour tout ε > 0,
P
(
n∑
i=1
Xi ≥ (EX + ε)n
)
= Oexp(n), et P
(
n∑
i=1
Xi ≤ (EX − ε)n
)
= Oexp(n).
Dans ette setion on note qi(x) := βVi(x), x ∈ Nn.
Lemme 7. On suppose qu'il existe des onstantes v,C, α > 0 telles que
∀t ≥ 0, P0
(∫ t
0
qi(X
n
s )ds ≤ vt
)
≤ Ce−αt. (2.55)
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Alors pour ε > 0 il existe des onstantes C ′, α′ > 0 tels que
∀t ≥ 0, P0 (Xnt (i) ≤ (v − ε)t) ≤ C ′e−α
′t
(2.56)
Démonstration. On va utiliser le proessus Mαt := (1 − α)X
n
t (i)eα
∫ t
0
qi(Xns )ds
. Le théorème
T2, page 165 de [8℄, implique que pour tout α < 1, (Mαt , t ≥ 0) est une martingale sous
P0, dite martingale exponentielle (ou de Doléans). On érit alors
P0(X
n
t (i) ≤ (v − ε)t) ≤ P0
(∫ t
0
qi(X
n
s )ds ≤ vt
)
+ P0
(
Xnt (i) −
∫ t
0
qi(X
n
s )ds ≤ −εt
)
.
On hoisit α > 0 assez petit pour que − log(1−α)α < βkβk−ε/2 , k = 0, 1, 2. Alors
P0
(
Xnt (i)−
∫ t
0
qi(X
n
s )ds ≤ −εt
)
= P0
(
log(1− α)Xnt (i)−
∫ t
0
log(1− α)(qi(Xns )− ε/2)ds
≤ −1
2
log(1− α)εt
)
≤ P0
(
log(1− α)Xnt (i) + α
∫ t
0
qi(X
n
s )ds ≥ −
1
2
log(1− α)εt
)
= P0
(
Mαt ≥ e−
1
2
log(1−α)εt
)
≤ E0[Mαt ]e
1
2
log(1−α)εt
= e
1
2
log(1−α)εt.
D'où le résultat annoné ave ε′ = min(α,− log(1− α)ε/2) et C ′ = C + 1.
Lemme 8. Soit une suite (Zi, i ≥ 1) de variables i.i.d ave Zi ≥ 0 et E[Z1] = +∞. On
pose N(t) = inf{n : Sn ≥ t}, ave Sn = Z1 + · · · + Zn. Alors pour tout ε > 0, il existe
α > 0 tel que
P(N(t) ≥ εt) ≤ e−αt.
Démonstration. Soit Z˜i = Zi ∧M , ave M assez grand pour que E[Z˜1] > ε−1. Soit S˜n =
Z˜1+ · · ·+ Z˜n, et N˜(t) = inf{n : S˜n ≥ t}. On note ⌊a⌋ la partie entière supérieure d'un réel
a, et on érit que
P(N(t) ≥ εt) ≤ P(N˜(t) ≥ εt)
≤ P
(
N˜(t) ≥ t
EZ˜1 − δ
)
, pour δ assez petit
≤ P
(
S˜⌈ t
EZ˜1−δ
⌉ ≤ t
)
≤ P
(
S˜⌈ t
EZ˜1−δ
⌉ ≤
t
EZ˜1 − δ
(EZ˜1 − δ)
)
≤ exp
(
− γt
EZ˜1 − δ
)
,
pour un ertain γ > 0, grâe au prinipe standard de grandes déviations.
64 Chapitre 2. Résultats sur le modèle de Gates-Westott
On est maintenant en mesure de donner le résultat annoné sur Yt.
Proposition 13. Pour tout ε > 0,
P0(Yt(1) ≤ (β1 − ε)t) = Oexp(t). (2.57)
Démonstration. En vertu du lemme 7, il sut de montrer que pour ε > 0,
P0
(∫ t
0
q1(Ys)ds ≤ (β1 − ε)t
)
= Oexp(t).
Soit A = {y ∈ N2 : y(1) < y(2)}, et T (t) = ∫ t0 1A(Ys)ds. On a∫ t
0
q1(Ys)ds = β2T (t) + β1(t− T (t)),
de sorte qu'il sut de montrer que pour a > 0, P0(T (t) ≥ at) = Oexp(t). On note
τ1, τ
′
1, τ2, τ
′
2, . . . , les durées des exursions alternativement dans A
c
et dans A. Il s'agit
d'une suite de v.a. indépendantes, où les τi sont de même loi ave E[τi] = +∞, et
m = E[τ ′i ] < +∞. De plus, E[eατ
′
i ] < +∞ pour α assez petit.
Soient Sn :=
∑n
i=1(τi + τ
′
i) et Nt := sup{n ∈ N : Sn < t}. On hoisit λ < a/m, et on érit
P0(T (t) ≥ at) ≤ P0(Nt ≥ λt) + P0
⌈λt⌉∑
i=1
τ ′i ≥
a
λ
⌈λt⌉
 .
Le premier terme est Oexp(t) grâe au lemme 8. Le seond terme aussi grâe au hoix de
λ, au fait que la loi de τ ′i a des queues exponentielles, et au prinipe standard de grandes
déviations.
Remarque. il est important pour la preuve suivante de noter que si r ≤ 0,
P(0,r)(Yt(1) ≤ (β1 − ε)t) ≤ P0(Yt(1) ≤ (β1 − ε)t) = Oexp(t).
Preuve du théorème 15. (i) On peut supposer que β1 ≥ β2 ar sinon le résultat déoule du
théorème 10. On doit montrer que pour j = 1, . . . 3, il existe Cj, αj > 0 tels que
∀t ≥ 0, P0(∆jXnt ≥ k) ≤ Cje−αjk. (2.58)
Comme on l'a dit dans la preuve du théorème 12, les hypothèses du lemme 5 sont auto-
matiquement vériées pour j = 1, don (2.58) est vériée pour j = 1. Par ailleurs si l'on
suppose qu'elle est vériée pour j = 2 alors elle l'est aussi pour j = 3 (par la dernière
assertion du lemme 5). Il reste don à montrer (2.58) pour j = 2, et par le lemme 4 il sut
en fait de montrer qu'il existe C2, α2 > 0 telles que
∀t ≥ 0, P0
(
∆2X
4
t > 0, τ
2
t ∈ [ℓ− 1, ℓ[
) ≤ C2e−α2(t−ℓ). (2.59)
On prend d2 omme dans le théorème 10, puis on hoisit γ > 0 assez petit et L assez grand
pour que
γ < β2 − β0, et d2 + 2/L
1− 1(β2−β0−γ)L
< β1.
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Puisqu'on sait déjà que
P0(∆1X
4
ℓ >
t− ℓ
L
) = Oexp(t− ℓ), que P0(−∆3X4ℓ >
t− ℓ
L
) = Oexp(t− ℓ),
et que
P0(∆2X
4(ℓ) >
t− ℓ
L
, τ2t ∈ [ℓ− 1, ℓ[) ≤ P(Pβ1 >
t− ℓ
L
) = Oexp(t− ℓ)),
on peut noter D = {x ∈ N4 : max(∆1X4ℓ ,∆2X4ℓ ,−∆3X4ℓ ) ≤ (t − ℓ)/L} et la preuve de
(2.59) et don du résultat annoné sera ahevée si l'on montre que
P0
(
∆2X
4
s > 0, ∀s ∈ [ℓ, t]; X4ℓ ∈ D
)
= Oexp(t− ℓ). (2.60)
Notons E l'évènement dans (2.60). On remarque que E ⊂ {∆ℓ,t2 X4 > (d2 + 1L)(t − ℓ)} ∪
{∆ℓ,t3 X4 ≤ (d2 + 2L)(t− ℓ)}. Ainsi,
P0(E) ≤ P0
(
E ∩ {∆ℓ,t2 X4 > (d2 + 1L)(t− ℓ)}
)
+P0
(
E ∩ {∆ℓ,t3 X4 ≤ (d2 + 2L)(t− ℓ)}
)
. (2.61)
Puisque X2 est attratif (en eet dans X2, la valeur de β2 ne joue auun rle don la
proposition 7 est valable), on a
P0
(
E ∩ {∆ℓ,t2 X4 > (d2 +
1
L
)(t− ℓ)}
)
≤ P0
(
X2t−ℓ(2) > d2(t− ℓ)
)
= Oexp(t− ℓ),
grâe au hoix de d2. Quant au deuxième terme dans la somme (2.61), on utilise la propriété
de Markov forte. En notant T 0 := inf{s ≥ 0 : Ys(1) = Ys(2)}, elle-i donne :
P0
(
E ∩ {∆ℓ,t3 X4 ≤ (d2 +
2
L
)(t− ℓ)}) ≤ max
0≤r≤⌈ t−ℓ
L
⌉
P(0,r)
(
Yt−ℓ(1) ≤ (d2 + 2
L
)(t− ℓ))
≤ max
0≤r≤⌈ t−ℓ
L
⌉
P(0,r)
(
T 0 ≥ t− ℓ
(β2 − β0 − γ)L
)
+ P0
(
Y(
1− 1
(β2−β0−γ)L
)
(t−ℓ)(1) ≤ (d2 +
2
L
)(t− ℓ)
)
= P(0,⌈ t−ℓ
L
⌉)
(
T 0 ≥ t− ℓ
(β2 − β0 − γ)L
)
+ P0
(
Y(
1− 1
(β2−β0−γ)L
)
(t−ℓ)(1) ≤ (d2 +
2
L
)(t− ℓ)
)
(la première inégalité utilise la remarque suivant la proposition 13). Or
 on a
P(0,⌈ t−ℓ
L
⌉)
(
T 0 ≥ t− ℓ
(β2 − β0 − γ)L
)
= Oexp(t− ℓ).
C'est une onséquene du fait qu'une marhe aléatoire sur Z ave un rappel onstant
vers 0 atteint 0 en un temps qui a des moments exponentiels.
 par ailleurs, (2.57) implique que
P0
(
Y(
1− 1
(β2−β0−γ)L
)
(t−ℓ)(1) ≤ (d2 +
2
L
)(t− ℓ)
)
= Oexp(t− ℓ)
grâe à l'hypothèse faite sur γ et L.
Cei ahève la preuve.
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2.11 Existene d'une mesure stationnaire pour une innité
de sites, ave β1 = (β0 + β2)/2
Le résultat de ette setion onerne le proessus de Gates-Westott ave une innité
de sites, et ave un paramètre vériant (2.16). Ce proessus, désormais noté (Ht, t ≥ 0),
est à valeurs dans l'espae non dénombrable E = ZZ des ongurations h = (h(k), k ∈ Z).
Ce proessus est déterminé par son générateur innitésimal déni par
Ωf(h) :=
∑
k∈Z
qk(h)
[
f(hk)− f(h)
]
,
pour les fontions f ∈ D(X) (voir la setion 1.4 du hapitre 1). On a noté qk(h) = βVk(h),
et hk = h + e′k où e
′k est le veteur déni dans (2.8). On rappelle que dans le as d'un
nombre ni de sites et sous la ondition périodique, on a le théorème 2.17. La mesure πn
qui apparaît dans e résultat est dénie sur l'ensemble En := {h ∈ Zn :
∑n
i=1 h(i) = 0}
qui est anoniquement en bijetion ave Z
n−1
. On note m la mesure sur Z dénie par
m(k) =
1
Z
r|k|,
ave r =
√
β0/β2 et Z = (1+ r)/(1− r). Alors une autre façon de dérire la mesure πn du
théorème 2.17 est de remarquer que
πn = m⊗n|En,
'est-à-dire la mesure produit m⊗n sur Zn onditionnée par le sous-ensemble En de Zn.
Remarquons au passage que
m({0, 1, . . .}) = 1
1 + r
, m({0, 1, . . .}) = r
1 + r
. (2.62)
Lorsque n → ∞, il est naturel de penser que le onditionnement par En, qui est dû
aux eets de bord, n'a que peu d'inuene sur la projetion de πn sur un ensemble xé
de oordonnées. En d'autres termes, pour n = ∞ on s'attend à voir le onditionnement
disparaître. Le théorème suivant onrme ete intuition.
Théorème 16. La mesure produit µ := m⊗Z est invariante pour le proessus (Ht, t ≥ 0).
Le proessus (Ht, t ≥ 0) n'étant pas un proessus de saut omme l'était le proessus
(Hnt , t ≥ 0), il est impossible pour montrer e théorème d'utiliser le ritère des yles pour
la réversibilité dynamique, omme dans le as d'un nombre ni de sites (voir l'appendie).
Il nous faut don proéder d'une manière plus direte.
Dans la démonstration suivante, on notera pour a ∈ Z,
signe(a) =

+1, si a > 0,
−1 si a < 0,
0, si a = 0.
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e d'une mesure stationnaire pour une innité de sites, ave β1 = (β0+β2)/267
Preuve du théorème 16. Forts du théorème 6 de la setion 1.4, il nous sut de montrer
que ∫
Ωfdµ = 0, (2.63)
pour toute fontion f bornée et loale. Par onséquent, quitte à sommer il est susant de
montrer que (2.63) est vériée par les fontions de la forme
f(h) = 1(h(i) = ai, . . . , h(j) = aj),
où i < j et ai, ai+1, . . . aj ∈ Z. On notera
µ0 :=
∫
fdµ = µ(h(i) = ai, . . . , h(j) = aj) =
1
Zj−i+1
r
∑j
k=i |ak|.
On dénit aussi la onstante
ρ :=
1
rZ
µ0(β1r + β0).
Puisque f(hk) = f(h) pour k /∈ {i, . . . , j + 1}, on a
Ωf(h) =
j+1∑
k=i
qk(h)
[
f(hk)− f(h)]
=
j∑
k=i+1
qk(h)
[
1(h(i) = ai, . . . , h(k − 1) = ak−1 + 1, h(k) = ak − 1, . . . , h(j) = aj)
− 1(h(i) = ai, . . . , h(j) = aj)
]
+ qi(h)
[
1(h(i) = ai − 1, h(i + 1) = ai+1, . . . , h(j) = aj)− 1(h(i) = ai, . . . , h(j) = aj)
]
+ qj+1(h)
[
1(h(i) = ai, . . . , h(j − 1) = aj−1, h(j) = aj + 1)− 1(h(i) = ai, . . . , h(j) = aj)
]
.
On note
∑j
k=i+1Ak(h) le premier terme de ette somme, puis B(h) et C(h) les deux
suivants. On ommene par le alul de
∫
Bdµ.
Si ai > 0, on remarque que
B(h) =
[
β11h(i−1)>0 + β01h(i−1)≤0
]
× [1(h(i) = ai − 1, h(i + 1) = ai+1, . . . , h(j) = aj)− 1(h(i) = ai, . . . , h(j) = aj)],
qui s'intègre en ∫
Bdµ =
(
β1
r
1 + r
+ β0
1
1 + r
)(
µ0
r
− µ0
)
=
1− r
r(1 + r)
µ0(β1r + β0)
= ρ.
Si ai < 0, on remarque que
B(h) =
[
β21h(i−1)>0 + β11h(i−1)≤0
]
× [1(h(i) = ai − 1, h(i + 1) = ai+1, . . . , h(j) = aj)− 1(h(i) = ai, . . . , h(j) = aj)],
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qui s'intègre en ∫
Bdµ =
(
β2
r
1 + r
+ β1
1
1 + r
)
(µ0r − µ0)
= −1− r
1 + r
µ0(β2r + β1)
= −ρ
(la dernière inégalité utilise l'hypothèse (2.16)).
Enn si ai = 0,
B(h) =
[
β21h(i−1)>0 + β11h(i−1)≤0
]
1(h(i) = ai − 1, h(i + 1) = ai+1, . . . , h(j) = aj)
− [β11h(i−1)>0 + β01h(i−1)≤0]1(h(i) = ai, . . . , h(j) = aj),
qui s'intègre en∫
Bdµ =
(
β2
r
1 + r
+ β1
1
1 + r
)
µ0r −
(
β1
r
1 + r
+ β0
1
1 + r
)
µ0
=
µ0
1 + r
(β2r
2 − β0)
= 0.
En mettant es résultats ensemble, on a obtenu∫
Bdµ = signe(ai)ρ. (2.64)
Par un alul analogue, on obtient∫
Cdµ = −signe(aj)ρ. (2.65)
On érit enn
Ak(h) = qk(h)
[
1(h(i) = ai, . . . , h(k − 1) = ak−1 + 1, h(k) = ak − 1, . . . , h(j) = aj)
− 1(h(i) = ai, . . . , h(k − 1) = ak−1 + 1, h(k) = ak, . . . , h(j) = aj)
]
qk(h)
[
1(h(i) = ai, . . . , h(k − 1) = ak−1 + 1, h(k) = ak, . . . , h(j) = aj)
− 1(h(i) = ai, . . . , h(j) = aj)
]
.
En proédant pour haun des deux termes de ette somme omme on l'a fait dans les
préédents aluls, on aboutit à∫
Akdµ =
(
signe(ak)− signe(ak−1)
)
ρ. (2.66)
Les égalités (2.64), (2.65) et (2.66) impliquent le résultat voulu.
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2.12 Questions ouvertes
Pour terminer e hapitre, nous évoquons ertains problèmes ouverts et onjetures qui
sont apparus durant nos reherhes et peuvent motiver une poursuite des investigations
sur le proessus de Gates-Westott.
1. Y'a t-il des as où Hn est ergodique et où il est possible de dire quelque hose sur la
vitesse de onvergene vers la distribution stationnaire ?
2. Après avoir fait la remarque à la n de la Setion 2.2, on peut se poser préisément la
question suivante : si β = (β0, β1, β2) et β
′ = (β0, β1, β′2) ave β2 < β′2, les impliations
suivantes sont-elles vraies ?
Hn est réurrent sous Pβ
0
⇒ Hn est réurrent sous Pβ′
0
,
Hn est ergodique sous Pβ
0
⇒ Hn est ergodique sous Pβ′
0
.
3. Comme mentionné dans la remarque qui suit le théorème 11, on peut se poser la
question de savoir s'il est vrai, pour n'importe quelles valeurs des paramètres, que
∀i ∈ {1, . . . , n}, lim
t→∞
1
t
Xnt (i) existe presque sûrement,
autrement dit que t−1Xnt onverge presque sûrement vers un veteur a priori aléa-
toire (qui peut être en fait déterministe, par exemple si Hn est ergodique). Un ré-
sultat de e type (pour un modèle assez diérent ependant) est obtenu dans [37℄.
Pour ommener par un as simple, on pourrait vérier (ou inrmer) la onjeture
suivante :
si β1 > β0 et β2 < v
2, alors lim
t→∞
1
t
X5t = (v
2, v2, β2, v2, v2).
4. Pour β ∈ D, nous pensons qu'il est possible d'obtenir une onlusion plus forte
que dans le théorème 12. Sous les mêmes hypothèses, nous allons expliquer qu'il est
vraisemblable que
Hk soit ergodique pour k allant jusqu'à 2n + 2. (2.67)
Pour montrer ei il sut de prendre k = 2n+2 et de vérier que (2.39) a lieu pour
j = 1, . . . , 2n + 1.
Pour j = 1, . . . n, il sut de suivre la preuve du théorème 12.
Pour j = n+1, . . . 2n+1, on espère pouvoir obtenir (2.39) en s'inspirant de la preuve
du théorème 15 : il faudrait d'abord montrer que la onlusion de la proposition 13
est toujours valable ave r sites si β2 > d˜r−1(β1) 2. Ensuite il resterait à adapter e
qui est fait dans la preuve du théorème 15.
2. Cela paraît raisonnable : dans e proessus le site 1 évolue alternativement selon un proessus de
Poisson d'intensité β1 et β2. Les périodes d'intensité β1 sont d'espérane innie, alors que les périodes
d'intensité β2 sont d'espérane nie sous l'hypothèse β2 > d˜r−1(β1).
70 Chapitre 2. Résultats sur le modèle de Gates-Westott
5. Prenons n pair pour simplier, et supposons que la onjeture (2.67) soit vériée, de
sorte que vn existe si β2 > (n/2− 1)β0 et β1 > β2 3. Si l'on fait varier β1, est-il vrai
que
lim
β1→∞
vn = nβ0?
Dans le lemme 6 nous avons déjà montré ei dans le as simple où n = 3. Pour n
quelonque, l'intuition reste la suivante : si β1 est immense, partant de l'état plat on
attend un ertain temps distribué selon la loi Exp(nβ0), pour que le premier arré
soit posé, puis ave probabilité prohe de 1 le reste de l'étage se remplit presque
instantanément.
6. Si les deux points préédents sont démontrés, on déduira l'existene d'un phéno-
mène ritique losque l'on augmente β2, pour β1 xé (β1 grand). Plus préisément, on
montrerait aisément que
 Hn est ergodique pour β2 > (n/2− 1)β0,
 Hn est transitoire pour β2 en dessous d'une ertaine valeur prohe de (n/2− 1)β0.
7. Dans le () du théorème 13, on montre en fait que si β1 > 32β0,
lim
n→∞ d˜n(β1) < β1. (2.68)
Est-il vrai que (2.68) a lieu pour tout β1 > β0 ? Si, omme nous le royons, la
réponse est positive, ela fournirait un voisinage à droite de D, indépendant de n, où
l'ergodiité a lieu.
8. Nous avons été obligés d'introduire la onstante d˜n(β1), mais il paraît plausible qu'en
fait l'égalité suivante ait lieu :
d˜n(β1) = v˜
n.
Par une appliation du prinipe standard de grandes déviations, on peut montrer
que 'est le as si H˜n a des temps de retour qui, en plus d'être intégrables, ont des
moments exponentiels. Malheureusement [3℄ ne ontient pas de résultat à e sujet et
ei reste une question ouverte.
9. Dans la setion 2.11, nous avons seulement pu exhiber une distribution stationnaire
pour le prol de Gates-Westott. Rien de plus n'est onnu sur l'ensemble des dis-
tributions stationnaires, ou sur la onvergene en loi du proessus partant du prol
0.
3. en fait β1 > β0 sut grâe au théorème 10
Chapitre 3
Le proessus de ontat sous-ritique
vu du bord
3.1 Dénitions et notations
Ce hapitre porte sur le proessus de ontat sur Z, ainsi que sur un modèle disret, en
relation ave e dernier. Le modèle disret, introduit dans [10℄, onsiste en une perolation
orientée sur un graphe en 2 dimensions et onstitue un analogue en temps disret du
proessus de ontat. L'intérêt de e dernier vient du fait qu'il partage la plupart des
propriétés importantes du proessus de ontat ontinu tout en gardant la simpliité de
manipulation dûe au aratère disret. C'est ommode pour travailler dans un premier
temps en éartant les diultés tehniques propres au temps ontinu, avant d'adapter
éventuellement les raisonnements au ontat lassique. Kuzek [33℄ s'est par exemple plaé
dans e adre pour établir un théorème limite entral pour le bord du proessus.
Les deux proessus seront notés par la lettre ξ, le ontexte permettant de lever toute
ambiguïté. Soit
X := {0, 1}Z.
On rappelle qu'une onguration η ∈ X peut être identiée ave la sous-partie {v ∈ Z :
η(v) = 1} de Z. Par onséquent on érira sup η au lieu de sup{v ∈ Z : η(v) = 1}, et |η| au
lieu de
∑
v∈Z η(v). La onguration identiquement nulle sera notée 0. On dénit aussi les
ensembles suivants (eux notés ave un Y onernent le ontat disret) :
X∞ := {η ∈ X : |η| =∞, sup η < +∞}.
Xf := {η ∈ X : |η| <∞}.
Y := P(2Z), Y ′ := P(2Z + 1).
Y∞ := {A ⊂ 2Z : |A| =∞, supA < +∞}, Y ′∞ := {A ⊂ 2Z+ 1 : |A| =∞, supA < +∞}.
Yf := {A ⊂ 2Z : |A| <∞, A 6= ∅}, Y ′f := {A ⊂ 2Z + 1 : |A| <∞, A 6= ∅}.
Xb∞ := {η ∈ X : |η| =∞, sup η = 0}, Xbf := {η ∈ X : |η| <∞, sup η = 0} ∪ {0}.
Y b∞ := {A ⊂ 2Z : |A| =∞, supA = 0}, Y bf := {A ⊂ 2Z : |A| <∞, supA = 0} ∪ {∅}.
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Si η ∈ X et v ∈ Z on note η ⊕ v la translatée de η selon v, 'est-à-dire :
η ⊕ v(w) = η(w − v), w ∈ Z.
Une onguration non vide majorée peut être dérite par la donnée de la position de
sa partiule la plus à droite, ainsi que de la onguration vue de ette dernière partiule.
Cette deuxième donnée est l'objet d'étude dans e hapitre. Plus préisément, on onsidère
l'appliation
B : X∞ ∪Xf → Xb∞ ∪Xbf
η 7→
{
η ⊕ (− sup η), si η 6= 0,
0, si η = 0.
(3.1)
On dit que B(η) est la onguration η vue du bord. B est dénie de manière similaire
sur Y∞ ∪ Yf et sur Y ′∞ ∪ Y ′f .
Dénition 10. Le proessus de ontat partant de η ∈ X d'intensité λ est le système de
spins sur Z, noté (ξηt , t ≥ 0), déni par ξη0 = η et par les taux de transition suivants.
cv(η) =
{
1, si η(v) = 1
λ(1η(v−1)=1 + 1η(v+1)=1), si η(v) = 0.
(3.2)
On dit que le site v est oupé si η(v) = 1 et vaant si η(v) = 0. Alors (3.2) dit
qu'un site oupé devient vaant au taux 1 et qu'un site vaant devient oupé à un taux
proportionnel au nombre de sites voisins oupés. Si η = {a}, on érit ξat au lieu de ξ{a}t .
Par un simple argument de ouplage, il existe une valeur ritique λc ≥ 0 telle que
si λ < λc, |η| <∞⇒ P(∀t ≥ 0, ξηt 6= 0) = 0, (3.3)
si λ > λc, P(∀t ≥ 0, ξ0t 6= 0) > 0. (3.4)
Il est bien onnu que λc ∈]0,+∞[, et que lorsque λ = λc 'est enore (3.3) qui a lieu [6℄.
Par ailleurs (voir [35℄, Partie VI, Théorème 3.4) si λ < λc alors il existe K, r > 0 tels que
P(ξ0t 6= 0) ≤ Ke−rt, t ≥ 0. (3.5)
On pourra se référer pour plus de détails sur le proessus de ontat au hapitre VI de
[35℄. On dérit maintenant le modèle disret. Il met en jeu le graphe G orienté déni par
l'ensemble de sommets
V = {(x, n) ∈ Z2 : n ≥ 0, x+ n ∈ 2Z},
et par l'ensemble d'arêtes
E = {〈(x, n), (x + 1, n+ 1)〉 , (x, n) ∈ V } ∪ {〈(x, n), (x − 1, n+ 1)〉 , (x, n) ∈ V }.
Soient (Xe, e ∈ E) des v.a. i.i.d. de loi de Bernoulli de paramètre p. On dit que l'arête e
est ouverte si Xe = 1 et fermée sinon. Un hemin dans G est une suite nie (e1, . . . , en)
d'arêtes onséutives. Un hemin (e1, . . . , en) est dit ouvert si haque arête ei est ouverte.
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Pour v1, v2 ∈ V, on note {v1 → v2} l'évènement qu'il existe un hemin ouvert de v1 vers
v2, et pour V1, V2 ⊂ V , on note
{V1 → V2} = {∃v1 ∈ V1,∃v2 ∈ V2 : v1 → v2}
ainsi que {V1 9 V2} son omplémentaire. Pour k ∈ N et A ⊂ 2Z + k ('est-à-dire A ⊂ 2Z
si k pair ou A ⊂ 2Z+1 si k impair), on s'autorise à érire (A, k) au lieu de {(a, k), a ∈ A}.
Dénition 11. Le proessus de ontat disret partant de A ⊂ 2Z est déni par
ξAn = {y : (y, n) ∈ V, (A, 0) → (y, n)}.
C'est une haîne de Markov prenant ses valeurs alternativement dans Y et Y ′.
Pour A ⊂ 2Z+ k on utilisera aussi la notation
ξAk,n = {y : (y, n) ∈ V, (A, k)→ (y, n)}, n ≥ k.
Comme dans le adre ontinu, il existe une valeur ritique pc ∈]0, 1[ telle que
 si p ≤ pc, ∀A ⊂ 2Z nie, P(∀n ∈ N, ξAn 6= ∅) = 0,
 si p > pc, P(∀n ∈ N, ξ0n 6= ∅) > 0.
En outre, si p < pc, il existe ρ > 0 tels que
P(ξ0n 6= ∅) ≤ e−ρn, n ≥ 0. (3.6)
Un fait élémentaire onernant le proessus de ontat est que si la onguration initiale
a la propriété d'être innie et majorée, ette propriété est onservée à tout instant (on
dit qu'une onguration est majorée si l'ensemble de ses sites oupés est borné à droite).
Autrement dit
∀η ∈ X∞,P (∀t ≥ 0, ξηt ∈ X∞) = 1,
et de la même façon on a
∀η ∈ Xf ,P (∀t ≥ 0, ξηt ∈ Xf ) = 1.
Cei reste bien sûr vrai pour le ontat disret.
Figure 3.1  Une réalisation du proessus de ontat disret
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Dénition 12. Supposons que η ∈ X∞ ou η ∈ Xf . Ce qui préède nous autorise à onsi-
dérer le proessus de ontat vu du bord déni par
ζηt := B(ξ
η
t ).
L'invariane par translation dans (3.2) fait de (ζηt , t ≥ 0) un proessus de Markov à valeurs
dans Xb∞ si η ∈ X∞, ou dans Xbf si η ∈ Xf .
Dans le adre disret on dénit de même les proessus
ζAn = B(ξ
A
n ), n ≥ 0,
ainsi que ζAk,n = B(ξ
A
k,n), n ≥ k. Ce sont des haînes de Markov à valeurs dans Y b∞ si
A ∈ Y∞ ou dans Y bf si A ∈ Yf .
Dans e hapitre on s'intéresse à la onvergene en loi des proessus vus du bord,
lorsqu'on part d'une onguration quelonque η innie et majorée, omme par exemple
une demi-droite de sites oupés. Nous rappelons que X est muni de sa topologie produit.
Dans e ontexte la onvergene faible d'une suite µn de probabilités sur X vers une autre
probabilité µ sur X, notée µn =⇒ µ, a lieu si
lim
n→∞
∫
X
fdµn =
∫
X
fdµ,
pour toute fontion loale f sur X.
Dans le as surritique, Galves et Presutti [16℄ ont montré que ∀η ∈ Xb∞, le proessus ζηt
onverge en loi vers une unique mesure invariante. Ce résultat a ensuite été étendu au as
ritique par Cox, Durrett et Shinazi [9℄. Dans es deux derniers as, les démonstrations
s'adaptent sans diulté à la situation du temps disret. Ces deux résultats sont énonés
dans le adre ontinu mais le passage au temps disret ne pose pas de problème. Dans le
as sous-ritique, il est démontré dans le adre disret [41℄ et ontinu [4℄ que le proessus
ζ n'admet pas de distribution stationnaire. Cependant Andjel [2℄ a montré réemment
dans le adre disret l'existene d'une distribution ν telle que pour A ∈ Y b∞, la loi de ζAn
onverge faiblement vers ν. Il ne s'agit pas à proprement parler d'une onvergene en loi
puisqu'il s'avère que la mesure ν est portée par Y bf , autrement dit elle ne harge que les
ongurations nies, alors que le proessus ζAn est à valeurs dans Y
b∞. La mesure ν oïnide
ave la limite de Yaglom du proessus restreint aux ongurations nies (voir théorème
18).
Dans la setion 3.2, nous donnons une preuve alternative de e résultat. Ensuite dans les
setions 3.3 et 3.4 nous abordons, sans le résoudre, le problème d'adapter e même résultat
au proessus de ontat lassique. En partiulier nous prouvons l'existene d'une limite de
Yaglom pour le ontat sous-ritique vu du bord, e qui onstitue un premier pas dans
ette diretion. Bien sûr e résultat possède aussi un intérêt en lui-même.
3.2 Une preuve alternative de la onvergene du ontat sous-
ritique vu du bord
Dans ette setion on fait l'hypothèse que p < pc, et on donne une nouvelle preuve du
théorème suivant dû à Andjel [2℄. Outre le fait qu'elle soit plus ourte, notre motivation
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initiale était de disposer d'une démonstration qui soit plus aisément adaptable au adre
du temps ontinu.
On note L(Z|D) la loi d'une v.a. Z onditionnellement à un évènement D.
Théorème 17 (Andjel, '12). Supposons que p < pc. Il existe une probabilité ν sur Y
b
f telle
que pour tout A ∈ Y b∞, on ait la onvergene faible
L(ζAn ) =⇒ ν, n→∞.
Pour notre preuve omme pour elle de [2℄, l'ingrédient prinipal est le théorème 1
dans [14℄, qui appliqué à notre ontexte donne l'existene d'une limite de Yaglom pour le
proessus ζn :
Théorème 18 (Ferrari, Kesten, Martinez, '95). Supposons que p < pc. Il existe une pro-
babilité ν sur Y bf telle que
L(ζ0n|ξ0n 6= ∅) =⇒ ν, n→∞.
On ommene par introduire quelques notations supplémentaires. Pour a ∈ Z on note
]a,∞[ l'ensemble {a+ 2, a+ 4, . . .}. Pour (x, k) ∈ V , on dénit
Cx,k := {(y, n) ∈ V : |y − x| ≤ n− k},
Lk := {(x, r) ∈ V : r = k},
Fk = σ(Xe, e ∈ Ek), F−x,k = σ(Xe, e ∈ E−x,k), F+x,k = σ(Xe, e ∈ E+x,k),
où
Ek = {< v1, v2 >∈ E : v1, v2 ∈ ∪kj=0Lj},
E−x,k = {〈(y, n), (z, n + 1)〉 ∈ E : n ≥ k, y − x ≤ n− k, z − x ≤ n+ 1− k} ,
E+x,k = E\E−x,k.
Désormais A = ξ0 et n sont xés, et pour simplier les notations on érira ξn et ζn au lieu
de ξAn et ζ
A
n . Soit
G(n) = {(γ0, . . . , γn) : γ0 ∈ 2Z;∀i = 1, . . . , n, |γi − γi−1| = 1}
l'ensemble des hemins de L0 vers Ln. γ sera onfondu ave la sous-partie {(γ0, 0), . . . , (γn, n)}
de V . Pour γ ∈ G(n), on note G(γ) le sous-graphe de G onstitué des arêtes dont l'un des
sommets est stritement à droite de γ, et F(γ) la tribu engendrée par les variables re-
présentant l'état des arêtes de G(γ) (voir gure 3.2). On dénit aussi Γ = (Γ0, . . . ,Γn) le
hemin ouvert le plus à droite de A vers Ln
4
. Enn on dénit l'évènement
{ℓ est un point de rupture} = {ξℓ∩]Γℓ,Γℓ + 2(n− ℓ)] = ∅},
et on note
R := min{ℓ ≥ 0 : ℓ est un point de rupture}.
Enn, pour n ∈ N on note √n la partie entière de la la raine arrée de n.
4. Γ est bien déni pare que si (γ0, . . . , γn) et (γ
′
0, . . . , γ
′
n) sont deux hemins ouverts alors
(max(γ0, γ
′
0), . . . ,max(γn, γ
′
n)) en est aussi un.
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Lemme 9. Soit A′ ⊂ 2Z+ ℓ telle que |A′| =∞ et a = supA′ < +∞. Alors
L(ζA′ℓ,n|R = ℓ,Γℓ = a) = L(ζA
′
n−ℓ|0→ Ln−ℓ). (3.7)
Démonstration. ζA
′
ℓ,n ne dépendant que des états d arêtes appartenant à E
−
a,ℓ, 'est une
variable F−a,ℓ-mesurable. On arme par ailleurs que l'évènement {R = ℓ} ∩ {Γℓ = a} est
l'intersetion de {(a, ℓ) → Ln} ave un évènement F+a,ℓ-mesurable. Les tribus F+a,ℓ et F−a,ℓ
étant indépendantes, ar engendrées par des v.a. orrespondant à deux parties disjointes
de E, ei implique que
L(ζA′ℓ,n|R = ℓ,Γℓ = a) = L(ζA
′
ℓ,n|(a, ℓ)→ Ln),
e qui donne le résultat annoné par l'invariane par translation.
L'armation du paragraphe préédent est une onséquene du fait que
{R = ℓ} ∩ {Γℓ = a} = {(a, ℓ)→ Ln} ∩ {(A, 0)→ (a, ℓ)}
∩
ℓ−1⋂
k=0
{(
A ∩ [Γ0,∞[, 0
) → (]Γk,Γk + 2(n − k)[, k)}
∩ {(A ∩ [Γ0,∞[, 0) 9 (]a, a+ 2(n− ℓ)], ℓ)}
∩ {(ξℓ∩]a+ 2(n− ℓ),∞[, ℓ)9 Ln} ,
où on remarque que dans le terme de droite tous les évènements hormis {(a, ℓ)→ Ln} sont
F+a,ℓ-mesurables.
On notera par la suite γ [a,b[ l'ensemble γ ∩
(⋃b−1
j=aLj
)
.
Lemme 10. il existe k0 ∈ N et q < 1 tels que ∀k ≥ k0,∀γ ∈ G(k),
P
({γ [0,k[ → (]γk,∞[, k) dans G(γ)} ∪ {(]γ0, γ0 + 2k2], 0)→ Lk dans G(γ)}) ≤ q.
Figure 3.2  En pointillés, l'évènement {γ [0,k[ → (]γk,∞[, k) dans G(γ)}.
Démonstration. Soit p(γ) := P({γ [0,k[ → (]γk,∞[, k) dans G(γ)}). On utilise le fait que
max
γ∈G(k)
p(γ) = p(γ0), (3.8)
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où γ0 est le hemin droit de pente −1, 'est-à-dire γ0 = (0,−1, . . . ,−k). La gure 3.2, qui
représente simultanément γ et γ0, suggère une façon simple de montrer l'égalité (3.8). Or
par symétrie, on a
p(γ0) = P ((]0,∞[, 0) → {(1, 1), . . . , (k, k)}) ,
et par onséquent p(γ0) ≤ r := P((]0,∞[, 0) → C0,0). Une onséquene de (3.6) est que
r < 1.
Par ailleurs on a aussi
P
(
(]γ0, γ0 + 2k
2], 0)→ Lk dans G(γ)
) ≤ P((]0, 2k2], 0)→ Lk dans G(γ)),
qui est majorée par k2P((0, 0) → Lk), qui tend vers 0 quand k → ∞ grâe à (3.6). On
obtient le résultat en prenant k assez grand pour que k2P((0, 0)→ Lk) ≤ 1−r2 .
Lemme 11. limn→∞ P(R ≤ n/2) = 1.
Démonstration. On montre que pour tout ε > 0, on a pour n susamment grand :
max
γ∈G(n)
P(R > n/2|Γ = γ) ≤ ε. (3.9)
Fixons γ ∈ G(n). La probabilité dans (3.9) vaut
P
( ⋂
j≤n/2
{γ [0,j[ →
(
]γj, γj + 2(n − j)], j
)
dans G(γ)}
∪ {(A∩]γ0,∞[, 0)→
(
]γj , γj + 2(n − j)], j
)
dans G(γ)}
∣∣∣Γ = γ),
Or l'évènement à gauhe du signe | est un évènement F(γ)-mesurable roissant 5, tandis
que {Γ = γ} est l'intersetion de l'évènement {γ est ouvert} ave un évènement F(γ)-
mesurable déroissant. Puisque {γ est ouvert} est indépendant de F(γ), il sut pour avoir
(3.9) de prouver que
max
γ∈G(n)
P
( ⋂
j≤n/2
{γ [0,j[ →
(
]γj , γj + 2(n − j)], j
)
dans G(γ)}
∪ {(A∩]γ0,∞[, 0)→
(
]γj , γj + 2(n − j)], j
)
dans G(γ)}
)
≤ ε, (3.10)
pour n assez grand. Pour m ≥ 0, on pose
Fm :=
{
γ [m
√
n,(m+1)
√
n[ ∪
(
[γm
√
n, γm
√
n + 2n],m
√
n
)
→ L(m+1)√n dans G(γ)
}
.
Les Fm sont des évènements mutuellement indépendants, or d'après le lemme 10 on a
pour n ≥ k20 l'inégalité P(Fm) ≤ q < 1. Il reste à remarquer que l'évènement dans (3.10)
est inlus dans F0 ∩ F1 ∩ · · · ∩ F√n/2, et par onséquent sa probabilité est majorée par
P(F0) . . . P(F√n/2) ≤ q
√
n/2
, qui est inférieur à ε pour n assez grand.
5. on rappelle que ei signie que son indiatrie est une fontion de
(
Xe, e arête de G(γ)
)
, et ette
fontion est roissante vis-à-vis de la relation d'ordre anonique ≤.
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Notre dernier lemme est identique au lemme 3.1 de [2℄. On dit qu'une fontion f sur
Y bf ∪ Y b∞ est loale s'il existe un entier r ≥ 1 tel que f(A) ne dépende de A qu'à travers
A ∩ {−2r, . . . ,−2}.
Lemme 12. Soit f une fontion loale sur sur Y bf ∪ Y b∞. On a
lim
n→∞E[f(ζ
A′
n )|0→ Ln]− E[f(ζ0n)|0→ Ln] = 0,
uniformément en A′ ∈ Y bf ∪ Y b∞.
Démonstration. Soit r telle que f(A) ne dépende que de A ∩ {−2r, . . . ,−2}. On pose
Φ = {(x, k) : k ≤ n, (0, 0) → (x, k)}, et on remarque que pour toute valeur possible φ de
Φ,
|E[f(ζA′n )|Φ = φ]− E[f(ζ0n)|Φ = φ]| ≤ E[|f(ζA
′
n )− f(ζ0n)| |Φ = φ]
≤ 2‖f‖P(f(ζA′n ) 6= f(ζ0n)|Φ = φ)
≤ 2‖f‖P(([−2(n + r), 0[, 0)→ Ln sans utiliser les points de φ)
≤ 2‖f‖P(([−2(n + r), 0[, 0)→ Ln)
≤ 2(n + r)‖f‖∞e−ρn,
qui tend vers 0, e qui onlut la preuve du lemme.
Preuve du théorème 17. Grâe au théorème 18, nous n'avons qu'à montrer que pour toute
fontion loale f sur Y bf ∪ Y b∞,
lim
n→∞E[f(ζ
A
n )]− E[f(ζ0n)|0→ Ln] = 0.
Fixons f et posons
un = sup
k≥n
|E[f(ζ0k)|0→ Lk]−
∫
fdν|.
La suite un est déroissante ave limn→∞ un = 0. D'après le lemme 12, il existe aussi une
suite vn déroissante telle que limn→∞ vn = 0 telle que
∀A′ ∈ Y b∞, |E[f(ζA
′
n ) | 0→ Ln]− E[f(ζ0n) | 0→ Ln]| ≤ vn.
On pose wn = vn + 2un. Alors
|E[f(ζAn )|R = ℓ]− E[f(ζ0n)|0→ Ln]| ≤ |E[f(ζAn )|R = ℓ]− E[f(ζ0n−ℓ)|0→ Ln−ℓ]|
+ |E[f(ζ0n−ℓ)|0→ Ln−ℓ]− E[f(ζ0n)|0→ Ln]|
≤ vn−ℓ + un + un−ℓ
≤ wn−ℓ
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(le fait que |E[f(ζAn )|R = ℓ]−E[f(ζ0n−ℓ)|0→ Ln−ℓ]| ≤ vn−ℓ est une onséquene du lemme
9). Ainsi,
|E[f(ζAn )]− E[f(ζ0n)|0→ Ln]| ≤ 2‖f‖P(R > n/2)
+ |E[f(ζAn )1R≤n/2]− E[f(ζ0n)|0→ Ln]P(R ≤ n/2)|
≤ 2‖f‖P(R > n/2) +
n/2∑
j=0
P(R = j)wn−j
≤ 2‖f‖P(R > n/2) + wn/2,
la dernière inégalité étant dûe au fait que wn est déroissante. On onlut par le lemme
11.
3.3 Le proessus de ontat ni sous-ritique vu du bord ad-
met une limite de Yaglom
Si l'on veut adapter la preuve du théorème 17 au temps ontinu, le premier pas est
d'avoir un résultat analogue au théorème 18. C'est l'objet de ette setion.
3.3.1 Un théorème général sur la onvergene onditionnelle des pro-
essus de Markov absorbants
On onsidère ii (Xt, t ≥ 0) un proessus markovien de saut sur un ensemble S dénom-
brable. On note Q = (qx,y)x,y∈S son génerateur innitésimal, 'est-à-dire que pour x, y ∈ S
distints,
lim
t→0
1
t
Px(Xt = y) = qx,y.
On note
P t(x, y) := Px(Xt = y)
le semi-groupe assoié à e proessus. On suppose qu'il existe un état absorbant 0 ∈ S :
P0(Xt = 0) = 1, t ≥ 0, (3.11)
e qui est équivalent à e que q0,x = 0 pour tout x 6= 0. Soit S′ := S\{0}. On suppose que
la restrition de Q à S′ est irrédutible, autrement dit que pour tous x, y ∈ S′,
P 1(x, y) > 0. (3.12)
Préisons qu'en temps disret, l'hypothèse d'irrédutibilité s'érirait de la manière sui-
vante : pour tous x, y ∈ S′,
∃m ≥ 0 : Pm(x, y) > 0. (3.12')
On suppose en outre que l'absorption est ertaine, soit
∀x ∈ S′, Px(T <∞) = 1, où T := inf{t ≥ 0 : Xt = 0}. (3.13)
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Lemme 13. Il existe R ≥ 1 tel que pour x, y ∈ S′, limt→∞ P t(x, y)1/t = 1/R. Le réel R
est appelé taux d'absorption du proessus.
Démonstration. Pour x ∈ S′, la onvergene de P t(x, x)1/t vient du fait que P t(x, x) est
une fontion surmultipliative du temps qui admet don une limite par le théorème sous-
additif. Sa limite est la même pour tout x, e qui s'explique par l'enadrement
P 1(y, x)−1P t+2(y, y)P 1(x, y)−1 ≥ P t(x, x) ≥ P 1(x, y)P t−2(y, y)P 1(y, x).
On obtient similairement la onvergene de P t(x, y)1/t, ave x 6= y, en érivant
P 1(y, x)−1P t+1(y, y) ≥ P t(x, y) ≥ P 1(x, y)P t−1(y, y).
Une idée largement exploitée est d'utiliser le fait que pour r > 0, (rtP t, t ≥ 0) est enore
un semi-groupe. Les propriétés de e semi-groupe lorsque r = R sont d'un intérêt partiulier
ar RtP t(x, y) est d'ordre 1 et il a des points ommuns ave le semi-groupe assoié à un
proessus irrédutible (sans absorption). Il est bien onnu qu'il y a trois alternatives :
 la R-transiene : ∀x ∈ S′, ∫∞0 RtP t(x, x)dt <∞ ;
 la R-réurrene nulle : ∀x ∈ S′, ∫∞0 RtP t(x, x)dt =∞, mais limRtP t(x, x) = 0 ;
 la R-réurrene positive : limRtP t(x, x) > 0.
Pour une introdution à es notions on pourra onsulter [39℄. Préisons que lorsque l'une
de es propriétés est vériée pour un état x ∈ S, elle l'est aussi pour tous les états. Les
notions i-dessus ne dépendent don pas du hoix de x.
Bien sûr ei s'adapte au adre des haînes de Markov à temps disret. Cette setion doit
beauoup aux idées utilisées dans [14℄, dont on utilisera d'ailleurs le théorème prinipal :
Théorème 19 (Ferrari, Kesten, Martìnez). Soit (Yn, n ≥ 0) une haîne de Markov à temps
disret vériant (3.11), (3.12') et (3.13). On suppose qu'il existe un ensemble A ⊂ S′, un
élément y0 ∈ A et des onstantes C1, C2, C3, ε0 > 0 et n0 ∈ N telles que
(i) ∀x ∈ A, ∀n ≥ 0, Px(T > n;Y1, . . . Yn /∈ A) ≤ C1(R+ ε0)−n,
(ii) ∀x ∈ A, ∀n ≥ 0, Px(T > n) ≤ C2Py0(T > n),
(iii) ∀x ∈ A, Px(∃n ≤ n0 : Yn = y0) ≥ C3.
Alors (Xn, n ≥ 0) est R-réurrente positive.
Dans ette référene les auteurs mentionnent qu'un résultat analogue en temps ontinu
doit pouvoir être obtenu d'une façon similaire à elui-i. Cependant, ertaines diultés
tehniques surviennent si on essaye d'adapter la preuve de e théorème en temps ontinu.
Nous énonçons ii et analogue ontinu du théorème 19, mais plutt que de l'obtenir ave
une preuve similaire nous l'obtenons omme une onséquene du théorème 19 lui-même.
Théorème 20. Soit (Xn, n ≥ 0) la haîne de Markov issue du proessus (Xt, t ≥ 0) pris
aux temps entiers. On suppose que (Xn, n ≥ 0) vérie (i), (ii) et (iii). Alors (Xt, t ≥ 0)
est R-réurrent positif.
Démonstration. On déduit du théorème 19 que limn→∞RnPn(x, x) > 0, e qui entraîne
que limt→∞RtP t(x, x) > 0 puisque ette limite doit exister dans tous les as.
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Préisons qu'en général la R-réurrene positive n'entraîne pas l'existene de mesures
quasi-stationnaires, et enore moins la onvergene onditionnelle. Cependant dans notre
as on peut montrer le résultat suivant.
Théorème 21. On suppose que (i)(iii) sont vériées, et on fait l'hypothèse supplémentaire
suivante :
(iv) Card{x ∈ S′ : q(x, 0) > 0} <∞.
Alors il existe une probabilité µ sur S′ telle que pour tout x, y ∈ S′,
lim
t→∞Px(Xt = y | T > t) = µ(y). (3.14)
Démonstration. On a néessairement R > 1, puisque si on avait R = 1 la R-réurrene
positive impliquerait lim supt→+∞ Px(T > t) ≥ limt→+∞ Pt(x, x) > 0, e qui ontredit
(3.13). Le théorème 10 dans [39℄ établit alors l'existene et l'uniité d'une probabilité ν sur
S′ vériant νP t = R−tν. Or sous ette hypothèse le théorème 12 de ette même référene
nous donne la onvergene (3.14).
Remarque. La mesure µ dans (3.14) est appelée limite de Yaglom du proessus (Xt, t ≥ 0).
3.3.2 La limite de Yaglom pour des systèmes de spins nis
On vérie ii que le proessus de ontat vu du bord vérie toutes les hypothèses du
théorème 21 et par onséquent admet une limite de Yaglom. Cependant on va se plaer
dans un adre général qui est elui des systèmes de spins sur Z (remplaer Z par Z
d
ne
poserait auune diulté additionnelle mais pour nos besoins une dimension sut). C'est
l'analogue du adre des automates ellulaires probabilistes traité par Ferrari, Kesten et
Martìnez [14℄.
On utilise les notations introduites au début du hapitre. La onguration nulle sera notée
0. On répète que l'abus de onfondre une onguration η ave l'ensemble {v ∈ Z : η(v) = 1}
pourra être ommis. En partiulier on pourra érire η1 ∪ η2 au lieu de max(η1, η2), et {v}
pour la onguration qui vaut 1 en v et 0 ailleurs. Avant de poursuivre nous énonçons un
lemme élémentaire. Désormais si Z est une v.a. et A un évènement, on utilisera la notation
E[Z;A] := E[Z1A].
Lemme 14. Soit (Zn, n ≥ 1) une suite i.i.d. telle que pour un ertain a > 0, E[eaZ1 ] <∞.
Alors pour tout p ≥ 1,
1
n
n∑
i=1
Zi
Lp−−−→
n→∞ EZ1. (3.15)
Démonstration. On peut supposer sans perte de généralité que EZ1 = 0. Soit ε > 0, et
82 Chapitre 3. Le proessus de ontat sous-ritique vu du bord
δ(ε) > 0 tel que P(|n−1∑ni=1 Zi| > ε) ≤ e−nδ(ε). En utilisant l'inégalité de Cauhy-Shwarz,
E|n−1
n∑
i=1
Zi|p ≤ εp + E
[
|n−1
n∑
i=1
Zi|p; |n−1
n∑
i=1
Zi| > ε
]
≤ εp + ‖n−1
n∑
i=1
Zi‖p2pe−nδ(ε)/2
≤ εp + ‖Z1‖p2pe−nδ(ε)/2.
Par onséquent, lim supE|n−1∑ni=1 Zi|p ≤ εp, e qui donne le résultat voulu puisque ε est
arbitrairement petit.
Soit une famille {cv(η), η ∈ X, v ∈ Z} de réels positifs. On fait les hypothèses suivantes :
cv(η) dépend de η seulement à travers η(u), |u− v| ≤ 1, (H1)
c0(0) = 0, (H2)
cv+u(η ⊕ u) = cv(η), η ∈ X, u, v ∈ Z. (H3)
Bien sûr e qui suit fontionnerait de la même manière si cv(η) dépendait des valeurs
η(u) pour |v − u| ≤ K, ave K ∈ N. Néanmoins on déide de prendre K = 1 pour ne
pas alourdir les démonstrations inutilement. Comme onséquene de (H1) et (H3), cv(η)
ne peut prendre qu'un nombre ni de valeurs (en fait 8 au maximum) dont le maximum
est noté
M := sup
η∈X,v∈Z
cv(η) < +∞.
Sous nos hypothèses (voir le hapitre 1), le prégénérateur L déni sur l'ensemble des
fontions loales f par
Ωf(η) :=
∑
v∈Z
cv(η)
[
f(ηv)− f(η)] (3.16)
dénit un unique proessus de Markov (Pη, η ∈ X) sur X. L'état de e proessus à l'instant
t sera noté ξt. Le lemme suivant exprime le fait que dans e proessus, l'information ne
peut pas être transmise de site en site plus vite qu'un proessus de Poisson d'intensité M .
Lemme 15. On peut onstruire, onjointement au proessus (ξt, t ≥ 0), deux familles
(indépendantes l'une de l'autre) de proessus de Poisson notées (Nv,←t , t ≥ 0) et (Nv,→t , t ≥
0), v ∈ Z, tous es proessus étant d'intensité M , telles que pour η ∈ Xf ,
ξt ⊂
⋃
v∈η
[−Nv,←t , Nv,→t ], Pη − p.s. (3.17)
En partiulier (3.17) implique que
Pη(∀t ≥ 0, ξt ∈ Xf ) = 1. (3.18)
Par ailleurs si u < w1 < w2 < v, les veteurs (ξt(r), r ≤ u) et (ξt(r), r ≥ v) sont indépen-
dants onditionnellement à l'évènement {Nw1,←t > u} ∩ {Nw2,→t < v}.
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Démonstration. Une onstrution graphique du proessus ξt omme dérite dans la setion
1.3 est possible grâe à l'hypothèse (H1). La valeur de ξt(w) pour un site w qui n'est pas
dans l'ensemble
⋃
v∈η[−Nv,←t , Nv,→t ] n'est pas inuenée par les oordonnées de η qui
valent 1. Don ξt(w) a la même valeur qu'en partant de la onguration identiquement
nulle, 'est-à-dire la valeur 0.
Conditionnellement à l'évènement {Nw1,←t > u}∩ {Nw2,→t < v}, les veteurs (ξt(r), r ≤ u)
et (ξt(r), r ≥ v) sont des fontions des proessus de Poisson de la onstrution graphique
en restrition à deux parties disjointes de Z× R+. Cei entraîne leur indépendane.
Dans ette setion la onguration ξ0 est toujours nie, de sorte que le proessus (ξt, t ≥
0) est à valeurs dans l'espae dénombrable Xf ∪{0}. Les hypothèses (H1)(H3) impliquent
que 0 est un état absorbant pour e proessus, dont le temps d'absorption est noté
T := inf{t ≥ 0 : ξt = 0}.
On fait en outre les hypothèses supplémentaires suivantes :
ξt est irrédutible en restrition à Xf , (H4)
sup
η∈X
Pη(ξt(0) = 1) = o(1/t), (H5)
ξt est additif (H6)
L'hypothèse (H6) signie qu'il est possible de onstruire onjointement des proessus
{ξη, η ∈ X}, où la loi de ξη est Pη, de telle manière que
∀t ≥ 0, ξη1∪η2t = ξη1t ∪ ξη2t . (3.19)
L'additivité du proessus ξ implique qu'il est attratif : si η1 ⊂ η2 alors ξη1t ⊂ ξη2t . La
ondition (H5) s'érit ainsi plus simplement
PZ(ξt(0) = 1) = o(1/t).
Selon les besoins, on utilisera indiéremment la notation ξt en préisant la ondition initiale
dans le symbole Pη, ou bien la notation ξ
η
t , auquel as la probabilité sous-jaente sera notée
simplement P.
Une onséquene de l'additivité (voir [25℄, théorèmes 1.8 et 2.17 du hapitre II) est que
pour η ∈ Xf , la variable |ξηt | est majorée de la manière suivante (le symbole ≤s désigne
l'inégalité stohastique) :
|ξηt | ≤s
|η|⊕
j=1
Yj, où les Yj sont indépendantes et de même loi que |ξ0t |. (3.20)
Par la suite, P (λ) désignera une v.a. de loi Poisson(λ). Une onséquene du prinipe de
grandes déviations est que pour a > λ, on a
lim
t→∞E[P (t)1{P (t)>at}] = 0. (3.21)
Le lemme suivant est une adaptation au temps ontinu du théorème 2 de [14℄.
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Lemme 16. Supposons que le proessus ξt vérie les hypothèses (H1)(H6). Alors pour
tout γ > 0 il existe des onstantes K,C > 0 telles que
∀η tel que |η| ≤ K, Pη(|ξ1| > K, . . . , |ξn| > K) ≤ Cγn. (3.22)
Démonstration. Pour a ∈ R on note ⌊a⌋ la partie entière de a. Nous allons montrer les
deux hoses suivantes :
lim
t→∞E{0}|ξt| = 0, (3.23)
∀r ≥ 1,∃Cr > 0 : ∀t ≥ 1,∀η ∈ Xf , Eη |ξt|
r
tr|η|r ≤ Cr. (3.24)
Expliquons d'abord pourquoi (3.23) et (3.24) impliquent le résultat voulu. Par (3.23), on
peut prendre n0 ∈ N tel que E{0}|ξn0 | ≤ 1/2. On prend alors r > 0 tel que (2/3)r/n0 <
γ. Grâe au lemme 14 ombiné ave (3.20), on peut hoisir K assez grand pour que
sup|χ|>K Eχ
|ξn0 |r
|χ|r ≤ (2/3)r . Si |η| ≤ K, on peut érire :
Pη(∀ℓ = 1, . . . n, |ξℓ| > K) ≤ Pη(∀ j = 1, . . . ⌊n/n0⌋, |ξjn0 | > K)
≤ 1
Kr
Eη
[|ξ⌊n/n0⌋n0 |r;∀ j = 1, . . . ⌊n/n0⌋, |ξjn0 | > K]
=
|η|r
Kr
Eη
⌊n/n0⌋−1∏
j=0
|ξ(j+1)n0 |r
|ξjn0 |r
;∀ j = 1, . . . ⌊n/n0⌋, |ξjn0 | > K

≤ sup
|η|≤K
Eη
|ξn0 |r
|η|r
(
sup
|χ|>K
Eχ
|ξn0 |r
|χ|r
)⌊n/n0⌋−1
≤ nr0Cr(2/3)r(⌊n/n0⌋−1)
≤ (3/2)2rnr0Crγn.
Il reste maintenant à prouver (3.23) et (3.24). On a
E|ξ{0}t | =
∑
u∈Z
P0(ξt(u) = 1)
≤
∑
|u|≤2Mt
P0(ξt(u) = 1) + 2
∑
|u|>2Mt
P0(N
0,→
t ≥ u)
≤ 2Mt sup
η∈E0
Pη(ξt(0) = 1) + 2E[N
0,→
t ;N
0,→
t ≥ 2Mt].
Le premier terme de ette somme tend vers 0 par (H5), et le deuxième aussi par (3.21), d'où
(3.23). Pour (3.24), on sait grâe à (3.20) et (3.17) que |ξηt | est stohastiquement inférieur
à P (2|η|Mt) + |η|. Par le lemme 14, il existe t0 tel que pour tout η et tout t ≥ t0,
Eη
|ξt|r
tr|η|r ≤ 2(2M)
r .
La majoration voulue pour tout t ≥ 1 se déduit alors de la ontinuité de l'appliation
λ 7→ E[P (λ)r].
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L'objet qui nous intéresse n'est pas le proessus ξt lui-même. En eet on ne peut pas
espérer que elui-i admette une limite de Yaglom, puisque si 'était le as elle serait en
partiulier la limite de P{v}(ξt = · | T > t) pour tout v ∈ Z, et don elle serait invariante
par translation, e qui est en ontradition ave le fait qu'elle doit être portée par l'ensemble
des ongurations nies.
On s'intéresse plutt, pour η ∈ Xf , au proessus
ζηt := B(ξ
η
t ),
où B est l'appliation dénie dans (3.1). ζηt est bien déni grâe à (3.18). L'invariane
par translation (H3) implique que (ζηt , t ≥ 0) est un proessus markovien de saut sur
l'ensemble Xbf , absorbé en 0. On a |ζt| = |ξt|, et en partiulier le temps d'absorption T
vérie T = inf{t ≥ 0 : ζt = 0}.
Théorème 22. On suppose que (ξt, t ≥ 0) vérie (H1)(H6). Alors le proessus (ζt, t ≥ 0)
admet une limite de Yaglom : il existe une probabilité µ sur Xbf telle que
∀η, χ ∈ Xbf\{0}, limt→∞ Pη(ζt = χ | T > t) = µ(χ). (3.25)
Démonstration. Le proessus ζt est bien irrédutible en restrition à X
b
f\{0} grâe à (H4).
Par ailleurs pour η ∈ Xbf\{0}, on a
Pη(ζt 6= 0) ≤ |η|P{0}(ζt 6= 0) ≤ |η|E{0}|ζt|, (3.26)
don (2.44) fait que l'absorption est ertaine. Il reste à vérier que les hypothèses (i)(iv)
du théorème 21 sont toutes vériées. Pour ela on prend γ < 1/R et on hoisit :
 A = {η ∈ Xbf\{0} : |η| ≤ K}, où K est assez grand pour vérier l'inégalité (3.22) du
lemme 19,
 {0} joue le rle de y0.
L'hypothèse (i) est une onséquene du hoix de A. Ensuite l'inégalité (3.26) donne aussi (ii)
ave C2 = K. Pour terminer nous allons voir que (iii) est une onséquene de (3.13). On in-
troduit une notation pour gagner en onision : la valeur de c0(η) sera notée c(η(−1), η(0), η(1)).
On a néessairement
c(0, 1, 0) > 0,
sinon 0 ne pourrait pas être atteint par ξt, e qui ontredit (3.13). Par ailleurs il est
impossible que c(1, 1, 0) = c(0, 1, 1) = 0, ar alors la monotonie imposerait d'avoir éga-
lement c(1, 1, 1) = 0 (voir la aratérisation de la monotonie par les taux de transition
dans [35℄), auquel as partant d'une onguration ave η(v) = η(v + 1) = 1, on aurait
Pη(∀t ≥ 0, ξt(v) = ξt(v + 1)) = 1, e qui est enore en ontradition ave (3.13). On peut
don supposer par exemple
c(1, 1, 0) > 0.
Soit une onguration initiale η ∈ Xbf ave |η| ≤ K, et v1, . . . , v|η| ses partiules. On re-
marque que pour qu'à l'instant 1 il reste une et une seule partiule, une ondition susante
est que dans l'intervalle de temps [0, 1],
 v|η| ne subisse auune transition
 les sites voisins des vj qui ne sont pas des partiules ne subissent auune transition
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 pour j = 1, . . . |η|−1, vj disparaisse dans l'intervalle de temps [(j−1)/(|η|−1), j/(|η|−
1)], et ne subisse auune autre transition.
Cette remarque se traduit par la minoration
Pη(ξ1 = {0}) ≥
[
exp(−M)]3|η|[1− exp (− (|η| − 1)−1min(c(1, 1, 0), c(0, 1, 0)))]|η|−1
≥ [ exp(−M)]3K[1− exp(−(K − 1)−1min(c(1, 1, 0), c(0, 1, 0)))]K−1
> 0.
Corollaire 3. Si (ξt, t ≥ 0) est le proessus de ontat de paramètre λ < λc alors (ζt, t ≥ 0)
admet une limite de Yaglom qui sera notée ν.
Démonstration. Pour le proessus de ontat, l'hypothèse (H5) est une onséquene de
(3.5), et les hypothèses (H1)(H4) et (H6) sont aussi des faits bien onnus.
3.4 Problèmes pour adapter la setion 3.2 en temps ontinu
Il semble plausible qu'un passage au temps ontinu soit possible dans le théorème 17,
en travaillant ave la struture de perolation qui gouverne le proessus de ontat, 'est-
à-dire la onstrution graphique de Harris. Il s'agit d'un travail en ours.
ζt désignant ii le ontat vu du bord, Nous voulons montrer l'armation suivante :
Conjeture. Supposons λ < λc. Pour tout A ∈ Xb∞, on a la onvergene faible
ζAt =⇒ ν, t→∞.
Cei présente deux diultés. Premièrement, ertains onditionnements par rapport à
un nombre ni d'évènements (omme dans la preuve du lemme 12) ne sont plus pertinents.
Cependant nous pensons que et obstale tehnique peut être réglé en travaillant ave des
tribus bien hoisies. La deuxième diulté, plus profonde, vient du fait que les nes de
dépendane droits Cx,n ne sont plus utiles puisqu'en temps ontinu des hemins de pente
arbitrairement grande existent ave probabilité positive. Même si les probabilités de voir
des hemins très pentus sont ontrlées par des inégalités de grandes déviations sur les
proessus de Poisson, il n'est pas évident que es ontrles résistent au onditionnement
par des évènements omme la survie d'individus jusqu'à des instants grands, eux-i étant
aussi de probabilité très faible. Cette diérene ave le as disret est l'obstale le plus
sérieux pour prouver notre onjeture.
On peut toujours onsidérer (Γs, 0 ≤ s ≤ t) le hemin le plus à droite du niveau 0 vers le
niveau t, et dénir l'évènement
{s est un point de rupture} = {(Γ0, 0)9 (]Γs,∞[, s)}∩{(A, 0) 9 (]Γs,Γs+2m(n−s)], s)},
où m est une onstante à hoisir, représentant la pente des nes. Ave es dénitions
l'analogue du lemme 9 en temps ontinu est ertes faux mais on peut espérer que les deux
termes de (3.7) soient asymptotiquement prohes si m est assez grand.
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Le lemme 10 ne s'adapte pas non plus diretement au temps ontinu. En eet il faut prendre
en ompte le fait que les hemins n'ont plus une pente minorée par −1 : ils peuvent au
ontraire être arbitrairement pentus. Cei nous empêhe de trouver un point de rupture
assez bas de la même manière que nous l'avons fait dans le lemme 11.
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Appendie : preuve du théorème 7
Nous résumons ii la preuve de e résultat remarquable pour plusieurs raisons : elle
est simple, élégante et instrutive. On ommene par introduire une généralisation de la
notion de réversibilité. Soit E dénombrable, φ : x 7→ x une involution sur E, et (Xt, t ≥ 0)
un proessus markovien de saut sur E de méanisme donné par une fontion q(x, y). On
dit que X est φ-dynamiquement réversible si pour T > 0, les proessus (Xt, 0 ≤ t ≤ T ) et
(Xt, 0 ≤ t ≤ T ) sont identiques en loi. Plus de détails peuvent être trouvés dans [30℄. Il
existe notamment un analogue du ritère des yles de Kolmogorov : supposons qu'il existe
x0 tel que x0 = x0 et que
(i) q(x, y) > 0⇔ q(y, x) > 0 ;
(ii) q(x) = q(x) ;
(iii) ∀x1, x2, . . . , xn, on a q(x1, x2) . . . q(xn, x1) = q(x1, xn) . . . q(x2, x1).
Alors
µ(x) := C
q(x0, x1) . . . q(xn, x)
q(x, xn) . . . q(x1, x0)
(27)
ne dépend pas du hemin x0 → x1 · · · → xn → x hoisi. De plus si µ est une probabilité
alors en hoisissant L(X0) = µ, le proessus X est φ-dynamiquement réversible. Dans e
as X est don en partiulier stationnaire et sa distribution stationnaire est la mesure µ.
On applique maintenant ei au proessus Hn. Il est ii plus ommode d'ajouter à un
veteur prol (h(1), . . . h(n−1)) la oordonnée h(n) = −∑n−1i=1 h(i), 'est-à-dire de dérire
un prol par un élément de l'ensemble
E = {h ∈ Zn :
n∑
i=1
h(i) = 0}.
On onsidère la fontion h 7→ h = −h, et h0 = 0. La ondition (i) est bien sûr vériée par
Hn. Pour (ii), il sut d'érire
q(h) = nβ0 + ν
n∑
i=1
1h(i)6=0 = q(−h).
Enn pour montrer (iii) on remarque d'abord, en notant h(i) = h + e′i (e
′
i est le veteur
dans (2.8)), que 
q(h, h(i)) = β0 ⇔ q(−h(i),−h) = β2,
q(h, h(i)) = β1 ⇔ q(−h(i),−h) = β1,
q(h, h(i)) = β2 ⇔ q(−h(i),−h) = β0.
(28)
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On onsidère un yle h1 → · · · → hr → h1 , et on doit montrer que
q(h1, h2) . . . q(hr, h1) = q(−h1,−hr) . . . q(−h2,−h1).
De haque té, tous les fateurs sont égaux à β0, β1 ou β2. On peut don érire que le
terme de gauhe est de la forme βa0β
b
1β
c
2, et de même, elui de droite vaut β
a′
0 β
b′
1 β
c′
2 . La
deuxième équivalene dans (28) donne b = b′. Par ailleurs, de hj à hj+1, la valeur de la
fontion
f(h) :=
n∑
i=1
|hi|
augmente de 2 unités lorque q(hj , hj+1) = β0 et diminue de 2 unités lorsque q(h
j , hj+1) =
β2. Par onséquent a = c = a
′ = c′ = r−b2 , d'où (iii).
On herhe maintenant à exprimer dans e ontexte la mesure dénie par (27). On note
don, pour h ∈ E,
m(h) =
q(h0, h1) . . . q(hr, h)
q(−h,−hr) . . . q(−h1, h0) = B
r∏
j=0
q(hj , hj+1)
q(−hj+1,−hj) ,
où h0 → h1 → · · · → hr → hr+1 = h est un quelonque hemin de h0 à h. D'après (28), on
a m(h) = (β0/β2)
M(h)
, où
M(h) = Card
{
j = 0, . . . r : q(hj , hj+1) = β0
}− Card{j = 0, . . . r : q(hj , hj+1) = β2} .
Mais en observant que f(h) = f(h)− f(h0) = 2M(h), on onlut que
m(h) = exp
(
−1
2
log
β2
β0
n∑
i=1
|h(i)|
)
.
La somme d'une série géométrique de raison stritement inférieure à 1 étant nie, m est
une mesure nie. Cei implique que Hn est ergodique et que sa distribution stationnaire
est la mesure m normalisée.
Bibliographie
[1℄ E.D. Andjel : Invariant measures for the zero range proess. Ann. Probab., 10:525
547, 1982.
[2℄ E.D. Andjel : Convergene in distribution for subritial 2d oriented perolation
seen from the edge. soumis, 2012.
[3℄ E.D. Andjel, M.V. Menshikov et V.V. Sisko : Positive reurrene of proesses
assoiated to rystal growth models. Ann. Appl. Probab., 16(3):10591085, 2006.
[4℄ E.D. Andjel, R. Shinazi et R.H. Shonmann : Edge proesses of one dimensional
stohasti growth models. Ann. Inst. Henri Poinaré (B), 26(3):489506, 1990.
[5℄ A.L. Barabási et H.E. Stanley : Fratal Conepts in Surfae Growth. Cambridge
University Press, 1995.
[6℄ C. Bezuidenhout et G. Grimmett : The ritial ontat proess dies out. Ann.
Probab., 18(4):14621482, 1990.
[7℄ M. Bramson, D. Griffeath et G. Lawler : Internal diusion limited aggregation.
Ann. Probab., 20:21172140, 1992.
[8℄ P. Brémaud : Point Proesses and Queues : Martingale Dynamis. Springer-Verlag,
New York, 1981.
[9℄ J.T. Cox, R. Durrett et R. Shinazi : The ritial ontat proess seen from the
right edge. Prob. Th. Relat. Fields, 87:325332, 1991.
[10℄ R. Durrett : Oriented perolation in two dimensions. Ann. Probab., 12:9991040,
1984.
[11℄ M. Eden : A two-dimensional growth proess. Pro. 4th Berkeley Symp. Math. Stat.
Probab, 4:223239, 1961.
[12℄ F. Ezanno : A oupling onstrution for spin systems with innite range interations.
Markov Pro. Relat. Fields, 18:201214, 2012.
[13℄ F. Ezanno : Some results about ergodiity in shape for a rystal growth model.
soumis, 2012.
[14℄ P.A. Ferrari, H. Kesten et S. Martínez : R-positivity, quasi-stationary distri-
butions and ratio limit theorems for a lass of probabilisti automata. Ann. Appl.
Probab., 6(2):577616, 1996.
[15℄ S.R. Fleurke, M. Formentin et C. Kuelske : Dependent partile deposition on
a graph : onentration properties of the height prole. 2010. arXiv :1003.4599v2
[math.PR℄.
91
92 Bibliographie
[16℄ A. Galves et E. Presutti : Edge utuations for the one dimensional superritial
ontat proess. Ann. Probab., 15:11311145, 1987.
[17℄ D.J. Gates et M. Westott : Kinetis of polymer rystallization I. Disrete and
ontinuum models. Pro. Roy. So. A, 416:443461, 1988.
[18℄ D.J.Gates et M.Westott : Kinetis of polymer rystallization II. Growth regimes.
Pro. Roy. So. A, 416:463476, 1988.
[19℄ D.J. Gates et M. Westott : On the stability of rystal growth. J. Stat. Phys.,
59:73101, 1990.
[20℄ D.J. Gates et M. Westott : Markov models of steady rystal growth. Ann. Appl.
Probab., 3(2):339355, 1993.
[21℄ R.J. Glauber : Time-Dependent Statistis of the Ising Model. J. Math. Phys.,
4(2):294307, 1963.
[22℄ J.F. Gouyet : Physis and fratal strutures. Springer-Verlag, 1996.
[23℄ L. Gray : Controlled spin-ip systems. Ann. Probab., 6(6):953974, 1978.
[24℄ L. Gray et D. Griffeath : On the uniqueness of ertain interating partile systems.
Prob. Th. Relat. Fields, 35:7586, 1976.
[25℄ D. Griffeath : Additive and anellative interating partile systems. Let. Notes
Math. Springer-Verlag, 1979.
[26℄ T.E. Harris : Nearest-neighbor Markov interation proesses on multidimensional
latties. Adv. Math., 9:6689, 1972.
[27℄ R.A. Holley : A lass of interations in an innite partile system. Adv. Math.,
5(2):291309, 1970.
[28℄ R.A. Holley : Markovian interation proesses with nite range interations. Ann.
Math. Stat., 43:19611967, 1972.
[29℄ R.A. Holley et D.W. Strook : A martingale approah to innite systems of
interating proesses. Ann. Probab., 4(2):195228, 1976.
[30℄ F.P. Kelly : Reversibility and stohasti networks. Wiley, 1979.
[31℄ H. Kesten : Aspets of rst passage perolation. In Éole d'Été de Probabilités de
Saint Flour XIV - 1984, volume 1180 de Let. Notes Math., pages 125264. Springer,
1986.
[32℄ J. Krug et P. Meakin : Columnar growth in oblique inidene ballisti deposition :
Faeting, noise redution, and mean-eld theory. Phys. Rev. A, 43:900919, 1991.
[33℄ T. Kuzek : The entral limit theorem for the right edge of superritial oriented
perolation. Ann. Probab., 17(4):13221332, 1989.
[34℄ T.M. Liggett : Existene theorems for innite partile systems. Trans. Amer. Math.
So., 165:471481, 1972.
[35℄ T.M. Liggett : Interating partile systems. Classis in Mathematis. Springer-
Verlag, Berlin, 2005.
[36℄ T.M. Liggett et F. Spitzer : Ergodi theorems for oupled random walks and
other systems with loally interating omponents. Prob. Th. Relat. Fields, 56:443
468, 1981.
93
[37℄ I.M. MaPhee, M.V. Menshikov et M. Vahkovskaia : Dynamis of the super-
market model. 2010. ArXiv :1002.4570[math.PR℄.
[38℄ J.R. Norris : Markov hains, volume 2 de Cambridge Series in Statistial and Pro-
babilisti Mathematis. Cambridge Univ. Press, 1998.
[39℄ P.K. Pollett et E.A. Van Doorn : Quasi-stationary distributions. Memorandum
1945, University of Twente, 2011. http ://eprints.eems.utwente.nl/20245/.
[40℄ D. Sadler : On the growth of two dimensional rystals : 2. assessment of kineti
theories of rystallization of polymers. Polymer, 28(9):14401454, 1987.
[41℄ R.H. Shonmann : Absene of a stationary distribution for the edge proess of
subritial oriented perolation in two dimensions. Ann. Probab., 15:11461147, 1987.
[42℄ F. Spitzer : Interation of Markov proesses. Adv. Math., 5:246290, 1970.
94 Bibliographie
Résumé
Les résultats de ette thèse sont omposés de trois parties relativement indépendantes.
Dans la première partie, nous reprenons le problème de la dénition d'une lasse de pro-
essus markoviens à une innité de oordonnées (systèmes de partiules en interation).
Nous en proposons une onstrution ne mettant en jeu ni d'analyse fontionnelle (ou peu),
ni de problème de martingale. Cei est fait en utilisant des outils probabilistes élémen-
taires, notamment des ouplages adéquats. On fait pour ela une ertaine hypothèse sur
les taux individuels de transition, qui a été déjà exploitée dans la onstrution de T. M.
Liggett (1972) notamment. Notre onstrution a l'avantage d'expliquer, plus onrètement
que dans les autres onstrutions, le aratère naturel de ette hypothèse.
Dans une seonde partie, nous onsidérons un modèle de roissane ristalline introduit par
D. J. Gates et M. Westott en 1987, où des partiules du milieu environnant s'agrègent à
la surfae d'un ristal à maille arrée. Le modèle est aratérisé par des taux de déposition
en haque site qui prennent une ertaine forme. Nos résultats portent prinipalement sur
la question de la réurrene et de la réurrene positive de la surfae du ristal en fontion
de ertains paramètres. Nous montrons notamment l'existene d'une zone de paramètres
dans laquelle transiene et réurrene positive oexistent, et suspetée de présenter un phé-
nomène ritique.
La troisième partie porte sur la question de la onvergene en loi pour le proessus de
ontat (sur Z) sous-ritique vu du bord, partant d'une demi-droite de sites oupés. Nous
donnons dans un premier temps une démonstration alternative d'un résultat réent de E.
D. Andjel, pour la onvergene en loi dans la perolation 2D orientée qui est un équivalent
disret du ontat. Nous établissons un résultat en relation : le proessus de ontat vu
du bord, sur les ongurations nies, admet une limite de Yaglom. Enn nous mettons en
évidene les diultés à surmonter pour adapter le résultat d'Andjel au temps ontinu.
Mots-lés : Systèmes de partiules en interation, modèles de déposition, proessus de
ontat, perolation orientée.
Abstrat
The results of this thesis are organized in three parts that are nearly independent.
In the rst part, we treat the problem of the dention of a lass of Markov proesses with
innitely many oordinates, namely interating partile systems. We propose a onstru-
tion involving neither funtional analysis, nor martingale problems. This is done using
elementary probabilisti tools, suh as proper ouplings. Our tehnique requires a ertain
assumption on the jump rates whih is, up to a slight generalization, the one used in T.
M. Liggett's onstrution. Our onstrution has the advantage to give more intuition on
the neessity of this assumption.
In the seond part, we onsider a rystal growth model proposed by D. J. Gates and M.
Westott in 1987, where oating partiles are paked on the surfae of a square-lattie
rystal, with presribed deposition rates. We treat the question of the reurrene and pos-
itive reurrene of the interfae, aording to the value of ertain parameters. We study
espeially a zone of parameters where transiene and positive reurrene oexist. In this
zone a ritial phenomenon is suspeted to our.
The third part deals with the question of the onvergene in law for the subritial ontat
proess (on Z) seen from the edge, starting from a half-line of oupied sites. First we give
an alternative proof of a reent result by E. D. Andjel, stating that onvergene holds in a
losely related disrete-time model. In ontinuous time we establish that the nite ontat
proess seen from the edge has a Yaglom limit.
Keywords: Interating partile systems, deposition models, ontat proess, oriented per-
olation.
