Frequent Directions : Simple and Deterministic Matrix Sketching by Ghashami, Mina et al.
Frequent Directions : Simple and Deterministic Matrix Sketching
Mina Ghashami
University of Utah
ghashami@cs.utah.edu
Edo Liberty
Yahoo Labs
edo.liberty@yahoo.com
Jeff M. Phillips∗
University of Utah
jeffp@cs.utah.edu
David P. Woodruff†
IBM Research–Almaden
dpwoodru@us.ibm.com
Abstract
We describe a new algorithm called Frequent Directions for deterministic matrix sketching in the
row-updates model. The algorithm is presented an arbitrary input matrix A ∈ Rn×d one row at a time.
It performed O(d`) operations per row and maintains a sketch matrix B ∈ R`×d such that for any k < `
‖ATA−BTB‖2 ≤ ‖A−Ak‖2F /(`− k) and ‖A− piBk(A)‖2F ≤
(
1 +
k
`− k
)‖A−Ak‖2F .
Here, Ak stands for the minimizer of ‖A−Ak‖F over all rank k matrices (similarly Bk) and piBk(A) is
the rank k matrix resulting from projecting A on the row span of Bk.1
We show both of these bounds are the best possible for the space allowed. The summary is mergeable,
and hence trivially parallelizable. Moreover, Frequent Directions outperforms exemplar implementations
of existing streaming algorithms in the space-error tradeoff.2
1 Introduction
The data streaming paradigm [28, 45] considers computation on a large data set A where data items arrive
in arbitrary order, are processed, and then never seen again. It also enforces that only a small amount
of memory is available at any given time. This small space constraint is critical when the full data set
cannot fit in memory or disk. Typically, the amount of space required is traded off with the accuracy of
the computation on A. Usually the computation results in some summary S(A) of A, and this trade-off
determines how accurate one can be with the available space resources.
Modern large data sets are often viewed as large matrices. For example, textual data in the bag-of-words
model is represented by a matrix whose rows correspond to documents. In large scale image analysis, each
row in the matrix corresponds to one image and contains either pixel values or other derived feature values.
Other large scale machine learning systems generate such matrices by converting each example into a list of
numeric features. Low rank approximations for such matrices are used in common data mining tasks such as
Principal Component Analysis (PCA), Latent Semantic Indexing (LSI), and k-means clustering. Regardless
of the data source, the optimal low rank approximation for any matrix is obtained by its truncated Singular
Value Decompositions (SVD).
∗Thanks to support by NSF CCF-1350888, IIS-1251019, and ACI-1443046.
†Supported by the XDATA program of DARPA administered through Air Force Research Laboratory contract FA8750-12-
C0323.
1The matrix A0 is defined to be an all zeros matrix of the appropriate dimensions.
2This paper combines, extends and simplifies the results in [39] [27] and [56].
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In large matrices as above, one processor (and memory) is often incapable of handling all of the dataset
A in a feasible amount of time. Even reading a terabyte of data on a single processor can take many hours.
Thus this computation is often spread among some set of machines. This renders standard SVD algorithms
infeasible. Given a very large matrix A, a common approach is to compute in the streaming paradigm a
sketch matrix B that is significantly smaller than the original. A good sketch matrix B is such that A ≈ B
or ATA ≈ BTB and so computations can be performed on B rather than on A without much loss in
precision.
Prior to this work, there are three main matrix sketching approaches, presented here in an arbitrary or-
der. The first generates a sparser version of the matrix. Sparser matrices are stored more efficiently and
can be multiplied faster by other matrices [4, 7, 23]. The second approach is to randomly combine matrix
rows [40, 47, 51, 52]. The proofs for these rely on subspace embedding techniques and strong concentration
of measure phenomena. The above methods will be collectively referred to as random-projection in the
experimental section. A recent result along these lines [14], gives simple and efficient subspace embeddings
that can be applied in time O(nnz(A)) for any matrix A. We will refer to this result as hashing in the exper-
imental section. While our algorithm requires more computation than hashing, it will produce more accurate
estimates given a fixed sketch size. The third sketching approach is to find a small subset of matrix rows
(or columns) that approximate the entire matrix. This problem is known as the ‘Column Subset Selection
Problem’ and has been thoroughly investigated [9, 10, 18, 19, 22, 25]. Recent results offer algorithms with
almost matching lower bounds [9, 13, 18]. A simple streaming solution to the ‘Column Subset Selection
Problem’ is obtained by sampling rows from the input matrix with probability proportional to their squared
`2 norm. Despite this algorithm’s apparent simplicity, providing tight bounds for its performance required
over a decade of research [6, 19, 22, 25, 46, 49, 53]. We will refer to this algorithm as sampling. Algorithms
such as CUR utilize the leverage scores of the rows [21] and not their squared `2 norms. The discussion on
matrix leverage scores goes beyond the scope of this paper, see [22] for more information and references.
In this paper, we propose a fourth approach: frequent directions. It is deterministic and draws on the
similarity between the matrix sketching problem and the item frequency estimation problem. We provide
additive and relative error bounds for it; we show how to merge summaries computed in parallel on disjoint
subsets of data; we show it achieves the optimal tradeoff between space and accuracy, up to constant factors,
for any row-update based summary; and we empirically demonstrate that it outperforms exemplars from all
of the above described approaches.
1.1 Notations and preliminaries
Throughout this manuscript, for vectors, ‖ · ‖ will denote the Euclidian norm of a vectors ‖x‖ =
√∑
i x
2
i .
For matrices ‖ · ‖ will denote the operator (or spectral) norm ‖A‖ = sup‖x‖=1 ‖Ax‖. Unless otherwise
stated, vectors are assumed to be column vectors. The notation ai denotes the ith row of the matrix A. The
Frobenius norm of a matrix A is defined as ‖A‖F =
√∑
i=1 ‖ai‖2. I` refers to the `× ` identity matrix.
The singular value decomposition of matrix B ∈ R`×d is denoted by [U,Σ, V ] = svd(B). If ` ≤ d
it guarantees that B = UΣV T , UTU = I`, V TV = Id, U ∈ R`×`, V ∈ Rd×`, and Σ ∈ R`×` is a
non-negative diagonal matrix such that Σ1,1 ≥ Σ2,2 ≥ . . . ≥ Σ`,` ≥ 0. It is convenient to denote by
Uk, and Vk the matrices containing the first k columns of U and V and Σk ∈ Rk×k the top left k × k
block of Σ. The matrix Ak = UkΣkV Tk is the best rank k approximation of A in the sense that Ak =
arg minC:rank(C)≤k‖A−C‖2,F . Finally we denote by piB(A) the projection of the rowsA on the span of the
rows of B. In other words, piB(A) = AB†B where (·)† indicates taking the Moore-Penrose psuedoinverse.
Alternatively, setting [U,Σ, V ] = svd(B), we also have piB(A) = AV TV . Finally, we denote pikB(A) =
AV Tk Vk, the right projection of A on the top k right singular vectors of B.
2
1.2 Item Frequency Approximation
Our algorithm for sketching matrices is an extension of a well known algorithm for approximating item
frequencies in streams. The following section shortly overviews the frequency approximation problem.
Here, a stream A = {a1, · · · , an} has n elements where each ai ∈ [d]. Let fj = |{ai ∈ A | ai = j}| be
the frequency of item j and stands for number of times item j appears in the stream. It is trivial to produce
all item frequencies using O(d) space simply by keeping a counter for each item. Although this method
computes exact frequencies, it uses space linear to the size of domain which might be huge. Therefore, we
are interested in using less space and producing approximate frequencies fˆj .
This problem received an incredibly simple and elegant solution by Misra and Gries [44]. Their algo-
rithm [44] employes a map of ` < d items to ` counters. It maintains the invariant that at least one of the
items is mapped to counter of value zero. The algorithm counts items in the trivial way. If it encounters an
item for which is has a counter, that counter is increased. Else, it replaces one of the items mapping to zero
value with the new item (setting the counter to one). This is continued until the invariant is violated, that is,
` items map to counters of value at least 1. At this point, all counts are decreased by the same amount until
at least one item maps to a zero value. The final values in the map give approximate frequencies fˆj such that
0 ≤ fj − fˆj ≤ n/` for all j ∈ [d]; unmapped j imply fˆj = 0 and provides the same bounds. The reason
for this is simple, since we decrease ` counters simultaneously, we cannot do this more that n/` times. And
since we decrement different counters, each item’s counter is decremented at most n/` times. Variants of
this very simple (and very clever) algorithm were independently discovered several times [17, 29, 35, 43].3
From this point on, we refer to these collectively as FREQUENTITEMS.
Later, Berinde et al. [8] proved a tighter bound for FREQUENTITEMS. Consider summing up the errors by
Rˆk =
∑d
i=k+1 |fj − fˆj | and assume without loss of generality that fj ≥ fj+1 for all j. Then, it is obvious
that counting only the top k items exactly is the best possible strategy if only k counters are allowed. That
is, the optimal solution has a cost of Rk =
∑d
i=k+1 fj . Berinde et al. [8] showed that if FREQUENTITEMS
uses ` > k counters then |fj − fˆj | ≤ Rk/(` − k). By summing the error over the top k items it is easy to
obtain that Rˆk < ``−kRk. Setting ` = dk+k/εe yields the convenient form of Rˆk < (1+ε)Rk. The authors
also show that to get this kind of guarantee in the streaming setting Ω(k/ε) bits are indeed necessary. This
make FREQUENTITEMS optimal up to a log factor in that regard.
1.3 Connection to Matrix Sketching
There is a tight connection between the matrix sketching problem and the frequent items problem. Let A be
a matrix that is given to the algorithm as a stream of its rows. For now, let us constrain the rows of A to be
indicator vectors. In other words, we have ai ∈ {e1, ..., ed}, where ej is the jth standard basis vector. Note
that such a matrix can encode a stream of items (as above). If the ith element in the stream is j, then the ith
row of the matrix is set to ai = ej . The frequency fj can be expressed as fj = ‖Aej‖2. Assume that we
construct a matrix B ∈ R`×d as follows. First, we run FREQUENTITEMS on the input. Then, for every item
j for which fˆj > 0 we generate one row inB equal to fˆ
1/2
j ·ej . The result is a low rank approximation ofA.
Note that rank(B) = ` and that ‖Bej‖2 = fˆj . Notice also that ‖A‖2F = n and thatATA = diag(f1, . . . , fd)
and that BTB = diag(fˆ1, . . . , fˆd). Porting the results we obtained from FREQUENTITEMS we get that
‖ATA − BTB‖2 = maxj |fj − fˆj | ≤ ‖A‖2F /(` − k). Moreover, since the rows of A (corresponding
to different counters) are orthogonal, the best rank k approximation of A would capture exactly the most
frequent items. Therefore, ‖A− Ak‖2F = Rk =
∑d
i=k+1 fj . If we follow the step above we can also reach
the conclusion that ‖A − pikB(A)‖2F ≤ ``−k‖A − Ak‖2F . We observe that, for the case of matrices whose
rows are basis vectors, FREQUENTITEMS actually provides a very efficient low rank approximation result.
3The reader is referred to [35] for an efficient streaming implementation.
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In this paper, we argue that an algorithm in the same spirit as FREQUENTITEMS obtains the same bounds
for general matrices and general test vectors.
1.4 Main results
We describe the FREQUENTDIRECTIONS algorithm, an extension of FREQUENTITEMS to general matrices.
The intuition behind FREQUENTDIRECTIONS is surprisingly similar to that of FREQUENTITEMS: In the
same way that FREQUENTITEMS periodically deletes ` different elements, FREQUENTDIRECTIONS peri-
odically ‘shrinks’ ` orthogonal vectors by roughly the same amount. This means that during shrinking steps,
the squared Frobenius norm of the sketch reduces ` times faster than its squared projection on any single
direction. Since the Frobenius norm of the final sketch is non negative, we are guaranteed that no direction
in space is reduced by “too much”. This intuition is made exact below. As a remark, when presented with
an item indicator matrix, FREQUENTDIRECTIONS exactly mimics a variant of FREQUENTITEMS.
Theorem 1.1. Given any matrix A ∈ Rn×d, FREQUENTDIRECTIONS processes the rows of A one by one
and produces a sketch matrix B ∈ R`×d, such that for any unit vector x ∈ Rd
0 ≤ ‖Ax‖2 − ‖Bx‖2 ≤ ‖A−Ak‖2F /(`− k).
This holds also for all k < ` including k = 0 where we define A0 as the n× d all zeros matrix.
Other convenient formulations of the above are ATA  BTB  ATA − Id · ‖A − Ak‖2F /(` − k) or
ATA−BTB  0 and ‖ATA−BTB‖2 ≤ ‖A−Ak‖2F /(`−k). Note that setting ` = dk+1/εe yields error
of ε‖A − Ak‖2F using O(dk + d/ε) space. This gives an additive approximation result which extends and
refines that of Liberty [39]. We also provide a multiplicative error bound from Ghashami and Phillips [27].
Theorem 1.2. Let B ∈ R`×d be the sketch produced by FREQUENTDIRECTIONS. For any k < ` it holds
that
‖A− pikB(A)‖2F ≤ (1 +
k
`− k )‖A−Ak‖
2
F .
Note that by setting ` = dk+k/εe one gets the standard form ‖A−pikB(A)‖2F ≤ (1+ε)‖A−Ak‖2F . FRE-
QUENTDIRECTIONS achieves this bound while using less space than any other known algorithm, namely
O(`d) = O(kd/ε) floating point numbers, and is deterministic. Also note that the pikB operator projects onto
a rank k subspace Bk, where as other similar bounds [9, 13, 24, 42, 51] project onto a higher rank subspace
B, and then considers the best rank k approximation of piB(A). Our lower bound in Theorem 1.4, from
Woodruff [56], shows our approach is also tight even for this weaker error bound.
Theorem 1.3. Assuming a constant word size, any matrix approximation algorithm, which guarantees
‖ATA − BTB‖2 ≤ ‖A − Ak‖2F /(` − k) must use Ω(d`) space; or in more standard terms, guarantees of
‖ATA−BTB‖2 ≤ ε‖A−Ak‖2F must use Ω(dk + d/ε) space.
Theorem 1.4. Assuming a constant word size, any randomized matrix approximation streaming algorithm
in the row-wise-updates model, which guarantees ‖A− pikB(A)‖2F ≤ (1 + ε)‖A−Ak‖2F and that succeeds
with probability at least 2/3, must use Ω(kd/ε) space.
Theorem 1.4 claims that FREQUENTDIRECTIONS is optimal with respect to the tradeoff between sketch
size and resulting accuracy. On the other hand, in terms of running time, FREQUENTDIRECTIONS is not
known to be optimal.
Theorem 1.5. The running time of FREQUENTDIRECTIONS on input A ∈ Rn×d and parameter ` is
O(nd`). FREQUENTDIRECTIONS is also “embarrassingly parallel” because its resulting sketch matrices
constitute mergeable summaries [5].
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1.5 Practical Implications
Before we describe the algorithm itself, we point out how it can be used in practice. As its name suggests,
the FREQUENTITEMS algorithm is often used to uncover frequent items in an item stream. Namely, if one
sets ` > 1/ε, then any item that appears more than εn times in the stream must appear in the final sketch.
Similarly, FREQUENTDIRECTIONS can be used to discover the space of unit vectors (directions) in space x
for which ‖Ax‖2 ≥ ε‖A‖2F , for example. This property makes FREQUENTDIRECTIONS extremely useful
in practice. In data mining, it is common to represent data matrices A by their low rank approximations Ak.
But, choosing the right k for which this representation is useful is not straight forward. If the chosen value
of k is too small the representation might be poor. If k is too large, precious space and computation cycles
are squandered. The goal is therefore to pick the minimal k which provides an acceptable approximation. To
do this, as practitioners, we typically compute the top k′  k singular vectors and values of A (computing
svd(A) partially). We then keep only the k singular vectors whose corresponding singular values are larger
than some threshold value t. In other words, we only “care about” unit vectors x such that ‖Ax‖ ≥ t.
Using FREQUENTDIRECTIONS we can invert this process. We can prescribe in advance the acceptable
approximation t and directly find a space containing those vectors x for which ‖Ax‖ ≥ t. Thereby, not only
enabling a one-pass or streaming application, but also circumventing the svd computation altogether.
2 Frequent Directions
The algorithm keeps an `× d sketch matrix B that is updated every time a new row from the input matrix A
is added. The algorithm maintains the invariant that the last row of the sketch B is always all-zero valued.
During the execution of the algorithm, rows from A simply replace the all-zero valued row in B. Then, the
last row is nullified by a two-stage process. First, the sketch is rotated (from the left) using its SVD such
that its rows are orthogonal and in descending magnitude order. Then, the sketch rows norms are “shrunk”
so that at least one of them is set to zero.
Algorithm 2.1 FREQUENTDIRECTIONS
Input: `, A ∈ Rn×d
B ← 0`×d
for i ∈ 1, . . . , n do
B` ← ai # ith row of A replaced (all-zeros) `th row of B
[U,Σ, V ]← svd(B)
C ← ΣV T # Not computed, only needed for proof notation
δ ← σ2`
B ←
√
Σ2 − δI` · V T # The last row of B is again zero
return B
2.1 Error Bound
This section proves our main results for Algorithm 2.1 which is our simplest and most space efficient algo-
rithm. The reader will notice that we occasionally use inequalities instead of equalities at different parts of
the proof to obtain three Properties. This is not unintentional. The reason is that we want the same exact
proofs to hold also for Algorithm 3.1 which we describe in Section 3. Algorithm 3.1 is conceptually identical
to Algorithm 2.1, it requires twice as much space but is far more efficient. Moreover, any algorithm which
produces an approximate matrix B which satisfies the following facts (for any choice of ∆) will achieve the
error bounds stated in Lemma 1.1 and Lemma 1.2.
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In what follows, we denote by δi, B[i], C[i] the values of δ, B and C respectively after the ith row of A
was processed. Let ∆ =
∑n
i=1 δi, be the total mass we subtract from the stream during the algorithm. To
prove our result we first prove three auxiliary properties.
Property 1. For any vector x we have ‖Ax‖2 − ‖Bx‖2 ≥ 0.
Proof. Use the observations that 〈ai, x〉2 + ‖B[i−1]x‖2 = ‖C[i]x‖2.
‖Ax‖2 − ‖Bx‖2 =
n∑
i=1
[〈ai, x〉2 + ‖B[i−1]x‖2 − ‖B[i]x‖2] ≥
n∑
i=1
[‖C[i]x‖2 − ‖B[i]x‖2] ≥ 0.
Property 2. For any unit vector x ∈ Rd we have ‖Ax‖2 − ‖Bx‖2 ≤ ∆.
Proof. To see this, first note that ‖C[i]x‖2 − ‖B[i]x‖2 ≤ ‖CT[i]C[i] − BT[i]B[i]‖ ≤ δi. Now, consider the fact
that ‖C[i]x‖2 = ‖B[i−1]x‖2 + ‖aix‖2. Substituting for ‖C[i]x‖2 above and taking the sum yields∑
i
‖C[i]x‖2 − ‖B[i]x‖2 =
∑
i
(‖B[i−1]x‖2 + ‖aix‖2)− ‖B[i]x‖2
= ‖Ax‖2 + ‖B[0]x‖2 − ‖B[n]x‖2 = ‖Ax‖2 − ‖Bx‖2.
Combining this with
∑
i ‖C[i]x‖2 − ‖B[i]x‖2 ≤
∑
i δi = ∆ yields that ‖Ax‖2 − ‖Bx‖2 ≤ ∆.
Property 3. ∆` ≤ ‖A‖2F − ‖B‖2F .
Proof. In the ith round of the algorithm ‖C[i]‖2F ≥ ‖B[i]‖2F + `δi and ‖C[i]‖2F = ‖B[i−1]‖2F + ‖ai‖2. By
solving for ‖ai‖2 and summing over i we get
‖A‖2F =
n∑
i=1
‖ai‖2 ≤
n∑
i=1
‖B[i]‖2F − ‖B[i−1]‖2F + `δi = ‖B‖2F + `∆.
Equipped with the above observations, and no additional requirements about the construction of B, we
can prove Lemma 1.1. Namely, that for any k < `, ‖ATA − BTB‖2 ≤ ‖A − Ak‖2F /(` − k). We use
Property 2 verbatim and bootstrap Property 3 to prove a tighter bound on ∆. In the following, yi correspond
to the singular vectors of A ordered with respect to a decreasing corresponding singular values.
∆` ≤ ‖A‖2F − ‖B‖2F via Property 3
=
k∑
i=1
‖Ayi‖2 +
d∑
i=k+1
‖Ayi‖2 − ‖B‖2F ‖A‖2F =
d∑
i=1
‖Ayi‖2
=
k∑
i=1
‖Ayi‖2 + ‖A−Ak‖2F − ‖B‖2F
≤ ‖A−Ak‖2F +
k∑
i=1
(‖Ayi‖2 − ‖Byi‖2) k∑
i=1
‖Byi‖2 < ‖B‖2F
≤ ‖A−Ak‖2F + k∆. via Property 2
Solving ∆` ≤ ‖A−Ak‖2F +k∆ for ∆ to obtain ∆ ≤ ‖A−Ak‖2F /(`−k), which combined with Property 1
and Property 2 proves Theorem 1.1: for any unit vector x we have
0 ≤ ‖Ax‖2 − ‖Bx‖2 ≤ ∆ ≤ ‖A−Ak‖2F /(`− k).
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Now we can show that projecting A onto Bk provides a relative error approximation. Here, yi correspond
to the singular vectors of A as above and vi to the singular vectors of B in a similar fashion.
‖A− pikB(A)‖2F = ‖A‖2F − ‖pikB(A)‖2F = ‖A‖2F −
k∑
i=1
‖Avi‖2 Pythagorean theorem
≤ ‖A‖2F −
k∑
i=1
‖Bvi‖2 via Property 1
≤ ‖A‖2F −
k∑
i=1
‖Byi‖2 since
j∑
i=1
‖Bvi‖2 ≥
j∑
i=1
‖Byi‖2
≤ ‖A‖2F −
k∑
i=1
(‖Ayi‖2 −∆) via Property 2
= ‖A‖2F − ‖Ak‖2F + k∆
≤ ‖A−Ak‖2F +
k
`− k‖A−Ak‖
2
F by ∆ ≤ ‖A−Ak‖2F /(`− k)
=
`
`− k‖A−Ak‖
2
F .
This concludes the proof of Theorem 1.2. It is convenient to set ` = dk+ k/εe which results in the standard
bound form ‖A− pikB(A)‖2F ≤ (1 + ε)‖A−Ak‖2F .
3 Running Time Analysis
Each iteration of Algorithm 2.1 is dominated by the computation of the svd(B). The standard running time
of this operation is O(d`2) [30]. Since this loop is executed once per row in A the total running time would
naı¨vely be O(nd`2). However, note that the sketch matrix B actually has a very special form. The first `−1
rows of B are always orthogonal to one another. This is a result of the sketch having been computed by
an svd in the previous iteration. Computing the svd of this matrix is possible in O(d`) time using the Gu-
Eisenstat procedure [31]. This requires using the Fast Multiple Method (FMM) and efficient multiplication
of Cauchy matrices by vectors which is, unfortunately, far from being straight forward. It would have been
convenient to use a standard svd implementation and still avoid the quadratic term in ` in the running time.
We show below that this is indeed possible at the expense of doubling the space used by the algorithm.
Algorithm 3.1 gives the details.
Algorithm 3.1 FAST-FREQUENTDIRECTIONS
Input: `, A ∈ Rn×d
B ← all zeros matrix ∈ R2`×d
for i ∈ 1, . . . , n do
Insert ai into a zero valued row of B
if B has no zero valued rows then
[U,Σ, V ]← svd(B)
C = ΣV T # Only needed for proof notation
δ ← σ2`
B ←√max(Σ2 − I`δ, 0) · V T # The last `+ 1 rows of B are zero valued.
return B
7
Note that in Algorithm 3.1 the svd ofB is computed only n/(`+1) times because the “if” statement is only
triggered once every ` + 1 iterations. Thereby exhibiting a total running time of O((n/`)d`2) = O(nd`).
The reader should revisit the proofs in Section 2.1 and observe that they still hold. Consider the values
of i for which the “if” statement is triggered. It still holds that 0  CT[i]C[i] − BT[i]B[i]  δId and that
‖C[i]‖2F − ‖B[i]‖2F ≥ `δ. For the other values of i, the sketch simply aggregates the input rows and there is
clearly no incurred error in doing that. This is sufficient for the same analysis to go through and complete
our discussion on the correctness of Algorithm 3.1.
3.1 Parallelization and Merging Sketches
In extremely large datasets, the processing is often distributed among several machines. Each machine
receives a disjoint input of raw data and is tasked with creating a small space summary. Then to get a global
summary of the entire data, these summaries need to be combined. The core problem is illustrated in the case
of just two machines, each process a data setA1 andA2, whereA = [A1;A2], and create two summariesB1
and B2, respectively. Then the goal is to create a single summary B which approximates A using only B1
and B2. If B can achieve the same formal space/error tradeoff as each B1 to A1 in a streaming algorithm,
then the summary is called a mergeable summary [5].
Here we show that the FREQUENTDIRECTIONS sketch is indeed mergeable under the following proce-
dure. Consider B′ = [B1;B2] which has 2` rows; then run FREQUENTDIRECTIONS (in particular Al-
gorithm 3.1) on B′ to create sketch B with ` rows. Given that B1 and B2 satisfy Facts 1, 2, and 3 with
parameters ∆1 and ∆2, respectively, we will show that B satisfies the same facts with ∆ = ∆1 + ∆2 + δ,
where δ is taken from the single shrink operation used in Algorithm 3.1. This implies B automatically
inherits the bounds in Theorem 1.1 and Theorem 1.2 as well.
First note that B′ satisfies all facts with ∆′ = ∆1 + ∆2, by additivity of squared spectral norm along any
direction x (e.g. ‖B1x‖2 + ‖B2x‖2 = ‖B′x‖2) and squared Frobenious norms (e.g. ‖B1‖2F + ‖B2‖2F =
‖B′‖2F ), but has space twice as large as desired. Property 1 is straight forward for B since B only shrinks in
all directions in relation to B′. For Property 2 follows by considering any unit vector x and expanding
‖Bx‖2 ≥ ‖B′x‖2 − δ ≥ ‖Ax‖2 − (∆1 + ∆2)− δ = ‖Ax‖2 −∆.
Similarly, Property 3 can be seen as
‖B‖2F ≤ ‖B′‖2F − δ` ≤ ‖A‖2F − (∆1 + ∆2)`− δ` = ‖A‖2F −∆`.
This property trivially generalizes to any number of partitions ofA. It is especially useful when the matrix
(or data) is distributed across many machines. In this setting, each machine can independently compute a
local sketch. These sketches can then be combined in an arbitrary order using FREQUENTDIRECTIONS.
3.2 Worst case update time
The total running time of the Algorithm 3.1 is O(nd`) and the amortized running time per row update
is O(d`). However, the worst case update time is still Ω(d`2) in those cases where the svd is computed.
Using the fact that FREQUENTDIRECTIONS sketches are mergeable, we can actually use a simple trick to
guarantee a worst case O(d`) update time. The idea is to double the space usage (once again) and hold two
sketches, one in ‘active’ mode and one in svd ‘maintenance’ mode. For any row in the input, we first add
it to the active sketch and then spend O(d`) floating point operations in completing the svd of the sketch
in maintenance mode. After ` updates, the active sketch runs out of space and must go into maintenance
mode. But, in the same time, a total of O(d`2) floating point operations were invested in the inactive sketch
which completed its svd computation. At this point, we switch the sketch roles and continue. Once the
entire matrix was processed, we combine the two sketches using their mergeable property.
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4 Space Lower Bounds
In this section we show that FREQUENTDIRECTIONS is space optimal with respect to the guaranteed ac-
curacy. We present nearly-matching lower bounds for each case. We show the number of bits needed is
equivalent to d times the number of rows FREQUENTDIRECTIONS requires. We first prove Theorem 1.3
showing the covariance error bound in Theorem 1.1 is nearly tight, regardless of streaming issues.
Theorem 4.1. Let B be a ` × d matrix approximating a n × d matrix A such that ‖ATA − BTB‖2 ≤
‖A−Ak‖2F /(`−k). For any algorithm with input as an n×dmatrixA, the space complexity of representing
B is Ω(d`) bits of space.
Proof. For intuition, consider the set of matrices A such that for all A ∈ A we have ATA is an `/4
dimensional projection matrix. For such matrices ‖ATA‖ = 1 and ‖A − Ak‖2F /(` − k) = 1/4. The
condition ‖ATA − BTB‖2 ≤ 1/4 means that BTB gets “close to” ATA which should intuitively require
roughly Θ(d`) bits (which are also sufficient to represent ATA).
To make this argument hold mathematically, consider a set of matrices A such that ‖ATi Ai − ATj Aj‖ >
1/2 for all Ai, Aj ∈ A. Consider also that the sketching algorithm computes B which corresponds to
Ai ∈ A. Since ‖ATA − BTB‖2 ≤ 1/4 and ‖ATi Ai − ATj Aj‖ > 1/2 there could be only one index such
that ‖ATi Ai −BTB‖ ≤ 1/4 by the triangle inequality. Therefore, since B indexes uniquely into A, it must
be that encoding B requires at least log(|A|) bits. To complete the proof we point out that there exists a set
A for which ‖ATi Ai−ATj Aj‖ > 1/2 for all Ai, Aj ∈ A and log(|A|) = Ω(d`). This is proven by Kapralov
and Talwar [34] using a result of Absil, Edelman, and Koev [2]. In [34] Corollary 5.1, setting δ = 1/2 and
k = `/4 (assuming d ≥ `) yields that |A| = 2Ω(`d) and completes the proof.
The consequence of Theorem 4.1 is that the space complexity of FREQUENTDIRECTIONS is optimal
regardless of streaming issues. In other words, any algorithm satisfying ‖ATA−BTB‖2 ≤ ‖A−Ak‖2F /(`−
k) must use space Ω(`d) since this is the information lower bound for representing B; or any algorithm
satisfying ‖ATA−BTB‖2 ≤ ε‖A−Ak‖2F must have ` = Ω(k+1/ε) and hence use Ω(d`) = Ω(dk+d/ε)
space.
Next we will prove Theorem 1.4, showing the subspace bound ‖A − pikB(A)‖2F ≤ (1 + ε)‖A − Ak‖2F
preserved by Theorem 1.2 with ` = k + k/ε rows, and hence O(kd/ε) space, is also nearly tight in the
row-update streaming setting. In fact it shows that finding B such that ‖A−AB†B‖F = ‖A−piB(A)‖F ≤
(1+ε)‖A−Ak‖F requires Ω(dk/ε) space in a row-update streaming setting. This requires careful invocation
of more machinery from communication complexity common in streaming lower bounds, and hence we start
with a simple and weaker lower bound, and then some intuition before providing the full construction.
4.1 A Simple Lower Bound
We start with a simple intuitive lemma showing an Ω(kd) lower bound, which we will refer to. We then
prove our main Ω(kd/) lower bound.
Lemma 4.1. Any streaming algorithm which, for every input A, with constant probability (over its internal
randomness) succeeds in outputting a matrix R for which ‖A − AR†R‖F ≤ (1 + ε)‖A − Ak‖F must use
Ω(kd) bits of space.
Proof. Let S be the set of k-dimensional subspaces over the vector space GF (2)d, where GF (2) denotes
the finite field of 2 elements with the usual modulo 2 arithmetic. The cardinality of S is known [41] to be
(2d − 1)(2d − 1) · · · (2d−k+1 − 1)
(2k − 1)(2k−1 − 1) · · · 1 ≥ 2
dk/2−k2 ≥ 2dk/6,
where the inequalities assume that k ≤ d/3.
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Now let A1 and A2 be two k × d matrices with entries in {0, 1} whose rows span two different k-
dimensional subspaces of GF (2)d. We first claim that the rows also span two different k-dimensional
subspaces of Rd. Indeed, consider a vector v ∈ GF (2)d which is in the span of the rows of A1 but not in the
span of the rows of A2. If A1 and A2 had the same row span over Rd, then v =
∑
iwiA
2
i , where the wi ∈ R
and A2i denotes the i-th row of A
2. Since v has integer coordinates and the A2i have integer coordinates,
we can assume the wi are rational, since the irrational parts must cancel. By scaling by the least common
multiple of the denominators of the wi, we obtain that
α · v =
∑
i
βiA
2
i , (1)
where α, β1, . . . , βk are integers. We can assume that the greatest common divisor (gcd) of α, β1, . . . , βk
is 1, otherwise the same conclusion holds after we divide α, β1, . . . , βk by the gcd. Note that (1) implies
that αv =
∑
i βiA
2
i mod 2, i.e., when we take each of the coordinates modulo 2. Since the βi cannot
all be divisible by 2 (since α would then be odd and so by the gcd condition the left hand side would
contain a vector with at least one odd coordinate, contradicting that the right hand side is a vector with even
coordinates), and the rows of A2 form a basis over GF (2d), the right hand side must be non-zero, which
implies that α = 1 mod 2. This implies that v is in the span of the rows ofA2 overGF (2d), a contradiction.
It follows that there are at least 2dk/6 distinct k-dimensional subspaces of Rd spanned by the rows of the
set of binary k× d matrices A. For each such A, ‖A−Ak‖F = 0 and so the row span of R must agree with
the row span of A if the streaming algorithm succeeds. It follows that the output of the streaming algorithm
can be used to encode log2 2
dk/6 = Ω(dk) bits of information. Indeed, if A is chosen at random from this
set of at least 2dk/6 binary matrices, and Z is a bit indicating if the streaming algorithm succeeds, then
|R| ≥ H(R) ≥ I(R;A|Z) ≥ (2/3)I(R;A | Z = 1) ≥ (2/3)(dk/6) = Ω(dk),
where |R| denotes the expected length of the encoding of R, H is the entropy function, and I is the mutual
information. For background on information theory, see [15]. This completes the proof.
4.2 Intuition for Main Lower Bound
The only other lower bounds for streaming algorithms for low rank approximation that we know of are due
to Clarkson and Woodruff [13]. As in their work, we use the Index problem in communication complexity to
establish our bounds, which is a communication game between two players Alice and Bob, holding a string
x ∈ {0, 1}r and an index i ∈ [r] =: {1, 2, . . . , r}, respectively. In this game Alice sends a single message to
Bob who should output xi with constant probability. It is known (see, e.g., [36]) that this problem requires
Alice’s message to be Ω(r) bits long. If Alg is a streaming algorithm for low rank approximation, and Alice
can create a matrix Ax while Bob can create a matrix Bi (depending on their respective inputs x and i), then
if from the output of Alg on the concatenated matrix [Ax;Bi] Bob can output xi with constant probability,
then the memory required of Alg is Ω(r) bits, since Alice’s message is the state of Alg after running it on
Ax.
The main technical challenges are thus in showing how to choose Ax and Bi, as well as showing how the
output of Alg on [Ax;Bi] can be used to solve Index. This is where our work departs significantly from that
of Clarkson and Woodruff [13]. Indeed, a major challenge is that in Theorem 1.4, we only require the output
to be the matrix R, whereas in Clarkson and Woodruff’s work from the output one can reconstruct AR†R.
This causes technical complications, since there is much less information in the output of the algorithm to
use to solve the communication game.
The intuition behind the proof of Theorem 1.4 is that given a 2× d matrix A = [1, x; 1, 0d], where x is a
random unit vector, then if P = R†R is a sufficiently good projection matrix for the low rank approximation
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problem on A, then the second row of AP actually reveals a lot of information about x. This may be
counterintuitive at first, since one may think that [1, 0d; 1, 0d] is a perfectly good low rank approximation.
However, it turns out that [1, x/2; 1, x/2] is a much better low rank approximation in Frobenius norm, and
even this is not optimal. Therefore, Bob, who has [1, 0d] together with the output P , can compute the second
row of AP , which necessarily reveals a lot of information about x (e.g., if AP ≈ [1, x/2; 1, x/2], its second
row would reveal a lot of information about x), and therefore one could hope to embed an instance of the
Index problem into x. Most of the technical work is about reducing the general problem to this 2 × d
primitive problem.
4.3 Proof of Main Lower Bound for Preserving Subspaces
Now let c > 0 be a small constant to be determined. We consider the following two player problem
between Alice and Bob: Alice has a ck/ε × d matrix A which can be written as a block matrix [I,R],
where I is the ck/ε × ck/ε identity matrix, and R is a ck/ε × (d − ck/ε) matrix in which the entries
are in {−1/(d − ck/ε)1/2,+1/(d − ck/ε)1/2}. Here [I,R] means we append the columns of I to the
left of the columns of R; see Figure 1. Bob is given a set of k standard unit vectors ei1 , . . . , eik , for
distinct i1, . . . , ik ∈ [ck/ε] = {1, 2, . . . , ck/ε}. Here we need c/ε > 1, but we can assume ε is less than
a sufficiently small constant, as otherwise we would just need to prove an Ω(kd) lower bound, which is
established by Lemma 4.1.
Let B be the matrix [A; ei1 , . . . , eik ] obtained by stacking A on top of the vectors ei1 , . . . , eik . The goal
is for Bob to output a rank-k projection matrix P ∈ Rd×d for which ‖B −BP‖F ≤ (1 + ε)‖B −Bk‖F .
Denote this problem by f . We will show the randomized 1-way communication complexity of this prob-
lem R1−way1/4 (f), in which Alice sends a single message to Bob and Bob fails with probability at most 1/4,
is Ω(kd/ε) bits. More precisely, let µ be the following product distribution on Alice and Bob’s inputs: the
entries of R are chosen independently and uniformly at random in {−1/(d− ck/ε)1/2,+1/(d− ck/ε)1/2},
while {i1, . . . , ik} is a uniformly random set among all sets of k distinct indices in [ck/ε]. We will show
that D1−wayµ,1/4 (f) = Ω(kd/ε), where D
1−way
µ,1/4 (f) denotes the minimum communication cost over all deter-
ministic 1-way (from Alice to Bob) protocols which fail with probability at most 1/4 when the inputs are
distributed according to µ. By Yao’s minimax principle (see, e.g., [37]), R1−way1/4 (f) ≥ D1−wayµ,1/4 (f).
We use the following two-player problem Index in order to lower bound D1−wayµ,1/4 (f). In this problem
Alice is given a string x ∈ {0, 1}r, while Bob is given an index i ∈ [r]. Alice sends a single message to
Bob, who needs to output xi with probability at least 2/3. Again by Yao’s minimax principle, we have that
R1−way1/3 (Index) ≥ D1−wayν,1/3 (Index), where ν is the distribution for which x and i are chosen independently
and uniformly at random from their respective domains. The following is well-known.
Fact 4.1. [36] D1−wayν,1/3 (Index) = Ω(r).
Theorem 4.2. For c a small enough positive constant, and d ≥ k/ε, we have D1−wayµ,1/4 (f) = Ω(dk/ε).
Proof. We will reduce from the Index problem with r = (ck/ε)(d − ck/ε). Alice, given her string x to
Index, creates the ck/ε× d matrix A = [I,R] as follows. The matrix I is the ck/ε× ck/ε identity matrix,
while the matrix R is a ck/ε× (d− ck/ε) matrix with entries in {−1/(d− ck/ε)1/2,+1/(d− ck/ε)1/2}.
For an arbitrary bijection between the coordinates of x and the entries of R, Alice sets a given entry in R
to −1/(d − ck/ε)1/2 if the corresponding coordinate of x is 0, otherwise Alice sets the given entry in R
to +1/(d − ck/ε)1/2. In the Index problem, Bob is given an index, which under the bijection between
coordinates of x and entries of R, corresponds to being given a row index i and an entry j in the i-th row
of R that he needs to recover. He sets i` = i for a random ` ∈ [k], and chooses k − 1 distinct and random
indices ij ∈ [ck/ε] \ {i`}, for j ∈ [k] \ {`}. Observe that if (x, i) ∼ ν, then (R, i1, . . . , ik) ∼ µ. Suppose
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Figure 1: Illustration of matrix B used for lower bound construction.
there is a protocol in which Alice sends a single message to Bob who solves f with probability at least 3/4
under µ. We show that this can be used to solve Index with probability at least 2/3 under ν. The theorem
will follow by Fact 4.1. Consider the matrixB which is the matrixA stacked on top of the rows ei1 , . . . , eik ,
in that order, so that B has ck/ε+ k rows.
We proceed to lower bound ‖B −BP‖2F in a certain way, which will allow our reduction to Index to be
carried out. We need the following fact:
Fact 4.2. ((2.4) of [50]) LetA be anm×nmatrix with i.i.d. entries which are each +1/√n with probability
1/2 and −1/√n with probability 1/2, and suppose m/n < 1. Then for all t > 0,
Pr[‖A‖2 > 1 + t+
√
m/n] ≤ αe−α′nt3/2 .
where α, α′ > 0 are absolute constants. Here ‖A‖2 is the operator norm supx ‖Ax‖‖x‖ of A.
We apply Fact 4.2 to the matrix R, which implies,
Pr[‖R‖2 > 1 +
√
c+
√
(ck/ε)/(d− (ck/ε))] ≤ αe−α′(d−(ck/ε))c3/4 ,
and using that d ≥ k/ε and c > 0 is a sufficiently small constant, this implies
Pr[‖R‖2 > 1 + 3
√
c] ≤ e−βd, (2)
where β > 0 is an absolute constant (depending on c). Note that for c > 0 sufficiently small, (1 + 3
√
c)2 ≤
1 + 7
√
c. Let E be the event that ‖R‖22 ≤ 1 + 7
√
c, which we condition on.
We partition the rows of B into B1 and B2, where B1 contains those rows whose projection onto the first
ck/ε coordinates equals ei for some i /∈ {i1, . . . , ik}. Note that B1 is (ck/ε − k) × d and B2 is 2k × d.
Here, B2 is 2k× d since it includes the rows in A indexed by i1, . . . , ik, together with the rows ei1 , . . . , eik .
Let us also partition the rows of R into RT and RS , so that the union of the rows in RT and in RS is equal
to R, where the rows of RT are the rows of R in B1, and the rows of RS are the non-zero rows of R in B2
(note that k of the rows are non-zero and k are zero in B2 restricted to the columns in R).
12
Lemma 4.2. For any unit vector u, write u = uR + uS + uT , where S = {i1, . . . , ik}, T = [ck/ε] \ S,
and R = [d] \ [ck/ε], and where uA for a set A is 0 on indices j /∈ A. Then, conditioned on E occurring,
‖Bu‖2 ≤ (1 + 7√c)(2− ‖uT ‖2 − ‖uR‖2 + 2‖uS + uT ‖‖uR‖).
Proof. Let C be the matrix consisting of the top ck/ε rows of B, so that C has the form [I,R], where I is a
ck/ε×ck/ε identity matrix. By construction ofB, ‖Bu‖2 = ‖uS‖2 +‖Cu‖2. Now, Cu = uS+uT +RuR,
and so
‖Cu‖22 = ‖uS + uT ‖2 + ‖RuR‖2 + 2(us + uT )TRuR
≤ ‖uS + uT ‖2 + (1 + 7
√
c)‖uR‖2 + 2‖uS + uT ‖‖RuR‖
≤ (1 + 7√c)(‖uS‖2 + ‖uT ‖2 + ‖uR‖2) + (1 + 3
√
c)2‖uS + uT ‖‖uR‖
≤ (1 + 7√c)(1 + 2‖uS + uT ‖‖uR‖),
and so
‖Bu‖2 ≤ (1 + 7√c)(1 + ‖uS‖2 + 2‖uS + uT ‖‖uR‖)
= (1 + 7
√
c)(2− ‖uR‖2 − ‖uT ‖2 + 2‖uS + UT ‖‖uR‖).
We will also make use of the following simple but tedious fact.
Fact 4.3. For x ∈ [0, 1], the function f(x) = 2x√1− x2 − x2 is maximized when x =
√
1/2−√5/10.
We define ζ to be the value of f(x) at its maximum, where ζ = 2/
√
5 +
√
5/10− 1/2 ≈ .618.
Proof. Setting y2 = 1− x2, we can equivalently maximize f(y) = −1 + 2y
√
1− y2 + y2, or equivalently
g(y) = 2y
√
1− y2 + y2. Differentiating this expression and equating to 0, we have
2
√
1− y2 − 2y
2√
1− y2 + 2y = 0.
Multiplying both sides by
√
1− y2 one obtains the equation 4y2 − 2 = 2y
√
1− y2, and squaring both
sides, after some algebra one obtains 5y4 − 5y2 + 1 = 0. Using the quadratic formula, we get that the
maximizer satisfies y2 = 1/2 +
√
5/10, or x2 = 1/2−√5/10.
Corollary 4.1. Conditioned on E occurring, ‖B‖22 ≤ (1 + 7
√
c)(2 + ζ).
Proof. By Lemma 4.2, for any unit vector u,
‖Bu‖2 ≤ (1 + 7√c)(2− ‖uT ‖2 − ‖uR‖2 + 2‖uS + uT ‖‖uR‖).
Suppose we replace the vector uS +uT with an arbitrary vector supported on coordinates in S with the same
norm as uS + uT . Then the right hand side of this expression cannot increase, which means it is maximized
when ‖uT ‖ = 0, for which it equals (1 + 7
√
c)(2 − ‖uR‖2 + 2
√
1− ‖uR‖2‖uR‖), and setting ‖uR‖ to
equal the x in Fact 4.3, we see that this expression is at most (1 + 7
√
c)(2 + ζ).
Write the projection matrix P output by the streaming algorithm as UUT , where U is d × k with or-
thonormal columns ui (note that R†R = P ). Applying Lemma 4.2 and Fact 4.3 to each of the columns ui,
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we have:
‖BP‖2F = ‖BU‖2F =
k∑
i=1
‖Bui‖2
≤ (1 + 7√c)
k∑
i=1
(2− ‖uiT ‖2 − ‖uiR‖2 + 2‖uiS + uiT ‖‖uiR‖)
= (1 + 7
√
c)(2k −
k∑
i=1
(‖uiT ‖2) +
k∑
i=1
(2‖uiS + uiT ‖‖uiR‖ − ‖uiR‖2))
= (1 + 7
√
c)(2k −
k∑
i=1
(‖uiT ‖2) +
k∑
i=1
(2
√
1− ‖uiR‖2‖uiR‖ − ‖uiR‖2))
≤ (1 + 7√c)(2k −
k∑
i=1
(‖uiT ‖2) + kζ)
= (1 + 7
√
c)((2 + ζ)k −
k∑
i=1
‖uiT ‖2). (3)
Using the matrix Pythagorean theorem, we thus have,
‖B −BP‖2F = ‖B‖2F − ‖BP‖2F
≥ 2ck/ε+ k − (1 + 7√c)((2 + ζ)k −
k∑
i=1
‖uiT ‖2) using ‖B‖2F = 2ck/ε+ k
≥ 2ck/ε+ k − (1 + 7√c)(2 + ζ)k + (1 + 7√c)
k∑
i=1
‖uiT ‖2. (4)
We now argue that ‖B−BP‖2F cannot be too large if Alice and Bob succeed in solving f . First, we need
to upper bound ‖B − Bk‖2F . To do so, we create a matrix B˜k of rank-k and bound ‖B − B˜k‖2F . Matrix
B˜k will be 0 on the rows in B1. We can group the rows of B2 into k pairs so that each pair has the form
ei + v
i, ei, where i ∈ [ck/ε] and vi is a unit vector supported on [d] \ [ck/ε]. We let Yi be the optimal (in
Frobenius norm) rank-1 approximation to the matrix [ei + vi; ei]. By direct computation 4 the maximum
squared singular value of this matrix is 2 + ζ. Our matrix B˜k then consists of a single Yi for each pair in B2.
Observe that B˜k has rank at most k and
‖B −Bk‖2F ≤ ‖B − B˜k‖2F ≤ 2ck/ε+ k − (2 + ζ)k,
Therefore, if Bob succeeds in solving f on input B, then,
‖B −BP‖2F ≤ (1 + ε)(2ck/ε+ k − (2 + ζ)k) ≤ 2ck/ε+ k − (2 + ζ)k + 2ck. (5)
Comparing (4) and (5), we arrive at, conditioned on E :
k∑
i=1
‖uiT ‖2 ≤
1
1 + 7
√
c
· (7√c(2 + ζ)k + 2ck) ≤ c1k, (6)
where c1 > 0 is a constant that can be made arbitrarily small by making c > 0 arbitrarily small.
4For an online SVD calculator, see http://www.bluebit.gr/matrix-calculator/
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Since P is a projector, ‖BP‖F = ‖BU‖F . Write U = Uˆ + U¯ , where the vectors in Uˆ are supported on
T , and the vectors in U¯ are supported on [d] \ T . We have,
‖BUˆ‖2F ≤ ‖B‖22c1k ≤ (1 + 7
√
c)(2 + ζ)c1k ≤ c2k,
where the first inequality uses ‖BUˆ‖F ≤ ‖B‖2‖Uˆ‖F and (6), the second inequality uses that event E occurs,
and the third inequality holds for a constant c2 > 0 that can be made arbitrarily small by making the constant
c > 0 arbitrarily small.
Combining with (5) and using the triangle inequality,
‖BU¯‖F ≥ ‖BP‖F − ‖BUˆ‖F using the triangle inequality
≥ ‖BP‖F −
√
c2k using our bound on ‖BUˆ‖2F
=
√
‖B‖2F − ‖B −BP‖2F −
√
c2k by the matrix Pythagorean theorem
≥
√
(2 + ζ)k − 2ck −
√
c2k by (5)
≥
√
(2 + ζ)k − c3k, (7)
where c3 > 0 is a constant that can be made arbitrarily small for c > 0 an arbitrarily small constant (note that
c2 > 0 also becomes arbitrarily small as c > 0 becomes arbitrarily small). Hence, ‖BU¯‖2F ≥ (2+ζ)k−c3k,
and together with Corollary 4.1, that implies ‖U¯‖2F ≥ k− c4k for a constant c4 that can be made arbitrarily
small by making c > 0 arbitrarily small.
Our next goal is to show that ‖B2U¯‖2F is almost as large as ‖BU¯‖2F . Consider any column u¯ of U¯ , and
write it as u¯S + u¯R. Hence,
‖Bu¯‖2 = ‖RT u¯R‖2 + ‖B2u¯‖2 using B1u¯ = RT u¯R
≤ ‖RT u¯R‖2 + ‖u¯S +RS u¯R‖2 + ‖u¯S‖2 by definition of the components
= ‖Ru¯R‖2 + 2‖u¯S‖2 + 2u¯TSRS u¯R using the Pythagorean theorem
≤ 1 + 7√c+ ‖u¯S‖2 + 2‖u¯S‖‖RS u¯R‖
using ‖Ru¯R‖2 ≤ (1 + 7
√
c)‖u¯R‖2 and ‖u¯R‖2 + ‖u¯S‖2 ≤ 1
(also using Cauchy-Schwarz to bound the other term).
Suppose ‖RS u¯R‖ = τ‖u¯R‖ for a value 0 ≤ τ ≤ 1 + 7
√
c. Then
‖Bu¯‖2 ≤ 1 + 7√c+ ‖u¯S‖2 + 2τ‖u¯S‖
√
1− ‖u¯S‖2.
We thus have,
‖Bu¯‖2 ≤ 1 + 7√c+ (1− τ)‖u¯S‖2 + τ(‖u¯S‖2 + 2‖u¯S‖
√
1− ‖u¯S‖2)
≤ 1 + 7√c+ (1− τ) + τ(1 + ζ) by Fact 4.3
≤ 2 + τζ + 7√c, (8)
and hence, letting τ1, . . . , τk denote the corresponding values of τ for the k columns of U¯ , we have
‖BU¯‖2F ≤ (2 + 7
√
c)k + ζ
k∑
i=1
τi. (9)
Comparing the square of (7) with (9), we have
k∑
i=1
τi ≥ k − c5k, (10)
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where c5 > 0 is a constant that can be made arbitrarily small by making c > 0 an arbitrarily small constant.
Now, ‖U¯‖2F ≥ k − c4k as shown above, while since ‖Rsu¯R‖ = τi‖u¯R‖ if u¯R is the i-th column of U¯ , by
(10) we have
‖RSU¯R‖2F ≥ (1− c6)k (11)
for a constant c6 that can be made arbitrarily small by making c > 0 an arbitarily small constant.
Now ‖RU¯R‖2F ≤ (1 + 7
√
c)k since event E occurs, and ‖RU¯R‖2F = ‖RT U¯R‖2F + ‖RSU¯R‖2F since the
rows of R are the concatenation of rows of RS and RT , so combining with (11), we arrive at
‖RT U¯R‖2F ≤ c7k, (12)
for a constant c7 > 0 that can be made arbitrarily small by making c > 0 arbitrarily small.
Combining the square of (7) with (12), we thus have
‖B2U¯‖2F = ‖BU¯‖2F − ‖B1U¯‖2F = ‖BU¯‖2F − ‖RT U¯R‖2F ≥ (2 + ζ)k − c3k − c7k
≥ (2 + ζ)k − c8k, (13)
where the constant c8 > 0 can be made arbitrarily small by making c > 0 arbitrarily small.
By the triangle inequality,
‖B2U‖F ≥ ‖B2U¯‖F − ‖B2Uˆ‖F ≥ ((2 + ζ)k − c8k)1/2 − (c2k)1/2. (14)
Hence,
‖B2 −B2P‖F =
√
‖B2‖2F − ‖B2U‖2F by matrix Pythagorean, ‖B2U‖F = ‖B2P‖F
≤
√
‖B2‖2F − (‖B2U¯‖F − ‖B2Uˆ‖F )2 by triangle inequality
≤
√
3k − (((2 + ζ)k − c8k)1/2 − (c2k)1/2)2 using (14), ‖B2‖2F = 3k,(15)
or equivalently, ‖B2 − B2P‖2F ≤ 3k − ((2 + ζ)k − c8k) − (c2k) + 2k(((2 + ζ) − c8)c2)1/2 ≤ (1 −
ζ)k + c8k + 2k(((2 + ζ)− c8)c2)1/2 ≤ (1− ζ)k + c9k for a constant c9 > 0 that can be made arbitrarily
small by making the constant c > 0 small enough. This intuitively says that P provides a good low rank
approximation for the matrix B2. Notice that by (15),
‖B2P‖2F = ‖B2‖2F − ‖B2 −B2P‖2F ≥ 3k − (1− ζ)k − c9k ≥ (2 + ζ)k − c9k. (16)
Now B2 is a 2k × d matrix and we can partition its rows into k pairs of rows of the form Z` = (ei` +
Ri` , ei`), for ` = 1, . . . , k. Here we abuse notation and think of Ri` as a d-dimensional vector, its first
ck/ε coordinates set to 0. Each such pair of rows is a rank-2 matrix, which we abuse notation and call ZT` .
By direct computation 5 ZT` has squared maximum singular value 2 + ζ. We would like to argue that the
projection of P onto the row span of most Z` has length very close to 1. To this end, for each Z` consider the
orthonormal basis V T` of right singular vectors for its row space (which is span(ei` , Ri`)). We let v
T
`,1, v
T
`,2
be these two right singular vectors with corresponding singular values σ1 and σ2 (which will be the same
for all `, see below). We are interested in the quantity ∆ =
∑k
`=1 ‖V T` P‖2F which intuitively measures how
much of P gets projected onto the row spaces of the ZT` .
Lemma 4.3. Conditioned on event E , ∆ ∈ [k − c10k, k + c10k], where c10 > 0 is a constant that can be
made arbitrarily small by making c > 0 arbitrarily small.
5We again used the calculator at http://www.bluebit.gr/matrix-calculator/
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Proof. For any unit vector u, consider
∑k
`=1 ‖V T` u‖2. This is equal to ‖uS‖2 + ‖RSuR‖2. Conditioned on
E , ‖RSuR‖2 ≤ (1 + 7
√
c)‖uR‖2. Hence,
∑k
`=1 ‖V T` u‖2 ≤ 1 + 7
√
c, and consequently, ∆ ≤ k(1 + 7√c).
On the other hand, ‖B2P‖2F =
∑k
`=1 ‖ZT` P‖2F . Since ‖ZT` ‖22 ≤ 2 + ζ, it follows by (16) that ∆ ≥
k − (c9/(2 + ζ))k, as otherwise ∆ would be too small in order for (16) to hold.
The lemma now follows since
√
c and c9 can be made arbitrarily small by making the constant c > 0
small enough.
We have the following corollary.
Corollary 4.2. Conditioned on event E , for a 1−√c9 + 2c10 fraction of ` ∈ [k], ‖V T` P‖2F ≤ 1 + c11, and
for a 99/100 fraction of ` ∈ [k], we have ‖V T` P‖2F ≥ 1− c11, where c11 > 0 is a constant that can be made
arbitrarily small by making the constant c > 0 arbitrarily small.
Proof. For the first part of the corollary, observe that
‖ZT` P‖2F = σ21‖vT`,1P‖2 + σ22‖vT`,2P‖2,
where vT`,1 and v
T
`,2 are right singular vectors of V
T
` , and σ1, σ2 are its singular values, with σ
2
1 = 2 + ζ and
σ22 = 1− ζ. Since ∆ ≤ k + c10k by Lemma 4.3, we have
k∑
`=1
‖vT`,1P‖2 + ‖vT`,2P‖2 ≤ k + c10k.
If
∑k
`=1 ‖vT`,2P‖2 ≥ (c9 + 2c10)k, then
‖B2P‖2F ≤
∑
`
‖ZT` P‖2F
≤ (2 + ζ)(k + c10k − 2c10k − c9k) + (1− ζ)(2c10k + c9k)
≤ (2 + ζ)(k − c9k)− (2 + ζ)c10k + (1− ζ)(2c10k + c9k)
≤ (2 + ζ)k − 2c9k − ζc9k − 2c10k − ζc10k + 2c10k + c9k − 2ζc10k − ζc9k
≤ (2 + ζ)k − (1 + 2ζ)c9k +−3ζc10k
< (2 + ζ)k − c9k
which is a contradiction to (16). Hence,
∑k
`=1 ‖vT`,2P‖2 ≤ (c9 + 2c10)k. This means by a Markov bound
that a 1−√c9 + 2c10 fraction of ` satisfy ‖vT`,2P‖2 ≤
√
c9 + 2c10, which implies that for this fraction that
‖V T` P‖2F ≤ 1 +
√
c9 + 2c10.
For the second part of the corollary, suppose at most 99k/100 different ` satisfy ‖V T` P‖2F > 1 −
200
√
c9 + 2c10. By the previous part of the corollary, at most
√
c9 + 2c10k of these ` can satisfy ‖V T` P‖2F >
1 +
√
c9 + 2c10. Hence, since ‖V T` P‖2F ≤ 2,
∆ < 2
√
c9 + 2c10k + (1 +
√
c9 + 2c10)(99/100−
√
c9 + 2c10)k + (1− 200
√
c9 + 2c10)k/100
≤ 2√c9 + 2c10k + 99k/100 + 99k
√
c9 + 2c10/100− k
√
c9 + 2c10 + k/100− 2
√
c9 + 2c10k
≤ k −√c9 + 2c10k/100
≤ k −√2c10k/100
< k − c10k,
where the final inequality follows for c10 > 0 a sufficiently small constant. This is a contradiction to
Lemma 4.3. Hence, at least 99k/100 different ` satisfy ‖V T` P‖2F > 1 − 200
√
c9 + 2c10. Letting c11 =
200
√
c9 + 2c10, we see that c11 can be made an arbitrarily small constant by making the constant c > 0
arbitrarily small. This completes the proof.
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Recall that Bob holds i = i` for a random ` ∈ [k]. It follows (conditioned on E) by a union bound that
with probability at least 49/50, ‖V T` P‖2F ∈ [1 − c11, 1 + c11], which we call the event F and condition
on. We also condition on event G that ‖ZT` P‖2F ≥ (2 + ζ) − c12, for a constant c12 > 0 that can be made
arbitrarily small by making c > 0 an arbitrarily small constant. Combining the first part of Corollary 4.2
together with (16), event G holds with probability at least 99.5/100, provided c > 0 is a sufficiently small
constant. By a union bound it follows that E , F , and G occur simultaneously with probability at least 49/51.
As ‖ZT` P‖2F = σ21‖vT`,1P‖2 + σ22‖vT`,2P‖2, with σ21 = 2 + ζ and σ21 = 1 − ζ, events E ,F , and G imply
that ‖vT`,1P‖2 ≥ 1 − c13, where c13 > 0 is a constant that can be made arbitrarily small by making the
constant c > 0 arbitrarily small. Observe that ‖vT`,1P‖2 = 〈v`,1, z〉2, where z is a unit vector in the direction
of the projection of v`,1 onto P .
By the Pythagorean theorem, ‖v`,1 − 〈v`,1, z〉z‖2 = 1− 〈v`,1, z〉2, and so
‖v`,1 − 〈v`,1, z〉z‖2 ≤ c14, (17)
for a constant c14 > 0 that can be made arbitrarily small by making c > 0 arbitrarily small.
We thus have ZT` P = σ1〈v`,1, z〉u`,1zT + σ2〈v`,2, w〉u`,2wT , where w is a unit vector in the direction of
the projection of of v`,2 onto P , and u`,1, u`,2 are the left singular vectors of ZT` . Since F occurs, we have
that |〈v`,2, w〉| ≤ c11, where c11 > 0 is a constant that can be made arbitrarily small by making the constant
c > 0 arbitrarily small. It follows now by (17) that
‖ZT` P − σ1u`,1vt`,1‖2F ≤ c15, (18)
where c15 > 0 is a constant that can be made arbitrarily small by making the constant c > 0 arbitrarily
small.
By direct calculation6, u`,1 = −.851ei` − .526Ri` and v`,1 = −.851ei` − .526Ri` . It follows that
‖ZT` P − (2 + ζ)[.724ei` + .448Ri` ; .448ei` + .277Ri` ]‖2F ≤ c15. Since ei` is the second row of ZT` , it
follows that ‖eTi`P − (2 + ζ)(.448ei` + .277Ri`)‖2 ≤ c15.
Observe that Bob has ei` and P , and can therefore compute e
T
i`
P . Moreover, as c15 > 0 can be made
arbitrarily small by making the constant c > 0 arbitrarily small, it follows that a 1− c16 fraction of the signs
of coordinates of eTi`P , restricted to coordinates in [d] \ [ck/ε], must agree with those of (2 + ζ).277Ri` ,
which in turn agree with those of Ri` . Here c16 > 0 is a constant that can be made arbitrarily small by
making the constant c > 0 arbitrarily small. Hence, in particular, the sign of the j-th coordinate of Ri` ,
which Bob needs to output, agrees with that of the j-th coordinate of eTi`P with probability at least 1− c16.
Call this eventH.
By a union bound over the occurrence of events E ,F , G, andH, and the streaming algorithm succeeding
(which occurs with probability 3/4), it follows that Bob succeeds in solving Index with probability at least
49/51− 1/4− c16 > 2/3, as required. This completes the proof.
5 Related Work on Matrix Sketching and Streaming
As mentioned in the introduction, there are a variety of techniques to sketch a matrix. There are also several
ways to measure error and models to consider for streaming.
In this paper we focus on the row-update streaming model where each stream elements appends a row to
the input matrix A. A more general model the entry-update model fixes the size of A at n × d, but each
element indicates a single matrix entry and adds (or subtracts) to its value.
6Using the online calculator in earlier footnotes.
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Error measures. The accuracy of a sketch matrix B can be measured in several ways. Most commonly
one considers an n × d, rank k matrix Aˆ that is derived from B (and sometimes A) and measures the
projection error where proj-err = ‖A − Aˆ‖2F /‖A − Ak‖2F . When Aˆ can be derived entirely from B, we
call this a construction result, and clearly requires at least Ω(n + d) space. When the space is required to
be independent of n, then Aˆ either implicitly depends on A, or requires another pass of the data. It can
then be defined one of two ways: Aˆ = pikB(A) (as is considered in this paper) takes Bk, the best rank-k
approximation to B, and then projects A onto Bk; Aˆ = ΠkB(A) projects A onto B, and then takes the
best rank-k approximation of the result. Note that pikB(A) is better than Π
k
B(A), since it knows the rank-k
subspace to project onto without re-examining A.
We also consider covariance error where covar-err = ‖ATA − BTB‖2/‖A‖2F in this paper. One can
also bound ‖ATA−BTB‖2/‖A−Ak‖2F , but this has an extra parameter k, and is less clean. This measure
captures the norm of A along all directions (where as non-construction, projection error only indicates how
accurate the choice of subspace is), but still does not require Ω(n) space.
Sketch paradigms Given these models, there are several types of matrix sketches. We describe them here
with a bit more specificity than in the Introduction, with particular attention to those that can operate in the
row-update model we focus on. Specific exemplars are described which are used in out empirical study to
follow. The first approach is to sparsify the matrix [4,7,23], by retaining a small number of non-zero. These
algorithms typically assume to know the n× d dimensions of A, and are thus not directly applicable in out
model.
Random-projection: The second approach randomly combines rows of the matrix [40, 47, 51, 52]. For an
efficient variant [3] we will consider where the sketch B is equivalent to RA where R is an ` × n matrix
such that each element Ri,j ∈ {−1/
√
`, 1/
√
`} uniformly. This is easily computed in a streaming fashion,
while requiring at mostO(`d) space andO(`d) operation per row updated. Sparser constructions of random
projection matrices are known to exist [16, 33]. These, however, were not implemented since the running
time of applying random projection matrices is not the focus of this experiment.
Hashing: A variant of this approach [14] uses an extra sign-hash function to replicate the count-sketch [12]
with matrix rows (analogously to how FREQUENTDIRECTIONS does with the MG sketch). Specifically,
the sketch B is initialized as the ` × d all zeros matrix, then each row ai of A is added to row h(i) as
Bh(i) ← Bh(i) + s(i)ai, where h : [n]→ [`] and s : [n]← {−1, 1} are perfect hash functions. There is no
harm in assuming such functions exist since complete randomness is naı¨vely possible without dominating
either space or running time. This method is often used in practice by the machine learning community and
is referred to as “feature hashing” [55]. Surprising new analysis of this method [14] shows this approach is
optimal for construction bounds and takes O(nnz(A)) processing time for any matrix A.
Sampling: The third sketching approach is to find a small subset of matrix rows (and/or columns) that
approximate the entire matrix. This problem is known as the ‘Column Subset Selection Problem’ and has
been thoroughly investigated [9, 10, 18, 19, 22, 25]. Recent results offer algorithms with almost matching
lower bounds [9,13,18]. A simple streaming solution to the ‘Column Subset Selection Problem’ is obtained
by sampling rows from the input matrix with probability proportional to their squared `2 norm. Specifically,
each rowBj takes the valueAi/
√
`pi iid with probability pi = ‖Ai‖2/‖A‖2F . The space it requires isO(`d)
in the worst case but it can be much lower if the chosen rows are sparse. Since the value of ‖A‖F is not a
priori known, the streaming algorithm is implemented by ` independent reservoir samplers, each sampling
a single row according to the distribution. The update running time is therefore O(d) per row in A. Despite
this algorithm’s apparent simplicity, providing tight bounds for its error performance required over a decade
of research [6, 19, 22, 25, 46, 49, 53]. Advanced such algorithms utilize the leverage scores of the rows [21]
and not their squared `2 norms. The discussion on matrix leverage scores goes beyond the scope of this
paper, see [22] for more information and references.
There are a couple of other sketching techniques that try to maintain some form of truncated SVD as the
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data is arriving. Incremental SVD and its variants [11, 30, 32, 38, 48], are quite similar to FREQUENTDI-
RECTIONS, but do not perform the shrinkage step; with each new row they recompute the truncated SVD,
simply deleting the smallest singular value/vector. No worst case error bounds can be shown for this ap-
proach, and a recent paper [26] demonstrates how it may fail dramatically; this paper [26] (which appeared
after the initial conference versions of this paper) also shows how to approach or surpass the performance
of Incremental SVD approaches using variants of the FREQUENTDIRECTIONS approach described herein.
Another approach by Feldman et al. [24] decomposes the stream into geometrically increasing subparts,
and maintains a truncated SVD for each. Recombining these in a careful process prevents the error from
accumulating too much, and takes O(n · poly(d, `, log n)) time.
Catalog of Related Bounds. We have summarized bounds of row-update streaming in Table 1. The space
and time bounds are given in terms of n (the number of rows), d (the number of columns), k (the specified
rank to approximate), r (the rank of input matrix A), ε (an error parameter), and δ (the probability of failure
of a randomized algorithm). An expresion O˜(x) hides poly log(x) terms. The size is sometimes measured
in terms of the number of rows (#R). Otherwise, if #R is not specified the space refers the number of words
in the RAM model where it is assumed O(log nd) bits fit in a single word.
Recall that the error can be measured in several ways.
• A construction result is denoted C.
• If it is not constructive, it is denoted by a P for projection if it uses a projection Aˆ = pikB(A). Alterna-
tively if the weaker form of Aˆ = ΠkB(A), then this is denoted Pr where r is the rank of B before the
projection.
• In most recent results a projection error of 1 + ε is obtained, and is denoted εR.
• Although in some cases a weaker additive error of the form ‖A − Aˆ‖2F ≤ ‖A − Ak‖2F + ε‖A‖2F is
achieved and denoted εA.
This can sometimes also be expressed as a spectral norm of the form ‖A−Aˆ‖22 ≤ ‖A−Ak‖22+ε‖A‖2F
(note the error term ε‖A‖2F still has a Frobenius norm). This is denoted εL2.
• In a few cases the error does not follow these patterns and we specially denote it.
• Algorithms are randomized unless it is specified. In all tables we state bounds for a constant probabil-
ity of failure. If we want to decrease the probability of failure to some parameter δ, we can generally
increase the size and runtime by O(log(1/δ)).
It is worth noting that under the construction model, and allowing streaming turnstile updates to each
element of the matrix, the hashing algorithm has been shown space optimal by Clarkson and Woodruff [13]
(assuming each matrix entry requires O(log nd) bits, and otherwise off by only a O(log nd) factor). It
is randomized and it constructs a decomposition of a rank k matrix Aˆ that satisfies ‖A − Aˆ‖F ≤ (1 +
ε)‖A − Ak‖F , with probability at least 1 − δ. This provides a relative error construction bound of size
O((k/ε)(n+ d) log(nd)) bits. They also show an Ω((k/ε)(n+ d)) bits lower bound. Our paper shows that
the row-update model is strictly easier with a lower upper bound.
Although not explicitly described in their paper [13], one can directly use their techniques and analysis
to achieve a weak form of a non-construction projection bound. One maintains a matrix B = AS with
m = O((k/ε) log(1/δ)) columns where S is a d×m matrix where each entry is chosen from {−1,+1} at
random. Then setting Aˆ = piB(A), achieves a proj-err = 1 + ε, however B is rank O((k/ε) log(1/δ)) and
hence that is the only bound on Aˆ as well.
6 Experimental Results
We compare FREQUENTDIRECTIONS to five different algorithms. The first two constitute brute force and
naı¨ve baselines, described precisely next. The other three are common algorithms that are used in practice:
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Table 1: Streaming Algorithms
Streaming algorithms
Paper Space Time Bound
DKM06 [20]
LinearTimeSVD
#R = O(1/ε2)
O((d+ 1/ε2)/ε4)
O((d+ 1/ε2)/ε4 + nnz(A)) P, εL2
#R = O(k/ε2)
O((k/ε2)2(d+ k/ε2))
O((k/ε2)2(d + k/ε2) +
nnz(A))
P, εA
Sar06 [51]
turnstile
#R = O(k/ε+ k log k)
O(d(k/ε+ k log k))
O(nnz(A)(k/ε + k log k) +
d(k/ε+ k log k)2))
PO(k/ε+k log k), εR
CW09 [13] #R = O(k/ε) O(nd2 + (ndk/ε)) PO(k/ε), εR
CW09 [13] O((n+ d)(k/ε)) O(nd2 + (ndk/ε)) C, εR
FSS13 [24]
deterministic
O((dk/ε) log n) n((dk/ε) log n)O(1) P, εR
This paper
deterministic
#R = d1/εe
Θ(d/ε)
O(nd/ε) covar-err ≤ ε
#R = dk/ε+ ke
Θ(dk/ε)
O(ndk/ε) P, εR
sampling, hashing, and random-projection, described in Section 5. All tested methods receive the rows of an
n× d matrix A one by one. They are all limited in storage to an `× d sketch matrix B and additional o(`d)
space for any auxiliary variables. This is with the exception of the brute force algorithm that requires Θ(d2)
space. For a given input matrix A we compare the computational efficiency of the different methods and
their resulting sketch accuracy. The computational efficiency is taken as the time required to produceB from
the stream of A’s rows. The accuracy of a sketch matrix B is measured by both the covariance error and the
projection error. Since some of the algorithms below are randomized, each algorithm was executed 5 times
for each input parameter setting. The reported results are median values of these independent executions.
All methods are implemented in python with NumPy and compiled by python 2.7 compiler, and experiments
are performed on a linux machine with a 6 Core Intel (R) Xeon (R) 2.4GHz CPU and 128GB RAM.
6.1 Competing algorithms
Brute Force: The brute force approach produces the optimal rank ` approximation of A. It explicitly com-
putes the matrix ATA =
∑n
i=1A
T
i Ai by aggregating the outer products of the rows of A. The final ‘sketch’
consists of the top ` right singular vectors and values (square rooted) of ATA which are obtained by com-
puting its SVD. The update time of Brute Force is Θ(d2) and its space requirement is Θ(d2).
Naı¨ve: Upon receiving a row in A the naı¨ve method does nothing. The sketch it returns is an all zeros ` by
d matrix. This baseline is important for two reasons: First, it can actually be more accurate than random
methods due to under sampling scaling issues. Second, although it does not perform any computation, it
does incur computation overheads such as I/O exactly like the other methods.
The other three baselines are Sampling, Hashing, and Random-projection, described in Section 5.
6.2 Datasets
We compare the performance of our algorithm on both synthetic and real datasets. For the synthetic dataset,
each row of the generated input matrices, A, consists of an m dimensional signal and d dimensional noise
(m  d). More accurately, A = SDU + N/ζ. The signal coefficients matrix S ∈ Rn×m is such that
Si,j ∼ N(0, 1) i.i.d. The matrixD ∈ Rm×m has only diagonal non-zero enteredDi,i = 1−(i−1)/m, which
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Figure 2: Covariance error vs sketch size. On synthetic data with different signal dimension (m). m = 10
(left), m = 20 (middle), and m = 50 (right).
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Figure 3: Projection error vs sketch size. On synthetic data with different signal dimension (m). m = 10
(left), m = 20 (middle), and m = 50 (right).
gives linearly diminishing signal singular values. The signal row space matrix U ∈ Rm×d contains a random
m dimensional subspace in Rd, for clarity, UUT = Id. The matrix SDU is exactly rank m and constitutes
the signal we wish to recover. The matrix N ∈ Rn×d contributes additive Gaussian noise Ni,j ∼ N(0, 1).
Due to [54], the spectral norms of SDU andN are expected to be the same up to some universal constant c1.
Experimentally, c1 ≈ 1. Therefore, when ζ ≤ c1 we cannot expect to recover the signal because the noise
spectrally dominates it. On the other hand, when ζ ≥ c1 the spectral norm is dominated by the signal which
is therefore recoverable. Note that the Frobenius norm ofA is dominated by the noise for any ζ ≤ c2
√
d/m,
for another constant close to 1, c2. Therefore, in the typical case where c1 ≤ ζ ≤ c2
√
d/m, the signal is
recoverable by spectral methods even though the vast majority of the energy in each row is due to noise. In
our experiments, we consider n ∈ {10000, 20000, . . . , 100000} (n = 10000 as default value), d = 1000,
m ∈ {10, 20, 50} (m = 10 as default value), and ζ ∈ {5, 10, 15, 20} (ζ = 10 as default value). In projection
error experiments, we recover rank k = m of the dataset.
We consider the real-world dataset Birds [1] in which each row represents an image of a bird, and each
column a feature. This dataset has 11788 data points and 312 features, and we recover rank k = 100 for
projection error experiments.
6.3 Results
The performance of FREQUENTDIRECTIONS was measured both in terms of accuracy and running time
compared to the above algorithms. In the first experiment, a moderately sized matrix (10,000× 1,000) was
approximated by each algorithm. The moderate input matrix size is needed to accommodate the brute force
algorithm and to enable the exact error measure. The results are shown as we vary the data dimension m
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Figure 4: Covariance error vs sketch size. On synthetic data with different noise ratio (η). η = 5 (left),
η = 15 (middle), and η = 20 (right).
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Figure 5: Projection error vs sketch size. On synthetic data with different noise ratio (η). η = 5 (left),
η = 15 (middle), and η = 20 (right).
in Figure 2 for covariance error and Figure 3 for projection error; similar results are shown as the noise
parameter η is changed in Figure 4 for covariance error and Figure 5 for projection error. These give rise to
a few interesting observations. First, all three random techniques actually perform worse in covariance error
than naı¨ve for small sketch sizes. This is a side effect of under-sampling which causes overcorrection. This
is not the case with FREQUENTDIRECTIONS. Second, the three random techniques perform equally well.
This might be a result of the chosen input. Nevertheless, practitioners should consider these as potentially
comparable alternatives. Third, the curve indicated by “Frequent Direction Bound” plots the relative accu-
racy guaranteed by FREQUENTDIRECTIONS, which is equal to 1/` in case of covariance error, and equal
to `/(` − k) in case of projection error. Note that in covariance error plots,“Frequent Direction Bound”
is consistently lower than the random methods. This means that the worst case performance guarantee is
lower than the actual performance of the competing algorithms. Finally, FREQUENTDIRECTIONS produces
significantly more accurate sketches than predicted by its worst case analysis.
The running time of FREQUENTDIRECTIONS (specifically Algorithm 3.1), however, is not better than its
competitors. This is clearly predicted by their asymptotic running times. In Figure 6 as we vary the data
dimension m and in Figure 7 as we vary the noise parameter η, the running times (in seconds) of the sketch-
ing algorithms are plotted as a function of their sketch sizes. Clearly, the larger the sketch, the higher the
running time. Note that hashing is extremely fast. In fact, it is almost as fast as naı¨ve, which does nothing
other than read the data! Sampling is also faster than Frequent Directions. Random-project is also faster
than FREQUENTDIRECTIONS, but only by a factor 3; this makes sense since they have the same asymptotic
runtime, but random-projection just needs to add each new row to ` other vectors while FREQUENTDIREC-
TIONS amortizes over more complex svd calls. It is important to stress that the implementations above are
not carefully optimized. Different implementations might lead to different results.
Similar results in error and runtime are shown on the real Birds data set in Figure 8.
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Figure 6: Running time (seconds) vs sketch size. On synthetic data with different signal dimension (m).
m = 10 (left), m = 20 (middle), and m = 50 (right).
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Figure 7: Running time (seconds) vs sketch size. On synthetic data with different noise ratio (η). η = 5
(left), η = 10 (middle), and η = 15 (right).
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Figure 8: Covariance error (left), Projection error (middle) and Running time (right) on birds data.
Nevertheless, we will claim that FREQUENTDIRECTIONS scales well. Its running time is O(nd`), which
is linear in each of the three terms. In Figure 9, we fix the sketch size to be ` = 100 and increase n and
d. Note that the running time is indeed linear in both n and d as predicted. Moreover, sketching an input
matrix of size 105 × 104 requires roughly 3 minutes. Assuming 4 byte floating point numbers, this matrix
occupies roughly 4Gb of disk space. More importantly though, FREQUENTDIRECTIONS is a streaming
algorithm. Thus, its memory footprint is fixed and its running time is exactly linear in n. For example,
sketching a 40Gb matrix of size 106×104 terminates in half an hour. The fact that FREQUENTDIRECTIONS
is also perfectly parallelizable (Section 3.1) makes FREQUENTDIRECTIONS applicable to truly massive and
distributed matrices.
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Figure 9: Running time in seconds vs. input size. Here, we measure only the running time of FREQUENT-
DIRECTIONS (specifically Algorithm 3.1). The sketch size is kept fixed at ` = 100. The size of the synthetic
input matrix is n× d. The value of n is indicated on the x-axis. Different plot lines correspond to different
values of d (indicated in the legend). The running time is measured in seconds and is indicated on the y-axis.
It is clear from this plot that the running time of FREQUENTDIRECTIONS is linear in both n and d. Note
also that sketching a 105 × 104 dense matrix terminates in roughly 3 minutes.
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