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Abstract
Many complex diseases are known to be affected by the interactions between genetic variants
and environmental exposures beyond the main genetic and environmental effects. Study of
gene-environment (G×E) interactions is important for elucidating the disease etiology. Ex-
isting Bayesian methods for G×E interaction studies are challenged by the high-dimensional
nature of the study and the complexity of environmental influences. Many studies have
shown the advantages of penalization methods in detecting G×E interactions in “large p,
small n” settings. However, Bayesian variable selection, which can provide fresh insight into
G×E study, has not been widely examined. We propose a novel and powerful semi-parametric
Bayesian variable selection model that can investigate linear and nonlinear G×E interactions
simultaneously. Furthermore, the proposed method can conduct structural identification by
distinguishing nonlinear interactions from main-effects-only case within the Bayesian frame-
work. Spike and slab priors are incorporated on both individual and group levels to identify
the sparse main and interaction effects. The proposed method conducts Bayesian variable
selection more efficiently than existing methods. Simulation shows that the proposed model
outperforms competing alternatives in terms of both identification and prediction. The
proposed Bayesian method leads to the identification of main and interaction effects with
important implications in a high-throughput profiling study with high-dimensional SNP
data.
Keywords:Bayesian variable selection, Gene-environment interactions, High-dimensional
genomic data, Semi-parametric modeling, MCMC
1 Introduction
It has been widely recognized that the genetic and environmental main effects alone are
not sufficient to decipher an overall picture of the genetic basis of complex diseases. The
Gene-Environment (G×E) interactions also play vital roles in dissecting and understanding
complex diseases beyond the main effects1;2. Significant amount of efforts have been made to
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Figure 1: Non-linear G×E effect of SNP rs1106380 from the Nurses’ Health Study (NHS)
data. The blue dashed lines represent the 95% credible region.
conducting analysis for the investigation of the associations between disease phenotypes and
interaction effects marginally, especially in GWAS3. As the disease etiology and prognosis
are generally attributable to the coordinated effects of multiple genetic and environment
factors, as well as the G×E interactions, joint analysis has provided a powerful alternative
to dissect G×E interactions.
From the statistical modeling perspective, the interactions can be described as the prod-
uct of variables corresponding to genetic and environmental factors. With the main G and E
effects, as well as their interactions, the contribution of genetic variants to disease phenotype
can be expressed as a linear function of the environmental factor. Such a linear interaction
assumption does not necessarily hold true in practice. Taking the Nurses’ Health Study
(NHS) data analyzed in this article as an example, we are interested in examining how the
SNP effects on weight are mediated by age as the environmental factor. We fit a Bayesian
marginal model to SNP rs1106380 by using a non-parametric method to model the G×E in-
teraction while accounting for effects from clinical covariates. A 95% credible region has also
been provided. Figure 1 clearly suggests that the linear interaction assumption is violated.
Mis–specifying the form of interactions will lead to biased identification of important effects
and inferior prediction performance.
The non-linear G×E interactions have been first conducted in marginal analysis, includ-
ing Ma et al.4 and Wu and Cui5. Motivated by the set based association analysis, the
modeling strategy has been adopted to investigate how genetic variants in a set, such as
the gene set, pathways or networks, are mediated by one or multiple types of environmen-
tal exposures to influence disease risk. The set–based modeling incorporating the nonlinear
G×E interactions is essentially a joint analysis with high-dimensional covariates. Recently,
penalized variable selection methods have emerged as a promising tool to capture G×E
2
interactions that might be weak or moderate individually, but are strong collectively6–11.
Penalization methods have been first coined in Tibshirani12, which has also pointed
out the connection between penalization and the corresponding Bayesian variable selection
methods. In particular, the LASSO estimate can be interpreted as the posterior mode
estimate when identical and independent Laplace prior has been imposed on each component
of the coefficient vector under penalized least square loss. Park and Casella13 has further
refined the prior as a conditional Laplace prior within the fully Bayesian framework to
guarantee the unimodality of the posterior distribution. As LASSO belongs to the family of
penalized estimate induced by the `q norm penalty with q=1, the Bayesian counterpart of
penalization methods have been generalized to accommodate more complex data structure
with other penalty functions, such as elastic net, fused LASSO and group LASSO. These
extensions can also be formulated within the Bayesian framework with a similar rationale of
specifying priors14.
As penalization is tightly connected to Bayesian methods, the development of novel
Bayesian variable selection will significantly broaden the scope of variable selection meth-
ods for G×E interaction studies, which will provide us fresh perspectives and promising
results not offered by the existing studies. However, our limited literature review indicates
that Bayesian variable selection has not been thoroughly conducted in existing G×E studies,
especially for nonlinear interactions. For example, Liu et al.15 has developed a Bayesian mix-
ture model to identify important G×E and G×G interaction effects through indicator model
selection. Variable selection has been achieved by examining the posterior inclusion prob-
ability. Under a two-phase sampling design, Ahn et al.16 has considered Bayesian variable
selection on G×E interactions using spike–and–slab priors. Both studies cannot handle non-
linear interactions. More pertinent to the penalization, Li et al.17 has developed a Bayesian
group LASSO for non-parametric varying coefficient models, where the non-linear interac-
tion is expressed as a linear combinations of Legendre polynomials, and the identification
of G×E interactions amounts to the shrinkage selection of polynomials on the group level
using multivariate Laplace priors. Li et al.17 has been built upon the Laplace prior adopted
in Bayesian LASSO, therefore the coefficients cannot be shrunken to zero exactly in order
to achieve the ”real” sparsity,
Accounting for nonlinear effects in G×E studies has deeply rooted in structured variable
selection for high dimensional data18. An efficient selection procedure is expected to not only
accurately pinpoint the form of nonlinear interactions, but also avoid modeling the main-
effect-only case (corresponding to the non-zero constant effects) as nonparametric ones, since
this type of misspecification may over–fit the data and result in loss of efficiency. To the
best of our knowledge, automatic structure identification involving nonlinear effects has not
been conducted in Bayesian G×E studies. To overcome the aforementioned limitations, we
develop a novel semi-parametric Bayesian variable selection method for G×E interactions.
We consider both linear and nonlinear interactions simultaneously. The interactions between
a genetic factor and a discrete environmental factor are modeled parametrically, while the
nonlinear interactions are modeled using varying coefficient functions. In particular, we
conduct automatic structure identification via Bayesian regularization to separate the cases
of G×E interactions, main-effect-only and no genetic effects at all, which more flexibly
captures the main and interaction effects. Besides, to shrink the coefficients of unimportant
linear and nonlinear effects to zero exactly, we adopt the spike-and-slab priors in our model.
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The spike-and-slab priors have recently been shown as effective when being incorporated
in Bayesian hierarchical framework for penalization methods, including the spike–and–slab
LASSO19;20, Bayesian fused LASSO21 and Bayesian sparse group LASSO22. It leads to
sparsity in the sense of exact 0 posterior estimates which are not available in Bayesian
LASSO type of Bayesian shrinkage methods including Li et al.17.
Motivated by the pressing need to conduct efficient Bayesian G×E interaction studies
accounting for the nonlinear interaction effects, the proposed semi-parametric model signif-
icantly advances from existing Bayesian variable selection methods for G×E interactions in
the following aspects. First, compared to studies that solely focus on linear15;16 or non-linear
effects17, the proposed one can accommodate both types of effects concurrently, thus more
comprehensively describe the overall genetic architecture of complex diseases. Second, to
the best of our knowledge, for G×E interactions, automatic structure discovery has been
considered in the Bayesian framework for the first time. Compared to Li et al.17, one of the
very few (or perhaps the only) literature in Bayesian variable selection for non-linear effects,
our method is more fine tuned for the structured sparsity by distinguishing whether the
genetic variants have nonlinear interaction, main effects only and no genetic effects at all,
with the forms of coefficient functions being varying, non-zero constant and zero respectively.
Third, borrowing strength from the spike–and–slab priors, we efficiently perform Bayesian
shrinkage on the individual and group level simultaneously. In particular, with B–spline
basis expansion, the identification of nonlinear interaction is equivalent to the selection of
a group of basis functions. We develop an efficient MCMC algorithm for semi–parametric
Bayesian hierarchical model. We show in both simulations and a case study that the exact
sparsity significantly improves accuracy in identification of relevant main and interaction
effects, as well as prediction. For fast computation and reproducible research, we implement
the proposed and alternative methods in C++ and encapsulate them in a publicly available
R package spinBayes.
The rest of the article is organized as follows. In Section 2, we formulate the semi-
parametric Bayesian variable selection model and derive a Gibbs sampler to compute the
posterior estimates of the coefficients. We carry out the simulation studies to demonstrate
the utility of our method in Section 3. A case study of Nurses’ Health Study (NHS) data is
conducted in Section 4.
2 Data and Model Settings
2.1 Partially linear varying coefficient model
We denote the ith subject using subscript i. Let (Xi, Yi, Zi, Ei,Wi), i = 1, . . . , n be inde-
pendent and identically distributed random vectors. Yi is the response variable. Xi is the
p-dimensional design vector of genetic factors, and Zi and Ei are the continuous and dis-
crete environment factors, respectively. The clinical covariates are denoted by q-dimensional
vector Wi. In the NHS data, the response variable is weight, and Xi represents SNPs. We
consider age and the indicator of history of hypertension for Zi and Ei, correspondingly.
Height and total physical activity are used as clinical covariates so q is 2. Now consider the
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following partially linear varying coefficient model
Yi = β0(Zi) +
p∑
j=1
βj(Zi)Xij +
q∑
t=1
αtWit + ζ0Ei +
p∑
j=1
ζjEiXij + i (1)
where βj(·) is a smoothing varying coefficient function, αt is the coefficient of the tth clin-
ical covariates, ζ0 is the coefficient of the discrete E factor, and ζj is the coefficient of the
interaction between the jth G factor Xj = (X1j, . . . , Xnj)
> and Ei. The random error
i ∼ N(0, σ2).
Here only two environmental factors, Zi and Ei, are considered for the simplicity of
notation. Their interactions with the G factor are modeled as non–linear and linear forms,
respectively. The model can be readily extended to accommodate multiple E factors.
2.2 Basis expansion for structure identification
As we discussed, distinguishing the case of main-effect-only from nonlinear G×E interac-
tion is necessary since mis-specification of the effects cause over-fitting. The following basis
expansion is necessary for the separation of different types of effects. We approximate the
varying coefficient function βj(Zi) via basis expansion. Let qn be the number of basis func-
tions
βj(Zi) ≈
qn∑
k=1
B˜jk(Zi)γ˜jk = B˜j(Zi)
>γ˜j
where B˜j(Zi) = (B˜j1(Zi), . . . , B˜jqn(Zi))
> is a set of normalized B spline basis, and γ˜j =
(γ˜j1, . . . , γ˜jqn)
> is the coefficient vector. By changing of basis, the aforementioned basis
expansion is equivalent to
βj(·) ≈
qn∑
k=1
B˜jk(·)γ˜jk .= γj1 + B˜j∗(·)>γj∗
where B˜j∗(Zi) = (B˜j2(Zi), . . . , B˜jqn(Zi))
>. γj1 and γj∗ = (γj2, . . . , γjqn)
> correspond to the
constant and varying components of βj(·), respectively. The intercept function can be ap-
proximated similarly as β0(·) ≈
∑qn
k=1 B˜0k(·)η˜k .= η1 + B˜0∗(·)>η∗. Define γj = (γj1, (γj∗)>)>,
η = (η1, (η∗)>)>, Bj(Zi) = (1, (B˜j∗(Zi))>)>
.
= (Bj1(Zi), . . . , Bjqn(Zi))
> and B0(Zi) =
(1, (B˜0∗(Zi))>)>. Collectively, model (1) can be rewritten as
Yi = B0(Zi)
>η +
p∑
j=1
Bj(Zi)
>γjXij +
q∑
t=1
αtWit + ζ0Ei +
p∑
j=1
ζjEiXij + i
= B0(Zi)
>η +
p∑
j=1
(Xijγj1 + U
>
ij γj∗) +W
>
i α + E
>
i ζ0 + T
>
i ζ + i
where Uij = (Bj2(Zi)Xij, . . . , Bjqn(Zi)Xij)
>, α = (α1, . . . , αq)>, Ti = (Xi1Ei, . . . , XipEi)>,
and ζ = (ζ1, . . . , ζp)
>.
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2.3 Semi-parametric Bayesian variable selection
The proposed semi-parametric model is of “large p, small n” nature. First, not all the
main and interaction effects are associated with the phenotype. Second, we need to further
determine for the genetic variants, whether they have nonlinear interactions, or main effect
merely, or no genetic contribution to the phenotype at all. Therefore, variable selection is
demanded.
From the Bayesian perspective, variable selection falls into the following four categories:
(1) indicator model selection, (2) stochastic search variable selection, (3) adaptive shrinkage
and (4) model space method23. Among them, adaptive shrinkage methods solicit priors based
on penalized loss function, which leads to sparsity in the Bayesian shrinkage estimates. For
example, within the Bayesian framework, LASSO and group LASSO estimates can be un-
derstood as the posterior mode estimates when univariate and multivariate independent and
identical Laplace priors are placed on the individual and group level of regression coefficients,
respectively13;17.
The proposed one belongs to the family of adaptive shrinkage Bayesian variable selection.
For convenience of notation, we first define the approximated least square loss function as
follows:
L˜(η, γ, α, ζ0, ζ) = ‖Y −B0η −
p∑
j=1
Xjγj1 −
p∑
j=1
Ujγj∗ −Wα− Eζ0 − Tζ‖2
where Y = (Y1, . . . , Yn)
>, B0 = (B0(Z1), . . . , B0(Zn))>, Uj = (U1j, . . . , Unj)>, W = (W1, . . . ,Wn)>
and T = (T1, . . . , Tn)
>. Let θ = (η>, γ>, α>, ζ0, ζ>)> be the vector of all the parameters.
Then the corresponding penalized loss function is
L˜(η, γ, α, ζ0, ζ) + λe
p∑
j=1
|ζj|+ λc
p∑
j=1
|γj1|+ λv
p∑
j=1
‖γj∗‖2 (2)
The formulation of (2) has been primarily driven by the need to accommodate linear and
nonlinear G×E interaction while avoiding mis-specification of the main-effect-only as non-
linear interactions. Here γj1 is the coefficient for the main effect of the jth genetic factor Xj,
and the `2 norm of the spline coefficients ‖γj∗‖2 is corresponding to the varying parts of βj(·).
If ‖γj∗‖2 = 0, then there is no nonlinear interaction between Xj and continuous environment
factor Z. Furthermore, if γj1 = 0, then Xj has no main effect and is not associated with
the phenotype. Similarly, the linear interaction between Xj and the discrete environment
factor E is determined by ζj. ζj=0 indicates that there is no linear interaction. Overall,
the penalty functions in (2) provide us the flexibility to achieve identification of structured
sparsity through variable selection. Note that the main effects of environmental exposures
Z and E are of low dimensionality, thus they are not subject to selection. Therefore, for the
current G×E interaction study, we are particular interested in conducting Bayesian variable
selection on both the individual level of γj1 and ζj (j = 1, . . . , p), and the group level of
γj∗ (j = 1, . . . , p).
Laplacian shrinkage on individual level effects. Following the fully Bayesian anal-
ysis for LASSO proposed in Park and Casella13, we impose the individual-level shrinkage
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on genetic main effects and linear G×E interactions by adopting i.i.d. conditional Laplace
prior on γj1 and ζj (j = 1, . . . , p)
pi(γ11, . . . , γp1|σ2) =
p∏
j=1
λc
2σ
exp
{
− λc
σ
|γj1|
}
pi(ζ1, . . . , ζp|σ2) =
p∏
j=1
λe
2σ
exp
{
− λe
σ
|ζj|
} (3)
The above Laplace priors can be expressed as scale mixture of normals24
pi(γj1|τ 2cj, σ2) ind∼ N(0, σ2τ 2cj)
τ 2cj
ind∼
λ2c
2
exp
{
− λ
2
c
2
τ 2cj
}
pi(ζj|τ 2ej, σ2) ind∼ N(0, σ2τ 2ej)
τ 2ej
ind∼
λ2e
2
exp
{
− λ
2
e
2
τ 2ej
}
(4)
It is easy to show that, after integrating out τ 2cj and τ
2
ej, (4) leads to the same priors in (3).
Laplacian shrinkage on group level effects. Kyung et al.14 extended the Bayesian
LASSO to a more general form that can represent the group LASSO by adopting a multi-
variate Laplace prior. We follow the strategy and let the prior for γj∗ (j = 1, . . . , p) be
pi(γj∗|σ2) ∝ exp
{
−
√
Lλv
σ
‖γj∗‖2
}
(5)
where L = qn−1 is the size of the group, (
√
Lλv
σ
)−1 is the scale parameter of the multivariate
Laplace and
√
L terms adjusts the penalty for the group size.
√
L can be dropped from the
formula when all the groups have the same size. In this study, we use the same number of
basis functions for all parameters, and thus L is the same for all groups. For completeness,
we still include
√
L in (5) for possible extension to varying group sizes in the future. Similar
to the (4), this prior can be expressed as a gamma mixture of normals
pi(γj∗|τ 2vj, σ2) ind∼ NL(0, σ2τ 2vjIL)
τ 2vj
ind∼ Gamma
(L+ 1
2
,
Lλ2v
2
) (6)
where L+1
2
is the shape parameter and Lλ
2
2
is the rate parameter of the Gamma distribution.
After integrating out τ 2vj in (6), the conditional prior on γj∗ has the desired form in (5).
Priors in (4) and (6) can lead to a similar performance as the general LASSO model in (2),
by imposing individual shrinkage on γj1 and ζj and group level shrinkage on γj∗, respectively.
Spike-and-slab priors on both individual and group level effects. Priors in (4)
and (6) cannot shrink the posterior estimates to exact 0. Li et al.17 has such a limitation
since multivariate Laplace priors have been imposed on the group level effects. One of
the significant advancements of our study over existing Bayesian G×E interaction studies,
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including Li et al.17, is the incorporation of spike–and–slab priors to achieve sparsity. For
γj∗, we have
γj∗|φvj, τ 2vj, σ2 ind∼ φvjNL(0, diag(σ2τ 2vj, . . . , σ2τ 2vj)) + (1− φvj)δ0(γj∗)
φvj|piv ind∼ Bernoulli(piv)
τ 2vj|λv ind∼ Gamma(
L+ 1
2
,
Lλ2v
2
)
(7)
where δ0(γj∗) denotes a point mass at 0L×1 and piv ∈ [0, 1]. We introduce a latent binary
indicator variable φvj for each group j, (j = 1, . . . , p). φvj facilitates the variable selection
by indicating whether or not the jth group is included in the final model. Specifically, when
φvj = 0, the coefficient vector γj∗ has a point mass density at zero which implies all predictors
in the jth group are excluded from the final model. This is equivalent to concluding that
the jth G factor Xj does not have an interaction effect with the environment factor Z. On
the other hand, when φvj = 1, the prior in (7) reduces to the prior in (6) and induces the
same behavior as Bayesian group LASSO. Thus, the coefficients in vector γj∗ have non-zero
values and the jth group is included in the final model. Note that, after integrating out φvj
and τ 2vj in (7), the marginal prior on γj∗ is a mixture of a multivariate Laplace and a point
mass at 0L×1 as follows
pi(γj∗|σ2) ∼ piv M-Laplace(0, σ√
Lλv
) + (1− piv)δ0(γj∗) (8)
When piv = 1, (8) is equivalent to (5). Fixing piv = 0.5 makes the prior essentially non-
informative since it gives the equal prior probabilities to all sub-models. Instead of fixing
piv, we assign it a conjugate beta prior piv ∼ Beta(rv, wv) with fixed parameters rv and
wv. The value of λv controls the shape of the slab part of (8) and determines the amount of
shrinkage on the γj∗. For computation convenience, we assign a conjugate Gamma hyperprior
λ2v ∼ Gamma(av, bv) which can automatically accounts for the uncertainty in choosing λv
and ensure it is positive. We set av and bv to small values so that the priors are essentially
non-informative.
Likewise, for γj1 and ζj (j = 1, . . . , p) corresponding to the individual level effects, the
spike-and-slab priors can be written as
γj1|φcj, τ 2cj, σ2 ind∼ φcjN(0, σ2τ 2cj) + (1− φcj)δ0(γj1)
φcj|pic ind∼ Bernoulli(pic)
τ 2cj|λc ind∼ Gamma(1,
λ2c
2
)
(9)
and
ζj|φej, τ 2ej, σ2 ind∼ φejN(0, σ2τ 2ej) + (1− φej)δ0(ζj)
φej|pie ind∼ Bernoulli(pie)
τ 2ej|λe ind∼ Gamma(1,
λ2e
2
)
(10)
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We assign conjugate beta prior pic ∼ Beta(rc, wc) and pie ∼ Beta(re, we), and Gamma priors
λ2c ∼ Gamma(ac, bc) and λ2e ∼ Gamma(ae, be). An inverted gamma prior for σ2 can maintain
conjugacy. The limiting improper prior pi(σ2) = 1/σ2 is another popular choice. Parameters
η, α and ζ0 may be given independent flat priors.
2.4 Gibbs sampler
The binary indicator variables can cause an absorbing state in the MCMC algorithm which
violates the convergence condition25. To avoid this problem, we integrate out the indicator
variables φc, φv and φe in (7), (9) and (10). We will show that, even though φc, φv and φe are
not part of the MCMC chain, their values still can be easily computed at every iterations.
Let µ = E(Y ), the joint posterior distribution of all the unknown parameters conditional on
data can be expressed as
pi(η, α, ζ0, γj1,τ
2
c , pic, λc, γj∗, τ
2
v , piv, λv, ζj, pie, λe, τ
2
e , σ
2|Y )
∝(σ2)−n2 exp
{
− 1
2σ2
(Y − µ)>(Y − µ)
}
× exp
(
− 1
2
η>Σ−1η0 η
)
exp
(
− 1
2
α>Σ−1α0α
)
exp
(
− 1
2σ2ζ0
ζ20
)
×
p∏
j=1
(
piv(2piσ
2τ 2vj)
−L
2 exp
(
− 1
2σ2τ 2vj
γ>j∗γj∗
)
I{γj∗ 6=0} + (1− piv)δ0(γj∗)
)
× (λ2v)av−1 exp(−bvλ2v)
p∏
j=1
(
Lλ2v
2
)L+1
2
(τ 2vj)
L+1
2
−1 exp
(
− Lλ
2
v
2
τ 2vj
)
× piγv−1v (1− piv)wv−1
×
p∏
j=1
(
pic(2piσ
2τ 2cj)
− 1
2 exp
(
− 1
2σ2τ 2cj
γ2j1
)
I{γj1 6=0} + (1− pic)δ0(γj1)
)
× (λ2c)ac−1 exp(−bcλ2c)
p∏
j=1
λ2c
2
exp
(
− λ
2
c
2
τ 2cj
)
× piγc−1c (1− pic)wc−1
×
p∏
j=1
(
pie(2piσ
2τ 2ej)
− 1
2 exp
(
− 1
2σ2τ 2ej
ζ2j
)
I{ζj 6=0} + (1− pie)δ0(ζj)
)
× (λ2e)ae−1 exp(−beλ2e)
p∏
j=1
λ2e
2
exp
(
− λ
2
e
2
τ 2ej
)
× piγe−1e (1− pie)we−1
× (σ2)−s−1 exp(− h
σ2
)
Let µ(−η) = E(Y )−B0η, representing the mean effect without the contribution of β0(Zi).
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The posterior distribution of η conditional on all other parameters can be expressed as
pi(η|rest)
∝ pi(η)pi(y|·)
∝ exp
(
− 1
2
η>Σ−1η0 η
)
exp
(
− 1
2σ2
(Y − µ)>(Y − µ)
)
∝ exp
(
− 1
2
η>Σ−1η0 η −
1
2σ2
(Y −B0η − µ(−η))>(Y −B0η − µ(−η))
)
∝ exp
(
η>(Σ−1η0 +
1
σ2
B>0 B0)η −
2
σ2
(Y − µ(−η))>B0η
)
Hence, the full conditional distribution of m is multivariate normal N(µη,Ση) with mean
µη =
(
Σ−1η0 +
1
σ2
B>0 B0
)−1( 1
σ2
(Y − µ(−η))>B0
)>
and variance
Ση =
(
Σ−1η0 +
1
σ2
B>0 B0
)−1
The full conditional distribution of α and ζ0 can be obtained in similar way.
α|rest ∼ Nq(µα, Σα)
where µα = Σα(
1
σ2
(Y − µ(−α))>W )> and Σα = (Σ−1α0 + 1σ2W>W )−1
ζ0|rest ∼ N(µζ0 ,Σζ0)
where µζ0 = Σζ0(
1
σ2
(Y − µ(−ζ0))>E) and Σζ0 = (1/σ2ζ0 +
∑n
i=1 E
2
i
σ2
)−1.
Denote µ(−γj∗) = E(Y ) − Ujγj∗ and lvj = pi(γj∗ 6= 0|rest), the conditional posterior
distribution of γj∗ is a multivariate spike-and-slab distribution:
γj∗|rest ∼ lvjN(µγj∗ , σ2Σγj∗) + (1− lvj)δ0(γj∗) (11)
where µγj∗ = Σγj∗U
>
j (Y − µ(−γj∗)) and Σγj∗ = (U>j Uj + 1τ2vj IL)
−1. It is easy to compute that
lvj is equal to
lvj =
piv
piv + (1− piv)(τ 2vj)
L
2 |Σγj∗ |−
1
2 exp
(
− 1
2σ2
‖Σ
1
2
γj∗U
>
j (Y − µ(−γj∗))‖22
)
The posterior distribution (11) is a mixture of a multivariate normal and a point mass at 0.
Specifically, at the gth iteration of MCMC, γ
(g)
j∗ is drawn from N(µγj∗ , Σγj∗) with probability
lvj and is set to 0 with probability 1 − lvj. If γ(g)j∗ is set to 0, we have φ(g)vj = 0. Otherwise
φ
(g)
vj = 1.
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Likewise, the conditional posterior distributions of γj1 and ζj are also spike-and-slab
distributions. Let µγj1 = Σγj1X
>
j (Y −µ(−γj1)) and Σγj1 = (X>j Xj+ 1τ2cj )
−1, the full conditional
distribution of γj1 is
γj1|rest ∼ lcjN(µγj1 , σ2Σγj1) + (1− lcj)δ0(γj1)
where
lcj = pi(γj1 6= 0|rest)
=
pic
pic + (1− pic)(τ 2cj)
1
2 (Σγj1)
− 1
2 exp
(
− 1
2σ2
Σγj1‖(Y − µ(−γj1))>Xj‖22
)
Let µζj = Σζj(Y − µ(−ζj))>Tj and Σζj = (T>j Tj + 1τ2ej )
−1, the full conditional distribution of
ζj is
ζj|rest ∼ lejN(µζj , σ2Σζj) + (1− lej)δ0(ζj)
where
lej = pi(ζj 6= 0|rest)
=
pie
pie + (1− pie)(τ 2ej)
1
2 (Σζj)
− 1
2 exp
(
− 1
2σ2
Σζj‖(Y − µ(−ζj))>Tj‖22
)
At the gth iteration, the values of φ
(g)
cj and φ
(g)
ej can be determined by whether the γ
(g)
j1 and
ζ
(g)
j are set to 0 or not, respectively. We list the conditional posterior distributions of other
unknown parameters here. The details can be found in the Appendix (Section C.1).
(τ 2vj)
−1|rest ∼
Inverse-Gamma(
L+1
2
, Lλ
2
v
2
) if γj∗ = 0
Inverse-Gaussian(Lλ2v,
√
Lλ2vσ
2
‖γj∗‖22 ) if γj∗ 6= 0
(τ 2cj)
−1|rest ∼
Inverse-Gamma(1,
λ2c
2
) if γj1 = 0
Inverse-Gaussian(λ2c ,
√
λ2cσ
2
γ2j1
) if γj1 6= 0
(τ 2ej)
−1|rest ∼
Inverse-Gamma(1,
λ2e
2
) if ζj = 0
Inverse-Gaussian(λ2e,
√
λ2eσ
2
ζ2j
) if ζj 6= 0
λ2v, λ
2
c and λ
2
e all have inverse-gamma posterior distributions
λ2v|rest ∼ Inverse-Gamma(av +
p(L+ 1)
2
, bv +
L
∑p
j=1 τ
2
vj
2
)
λ2c |rest ∼ Inverse-Gamma(ac + p, bc +
∑p
j=1 τ
2
cj
2
)
λ2e|rest ∼ Inverse-Gamma(ae + p, be +
∑p
j=1 τ
2
ej
2
)
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piv, pic and pie have beta posterior distributions
piv|rest ∼ Beta(rv +
p∑
j=1
I{γj∗=0}, wv +
p∑
j=1
I{γj∗ 6=0})
pic|rest ∼ Beta(rc +
p∑
j=1
I{γj1=0}, wc +
p∑
j=1
I{γj1 6=0})
pie|rest ∼ Beta(re +
p∑
j=1
I{ζj=0}, we +
p∑
j=1
I{ζj 6=0})
Last, the full conditional distribution for σ2 the posterior distribution for σ2 is Inverse-
Gamma(µσ2 , Σσ2) where
σ2|rest ∼ Inverse-Gamma(µσ2 , Σσ2)
with mean
µσ2 = s+
n+
∑
I{γj1 6=0} + L
∑
I{γj∗ 6=0} +
∑
I{ζj 6=0}
2
and variance
Σσ2 = h+
(Y − µ)>(Y − µ) +∑pj=1 ((τ 2cj)−1γ2j1 + (τ 2vj)−1γ>j∗γj∗ + (τ 2ej)−1ζ2j )
2
Under our proirs setting, conditional posterior distributions of all unknown parameters have
closed forms by conjugacy. Therefore, efficient Gibbs sampler can be used to simulate from
the posterior distribution.
To facilitate fast computation and reproducible research, we have implemented the pro-
posed and all the alternative methods in C++ from the R package spinBayes available from
the corresponding author’s github website. The package is pending a manual inspection and
will be available at CRAN soon.
3 Simulation
We compare the performance of the proposed method, Bayesian spike and slab variable
selection with structural identification, termed as BSSVC-SI, to four alternatives termed
as BSSVC, BVC-SI, BVC and BL, respectively. BSSVC also adopts spike-and-slab prior
but doesn’t distinguish the nonzero constant effect from the nonlinear effect. Specifically,
in BSSVC, coefficients of qn basis functions of βj are treated as one group and are subject
to selection at the group level. BVC-SI is similar to the proposed method, except that it
does not adopt the spike-and-slab prior. BVC does not use the spike-and-slab prior and
does not distinguish the constant and varying effects. The last alternative BL is the well-
known Bayesian LASSO. BL assumes all interactions are linear. Details of the alternatives,
including the prior and posterior distributions, are available in the Appendix (Section C.1
to Section C.4).
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We consider four examples in our simulations. Under all four settings, the responses are
generated from model (1) with n = 500, p = 100 and q = 2. Note that, the dimension of
regression coefficients to be estimated after basis expansion is larger than the sample size
(n = 500). For example, when the number of basis function qn = 5, the effective dimension
of regression coefficient is 604. In each example, we assess the performance in terms of
identification, estimation, and prediction accuracy. We use the integrated mean squared
error (IMSE) to evaluate estimation accuracy on the nonlinear effects. Let βˆj(z) be the
estimate of a nonparametric function βj(z), and {zm}ngridm=1 be the grid points where βj is
assessed. The IMSE of βˆj(z) is defined as IMSE (βˆj(z)) =
1
ngrid
∑ngrid
m=1
{
βˆj(zm)− βj(zm)
}2
.
Note that IMSE(βˆj) reduces to MSE(βˆj) when βj is a constant. Identification accuracy is
assessed by the number of true/false positives. Prediction performance is evaluated using
the mean prediction errors on an independently generated testing dataset under the same
settings.
Example 1
We first generate a n × p matrix of gene expressions, where n = 500 and p = 100, from
a multivariate normal distribution with zero mean vector. We consider an auto-regression
(AR) correlation structure for gene expression data, in which gene j and k have correlation
coefficient ρ|j−k|, with ρ = 0.5. For each observation, we simulate two clinical covariates from
a multivariate normal distribution with ρ = 0.5. The continuous and discrete environment
factors Zi and Ei are simulated from a Unif[0, 1] distribution and a binomial distribution,
respectively. The random error  ∼ N(0, 1).
The coefficients are set as µ(z) = 2 sin(2piz), β1(z) = 2 exp(2z − 1), β2(z) = −6z(1− z),
β3(z) = −4z3, β4(z) = 0.5, β5(z) = 0.8, β6(z) = −1.2, β7(z) = 0.7, β8(z) = −1.1, α1 = −0.5,
α2 = 1, ζ0 = 1.5, ζ1 = 0.6, ζ2 = 1.5, ζ3 = −1.3, ζ4 = 1, ζ5 = −0.8. We set all the rest of the
coefficients to 0.
Example 2
We examine whether the proposed method demonstrates superior performance over the
alternatives on simulated single-nucleotide polymorphism (SNP) data. The SNP genotype
data Xi are simulated by dichotomizing expression values of each gene at the 1st and 3rd
quartiles, with the 3–level (2,1,0) for genotypes (AA,Aa,aa) respectively, where the gene
expresison values are generated from Example 1.
Example 3
In the third example, we consider a different scheme to simulate SNP data. The SNP
genotype data are simulated based on a pairwise linkage disequilibrium (LD) structure.
For the two minor alleles A and B of two adjacent SNPs, let q1 and q2 be the minor allele
frequencies (MAFs), respectively. The frequencies of four haplotypes are calculated as pAB =
q1q2+δ, pab = (1−q1)(1−q2)+δ, pAb = q1(1−q2)−δ, and paB = (1−q1)q2−δ, where δ denotes
the LD. Under Hardy-Weinberg equilibrium, SNP genotype (AA, Aa, aa) at locus 1 can be
generated from a multinomial distribution with frequencies (q21, 2q1(1− q1), (1− q1)2). Based
on the conditional genotype probability matrix26, we can simulate the genotypes for locus
2. With MAFs 0.3 and pairwise correlation r = 0.6, we have δ = r
√
q1(1− q1)q2(1− q2).
Example 4
In the last example, we consider more realistic correlation structures. Specifically, we use
the real data analyzed in the next section. To reduce the computational cost, we use the
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first 100 SNPs from the case study. For each simulation replicate, we randomly sample 500
subjects from the dataset. The same coefficients and error distribution are adopted.
Posterior samples are collected from a Gibbs Sampler running 10000 iterations in which
the first 5000 are burn-ins. The Bayesian estimates are the posterior medians. To estimate
the prediction errors, we compute the mean squared error in 100 simulations. For both
BSSVC-SI and BSSVC, we consider the median probability model (MPM)22;27 to identify
predictors that are significantly associated with the response variable. Suppose we collect G
posterior samples from MCMC after burn-ins. The jth predictor is included in the regression
model at the gth MCMC iterations if the indicator φ
(g)
j = 1. Thus, the posterior probability
of including the jth predictor in the final model is defined as
pj = pˆi(φj = 1|y) = 1
G
G∑
g=1
φ
(g)
j , j = 1, . . . , p (12)
A higher posterior inclusion probability pj can be interpreted as a stronger empirical evidence
that the jth predictor has a non-zero coefficient and therefore is associated with the response
variable. The MPM model is defined as the model consisting of predictors that have posterior
inclusion probability at least 1
2
. When the goal is to select a single model, Barbieri and
Berger27 recommends to use MPM due to its optimal prediction performance.
Table 1: Simulation results. (n, p, q) = (500, 100, 2). mean(sd) of true positives (TP) and
false positives (FP) based on 100 replicates.
BSSVC-SI BSSVC
Varying Constant Nonzero Varying Constant Nonzero
Example 1 TP 3.00(0.00) 4.93(0.25) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 0.20(0.41) 0.00(0.00) 0.00(0.00) 5.00(0.26) 0.00(0.00) 0.10(0.31)
Example 2 TP 3.00(0.00) 5.00(0.00) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 0.20(0.41) 0.00(0.00) 0.03(0.18) 5.00(0.26) 0.00(0.00) 0.03(0.18)
Example 3 TP 3.00(0.00) 4.97(0.18) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 0.03(0.18) 0.07(0.37) 0.00(0.00) 5.03(0.18) 0.00(0.00) 0.10(0.31)
Example 4 TP 3.00(0.00) 4.97(0.18) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 0.17(0.38) 0.03(0.18) 0.00(0.00) 5.10(0.31) 0.00(0.00) 0.13(0.35)
Table 1 summarized the results on model selection accuracy. The identification perfor-
mance for the varying and nonzero constant effects corresponding to the continuous environ-
ment factor, and nonzero effect (linear interaction) corresponding to the discrete environment
factor are evaluated separately. We can observe that the proposed model has superior perfor-
mance over BSSVC. BSSVC fails to identify any nonzero constant effect and has high false
positive for identifying varying effect since it lacks structural identification to separate main-
effect-only case from the varying effects. On the other hand, BSSVC-SI identifies most of the
true effects with very lower false positives. For example, considering the MPM in Example
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1, BSSVC-SI identifies all 3 true varying effects in every iterations, with a small number
of false positives 0.20(sd 0.41). It also identifies 4.93(sd 0.25) out of the 5 true constant
effects without false positives. Besides, all the 5 true nonzero effects are identified without
any false positives. We demonstrate the sensitivity of BSSVC-SI for variable selection to the
choice of the hyper-parameters for piv, pic and pie in the Appendix. The results are tabulated
in Table 5, which shows that the MPM model is insensitive to different specification of the
hyper-parameters. The alternatives BVC-SI and BVC are not included here due to the lack
of variable selection property. Li et al.17 adopts a method that is based on 95% credible
interval (95%CI) for selecting important varying effects. In the Appendix, we show that,
even adopting the 95%CI-based selection method, the identification performance of BVC-SI
and BVC are unsatisfied, especially in terms of selecting a large number of false positives
(Table 6).
We also examine the estimation performance. We show the results from Example 1 (Table
2) here. The IMSE for all true varying effects, MSE for constant and nonzero effects, as well
as the total squared errors for all coefficient estimates and prediction errors are provided in
the Table. We observe that, across all the settings, the proposed method has the smallest
prediction errors and total squared errors of coefficients estimates than all alternatives. For
example, in Table 2, the BSSVC-SI has the smallest total squared errors 0.268(sd 0.080) and
prediction error 1.159(0.066) among all the approaches. The key of the superior performance
lies in (1) accurate modeling of different types of main and interaction effects, and (2) the
spike and slab priors for achieving sparsity. Compared with BVC-SI which has (1) but
does not incroporate spike and slab prior, BSSVC-SI performs better when estimating both
varying and constant coefficients. For example, the IMSE and MSE on β0(Z) and α1 are
0.049 (sd 0.017) and 0.004 (sd 0.004), respectively. While BVC-SI yields 0.067(sd 0.030)
and 0.008(0.010), correspondingly. Besides, compared with BSSVC which adopts the spike
and slab priors without considering structured Bayesian variable selection, BSSVC-SI has
comparable estimation performance on coefficients even though BSSVC overfits the data. In
addition, similar patterns have been observed in Table 7, Table 8 and Table 9 for Examples
2, 3 and 4 respectively, in the Appendix.
We conduct sensitivity analysis on how the smoothness specification of the parameters in
the B spline affects variable selection. The results summarized in Table 10 in the Appendix
shows that the proposed model is insensitive to the smoothness specification as long as the
choices on number of spline basis are sensible. In simulation, we set the degree of B spline
basis O = 2 and the number of interior knots K = 2, which makes qn = 5.
4 Real Data Analysis
We analyze the data from Nurses’ Health Study (NHS). We use weight as the response and
focus on SNPs on chromosome 10. We consider two environment factors. The first is age
which is continuous and is known to be related to the variations in the obesity level. The
second is the binary indicator of whether an individual has a history of hypertension (hbp),
which is a sensible candidate for a discrete environment factor. In addition, we consider
two clinical covariates: height and total physical activity. In NHS study, about half of the
subjects are diagnosed of type 2 diabetes (T2D) and the other half are controls without the
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Table 2: Simulation results in Example 1. Gene expression data (n, p, q) = (500, 100, 2).
mean(sd) of the integrated mean squared error (IMSE), mean squared error (MSE), total
squared errors for all estimates and prediction errors based on 100 replicates.
BSSVC-SI BSSVC BVC-SI BVC BL
IMSE
β0(Z) 0.049(0.017) 0.050(0.017) 0.067(0.030) 0.066(0.028) 0.806(0.039)
β1(Z) 0.052(0.028) 0.027(0.019) 0.090(0.051) 0.107(0.051) 0.139(0.060)
β2(Z) 0.035(0.020) 0.026(0.014) 0.045(0.023) 0.050(0.021) 0.252(0.049)
β3(Z) 0.033(0.025) 0.024(0.019) 0.081(0.057) 0.106(0.062) 0.256(0.062)
MSE
α1 0.004(0.004) 0.004(0.005) 0.008(0.010) 0.008(0.011) 0.012(0.015)
α2 0.004(0.005) 0.004(0.005) 0.009(0.013) 0.009(0.013) 0.011(0.012)
ζ0 0.033(0.025) 0.024(0.019) 0.081(0.057) 0.106(0.062) 0.032(0.045)
ζ1 0.004(0.005) 0.003(0.004) 0.007(0.008) 0.006(0.007) 0.026(0.043)
ζ2 0.011(0.014) 0.009(0.011) 0.017(0.016) 0.017(0.016) 0.055(0.067)
ζ3 0.008(0.011) 0.008(0.010) 0.017(0.024) 0.017(0.022) 0.055(0.052)
ζ4 0.014(0.017) 0.019(0.028) 0.020(0.025) 0.020(0.023) 0.042(0.052)
ζ5 0.009(0.013) 0.010(0.016) 0.020(0.030) 0.024(0.032) 0.048(0.052)
Total 0.268(0.080) 0.304(0.132) 2.181(0.373) 2.119(0.363) 4.916(0.564)
Pred.
Error 1.159(0.066) 1.167(0.067) 2.112(0.175) 2.075(0.170) 9.417(0.914)
disease. We only use health subjects in this study. After cleaning the data through matching
phenotypes and genotypes, removing SNPs with minor allele frequency (MAF) less than 0.05
or deviation from Hardy–Weinberg equilibrium, the working dataset contains 1716 subjects
with 35099 SNPs.
For computational convenience prescreening can be conducted to reduce the feature space
to a more attainable size for variable selection. For example, Li et al.17 use the single SNP
analysis to filter SNPs in a GWA study before downstream analysis. In this study, we follow
the procedure described in Ma et al.4 to screen SNPs. Specifically, we evaluated whether
the penetrance effect of a variant under the environmental exposure is nonlinear, linear,
constant or zero by three statistical tests with weight as the response variable. The SNPs
with p-values less than a certain cutoff from any of the tests are kept. 269 SNPs pass the
screening.
We analyze the data by using the proposed method as well as BSSVC, the alternative
without structural identification. As methods BVC-SI, BVC and BL show inferior perfor-
mance in simulation, they are not considered in real data analysis. The proposed method
identifies three SNPs with constant effects only, eleven SNPs with varying effects and six-
teen SNPs with interactions with the hbp indicator. The BSSVC identifies twelve SNPs
with varying effects and 10 SNPs with interactions with the hbp indicator. The identifi-
cation results for varying and constant effects are summarized in Table 3. In this table,
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we can see that the three SNPs (rs11014290, rs2368945 and rs10787374) that are identified
as constant effects only by BSSVC-SI are also selected by BSSVC. However, due to lack of
structural identification, BSSVC identified them as SNPs with varying effects. The proposed
method identifies rs1816002, a SNP located within gene ADAMTS14 as an important SNP
with varying effect. ADAMTS14 is a member of ADAMTS metalloprotease family. Studies
have shown that two members in the family, ADAMTS1 and ADAMTS13 are related to
the development of obesity28;29, which suggest that ADAMTS14 may also have implications
in obesity. The alternative method BSSCV fails to identify this important one. The vary-
ing effect of the DIP2C gene SNP rs4880704 is identified by both BSSVC-SI and BSSVC.
DIP2C (disco interacting protein 2 homolog C) has been found a potential epigenetic mark
associated with obesity in children30 and plays an important role in the association between
obesity and hyperuricemia31. The identification results for nonzero effects (representing the
interactions with the binary indicator of a history of hypertension (hbp)) are summarized in
Table 4. The interaction between rs593572 in gene KCNMA1 and hbp is identified by the
proposed method. KCNMA1 (potassium calcium-activated channel subfamily M alpha 1)
has been reported as an obesity gene that contributes to excessive accumulation of adipose
tissue in obesity32. Interestingly, the main effect of KCNMA1 is not identified, which sug-
gests that KCNMA1 only has effect in the hypertension patients group. This result could be
partially explained by the observation of significant association between the genetic variation
in the KCNMA1 and hypertension33.
The eleven varying coefficients of age that are identified by BSSVC-SI and the intercept
are shown in Figure 2 in the Appendix. All estimates have clear curvature and cannot be
appropriately approximated by a model assuming linear effects. It is difficult to objectively
evaluate the selection performance with real data. The prediction performance may pro-
vide partial information on the relative performance of different methods. Following Yan
and Huang34 and Li et al.17, we refit the models selected by BSSVC-SI and BSSVC by
Bayesian LASSO. The prediction mean squared errors (PMSE) based on the posterior me-
dian estimates are computed. The PMSEs are 90.66 and 95.21 for BSSVC-SI and BSSVC,
respectively. We also compute the prediction performance of BVC-SI, BVC and BL, based
on the models selected by the 95%CI-based method. The PMSE is 106.26 for BVC-SI, 110.19
for BVC and 107.82 for BL. The proposed method outperforms all the competitors.
5 Discussion
The importance of G×E interactions in deciphering the genetic architecture of complex dis-
eases has been increasingly recognized. A considerable amount of effort has been developed
to dissect the G×E interactions. In marginal analysis, statistical testing of G×E interac-
tions prevails, which spans from the classical linear model with interactions in a wide range
of studies, such as case-control study, case only study and the two-stage screening study,
to more sophisticated models, such as empirical Bayesian models, non- and semi-parametric
models35. On the other hand, the joint methods, especially the penalized variable selection
methods, for G×E interactions, have been motivated by the success of gene set based as-
sociation analysis over marginal analysis, as demonstrated in Wu and Cui36, Wu et al.37
and Schaid et al.38. Recently, multiple penalization methods have been proposed to identify
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Table 3: Identification results for varying and constant effects.
BSSVC-SI BSSVC
SNP Gene V(Age) C V(Age)
rs11014290 PRTFDC1 -1.864 Varying
rs2368945 RPL21P93 1.494 Varying
rs4880704 DIP2C Varying Varying
rs1106380 CACNB2 Varying Varying
rs2245456 MALRD1 Varying
rs17775990 OGDHL Varying Varying
rs7922576 ZNF365 Varying Varying
rs1816002 ADAMTS14 Varying
rs2784761 RPL22P18 Varying Varying
rs181652 AC005871.1 Varying
rs10765108 DOCK1 Varying
rs2764375 LINC00959 Varying Varying
rs10787374 RPS6P15 2.020 Varying
rs11006525 MRPL50P4 Varying
rs1698417 AC026884.1 Varying
rs7084791 PPP1R3C Varying
rs12354542 BTF3P15 Varying
important G×E interactions under parametric, semi-parametric and non-parametric models
recently6;7;10;11.
Within the Bayesian framework, non-linear interaction has not been sufficiently consid-
ered for G×E interactions. Furthermore, incorporation of the structured identification to
determine whether the genetic variants have non-linear interaction, or main-effect-only, or no
genetic influences at all is particularly challenging. In this study, we have proposed a novel
semi-parametric Bayesian variable selection method to simultaneously pinpoint important
G×E interactions in both linear and nonlinear forms while conducting automatic structure
discovery. We approximate the nonlinear interaction effects using B splines, and develop a
Bayesian hierarchical model to accommodate the selection of linear and nonlinear G×E in-
teractions. For the nonlinear effects, we achieve the separation of varying, non-zero constant
and zero coefficient functions through changing of spline basis, corresponding to cases of G×E
interactions, main effects only (no G×E interactions) and no genetic effects. This automatic
separation of different effects, together with the identification of linear interaction, lead to
selection of important coefficients on both individual and group levels. Within our Bayesian
hierarchical model, the group and individual level shrinkage are induced through assigning
spike-and-slab priors with the slab parts coming from a multivariate Laplace distribution
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Table 4: Identification results for nonzero effect corresponds to the discrete environment
effect.
BSSVC-SI BSSVC
rs10740217 CTNNA3 -1.06 -1.18
rs10787374 RPS6P15 -1.56 -1.42
rs10795690 AC044784.1 1.23
rs10829152 ANKRD26 1.29 1.73
rs10999234 PRKG1 1.97
rs11187761 PIPSL 1.04
rs11245023 C10orf90 -0.92
rs11250578 ADARB2 -1.62
rs12267702 LYZL1 1.30 0.96
rs17767748 BTRC 1.18 1.15
rs2495763 PAX2 -1.33 -1.12
rs4565799 MCM10 -0.84 -0.98
rs593572 KCNMA1 1.70
rs685578 AL353149.1 -1.13
rs7075347 AL357037.1 1.00
rs7911264 HHEX -1.30
rs796945 RNLS 1.89
rs9419280 LINC01168 1.57
rs997064 PCDH15 1.31
on the group of spline coefficients and univariate Laplace distribution on the individual co-
efficient, correspondingly. We have developed an efficient Gibbs sampler and implemented
in R with core modules developed in C++, which guarantees fast computation in MCMC
estimation. The superior performance of the proposed method over multiple alternatives has
been demonstrated through extensive simulation studies and a case study.
The cumulative evidence has indicated the effectiveness of penalized variable selection
methods to pinpoint important G×E interactions. Bayesian variable selection methods, how-
ever, have not been widely adopted in existing G×E studies. The proposed semi-parametric
Bayesian variable selection method has the potential to be extended to accommodate a
diversity forms of complex interaction structures under the varying index coefficient mod-
els and models alike, as summarized in Ma and Song39. Other possible extensions include
Bayesian semi-parametric interaction analysis for integrating multiple genetic datasets40.
Investigations of all the aforementioned extensions are postponed to the future.
19
Acknowledgments
This study has been partly supported by the National Institutes of Health (CA191383,
CA204120), the VA Cooperative Studies Program of the Department of VA, Office of Re-
search and Development, an innovative research award from KSU Johnson Cancer Research
Center and a KSU Faculty Enhancement Award. Funding support for the GWAS of Gene
and Environment Initiatives in Type 2 Diabetes was provided through the NIH Genes, En-
vironment and Health Initiative [GEI] (U01HG004399). The datasets used for the anal-
yses described in this manuscript were obtained from dbGaP through accession number
phs000091.v2.p1.
Conflict of interest
The authors declare no potential conflict of interests.
References
[1] David J. Hunter. Gene–environment interactions in human diseases. Nature Reviews
Genetics, 6(4):23–36, 2005. doi: 10.1038/nrg1578.
[2] Carolyn M. Hutter, Leah E. Mechanic, Nilanjan Chatterjee, Peter Kraft, and Eliza-
beth M. Gillanders. Gene-environment interactions in cancer epidemiology: A national
cancer institute think tank report. Genetic Epidemiology, 37(7):643–657, 2013. doi:
10.1002/gepi.21756.
[3] Bhramar Mukherjee, Jaeil Ahn, Stephen B. Gruber, and Nilanjan Chatterjee. Testing
Gene-Environment Interaction in Large-Scale Case-Control Association Studies: Possi-
ble Choices and Comparisons. American Journal of Epidemiology, 175(3):177–190, 12
2011. ISSN 0002-9262. doi: 10.1093/aje/kwr367.
[4] Shujie Ma, Lijian Yang, Roberto Romero, and Yuehua Cui. Varying coefficient model
for gene–environment interaction: a non-linear look. Bioinformatics, 27(15):2119–2126,
06 2011. ISSN 1367-4803. doi: 10.1093/bioinformatics/btr318.
[5] Cen Wu and Yuehua Cui. A novel method for identifying nonlinear gene–environment
interactions in case–control association studies. Human Genetics, 132(12):1413–1425,
12 2013. ISSN 1432-1203. doi: 10.1007/s00439-013-1350-z.
[6] Cen Wu, Yuehua Cui, and Shuangge Ma. Integrative analysis of gene–environment
interactions under a multi–response partially linear varying coefficient model. Statistics
in Medicine, 33(28):4988–4998, 2014. doi: 10.1002/sim.6287.
[7] Cen Wu, Yu Jiang, Jie Ren, Yuehua Cui, and Shuangge Ma. Dissecting gene–
environment interactions: A penalized robust approach accounting for hierarchical
structures. Statistics in Medicine, 37(3):437–456, 2018. doi: 10.1002/sim.7518.
20
[8] Mengyun Wu, Qingzhao Zhang, and Shuangge Ma. Structured gene-environment inter-
action analysis. arXiv, pages 1–48, 2018.
[9] Yaqing Xu, Mengyun Wu, Shuangge Ma, and Syed Ejaz Ahmed. Robust gene–
environment interaction analysis using penalized trimmed regression. Journal of Sta-
tistical Computation and Simulation, 88(18):3502–3528, 2018. doi: 10.1080/00949655.
2018.1523411.
[10] Cen Wu, Xingjie Shi, Yuehua Cui, and Shuangge Ma. A penalized robust semiparametric
approach for gene–environment interactions. Statistics in Medicine, 34(30):4016–4030,
2015. ISSN 0277–6715. doi: 10.1002/sim.6609.
[11] Cen Wu, Ping-Shou Zhong, and Yuehua Cui. Additive varying–coefficient model for non-
linear gene–environment interactions. Statistical Applications in Genetics and Molecular
Biologye, 17(2), 2018. doi: 10.1515/sagmb-2017-0008.
[12] Robert Tibshirani. Regression shrinkage and selection via the lasso. Journal of the Royal
Statistical Society. Series B (Methodological), 58(1):267–288, 1996. ISSN 00359246.
[13] Trevor Park and George Casella. The bayesian lasso. Journal of the American Statistical
Association, 103(482):681–686, 2008. doi: 10.1198/016214508000000337.
[14] Minjung Kyung, Jeff Gill, Malay Ghosh, and George Casella. Penalized regression,
standard errors, and bayesian lassos. Bayesian Anal., 5(2):369–411, 06 2010. doi:
10.1214/10-BA607. URL https://doi.org/10.1214/10-BA607.
[15] Changlu Liu, Jianzhong Ma, and Christopher I. Amos. Bayesian variable selection for
hierarchical gene–environment and gene–gene interactions. Human Genetics, 134(1):
23–36, 1 2015. ISSN 1432-1203. doi: 10.1007/s00439-014-1478-5.
[16] Jaeil Ahn, Bhramar Mukherjee, Stephen B. Gruber, and Malay Ghosh. Bayesian semi-
parametric analysis for two–phase studies of gene–environment interactions. Ann. Appl.
Stat., 7(1):543–569, 03 2013.
[17] Jiahan Li, Zhong Wang, Runze Li, and Rongling Wu. Bayesian group lasso for non-
parametric varying-coefficient models with application to functional genome-wide asso-
ciation studies. Ann. Appl. Stat., 9(2):640–664, 06 2013. doi: 10.1214/15-AOAS808.
URL https://doi.org/10.1214/15-AOAS808.
[18] Hao Helen Zhang, Guang Cheng, and Yufeng Liu. Linear or nonlinear? automatic
structure discovery for partially linear models. Journal of the American Statistical As-
sociation, 106(495):1099–1112, 2011. doi: 10.1198/jasa.2011.tm10281. PMID: 22121305.
[19] Veronika Rocˇkova´ and Edward I. George. The spike-and-slab lasso. Journal of the
American Statistical Association, 113(521):431–444, 2018. doi: 10.1080/01621459.2016.
1260469.
21
[20] Zaixiang Tang, Yueping Shen, Xinyan Zhang, and Nengjun Yi. The spike-and-slab lasso
generalized linear models for prediction and associated genes detection. Genetics, 205
(1):77–88, 2017. ISSN 0016-6731. doi: 10.1534/genetics.116.192195.
[21] Lin Zhang, Veerabhadran Baladandayuthapani, Bani K. Mallick, Ganiraju C. Manyam,
Patricia A. Thompson, Melissa L. Bondy, and Kim-Anh Do. Bayesian hierarchical
structured variable selection methods with application to molecular inversion probe
studies in breast cancer. Journal of the Royal Statistical Society: Series C (Applied
Statistics), 63(4):595–620, 2014. doi: 10.1111/rssc.12053.
[22] Xiaofan Xu and Malay Ghosh. Bayesian variable selection and estimation for group
lasso. Bayesian Anal., 10(4):909–936, 12 2015. doi: 10.1214/14-BA929.
[23] R. B. O’Hara and M. J. Sillanpa¨a¨. A review of bayesian variable selection methods:
what, how and which. Bayesian Anal., 4(1):85–117, 03 2009. doi: 10.1214/09-BA403.
URL https://doi.org/10.1214/09-BA403.
[24] D. F. Andrews and C. L. Mallows. Scale mixtures of normal distributions. Journal
of the Royal Statistical Society. Series B (Methodological), 36(1):99–102, 1974. ISSN
00359246. URL http://www.jstor.org/stable/2984774.
[25] Bradley P. Carlin and Siddhartha Chib. Bayesian model choice via markov chain monte
carlo methods. Journal of the Royal Statistical Society. Series B (Methodological), 57
(3):473–484, 1995. ISSN 00359246. URL http://www.jstor.org/stable/2346151.
[26] Yuehua Cui, Guolian Kang, Kelian Sun, Minping Qian, Roberto Romero, and Wenjiang
Fu. Gene–centric genomewide association study via entropy. Genetics, 179(1):637–650,
2008. doi: 10.1534/genetics.107.082370.
[27] Maria Maddalena Barbieri and James O. Berger. Optimal predictive model selection.
Ann. Statist., 32(3):870–897, 06 2004. doi: 10.1214/009053604000000238. URL https:
//doi.org/10.1214/009053604000000238.
[28] Sarah PORTER, Ian M. CLARK, Lara KEVORKIAN, and Dylan R. EDWARDS. The
adamts metalloproteinases. Biochemical Journal, 386(1):15–27, 2005. ISSN 0264-6021.
doi: 10.1042/BJ20040424.
[29] Mine Y. Liu, Zhou Zhou, Ruidong Ma, Zhenyin Tao, Huiwan Choi, Angela L. Bergeron,
Huaizhu Wu, and Jing fei Dong. Gender-dependent up-regulation of adamts-13 in mice
with obesity and hypercholesterolemia. Thrombosis Research, 129(4):536 – 539, 2012.
ISSN 0049-3848. doi: https://doi.org/10.1016/j.thromres.2011.11.039.
[30] Delphine Fradin, Pierre-Yves Boe¨lle, Marie-Pierre Belot, Fanny Lachaux, Jorg Tost,
Ce´line Besse, Jean-Franc¸ois Deleuze, Gianpaolo De Filippo, and Pierre Bougne`res.
Genome–wide methylation analysis identifies specific epigenetic marks in severely obese
children. Scientific Reports, 7, 2017.
22
[31] Wei Dong Li, Hongxiao Jiao, Kai Wang, Clarence K. Zhang, Joseph T. Glessner,
Struan F.A. Grant, Hongyu Zhao, Hakon Hakonarson, and R. Arlen Price. A genome
wide association study of plasma uric acid levels in obese cases and never-overweight
controls. Obesity, 21(9):E490–E494, 2013. doi: 10.1002/oby.20303.
[32] Hong Jiao, Peter Arner, Johan Hoffstedt, David Brodin, Beatrice Dubern, Se´bastien
Czernichow, Ferdinand van’t Hooft, Tomas Axelsson, Oluf Pedersen, Torben Hansen,
Thorkild IA Sørensen, Johannes Hebebrand, Juha Kere, Karin Dahlman-Wright, An-
ders Hamsten, Karine Clement, and Ingrid Dahlman. Genome wide association study
identifies kcnma1contributing to human obesity. BMC Medical Genomics, 4(1):51, 2011.
doi: 10.1186/1755-8794-4-51.
[33] Marta Toma´s, Esther Va´zquez, Jose´ M Ferna´ndez-Ferna´ndez, Isaac Subirana, Cristina
Plata, Magda Heras, Joan Vila, Jaume Marrugat, Miguel A Valverde, and Mariano
Sent´ı. Genetic variation in the kcnma1 potassium channel alpha subunit as risk factor
for severe essential hypertension and myocardial infarction. Journal of Hypertension,
26(11):0263–6352, 2008.
[34] Jun Yan and Jian Huang. Model selection for cox models with time-varying coefficients.
Biometrics, 68(2):419–428, 2012. doi: 10.1111/j.1541-0420.2011.01692.x.
[35] Marilyn C. Cornelis, Eric J. Tchetgen Tchetgen, Liming Liang, Lu Qi, Nilanjan Chatter-
jee, Frank B. Hu, and Peter Kraft. Gene–Environment Interactions in Genome–Wide
Association Studies: A Comparative Study of Tests Applied to Empirical Studies of
Type 2 Diabetes. American Journal of Epidemiology, 175(3):191–202, 12 2011. ISSN
0002-9262. doi: 10.1093/aje/kwr368.
[36] Cen Wu and Yuehua Cui. Boosting signals in gene–based association studies via efficient
SNP selection. Briefings in Bioinformatics, 15(2):279–291, 01 2013. ISSN 1467-5463.
doi: 10.1093/bib/bbs087.
[37] Cen Wu, Shaoyu Li, and Yuehua Cui. Genetic association studies: An information
content perspective. Current Genomics, 13(7):566–573, 2012. ISSN 1389-2029/1875-
5488. doi: 10.2174/138920212803251382.
[38] Daniel J. Schaid, Jason P. Sinnwell, Gregory D. Jenkins, Shannon K. McDonnell,
James N. Ingle, Michiaki Kubo, Paul E. Goss, Joseph P. Costantino, D. Lawrence
Wickerham, and Richard M. Weinshilboum. Using the gene ontology to scan multilevel
gene sets for associations in genome wide association studies. Genetic Epidemiology, 36
(1):3–16, 2012. doi: 10.1002/gepi.20632.
[39] Shujie Ma and Peter X.-K. Song. Varying index coefficient models. Journal of the
American Statistical Association, 110(509):341–356, 2015. doi: 10.1080/01621459.2014.
903185.
[40] Yang Li, Rong Li, Cunjie Lin, Yichen Qin, and Shuangge Ma. Li, yang, et al. ”penalized
integrative semiparametric interaction analysis for multiple genetic datasets. Statistics
in Medicine, pages 1–22, 2019. doi: 10.1002/sim.8172.
23
[41] Jianhua Z. Huang, Colin O. Wu, and Lan Zhou. Varying-coefficient models and basis
function approximations for the analysis of repeated measurements. Biometrika, 89(1):
111–128, 2002.
[42] Jianhua Z. Huang, Colin O. Wu, and Lan Zhou. Polynomial spline estimation and
inference for varying coefficient models with longitudinal data. Statistica Sinica, 14(3):
763–788, 2004.
A Additional simulation results
A.1 Hyper-parameters sensitivity analysis
We demonstrate the sensitivity of BSSVC-SI for variable selection to the choice of the hy-
perparameters for piv, pic and pie. We consider five different Beta priors: (1) Beta(0.5, 0.5)
which is a U-shape curve between (0, 1); (2) Beta(1, 1) which is a essentially a uniform prior;
(3) Beta(2, 2) which is a quadratic curve; (4) Beta(1, 5) which is highly right-skewed; (5)
Beta(5, 1) which is highly left-skewed. As a demonstrate example, we use the same setting
of Example 2 to generate data. Table 5 shows the identification performance of the me-
dian thresholding model (MPM) with different Beta priors. For all choices of Beta priors,
the MPM model is very stable for both the proposed model BSSVC-SI and the alternative
BSSVC. Also BSSVC-SI correctly identifies almost all true effects with low false positives in
all cases.
Table 5: Sensitivity analysis. (n, p, q) = (500, 100, 2). mean(sd) of true positives (TP) and
false positives (FP) based on 100 replicates.
BSSVC-SI BSSVC
Varying Constant Nonzero Varying Constant Nonzero
Beta(0.5, 0.5) TP 3.00(0.00) 5.00(0.00) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 0.07(0.25) 0.00(0.00) 0.00(0.00) 5.07(0.25) 0.00(0.00) 0.03(0.18)
Beta(1, 1) TP 3.00(0.00) 5.00(0.00) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 0.07(0.25) 0.00(0.00) 0.03(0.18) 5.00(0.00) 0.00(0.00) 0.10(0.31)
Beta(2, 2) TP 3.00(0.00) 4.93(0.25) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 0.20(0.48) 0.00(0.00) 0.00(0.00) 4.97(0.18) 0.00(0.00) 0.10(0.31)
Beta(1, 5) TP 3.00(0.00) 4.97(0.18) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 0.17(0.46) 0.00(0.00) 0.00(0.00) 5.00(0.00) 0.00(0.00) 0.03(0.18)
Beta(5, 1) TP 3.00(0.00) 5.00(0.00) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 0.27(0.52) 0.07(0.25) 0.03(0.18) 5.07(0.25) 0.00(0.00) 0.27(0.58)
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A.2 Variable selection based on 95% credible interval
Alternatives BVC-SI and BVC lack for the variable selection property. In order to create
sparsity on the coefficients estimated by these two methods, we consider a 95% credible
interval based method used in Li et al.17. Specifically, a varying effect is included in the final
model if at least one of its spline coefficients has a two-sided 95% credible interval that does
not cover zero. Similarly, a constant effect is included in the final model if the two-sided
95% credible interval of its spline coefficient does not cover zero. The same rule applies to
the linear interaction effects. The results are tabulated in Table 6.
Table 6: Simulation results. (n, p, q) = (500, 100, 2). mean(sd) of true positives (TP) and
false positives (FP) based on 100 replicates.
BVC-SI BVC
Varying Constant Nonzero Varying Constant Nonzero
Example 1 TP 2.98(0.15) 4.73(0.45) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 1.89(1.40) 0.42(0.69) 4.07(2.27) 6.13(1.18) 0.00(0.00) 3.16(2.02)
Example 2 TP 3.00(0.00) 4.76(0.48) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 3.27(2.38) 0.36(0.57) 5.13(2.32) 6.78(1.52) 0.00(0.00) 4.20(2.21)
Example 3 TP 3.00(0.00) 4.78(0.42) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 2.09(1.86) 0.24(0.53) 4.33(2.32) 6.04(1.30) 0.00(0.00) 3.42(2.11)
Example 4 TP 3.00(0.00) 4.78(0.52) 5.00(0.00) 3.00(0.00) 0.00(0.00) 5.00(0.00)
FP 3.33(1.98) 0.24(0.43) 6.47(2.66) 6.51(1.36) 0.00(0.00) 5.07(2.61)
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A.3 Estimation and prediction results
Table 7: Simulation results in Example 2. SNP genotype data (n, p, q) = (500, 100, 2).
mean(sd) of the integrated mean squared error (IMSE), mean squared error (MSE), total
squared errors for all estimates and prediction errors based on 100 replicates.
BSSVC-SI BSSVC BVC-SI BVC BL
IMSE
β0(Z) 0.043(0.013) 0.043(0.012) 0.055(0.024) 0.055(0.022) 0.810(0.038)
β1(Z) 0.042(0.020) 0.021(0.012) 0.069(0.031) 0.085(0.031) 0.127(0.022)
β2(Z) 0.027(0.018) 0.021(0.012) 0.044(0.025) 0.049(0.025) 0.234(0.037)
β3(Z) 0.030(0.026) 0.026(0.022) 0.074(0.034) 0.094(0.038) 0.256(0.055)
MSE
α1 0.011(0.012) 0.012(0.013) 0.022(0.023) 0.022(0.022) 0.010(0.014)
α2 0.003(0.003) 0.003(0.004) 0.007(0.009) 0.007(0.008) 0.010(0.014)
ζ0 0.033(0.025) 0.024(0.019) 0.081(0.057) 0.106(0.062) 0.024(0.032)
ζ1 0.005(0.005) 0.006(0.007) 0.009(0.013) 0.008(0.013) 0.015(0.021)
ζ2 0.008(0.009) 0.006(0.008) 0.019(0.023) 0.019(0.022) 0.027(0.037)
ζ3 0.009(0.015) 0.009(0.013) 0.017(0.023) 0.019(0.025) 0.053(0.068)
ζ4 0.009(0.014) 0.011(0.019) 0.011(0.015) 0.010(0.014) 0.025(0.033)
ζ5 0.006(0.007) 0.006(0.008) 0.020(0.028) 0.024(0.030) 0.028(0.030)
Total 0.227(0.083) 0.253(0.104) 2.020(0.260) 1.931(0.228) 4.329(0.436)
Pred.
Error 1.160(0.071) 1.169(0.064) 2.196(0.180) 2.155(0.154) 9.593(0.863)
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Table 8: Simulation results in Example 3. SNP genotype data based on the linkage disequi-
librium (LD) structure (n, p, q) = (500, 100, 2). mean(sd) of the integrated mean squared
error (IMSE), mean squared error (MSE), total squared errors for all estimates and prediction
errors based on 100 replicates.
BSSVC-SI BSSVC BVC-SI BVC BL
IMSE
β0(Z) 0.046(0.015) 0.045(0.014) 0.060(0.023) 0.058(0.022) 0.818(0.038)
β1(Z) 0.059(0.025) 0.025(0.013) 0.112(0.045) 0.120(0.045) 0.136(0.035)
β2(Z) 0.035(0.018) 0.023(0.017) 0.051(0.024) 0.054(0.025) 0.248(0.050)
β3(Z) 0.032(0.019) 0.027(0.018) 0.083(0.049) 0.105(0.051) 0.260(0.049)
MSE
α1 0.003(0.005) 0.003(0.004) 0.006(0.009) 0.006(0.009) 0.011(0.015)
α2 0.005(0.006) 0.004(0.006) 0.010(0.015) 0.009(0.013) 0.011(0.015)
ζ0 0.010(0.013) 0.008(0.011) 0.024(0.034) 0.023(0.033) 0.039(0.056)
ζ1 0.008(0.014) 0.008(0.015) 0.012(0.016) 0.011(0.014) 0.022(0.026)
ζ2 0.010(0.014) 0.008(0.012) 0.024(0.035) 0.025(0.035) 0.044(0.058)
ζ3 0.009(0.008) 0.010(0.009) 0.024(0.034) 0.024(0.032) 0.049(0.052)
ζ4 0.013(0.017) 0.022(0.022) 0.026(0.034) 0.023(0.030) 0.044(0.046)
ζ5 0.017(0.026) 0.038(0.034) 0.032(0.039) 0.030(0.036) 0.056(0.067)
Total 0.307(0.107) 0.407(0.141) 2.176(0.219) 2.015(0.207) 4.628(0.510)
Pred.
Error 1.203(0.064) 1.209(0.068) 2.164(0.137) 2.088(0.132) 9.483(0.995)
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Table 9: Simulation results in Example 4. SNP genotype from T2D data (n, p, q) = (500,
100, 2). mean(sd) of the integrated mean squared error (IMSE), mean squared error (MSE),
total squared errors for all estimates and prediction errors based on 100 replicates.
BSSVC-SI BSSVC BVC-SI BVC BL
IMSE
β0 0.051(0.019) 0.051(0.019) 0.066(0.021) 0.064(0.020) 0.809(0.050)
β1(Z) 0.032(0.015) 0.018(0.011) 0.052(0.027) 0.068(0.030) 0.136(0.032)
β2(Z) 0.015(0.010) 0.014(0.009) 0.029(0.021) 0.033(0.020) 0.225(0.026)
β3(Z) 0.023(0.018) 0.019(0.013) 0.051(0.027) 0.066(0.030) 0.238(0.039)
MSE
α1 0.003(0.003) 0.003(0.004) 0.007(0.013) 0.007(0.013) 0.010(0.013)
α2 0.003(0.004) 0.003(0.005) 0.005(0.005) 0.005(0.004) 0.010(0.011)
ζ0 0.007(0.014) 0.007(0.016) 0.015(0.015) 0.014(0.014) 0.054(0.086)
ζ1 0.004(0.006) 0.004(0.005) 0.008(0.013) 0.008(0.011) 0.019(0.027)
ζ2 0.009(0.009) 0.006(0.007) 0.019(0.022) 0.018(0.020) 0.023(0.031)
ζ3 0.007(0.010) 0.007(0.009) 0.012(0.018) 0.012(0.021) 0.019(0.024)
ζ4 0.004(0.004) 0.004(0.004) 0.006(0.008) 0.006(0.008) 0.019(0.022)
ζ5 0.003(0.003) 0.003(0.004) 0.013(0.014) 0.014(0.014) 0.018(0.023)
Total 0.178(0.052) 0.194(0.049) 1.751(0.194) 1.648(0.157) 4.062(0.401)
Pred.
Error 1.141(0.073) 1.147(0.064) 2.164(0.134) 2.109(0.125) 11.337(0.991)
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A.4 Sensitivity analysis on smoothness specification
Let O denotes the degree of B spline basis, and K denotes the number of interior knots.
Huang et al.41 and Huang et al.42 show that n1/(2O+3) is the optimal order of the number of
spline knots K. For quadratic and cubic splines corresponding to O = 2 and 3 respectively,
we conduct a sensitivity analysis for the proposed model under the setting of Example 2, for
K ∈ [1, 5]. Table 10 shows that K = 1 leads to unsatisfactory performance, especially for
prediction. When K ≥ 2, different values of K lead to similar performance under O = 2 and
O = 3. This suggests the model performance is insensitive with respect to the smoothness
specification.
Table 10: Sensitivity analysis on smoothness specification. (n, p, q) = (500, 100, 2). mean(sd)
of true positives (TP), false positives (FP) and prediction error based on 100 replicates.
O = 2 Varying Constant Nonzero
K TP FP TP FP TP FP Pred.Error
1 2.97(0.18) 0.20(0.55) 4.87(0.35) 0.10(0.31) 4.97(0.18) 0.03(0.18) 1.998(0.152)
2 3.00(0.00) 0.03(0.18) 5.00(0.00) 0.00(0.00) 5.00(0.00) 0.00(0.00) 1.172(0.071)
3 3.00(0.00) 0.00(0.00) 5.00(0.00) 0.03(0.18) 5.00(0.00) 0.13(0.43) 1.140(0.093)
4 3.00(0.00) 0.07(0.25) 4.93(0.25) 0.00(0.00) 5.00(0.00) 0.00(0.00) 1.200(0.118)
5 2.98(0.15) 0.00(0.00) 5.00(0.00) 0.16(0.37) 5.00(0.00) 0.07(0.25) 1.150(0.077)
O = 3 Varying Constant Nonzero
K TP FP TP FP TP FP Pred.Error
1 3.00(0.00) 0.17(0.38) 4.87(0.35) 0.03(0.18) 5.00(0.00) 0.00(0.00) 1.676(0.159)
2 3.00(0.00) 0.00(0.00) 5.00(0.00) 0.03(0.18) 5.00(0.00) 0.03(0.18) 1.089(0.054)
3 3.00(0.00) 0.00(0.00) 4.97(0.18) 0.03(0.18) 5.00(0.00) 0.00(0.00) 1.185(0.072)
4 3.00(0.00) 0.00(0.00) 5.00(0.00) 0.03(0.18) 5.00(0.00) 0.03(0.18) 1.156(0.078)
5 2.98(0.15) 0.11(0.32) 4.96(0.21) 0.04(0.21) 5.00(0.00) 0.00(0.00) 1.258(0.107)
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B Additional results for real data analysis
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Figure 2: Real data analysis for the proposed method (BSSVC-SI). Black line: median
estimates of varying coefficients for BSSVC-SI. Blue dashed lines: 95% credible intervals for
the estimated varying coefficients.
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C Posterior inference
C.1 Posterior inference for the BSSVC-SI method
C.1.1 Priors
Y |η, γ11, . . . , γp1,γ1∗, . . . , γp∗, α1, . . . , αq, ζ0, ζ1, . . . , ζp, σ2
∝ (σ2)−n2 exp
{
− 1
2σ2
(Y − µ)>(Y − µ)
}
η ∼ Nqn(0, Ση0)
α ∼ Nq(0, Σα0)
ζ0 ∼ N(0, σ2ζ0)
γj1|pic, τ 2cj, σ2 ∼ picN(0, σ2τ 2cj) + (1− pic)δ0(γj1), j = 1, . . . , p
τ 2cj|λc ∼
λ2c
2
exp(−λ
2
cτ
2
cj
2
), j = 1, . . . , p
γj∗|piv, τ 2vj, σ2 ∼ pivNL(0, Diag(σ2τ 2vj, . . . , σ2τ 2vj)) + (1− piv)δ0(γj∗), j = 1, . . . , p
τ 2vj|λv ∼ Gamma(
L+ 1
2
,
Lλ2v
2
), j = 1, . . . , p
ζj|pie, τ 2ej, σ2 ∼ pieN(0, σ2τ 2ej) + (1− pie)δ0(ζj), j = 1, . . . , p
τ 2ej|λe ∼
λ2e
2
exp(−λ
2
eτ
2
ej
2
), j = 1, . . . , p
σ2 ∼ (σ2)−s−1 exp(− h
σ2
)
Consider the following conjugate gamma priors for λ2c , λ
2
v and λ
2
e
λ2c ∼ Gamma(ac, bc), λ2v ∼ Gamma(av, bv) and λ2e ∼ Gamma(ae, be)
and conjugate beta priors for pic, piv and pie
pic ∼ Beta(rc, wc), piv ∼ Beta(rv, wv) and pie ∼ Beta(re, we)
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C.1.2 Gibbs Sampler
pi(η|rest)
∝ pi(η)pi(y|·)
∝ exp
(
− 1
2
η>Σ−1η0 η
)
exp
(
− 1
2σ2
(Y − µ)>(Y − µ)
)
∝ exp
(
− 1
2
η>Σ−1η0 η −
1
2σ2
(Y −B0η − µ(−η))>(Y −B0η − µ(−η))
)
∝ exp
(
η>Σ−1η0 η +
1
σ2
η>B>0 B0η −
2
σ2
(Y − µ(−η))>(B0η)
)
∝ exp
(
η>
(
Σ−1η0 +
1
σ2
B>0 B0
)
η − 2
σ2
(Y − µ(−η))>B0η
)
where B0 = (B0(Z1), . . . , B0(Zn))
>. Hence, the full conditional distribution of η is multi-
variate normal with mean
µη =
(
Σ−1η0 +
1
σ2
B>0 B0
)−1( 1
σ2
(Y − µ(−η))>B0
)>
and variance
Ση =
(
Σ−1η0 +
1
σ2
B>0 B0
)−1
Similarly, the full conditional distribution of α is N(µα,Σα) with
µα =
(
Σ−1α0 +
1
σ2
W>W
)−1( 1
σ2
(Y − µ(−α))>W
)>
and variance
Σα =
(
Σ−1α0 +
1
σ2
W>W
)−1
where W = (W1, . . . ,Wn)
>. And the full conditional distribution of ζ0 is N(µζ0 ,Σζ0) with
µζ0 =
(
1/σ2ζ0 +
1
σ2
n∑
i=1
E2i
)−1( 1
σ2
n∑
i=1
(yi − µ(−ζ0))Ei
)
and variance
Σζ0 =
(
1/σ2ζ0 +
1
σ2
n∑
i=1
E2i
)−1
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The full conditional distribution of γj∗
pi(γj∗|rest)
∝ pi(γj∗|τ 2vj, σ2)pi(y|·)
∝ (σ2)−n2 exp
(
− 1
2σ2
(Y − Ujγj∗ − µ(−γj∗))>(Y − Ujγj∗ − µ(−γj∗))
)
×
(
piv(2piσ
2τ 2vj)
−L
2 exp
(
− 1
2σ2τ 2vj
γ>j∗γj∗
)
I{γj∗ 6=0} + (1− piv)δ0(γj∗)
)
(13)
where Uj = (U1j, . . . , Unj)
> is a n× L matrix. Let Σγj∗ = (U>j Uj + 1τ2vj IL)
−1, we have
lvj = pi(γj∗ 6= 0|rest)
=
piv
piv + (1− piv)(τ 2vj)
L
2 |Σγj∗ |−
1
2 exp
(
− 1
2σ2
‖Σ
1
2
γj∗U
>
j (Y − µ(−γj∗))‖22
)
Hence, the full conditional distribution of γj∗ is a spike and slab distribution
γj∗|rest ∼ lvjN(µγj∗ , σ2Σγj∗) + (1− lvj)δ0(γj∗)
with mean
µγj∗ = Σγj∗U
>
j (Y − µ(−γj∗))
This posterior distribution is a mixture of a multivariate normal and a point mass at 0. To
sample from this posterior distribution at the gth iteration, we follow the steps:
• Generate u from Unif[0,1]
• If u ≤ lvj
– Generate t from N(µγj∗ , σ
2Σγj∗)
– set γ
(g)
j∗ = t and φ
(g)
vj = 1
• If u > lvj
– set γ
(g)
j∗ = 0 and φ
(g)
vj = 0
Note that, when we sample γ
(g)
j∗ , we also compute the value of φ
(g)
vj . The full conditional
distribution of γj1 can be expressed as
pi(γj1|rest)
∝ pi(γj1|τ 2cj, σ2)pi(y|·)
∝ (σ2)−n2 exp
(
− 1
2σ2
(Y −Xjγj1 − µ(−γj1))>(Y −Xjγj1 − µ(−γj1))
)
×
(
pic(2piσ
2τ 2cj)
− 1
2 exp
(
− 1
2σ2τ 2cj
γ2j1
)
I{γj1 6=0} + (1− pic)δ0(γj1)
)
(14)
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Let Σγj1 = (X
>
j Xj +
1
τ2cj
)−1, we have
lcj = pi(γj1 6= 0|rest)
=
pic
pic + (1− pic)(τ 2cj)
1
2 (Σγj1)
− 1
2 exp
(
− Σγj1
2σ2
‖(Y − µ(−γj1))>Xj‖22
)
Hence, the full conditional distribution of γj1 is a spike and slab distribution
γj1|rest ∼ lcjN(µγj1 , σ2Σγj1) + (1− lcj)δ0(γj1)
with mean
µγj1 = Σγj1X
>
j (Y − µ(−γj1))
The full conditional distribution of ζj, j = 1, . . . , p
pi(ζj|rest)
∝ pi(ζj|τ 2j , σ2)pi(y|·)
∝ (σ2)−n2 exp
(
− 1
2σ2
(Y − Tjζj − µ(−ζj))>(Y − Tjζj − µ(−ζj))
)
×
(
pie(2piσ
2τ 2ej)
− 1
2 exp
(
− 1
2σ2τ 2ej
ζ2j
)
I{ζj 6=0} + (1− pie)δ0(ζj)
)
(15)
Let Σζj = (T
>
j Tj +
1
τ2ej
)−1, we have
lej = pi(ζj 6= 0|rest)
=
pie
pie + (1− pie)(τ 2ej)
1
2 (Σζj)
− 1
2 exp
(
− Σζj
2σ2
‖(Y − µ(−ζj))>Tj‖22
)
Hence, the full conditional distribution of ζj is a spike and slab distribution
ζj|rest ∼ lejN(µζj , σ2Σζj) + (1− lej)δ0(ζj)
where
µζj = ΣζjT
>
j (Y − µ(−ζj))
Now, we derive the full conditional distribution for τ 2vj, τ
2
cj and τ
2
ej.
pi(τ 2vj|rest)
∝ pi(τ 2vj|λv)pi(γj∗|τ 2vj, σ2)
∝ (τ 2vj)
L+1
2
−1 exp
(
− τ 2vj
Lλ2v
2
)
×
(
piv(2piσ
2τ 2vj)
−L
2 exp
(
− 1
2σ2τ 2vj
γ>j∗γj∗
)
I{γj∗ 6=0} + (1− piv)δ0(γj∗)
)
(16)
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When γj∗ = 0, 16 is equal to
(1− piv)(τ 2vj)
L+1
2
−1 exp
(
− τ 2vj
Lλ2v
2
)
Therefore, when γj∗ = 0, the posterior distribution for (τ 2vj)
−1 is Inverse-Gamma(L+1
2
, Lλ
2
v
2
).
When γj∗ 6= 0, 16 is equal to
pi(τ 2vj|rest)
∝ (1− piv)(2piσ2τ 2vj)−
L
2 (τ 2vj)
L+1
2
−1 exp
(
− τ 2vj
Lλ2v
2
)
exp
(
− 1
2σ2τ 2vj
γ>j∗γj∗
)
∝ (1− piv)(2piσ2)−L2 (τ 2vj)−
1
2 exp
(
− τ 2vj
Lλ2v
2
− ‖γj∗‖
2
2
2σ2τ 2vj
)
Therefore, when γj∗ 6= 0, the posterior distribution for (τ 2vj)−1 is Inverse-Gaussian(Lλ2v,√
Lλ2vσ
2
‖γj∗‖22 ). Together
(τ 2vj)
−1|rest ∼
Inverse-Gamma(
L+1
2
, Lλ
2
v
2
) if γj∗ = 0
Inverse-Gaussian(Lλ2v,
√
Lλ2vσ
2
‖γj∗‖22 ) if γj∗ 6= 0
Similarly, the posterior distribution for (τ 2cj)
−1 is
pi(τ 2cj|rest)
∝ pi(τ 2cj|λc)pi(γj1|τ 2cj, σ2)
∝ λ
2
c
2
exp
(
− τ 2cj
λ2c
2
)
×
(
pic(2piσ
2τ 2cj)
− 1
2 exp
(
− 1
2σ2τ 2cj
γ2j1
)
I{γj1 6=0} + (1− pic)δ0(γj1)
)
(17)
When γj1 = 0, 17 is equal to
(1− pic)λ
2
c
2
exp
(
− τ 2cj
λ2c
2
)
Therefore, when γj1 = 0, the posterior distribution for (τ
2
cj)
−1 is Inverse-Gamma(1, λ
2
c
2
).
When γj1 6= 0, 17 is equal to
pi(τ 2cj|rest)
∝ (1− pic)(2piσ2τ 2cj)−
1
2
λ2c
2
exp
(
− τ 2cj
λ2c
2
)
exp
(
− 1
2σ2τ 2cj
γ2j1
)
∝ (τ 2cj)−
1
2 exp
(
− τ 2cj
λ2c
2
− γ
2
j1
2σ2τ 2cj
)
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Therefore, when γj1 6= 0, the posterior distribution for (τ 2cj)−1 is Inverse-Gaussian(λ2c ,
√
λ2cσ
2
γ2j1
).
Together
(τ 2cj)
−1|rest ∼
Inverse-Gamma(1,
λ2c
2
) if γj1 = 0
Inverse-Gaussian(λ2c ,
√
λ2cσ
2
γ2j1
) if γj1 6= 0
The posterior distribution (τ 2ej)
−1
pi(τ 2ej|rest)
∝ pi(τ 2ej|λe)pi(ζj|τ 2ej, σ2)
∝ λ
2
e
2
exp
(
− τ 2ej
λ2e
2
)
×
(
pie(2piσ
2τ 2ej)
− 1
2 exp
(
− 1
2σ2τ 2ej
ζ2j
)
I{ζj 6=0} + (1− pie)δ0(ζj)
)
Following the similar arguments, we have
(τ 2ej)
−1|rest ∼
Inverse-Gamma(1,
λ2e
2
) if ζj = 0
Inverse-Gaussian(λ2e,
√
λ2eσ
2
ζ2j
) if ζj 6= 0
Now, we derive the full conditional distribution for λ2v and τ
2
cj. The posterior distribution
for λ2v:
pi(λ2v|rest)
∝ pi(λ2v)
p∏
j=1
pi(τ 2vj|λ2v)
∝ (λ2v)av−1 exp(−bvλ2v)
p∏
j=1
(
Lλ2v
2
)L+1
2
exp
(
− Lλ
2
v
2
τ 2vj
)
∝ (λ2v)av+
p(L+1)
2
−1 exp
(
− (bv +
L
∑p
j=1 τ
2
vj
2
)λ2v
)
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the posterior distribution for λ2v is Inverse-Gamma(av +
p(L+1)
2
, bv +
L
∑p
j=1 τ
2
vj
2
).
pi(λ2c |rest)
∝ pi(λ2c)
p∏
j=1
pi(τ 2cj|λ2c)
∝ (λ2c)ac−1 exp(−bcλ2c)
p∏
j=1
λ2c
2
exp
(
− λ
2
c
2
τ 2cj
)
∝ (λ2c)ac+p−1 exp
(
− (bc +
∑p
j=1 τ
2
cj
2
)λ2c
)
the posterior distribution for λ2c is Inverse-Gamma(ac + p, bc +
∑p
j=1 τ
2
cj
2
). Similarly, the full
conditional distribution for λ2e is Inverse-Gamma(ae + p, be +
∑p
j=1 τ
2
ej
2
).
Next, we derive the full conditional distribution for piv, pic and pie. The posterior distri-
bution for piv
pi(piv|rest)
∝ pi(piv)
p∏
j=1
pi(γ2j∗|piv, τ 2vj, σ2)
∝ pirv−1v (1− piv)wv−1
×
p∏
j=1
(
piv(2piσ
2τ 2vj)
−L
2 exp
(
− 1
2σ2τ 2vj
γ>j∗γj∗
)
I{γj∗ 6=0} + (1− piv)δ0(γj∗)
)
∝ pirv+
∑p
j=1(δ0(γj∗))−1
v (1− piv)wv+
∑p
j=1 I{γj∗6=0}−1
the posterior distribution for piv is Beta(rv +
∑p
j=1(δ0(γj∗)), wv +
∑p
j=1 I{γj∗ 6=0}).
pi(pic|rest)
∝ pi(pic)
p∏
j=1
pi(γ2j1|pic, τ 2cj, σ2)
∝ pirc−1c (1− pic)wc−1
×
p∏
j=1
(
pic(2piσ
2τ 2cj)
− 1
2 exp
(
− 1
2σ2τ 2cj
γ2j1
)
I{γj1 6=0} + (1− pic)δ0(γj1)
)
∝ pirc+
∑p
j=1(δ0(γj1))−1
c (1− pic)wc+
∑p
j=1 I{γj1 6=0}−1
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the posterior distribution for pic is Beta(rc +
∑p
j=1(δ0(γj1)), wc +
∑p
j=1 I{γj1 6=0}).
pi(pie|rest)
∝ pi(pie)
p∏
j=1
pi(ζ2j |pie, τ 2ej, σ2)
∝ pire−1e (1− pie)we−1
×
p∏
j=1
(
pie(2piσ
2τ 2ej)
− 1
2 exp
(
− 1
2σ2τ 2ej
ζ2j
)
I{ζj 6=0} + (1− pie)δ0(ζj)
)
∝ pire+
∑p
j=1(δ0(ζj))−1
e (1− pie)we+
∑p
j=1 I{ζj 6=0}−1
the posterior distribution for pie is Beta(re +
∑p
j=1(δ0(ζj)), we +
∑p
j=1 I{ζj 6=0}). Last, the full
conditional distribution for σ2
pi(σ2|rest)
∝pi(σ2)pi(y|·)
p∏
j=1
pi(γj1|pic, τ 2cj, σ2)pi(γj∗|piv, τ 2vj, σ2)pi(ζj|pie, τ 2j , σ2)
∝(σ2)−s−1 exp(− h
σ2
)(σ2)−
n
2 exp
(
− 1
2σ2
(Y − µ)>(Y − µ)
)
×
p∑
j=1
(
pic(2piσ
2τ 2cj)
− 1
2 exp
(
− 1
2σ2τ 2cj
γ2j1
)
I{γj1 6=0} + (1− pic)δ0(γj1)
)
×
p∑
j=1
(
piv(2piσ
2τ 2vj)
−L
2 exp
(
− 1
2σ2τ 2vj
γ>j∗γj∗
)
I{γj∗ 6=0} + (1− piv)δ0(γj∗)
)
×
p∑
j=1
(
pie(2piσ
2τ 2ej)
− 1
2 exp
(
− 1
2σ2τ 2ej
ζ2j
)
I{ζj 6=0} + (1− pie)δ0(ζj)
)
∝(σ2)−(s+
n+L
∑
I{γj∗6=0}+
∑
I{ζj 6=0}+
∑
I{γj1 6=0}
2
)−1
× exp
(
− 1
σ2
(
h+
(Y − µ)>(Y − µ) +∑pj=1(τ 2cj)−1γ2j1 + (τ 2vj)−1γ>j∗γj∗ + (τ 2j )−1ζ2j
2
))
the posterior distribution for σ2 is Inverse-Gamma(µσ2 , Σσ2) where
µσ2 = s+
n+ L
∑p
j=1 I{γj∗ 6=0} +
∑p
j=1 I{ζj 6=0} +
∑p
j=1 I{γj1 6=0}
2
and variance
Σσ2 = h+
(Y − µ)>(Y − µ) +∑pj=1(τ 2cj)−1γ2j1 + (τ 2vj)−1γ>j∗γj∗ + (τ 2j )−1ζ2j
2
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C.2 Posterior inference for the BSSVC method
C.2.1 Priors
Y |η, γ1, . . . , γp,α1, . . . , αq, ζ0, ζ1, . . . , ζp, σ2
∝ (σ2)−n2 exp
{
− 1
2σ2
(Y − µ)>(Y − µ)
}
η ∼ Nqn(0, Ση0)
α ∼ Nq(0, Σα0)
ζ0 ∼ N(0, σ2ζ0)
γj|pic, τ 2vj, σ2 ∼ pivNqn(0, Diag(σ2τ 2vj, . . . , σ2τ 2vj)) + (1− piv)δ0(γj), j = 1, . . . , p
τ 2vj|λv ∼ Gamma(
qn + 1
2
,
qnλ
2
v
2
), j = 1, . . . , p
ζj|pie, τ 2ej, σ2 ∼ pieN(0, σ2τ 2ej) + (1− pie)δ0(ζj), j = 1, . . . , p
τ 2ej|λe ∼
λ2e
2
exp(−λ
2
eτ
2
ej
2
), j = 1, . . . , p
σ2 ∼ (σ2)−s−1 exp(− h
σ2
)
Consider the following conjugate gamma priors for λ2v and λ
2
e
λ2v ∼ Gamma(av, bv) and λ2e ∼ Gamma(ae, be)
and conjugate beta priors for piv and pie
piv ∼ Beta(rv, wv) and pie ∼ Beta(re, we)
C.2.2 Posterior distribution
pi(η|rest) ∼ Nqn(µη, Ση) where
µη =
(
Σ−1η0 +
1
σ2
B>0 B0
)−1( 1
σ2
(Y − µ(−η))>B0
)>
Ση =
(
Σ−1η0 +
1
σ2
B>0 B0
)−1
pi(α|rest) ∼ Nq(µα,Σα) where
µα =
(
Σ−1α0 +
1
σ2
W>W
)−1( 1
σ2
(Y − µ(−α))>W
)>
Σα =
(
Σ−1α0 +
1
σ2
W>W
)−1
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pi(ζ0|rest) ∼ N(µζ0 ,Σζ0) where
µζ0 =
(
σ−1ζ0 +
1
σ2
n∑
i=1
E2i
)−1( 1
σ2
n∑
i=1
(yi − µ(−ζ0))Ei
)
Σζ0 =
(
1/σ2ζ0 +
1
σ2
n∑
i=1
E2i
)−1
γj|rest ∼ lvjN(µγj , σ2Σγj) + (1− lvj)δ0(γj) where
µγj = ΣγjU
>
j (Y − µ(−γj))
Σγj = (U
>
j Uj +
1
τ 2vj
Iqn)
−1
lvj =
piv
piv + (1− piv)(τ 2vj)
qn
2 |Σγj |−
1
2 exp
(
− 1
2σ2
‖Σ
1
2
γjU
>
j (Y − µ(−γj))‖22
)
ζj|rest ∼ lejN(µζj , σ2Σζj) + (1− lej)δ0(ζj) where
µζj = ΣζjT
>
j (Y − µ(−ζj))
Σζj = (T
>
j Tj +
1
τ 2ej
)−1
lej =
pie
pie + (1− pie)(τ 2ej)
1
2 (Σζj)
− 1
2 exp
(
− Σζj
2σ2
‖(Y − µ(−ζj))>Tj‖22
)
At the gth iteration, the values of φ
(g)
vj and φ
(g)
ej can be determined by whether the γ
(g)
j and
ζ
(g)
j are set to 0 or not, respectively.
(τ 2vj)
−1|rest ∼
Inverse-Gamma(
qn+1
2
, qnλ
2
v
2
) if γj = 0
Inverse-Gaussian(qnλ
2
v,
√
qnλ2vσ
2
‖γj‖22 ) if γj 6= 0
(τ 2ej)
−1|rest ∼
Inverse-Gamma(1,
λ2e
2
) if ζj = 0
Inverse-Gaussian(λ2e,
√
λ2eσ
2
ζ2j
) if ζj 6= 0
λv and λe all have inverse-gamma posterior distributions
λ2v ∼ Inverse-Gamma(av +
p(qn + 1)
2
, bv +
qn
∑p
j=1 τ
2
vj
2
)
λ2e ∼ Inverse-Gamma(ae + p, be +
∑p
j=1 τ
2
ej
2
)
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piv and pie have beta posterior distributions
piv ∼ Beta(rv +
p∑
j=1
(δ0(γj)), wv +
p∑
j=1
I{γj 6=0})
pie ∼ Beta(re +
p∑
j=1
(δ0(ζj)), we +
p∑
j=1
I{ζj 6=0})
σ2 ∼ Inverse-Gamma(µσ2 ,Σσ2) where
µσ2 = s+
n+ qn
∑p
j=1 I{γj 6=0} +
∑p
j=1 I{ζj 6=0}
2
Σσ2 = h+
(Y − µ)>(Y − µ) +∑pj=1(τ 2vj)−1γ>j γj + (τ 2cj)−1ζ2j
2
C.3 Posterior inference for the BVC-SI method
C.3.1 Priors
Y |η, γ11, . . . , γp1,γ1∗, . . . , γp∗, α1, . . . , αq, ζ0, ζ1, . . . , ζp, σ2
∝ (σ2)−n2 exp
{
− 1
2σ2
(Y − µ)>(Y − µ)
}
η ∼ Nqn(0,Ση0)
α ∼ Nq(0,Σα0)
ζ0 ∼ N(0, σ2ζ0)
γj1|τ 2cj, σ2 ∼ N(0, σ2τ 2cj), j = 1, . . . , p
τ 2cj|λc ∼
λ2c
2
exp(−λ
2
cτ
2
cj
2
), j = 1, . . . , p
γj∗|τ 2vj, σ2 ∼ NL(0, diag(σ2τ 2vj, . . . , σ2τ 2vj)), j = 1, . . . , p
τ 2vj|λv ∼ Gamma(
L+ 1
2
,
Lλ2v
2
), j = 1, . . . , p
ζj|τ 2ej, σ2 ∼ N(0, σ2τ 2ej), j = 1, . . . , p
τ 2ej|λ ∼
λ2e
2
exp(−λ
2
eτ
2
ej
2
), j = 1, . . . , p
σ2 ∼ (σ2)−s−1 exp(− h
σ2
)
Consider the following conjugate gamma priors for λ2c , λ
2
v and λ
2
e
λ2c ∼ Gamma(ac, bc), λ2v ∼ Gamma(av, bv) and λ2e ∼ Gamma(ae, be)
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C.3.2 Gibbs Sampler
pi(η|rest) ∼ Nqn(µη, Ση) where
µη =
(
Σ−1η0 +
1
σ2
B>0 B0
)−1( 1
σ2
(Y − µ(−η))>B0
)>
Ση =
(
Σ−1η0 +
1
σ2
B>0 B0
)−1
pi(α|rest) ∼ Nq(µα,Σα) where
µα =
(
Σ−1α0 +
1
σ2
W>W
)−1( 1
σ2
(Y − µ(−α))>W
)>
Σα =
(
Σ−1α0 +
1
σ2
W>W
)−1
pi(ζ0|rest) ∼ N(µζ0 ,Σζ0) where
µζ0 =
(
1/σ2ζ0 +
1
σ2
n∑
i=1
E2i
)−1( 1
σ2
n∑
i=1
(yi − µ(−ζ0))Ei
)
Σζ0 =
(
1/σ2ζ0 +
1
σ2
n∑
i=1
E2i
)−1
The full conditional distribution of γj
pi(γj∗|rest)
∝ pi(γj∗|τ 2vj, σ2)pi(y|·)
∝ exp
(
− 1
2
(σ2τ 2vj)
−1γ>j∗γj∗ −
1
2σ2
(Y − Ujγj∗ − µ(−γj∗))>(Y − Ujγj∗ − µ(−γj∗))
)
∝ exp
(
− 1
2σ2
(
(τ 2vj)
−1γ>j∗γj∗ + γ
>
j∗U
>
j Ujγj∗ − 2(Y − µ(−γj∗))>(Ujγj∗)
))
∝ exp
(
− 1
2σ2
(
γ>j∗
(
(τ 2vj)
−1 + U>j Uj
)
γj∗ − 2(Y − µ(−γj∗))>Ujγj∗
))
where Uj = (U1j, . . . , Unj)
>. Hence, the full conditional distribution of γj∗ is multivariate
normal with mean
µγj∗ =
(
(τ 2vj)
−1IL + U>j Uj
)−1(
(Y − µ(−γj∗))>Uj
)>
and variance
Σγj∗ = σ
2
(
(τ 2vj)
−1IL + U>j Uj
)−1
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Similarly, the full conditional distribution of γj1 is normal distribution with mean
µγj1 =
(
(τ 2cj)
−1 +X>j Xj
)−1(
(yi − µ(−γj1))>Xj
)
and variance
Σγj1 = σ
2
(
(τ 2cj)
−1 +X>j Xj
)−1
Let Dτe = diag(τ
2
e1, . . . , τ
2
ep). The full conditional distribution of ζ = (ζ1, . . . , ζp)
>
pi(ζ|rest)
∝ pi(ζ|τ 2e1, . . . , τ 2ep, σ2)pi(y|·)
∝ exp
(
− 1
2
(σ2Dτe)
−1ζ>ζ − 1
2σ2
(Y − Tζ − µ(−ζ))>(Y − Tζ − µ(−ζ))
)
∝ exp
(
− 1
2σ2
(
D−1τe ζ
>ζ + ζ>T>Tζ − 2(Y − µ(−ζ))>Tζ
))
∝ exp
(
− 1
2σ2
(
ζ>(D−1τe + T
>T )ζ − 2(Y − µ(−ζ))>Tζ
))
where T = (T1, . . . , Tn)
>. The full conditional is Np(µζ , σ2Σζ) with
µζ =
(
D−1τe + T
>T
)−1(
(Y − µ(−ζ))>T
)>
and variance
Σζ =
(
D−1τe + T
>T
)−1
Now, we derive the full conditional distribution for τ 2ej and λ
2
e.
pi(τ 2vj|rest)
∝ pi(τ 2vj|λv)pi(γj∗|τ 2vj, σ2)
∝ (τ 2vj)
L+1
2
−1 exp
(
− τ 2vj
Lλ2v
2
)
(τ 2vj)
−L
2 exp
(
− 1
2
(σ2τ 2vj)
−1γ>j∗γj∗
)
∝ (τ 2vj)−
1
2 exp
(
− τ 2vj
Lλ2v
2
− ||γj∗||
2
2
2σ2τ 2vj
)
the posterior distribution for (τ 2vj)
−1 is Inverse-Gaussian(Lλ2v,
√
Lλ2vσ
2
||γj∗||22 ). Similarly, the pos-
terior distribution for (τ 2cj)
−1 is Inverse-Gaussian(λ2c ,
√
λ2cσ
2
γ2j1
), and the posterior distribution
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for (τ 2ej)
−1 is Inverse-Gaussian(λ2e,
√
λ2eσ
2
ζ2j
).
pi(λ2v|rest)
∝ pi(λ2v)
p∏
j=1
pi(τ 2vj|λ2v)
∝ (λ2v)av−1 exp(−bvλ2v)
p∏
j=1
(
Lλ2v
2
)L+1
2
exp
(
− Lλ
2
v
2
τ 2vj
)
∝ (λ2v)av+
p(L+1)
2
−1 exp
(
− (bv +
L
∑p
j=1 τ
2
vj
2
)λ2v
)
the posterior distribution for λ2c is Inverse-Gamma(ac + p, bc +
∑p
j=1 τ
2
cj
2
). Similarly, the full
conditional distribution for λ2e is Inverse-Gamma(ae + p, be +
∑p
j=1 τ
2
ej
2
).
Last, the full conditional distribution for σ2
pi(σ2|rest)
∝ pi(σ2)pi(y|·)
p∏
j=1
pi(γj1|pic, τ 2cj, σ2)pi(γj∗|piv, τ 2vj, σ2)pi(ζj|pie, τ 2ej, σ2)
∝ (σ2)−s−1 exp(− h
σ2
)(σ2)−
n
2 exp
(
− 1
2σ2
(Y − µ)>(Y − µ)
)
× (σ2)− p2 exp
(
− 1
2σ2
p∑
j=1
(τ 2cj)
−1γ2j1
)
× (σ2)− pL2 exp
(
− 1
2σ2
p∑
j=1
(τ 2vj)
−1γ>j∗γj∗
)
× (σ2)− p2 exp
(
− 1
2σ2
p∑
j=1
(τ 2ej)
−1ζ2j
)
∝ (σ2)−(s+n+2p+pL2 )−1
× exp
(
− 1
σ2
(
h+
(Y − µ)>(Y − µ) +∑pj=1(τ 2cj)−1γ2j1 + (τ 2vj)−1γ>j∗γj∗ + (τ 2ej)−1ζ2j
2
))
the posterior distribution for σ2 is Inverse-Gamma(µσ2 , Σσ2) where
µσ2 = s+
n+ 2p+ pL
2
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and variance
Σσ2 = h+
(Y − µ)>(Y − µ) +∑pj=1(τ 2cj)−1γ2j1 + (τ 2vj)−1γ>j∗γj∗ + (τ 2ej)−1ζ2j
2
C.4 Posterior inference for the BVC method
C.4.1 Priors
Y |η, γ1, . . . , γp, α1, . . . , αq, ζ0, ζ1, . . . , ζp, σ2 ∝ (σ2)−n2 exp
{
− 1
2σ2
(Y − µ)>(Y − µ)
}
η ∼ Nqn(0,Ση0)
α ∼ Nq(0,Σα0)
ζ0 ∼ N(0, σ2ζ0)
γj|τ 2vj, σ2 ∼ Nqn(0, diag(σ2τ 2vj, . . . , σ2τ 2vj)), j = 1, . . . , p
τ 2vj|λv ∼ Gamma(
qn + 1
2
,
qnλ
2
v
2
), j = 1, . . . , p
ζj|τ 2ej, σ2 ∼ N(0, σ2τ 2ej), j = 1, . . . , p
τ 2ej|λe ∼
λ2e
2
exp(−λ
2
eτ
2
ej
2
), j = 1, . . . , p
σ2 ∼ (σ2)−s−1 exp(− h
σ2
)
Consider the following conjugate gamma priors for λ2v and λ
2
e
λ2v ∼ Gamma(av, bv) and λ2e ∼ Gamma(ae, be)
C.4.2 Gibbs Sampler
pi(η|rest) ∼ Nqn(µη, Ση) where
µη =
(
Σ−1η0 +
1
σ2
B>0 B0
)−1( 1
σ2
(Y − µ(−η))>B0
)>
Ση =
(
Σ−1η0 +
1
σ2
B>0 B0
)−1
pi(α|rest) ∼ Nq(µα,Σα) where
µα =
(
Σ−1α0 +
1
σ2
W>W
)−1( 1
σ2
(Y − µ(−α))>W
)>
Σα =
(
Σ−1α0 +
1
σ2
W>W
)−1
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pi(ζ0|rest) ∼ N(µζ0 ,Σζ0) where
µζ0 =
(
1/σ2ζ0 +
1
σ2
n∑
i=1
E2i
)−1( 1
σ2
n∑
i=1
(yi − µ(−ζ0))Ei
)
Σζ0 =
(
1/σ2ζ0 +
1
σ2
n∑
i=1
E2i
)−1
γj|rest ∼ Nqn(µγj , σ2Σγj) where
µγj = ΣγjU
>
j (Y − µ(−γj))
Σγj = (U
>
j Uj +
1
τ 2vj
Iqn)
−1
ζj|rest ∼ N(µζj , σ2Σζj) where
µζj = ΣζjT
>
j (Y − µ(−ζj))
Σζj = (T
>
j Tj +
1
τ 2ej
)−1
The posterior distribution for (τ 2vj)
−1 is Inverse-Gaussian(qnλ2v,
√
qnλ2vσ
2
||γj ||22 ). Similarly, the
posterior distribution for (τ 2ej)
−1 is Inverse-Gaussian(λ2e,
√
λ2eσ
2
ζ2j
). λv and λe all have inverse-
gamma posterior distributions
λ2v ∼ Inverse-Gamma(av +
p(qn + 1)
2
, bv +
qn
∑p
j=1 τ
2
vj
2
)
λ2e ∼ Inverse-Gamma(ae + p, be +
∑p
j=1 τ
2
ej
2
)
σ2 ∼ Inverse-Gamma(µσ2 ,Σσ2) where
µσ2 = s+
n+ p+ pqn
2
Σσ2 = h+
1
2
(
(Y − µ)>(Y − µ) +
p∑
j=1
(τ 2vj)
−1γ>j γj + (τ
2
ej)
−1ζ2j
)
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