Several convergent sequences of the lower bounds of the minimum eigenvalue for the Hadamard product of an M-matrix and an inverse M-matrix are given. Numerical examples show that these sequences could reach the true value of the minimum eigenvalue in some cases. These bounds in this paper improve some existing results. MSC: 15A06; 15A15; 15A48
Introduction
For a positive integer n, N denotes the set {, , . . . , n}, and R n×n (C n×n ) denotes the set of all n × n real (complex) matrices throughout. It is easy to prove that τ (A) = min{|λ| : λ ∈ σ (A)}, where σ (A) denotes the spectrum of A (see [] ). A matrix A is called reducible if there exists a nonempty proper subset I ⊂ N such that a ij = , ∀i ∈ I, ∀j / ∈ I. If A is not reducible, then we call A irreducible (see [] ). Let A = [a ij ] be an n × n matrix with all diagonal entries being nonzero throughout. For i, j, k ∈ N , j = i, denote 
It is well known that a matrix
In , Zhou et al.
[] gave the following result:
is a doubly stochastic matrix, then
In this paper, we present several convergent sequences of the lower bounds of
and τ (A • A - ), which improve () and (). Numerical examples show that these sequences could reach the true value of τ (A • A - ) in some cases.
Some lemmas and notations
In this section, we first give the following notations; these will be useful in the following proofs.
Proof Since A is a strictly row diagonally dominant matrix, that is,
Since A is a strictly row diagonally dominant matrix,  > d j ≥ s ji ≥ . Then, by the definition of q ji , it is easy to see that  ≤ q ji < . Hence, if q ji = s ji , then
else, i.e., if q ji = m ji , then
Since
we have
furthermore, by the definition of h
In the same way as above, we can also prove that
The proof is completed.
Using the same technique as the proof of Lemma ., Lemma ., Lemma . in [], we can obtain Lemma , Lemma , Lemma , respectively.
exists, and
exists, and 
Main results
In this section, we give several sequences of the lower bounds for τ (B • A - ) and τ (A • A - ).
Proof It is evident that the result holds with equality for n = . We next assume that n ≥ . Since A ∈ M n , there exists a positive diagonal matrix D such that D - AD is a strictly row diagonally dominant M-matrix, and
Therefore, for convenience and without loss of generality, we assume that A is a strictly row diagonally dominant matrix. If A is irreducible, then  < p
by Lemma  and Lemma , there exists an i such that
By Lemma , inequality (), and
If A is reducible, it is well known that a matrix in Proof By Lemma , we have p
so by the definition of p (t)
i , it is easy to see that the sequence {p (t) i } is monotone decreasing. Then t is a monotonically increasing sequence. Hence, the sequence is convergent.
Remark  We give a simple comparison between () and (). According to Lemma , we know that
q ji = min{s ji , m ji } ≥ p (t) ji . Furthermore, by the definition of m i , p (t) i , we have m i ≥ p (t) i . Therefore for t = , , . . . , τ B • A - ≥ min i∈N b ii -p (t) i j =i |b ji | a ii ≥ min i∈N b ii -m i j =i |b ji | a ii .
So the bound in () is bigger than the bound in ().
Let A = [a ij ] ∈ M n . By Lemma , we know that if A - is a doubly stochastic matrix, then A T e = e, Ae = e, that is, a ii = + j =i |a ij | = + j =i |a ji |. So A is strictly diagonally dominant matrix by row and by column. By using Lemma  and Theorem , we can get the following corollaries.
Corollary  Let A = [a ij ] ∈ M n and A
- be a doubly stochastic matrix. Then, for t = , , . . . ,
Remark  (i) The sequence { t }, t = , , . . . obtained from Corollary  is monotone increasing with an upper bound τ (A • A - ) and, consequently, is convergent.
(ii) Next, we give a simple comparison between () and (). By Lemma , we know
ji . Furthermore, by the definition of u i , p
So the bound in () is bigger than the bound in ().
Using the same technique as the proof of Theorem , the another lower upper of τ (B • A - ) is given.
Using the same method as the proof of Theorem , the following theorem is obtained.
Theorem  The sequence { t }, t = , , . . . obtained from Theorem  is monotone increasing with an upper bound τ (B • A - ) and, consequently, is convergent.
Similarly, by Lemma  and Theorem , we can get the following corollaries.
Remark  The sequence {T t }, t = , , . . . , obtained from Corollary  is monotone increasing with an upper bound τ (A • A - ) and, consequently, is convergent.
Let ϒ t = max{ t , T t }. By Corollary  and Corollary , the following theorem is easily found.
Theorem  Let A = [a ij ] ∈ M n and A - be a doubly stochastic matrix. Then, for t = , , . . . ,
Numerical examples
In this section, several numerical examples are given to verify the theoretical results.
T e = e, we know that A is strictly diagonally dominant by row and column.
Based on A ∈ Z n , it is easy to see that A is nonsingular M-matrix and A - is doubly stochastic. Numerical results are given in Table  for the total number of iterations T = . In fact, Table  show The numerical results obtained from Theorem  for T =  are listed in Table  , where T are defined in Example . Table  show that it is effective by Theorem  to estimate τ (A • A - ) for large order matrices. Example  Let A = [a ij ] ∈ R n×n , where a  = a  = · · · = a n,n = , a  = a  = · · · = a n-,n = a n, = -, and a ij =  elsewhere.
Remark  Numerical results in

Remark  Numerical results in
It is easy to see that A is a nonsingular M-matrix and A - is doubly stochastic. The results obtained from Theorem  for n = ,  and T =  are listed in Table , Table  show that the lower bound obtained from Theorem  could reach the true value of τ (A • A - ) in some cases.
Remark  Numerical results in
Further work
In Theorem , we present a convergent sequence {ϒ t }, t = , , . . . , to approximate τ (A • A - ). Then an interesting problem is how accurately these bounds can be computed. At present, it is very difficult for the authors to give the error analysis. We will continue to study this problem in the future.
