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The exploration of hybrid metaheuristics—combination of metaheuristics with concepts and processes
from other research areas—has been an important trend in combinatorial optimization research. An
instance of this study is the hybrid version of the GRASP metaheuristic that incorporates a data mining
process. Traditional GRASP is an iterative metaheuristic which returns the best solution reached over all
iterations. In the hybrid GRASP proposal, after executing a signiﬁcant number of iterations, the data
mining process extracts patterns from an elite set of sub-optimal solutions for the optimization
problem. These patterns present characteristics of near optimal solutions and can be used to guide the
following GRASP iterations in the search through the combinatorial solution space. The hybrid data
mining GRASP has been successfully applied for different combinatorial problems: the set packing
problem, the maximum diversity problem, the server replication for reliable multicast problem and the
p-median problem. In this work, we show that, not only the traditional GRASP, but also GRASP
improved with the path-relinking heuristic—a memory-based intensiﬁcation strategy—could beneﬁt
from exploring a data mining procedure. Computational experiments, comparing traditional GRASP
with path-relinking and different path-relinking hybrid proposals, showed that employing the
combination of path-relinking and data mining made the GRASP ﬁnd better results in less computa-
tional time. Another contribution of this work is the application of the path-relinking hybrid proposal
for the 2-path network design problem, which improved the state-of-the-art solutions for this problem.
& 2012 Elsevier Ltd. All rights reserved.1. Introduction
Metaheuristics represent an important class of approximate
techniques for solving hard combinatorial optimization problems,
for which the use of exact methods is impractical. They are
general purpose high-level procedures that can be instantiated
to explore efﬁciently the solution space of a speciﬁc optimization
problem. Over the last decades, metaheuristics, like genetic
algorithms, tabu search, simulated annealing, ant systems, GRASP,
and others, have been proposed and applied to real-life problems
of several areas of science [25]. An overview of heuristic search
can be found in [13,36,42].
A trend in metaheuristics research is the exploration of hybrid
metaheuristics [41]. One kind of such hybrid methods results
from the combination of concepts and strategies behind two or
more classic metaheuristics, and another kind corresponds to
metaheuristics combined with concepts and processes from other
research areas responsible for performing speciﬁc tasks that can
improve the original method. An instance of the latter case is thell rights reserved.
ax: þ55 21 2629 5669.
o),
rtins),hybrid version of the GRASP metaheuristic that incorporates a
data mining process, called DM-GRASP (data mining GRASP) [39].
The GRASP (greedy randomized adaptive search procedures)
metaheuristic [8,9], since it was proposed, has been successfully
applied to solve many optimization problems, in several areas like
scheduling, routing, partitioning, location and assignment [10,11].
GRASP is easy to implement and is able to obtain very good
solutions in acceptable computational times [11].
The solution search process employed by GRASP is performed
iteratively and each iteration consists of two phases: construction
and local search. A feasible solution is built in the construction
phase, and then its neighborhood is explored by the local search
in order to ﬁnd a better solution. The result is the best solution
found over all iterations.
Data mining refers to the automatic extraction of knowledge
from datasets [18,43]. The extracted knowledge, expressed in
terms of patterns or rules, represents important features of the
dataset at hand. Hence, data mining provides a means to better
understand concepts implicit in raw data, which is fundamental
in a decision making process.
The ideas of keeping track of recurrent good sub-optimal
solutions and ﬁxing variables have been successfully explored
coupled with other heuristics. Among the different strategies used
to explore memory techniques, we may ﬁnd adaptive memory
Fig. 1. Pseudo-code of the GRASP metaheuristic.
Fig. 2. Pseudo-code of the construction phase.
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reports lead us to make the assumption that patterns found in
good quality solutions could be used to guide the search, leading
to a more effective exploration of the solution space.
The aim of the hybrid data mining proposal is to use speciﬁc
techniques found in the data mining research area to search for
good patterns extracted from a set of high quality solutions. The
resulting method, the DM-GRASP metaheuristic, achieved promis-
ing results not only in terms of solution quality, but also in terms
of execution time required to obtain good quality solutions. The
hybridization of GRASP with a data mining process was ﬁrst
introduced and applied to the set packing problem [30,31].
Afterwards, the method was evaluated on three other applica-
tions, namely, the maximum diversity problem [37], the server
replication for reliable multicast problem [38] and the p-median
problem [26], and the results were equally successful.
The ﬁrst contribution of this work is to show that not only the
traditional GRASP metaheuristic, but also GRASP procedures
improved with the path-relinking heuristic—a memory-based
intensiﬁcation mechanism—can beneﬁt from the incorporation
of a data mining procedure to extract patterns of sub-optimal
solutions in order to guide more efﬁciently the search for better
solutions.
Path-relinking was originally proposed by Glover [15] as an
intensiﬁcation strategy exploring trajectories connecting elite
solutions obtained by tabu search or scatter search strategies.
Starting from one or more elite solutions, path-relinking gener-
ates paths leading toward other elite solutions and explores them
in the search for better solutions. To generate paths, moves are
selected to introduce attributes in the current solution that are
present in the elite guiding solution. Path-relinking is a strategy
that seeks to incorporate attributes of high quality solutions, by
favoring them in the selected moves.
In this work, we present two path-relinking hybrid strategies,
called DM-GRASP-PR and MDM-GRASP-PR, which combine a data
mining procedure into the GRASP with path-relinking, and show
that these strategies can improve the solution quality and
computational time of the original GRASP with path-relinking.
The second contribution is the application of the path-relink-
ing hybrid proposals to solve the 2-path network design problem
(2PNDP). This problem has shown to be NP-hard and many
applications of this problem can be found in the design of
communication networks, in which paths with few edges are
sought to enforce high reliability and small delays [32]. The
greedy algorithm presented in [7] and the GRASP procedures
with path-relinking proposed in [33] are recent and important
proposals developed to solve this problem. The computational
experiments conducted in this work show that the implemented
path-relinking hybrid strategies were able to improve the state-
of-the-art solutions for the 2PNDP.
The remaining of this paper is organized as follows. In Section 2,
we review the main concepts and the structure of both GRASP
metaheuristic and path-relinking strategy. In Section 3, we review
the GRASP with path-relinking previously proposed for the 2PNDP.
In Section 4, we present the hybrid strategy DM-GRASP-PR devel-
oped for the 2PNDP and compare the computational results
obtained by this strategy and the original GRASP with path-relink-
ing. In Section 5, the strategy MDM-GRASP-PR is described and
computational results are presented comparing the DM-GRASP-PR
and the MDM-GRASP-PR strategies. Additional computational
experiments are reported in Section 6 in order to compare the
strategy MDM-GRASP-PR—which obtained the best behavior among
the proposed hybrid heuristics—with another important heuristic to
solve the 2PNDP—the greedy algorithm proposed by Dahl and
Johannessen [7]. Finally, in Section 7, concluding remarks are made
and some future works are pointed out.2. GRASP with path-relinking
GRASP [28] is a metaheuristic already applied successfully to
many optimization problems [10,11]. The ﬁrst phase of a GRASP
iteration is the construction phase, in which a complete solution
is built. Since this solution is not guaranteed to be locally optimal,
a local search is performed in the second phase. This iterative
process is repeated until a termination criterion is met and the
best solution found over all iterations is taken as result.
A pseudo-code of the GRASP process for a minimization
problem is illustrated in Fig. 1. In line 1, the variable that stores
the best solution found is initialized. The block of instructions
between lines 2 and 8 is executed iteratively. The construction
phase is executed in line 3 and, in line 4, the local search is
applied to the constructed solution. In line 5, the quality of the
obtained solution is compared to the current best found and, if
necessary, the best solution is updated. In line 9, the best solution
is returned.
In the construction phase, the components of the solutions are
selected one by one and incorporated into the partial solution
until it is completely built. This process is illustrated in Fig. 2. In
line 1, the solution starts as an empty set. In each step executed
from lines 2 to 6, the components not yet in the solution are
ranked according to a greedy function. The better ranked compo-
nents form a list, called Restricted Candidate List (RCL), in line 3.
In line 4, one component is randomly selected from this list and
incorporated into the current solution in line 5. In line 7, the
complete solution is returned.
The solution obtained in the construction phase is not guar-
anteed to be locally optimal and becomes the starting point for
the local search phase. Local search is a hill-climbing process, in
which the neighborhood of the solution is explored. The neigh-
borhood of a solution is deﬁned by a function that relates this
solution with a set of other solutions. If a better solution is found,
the local search is performed again, considering the neighborhood
of this new solution. Otherwise, the local search terminates.
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explore possible trajectories connecting high quality solutions
obtained by heuristics like tabu search and scatter search.
The GRASP metaheuristic is a memoryless method, because all
iterations are independent and no information about the solu-
tions is passed from one iteration to another. The objective of
introducing path-relinking to a pure GRASP algorithm is to retain
previous good solutions and use them as guides in the search of
new good solutions.
Laguna and Martı´ [21] were the ﬁrst to use path-relinking
within a GRASP strategy. Several extensions, improvements and
successful applications of this technique can be found in the
literature [4,29].
Basically, path-relinking is applied to a pair of solutions fsi,sgg
by starting from the initial solution si and gradually incorporating
attributes from the guide solution sg to si, until si becomes equal
to sg.
To use path-relinking within a GRASP procedure, an elite set L
is maintained, in which good solutions found in previous GRASP
iterations are stored.
Two basic strategies for introducing path-relinking into GRASP
may be used [29]: (a) performing path-relinking after each GRASP
iteration using a solution from the elite set and a local optimum
obtained after the GRASP local search, and (b) applying path-
relinking to all pairs of elite solutions, either periodically or after
all GRASP iterations terminate.
Path-relinking is performed between two solutions and there
are several ways to explore the paths between them [29]: back-
ward relinking, forward relinking, backward-and-forward relink-
ing, periodical relinking, randomized relinking and truncated
relinking.
We show in Fig. 3 the details of a path-relinking procedure
speciﬁed for a minimization problem and using a single traverse
from si to sg. In lines 1 and 2, from the two solutions passed as
parameters, x1 and x2, the initial and guide solutions are set. In
line 3, the set D composed of positions in which si and sg differ is
calculated. The initial best solution and its cost are determined in
lines 4 and 5. From lines 6 to 15, the steps of path-relinking are
performed until the entire path from si to sg is traversed. For every
position mAD, let si m be the solution obtained from si by
changing its m-th position by that of sg. In line 7, the component
mn of D for which si m results in the least-cost solution isFig. 3. Pseudo-code for path-relinking.obtained. This component is removed from D in line 8 and the
current solution is updated in line 9 by changing the value of its
mn position. This solution then is more similar to the guide
solution because one element from the initial solution was
replaced by another from the guide solution. In lines 10 and 11,
if this new intermediate solution has a better cost than the
current best intermediate solution (BestSolPR), then the latter
and its cost are updated. In line 14, the intermediate solution is
set as the initial solution for the next step of the path-relinking.3. GRASP with path-relinking for 2PNDP
In this section, we describe the 2-path network design pro-
blem and the GRASP with path-relinking procedure developed in
[33] to solve this problem.
3.1. 2-path network design problem
Let G¼ ðV ,EÞ be a connected undirected graph, where V is the
set of nodes and E is the set of edges. A k-path between nodes
s,tAV is a sequence of at most k edges connecting them. Given a
non-negative weight function w : E-Rþ associated with the
edges of G and a set D of pairs of origin–destination nodes, the
2-path network design problem (2PNDP) consists in ﬁnding a
minimum weighted subset of edges E0DE containing a 2-path
between every origin–destination pair in D. Applications of the
2PNDP can be found in the design of communication networks, in
which paths with few edges are sought to enforce high reliability
and small delays. The decision version of the 2PNDP has been
proved to be NP-complete by Dahl and Johannessen [7]. In [33],
GRASP with path-relinking heuristics for approximately solving
this problem was successfully applied.
3.2. GRASP-PR for 2PNDP
Next, the GRASP heuristic with path-relinking (GRASP-PR) for
the 2-path network design problem developed in [33] is
described.
3.2.1. Construction phase
The greedy randomized construction algorithm computes one
shortest 2-path at-a-time.
Fig. 4 illustrates the pseudo-code of the construction phase of
the GRASP with path-relinking heuristic for the 2PNDP. Initializa-
tions are performed in lines 1 and 2. Solution x is computed from
scratch using edge weights w0 that are initially equal to the
original weights w. The loop in lines 3–9 is performed until a
2-path has been computed for every origin–destination pair. Each
iteration starts by the random selection in line 4 of a pair (a,b) still
to be routed. A shortest path P from a to b using the modiﬁed
weights w0 is computed in line 5. The weights of the edges in P are
temporarily set to 0 in line 6 to avoid that edge weights be
considered more than once in the solution cost during the forth-
coming iterations. Pair (a,b) is removed in line 7 from the set of
origin–destination pairs to be routed and in line 8 the edges in P
are inserted into the solution under construction.
Since the loop is executed 9D9 times and each shortest 2-path
can be computed in time Oð9V9Þ, the complexity of the construc-
tion procedure is Oð9V9  9D9Þ.
3.2.2. Local search
Each solution x may be viewed as a collection of 9D9 2-paths.
Given any solution x, its neighbor solutions x0 may be obtained by
replacing any 2-path in x by another 2-path between the same
origin–destination pair. The local search phase attempts to
Fig. 4. Pseudo-code of the construction phase of the GRASP for the 2PNDP.
Fig. 5. Pseudo-code of the local search phase of the GRASP for the 2PNDP.
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phase. Fig. 5 summarizes the pseudo-code of the local search
procedure for the 2PNDP.
The neighbor solution x0 and the modiﬁed edge weights are
initialized respectively in lines 1 and 2. Variable nochanges initi-
alized in line 3 is used as a ﬂag to indicate that a local optimum has
been found. A circular permutation of the demand pairs in D is
created at random in line 4. The loop in lines 5–16 is performed
until all 9D9 2-paths in the current solution have been consecu-
tively examined and no shorter 2-path has been found, indicating
that the current solution is locally optimal. Each iteration starts in
line 6 by considering the next origin–destination pair (a,b),
according to the circular permutation computed in line 4 and
attempting to improve this 2-path. The following steps are per-
formed: temporarily reset to zero the modiﬁed weights w0 of all
edges used by the other 2-paths (line 7); compute the shortest
2-path from a to b using the modiﬁed edge weights w0 (line 8) so
that their weights are not counted more than once in the cost
solution; update the incumbent solution x0 if the weight of the new
2-path is smaller (lines 9 and 10); and update the number of
consecutive 2-paths examined without change in the current
solution (lines 11 and 13). Once the iteration is ﬁnished, all weights
are reset to their original values w in line 15. If less than 9D9
2-paths have been consecutively examined without improvementin the current solution, then a new iteration resumes. Otherwise,
the eventually modiﬁed neighbor solution x0 is returned in line 17.
The complexity of each iteration of local search is Oð9V9Þ.3.2.3. Path-relinking
The algorithm in Fig. 6 illustrates the GRASP with path-
relinking procedure for the 2PNDP. Since each solution to 2PNDP
is characterized by a set of 9D9 2-paths between the extremities of
every origin–destination pair, the symmetric difference Dðx,xtÞ
between the current solution x and the target solution xt can be
easily computed and amounts to the set of 2-paths that appear in
one of them but not in the other. Each move mADðx,xtÞ is deﬁned
by one 2-path to be removed from and another to be inserted into
the current solution x.
Each GRASP iteration has now three main steps: Construction phase: procedure GreedyRandomizedCon-
struction2Path is used to build a feasible solution; Local search phase: procedure LocalSearch2Path is applied
to the solution built in the construction phase and a local
minimum is found; and Path-relinking phase: procedure PathRelinking is applied to
the solution obtained by local search and to a randomly
Fig. 6. Pseudo-code of the GRASP with path-relinking for the 2PNDP.
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the starting solution and the other using the former). The
locally optimal solution obtained by local search and the best
solutions found along each relinking trajectory are considered
as candidates for insertion into the pool. A solution is inserted
in the pool if it is different from all solutions of the pool and its
cost is better than the cost of the worst solution of the pool.
4. The hybrid DM-GRASP-PR proposal
In this section, we present the DM-GRASP-PR heuristic, which
is a hybrid version of the GRASP metaheuristic with path-relink-
ing presented in [33] incorporated with a data mining process.4.1. DM-GRASP-PR heuristic
In the original GRASP, iterations are performed independently
and, consequently, the knowledge acquired in past iterations is
not exploited in subsequent iterations. The basic concept of
incorporating a data mining process in GRASP is that patterns
found in high quality solutions obtained in earlier iterations can
be used to conduct and improve the search process.
We have already developed heuristics hybridizing GRASP with
data mining procedures, called DM-GRASP procedures, which were
able to improve the quality of solutions in reasonable computational
time for many problems like the set packing problem, the maximum
diversity problem, the server replications for reliable multicast
problem, and the p-median problem [26,37–39].
The DM-GRASP is composed of two phases. The ﬁrst one is
called the elite set generation phase, which consists of executing
n pure GRASP iterations to obtain a set of different solutions. The
d best solutions from this set compose the elite set.
After this ﬁrst phase, the data mining process is applied to
extract patterns from the elite set. The patterns to be mined are
sets of elements that frequently appear in solutions from the elite
set. This extraction of patterns characterizes a frequent itemset
mining application [18]. A frequent itemset mined with support
s% represents a set of elements that occur in s% of the elite
solutions.
Next, the second phase, called hybrid phase, is performed. In this
part, another n slightly different GRASP iterations are executed. Inthese n iterations, an adapted construction phase starts building a
solution guided by a mined pattern selected from the set of mined
patterns. Initially, all elements of the selected pattern are inserted into
the partial solution, from which a complete solution will be built
executing the standard construction procedure. This way, all con-
structed solutions will contain the elements of the selected pattern.
We developed the hybrid procedure DM-GRASP-PR, which
incorporates a data mining procedure to a GRASP with path-
relinking heuristic, in order to show that not only the traditional
GRASP metaheuristic, but also GRASP procedures improved with
the path-relinking heuristic—a memory-based intensiﬁcation
mechanism—can beneﬁt from the incorporation of a data mining
procedure to extract patterns of sub-optimal solutions and guide
the search for better solutions.
The pseudo-code of the DM-GRASP-PR for the 2PNDP is
illustrated in Fig. 7. In line 3, the elite set used for data mining
is initialized with the empty set. The loop from lines 4 to 21
corresponds to the elite set generation phase, in which GRASP
with path-relinking is performed for n iterations. The original
construction method is executed in line 5, followed by the local
search method in line 6 and the path-relinking procedure exe-
cuted from lines 8 to 15. The elite set M, composed of d solutions,
is updated in line 16. A solution is inserted in the elite set if it is
not already in the set and its cost is better than the worst cost
found in the set. In line 18, the best solution is updated, if the new
generated solution presents a better cost than the best solution
found in previous iterations. In line 22, the data mining procedure
extracts t patterns from the elite set, which are inserted in decreasing
order of pattern size in the set of patterns. The loop from lines 23 to
38 corresponds to the hybrid phase. In line 24, one pattern is picked
from the set of patterns in a round-robin way. Then, the adapted
construction procedure is performed in line 25, using the selected
pattern. In line 26, the local search is executed. From lines 28 to 33
the path-relinking procedure is executed. If a better solution is found,
the best solution is updated in line 35. After the execution of all
iterations, the best solution is returned in line 39.
The extraction of patterns from the elite set, which is activated in
line 22 of the pseudo-code shown in Fig. 7, corresponds to the well-
known frequent itemset mining (FIM) task. The FIM problem can be
deﬁned as follows.
Let I¼ fi1,i2, . . . ,ing be a set of items. A transaction t is a subset of I
and a dataset D is a set of transactions. A frequent itemset F, with
support s, is a subset of I which occurs in at least s% of the
transactions in D. The FIM problem consists of extracting all frequent
itemset from a dataset D with a minimum support speciﬁed as a
parameter. During the last two decades, many algorithms have been
proposed to efﬁciently mine frequent itemsets [1,16,17,24].
In this work, the useful patterns to be mined are sets of edges
that commonly appear in sub-optimal solutions of the 2PNDP.
This is a typical frequent itemset mining application, where the
set of items is the set of potential edges. Each transaction of the
dataset represents a sub-optimal solution of the elite set. A
frequent itemset mined from the elite set with support s%
represents a set of edges that occur in s% of the elite solutions.
A frequent itemset is called maximal if it has no superset that
is also frequent. In order to avoid mining frequent itemsets which
are subset of one another, in the DM-GRASP-PR proposal for the
2PNDP, we decided to extract only maximal frequent itemset.
In Fig. 8, the pseudo-code of the adapted construction is
illustrated. It is quite similar to the code described in Fig. 4 with
the difference that, in line 5, we try to construct a 2-path between
a pair (a,b) using only the edges from the pattern or the edges
already used which had their weight modiﬁed to 0. If a 2-path
was not found using just these edges, in line 7, we compute a
2-path starting from the partial solution found so far and using all
edges from E.
Fig. 7. Pseudo-code of the hybrid GRASP with path-relinking for the 2PNDP.
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In this section, the computational results obtained for GRASP-PR
and DM-GRASP-PR strategies are presented and compared. We
generated 25 instances similar to the instances generated in [33].
The instances are complete graphs with 9V9Af100;200,300;400,
500g. The edge costs were randomly generated from the uniform
distribution on the interval (0, 10] and 10 9V9 origin–destination
pairs were randomly chosen.
The algorithms were implemented in C and compiled with gcc
4.4.1. The tests were performed on a 2.4 GHz Intel Core 2 Quad
CPU Q6600 with 3 GB of RAM, running Linux Kernel 2.6.24.
Both GRASP-PR and DM-GRASP-PR were run 10 times with a
different random seed in each run. Each strategy executed 1000
iterations.
After having conducted some tuning experiments, we set some
parameter values. The size of the elite set (d), from which the
patterns are mined, and the size of the set of patterns (t) were setto 10. And a set of edges was considered a pattern if it was present
in at least two of the elite solutions.
In Table 1, the results related to the quality of the obtained
solutions are shown. The ﬁrst column presents the identiﬁer of
the instance axy, where x¼ 9V9 and y is the seed used to
generate the random instance parameters. The second and fourth
columns present the best cost values obtained by GRASP with
path-relinking (GRASP-PR) and the path-relinking hybrid propo-
sal DM-GRASP-PR, and the third and ﬁfth columns present the
average cost values obtained by them. The smallest values, i.e.,
the better results, are bold-faced.
These results show that the proposed DM-GRASP-PR strategy
was able to improve all results obtained by GRASP with path-
relinking.
Table 2 presents the results related to execution time of both
strategies. In this table, the ﬁrst column presents the instance
identiﬁer, the second and third columns show the average execution
time (in seconds) of GRASP-PR and DM-GRASP-PR, obtained for 10
Fig. 8. Pseudo-code of the adapted construction phase of the DM-GRASP-PR for the 2PNDP.
Table 1
GRASP-PR and DM-GRASP-PR quality results.
Instance GRASP-PR DM-GRASP-PR
Best Avg. Best Avg.
a100-1 679 687.5 676 682.0
a100-10 663 669.8 662 668.7
a100-100 670 674.6 666 670.3
a100-1000 644 649.9 641 647.0
a100-10 000 664 669.2 661 666.5
a200-1 1386 1391.9 1379 1384.6
a200-10 1374 1386.0 1362 1376.1
a200-100 1361 1369.4 1354 1362.0
a200-1000 1363 1374.5 1358 1367.9
a200-10 000 1375 1387.4 1369 1377.5
a300-1 2106 2117.0 2081 2102.4
a300-10 2134 2148.0 2122 2133.7
a300-100 2088 2096.2 2072 2082.3
a300-1000 2100 2105.7 2080 2094.5
a300-10 000 2077 2092.8 2067 2078.2
a400-1 2807 2816.2 2788 2797.5
a400-10 2848 2864.7 2833 2847.8
a400-100 2818 2834.2 2803 2818.9
a400-1000 2822 2833.4 2800 2816.4
a400-10 000 2856 2874.8 2844 2857.2
a500-1 3598 3606.6 3571 3579.6
a500-10 3595 3607.7 3573 3580.7
a500-100 3598 3612.4 3576 3584.7
a500-1000 3573 3592.0 3554 3564.2
a500-10 000 3605 3625.0 3580 3597.9
Table 2
GRASP-PR and DM-GRASP-PR time results.
Instance GRASP-PR DM-GRASP-PR Diff. (%)
a100-1 44.2 37.4 15.4
a100-10 43.3 36.1 16.5
a100-100 46.7 38.9 16.7
a100-1000 43.0 36.1 16.0
a100-10 000 43.6 36.9 15.4
a200-1 201.3 161.9 19.6
a200-10 206.3 166.0 19.5
a200-100 197.4 157.4 20.3
a200-1000 199.6 158.6 20.5
a200-10 000 207.0 166.5 19.6
a300-1 516.6 401.9 22.2
a300-10 515.1 401.3 22.1
a300-100 517.8 412.3 20.4
a300-1000 516.1 399.0 22.7
a300-10 000 515.5 399.9 22.4
a400-1 1000.8 769.7 23.1
a400-10 1003.7 780.4 22.2
a400-100 1026.2 855.0 16.7
a400-1000 1023.0 825.0 19.4
a400-10 000 1029.0 808.8 21.4
a500-1 1727.4 1330.4 23.0
a500-10 1712.7 1302.5 23.9
a500-100 1747.1 1396.3 20.1
a500-1000 1721.4 1332.7 22.6
a500-10 000 1760.4 1337.3 24.0
Avg. 20.2
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GRASP-PR and DM-GRASP-PR average times.
For all instances, the execution times for DM-GRASP-PR were
smaller than those for GRASP-PR. The last line of the table
presents the average of the percentual differences. We can
observe that, on average, DM-GRASP-PR was 20.2% faster than
GRASP-PR.
There are two main reasons for the faster behavior of DM-
GRASP-PR. First, the computational effort of the adapted con-
struction phase is smaller than the original construction, since a
smaller set of edges is processed to ﬁnd a 2-path for each pair. In
the adapted construction of the hybrid procedure, in a ﬁrst
attempt (line 5, Fig. 8), only the edges from the pattern and edges
with cost 0 are examined to construct a 2-path for a demand pair.Second, the use of patterns leads to the construction of better
solutions which will be input for the local search. This incurs in
less computational effort taken to converge to a local optimal
solution.5. The hybrid MDM-GRASP-PR proposal
In the proposed hybrid DM-GRASP-PR, the data mining pro-
cedure is executed just once and at the middle point of the whole
process. Although the obtained results were satisfactory, we
believe that mining more than once, and as soon as the elite set
is stable and good enough, can improve the original DM-GRASP
framework. Based on this hypothesis, in this work we also
H. Barbalho et al. / Computers & Operations Research 40 (2013) 3159–31733166propose and evaluate another version of the DM-GRASP for the
2PNDP, called MDM-GRASP-PR (multi-data mining GRASP-PR).5.1. MDM-GRASP-PR heuristic
The main idea of this proposal is to execute the mining
process: (a) as soon as the elite set becomes stable—which means
that no change in the elite set occurs throughout a given number
of iterations—and (b) whenever the elite set has been changed
and again has become stable. We hypothesize that mining more
than once will explore the gradual evolution of the elite set and
allow the extraction of reﬁned patterns.Fig. 9. Pseudo-code of the hybrid MDM-GRASThe pseudo-code of the MDM-GRASP-PR for the 2PNDP is
illustrated in Fig. 9. The loop from lines 5 to 22 corresponds to the
ﬁrst elite set generation phase, in which GRASP iterations with
path-relinking are performed until the elite set becomes ready to
be mined or the termination criterion—the total number of
iterations—becomes true. Next, in the loop from lines 23 to 43,
whenever the elite set is ready, the data mining procedure is
executed in line 25. In line 27, the next largest pattern is selected.
If there are more than one largest pattern, they are randomly
selected. Then, the adapted construction is performed in line 28,
using the selected pattern as described in the previous section. In
line 29, the local search is executed. From lines 31 to 35 the path
relinking procedure is executed. If a better solution is found, theP-PR with path-relinking for the 2PNDP.
Table 4
DM-GRASP-PR and MDM-GRASP-PR time results.
Instance DM-GRASP-PR MDM-GRASP-PR Diff. (%)
a100-1 37.4 38.5 3.0
a100-10 36.1 37.5 3.9
a100-100 38.9 40.4 3.9
a100-1000 36.1 37.5 3.9
a100-10 000 36.9 38.4 4.2
a200-1 161.9 163.2 0.8
a200-10 166.0 167.1 0.6
a200-100 157.4 162.6 3.3
a200-1000 158.6 160.3 1.0
a200-10 000 166.5 166.6 0.1
a300-1 401.9 409.4 1.9
a300-10 401.3 410.2 2.2
a300-100 412.3 404.2 2.0
a300-1000 399.0 395.9 0.8
a300-10 000 399.9 404.0 1.0
a400-1 769.7 749.8 2.6
a400-10 780.4 812.0 4.0
a400-100 855.0 799.7 6.5
a400-1000 825.0 797.9 3.3
a400-10 000 808.8 797.9 1.3
a500-1 1330.4 1349.4 1.4
a500-10 1302.5 1346.8 3.4
a500-100 1396.3 1413.6 1.2
a500-1000 1332.7 1383.0 3.8
a500-10 000 1337.3 1420.0 6.2
Avg. 1.3
H. Barbalho et al. / Computers & Operations Research 40 (2013) 3159–3173 3167best solution is updated in line 39. After the execution of all
iterations, the best solution is returned in line 44.
5.2. Computational results for MDM-GRASP-PR
In this section, we report the computational results obtained
for the proposed MDM-GRASP-PR strategy. The 2PNDP instances
are the same used in the previous section. The MDM-GRASP-PR
was also run 10 times with a different random seed in each run.
The number of executed iterations was 1000, the same used in the
previous experiments. We performed some experiments using
three values for the parameter used to deﬁne if the elite set is
stable: 1%, 3% and 5% of the total number of iterations. We
adopted 1% as this value provided the best cost values.
Since, in the previous analysis, the DM-GRASP-PR outper-
formed GRASP-PR, we decided to compare the MDM-GRASP-PR
only with the DM-GRASP-PR strategy. In Table 3, the results
related to quality of the obtained solutions are shown. MDM-
GRASP-PR found 18 better results for best values and DM-GRASP-
PR found four. MDM-GRASP-PR found 24 better results for
average values and DM-GRASP-PR just one. These results show
that the MDM-GRASP-PR proposal was able to improve the results
obtained by DM-GRASP-PR.
Table 4 compares the execution times spent by DM-GRASP-PR and
MDM-GRASP-PR. We can see that the DM-GRASP-PR was faster than
the MDM-GRASP-PR in 19 instances and MDM-GRASP-PR was faster
than DM-GRASP-PR in 6 instances. However, we observe that MDM-
GRASP-PR was, on average, just 1.3% slower than DM-GRASP-PR
which is not very signiﬁcant in terms of the heuristic performance.
We conclude that both path-relinking hybrid proposals had a similar
behavior in terms of computational time.
5.3. Strategies behavior analysis
In this section, we present some additional analysis of com-
putational experiments performed to illustrate the behavior of
the strategies.Table 3
DM-GRASP-PR and MDM-GRASP-PR quality results.
Instance DM-GRASP-PR MDM-GRASP-PR
Best Avg. Best Avg.
a100-1 676 682.0 674 681.9
a100-10 662 668.7 659 665.2
a100-100 666 670.3 667 670.0
a100-1000 641 647.0 640 646.7
a100-10 000 661 666.5 658 665.4
a200-1 1379 1384.6 1380 1383.9
a200-10 1362 1376.1 1362 1372.5
a200-100 1354 1362.0 1352 1360.7
a200-1000 1358 1367.9 1356 1364.0
a200-10 000 1369 1377.5 1363 1374.3
a300-1 2081 2102.4 2082 2099.3
a300-10 2122 2133.7 2125 2132.1
a300-100 2072 2082.3 2069 2076.3
a300-1000 2080 2094.5 2076 2090.3
a300-10 000 2067 2078.2 2060 2075.1
a400-1 2788 2797.5 2786 2791.4
a400-10 2833 2847.8 2819 2844.1
a400-100 2803 2818.9 2803 2808.9
a400-1000 2800 2816.4 2793 2810.9
a400-10 000 2844 2857.2 2793 2810.9
a500-1 3571 3579.6 3567 3576.9
a500-10 3573 3580.7 3566 3580.1
a500-100 3576 3584.7 3572 3583.1
a500-1000 3554 3564.2 3554 3564.9
a500-10 000 3580 3597.9 3573 3596.1In order to verify whether or not the differences of mean
values obtained by the evaluated strategies shown in Tables 1 and
3 are statistically signiﬁcant, we employed the paired Student’s t-
test technique. Table 5 presents, for each pair of heuristics and for
each instance group composed by instances with the same
number of nodes, the number of better average solutions found
by each strategy and, between parentheses, the number among
them that presents a p-value less than 0.01, which means that the
probability of the difference of performance being due to random
chance alone is less than 0.01.
When comparing both DM-GRASP-PR and MDM-GRASP-PR
with GRASP-PR (in the ﬁrst four lines), we can note that almost
all differences of performance are statistically signiﬁcant. The last
two lines represent the comparison between DM-GRASP-PR and
MDM-GRASP-PR. In this comparison, we observe that MDM-
GRASP-PR obtained, for all groups of instances, a greater number
of better results. However, the difference of performance between
DM-GRASP-PR and MDM-GRASP-PR was not statistically signiﬁ-
cant, considering a p-value less than 0.01. These results show the
superiority of the data mining strategies, mainly the good
behavior of the MDM-GRASP-PR.
Figs. 10–12 illustrate the behavior of the construction, local
search and path-relinking phases, in terms of the cost values
obtained, by GRASP-PR, DM-GRASP-PR, and MDM-GRASP-PR
throughout the execution of 1000 iterations, for the a400-100
instance, with a speciﬁc random seed.
The 2PNDP is a minimization problem and the ﬁgures show
that the local search always reduces the cost of the solution
obtained by the construction phase. We can also observe that the
path-relinking procedure also always reduces the cost obtained
after the local search.
In Fig. 10, we observe that the construction and local search of
GRASP-PR presents similar behavior throughout the iterations.
The path-relinking procedure becomes more effective in reducing
the cost, after some iterations, when the pool contains more
solutions of better quality. In the last iterations, the path-relink-
ing still improves the solution cost but with a smaller rate of
Table 5
Analysis of statistical signiﬁcance.
Strategy Instance Group
a100 a200 a300 a400 a500
GRASP-PR 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
DM-GRASP-PR 5 (2) 5 (2) 5 (5) 5 (5) 5 (5)
GRASP-PR 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
MDM-GRASP-PR 5 (2) 5 (4) 5 (5) 5 (5) 5 (5)
DM-GRASP-PR 0 (0) 0 (0) 0 (0) 0 (0) 1 (0)
MDM-GRASP-PR 5 (0) 5 (0) 5 (0) 5 (0) 4 (0)
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Fig. 10. Cost  iteration plot of one execution of GRASP-PR for instance a400-100.
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Fig. 11. Cost  iteration plot of one execution of DM-GRASP-PR for instance
a400-100.
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Fig. 12. Cost  iteration plot of one execution of MDM-GRASP-PR for instance
a400-100.
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The total time of this GRASP execution was 943.6 s.
In the DM-GRASP-PR strategy, the data mining procedure is
executed immediately after iteration 500. We can observe, in
Fig. 11, that, from this point, the quality of the solutions obtained
by the construction, local search and path-relinking phases is
improved. The total time of this DM-GRASP-PR execution was
779.8 s. The elite set generation phase took 487.2 s, the data
mining procedure 2.4 s and the hybrid phase took 290.2 s. Thisindicates that the data mining executing time is negligible when
compared with time related to the DM-GRASP-PR iterations.
The behavior of MDM-GRASP-PR is shown in Fig. 12. The data
mining procedure was activated four times, after the iterations
584, 603, 654 and 822. We can observe that, in this speciﬁc
execution, the improvement due to the activation of the data
mining process started to happen immediately after the iteration
582, later than the mining execution by the DM-GRASP-PR. On the
other hand, differently from the DM-GRASP-PR, we can observe
that the MDM-GRASP-PR, after the ﬁrst mining execution, con-
tinues to slightly and gradually reduce the cost of the solutions
obtained by the construction, local search and path-relinking
phases, since patterns are extracted more than once.
The total time of this MDM-GRASP-PR execution was 830.6 s.
The elite set generation phase took 587.5 s, the total time of the
four data mining executions was 9.7 s and the hybrid iterations
took 243.1 s. Again, we can observe that the sum of the time of all
data mining activations is not relevant.
Figs. 13–15 illustrate the behavior of the construction, local
search and path-relinking phases, in terms of the computational
times used by GRASP-PR, DM-GRASP-PR, and MDM-GRASP-PR
throughout the same three executions of the 1000 iterations for
the instance a400-100.
The ﬁgures show that for all strategies the path-relinking took
more time than the local search which spends more time than the
construction phase.
In Fig. 13, we observe that the computational time spent by
the construction, local search and path-relinking procedures of
GRASP-PR are the same throughout the iterations.
Since, in the DM-GRASP-PR strategy, the data mining proce-
dure is executed after iteration 500, we can observe, in Fig. 14,
that, from this point, the computational times spent by the
construction phase, the local search execution and, mainly, the
path-relinking procedure are reduced. The construction phase
spent less time because to ﬁnd a 2-path for a pair origin–
destination, in a ﬁrst attempt, only the edges from the pattern
and the edges with weight equal to 0 are examined. The solutions
generated in the hybrid construction phase present better cost, so
the local search took less time to ﬁnd a local optima. The path-
relinking is performed between a solution obtained after the local
search and a randomly chosen solution from the pool. As the
solutions generated after the local search procedure present
better cost in the hybrid iterations, they are more similar to the
solutions in the pool and the path-relinking procedure took less
time to execute.
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Fig. 13. Time  iteration plot of one execution of GRASP-PR for instance a400-100.
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Fig. 14. Time  iteration plot of one execution of DM-GRASP-PR for instance
a400-100.
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Fig. 15. Time  iteration plot of one execution of MDM-GRASP-PR for instance
a400-100.
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Fig. 16. Cost  iteration plot of one execution of MDM-GRASP-PR for instance
a400-100 with another random seed.
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executed more than once. We can observe, in Fig. 15, that MDM-
GRASP-PR behaves similar to the DM-GRASP-PR until the ﬁrst
mining is performed. Then as more mining steps are executed the
computational times gradually and slightly reduce for the con-
struction, local search and path-relinking procedures.
Figs. 16 and 17 illustrate another execution—with a different
random seed—of the MDM-GRASP-PR for the same instance
a400-100. Fig. 16 shows the cost per iteration and Fig. 17 presents
the time per iteration plots. We can observe that, in this run, the
ﬁrst data mining execution was performed after iteration 361,
before the mining performed in the other execution of the MDM-
GRASP-PR (in the iteration 584). It means that, in this run, the
elite set became stable earlier and the strategy could start using
patterns soon after the ﬁrst mining activation. Due to this
anticipation, the reduction of the time spent by construction,
local search and path-relinking phases started earlier and the
total time of this MDM-GRASP-PR execution was 732.4 s, faster
than the other run, which took 830.6 s.
Another experiment was performed to evaluate the time
required for GRASP-PR, DM-GRASP-PR and MDM-GRASP-PR to
achieve a target solution value. Each strategy was run 100 times
(with different random seeds), until a target solution was reached
for a speciﬁc instance. The instance a400-100 was used as the testcase, and two targets were analyzed: an intermediate quality
target (value 2834), and a more difﬁcult one (value 2820). Figs. 18
and 19 show, for each target, the evaluation of the strategies. For
each seed, the time in which the target was reached is plotted. We
can observe that in almost all executions, for the two targets, the
MDM-GRASP-PR reached the target before the DM-GRASP-PR,
which reached the target before the GRASP-PR. For the more
difﬁcult target (Fig. 19), both DM-GRASP-PR and MDM-GRASP-PR
were even more effective, ﬁnding it much faster than GRASP-PR.
Figs. 20 and 21 show another comparison between the three
strategies, based on Time-to-target (TTT) plots [2], which are used
to analyze the behavior of randomized algorithms. These plots
basically show the cumulative probability distributions of run-
ning times, i.e., p ðcomputational_timeoxÞ vs. x.
A TTT plot is generated, initially, by executing an algorithm
several times and measuring the time required to reach a solution
at least as good as a target solution. In our experiments, each
strategy was executed a hundred times. Then, the i-th sorted
running time ti is associated with a probability pi ¼ ði1=2Þ=100
and the points zi ¼ ðti,piÞ, for i¼1,y,100 are plotted. Each plotted
point indicates the probability (vertical axis) for the strategy to
achieve the target solution in the indicated time (horizontal axis).
The plots shown in Figs. 20 and 21 were generated by the
executions of GRASP-PR, DM-GRASP-PR and MDM-GRASP-PR,
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Fig. 17. Time  iteration plot of one execution of MDM-GRASP-PR for instance
a400-100 with another random seed.
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Fig. 18. Analysis of convergence to an intermediate target for instance a400-100.
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Fig. 19. Analysis of convergence to a difﬁcult target for instance a400-100.
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Fig. 20. Time-to-target plot to an intermediate target for instance a400-100.
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Fig. 21. Time-to-target plot to a difﬁcult target for instance a400-100.
H. Barbalho et al. / Computers & Operations Research 40 (2013) 3159–31733170for instance a400-100, using the same two target solutions used
in the previous experiment, respectively: an average value (2834)
and a more difﬁcult one (2820).
For the intermediate target, we observe in Fig. 20 that GRASP-PR
behaves worst than the two other strategies, and that the MDM-GRASP-PR presents better behavior than DM-GRASP-PR. We can see,
for example, that the probability for MDM-GRASP-PR to reach the
intermediate target in 800 s is 100%, for DM-GRASP-PR is approxi-
mately 95% and for GRASP-PR is approximately 58%.
For the difﬁcult target, Fig. 21 shows that MDM-GRASP-PR
behaves better than DM-GRASP-PR and both present a better
behavior than GRASP-PR. These plots indicate that MDM-GRASP-
PR is able to reach difﬁcult solutions faster than DM-GRASP-PR
and much faster than GRASP-PR, demonstrating that mining more
than once and when the elite set is stable brings robustness to the
hybrid strategy.
We can observe that the hybridization of a data mining
procedure into a GRASP improved with a path-relinking proce-
dure led the latter to ﬁnd better quality solutions in less
computational time.
We also evaluated the proposed strategies using the tool
proposed in [34] to compare two algorithms which are based on
stochastic local search. In this work, authors derived a closed form
index that gives the probability that one of the algorithms ﬁnds a
solution at least as good as a given target value in a smaller
computation time than the other.
For this experiment, we used again the previous 100 execu-
tions for the instance a400-100. We compared each pair of
strategies considering the same intermediate and difﬁcult targets,
which have the cost values 2834 and 2820, respectively. We then
obtained the probabilities that DM-GRASP-PR ﬁnds a solution at
H. Barbalho et al. / Computers & Operations Research 40 (2013) 3159–3173 3171least as good as the intermediate and difﬁcult targets in a smaller
computation time than GRASP-PR, which are, respectively, 78.79%
and 91.68%. We note that the probability grows with the difﬁculty
of the target. For the difﬁcult target, the data mining strategy
presented a much better performance. When comparing MDM-
GRASP-PR and GRASP-PR, the obtained probabilities are 82.37%
and 96.98% in favor of the MDM-GRASP-PR strategy. For the
comparison between MDM-GRASP-PR and DM-GRASP-PR, the
probabilities are 54.24% and 54.76% in favor again of the MDM-
GRASP-PR strategy.
In this evaluation, we conﬁrm that incorporating data mining
strategies to heuristic methods can improve the performance not
only of methods that are memoryless, like the GRASP metaheur-
istic, but also of methods that incorporate some use of memory,
like the path-relinking heuristic. We also observed that the multi-
data mining approach presented a slightly better behavior when
compared to the hybrid strategy which activates the mining
process just once.Table 6
Greedy results for the C class.
Optimal Greedy Diff. (%)
255 283 10.98
409 476 16.38
404 433 7.17
256 308 20.31
341 402 17.88
Avg. 14.54
Std. dev. 5.36
Table 7
MDM-GRASP-PR results for the C class.
Optimal MDM-GRASP-PR Diff. (%)
274 295 7.66
292 300 2.74
302 302 0.00
280 316 12.86
370 370 0.00
342 344 0.58
327 350 7.03
243 243 0.00
339 348 2.65
395 400 1.27
318 329 3.46
286 287 0.35
272 272 0.00
355 368 3.66
315 315 0.00
331 352 6.34
363 364 0.28
242 248 2.48
268 277 3.36
349 399 14.33
Avg. 3.45
Std. dev. 4.236. Comparing 2PNDP strategies
In this section we compare the strategy MDM-GRASP-
PR—which obtained the best behavior in the previous analysis—
with another important technique to solve the 2PNDP: the greedy
algorithm presented by Dahl and Johannessen in [7]. This com-
parison aims to show that the data mining hybrid proposal is also
competitive when compared to other important 2PNDP strategy.
Since neither the algorithm nor the instances used in [7] were
available, we decided to generate new random instances with the
same characteristics of the instances of classes C and D used
in [7]. Classes C and D are sets of ﬁve instances with, respectively,
40 and 80 nodes, and with 20 and 40 random demand edges. The
costs of edges were randomly generated from the uniform
distribution on the interval [1,100]. We generated new 40
instances, 20 similar to the C class and 20 similar to the D class
instances.
We ran the strategy MDM-GRASP-PR for these new instances
and compared the results with those reported for the greedy
algorithm in [7]. In all experiments, the MDM-GRASP-PR algo-
rithm was executed 10 times with 1000 iterations using a
different random seed in each run.
Table 6 shows the results reported in [7] for the ﬁve instances
from C class and Table 7 shows the results obtained by MDM-
GRASP-PR for the 20 generated instances similar to the C class
instances. The ﬁrst column, in each table, indicates optimal values
obtained by the CPLEX solver [6]. The second column of Table 6
presents the solution values found by the greedy method.
Whereas the second column of Table 7 indicates solution values
found by the MDM-GRASP-PR algorithms. The third columns in
Tables 6 and 7 show the percentual difference between the
optimal values and the heuristic results. Values in bold indicate
that the approaches found optimal solutions. The last two lines of
both tables show the average and the standard deviation of the
percentual differences.
We can observe that the greedy algorithm found no optimal
solution out of the ﬁve C class instances while, out of the 20
generated instances, the MDM-GRASP-PR strategy reached ﬁve
optimal solutions. With respect to the percentual differences, the
greedy strategy obtained an average of 14.54%, which is signiﬁ-
cantly worse than 3.45%, the value obtained by MDM-GRASP-PR.
Table 8 shows the results reported in [7] for the ﬁve instances
from D class and Table 9 shows the results obtained by MDM-
GRASP-PR for the 20 generated instances similar to the D class
instances. These two tables are similar to Tables 6 and 7. Onceagain, we observe a better behavior for MDM-GRASP-PR when
compared with the greedy strategy.
The statistical Student’s t-test technique, based on unpaired
observations [20], was used to compare the greedy algorithm and
the data mining hybrid strategy MDM-GRASP-PR. The main
results are summarized in Tables 10 and 11. The standard
deviation of the difference and the effective degrees of freedom
were calculated and used to ﬁnd the level of conﬁdence that
MDM-GRASP-PR is better than the greedy heuristic. We used
these calculated parameters to ﬁnd a conﬁdence level so that the
related interval to this conﬁdence level does not contain the value
0. In Table 10, we can observe that, with 80% of conﬁdence, MDM-
GRASP-PR method ﬁnds better solutions than the greedy heuristic
to C class instances. We obtained this conﬁdence level because
80% is the maximum level which related interval does not contain
the value 0, as we can observe in the last row of Table 10. In
Table 11, the same parameters were calculated and we can
observe that, with 99% of conﬁdence, MDM-GRASP-PR method
ﬁnds better solutions than the greedy heuristic to D class
instances. The superiority of the MDM-GRASP-PR strategy is more
evident for D class (99%) due to the fact that the instances in this
class are larger (80 nodes and 40 demands) than the instances in C
class (40 nodes and 20 demands) and, possibly, more difﬁcult,
leading the more effective strategy to obtain even better results.
Mann–Whitney non-parametric statistical test was also
applied to verify that the MDM-GRASP-PR method ﬁnds better
solutions than the greedy approach. Mann–Whitney test, also
Table 8
Greedy results for the D class.
Optimal Greedy Diff. (%)
491 603 22.81
475 615 29.47
451 525 16.40
503 601 19.48
568 696 22.53
Avg. 22.14
Std. dev. 4.86
Table 9
MDM-GRASP-PR results for the D class.
Optimal MDM-GRASP-PR Diff. (%)
462 469 1.51
442 475 7.47
430 430 0.00
426 427 0.23
502 505 0.60
485 506 4.33
453 460 1.55
464 468 0.86
463 481 3.89
472 473 0.21
433 440 1.62
457 468 2.40
485 485 0.00
448 455 1.56
428 447 4.44
388 389 0.26
444 460 3.60
505 506 0.20
546 559 2.38
558 571 2.33
Avg. 1.97
Std. dev. 1.95
Table 10
Statistics for MDM-GRASP-PR and the greedy heuristic for the C class.
C class MDM-GRASP-PR (Sample A) Greedy (Sample B)
Size 20 5
Avg. 323.95 380.38
Std. dev. 45.99 82.31
Standard deviation of the difference 38.22
Effective degrees of freedom 4:96 5
80% Conﬁdence interval [112.86, 0.037]
Table 11
Statistics for MDM-GRASP-PR and the greedy heuristic for the D class.
D class MDM-GRASP-PR (Sample A) Greedy (Sample B)
Size 20 5
Avg. 473.70 607.98
Std. dev. 42.25 60.74
Standard deviation of the difference 28.76
Effective degrees of freedom 5:51 6
99% Conﬁdence interval [240.91, 27.69]
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commonly used when two independent samples are analyzed,
possibly of different sizes, and whenever it is necessary to have a
statistical test to reject the null hypothesis that there are no
signiﬁcant differences between these two samples, with a sig-
niﬁcance level of a [5,19,40] (i.e., it is possible to reject the null
hypothesis with probability ð1aÞ  100%).
Two hypotheses were utilized in this test: null hypothesis (H0): there are no signiﬁcant differences
between the solutions found by MDM-GRASP-PR and greedy
methods; and alternative hypothesis (H1): there are signiﬁcant differences
between the solutions found by MDM-GRASP-PR and greedy
algorithms.By analyzing the results obtained to C class, shown in the
Tables 6 and 7, with the R package [27], it is possible to reject H0
with a¼ 0:144. Thus, with probability of 85.6%, we can afﬁrm that
there are signiﬁcant differences between the solutions found by
MDM-GRASP-PR and greedy heuristics. Whereas, for the D class
results, shown in Tables 8 and 9, it is possible to reject H0 with
a¼ 0:001. Therefore, with probability of 99.9%, we can assure that
there are signiﬁcant differences between the solutions found by
MDM-GRASP-PR and greedy approaches.7. Conclusions
Hybrid GRASP metaheuristics which incorporate a data mining
procedure have been successfully applied for different combina-
torial problems. These hybrid proposals are based on the hypoth-
esis that patterns extracted from sub-optimal obtained solutions
using frequent itemset mining could guide the search for
better ones.
In this work, we proposed to combine a data mining technique
into a GRASP metaheuristic with path-relinking in order to show
that not only the traditional GRASP can beneﬁt from using
patterns to guide the search, but also GRASP improved with the
path-relinking heuristic.
The experimental results showed that the ﬁrst version of the
proposed path-relinking hybrid strategy, called DM-GRASP-PR,
was able to obtain better solutions in less computational time
than the original GRASP with path-relinking developed to solve
the 2-path network design problem, which was a state-of-the-art
method for this problem.
In this ﬁrst version of the path-relinking hybrid GRASP, the data
mining process occurred just once. To explore the gradual evolution
of the elite set of solutions and allow the extraction of better and
higher-quality patterns, we proposed another version of the path-
relinking hybrid strategy, called MDM-GRASP-PR. This strategy
extracts new sets of patterns whenever the elite set changes and
becomes stable. The conducted experiments showed that the MDM-
GRASP-PR obtained even better quality results than the DM-GRASP-
PR in approximately the same computational time.
These results showed that incorporating a data mining tech-
nique is effective, not only to memoryless heuristics, but also to
methods that use exchange of information about obtained solu-
tions like the path-relinking strategy.
Another contribution of this work was the improvement of the
state-of-the-art results for the 2-path network design problem.
The computational experiments showed that the hybrid data
mining proposals were able to obtain better results when com-
pared to previous important strategies for this problem—the
original GRASP with path-relinking [33] and the greedy heuristic
proposed by Dahl and Johannessen [7].
These good results motivate us, as future work, to try to
introduce into other metaheuristics, like genetic algorithms, the
idea of extracting patterns from sub-optimal solutions using data
H. Barbalho et al. / Computers & Operations Research 40 (2013) 3159–3173 3173mining techniques and exploring them in search procedures. We
believe that other metaheuristics and many combinatorial opti-
mization problems can beneﬁt from the incorporation of data
mining techniques.Acknowledgement
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