Abstract. Sensitivity and uncertainty methods have been developed to aid in the establishment of areas of applicability and validation of computer codes and nuclear data for nuclear criticality safety studies. A key component in this work is the generation of sensitivity and uncertainty parameters for typically several hundred benchmarks experiments used in validation exercises.
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Introduction
Extensive work has been conducted recently to demonstrate that sensitivity and uncertainty (S/U) analysis methodologies can be used to help establish areas of applicability and the related validation of computational codes and data for nuclear criticality safety [1] . In this work, three methodologies were demonstrated to quantitatively establish areas of applicability and to establish code and data biases. The methodologies are based on integral parameter applications, uncertainty analysis theory and generalized linear-least-squares methodology (GLLSM). In each of the three methodologies, energy-dependent sensitivity profiles for multiple nuclides and reactions are required to perform the analyses. These sensitivities predict the relative change in the system k eff due to a perturbation in a constituent cross section. Recently, the differential approach to perturbation theory as implemented in the FORSS [2] system in the 1970s was updated and applied to the industry-standard SCALE [3] code system for one-dimensional (1-D) and three-dimensional (3-D) criticality safety analyses. The perturbation techniques have been implemented in two prototypic analysis sequences, which execute a series of SCALE's functional modules in a specified order. The SEN1 sequence uses 1-D deterministic neutron transport to calculate the forward and adjoint neutron fluxes necessary for the sensitivity coefficient generation [4] . The prototypic SEN3 [5] sequence utilizes 3-D Monte Carlo techniques from an enhanced version of the KENO V.a code to generate the necessary forward and adjoint fluxes and computes sensitivity coefficients and their associated uncertainties. Recent enhancements in the SEN3 analysis sequence are the focus of this paper.
Methods
The SEN3 sequence implements an enhanced version of the KENO V.a Monte Carlo code as well as the neutron cross-section processing modules of SCALE and the newly created Sensitivity Analysis Module for SCALE (SAMS). The enhanced version of KENO V.a, which was specifically developed for use in sensitivity analyses, is used to generate the forward and adjoint angular neutron fluxes, as well as flux moments, which are necessary for the generation of sensitivity coefficients. A novel approach to the calculation of the appropriate neutron flux moments was designed specifically for this project.
Calculation of Flux Moments
In previous publications on this topic, the techniques whereby the flux moments were calculated directly in KENO V.a were presented [5, 6] . Recently, these techniques have been updated to improve the efficiency of the calculation by calculating the angular neutron flux in KENO V.a and, subsequently, by performing a spherical harmonics expansion within the SAMS module to produce the necessary flux moments.
Using the track length estimator method, the group-wise scalar flux within a single region for a single generation of particles is calculated as follows [7, 8, 9] :
where l j ,z = distance traversed by particle j while within region z and energy group g; wt j ,z = weight of particle j while traversing region z; wt j ,0 = initial weight of particle j; J = total number of histories in the generation.
This method is easily modified to calculate the group-wise angular flux in a region as
where l j , z ,n = the distance traversed by particle j while within region z and energy group g within the solid angle dˆ Ω n about the quadrature
In Eq. (2) the direction of travel for each history is calculated using a transformed coordinate system based on a polar, rather than Cartesian, position vector. When combined with the spherical harmonics expansion, which is performed after the Monte Carlo calculations are complete, this is a 3-D extension of the 1-D method for calculating the flux moments in terms of Legendre polynomials based only on µ the direction cosine with respect to the spatial coordinate.
For the angular flux tally, the direction of travel of the particle is calculated in a transformed coordinate system such that the transformed polar or ˆ ′ k axis is co-linear with the position vector r r c directed from the centroid of the system to the point at which the flux tally occurs. The centroid must be used because KENO V.a geometry can be input relative to any reference point. By using the centroid as a reference point, the consistency of the moment calculation is ensured with differing models of the same system. The actual position and direction of travel of the particle remain unchanged, but the angular fluxes are tallied using this transformed coordinate system. This coordinate transform is illustrated in Fig. 1 . Here, ˆ i , ˆ j , and ˆ ′ k represent the directional coordinate system axes; µ, η, and ξ, represent the direction cosines; and θ and ρ represent the polar and azimuthal angles of the "normal" coordinate system. The same symbols "primed" represent the transformed coordinate system. With the direction cosines consistently transformed for each history, the new polar and azimuthal angles can be computed and each history can be appropriately tallied for the flux moment calculation by spherical harmonics expansion. The enhanced KENO V.a code uses symmetric-level quadrature sets up to an order of S 16 . The SAMS module will perform a spherical harmonics expansion up to third-order. 
Sensitivity Coefficient Generation
Once the fluxes have been calculated, the SAMS module, which is executed within the SEN3 sequence, automatically selects all of the sensitivity parameters that can be calculated for each nuclide in each region of the system based on available crosssection data. Sensitivity parameters for a given nuclide may be generated for a number of parameters, including total, scatter, capture, and fission cross sections, as well as ν= and=χ. The sensitivities for any nuclide-reaction pair calculated with SEN3 are output on three bases: group-wise-region-dependent, energy-integrated-region-dependent, and energy-and region-integrated. This method gives the user the ability to interpret the data with varying levels of detail. SEN3 produces sensitivities in a number of convenient formats for further analysis, either manually or with other automated techniques. SEN3 produces the data necessary for evaluations with the integral parameter applications and cross-section covariance theory as well as GLLSM. Energy-dependent sensitivity profiles and their associated Monte Carlo uncertainties generated by SAMS can be visually displayed using the SAMSPLOT program. The sensitivity coefficient generation is fully explained in [5] and [6] .
Results
The SEN3 sequence has been applied to hundreds of critical benchmark experiments and several practical design applications. This work as been documented elsewhere [10] and will not be repeated here. Instead, the results of the new angular flux method for calculating the flux moments are presented. To verify the accuracy and efficiency of this method, an early test case for this code was repeated. The selected sample problem is based on an unreflected rectangular parallelpiped containing a homogeneous mixture UF 4 and paraffin with an enrichment of 2% in 235 U. The H/ 235 U atomic ratio is 293.9:1. The dimensions of the experiment were 56.22 cm × 56.22 cm × 122.47 cm [11] . This critical experiment is designated as CAS14. For the purposes of an accurate comparison with the SEN1 code, this experiment was modeled as a sphere of the mixture material with a critical radius of 38.50 cm.
Two executions of SEN3 were conducted for this experiment: The first used the original flux moment tally method conducted during the Monte Carlo execution. The second used the new angular flux tally within KENO V.a and the subsequent flux moment calculation within the SAMS module. The parameters for the SEN3 executions are shown in Table 1 . The sensitivity results for SEN1 and the two cases from SEN3 are shown in Table 2 . The parameters shown in Table 1 demonstrate that the problem executes in nearly half the time using the new methodology, and the results shown in Table 2 demonstrate that virtually identical results are produced by all methods. 9.50E-01 9.50E-01 ± 2.40E-04 9.50E-01 ± 2.40E-04 235 U χ 9.50E-01 9.50E-01 ± 2.69E-04 9.50E-01 ± 2.69E-04
Conclusions
With the development of SEN3, a valuable tool has been added to those previously available at ORNL for determining the range of applicability of critical experiments. The calculation of sensitivity parameters from existing 3-D CSAS25 experiment models permits the use of the range-of-applicability techniques for a broader range of critical experiments and proposed criticality applications. However, further development is necessary before these techniques are available in a production-level code. Although the new methodology for the calculation of the flux moments produces a considerable speed enhancement over the previous methodology, shortcomings to the sensitivity methods in general, as noted in previous publications [5, 6] , have not yet been fully addressed.
