A novel complex neural network modelwasproposed, which can be used to compute the largestreal part of eigenvalues and the corresponding eigenvector of a general real matrixin this work. Because of the smart regulatory factorof the model, the largest real part also can be extracted in the case of all the real parts of eigenvalues less than 0. Meanwhile, the presented paper provides a rigorous mathematical proof for its convergence for a more clear understanding of network dynamic behaviors relating to the computation of the eigenvector and the eigenvalue. Numerical example showsthat the proposed model has good performance for a general real matrix.
Introduction
In the study, we proposed a novel neural network algorithm for computing the largest real part of eigenvalues of a general real matrix, even if all the real parts are less than 0. We know that the neural network technology was first used to eigen-pairs problems about in the 1980's [1] , which is also known as principal component analysis (PCA), and then motivated broad interests from engineering and theoretical research [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . In the very recent years, some adaptive generalized eigen-pairs extraction algorithms of Hermite matrices have been developed by some authors [8] .
Some years ago, Liu et al. [4] proposed a more simpler model to extract the imaginary part of the eigenvalue from the maximum imaginary part and the real part of the eigenvalue from the maximum real part of a general real matrix. However, if the largest real part of eigenvalues less than 0, the algorithm cannot work correctly. In the present paper, we intend try to extract the eigenvalue and the corresponding eigenvector from the largest real part of eigenvalues of a general real matrix.
The rest of this manuscript is organized as follows: In section 2, we proposed the novel complex domain neural network model for our purpose, and the convergence analysis was presented in section 3. Numerical example given insection 4 andwe summarized this paper in the last section.
The Novel Complex Neural Network Model
We consider the following neural network model, which is different from [4, 7] :
Where () 
Proof. Assume that all eigenvalues of A can be denoted as i1 
Along with k S , and we plug i
. After separating the real part and the imaginary part, and considering that
, one can obtain the following equation:
From Eq. (6), we can directly obtain following form:
One gets the following Eq. (10) from the above Eq. (8) and Eq. (9):
Furthermore, with the integral calculations on both sides of Eq. (10) from 0 to t ,we directly get result:
Therefore one gets Eq. (4).
Convergence Analysis
If an equilibrium vector of Eq. (2) 
From the above, the eigenvector that we get is constant multiple of the eigenvector obtained from the direct calculation 
Conclusion
Based on the novel real domain neural network, this paper proposed a novel complex neural network to compute the largest real part of eigenvalues and the corresponding eigenvectors of any real matrix. Because of the model has a smart regulatory factor, the largest real part also can be extracted in the case of all the real parts of eigenvalues less than 0.We also provide a rigorous mathematical proof for its convergence for a more clear understanding of network dynamic behaviors relating to the computation of the eigenvector and the eigenvalue. Numerical example shows that the proposed model has good performance for a general real matrix.
