In this study the Akaike information criterion for detecting outliers in a log-normal distribution is used. Theoretical results were applied to the identification of atypical varietal trials. This is an alternative to the tolerance interval method. Detection of outliers with the help of the Akaike information criterion represents an alternative to the method of testing hypotheses. This approach does not depend on the level of significance adopted by the investigator. It also does not lead to the masking effect of outliers.
Introduction
In analyzing the results of series of varietal experiments, a question often arises concerning the disqualification of some experiments. This is especially true when the precision of the experiments is not uniform. One may then reject an experiment with a large experimental error, which is a vague procedure, based on the suspicion that errors were made in the conduct of the experiment. For the detection of atypical experiments, Ohanowicz and Pilarczyk (1985) proposed tolerance intervals for the smallest significant difference expressed as a percentage of the average yield (known NRIP). It turned out that the distribution of the NRIP is clearly asymmetrical. It gives a good approximation to the lognormal distribution. In this paper we propose to treat atypical experiments (observations) as outliers, and it is suggested that the Akaike information criterion may be used to detect such outliers.
For the detection of outliers, hypothesis testing methods are most frequently used (Barnett and Lewis, 1994; Breuning et al., 2000; Ferguson, 1961; Grubbs, 1960 Grubbs, , 1969 Ramaswamy et al., 2000; Rousseeuw and Leroy, 2000; Srivastava and Von Rosen, 1998) . However, in the hypothesis testing method the conclusions may differ depending on the assumed significance level. Moreover, the "masking" effect for outliers may be encountered. Grubbs (1969) , in relation to data on the strength of plastic materials, describes a situation where the tests do not detect one least observation, whereas two least observations are identified as outliers (an apparent contradiction).
The use of the Akaike information criterion, as suggested here, allows one to choose, out of the models describing the experimental data, that model which maximizes entropy (Akaike, 1973 (Akaike, , 1977 . According to Sakamoto et al. (1986) , the value for this criterion equals:
( 1) where max likelihood denotes the likelihood calculated for parameter estimators obtained using the maximum likelihood method, and K denotes the number of these parameters. We select the model for which the AIC value is the smallest.
This way of proceeding does not depend on the significance level, the number of outliers, or whether the "suspicious" observations are the lowest or the highest.
The aim of the study was to use an outlier detection method based on the Akaike information criterion to find atypical experiments on wheat varieties, and to compare this method with the method based on tolerance intervals. It is known that the maximum likelihood estimators of the parameters in the log-normal distribution are equal (Krzyśko, 2004) :
Log-normal distribution
Let us consider a sample of n observations which, when arranged by increasing value, form the set
. Therefore, x(k) denotes the value of the k-th order statistics Xk:n.
In the remainder of the paper the following notation will be used:
denotes the probability density function for the distribution
denotes the probability density function for the i-th order statistic Xi,n.
So we have:
(4) (David and Nagaraja, 2003) , where B(p,q) denotes the beta function:
It is known that:
for natural numbers p and q, where
.
Outliers model
Let us consider the following situation: we have an ordered sample: Thus the model with outliers can be described in the following way Finally, the value of the Akaike information criterion is equal to 
Materials and methods
To compare the results obtained by the method used here and by the tolerance interval method, the original data presented by Pilarczyk (1988) Table 1 shows the values of ln (NRIP) in the experiment with wheat.
Results and discussion
The distribution of NRIP values is distinctly asymmetrical (see Fig. 1 ). The skewness is equal to 1.35408. Figure 1 and Table 2 . It can be seen that all of the tests indicate no basis to reject the hypothesis of the log-normal distribution of the tested feature.
Using the theory presented in section 4, we can find outlier observations for the NRIP values of winter wheat. The results are presented in Table 3 . There are three experiments that are located beyond the tolerance interval, those having the two smallest and the highest NRIP value. The same points are identified in this paper by the outlier detection method. Differences in the results concern only the experiments with the second and third highest NRIP values, which lie within the tolerance intervals (6) and (7), but were identified as outlier observations. We can notice that for these the values of ln(NRIP) are almost equal, at 2.750 and 2.756, and differ from the right end-point of the tolerance interval by the very small amounts of 0.018 and 0.012.
Conclusions
 A method of detecting outliers based on the Akaike information criterion is used here to find atypical specific experiments. This is an alternative to the tolerance interval method.
 The proposed method is an objective procedure independent of the adopted significance level, the number of outliers and whether the "suspicious" observations are the lowest or the highest.
 The conclusions obtained by the proposed method are largely consistent with the results of Pilarczyk (1988) based on the tolerance interval method.
