This paper describes two methods of fitting deformable templates when tracking articulated objects using particle filters. One method fits a template to each of the links of an articulated object in a hierarchical way. The method first fits a template for the base of the articulated object and then fits a template for each of the links deeper in the hierarchy. The second method fits the whole articulated object as a rigid object, and then refines the fitting for each of the links of the articulated object in a hierarchical way, starting from the base. Advantages and disadvantages of each method are discussed and a way of combining the best of each method in a single tracker is presented.
Introduction
Tracking of articulated objects is an area of great interest in computer vision. The most interesting examples of articulated tracking include tracking of the human body and human hands. Tracking of the human body can be used in applications such as surveillance, gait analysis and behaviour recognition. Tracking of human hands has applications in human computer interaction.
The classical approach to articulated tracking uses kinematic models and deterministic algorithms to find the position of the various links of an articulated object [13] . However in recent years the use of particle filters together with deformable templates has become a popular way of dealing with various forms of tracking, including articulated objects [8, 10] .
One advantage of particle filters in visual tracking, with respect to the classical approaches, is that they can handle tracking of objects against cluttered backgrounds. This is possible because particle filters can keep several hypotheses of target configurations at the same time. Some of these hypotheses can represent the target configuration with certain accuracy; others can be located on background features, not representing accurately the target, and therefore may later be rejected [8] .
When tracking articulated objects using particle filters and deformable templates, a template can represent each link of the articulated object. Various template configurations for a given link would make up hypotheses of what the configuration of this link is. The process of fitting a template to a link involves finding a set of hypotheses that represent this link accurately. Then one of two methods can be used to find the configuration of an articulated object. In one method, the base, or root link is fitted first, then the links at the second level of the hierarchy 1 are fitted, then the links at the third level, etc. Each link is configured relative to the previous link. An alternative method for finding the configuration of an articulated object is to fit the whole articulated object as one rigid object, according to some previous configurations for each of its links. This initial match is then refined by adjusting the fitting for each link starting from the base of the articulated object and progressing to the links deeper in the hierarchy.
In this paper we discuss the advantages and disadvantages of each of these two methods of fitting the links of an articulated object. Results are given for the case of an articulated hand tracker. We also propose a way of combining both methods in a single tracker. The paper is organized as follows: Section 2 is a brief literature review of related work; Section 3 describes the articulated hand tracker used for the experiments; Section 4 describes the two methods of fitting templates to the links of an articulated object, and shows results of the two methods, separately and in combination, for the articulated hand tracker; Finally Section 5 gives some conclusions, and future work directions.
Related work
The most common applications for articulated object trackers are human body tracking and hand tracking. Articulated object trackers have evolved from using kinematics models and various deterministic approaches [13, 12, 17 ] to particle filters [2, 8, 10] and approaches that include an off-line calculated hierarchy of all the valid object shapes [7, 15] .
Independently of the type of tracker used, there are several approaches to model the shape of an articulated object. The most common approach is the use of geometrical models. Spline-based geometrical surface models can approximate complex geometrical surfaces [9] , but many parameters and control points need to be specified. An alternative is to approximate the various links of the articulated object by simpler parameterised geometric shapes such as generalized cylinders or super-quadrics [5, 14, 3] , or even simpler 'cardboard' templates [19] . The present work is in this category of geometric shape models, using 2D spline deformable templates to approximate the contour of a hand. These geometric shape models are commonly used following the analysis-by-synthesis approach [11] . Another type of shape models is physical shape models, where the shape is deformed under the action of various forces [18] . Statistical shape models learn the deformation of the shape through a set of training examples. Mean shape and modes of variation are found using principal component analysis (PCA). Then the various shapes can be formed by adding linear combinations of some significant modes of variation to the mean shape [4, 6] .
Better tracking results can often be achieved by combining two or more existing tracking techniques, observation models, or shape models, in the same tracker. In [20] observation models are switched during tracking to cope with various types of clutter or occlusions. In [1] a Condensation tracker and a Auxiliary Particle Filter are switched depending on the tracking conditions. Similarly in this work two methods of fitting the parts of a single articulated deformable template are switched according to the tracking conditions.
Articulated hand tracker
This articulated hand tracker implements a particle filter known as Condensation [8] , and uses ideas of partition sampling [10] . Each of the particles contains the parameterisation of an articulated hand template as the one seen in Figure 1 . This template is allowed to undergo Euclidean transformations, i.e. translation, rotation and scale. These transformations are applied with respect to the point indicated as hand pivot in Figure 1 . Also each of the fingers, including the thumb, can rotate around finger pivots, also indicated in Figure 1 , in order to model the abduction /adduction movements of the fingers. These are the only modelled movements of the hand and fingers, in total 9 DOF. Seeing the hand template as an articulated object, the palm of the hand would be the base link, and the fingers would introduce a second level in the hierarchy. Figure 2 shows how the hand tracker works. The initial position of the hand template (initial particle) is adjusted manually on top of the hand. When the tracking starts, a distribution of particles is generated from the initial particle. The particles evolve in time following a Condensation algorithm [8] . After each Condensation time step, the fingers' angles are found for a subset of the particles with the highest likelihood of representing the configuration of the hand. The fingers' angles are found using a deterministic search. This deterministic search, involves sweeping a certain range of angles, and selecting the one in which the finger template has the highest likelihood of representing the finger. This differs from the approach taken in [10] to track articulated objects, in which each finger has a distribution of particles on its own that evolves using a Condensation algorithm. This hand tracker can track a hand moving in a plane parallel to the image, allowing abduction/adduction movement of the fingers. In addition, the fact that in each time step of the Condensation algorithm several particles, or hypotheses, are propagated to the next step, allows the hand tracker to have a certain degree of resistance to background clutter.
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Fitting templates to the links of an articulated object
This section discusses two methods of fitting an articulated template model to an articulated object. It must be taken into account that when we refer to "fitting", it is in the context of particle filters, in particular the Condensation filter. This means that a template fitted to a link is in fact a subset of particles, various hypotheses of the template configuration, that represent the link to some degree of accuracy. For display purposes one of these particles, normally the one that fits the link better, or a weighted average of these particles is selected. This means that in general the fitting of the template to the link is not perfect. Due to this effect, when using particle filters to track an object through a video sequence, the output of the tracking exhibits a certain degree of jitter. This jitter can depend on many factors, but in general, the more particles the filter uses, the less jitter the output exhibits. Using other filters like Kalman or recursive least squares can produce an optimal fit. However these filters often cannot handle background clutter well enough.
Methods
The first method of fitting an articulated template to an articulated object is to first find the configuration of the base link of the articulated object. Then the configuration of the second link relative to the first is found, then the configuration of the third link relative to the second, and so forth. We will refer to this method as method 1.
Another method of fitting an articulated template to an articulated object is to first try to fit a previous configuration of all the links of the articulated template as a single rigid template, which we refer to as the combined template. Then the base link is refined using the position of the base link in the combined template as an initial position estimate. We then proceed to refit the second link, with respect to the first link, then the third, etc. This method is referred to as method 2.
When tracking an articulated object through a video sequence the fitting procedure, either method 1 or 2, is repeated for each frame. Figure 3 shows a representation of the fitting procedure for both methods 1 and 2. Templates in their fitted position are shown in grey. The slight misalignments between the template and the link represent the typical jitter observed in particle filters.
Method 2 has one more step than method 1. On the other hand, the final fit is often better than with method 1, which means less jitter. The reduced jitter in method 2 can be explained assuming that the initial configuration of the combined template is close to the true configuration, and that there is significant background clutter. In general the contour of the combined template is more distinctive than the contour of any individual link. The combined template is, therefore, less likely to match features on the background, as it is more likely to be a unique structure in the image.
This suggests that method 2 is better than method 1, however the final fitting of the articulated template depends of how good the initial fitting of the combined template as a rigid object is. A potential problem that method 2 could face is illustrated in Figure 4 . In this case the 2nd and 3rd links of the object have changed considerably from the last frame, and there is also background clutter that can distract the fitting procedure. In this situation, the fitting of the combined template as a rigid object could be too far from the real position. Then the following refitting steps for each of the links are not going to be able to find the right configuration of links. This effect can be carried on from one frame to the next, stopping the tracker from recovering. On the other hand, if we use method 1 to fit the new configuration of links, the fit of the base link is not going to be affected by the clutter that affects the 2nd and 3rd links in method 2. It is more likely that the fit of the base link will be correct in this case, and consequently, the rest of links will be fitted more precisely. . Left, fitting of the combined template as a rigid object is wrong due to the significant change on the configuration of the articulated object and the effect of distracting features on the image. Right fitting of the base link alone is more precise.
In summary, the advantages of method 1 are less steps and better capability to keep and recover tracking. On the other hand a particle filter tracker using method 1 exhibits more jitter than using method 2. The advantage of method 2 is that it has less jitter than method 1. However it is more likely to lose track and not recover again.
It makes sense to combine both methods in a single tracker. One way of doing this is to switch from one method to the other depending on the tracking conditions. This is what has been implemented in the articulated hand tracker. The next section discusses how this switching is done and shows results on real image sequences.
Results with the articulated hand tracker.
This section shows some results of the articulated hand tracker described in section 3, supporting the conclusions about jitter and capability of tracking an articulated object for methods 1 and 2, and the combination of both methods. Videos of the experiments are available online at http://www.cs.nott.ac.uk/~mtb/A&VTracking1.html.
In the articulated hand tracker, the palm of the hand is the base link of an articulated object, and the fingers form a second level in the hierarchy of links. The palm consists of 3 contour segments, as indicated in Figure 1 . When fitting the hand template to the hand in an image in method 1 the 3 contours segments of the palm are fitted first, and then the angle for the fingers is found. In method 2 the whole hand is fitted as a rigid object and then the fingers are refitted. When using method 2, the palm, which is the base link, is not refitted. This is done because it reduces processing time considerably.
The combination of methods 1 and 2 is based on how good the lock on the fingers is. If the lock on all the fingers is good, method 2 is used. As soon as the lock on a finger is lost, then the tracker switches to use method 1. The criterion to decide whether a finger has a good lock is based on an empiric threshold on the likelihood of a finger template representing a finger on the image.
All the experiments have been done using a fixed number of 250 particles for the Condensation tracker. The input is a video sequence of 240 frames containing a hand moving parallel to the image plane. The sequence includes both motion of the hand as a whole, and of the fingers in relation to the palm. In this video sequence there are two critical zones. From frame 66 to frame 80, both methods 1 and 2 almost loose lock on the hand due to a fast horizontal rigid movement of the hand. Later, from frames 186 to 209, there is a fast rotational movement of the hand that confuses the tracker using method 2. This results in the fingers of the hand template being locked on the wrong fingers and not being able to recover again. Method 1 and the combined methods, are able to recover from this situation. Figure 5 , shows selected frames from the critical zone in the range 186 to 209, for the methods 1, 2 and the combination of both. Each of the frames from the combination of methods 1 and 2, contain a number, either 1 or 2. This number indicates the method used for that frame. At the beginning of the sequence the lock is kept in the three cases. From frame 191 there is a loss of lock in all three cases. Note that in method 2, the wrong lock is kept. The little, and ring finger templates are locked on the ring and middle fingers, leaving the middle finger template unlocked between the middle and index fingers. Finally from frame 204, methods 1 and the combined method, recover the lock on the hand. However, method 2 continues with a wrong lock and does not recover the correct track.
On the other hand, when comparing the tracking sequences for method 1 and 2, it is possible to see that method 1, despite recovering from the second critical zone, has more jitter than method 2. Jitter is the result of small misalignments between the fitting of the fingers and palm templates and the real fingers and palm positions. These misalignments will be different from one frame to the next, producing the impression that the output of the tracker is shaking on top of the target, despite the lock being kept all along. This jittery output is inherent to particle filters since they generally calculate an approximation to a solution. When the number of particles used in a particle filter is higher, the approximation to the solution is better, which means smaller misalignments and therefore less jitter 2 . Figure 6 shows examples of the misalignments that jitter produces for the three methods.
Plotting the variance of the parameters controlling the rigid movement of the hand shows the amount of jitter in the output of the tracker along the video sequence. Figure 7 shows the variance (in pixels 2 ) of the x and y coordinates of the hand pivot for the three methods. Figure 8 shows the variance of the rotation angle and scale factor of the whole hand as a rigid object. The rotation angle and scale have different units-radians and a scaling factor. However they are shown on the same chart as their variances are in the same range. Both Figure 7 and 8 show a peak in the variance near frame 80. This corresponds to the first critical zone. It can be appreciated that for all four parameters the variance is smaller in the case of method 2. In the chart for the combined method there is a signal that tells when the tracker is using method 1 or method 2. It is possible to see that most of the time the tracker is in method 2, switching to method 1 for short periods of one or two frames. This brief switching from method 2 to method 1 is enough in most cases to allow the tracker to recover a good lock on the fingers. The exception is during the first and second critical zones, when the tracker is predominantly using method 1. In Figure 7 it is also possible to see that for method 1, the variance for y is bigger that the variance of x. This is because the three segments that form the hand palm are mostly in a vertical orientation. The measurement function used to calculate the likelihood of a template representing an object in the image, uses edge and colour information in the same way as in [10] . Having the 3 segments of the hand palm in a vertical orientation, allows the tracker to be more precise on the horizontal location of the template than on the vertical. 
Conclusion
We have described two methods of fitting templates to the links of an articulated object. Method 1 can keep track and recover track better than method 2, but it has more jitter that method 2. Method 2 has less jitter than method 1 but can loose track more easily. We present a method of combining both methods, by switching between the two, that allows a more robust tracking and less jitter when the tracking conditions are good.
Though the articulated tracking presented here is based on Blake's condensation algorithm and measurement model described in [8, 10] , there are two major differences. Blake's method uses only one fitting method, similar to the method 1 in this paper. This means it does not use different methods for different tracking conditions. Another difference is in the implementation of the hand tracker. In our methods, the fitting of the palm or the hand (depending on whether method 1 or method 2 is in use) follows largely the condensation algorithm, but the fitting of the fingers is achieved by a deterministic search instead of having separate particle distributions for fingers as in [10] . Another way of making this point clear is to say that some of the particle parameters, at each time step, are found using the condensation algorithm, e.g., parameters for the hand as a rigid object, while others are found by a deterministic procedure, such as parameters describing angles between fingers.
The ideas in this paper will be further developed for use in a more complex articulated hand tracker that is being developed as a part of a human computer interaction project [16] . This articulated hand tracker will track a hand parallel to the image plane, and will allow finger abduction, adduction and flexion, extension movements.
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