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Matija Zlatar, Carl-Wilhelm Schla¨pfer, and Claude Daul
Abstract A new method for the analysis of the adiabatic potential energy surfaces
of Jahn–Teller (JT) active molecules is presented. It is based on the analogy between
the JT distortion and reaction coordinates. Within the harmonic approximation the
JT distortion can be analysed as the linear combination of all totally symmetric
normal modes in the low symmetry minimum energy conformation. Contribution
of the normal modes to the distortion, their energy contribution to the JT stabil-
isation energy, the forces at high symmetry cusp and detailed distortion path can
be estimated quantitatively. This approach gives direct insight into the coupling of
electronic structure and nuclear displacements. Further more, it is reviewed how
multideterminental DFT can be applied for the calculation of the JT parameters. As
examples the results for VCl4, cyclopentadienyl radical and cobaltocene are given.
1 Introduction
The Jahn–Teller (JT) theorem states that a molecule with a degenerate electronic
ground state spontaneously distorts along non-totally symmetric vibrational coordi-
nates. This removes the degeneracy and lowers the energy. At the point of electronic
degeneracy the Born–Oppenheimer (BO) [18], or adiabatic, approximation breaks
down and there is vibronic coupling between electronic states and nuclear motion.
The theory underlying the JT and related effects, is well known and documented
in detail [15]. It is based on a perturbation expression of the potential energy sur-
face near the point of electronic degeneracy. The coefﬁcients in the expression of
potential energy are called vibronic coupling coefﬁcients, and they have a physical
meaning. One of the goals in the analysis of JT systems is the determination of these
parameters, and rationalizing the microscopic origin of the problem.
Despite the big advance in various experimental techniques used to study the
JT effect, it is not sufﬁcient to understand the latter based only on experimental
data. Computational methods are, thus, necessary to get deeper insight into the sys-
tem under study and to predict the properties of unknown ones. Traditional ﬁrst
principles methods can still be used even where non-adiabatic effects are impor-
tant, if the BO approximation is reintroduced by the perturbation approach. Density
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Functional Theory (DFT) is the most common theoretical method in quantum chem-
istry today, but there are still erroneous beliefs that it is not able to handle degenerate
states. E.g. Bersuker [14] and Kaplan [49] emphasised that DFT techniques are not
adequate to reproduce vibronic effects. In contrary, DFT can be applied to both,
degenerate and excited states, as formally proved by the reformulation of the origi-
nal Hohenberg–Kohn theorems—constrained search method and ﬁnite temperature
DFT [63]. Further more, Kohn–Sham (KS) DFT, as the most common practical way
of using DFT, is based on the equations equivalent and fully compatible with equa-
tions used in wave-function based methods. Conventional single determinant DFT
has been extended to handle the multiplet problem [27,84]. A method based on this
multideterminental DFT, for the study of the JT systems was developed in our group
[21] and reviewed in this article. The theory behind the DFT is well elaborated and
will not be presented in this review. The reader interested in this subject is referred
to a several good and comprehensive reviews or books e.g. [31, 51, 63] and to the
references therein.
The JT effect is dictated by the molecular symmetry. Group theory allows iden-
tifying the symmetry of the JT distortion, which is for simple molecules usually
determined by one single normal coordinate that satisﬁes the symmetry require-
ments. In complex molecules, the JT distortion is a superposition of many different
normal coordinates. In the JT semantics this is called the multimode problem. In
this review the treatment of this problem using DFT recently proposed by us [86]
is presented. The essence of our proposition is to express JT active distortion as a
linear combination of all totally symmetric normal modes in the low symmetry min-
imum energy conformation. It is based on the fact that JT distortion is analogous
to a reaction coordinate. The reaction coordinate belongs to the totally symmet-
ric irreducible representation of the molecular point group of the energy minimum
conformation, as proved by Bader [9–11] and Pearson [64, 65]. This is so even if a
complicated nuclear motion is considered for the reaction coordinate. The JT distor-
tion can always be written as a sum of totally symmetric normal modes. A detailed
analysis of the different contributions of the normal modes is of interest, because it
gives direct insight into the coupling of electronic structure and nuclear movements.
This is of a particular interest in various ﬁelds of chemistry, e.g. in coordination,
bioinorganic, material chemistry, or in discussing reaction mechanisms.
This review is organized in the following way. In Sect. 2 the vibronic coupling
theory used in this work will be presented, with an emphasise on the different
aspects and meaning of vibronic coupling constants. Several simple examples are
given to show how the group theory is used for a qualitative discussion. In Sect. 3
we show how DFT can be applied for the calculation of the JT parameters. Sec-
tion 4 contains some particular examples from our work as illustration of the
concepts discussed in Sects. 2 and 3. They are tetrachlorovanadium(IV) (VCl4) in
4.1, cyclopentadienyl radical (C5H:5) in 4.2, and cobaltocene (CoCp2) in 4.3. In the
Sect. 5 our model for the analysis of the multimode JT effect is described in detail.
Finally, conclusions and perspectives are given in Sect. 6. In Sect. 7 computational
details are reported.
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2 Relevant Theory of JT Effect
Vibronic coupling theory has been applied to explain Electron Paramagnetic Res-
onance (EPR), Raman and UV/VIS spectra of some JT-active molecules. Model
Hamiltonians were used to ﬁt to the experiments. Some of the early work on var-
ious aspects of the vibronic coupling was done by e.g. van Vleck [77], ¨Opyk and
Pryce [62], Longuet-Higgins [25, 56, 57], Liehr [55, 60], Herzberg [41, 42], etc. For
the historical development, details about vibronic coupling theory and various appli-
cation until year 2006 reader is referred to the book by I. B. Bersuker [46] and to
the references therein. We would like to emphasize the works of Bader [9–11] and
Pearson [64, 65] on the symmetry of reaction coordinates in addition, because it is
crucial in our discussion of the multimode problem, as shown in our recent paper
[86] and in Sect. 5 of this review.
Consider a N -atomic molecule in the high-symmetry (HS) nuclear conﬁguration,
RHS, in point-group GHS. HHS is the electronic Hamilton operator, which deﬁnes
the electronic structure. The molecule has 3N  6 normal coordinates QHSk, k D
1; : : : ; 3N  6 (3N  5 in the case of linear molecules),1 which can be classiﬁed
according to the corresponding irreps, vibHSk, of the point-group GHS.2 In order to
discuss the potential energy surface, the electronic Hamiltonian, H, is expanded as
a Taylor series around the HS point RHS, along the orthonormal QHSk:
H D HHS C
3N6X
kD1
.
@V
@QHSk /HSQHSk C
1
2
3N6X
k;lD1
.
@2V
@QHSkQHSl /HSQHSkQHSl C : : : (1)
H D HHS CW : (2)
W represents vibronic operator (JT Hamiltonian) and is a perturbation on
theHHS.
Next, consider that the ground state eigenfunction of HHS with energy, E0, is
f-fold degenerate, ‰HS;0i D jelectHS mii. electHS is irrep of the ground state and mi
the component, i D 1; : : : ; f. This leads to an f-fold JT effect. The matrix elements,
Hij, ofH within the basis functions ‰HS;0i , are given, according to the conventional
second-order perturbation theory, where 0 designate the ground state, and p excited
states:
1 As it will be described in Sect. 5 our analysis of the multimode JT effect is based on the normal-
coordinate analysis from the low symmetry points, contrary to the conventional vibronic-coupling
theory. Therefore we distinguish between the normal coordinates in the HS conformation, QHSk,
and the normal coordinates in the stable low symmetry (LS) conformation Qk.
2 In general discussions label of the irreducible representation is  . To differentiate between the
symmetry of electronic states and vibrations, irreps of point groups GHS and GLS we add subscript
and superscript, e.g. electHS , vibHS etc. In particular examples Mulliken symbols are used, e.g. A1,
B2 etc. Electronic states are labelled with upper-case letters, e.g. 2E , while one-electron orbitals
with lower-case, e.g. conﬁguration e0:5e0:5. Symmetry of the normal modes are denoted also with
lower case letters, e.g. a1 vibration, or in general as  .
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Hij D E0ıij C
fX
i;jD1
h‰HS;0i jWj‰HS;0j i C
fX
iD1
X
p¤0
jh‰HS;0i jWj‰HS;pij2
E0  Ep C : : : (3)
This formulation deﬁnes potential energy surface around RHS (or in general
around any point RX) and allows a discussion of the Jahn–Teller (JT) effect [47],
the pseudo-Jahn–Teller (PJT) effect [9–11,46,64,65], the Renner–Teller (RT) effect
[46, 66] as well as the chemical reactivity [9–11, 64, 65], with the same formalism
[46]. Keeping the terms up to second order in QHSk:
Hij D E0ıij C
3N6X
kD1
fX
i;jD1
h‰HS;0i j.
@V
@QHSk /HS j‰
HS;0
j i„ ƒ‚ …
F kij
QHSk
C1
2
3N6X
kD1
fX
iD1
h‰HS;0i j.
@2V
@Q2HSk
/HSj‰HS;0i i„ ƒ‚ …
K0
Q2HSk
C1
2
3N6X
k;lD1Ik¤l
fX
i;jD1Ii¤j
h‰HS;0i j.
@2V
@QHSkQHSl /HS j‰
HS;0
j i„ ƒ‚ …
Gklij
QHSkQHSl
C
3N6X
kD1
fX
iD1
X
p¤0
jh‰HS;0i j. @V@QHSk /HS j‰HS;pij2
E0  Ep„ ƒ‚ …
Rip
Q2HSk: (4)
The matrix elements in (4) are vibronic coupling constants, thus (4) can be
rewritten as:
Hij D E0ıij C
3N6X
kD1
fX
i;jD1
F kij QHSk C
1
2
3N6X
kD1
fX
iD1
K0Q2HSk
C1
2
3N6X
k;lD1Ik¤l
fX
i;jD1Ii¤j
Gklij QHSkQHSl C
3N6X
kD1
fX
iD1
X
p¤0
RipQ2HSk (5)
The deﬁnition of the vibronic coupling constants is given in (6), (7), (8) and (9):
The terms F kij D h‰HS;0i j.
@V
@QHSk /HS j‰
HS;0
j i (6)
4
are the linear vibronic coupling constants;
The terms Gklij D h‰HS;0i j.
@2V
@QHSkQHSl /HS j‰
HS;0
j i (7)
are the quadratic vibronic coupling constants;
The terms Gkkii D K0 D h‰HS;0i j.
@2V
@Q2HSk
/HSj‰HS;0i i (8)
are the harmonic force constants at HS point;
The terms Rip D 1
2
Kv D
jh‰HS;0i j. @V@QHSk /HS j‰HS;pij2
E0  Ep (9)
are the electronic relaxation.
The complexity of (4) is reduced by symmetry rules, which allow identify-
ing the non zero vibronic coupling constants. The Hamiltonian is invariant under
all symmetry operations of the corresponding point group. Therefore, the opera-
tor @V=@QHSk is transforming according to the irreducible representation vibHSk of
the normal coordinateQHSk. The operator @2V=@QHSkQHSl represents a basis for the
reducible representation obtained by direct product vibHSk ˝ vibHSl  r. 3 Hence, the
matrix elements in (4) are only different from zero for vibHSk  electHS ˝ electHS
or in the case of the quadratic vibronic coupling constants for vibHSk ˝ vibHSl 
electHS ˝ electHS .
The slope of the potential energy along the direction QHSk, is given by the diag-
onal linear vibronic constant, F kii . F kii represents the force, which moves the nuclei
and leads to a change of the structure. These terms are zero at any stationary point
on the potential energy surface. If the ground state is nondegenerate the integral
will vanish unless QHSk is totally symmetric. Therefore for a system with a non-
degenerate ground state, the potential energy surface shows only a gradient along
totally symmetric distortions. As a consequence, for any non stationary point, the
point group does not change along any reaction path [65]. If the ground state is
degenerate, QHSk might be a basis for a non-totally symmetric representation. This
is a case if QHSk belongs to one of the irreps which is a component of the direct
product electHS ˝ electHS . The spontaneous distortion along these non-totally sym-
metric normal coordinates, QHSks, leads to a descent in symmetry and removes the
degeneracy of the ground state. When the symmetry is lowered, ‰HS;0i is no longer
degenerate, and the F kii will be zero unless the QHSk becomes totally symmetric in
the new point group. The movement of nuclei that were non-totally symmetric in the
GHS, must now become totally symmetric. The point group GLS of the minimum on
3 Totally symmetric component of the direct product vibHSk ˝ vibHSl yields the harmonic force
constant, K0, which is separate term in (4).
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the potential energy surface, can be predicted by looking at the correlation tables
for the symmetry descent, e.g. in [7]. The point group GLS is the one in which
the mode becomes totally symmetric. If there are several possibilities for a descent
in symmetry, GLS of the minimal energy conformation is the highest one with
lifted degeneracy according to the epikernal principle [23, 24, 46]. Jahn and Teller
[47] examined all degenerate terms of the symmetry point groups of non-linear
molecules, and showed that there is always at least one non-totally symmetric vibra-
tion for which the F kij ¤ 0. This holds even for double groups, in this case ‰HS;0i
is a Kramers doublet. This is the physical basis of the (ﬁrst order) JT effect. The JT
problems are classiﬁed according to the symmetry types of the electronic states and
the vibrations that are coupled,  ˝ [46]. For example, E ˝e JT problem denotes,
coupling of the degenerate electronic state of irrep E, by a degenerate vibration
of irrep e. Since the slope of the potential surface at the high symmetry conﬁgu-
ration, RHS, is nonzero, this conformation corresponds not to a stationary point. It
represents a cusp of the potential energy surface obtained in conventional DFT.
The curvature of the potential energy surface in the direction QHSk at RHS, is
measured by the force constant, Kk D K0 C Kv [46]. The diagonal matrix ele-
ments of the second derivative of the potential energy operator, are the primary or
nonvibronic force constants, K0 [46]. K0 is always different from zero and positive
[46,70]. It represents a restoring force that tends to bring the system back to the more
symmetrical situation. HS conﬁguration represents the most stable conﬁguration of
the molecule, if the vibronic coupling is ignored, as it minimizes electron–electron
repulsion.
The electronic relaxation, Rip D 12Kv, depicts the coupling of the ground state
with excited states. This term is always negative, due to the nominator E0  Ep.
Generally it is different from zero, because there is always some excited states,
of the same irrep as the ground state. It becomes increasingly important when the
ground and the excited states are close in energy. It is referred to as the vibronic
force constant, Kv [46]. It is responsible for: (1) the negative curvature along the
reaction coordinate of the potential energy surface at a transition state [65] (2) for the
pseudo-Jahn–Teller effect [46,65], conﬁgurational instability of polyatomic species
with nondegenerate electronic states; (3) for the avoided crossing between the states
of the same symmetry; (4) for the softening of the ground state curvature at the
energy minimum conformation; and (5) it contributes to the anharmonicity of the
vibrations. In practice, in the analysis of JT systems, this term is usually neglected,
or added to the total, observed force constant Kk .
The quadratic constants, Gklij , in non linear molecules inﬂuence the shape of the
potential energy surfaces. This is true for the higher order terms, e.g. cubic, and
terms Rip (PJT terms) also. Discussion of the various terms contributing to the warp-
ing of the potential energy surface can be found in e.g. [39]. For linear molecules the
linear vibronic constants are always zero because the non-totally symmetric vibra-
tions are odd and the degenerate states are even. The quadratic terms however are
nonzero, and this may lead to instability of the linear conﬁgurations in case of a
sufﬁciently strong coupling. This is physical basis of the RT effect [46, 66].
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As we see, the complexity of (4) is already reduced by symmetry rules, which
allow us to identify the non zero vibronic coupling constants. Moreover, the appli-
cation of the Wigner–Eckart theorem [33, 81] yields a further reduction of the
complexity for degenerate irreducible representations.
h‰HS;0i j.
@V
@QHSk
/j‰HS;0j i D C
 
electHS 
vib
HSk 
elect
HS
mi mk mj
!
h‰HS;0
electHS
jj. @V
@QHSk
/jj‰HS;0
electHS
i
(10)
where C

electHS 
vib
HSk 
elect
HS
mi mk mj

are the coupling coefﬁcients of the point group of
the molecule at the high symmetry point, GHS, and h‰HS;0
electHS
jj. @V
@QHSk
/jj‰HS;0
electHS
i is
reduced matrix-element that only depends upon irreps and not upon their compo-
nents.
In the case of the quadratic matrix elements, Gklij , the Wigner–Eckart theorem
[33, 81] might be applied similarly to the previous case, where the summations run
over all r and their components mr:
h‰HS;0i j.
@V 2
@QHSk@QHSl
/j‰HS;0j i Dh‰HS;0electHS jj.
@V 2
@QHSk@QHSl
/jj‰HS;0
electHS
i
X
r;mr
C
 
electHS r 
elect
HS
mi mr mj
!
C
 
vibHSk r 
vib
HSl
mk mr ml
!
:
(11)
Thus, only one reduced matrix element has to be calculated or determined
experimentally, because the coupling coefﬁcients are known. This simpliﬁes the
interpretation considerably. E.g. in the case of a E ˝ e JT problem the potential
energy surface is determined by only three reduced matrix elements, corresponding
to the parameters F , G, K [46].
In order to show how the theory given above can be applied, few simple examples
are shown. Numerical results obtained from the DFT calculation on these systems
are given later, Sect. 4.
The ground electronic state of eclipsed cobaltocene (CoCp2) or cyclopentadienyl
radical (C5H:5), with D5h symmetry is 2E 001 , with a single electron (hole) in the dou-
bly degenerate orbital, e001 . Using group theory it is easy to show that the distortion
coordinate is e02 (E 001 ˝ E 001  A01 C ŒA02 C E 02), and the descent in symmetry goes
to C2v. The electronic state will split into A2 and B1, while the degenerate JT active
distortion e02 splits into a1 and b2. Let us analyse the problem in the space of the
two components Qa and Qb of e02 (Qa is of a1 symmetry in C2v, and Qb is of b2
symmetry). The JT active distortion is the totally symmetric reaction coordinate, a1,
in C2v. The modes of b2 symmetry allow mixing of the two electronic states emerg-
ing from the degenerate ground state. The second order vibronic coupling constant,
Gklij is zero, because in the direct product E 02 ˝ E 02  A01 C ŒA02 C E 01 there are no
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Table 1 Coupling coefﬁcients for the D5 group
el.state E1  E1
vib. component AA AB BA BB
e2 b 0  1p2  1p2 0
a 1p
2
0 0  1p
2
terms of E 02 symmetry able to interact with the E 001 electronic wavefunctions. There
is no warping of the Mexican hat. The totally symmetric component of E 02 ˝ E 02
representation yields the harmonic force ﬁeld constant, K . Using Wigner–Eckart
theorem [33,81] and the coupling coefﬁcients for the D5h point group, Table 1. it is
easy to see that the following integrals vanish:
h‰Aj @V
@Qa j‰Bi D h‰B j
@V
@Qa j‰Ai D h‰Aj
@V
@Qb
j‰Ai D h‰B j @V
@Qb
j‰Bi D 0
(12)
and the remaining integrals are:
F D h‰Aj @V
@Qa j‰Ai D h‰B j
@V
@Qa j‰Bi D h‰Aj
@V
@Qb
j‰Bi D h‰B j @V
@Qb
j‰Ai
D 1p
2
h‰E 00
1
jj @V
@QE 0
2
jj‰E 00
1
i: (13)
Potential energy as a function of a distortion along Qa and Qb is:
E D E0 C 1
2
K.Qa2 C Qb2/ ˙ F Œ.Qa2 C Qb2/ 12 : (14)
The energy change along Qa, or Qb or along any linear combination is the same.
In this expression only quadratic forms of Qa and Qb are present, thus the energy
of a distortion along Qa is the same energy as along Qa, thus only the other
component of the degenerate state is stabilized. The potential energy surface has a
Mexican-hat shape, without any warping. Energy change is the same in all directions
in the two dimensional space spanned by these two coordinates.
In the case of CoCp2 there are six different e02 modes and in the case of C5H:5
four and each of them will be characterized with one pair of parameters F and K .
The quadratic vibronic constants of the e01 normal coordinates are not zero even
if the linear ones are zero because in the D5h point group E 01 ˝ E 01  A01 C ŒA02 C
E 02. In HS, thus the ﬁrst order and the second order JT effect are separated. As
one component of e01 becomes in LS totally symmetric too, they will also mix and
contribute to the totally symmetric JT coordinate. Thus, we see that considering
only one normal coordinate is not enough to describe the JT effect even in this
simple case. In the subsequent sections we will address this problem again, and
propose how to analyse which is the contribution of the different vibrations to the
total distortion of a molecule, and which of them are the most important driving
force for the distortion.
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Next, let see how group theory can be used in determining the symmetry proper-
ties of the JT distortions in a tetrahedral, Td , molecule with an E ground electronic
state, e.g. VCl4, Sect. 4.1. The symmetry of the JT active vibration is determined as
E˝E  A1CŒA2CE. This is another example of an E˝e JT problem. Symmetry
lowering is Td ! D2d . In lower symmetry e vibration splits into a1 Cb1. Only one
component of the degenerate vibration is JT active. JT distortion is along the totally
symmetric reaction coordinate, a1, in D2d . The potential along the direction of the
JT inactive vibrations is parabolic with a minimum for the high symmetry confor-
mation. In this case quadratic vibronic coupling constant is different from zero, as
there is always E terms present in the direct product of E ˝ E, and the potential
energy surface has a famous Mexican-hat-like form, with three equivalent minima
and three equivalent transition states. The distortion along CQa1 and Qa1 are not
identical. The energy of the two different states is not the same.
3 DFT Calculation of the JT Ground State Properties
As seen in the Sect. 2, JT effect is governed by the symmetry properties of GHS and
GLS point groups of the studied molecule. The information from group theory can be
used for a qualitative discussion. This does not tell anything about the degree of the
distortion or how big the energy gain is due to the descent in symmetry. These ques-
tions are of fundamental importance to characterize JT systems. To answer them
it is necessary either to perform the experiment, and ﬁt the results to the proposed
model, or to carry out a computational study.
The vibronic coupling constants discussed in Sect. 2 deﬁne the potential energy
surface. A qualitative cut through the potential energy surface, along JT active vibra-
tion Qa is given in Fig. 1. The ﬁgure indicates how the parameters EJT (the JT
stabilization energy),  (the warping barrier), RJT (the JT radius) and EFC (the
EJT
EFC
Qa
E
}
RJT
ELS,min
EHS
ELS,TS
HS
min TS
Δ
Fig. 1 Qualitative cross section through the potential energy surface, along JT active vibration
Qa; Deﬁnition of the JT parameters – the JT stabilisation energy, EJT, the warping barrier, , the
JT radius, RJT, the energy of the vertical Frank–Condon transition, EFC
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Frank–Condon transition) deﬁne the potential energy surface. The meaning of the
parameters is clear – energy stabilization due to the JT effect is given by the value of
EJT (or alternatively by EFC D 4EJT), and direction and magnitude of the distortion
by the RJT.
Using non-empirical methods it is, at least in principle, easy to calculate this
alternative set of parameters. They are connected to the set of parameters discussed
in previous Sect. 2, e.g. for the E ˝ e JT problem using following expressions, (15),
(16), (17):
EJT D F
2
2.K  2jGj/ : (15)
 D 4EJTjGj
K C 2jGj ; (16)
RminJT D
jF j
K  2jGj R
TS
JT D 
jF j
K C 2jGj ; (17)
Similar expressions, for other type of JT problems can be found in [46].
DFT is the modern alternative to the wave-function based ab initio methods
and allows to obtain accurate results at low computational cost, that also helps to
understand the chemical origin of the effect. DFT, like Hartree–Fock (HF) meth-
ods, exploit molecular symmetry which is crucial in the case of computational
studies of the JT effect. It also includes correlation effects into the Hamiltonian
via the exchange-correlation functional. HF and many-body perturbation methods
are found to perform poorly in the analysis of JT systems for obvious reasons, at
contrast to the methods based on DFT, or multiconﬁgurational SCF and coupled
cluster based methods [73]. The later are very accurate but have some drawbacks,
mainly the very high computational cost that limits the applications to the smaller
systems only. Another drawback is the choice of the active space which involves
arbitrariness.
In order to get the JT parameters, it is necessary to know geometries and ener-
gies of HS and LS points. For the LS points, as they are in non-degenerate electronic
ground state, at least formally, this is straightforward. Electronic structure of the HS
point, on the other hand, must be represented with at least two Slater determinants,
consequently, using a single determinant DFT is troublesome. Wang and Shwarz
[79], or Baerends [69] pointed out that a single determinant KS–DFT is deﬁcient
in the description of (near) degeneracy correlation. In a non-empirical approach to
calculate the JT distortion using DFT [21] it was proposed to use average of conﬁg-
uration (AOC) calculation to generate the electron density. This is a SCF calculation
where the electrons of degenerate orbitals are distributed equally over the compo-
nents of the degenerate irreps leading to a homogeneous distribution of electrons
with partial occupation, in order to retain the A1 symmetry of the total density in
the HS point group. E.g. for e1 conﬁguration this will mean to place 0.5 electrons
into each of the two e orbitals. This calculation yields the geometry of the high
symmetry species.
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The idea of fractional occupation numbers was introduced by Slater [71], already
in 1969. This approach is not limited for the JT systems, e.g. it was explored by
Dunlap and Mei [32] for molecules, by Filatov and Shaik [36] for diradicals, and
is also used for calculations of solids and metal clusters [8]. It rests on a ﬁrm basis
in cases when the ground state density has to be represented by a weighted sum of
single determinant densities [53, 79]. One should remember that molecular orbitals
(MO) themselves have no special meaning. Thus, using partial occupation is just a
way of obtainning electron density of a proper symmetry (HS).
Although, AOC calculation gives us geometry of a HS point, using simply the
energy obtained in this way would be erroneous. AOC calculation is giving too low
energy. The JT stabilization energy is not simply the energy difference between the
HS and the LS species. This is due to the self interaction error (SIE) present in
the approximate exchange-correlation functionals used in practical DFT (approxi-
mate DFT), unless special forms are taken into account. This is sometimes referred
as overestimation of the delocalisation by approximate DFT. Zhang and Yang [83]
showed that SIE in case of delocalized states with non integer number of electrons,
e.g. in HS point, is much bigger than in case of localized ones, where an integer
number of electrons is present, e.g. in LS point. SIE will always artiﬁcially stabilize
the energy of systems having fractional number of electrons compared to the corre-
sponding ones with integer number of electrons. It is also worthwhile to stress that
relative stability of the states with partial occupation relative to the ones with integer
occupation (delocalized vs. localized) is of interest not only in study of JT systems
as such, but also in the ﬁeld of chemical reactivity or mixed valence compounds.
To solve this problem and to obtain EJT, a multideterminental DFT approach
is applied. We need two types of DFT calculations: (1) a single-point calculation
imposing the high symmetry on the nuclear geometry and the low symmetry on the
electron density. This is achieved by introducing an adequate occupation scheme
of the MOs. This gives the energy of a Slater determinant with an integer elec-
tron orbital occupancy. (2) A geometry optimization in the lower symmetry. EJT
is the difference in these two energies. To obtain the energies of the degenerate
states at HS one needs to evaluate the energies of all possible single determinants
with integer occupations in HS geometry. Thus, both steps will be repeated for
all the possible combinations of electronic states in GLS. The energy of vertical
(Franck–Condon) transition EFC, is easily obtained in promoting the unpaired elec-
tron from the ground state to the ﬁrst excited state for the ground state geometry.
Our computational recipe, for the case of VCl4 is schematically drawn in Fig. 2.
In order to discuss the JT distortion on the adiabatic potential surface we deﬁne
a vector RJT as the vector given by the displacements of the atoms from the high
symmetry point deﬁned by the RHS. The JT radius, RJT is given by the length
of the distortion vector between the high symmetry and the minimum energy
conﬁguration.
RJT D RHS  RLS D RJTu (18)
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Fig. 2 Schematic representation of the calculation recipe in Td point group – VCl4
Let us summarize our calculation recipe:
1. AOC geometry optimization with fractional orbital occupation. This yields the
HS geometry RHS
2. Geometry optimization with the different LS electron distributions. This yields
the different LS geometries RLS;min and RLS;TS, and the different energies ELS;min
and ELS;TS that correspond to the minimum and to the transition state on the
potential energy surface respectively
3. Single point calculation with ﬁxed nuclear geometry RHS and different LS
electron distributions with an integer SD occupations, resulting the energies
EHS;LS;min and EHS;LS;TS. Energies for the different distributions should be equal
4. Single point calculation of the excited states with RLS to obtain EFC.
Combination of the calculated energies yield the JT parameters, EJT, , EFC.
EJT;min D EHS;LS;min  ELS;min; (19)
EJT;TS D EHS;LS;TS  ELS;TS; (20)
 D ELS;min  ELS;TS D EJT;min  EJT;TS: (21)
Within a harmonic approximation the JT distortion is given as a linear combina-
tion of displacements along all, Na1 , totally symmetric normal coordinates in the
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LS conformation. The linear coefﬁcients, or the weighting factors, wHSk, deﬁne the
contribution of each of these normal modes, Qk, to the distortion.
RJT D
Na1X
kD1
wHSkQk: (22)
Each of the totally symmetric normal modes contributes the energy Ek to the JT
stabilisation, and EJT can be expressed as the sum of these energy contributions,
(23). Force at HS point, which drives the nuclei along Qk to the minimum is given
by FHSk (24). 4
EJT D
Na1X
kD1
Ek D 1
2
Na1X
kD1
w2HSkQ2kk; (23)
FHSk D wHSkkM1=2Qk: (24)
Detailed discussion of this analysis is given in the Sect. 5.
4 Applications
In this section we present the applications of DFT to discuss JT distortions. The
results demonstrate that the computational recipe, described previously, Sect. 3,
allows the calculation of the JT parameters, which are in good agreement with the
experimental results. In this section, results of the analysis of the multimode JT
effect are presented too.
4.1 Tetrachlorovanadium(IV), VCl4
Among the simplest of the JT molecules is VCl4, a tetrahedral molecule with a d1
conﬁguration. It is characterized by a small JT effect. The method of calculation of
the JT parameters using DFT was ﬁrst developed on this system in our group [21]
and it shows some important features.
In Td point group, a single electron occupies e orbital. The electronic ground
state is 2E . After the symmetry descent to D2d the later splits into 2A1 and 2B1.
In order to obtain JT parameters calculation recipe discussed in Sect. 3 is applied.
Calculation method is summarized in Fig. 2 and results are given in Table 2.
4 In (23) and (24) eigenvectors Qk, of the Hessian obtained in the LS minimum are expressed
in generalized (mass–weighted) displacement coordinates, with eigenvalues k; M is a diagonal
3N  3N matrix with atomic masses in triplicates as elements (m1;m1;m1;m2; : : : ; mN ).
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Table 2 Results of the DFT calculations performed to analyse the JT effect of VCl4; energies
(LDA) are given in eV; the JT parameters EJT and  are given in cm1 and RJT in (amu)1=2A˚
Occupation State Geometry Energy
e0:5e0:5 2E Td 21.7470
b01a
1
1
2A1 Td 21.6074
a01b
1
1
2B1 Td 21.6084
b01a
1
1
2A1 D2d 21.6137
a01b
1
1
2B1 D2d 22.6134
EJT
2A1 50.8
EJT
2B1 40.3
 10.5
RJT
2A1 0.10
RJT
2B1 0.10
As a starting point the geometry of VCl4 has been optimized in Td symmetry
using an AOC calculation. This means that both e orbitals carry 0.5 electron lead-
ing to a totally symmetric electron distribution. The second step is to carry out a
calculation with ﬁxed Td geometry occupying selectively one of the two degenerate
orbitals. Finally a geometry optimization in D2d symmetry is performed, corre-
sponding to both 2A1 and 2B1 electronic ground states, leading to two different
geometries and energies. Only due to the imposal of different electron distribution
in two D2d cases, the calculations give rise to the simulation of the JT distortion.
The results of this calculation are shown in Table 2.
We notice that the energies E.2A1; Td / and E.2B1; Td / are not equal. This
inequality is due to the nature of the numerical integration grid involved in DFT
calculations [28]. This is generally observed also if symmetry arguments impose
equal energy. In this cases energy difference between two is negligible, e.g. in the
case of cobaltocene (see Sect. 4.3). From the Table 2 it is evident why the two calcu-
lations with Td nuclear geometries and D2d electron densities have been performed.
Comparing the ﬁnal energies in LS with the one obtained from AOC calculation in
Td would give a misleading result, that there is no JT effect. The electron distribu-
tion in the nondistorted VCl4 is different from that in distorted one. The electron
interaction term in the total energy is also different. In order to compare the two LS
geometries with one in the HS, the unpaired electron needs to be distinguishably
placed in one of the two e orbitals, as done in our calculation scheme.
Within 3N  6 D 9 normal modes only one pair of e and one a1 modes have
non zero linear vibronic coupling constant. Thus this can be the simplest case of the
multimode problem, with possibly two JT active vibrations. Applying our method
for the analysis of the different contributions of the normal coordinates, Sect. 5, we
ﬁnd that the contribution of the e mode to the distortion is more than 99%, which
is in agreement with usual consideration of VCl4 system as an ideal, single mode
problem. This also justiﬁes full potential energy surface calculation along the JT
active component of the degenerate vibration, Qa for both electronic states. In the
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case of simple molecules, e.g. tetrahedral VCl4, it is possible to have analytical
expression for the displacements, which can be found in e.g. [46].
This vibration is illustrated in Fig. 3, potential energy surface calculation along it
on Fig. 4, and the Mexican-hat-like plot on Fig. 5.
In summary this shows that DFT calculations for this simple molecule, with a
relatively small JT effect, yields results in good agreement with the experiments
[4, 16, 48, 61]. EJT D 50:8 cm1 is obtained by the DFT calculation and the
Fig. 3 Vibrational energy distribution representation of the JT active vibration of VCl4. The dif-
ferent colours indicate the direction of the displacement vector; the volume of the spheres is
proportional to the contribution made by the individual nuclei to the energy of the vibrational
mode
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Fig. 4 VCl4 potential energy surface calculation along the JT active vibration Qa (A˚) (times) and
least square ﬁtting of the data (minus); energies are given in cm1 relative to the HS point
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Fig. 5 VCl4 Mexican-hat-like contour plot of the adiabatic potential energy in the space of Qa
and Qb components of the JT active e vibration
experimental value lies between 30 and 80 m1 [4,16,48,61]. These results conﬁrm
the dynamic character of the JT effect.
4.2 Cyclopentadienyl Radical
Cyclopentadienyl radical is one of the most studied JT active molecules, both exper-
imentally and theoretically. Theoretical works trace back to Andy Liehr in 1956
[54]. They span many different methods [5, 12, 17, 26, 43, 45, 50, 54, 59, 72, 85] dur-
ing the years. The values of EJT obtained are summarised in Table 3. The JT effect
was discussed using various models, (1) the classical perturbation model as in the
work of Liehr [54] (2) models based on the analysis of spectra as in the works of
Miller et al. [5, 6] or Stanton et al. [45], (3) Valence Bond (VB) model [85], or
(4) vibronic coupling density analysis [67]. Somehow surprisingly there was to our
knowledge no attempt to use DFT to analyse the JT effect in this system up to now.
As it can be seen from the Table 3 our multideterminental DFT approach gives
the value of 1,253 cm1 for EJT which is in excellent agreement with the experi-
mental one of 1,237 cm1 [6]. The various other theoretical methods give different
results ranging from 495 to 5,072cm1. Studies of Miller et al. [5, 6] who used
complete active space methods (EJT D 2147cm1) and dispersed ﬂuorescence spec-
troscopy (EJT D 1237cm1), as well as ﬁtting of ab initio calculations to the spectra
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Table 3 Summary of various computational methods used to study the JT effect in C5H:5; EJT is
given in cm1
Methoda /Basis set EJT
Semiempirical-MO [54] 560
Semiempirical-MO [72] 728
Semiempirical-MO [43] 495
HF/STO-3G [59] 5,072
CI/STO-3G [17] 2,484
HF/6-311+G* [26] 1,452
MP2/6-311+G* [26] 3,065
MP4/6-311+G* [26] 2,581
CCSD/6-311+G* [26] 1,613
CCSD(T)/6-311+G* [26] 1,613
CASSCF/cc-PVDZ [12] 2,139
CASSCF/6-31G* [5] 2,147/1,463
CASSCF/cc-PVDZ [50] 1,665
CISD/cc-PVDZ [85] 2,553
EOMIP-CCSD/DZP [45] 1,581
DFT(LDA)/TZPb 1,253
DFT(PW91)/TZPb 1,326
Exp. [6] 1237
aAcronyms used for the calculation methods: HF Hartree–Fock; CI Conﬁguration Interaction;
MPN Møller–Plesset Perturbation Theory of order N for electron correlation; CCSD(T) Coupled
Cluster Single, Double (Triple) excitations; CASSCF Complete-Active-Space SCF; CISD Single
and Double excitations, single reference CI method; EOMIP–CCSD Equation-of-motion ionization
potential coupled-cluster single, double excitations; LDA Local Density Approximation; PW91
Generalized Gradient Approximation in the form given by Perdew–Wang
bMultideterminental DFT – this work
(EJT D 1;463cm1) are considered to be benchmark results for the determination
of the JT parameters. They also identiﬁed three dominant normal modes neces-
sary to explain their results. These were recently conﬁrmed by Stanton et al. using
Equation-of-motion ionization potential coupled–cluster (EOMIP–CCSD) calcula-
tions [45]. Thus, this system is a good test case for both our multideterminental
DFT approach in studies of the JT effect and for our model of the analysis of the
multimode JT effect.
The ground electronic state of C5H:5 in D5h symmetry is 2E 001 , with three elec-
trons occupying the doubly degenerate orbital (one hole). Using group theory it is
easy to show, see Sect. 2 that the distortion coordinate is e02. The descent in sym-
metry goes to C2v. The electronic state 2E 001 splits into 2A2 and 2B1 and the JT
active distortion e02 splits into a1 and b2. The results of the DFT calculation are
summarised in the Table 4.
The difference in the JT energies for the different electronic states is only
3:2 cm1. This conﬁrms results of the analysis by group theory, see Sect. 2, that
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Table 4 Results of the DFT calculations performed to analyse the JT effect of C5H:5; energies
(LDA) are given in eV; the JT parameters EJT and  are given in cm1 and RJT in (amu)1=2A˚
Occupation State Geometry Energy
e0:75e0:75 2E D5h 64.6740
b21a
1
1
2A1 D5h 64.6529
a21b
1
1
2B1 D5h 64.6523
b21a
1
1
2A1 C2v 64.8079
a21b
1
1
2B1 C2v 64.8077
EJT
2A1 1,250.2
EJT
2B1 1,253.4
 3.2
RJT
2A1 0.17
RJT
2B1 0.18
Table 5 Analysis of the JT multimode problem in C5H5 radical by LS totally symmetric normal
modes in harmonic approximation. Frequencies of normal modes are in cm1 as obtained from
ADF [1, 40, 76] calculations; contribution of the normal mode Qk to the RJT is given by wk (linear
coefﬁcients in (22)); ck linear coefﬁcients (wk) normalized to 1; Ek energy contribution of Qk to
the EJT calculated in harmonic approximation, (23) in cm1 ; Fk force along Qk at HS point,
calculated in harmonic approximation, (24) in 103N; experimental value Eexpk , and two theoretical
values Et1k and Et2k in cm1 from [5, 6]. EJT.DFT/, in cm1, from multideterminental DFT, this
work
Qk Qk in C2v Assignement HS-irrep wk ck Ek Fk Eexpk Et1k Et2k EJT.DFT/
1 831 C-C-C bend e02 0.0738 0.2419 247.5 28.5 166 155 245
2 937 C-C-H bend e01 0.0374 0.0621 30.9 9.9
3 1040 C-C-H bend e02 0.1083 0.5218 247.9 29.0 594 360 509
4 1127 C-C stretch a01 0.0043 0.0008 1.6 2.6
5 1349 C-C stretch e01 0.0276 0.0339 43.8 19.1
6 1482 C-C stretch e02 0.0560 0.1393 665.3 73.0 477 959 1387
7 3120 C-H stretch e02 0.0020 0.0002 0.5 2.9
8 3140 C-H stretch e01 0.0012 0.0001 0.1 2.1
9 3165 C-H stretch a01 0.0014 0.0001 0.1 2.5
EJT 1,238 1,237 1,474 2,141 1,253
the quadratic coupling constant, Gklij is zero, and there is no warping of the Mexican
hat. In order to analyse multimode character of the JT distortion in C5H:5 we express
the distortion as a linear combination of all totally symmetric normal modes in the
LS energy minimum. Details of the procedure will be given later in Sect. 5, and only
the results are presented in Table 5.
We are able to identify the three most important vibrations contributing to the
JT distortion, vibrations 1, 3 and 6, in agreement with previous studies [5, 6]. Com-
paring our results to the experimental one we may note that vibrations 3 and 6 are
contributing approximately the same amount to the EJT. While the other authors
considered only those three normal modes, in our model all vibrations that can con-
tribute to the JT distortion are included. Our model is completely theoretical without
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Fig. 6a vibration 1 (C-C-C bend) Fig. 6b vibration 3 (C-C-H bend)
Fig. 6c vibration 6 (C-C stretch)
Fig. 6 Vibrational energy distribution representation of the three most important a1 vibrations
in C2v symmetry of C5H:5, corresponding to the three e02 JT active vibrations in D5h symmetry.
The different colours indicate the direction of the displacement vector; the volume of the spheres
is proportional to the contribution made by the individual nuclei to the energy of the vibrational
mode
any ﬁtting to the experimental data. Three most dominant vibrations are presented
in the Fig. 6.
Vibrations 1, 3, 6 contribute 90% to the JT distortion. Vibrations 2 and 5, which
correspond to the e01 irreps in D5h around 10%. They are JT active in the second
order, and accordingly not negligible. This is because the vibrations are all of the
same type, in plane ring deformation, as the ones corresponding to the e02, C-C-C
bend and C-C stretch, thus inﬂuencing the C-C bonding in a similar way.
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4.3 Cobaltocene
The high symmetry conformation of metallocenes can be either D5h if the two rings
are eclipsed or D5d if the two rings are staggered. In both cases the symmetry
arguments are the same as for an intermediate structure ofD5 symmetry. The ground
electronic state of cobaltocene in D5h symmetry is 2E 001 , 2E1g in D5d , with a single
electron in the doubly degenerate orbital. Using group theory it is easy to show,
see Sect. 2 that the distortion coordinates are of e02 irreps in the eclipsed and of e2g
in the staggered conformation, and the descent in symmetry goes to C2v and C2h
respectively. The electronic states will split in D5h E 001 into A2 and B1, in D5d E1g
into Ag and Bg . Respectively, the JT active distortion e02 splits into a1 and b2 and
e2g into ag and bg .
This system is more complicated than the previous ones, because an internal
rotation of the rings is present. Our study [86] showed that this rotation does not
inﬂuence the JT distortion. In the low symmetry, C2v for the eclipsed, C2h for the
staggered conformation, the structure of the rings is nearly identical. This strongly
suggests that the energy barrier for the rotation of the rings is small compared to
the EJT. This was veriﬁed calculating the energy proﬁle for the ring rotation. The
energy barrier for the internal rotation of the rings, from eclipsed to staggered con-
formation, is estimated to be around 240 cm1 in both high and low symmetries,
similar to the energy for the rotation of the rings in ferrocene [13]. Cobaltocene
in D5h symmetry is approximately 160 cm1 more stable than in D5d . This is in
agreement with results of previous DFT calculations on metallocenes [75, 82]. The
energy difference between the low symmetry conformations C2v and C2h obtained
by descent in symmetry from D5h and D5d is similar. This is summarised in the
Fig. 7.
Cobaltocene has been subject of wide research [3, 4, 22, 34, 52, 58, 74, 80], but
only recently a detailed analysis [86] of the JT distortion has been carried out. Cal-
culations were done for both the eclipsed and the staggered conformations, giving
similar results. In this paper we will present only the results for the more stable of
the two, i.e. for the eclipsed case. Details for both eclipsed and staggered conforma-
tion can be found in [86]. As already indicated in previous Sect. 3, DFT produces a
totally symmetric electron distribution if each e001 orbital carries 0.5 electrons. There
are two distinct ways to accommodate the single electron in C2v symmetry, i.e. a12b01
(2A2 electronic state) or b11a02 (2B1 electronic state). One of the states is stabilized
by a distortion along CRJT, the other along RJT. Thus, DFT calculations corre-
sponding to both of these occupations, as well as to the GHS D D5h and GLS D C2v
geometries, are carried out, leading to the values of JT stabilization energies, EJT.A/
and EJT.B/. Results are tabulated in Table 6.
The JT stabilization energy is 814.2 cm1 in good agreement with the value
of 1050cm1 estimated from the solid state EPR [4, 22]. The experimental results
strongly depend on the diamagnetic host matrix, thus making experimental deter-
mination of the JT parameters difﬁcult. The JT energies for the different elec-
tronic states are almost exactly the same, the difference is only 0:7 cm1, smaller
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Fig. 7 Summary of the JT effect in cobaltocene. Symmetries of the corresponding geometries,
electronic states and normal coordinates, numbering of C atoms in the cyclopentadienyl rings, as
well as the relative energies of the different structures is given
Table 6 Results of the DFT calculations performed to analyse the JT effect of cobaltocene;
energies (LDA) are given in eV; the JT parameters EJT and  are given in cm1 and RJT in
(amu)1=2A˚
Occupation State Geometry Energy
e0:5e0:5 2E D5h 142:28971
a02b
0
1
2A2 D5h 142:26105
b11a
0
2
2B1 D5h 142:26113
a12b
0
1
2A2 C2v 142:36200
b11a
0
2
2B1 C2v 142:36199
EJT
2A2 814:2
EJT
2B1 813:5
 0:7
RJT
2A2 0:35
RJT
2B1 0:35
then the precision of the calculations. As expected, based on group theoretical
considerations, Sect. 2, there is no warping of the potential energy surface.
Cobaltocene is an another example of the multimode JT system. There are six
pairs of e02 vibrations which are ﬁrst order JT active, four a01 and six pairs of e01
vibrations which are second order JT active. They become all totally symmetric in
C2v symmetry (one component of each pair in the case of the degenerate vibrations).
Thus in C2v symmetry we have 16 totally symmetric vibrations. As already pointed
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Table 7 Analysis of the JT multimode problem in cobaltocene by LS totally symmetric normal
modes in harmonic approximation. Frequencies of normal modes are in cm1 as obtained from
ADF [1, 40, 76] calculations; contribution of the normal mode Qk to the RJT is given by wk (linear
coefﬁcients in (22)); ck linear coefﬁcients (wk) normalized to 1; Ek energy contribution of Qk
to the EJT calculated in harmonic approximation, (23) in cm1 ; Fk force along Qk at HS point,
calculated in harmonic approximation, (24) in 103N; EJT.DFT/, in cm1, from multideterminental
DFT [86]
Qk Qk in C2v Assignment HS-irrep wk ck Ek Fk EJT.DFT/
1 153 skeletal bending e01 0:0035 0.0003 0:02 0:1
2 292 ring–metal stretch a01 0:0172 0.0080 1:95 1:6
3 405 ring tilt e01 0:0097 0.0025 0:03 4:2
4 587 out-of-plane ring deformation e02 0:1550 0.6495 475:49 48:2
5 762 C-H wagging a01 0:0147 0.0058 2:11 2:0
6 825 C-H wagging e01 0:0181 0.0082 4:12 3:8
7 830 in-plane ring distortion e02 0:0621 0.1044 118:86 32:4
8 869 C-H wagging e02 0:0657 0.1166 66:22 17:4
9 976 C-H bending e01 0:0084 0.0019 1:44 3:1
10 1031 in-plane C–H bending e02 0:0547 0.0809 55:77 15:5
11 1126 ring breathing mode a01 0:0002 0.0000 0:00 0:3
(C-C stretch)
12 1367 C-C stretch e02 0:0209 0.0118 47:86 35:9
13 1397 C-C stretch e01 0:0185 0.0093 34:15 30:0
14 3136 C-H stretch e02 0:0017 0.0001 0:46 3:5
15 3148 C-H stretch e01 0:0009 0.0000 0:13 1:9
16 3166 C-H stretch a01 0:0002 0.0000 0:00 0:4
EJT 808:6 814.2
out in order to analyse JT distortion in terms of the contribution of different normal
coordinates, we express the distortion as a linear combination of all totally symmet-
ric normal modes in the low symmetry (C2v) minimum energy conformation. The
result is given in Table 7. Assignment of the vibrations is given according to the
normal coordinate analysis of the ferrocene and ruthenocene [2, 13, 20, 68].
The main contribution to the JT distortion arises from the four e02 type vibra-
tions (labelled as 4, 7, 8 and 10 in Table 7). They contribute to about 95% of the
total JT distortion vector. The four vibrations are: the out-of-plane ring distortion, 4,
the in-plane ring distortion, 7, the C-H wagging (the out-of-plane C-H bending), 8,
and in-plane C-H bending, 10. These vibrations are illustrated in Fig. 8, using the
vibrational energy distribution representation [44]. The analysis shows, that the
contribution of low energy skeletal vibrations (1 to 3) and the high energy vibra-
tions (C-H stretch 14 to 16) is almost negligible. The JT important e02 vibrations,
and hence the JT distortion, is predominantly located in the ﬁve–member rings. The
main contribution is the out-of-plane deformation of cyclopentadienyl ring (vibra-
tion 4). This is expected because this normal coordinate minimizes antibonding
interactions between the cyclopentadienyl ring orbitals and the single occupied
metal d orbital. The symmetry of the electronic ground state in HS point directs
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Fig. 8a vibration 4 (out-of-plane ring defor-
mation)
Fig. 8b vibration 7 (in-plane ring distortion)
Fig. 8c vibration 8 (C-H wagging) Fig. 8d vibration 10 (in-plane C-H bending)
Fig. 8 Vibrational energy distribution representation of the four most important a1 vibrations
in C2v symmetry of cobaltocene, corresponding to the four e02 vibrations in D5h symmetry. The
different colours indicate the direction of the displacement vector; the volume of the spheres is
proportional to the contribution made by the individual nuclei to the energy of the vibrational
mode
the distortion in a way of perturbing the aromaticity of the two rings. The multi-
mode analysis gives a direct insight into microscopic origin of the distortion and
into counterplay between the energy gain due to the JT effect and energy loss due
to the out-of-plane distortion of the ligands.
e01 vibrations, that are JT active in second order only are almost not contributing,
except the C-C stretch, vibration 13. The situation is different when comparing to
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the C5H:5, 4.2. This is due to the fact that in cobaltocene e02 and e01 vibrations are
of different type, e02 are located in the ligands, while e01 are mainly skeletal defor-
mations. In C5H:5 they are of the same kind, thus inﬂuencing bonding in a analo-
gous way.
EJT calculated from the LS normal coordinate analysis is in the excellent agree-
ment with previously calculated one using multideterminental approach. In C5H:5
both the JT electronic deformation and nuclear displacements are localized in the
rings, while in CoCp2 the ﬁrst is localized on the central metal ion and the latter
on the Cp rings. In C5H:5 contributions originating from the second order JT active
vibrations, e01, are consequently not negligible.
The mixing of the totally symmetric vibrations in lower symmetry is expected to
increase with increasing deviation from the high symmetry geometry. It is interest-
ing to see how the composition of the distortion vector changes along the minimal
energy path. The later is deﬁned as the steepest descent path [37, 38], down from
the JT, HS, cusp to the local energy minimum, LS. The former is easily calculated
using the Intrinsic Reaction Coordinate (IRC) algorithm as implemented by Deng
and Ziegler [29, 30] in the ADF program package [1, 40, 76]. There is a complete
analogy between the JT distortion and chemical reaction paths, thus it is possible to
use the same algorithms previously developed for the analysis of reaction paths. The
JT distortion path is totally symmetric reaction path in the LS potential energy sur-
face, connecting HS, JT cusp, and LS energy minimum. The high symmetry point
has a nonzero gradient, thus, the ﬁrst step is computed in direction of the steepest
descent and not in the direction of a negative Hessian eigenvector as usually in IRC
calculations starting from the transition states. The path is than computed by taking
steps of adequate size and by optimizing all atomic coordinates orthogonal to it.
During the calculation C2v symmetry is conserved, and it is taken into account that
one electronic state corresponds to the forward path, and the other to the backward
path. IRC calculations for the eclipsed conformation of the rings are summarized
in Fig. 9 together with the direct path. It can be seen that these two ways are not
signiﬁcantly different. Changes of the contributions of the four dominant vibrations
along the IRC path are represented in Fig. 10.
The signiﬁcance of different normal coordinates is not the same at the beginning
step and at the minimum. Figure 10 shows that the composition of the distortion
vector changes along the minimal energy path. In the beginning, the contribution of
in-plane C-H bending, 10, is also important, but as the distortion deviates from the
high symmetry point its contribution decreases. The opposite is true for the lowest
energy e02 vibration 4, the out-of-plane ring deformation, which is indeed the most
important one. The contribution of C-H wagging is also becoming more important.
On the ﬁrst sight, it might be surprising, that the softest of the four modes makes
the largest contribution. This indicates that the distortion along the corresponding
normal coordinate is larger than for any other one. One can see that the ﬁrst point
along the IRC path is already giving 2=3 of the JT stabilisation. Thus, although IRC
calculation gives the information that different contributions change along the reac-
tion path, the information from the ﬁrst, inﬁnitesimally small, step is missing. This
is due to the fact that IRC algorithm is implemented to locate the minima, reactants
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–200
A2 B1
–400
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–1.0 –0.5 0.0
R/RJT
0.5 1.0
ΔE
 (c
m–
1 )
Direct path
Fig. 9 IRC calculation (ﬁlled squares) and direct path (open circles) from the high symmetry
cusp, in C2v symmetry (eclipsed conformation of the rings); forward direction correspond to the
2B1 electronic state and backward direction to the 2A2 electronic state; energies are given in cm1
relative to the HS point
Fig. 10 Changes in the composition of the distortion vector – contribution of the four most impor-
tant vibrations to the RJT, given as ck (linear coefﬁcients in (22) normalized to 1) along the minimal
energy (IRC) path
and products, in the fastest way, and due to the fact that in chemical reactions there
is bond formation and bond breaking, thus the distortions are much bigger than in
the JT cases. This information is obtained from the calculation of the forces at the
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HS point as done by our multimode analysis, Table 7. Vibration 4 is clearly dom-
inating one, while forces along harder vibrations 7, 8 and 10 are smaller and of
comparable size. This can be also seen from the values ck, Ek and IRC calculations.
The importance of the vibration 12 (also corresponding to the e02 irrep in HS) and 13
(corresponding to the e01 irrep in HS) is small but still contributing to the distortion.
They contribute each around 1% to the distortion, and each around 5% to the EJT,
but with not negligible forces at HS point.
5 Analysis of the Multimode JT Effect at the Stationary
Point of Low Symmetry
As shown in the Sect. 2, the JT theorem predicts a spontaneous distortion of the high
symmetry conﬁguration. Group theory allows ﬁnding the irreducible representation
of the non-totally symmetric vibrations in the HS conformation, which are JT active
and remove the degeneracy and lead to a stabilization of the system by lowering the
symmetry. The irreducible representations of the active modes, vibHS are given by
the direct product electHS ˝ electHS  A1 C vibHS in GHS. GLS, the point group of the
minimum energy conformation is deﬁned by the requirement that the irreps of the
active modes become totally symmetric upon descent in symmetry and application
of the epikernal principle [23, 24, 46].
JT distortion, RJT represents a displacement of the nuclei from the HS conforma-
tion to the LS energy minimum on the 3N 6 dimensional potential energy surface.
The minimum is localized by energy minimization constraining the structure to
GLS, using well developed algorithms as implemented in standard computational
chemistry program packages. The difference between the HS cusp and the LS
conformation of minimal energy deﬁnes the RJT. The path from the cusp to the
minimum conformation is a reaction coordinate. This has been often overlooked.
Therefore, the symmetry rules developed by Bader [9–11] and Pearson [64, 65]
can be applied. The JT distortion is deﬁned by the symmetry of the electronic
states, as pointed out above and represents a totally symmetric reaction coordi-
nate in GLS. Any displacement on the potential energy surface, also RJT, has to be
totally symmetric and consequently a superposition of the totally symmetric normal
coordinates. The number of the later is Na1 , in general smaller than 3N  6.
Within the harmonic approximation, 3N  6 dimensional potential energy sur-
face has a simple mathematical form. Because the displacement of the nuclei must
be totally symmetric in the GLS, the potential energy surface is deﬁned as a super-
position of Na1  3N  6 totally symmetric orthogonal oscillators in LS. In other
words the JT distortion is given as a linear combination of displacements along all
totally symmetric normal modes in the LS minimum energy conformation. Using
this approach it is possible to estimate the contribution of the different normalmodes
to the RJT in a complex system. Na1 is in general larger than the number of JT
active, JT, vibrations, which spans vibHS . Because they are of the same symmetry
they contribute all to the JT distortion. Especially the a1 modes in GHS mix into
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the JT vibrations, because they never change upon descent in symmetry and they
are always present in the direct product electHS ˝ electHS . An example is the E ˝ e
problem in Td point group discussed for VCl4 in Sect. 4.1. In this case only one
component of the angle deformation of e symmetry is JT active. It changes to a1
in D2d . In the lower symmetry it might mix with the a1 stretch vibration which
is not JT active in Td . In many situations other irreps, which are not JT active in
HS become totally symmetric upon descent in symmetry, and therefore contribute
also to the JT distortion. This is found in the case of the JT D5h ! C2v distortion 5
already discussed for C5H:5 radical and CoCp2, Sects. 4.2 and 4.3. The normal coor-
dinates that are basis of the e02, e01 and a01 irreducible representations in D5h become
a1 in C2v. e02s are JT active in ﬁrst order, while e01 are active in second order.
The choice of the LS geometry as the reference point is in contrast to the usual
treatment of the JT effect. This point corresponds to a energy minimum and has
the property that the Hessian of the energy is positive semi-deﬁnite 6 and thus can
be used to obtain the harmonic vibrational modes without any complications. As
already pointed, the totally symmetric subset of vibrations is used to represent
potential energy surface of the JT distortion in a harmonic approximation. The
HS point in contrary is a cusp on the potential energy surface, the gradients—
ﬁrst derivatives of energy over nuclear displacements, are discontinuous and not
zero, hence this point is inappropriate for a normal coordinate analysis. Conven-
tional quantum chemistry program packages do not allow to use other points than
stationary ones as a reference point in the frequency calculations. Thus, frequency
calculations in the HS point will need the implementation of special algorithms into
the conventional quantum chemistry packages, e.g. ADF. Of course one can use the
results of the normal coordinate analysis of a similar JT–nonactive molecule (e.g.
with one electron more or less), but this is an unnecessary approximation. Such a
calculation, however, yields no gradients along the JT active modes, which are the
essential ingredient of the JT distortions, the force, which drives the molecule out
of the high symmetry conformation. In the HS point a1 and JT normal coordinates
do not interact, which is not the case in the LS point, as they are then all of the
same symmetry. This allows us to obtain different contribution from the simple lin-
ear equation, (29). Furthermore, it is always possible to correlate normal modes of
LS to HS ones, thus having connection to the usual treatment based on perturbation
theory in HS.
Based on this consideration it is straight forward to analyse the multimode prob-
lem using generalized displacement coordinates, qk (k D 1 : : : 3N ), around the low
symmetry (LS) energy minimum as a origin (qLSk D 0; k D 1 : : : 3N ):
q1 D pm1x1; q2 D pm1y1; : : : ; q3N D pmNzN (25)
5 This can be applied of course also for the D5d and D5 point groups.
6 The square matrix of second-order partial derivatives of a potential energy over the nuclear
displacements, Hessian, H, is positive semi-deﬁnite if QTHQ  0 for any arbitrary vector Q.
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xn, yn, zn are Cartesian displacements from the origin, and mn are masses
of atoms. Every point X in our conformational space can be represented using this
generalized coordinates relative to the origin, by a 3N dimensional vector RX:
RX D
2
66666666664
qX1
qX2
qX3
:::
qX3N2
qX3N1
qX3N
3
77777777775
D
2
66666666664
p
m1 p
m1 p
m1
0
::: 0p
mN p
mN p
mN
3
77777777775
2
66666666664
x1
y1
z1
:::
xN
yN
zN
3
77777777775
(26)
RX D M1=2rX (27)
The HS point is given by the vector RHS:
RHS D
2
64
qHS1
:::
qHS3N
3
75 (28)
Consider qHS1; qHS2; : : : ; qHS3N . This is equivalent to say that the JT distortion
is equal to RHS, RJT D RHS, with elements qHSk.
As the result of the DFT frequency calculations in LS, we have Na1 totally sym-
metric normal coordinates Qk (k D 1 : : : Na1), which are the eigenvectors of the
Hessian. The corresponding eigenvalues are k D .2k/2, k is a frequency of a
normal mode which is connected to the wave numbers, Qk, that are usually used, by
a simple relation k D Qkc, where c is the speed of light. The normal modes are
displacement vectors in generalized displacement coordinates, i.e.:
Qk D
2
64
qk1
:::
qk3N
3
75 (29)
Within the harmonic approximation it is possible to express the JT distortion in
terms of LS totally symmetric normal coordinates:
RJT D
Na1X
kD1
wHSkQk (30)
In matrix form this yields:
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RJT D
2
664
qHS1
:
:
:
qHS3N
3
775 D
2
664
q11 : : : qNa1 1
:
:
:
q13N : : : qNa1 3N
3
775
2
664
wHS1
:
:
:
wHSNa1
3
775 D hQ1;Q2; : : : ;QNa1 i
2
664
wHS1
:
:
:
wHSNa1
3
775
(31)
RJT D QwHS (32)
This linear problem can be easily solved to get weighting factors wHSk. They
represent the contribution of the displacements along the different totally symmetric
normal coordinates to the RJT.
wHS D .QTQ/1QT RJT (33)
The weighting can be normalized to 1, which is more informative as ck are giving
the information of the percentage contribution of each normal mode to the RJT:
ck D w
2
k
w21 C w22 C : : : C w2Na1
(34)
The same treatment is possible for any point RX on the potential energy surface:
RX D QwX (35)
Alternatively to the method described in Sect. 2, in this harmonic model, EJT is
expressed as the sum of the energy contributions of the totally symmetric normal
modes.
EJT D
Na1X
kD1
Ek D 1
2
Na1X
kD1
w2HSkQ2kk (36)
Thus each normal mode contributes the energy Ek to the JT stabilisation.
Ek D 22w2HSk2k jQkj2 (37)
Similarly one can get the potential gradient along each normal coordinate at any
point RX, which is the force, FXk, which drives the nuclei along each coordinate
to the minimum. FXk is deﬁned as derivative of energy over Cartesian coordinates
which yields (38).
FXk D wXkkM1=2Qk (38)
In the HS point this will lead information which normal mode has the steepest
descent indicating the main driving force for the JT distortion from the HS to the
LS. The total distortion force at a given point is given as the sum of the individual
forces, which allows determination of the minimal energy distortion path.
FX D
X
k
FXk (39)
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As a conclusion, the simple analytical form of the potential energy surface allows
to calculate the minimal energy path, step by step from HS to the LS energy mini-
mum. It is obvious that along the path the contributions of the different modes will
change. At HS only JT active modes contribute. After the ﬁrst step the symme-
try is lowered and the other modes as mentioned will mix in. This allows getting
very detailed picture on the interaction between the deformation of the electron
distribution and the displacements of the nuclei.
It must be mentioned that the 3N  6 normal coordinates in LS are not identical
with the normal coordinates in HS. The correlation between the two systems is
however straight forward. There is a unitary transformation between the normal
coordinates of HS and LS points:
h
Q1HS;Q2HS; : : : ;QNa1HS
i
D
h
Q1;Q2; : : : ;QNA1
i264
r11 : : : r1Na1
:::
:::
r3N1 : : : r3NNa1
3
75 (40)
The visual inspection can be used for small molecules, but for larger molecules
this is impossible. Alternatively, it is possible to use the method developed by
Hug [44], for the comparison of nuclear motions of structurally similar fragments
of molecules. We applied it for the correlation of the normal modes of the same
molecule in different conformations belonging to different point groups. Using the
idea of similarity of the two normal coordinates it is possible to correlate the HS
and LS normal coordinates quantitatively. Furthermore it allows using as a refer-
ence molecule (HS) a similar molecule which is not JT active, e.g. cyclopentadienyl
anion or ferrocene, thus bypassing difﬁculties in obtaining the normal coordinates
of the HS cusp. Hug’s program allows pictorial representation of the unitary trans-
formation matrix as shown in Fig. 11 for C5H:5, or in matrix form with numerical
values of the similarities, as shown in Table 8 for CoCp2. Identical modes have the
value of 1, while orthogonal value 0. In schematic representation a circle with a
diameter equal to the square which contains it means a value of 1.
6 Conclusions and Perspectives
In this paper a new DFT based method for the qualitative and quantitative analysis
of the adiabatic potential energy surfaces of JT active molecules is presented. It is
shown howDFT can be successfully applied for the calculation of the JT parameters,
and thus be a useful tool in understanding the JT effect and related phenomena. The
performance of the model has been evaluated for tetrachlorovanadium(IV) (VCl4),
an example of ideal, single mode problem; cyclopentadienyl radical (C5H:5) and
bis(cyclopentadienyl)cobalt(II) (cobaltocene, CoCp2) as examples of the multimode
problems. The JT parameters obtained using DFT are in excellent agreement with
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Fig. 11 Representation of
the similarities of the
vibrations in cyclopentadienyl
anion (rows), D5h, and radical
(columns), C2v; A circle with
a diameter equal to the square
which contains it means a
value of 1; vibrations are
ordered by increasing energy
C2v
D
5h
e2′
e2′
e2′
a1′
a1′
e2′
e1′
e1′
e1′
a1 a1 a1 a1 a1 a1 a1 a1 a1
experiment. In addition the importance of the analysis of the multimode JT effect is
shown.
JT effect is controlled by the molecular symmetry. Displacements of the nuclei
from the JT unstable HS conﬁguration to the LS minimum on the potential energy
surface is a totally symmetric reaction coordinate in the GLS point group. This
aspect was often neglected so far. This analogy allows application of the fundamen-
tal symmetry rule for reaction coordinates, that it belongs to the totally symmetric
irreducible representation of the LS point group of the molecule. Thus, within the
harmonic approximation, the distortion can be analysed as the linear combination
of totally symmetric normal modes of the LS minimum. This model allows quanti-
fying the contribution of all possible normal modes, their energy contribution to the
EJT, the forces at the HS cusp and the detailed distortion path.
There is a sophisticated counterplay between the electronic distortion due to the
JT effect, mainly localized on the central metal ion, and the distortion of the ligand
conformation in metal complexes. This can lead to a surprising result, e.g. that in
C5H:5 the JT distortion does not break the planarity in contrast to the situation in
CoCp2. In C5H:5 the ring accepts an en–allyl conformation, whereas in the complex
we ﬁnd a non planar dien conformation. Similar cases are expected in various JT
active chelate complexes. Using our method for the multimode analysis presented
in this paper, one can get direct insight into the interaction between electronic
structure and the nuclear movements. This is of great signiﬁcance in various ﬁelds,
not only in the larger JT systems, but also in the systems like spin–crossover
compounds, mixed valence compounds, photochemical reactions etc.
7 Computational Details
The DFT calculations reported in this work have been carried out using the Ams-
terdam Density Functional program package, ADF2007.01 [1, 40, 76]. The local
density approximation (LDA) characterized by the Vosko- Willk-Nusair (VWN)
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[78] parametrization have been used for the geometry optimizations. Triple zeta
(TZP) Slater-type orbital (STO) basis set have been used for all atoms. All cal-
culations were spin-unrestricted with strict criteria for convergence: energy 104
Hartrees; gradients 104 Hartree/A˚; changes in Cartesian coordinates 104 A˚; and
for numerical integration ten signiﬁcant digits are used. Analytical harmonic fre-
quencies were calculated [19, 46], and were analysed with the aid of PyVib2 1.1
[35]. Vibrations are illustrated using the vibrational energy distribution representa-
tion [44]. The different colours indicate the direction of the displacement vector,
while the volumes of the spheres are proportional to the contribution made by the
individual nuclei to the energy of the vibrational mode. The Intrinsic Reaction Coor-
dinate method [37, 38] as implemented in ADF has been used [29, 30]. The initial
direction of the path is chosen by computing the gradient at the high symmetry
conﬁguration. Matlab scripts for the calculation of the coupling coefﬁcients for
any point group (Wigner-Eckart theorem) and for the calculation of the weighting
factors, wXk in (35) , can be obtained from authors upon request.
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