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I. INTRODUCTION

C
ONSIDER the design of an -sensor distributed detection scheme, which is to decide between a simple signalpresent alternative hypothesis and a simple null hypothesis . Each sensor has an associated processor which makes a decision based only on the observations obtained from the sensor. The sensor processors transmit their decisions to a single central fusion center where an overall decision is made. A particular value of the random vector is observed at the th sensor, , where consists of a set of real scalar observations. We consider the case where the may not be independent. The final binary decision in our distributed detection scheme is denoted by the random variable , with a particular realization of denoted by and where corresponds to a decision for and corresponds to a decision for . is the random variable which describes the decision made at the th sensor. A particular value for is denoted by which may take on only the values or (binary sensor decisions). We let denote the probability that we decide for for a given set of sensor decisions . We let denote the probability we decide for for a given observation . A complete set of sensor rules and fusion rule are described by . Let us focus on the Neyman-Pearson criterion. Specifically, denote the problem of interest as NP which is defined as finding The authors are with the Electrical Engineering and Computer Science Department, Lehigh University, Bethlehem, PA 18015 USA (e-mail: rblum@ eecs.lehigh.edu).
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a that satisfies NP:
subject to the constraint where is the probability of detection obtained when is used, is the probability of false alarm obtained when is used, and . Specifying the forms of NP optimum-distributed detection schemes can be extremely difficult [1] , especially for cases with dependent observations from sensor to sensor where the optimum sensor test statistics are not generally likelihood ratios. In Section II, we provide theorems giving conditions on the optimum sensor detectors for a parallel distributed sensor topology. A discussion in Section III clarifies some misconceptions that have appeared in the literature. Examples illustrating the use of the theory from Section II are provided in Section IV. Also, a general procedure for finding the Neyman-Pearson optimum distributed sensor detectors for cases with statistically dependent observations is described in Section IV. This is the first valid procedure we have seen for this case. Extensions to general topologies using multiple-bit sensor decisions without feedback are considered in Section V. Conclusions are given in Section VI.
II. OPTIMUM SENSOR TESTS
Let us assume the , each have probability density functions (pdfs) , . Define (2.1) for and where stands for a specific value of the random vector of sensor decisions excluding the th so that and describes the fusion rule . The sum in (2.1) is over all values of (for example, if and , then and the sum is over ). Note that the conditional probability is defined as a limit as the conditioning event shrinks to a point.
Using these definitions, we present Theorem 2.1 which gives a set of necessary conditions for an optimum sensor rule given the fusion rule and other sensor rules are fixed.
Theorem 2.1: Given a fusion rule and a set of sensor processor rules at all but the th sensor and a statistical description for under and such that 1) is an -dimensional random vector with a pdf with no point masses of probability under either hypothesis ; 2)
is a continuous scalar random variable with a pdf with no point masses of probability under either hypothesis. Then
will satisfy NP for the given fusion rule and the given set of sensor processor rules provided there exists some rule that will provide the required overall false-alarm probability for the given fusion rule and the given set of sensor processor rules. The event which occurs with zero probability, can be assigned or . 2) Any rule that satisfies NP for the given fusion rule and the given set of sensor processor rules must be of this form except possibly on a set having zero probability under and .
Theorem 2.1 was essentially proven as [2, Theorem 1] . Here, however, we omit the third assumption made in [2, Theorem 1]. It turns out that the second assumption can be used instead of it whenever the third assumption was used in the proof in [2] . Theorem 2.1 gives the best form of any sensor detector, given all the other sensors and the fusion rule are fixed. Thus it gives conditions for person-by-person optimality. No better rule can be found by changing one sensor at a time. However, if two sensors are changed at the same time, it is possible that performance can be improved. Next, we will show that by considering changes in two sensors at the same time we can put further restrictions on the conditions produced by Theorem 2.1 such that will produce an optimum solution. First we demonstrate that only need be considered in the following lemma.
Lemma 2.1: Given a set of sensor rules and a fusion rule with the th sensor using (2.2) with , equivalent or better performance, in terms of and , can be achieved with a .
Proof: Consider a sensor processor rule given by (2.2) with . Let denote the detection probability and the false-alarm probability obtained when using this rule along with the fusion rule and other processor rules. Next, we will show that we can use another rule from (2.2) with replacing which achieves better performance. First note that it has been shown in [2, eqs. (6) - (9)] that, down to a constant, the probability of detection can be computed by integrating over the set . Since the constant will cancel in any computation of a change in probability of detection we find In the sequel, we consider only .
Theorem 2.2:
Under the same assumptions in Theorem 2.1 and if the pdf of under , , is greater than zero for ( assumed from Lemma 2.1), the best performance can only be obtained with a set of sensor rules described in Theorem 2.1 with . Thus, under these conditions only a set of sensor processor rules of the form if if (2.5) will satisfy NP for the given fusion rule. The event , which occurs with zero probability, can be assigned or . In nonsingular detection cases with the pdf of under equaling zero for some positive there can be other solutions which appear to be different which are also optimum.
Proof: First assume that the pdf of under is greater than zero for positive , , Then, we only need to show that for a fixed fusion rule, the set of sensor processor rules cannot be optimum if any two of them, and , take different parameters and . We prove this by contradiction.
Let denote the decision region of sensor , thus if . Further, let denote the distributed decision scheme which results from using the sensor decision regions . Let denote a set of rules for which and , take different parameters and . A set of rules which is better than in the NP sense could be found by using the following steps. We assume , as the proof for the opposite case is in fact the same. Define and First, we change the parameter of the decision rule of sensor by a small amount, i.e., , , thus, the decision region of sensor will be , where Consequently, with is given by (see [2, eqs. (6)- (9) This means that the rules defined by achieve a larger detection probability while maintaining the same level of false alarm. This contradicts the assumption that a scheme without can be optimum. If is taken to be at while are taken to be finite, then a similar argument to that made above shows that performance can be improved by choosing a finite . Now suppose that the pdf of under is zero for some positive and . We do not consider cases where only one of these pdfs, either under or , is zero but the other is not since this describes a singular detection problem. If is in any interval where the pdf of under is zero, then we can clearly move to any point in this interval without any change in performance. Of course, such changes are not really of any significance and if these changes are ignored the above results still hold. Except, of course, this possibility introduces cases without which can produce exactly the same performance, instead of being strictly better. Note that this possibility is incorporated in the wording of the theorem.
III. DISCUSSION
Necessary conditions for the optimum sensor detectors for NP have been studied in a few earlier papers (see, for example, [3] , [4] which were the first). However, the derivations provided in these papers have been questioned [1] , [5] , [16] . 1 Our derivations do not leave any questions. We clearly show our conditions which allow are necessary to solve NP. Then we show that constraining is necessary if the pdfs of the sensor test statistics have support over the whole real line and in other cases it will not sacrifice optimality (we ignore singular detection cases).
In [1] , the author demonstrates that attempting to solve NP in a distributed case by maximizing without constraints, which was the approach taken in [3] , [4] , is not generally correct. In particular, he demonstrates that this procedure will fail if the overall receiver operating curve (ROC) is not concave. This is significant since it is not true (even for cases with a fixed fusion rule and no point masses in the sensor test distributions) that the overall ROC must be concave. In fact, a counter example is given for the case of a fixed fusion rule in [6] for a case with point masses in the sensor test distributions. In Section IV of this paper, we present a counterexample for a case with a fixedfusion rule and no point masses in the sensor test distribution. This is the first example of this type we have seen. Clearly, the ROC can be nonconcave if the fusion rule is not fixed. For an example see [7] . Note that our proof of Theorems 2.1 and 2.2 did not rely on the overall ROC being concave since we did not attempt to maximize . We note that it seems impossible to determine if the ROC is concave without having the optimum solutions.
Interestingly enough, even though we did not attempt to maximize , the conditions we provide through Theorems 2.1 and 2.2 in this paper are similar in form to part 2 of the necessary conditions produced in [3] , [4] . Since the formulation used in [3] , [4] says that the normal vectors to the tangent planes of the and surfaces must point in the same direction at the extremum (see the proof in [8] ). Theorem 3.1 does not generally imply will be at an unconstrained extremum of . In fact, a few counter examples are presented in [9] which show this is not generally the case. However, the conditions would also be obtained as necessary conditions to find extrema of without constraints for the correct , the Lagrange multiplier. So, in fact, the correct form of the necessary conditions are obtained using a possibly inappropriate procedure (attempting to find extrema of without constraints instead of using Theorem 3.1).
Our situation is similar in one important way. Our correct conditions are produced by combining Theorems 2.1 and 2.2, not by attempting to maximize . However, these conditions look similar to part of those which have been obtained as necessary conditions for maximizing , just by coincidence. Attempting to maximize is generally not the correct way to solve NP, and one can find cases where this will give wrong answers. We present one such example at the end of Section IV. In that example, the overall ROC is not concave.
In the preceding discussion we bring out some ways in which our correct conditions produced in Theorems 2.1 and 2.2, are different from the necessary conditions for maximizing from [3] , [4] . To make sure these were noted, we repeat them here. First, our conditions do not include an equation requiring to be the threshold of the fixed fusion rule, unlike those in [3] , [4] . Second, we describe when our results give either necessary or sufficient conditions to solve NP. Absolutely no such description is given in [3] , [4] . Further, our theorems provide 2 Unlike [3] , [4] , we do not have an equation requiring to be the threshold of the fixed-fusion rule in our theorems and we give conditions under which our theorems provide necessary and sufficient conditions. No conditions are given in [3] , [4] . regularity conditions needed for them to be true. There are absolutely no regularity conditions stated in [3] , [4] , even though some are clearly needed. As a very simple example, we require be a continuous random variable. If this is the case, it is clear that randomization at the sensor rules cannot improve performance, but if this is not the case, then randomization at the sensor rules might be needed for optimum performance [1] , [15] . Another difference is that our theorems imply how to use our results. For example, there can be several different which satisfy our conditions for a given false-alarm probability. If this is the case, then all solutions, with all the valid , must be tested to find an optimum solution. It is not clear that this is the case in [3] , [4] . For our approach, these ideas are illustrated in Section IV, where we demonstrate the first valid algorithm we have seen for finding NP optimum solutions for distributed detection cases with dependent observations. The discussions in [1] , [5] , [16] led to a number of publications which stated that they produced counterexamples in which conditions similar to those produced by the combination of Theorems 2.1 and 2.2 do not work (in particular, we mean the conditions from [3] , [4] ). Since these conditions were originally produced using an incorrect methodology, we understand the motivation of these authors. However, in checking these counterexamples, we found the results in Theorems 2.1 and 2.2 did work. Next we describe our findings in more detail.
First, consider a three-sensor scheme for detecting a Rayleigh fading signal in Gaussian noise for the case where the observations are independent from sensor to sensor [5] , [16] . In this case, likelihood ratio tests are optimum at the sensors. Thus, performance is determined by the performance of the individual sensors and the fusion rule. A detailed derivation of the performance of the individual sensors is provided in [10] . We summarize only the main results needed. Let be the common signal-to-noise ratio of each sensor, be the false-alarm probability and detection probability at sensor , and be the threshold at sensor to which the likelihood ratio should be compared. From [10] if if (3. 19)
The reason that for any is that the sensor likelihood ratio (see [10, p. 203 , eq. (7-32)]) is times a real exponential function with a positive argument so that the likelihood ratio must be or larger. Further, it is shown in [10] that if . Now assume a fusion rule . The authors of [5] , [16] first perform a direct optimization for this problem. The key finding is that the optimum solution must use . Then they attempt to use the necessary conditions on the sensor rules from [3] , [4] and from the fusion rule we find where is the false-alarm probability. From (3.22), we see that , and thus , which agrees with the results given in the direct optimization.
We note, however, that as long as , optimum performance will be obtained. This is true even if the second equation in (3.22) is not satisfied. Thus, this example shows that the conditions in Theorems 2.1 and 2.2 are not always necessary conditions, as stated in [3] , [4] . This example shows that, exactly as we state in Theorems 2.1 and 2.2, we can obtain an optimum solution using Theorems 2.1 and 2.2, but in cases where the pdf of under is zero for some positive there can be other solutions which appear to be different which are also optimum. Finally, we note that a similar example is discussed in [11] which appears to be based on this example from [5] , [16] .
IV. ILLUSTRATION OF THE USE OF THEOREMS 2.1 AND 2.2 By using Theorems 2.1 and 2.2, we can employ a GaussSeidel type iterative algorithm to solve a wide range of optimum distributed detection problems under the Neyman-Pearson criterion. Our approach employs the technique used in fixed-fusion rule Bayesian optimization of distributed detection schemes [12] - [14] with a slight twist. The twist is to find the best and then to apply the Gauss-Seidel procedures given in [12] - [14] .
For a specific , we randomly initialize all the sensor rules. The fusion rule is initialized and fixed in the whole procedure. Then we will use (2.5) to calculate the th rule and update it, 
for
. We repeat this procedure until all the sensor rules converge.
In general, we must do this for all that give the required false-alarm probability and choose the solution that gives best performance. While this is a very tedious procedure, frequently, there is only one single solution for a given value of . If this is the case, then it is easy to show that the false-alarm probability is monotonic with respect to . If it is possible to prove there is only one single solution for a given value of beforehand (frequently difficult), then instead of searching all , we can greatly simplify the procedure by using Newton's algorithm in conjunction with (2.5).
Next we illustrate these ideas with some examples. As a first example, consider a two-sensor problem with a binary hypotheses where denotes a bivariate Gaussian distribution with Var Fig. 3 Optimum thresholds of sensor observations versus P for the same case as that considered in Fig. 1 . 
and
. Assume the fixed fusion rule is the AND rule and consider the case of and . In this case, the iterative algorithm produces the overall ROC shown in Fig. 1 which is concave. Also, in this case the false alarm probability is monotonic with respect to the value of as shown in Fig. 2 . The optimum thresholds on the sensor observations are shown in Fig. 3 . We see that the optimum sensor decision regions are always single semi-infinite intervals in this case, which tallies with the results from [13] as expected. We have considered similar cases with and our approach produced an optimum solution matching results of a direct optimization for every case we tried. For example, Fig. 4 shows the optimum sensor observation thresholds for the case where . We note that for a given value of , several different converged solutions may result from the algorithm with different initializations. For instance, if we use the XOR fusion rule in the example described above with , there are at least six converged solutions for (see Fig. 5 ), most of which do not solve NP. It should be further noted, as illustrated in Fig. 5 , that these converged solutions may correspond to different false-alarm probabilities, and more than one of them may be a proper optimum solution in the NP sense for some, possibly different, constraints. Clearly, if a given value of corresponds to more than one optimum solution, for different values of , then versus is no longer a function, let alone a monotone function. Our next example illustrates such a case. Consider a distributed, two-sensor, binary hypotheses testing problem where a fixed AND fusion rule is employed. Assume the sensor observations are independent, noise only, observations under hypothesis where the noise follows the generalized Gaussian distribution which is defined by (4.23) where (4.24) and is the gamma function. In this example, is and is . Under the signal present hypothesis we assume a constant signal is added to the noise observations (same distribution as under ) at each sensor. It is interesting that in this case, the ROC curve in Fig. 6 is nonconcave, however, our approach for finding optimum sensor detectors still works as indicated by the analysis in Section II. With some manipulation we can see that the ROC is not concave more clearly. The key is to plot versus as in Fig. 7 . Since any linear terms added to do not change its concavity, Fig. 7 clearly illustrates nonconcavity. This example is a case where attempting to solve NP by maximizing is not correct for some . This is as explained in [1] . We summarize the discussion from [1] . Consider the local minimum on the ROC with near . Call this point A. It is clear from Fig. 7 that no exists such that we can subtract the linear term from the curve of such that point A will be at the maximum point of the resulting curve versus . This implies that we cannot find the solution to NP for the false-alarm probability corresponding to point A by trying to maximize . To see this, recall that by definition point A on the ROC must correspond to the optimum solution. We note that these same arguments hold for points on the ROC near point A.
The problem can also be seen in a different way from Fig. 8 . Those solutions in the lower left part of Fig. 8 (the line with less negative slope which is below the other line for smaller in Fig. 8 ) lie on the ROC but it is clear they cannot maximize for any value of . This is due to the fact that there is more than one solution (each with a different false-alarm probability) corresponding to the same value of as illustrated in Fig. 9 . Therefore, with different initialization, the iterative algorithm may converge to different solutions. This is illustrated in Fig. 10 , where we plot the thresholds used on the observations at each sensor versus iteration number. Here we see that the procedure converges to three different answers.
V. EXTENSIONS
Consider a case where an -bit sensor decision is to be made at sensor and where the multiple-bit sensor decisions from all sensors will be sent to the fusion center to generate a final decision. In this case, the results in Theorems 2.1 and 2.2 can be shown to still hold with minor modification. In particular, the th bit of the decision at sensor should be made using the rules from Theorems 2.1 and 2.2 with replaced by (5.25) All of the rules to generate each bit at each sensor should use the same if the pdf of under is greater than zero for all , . If not, then other solutions can also be optimum. The proof is omitted since it is so similar to those for Theorems 2.1 and 2.2. The results from Theorems 2.1 and 2.2 can also be extended for some other topologies besides the parallel topology we have focused on. Generally, consider an -sensor distributed detection tree network without feedback. The interconnection structure is specified by the communication matrix , as motivated in [11] . The elements of this matrix take binary values and indicate the presence or absence of directed communication links between pairs of sensors. is of dimension where is the total number of sensors in a given system (including any sensors at the global decision maker). We define the input sensor set of the th sensor as follows:
for all (5.26) and the input decision tuple is where are elements of . Theorems 2.1 and 2.2 still hold for the case of tree networks with replaced by (binary sensor decision assumed and ) for and (5.27)
where we note that now depends on the sensor decisions passed to it which are as just defined. In (5.27), denotes the complement of and denotes the decisions from all the sensors except the th and those in .
is the joint probability that and that when is true. Further, is a conditional probability. The rest of the quantities in (5.27) are defined similarly. It is straightforward to generalize (5.27) to multiple-bit sensor decision cases using (5.25). The proof that Theorems 2.1 and 2.2 still hold follows closely the proof of Theorems 2.1 and 2.2 so this is omitted. Similar to [2, proof of Theorem 2.1], the key is that the integral of over the decision region is the probability of detection conditioned on plus a constant term. Thus, the quantity in (5.27) will lead to a th sensor decision rule which will maximize the probability of detection for each possible input when the entire network, except for the th sensor, is fixed. It is easy to show that this implies that this th sensor decision rule will also maximize the unconditional probability of detection when the entire network, except for the th sensor, is fixed.
In most cases, only a certain subset of the sensor decisions influence the th sensor decision directly or indirectly, and (5.27) can be rewritten more explicitly regarding the actual interconnection structure which is specified in terms of the communication matrix . Define the dependent matrix whose elements denote whether the decisions at sensor are influenced by decisions from sensor or not. It is easy to see that the dependent matrix can be calculated from the communication matrix . Further, we define the dependent set and the indirectly dependent set at the th sensor as follows:
for all and for all (5.28)
Using this information, (5.27) becomes for and all (5.29) Recall is the overall decision. Thus, with each given topology, we can find the correct form of the function from (5.29). For example, consider the serial topology [11] where all of the sensors are connected in series and each receives direct observations of the common phenomenon. Every sensor but the first one uses the decision transmitted directly from its upstream neighbor in conjunction with its direct observation to make its decision that is sent to the next sensor. For simplicity, consider the binary sensor decision case where the decision of the last sensor is accepted as the overall decision. For the last sensor, sensor , we find This paper has focused on optimum Neyman-Pearson distributed signal detection. We have presented two key theorems which we believe clarify the conditions for NP optimum sensor detectors under a fixed fusion rule. The theorems appear to be similar to some previous results that were obtained using an inappropriate procedure. Our theorems, however, state requirements under which they provide necessary conditions for NP optimum sensor detectors. Such requirements have been lacking in previous research and we demonstrate that these requirements are needed by giving a counterexample where previous results do not provide necessary conditions when these requirements are not met. Our focus here was on cases with binary sensor decisions and for a parallel architecture, but we explain how to extend our results in both of these regards.
