A typical example of the quadratic assignment problem (QAP) is the facility location problem, in which a set of n facilities are to be assigned, at minimum cost, to an equal number of locations. Between each pair of facilities, there is a given amount of flow, contributing a cost equal to the product of the flow and the distance between locations to which the facilities are assigned. Proving optimality of solutions to quadratic assignment problems has been limited to instances of small dimension (n less than or equal to 20), in part because known lower bounds for the QAP are of poor quality. In this paper, we compute lower bounds for a wide range of quadratic assignment problems using a linear programming-based lower bound studied by Drezner (1994) . On the majority of quadratic assignment problems tested, the computed lower bound is the new best known lower bound. In 87 percent of the instances, we produced the best known lower bound. On several instances, including some of dimension n equal to 20, the lower bound is tight. The linear programs, which can be large even for moderate values of n, are solved with an interior point code that uses a preconditioned conjugate gradient algorithm to compute the directions taken at each iteration by the interior point algorithm. Attempts to solve these instances using the CPLEX primal simplex algorithm as well as the CPLEX barrier (primal-dual interior point) method were successful only for the smallest instances.
The quadratic assignment problem (QAP) can be stated as
where Π is the set of all permutations of {1, 2, . . . , n}, A = (a ij ) ∈ R n×n , B = (b ij ) ∈ R n×n . The QAP was proposed by Koopmans and Beckmann (1957) as a mathematical model for a set of indivisible economical activities. A typical example of the QAP is the facility location problem, in which a set of n facilities is to be assigned to an equal number of locations. Between each pair of facilities, there is a given amount of flow, contributing a cost equal to the product of the flow and the distance between the locations to which the facilities are assigned. Applications of the QAP are abundant, and can be found in (Bokhari, 1987; Francis & White, 1974; Hubert, 1987; Krarup & Pruzan, 1978; Li, Pardalos, & Resende, 1994b; McCormick, 1970; Pardalos & Wolkowicz, 1994) . Many classical combinatorial optimization problems, such as the traveling salesman problem and the graph partitioning problem, are special cases of the QAP.
A wide range of heuristics have been applied to find approximate solutions to the QAP (Burkard & Rendl, 1984; Fleurent & Ferland, 1994; Li et al., 1994b; Mawengkang & Murtagh, 9856; Murtagh, Jefferson, & Sornprasit, 1982; Skorin-Kapov, 1990; Taillard, 1991; Thonemann, U.W. and Bölte, A.M., 1994) . Exact solution approaches have been limited to small (n ≤ 20) instances, and are mostly based on branch and bound. This has been frequently attributed to the observation that lower bounds for the QAP tend to deteriorate quickly, as the size of the QAP increases.
Lower bounds can be categorized into three groups. The first includes the Gilmore-Lawler lower bound (Gilmore, 1962; Lawler, 1963; Li, Pardalos, Ramakrishnan, & Resende, 1994a) and related bounds. Eigenvalue-based bounds (Finke, Burkard, & Rendl, 1987; Hadley, Rendl, & Wolkowicz, 1990 , 1992a , 1992b constitute the second category. They have been generally acknowledged to be the best, but also the most expensive to compute. The third group of bounds are mainly based on reformulations of the QAP (Assad & Xu, 1985; Carraresi & Malucelli, 1992; Chakrapani & SkorinKapov, 1994; Christofides & Gerrard, 1981; Frieze & Yadegar, 1983; and are usually computed by solving a series of linear assignment problems. Drezner (1994) studied a lower bound based on the linear programming (LP) relaxation of a well-known integer programming formulation of the QAP. Computational testing was done on three small quadratic assignment problems, showing that on those instances the LP relaxations produced tight bounds. In fact, they also produce an optimal permutation. In this paper, we extend Drezner's experiments to a large set of QAP test problems from QAPLIB (Burkard, Karisch, & Rendl, 1991) , a much-studied suite of problems.
For a QAP of dimension n, the LP-based bound requires the solution of a linear program having 2n 2 (n − 1) + 2n constraints and n 2 (n − 1) 2 /2 + n 2 variables. For even moderate values of n, the resulting linear programs are large, by today's standards. For example, to compute the LP-based bound for a quadratic assignment problem of dimension n = 30, requires the solution of a linear program with 52,260 constraints and 379,350 variables. To solve linear programs of up to this size, we apply an interior point LP code (Karmarkar & Ramakrishnan, 1991) that uses a conjugate gradient algorithm to approximately compute the improving direction at each iteration of the interior point algorithm. Attempts to solve these linear programs with the commercially available CPLEX (CPLEX is a Registered Trademark of CPLEX Optimization, Inc.) primal simplex and CPLEX barrier (primal-dual) interior point algorithms indicate that, except for the smaller instances, these linear programs are beyond the current capabilities of those solvers. CPLEX version 2.1 was used in the experiments reported in this paper.
The paper is organized as follows. In Section 1 we review the LP-based bound. In Section 2, we outline how we compute the bounds, and briefly discuss our attempts at solving the LP relaxations using CPLEX. Computational results are summarized in Section 3 and concluding remarks are made in Section 4.
A Linear Programming Bound for QAP
Define the (0, 1)-variable x ir to be such that x ir = 1 if, and only if, facility i is assigned to location r, and let c rs ij be the cost associated with simultaneously assigning facility i to location r and facility j to location s. The following is a classical integer quadratic programming formulation for the quadratic assignment problem:
subject to:
n r=1
x ir = {0, 1}, i, r = 1, . . . , n.
By defining the (0, 1)-variable y irjs = x ir x js , it follows that, for i, r, s = 1, . . . , n,
and for i, j, r = 1, . . . , n,
Substituting y irjs into (1-4) gives us the following integer programming formulation for the QAP:
n j=1 y irjs = x ir , i, r, s = 1, . . . , n,
x ir = {0, 1}, i, r = 1, . . . , n, (10) y irjs = {0, 1}, i, r, j, s = 1, . . . , n.
Note that for i, j, r, s = 1, . . . , n, we have y irjs = x ir x js = x js x ir = y jsir , implying
Consequently, (12) can be incorporated into the objective function and constraints of the integer program (5-11), reducing substantially the number of variables and constraints. Furthermore, y irjs = 0 if i = j (r = s) or r = s (i = j), and can be thus eliminated from the formulation for those indices. This results in an integer linear program with n 2 (n − 1) 2 /2 + n 2 variables and 2n 2 (n − 1) + 2n constraints. Drezner (1994) proves that the optimal objective function value of the linear programming relaxation of the integer program (5-11) obtained by relaxing the integrality requirements of (10) and (11) with the linear constraints
is a lower bound for the QAP that is at least as good as the classical Gilmore-Lawler lower bound. Adams and Johnson (1994) show that the Gilmore-Lawler lower bound is equivalent to the above linear programming formulation with (12) removed and develop a dual-ascent procedure for approximating the dual of the LP relaxation. In that paper, however, they take at most 50 iterations of the dual-ascent procedure, failing to reach the optmal value on all instances but the smallest (of dimension n = 5). It is not clear whether the lower bound would improve if additional dual-ascent iterations were to be taken. Let c ⊤ y * be the optimal solution to the LP relaxation (5) (6) (7) (8) (9) (10) (13) (14) . Assuming integer data in the QAP matrices, we call ⌈c ⊤ y * ⌉ the QAPLP lower bound, where ⌈z⌉ is the smallest integer greater than or equal to z. If the QAP matrices are symmetric, the LP objective function value can be further rounded to the smallest even number greater than or equal to it. Throughout this paper, we shall often refer to the best known approximate solution to the dual linear program, rounded up, also as the QAPLP bound.
Efficient Computation of the LP-Based Lower Bound
QAPLIB (Burkard et al., 1991 ) is a collection of QAP test instances commonly used to test codes that compute lower bounds, optimal or approximate solutions to quadratic assignment problems. Perhaps one of the most used classes of QAP test problems is the one introduced by Nugent, Vollmann, and Ruml (Nugent, Vollmann, & Ruml, 1969) . QAPLIB has eight instances from this class, summarized in Table 1 , where for each instance, the dimension, number of constraints, variables, and nonzero elements in the constraint matrix of the LP relaxation, best known solution (bks), and GilmoreLawler lower bound (glb) are listed. Drezner (Drezner, 1994) solved the LP relaxations of instances nug05, nug06, and nug07, finding tight bounds (i.e. 50, 86, and 148, respectively) for each of the three instances. To expand on the experimental results of Drezner, we attempted to solve the LP relaxations with the commercially available LP solver CPLEX. We used two algorithms in CPLEX Version 2.1: the default CPLEX primal simplex algorithm and the CPLEX barrier (interior point) algorithm. Table 2 summarizes results for those runs on a Silicon Graphics Challenge computer the optimal solution found (sol'n), the number of iterations taken (itr), and the total running time (time) in seconds. The default barrier uses CPLEX's crossover scheme, switching to the simplex method at the end to find a basic optimal solution. For the barrier algorithm, the table lists the value of the optimal solution found (sol'n), the number of barrier iterations taken (b-itr), the crossover time (x-time), in seconds, and the total running time (time), in seconds. The simplex algorithm successfully found optimal solutions for the instances corresponding to quadratic assignment problems of dimension n ≤ 15. The largest instance solved required over 53 hours of CPU time. On instance nug20, the simplex code took over 9 cpu days to finish phase I, and took 1,348,478 seconds (over 15 cpu days) to execute 95,960 iterations (14.05 seconds/iteration). At that point, the simplex algorithm had brought the primal objective function down to only 2916 (the optimal is 2182). Proceeding at that rate, we estimate that the simplex code would take over 63 CPU days to finish (see Figure 1 ). The barrier code was run with default parameters and had no problem solving all instances having QAP dimension n ≤ 8. On nug12, the code using default parameters encountered numerical difficulties and did not get past the initial factorization. I. Lustig, of CPLEX Optimization, said that the LP model had many dependent rows and recommended that we use the somewhat slower, but more robust, pulling factorization option (CPLEX command set bar cholesky 0). The default on the SGI machines is the pushing factorization. Indeed, with the pulling factorization the barrier code was able to find the optimal solution to nug12. On instance nug15, however, both factorization options failed. I. Lustig informed us that version 3.0 of CPLEX will include a dependency option to their presolve. He expects this to help get past the numerical difficulties encountered here.
Even if the numerical difficulties encountered by the barrier method were resolved, we estimate that the barrier method would take over 15 CPU days to solve nug20 (see Figure 1 ). Though this is four times faster than the simplex code, it is nevertheless impractical. The most serious problem with the barrier method arises from the very high density of the direction-determining linear systems of these instances (Table 3 lists statistics of the factors used in the Barrier method: number of rows, dimension of the dense window of the factor, number of nonzeroes in the factor). Such large densities make indirect methods preferable to direct methods for solving these linear systems.
Karmarkar and Ramakrishnan (Karmarkar & Ramakrishnan, 1991) describe an implementation of an interior point method for LP that applies the preconditioned conjugate gradient method to approximately solve the linear systems of each interior point iteration. The algorithm solves primal linear programs with upper bounds on all variables (if a variable is unbounded, a large upper bound is assigned to it) by first solving the dual program, and then in a final phase finding a feasible (optimal) primal solution that is complementary to the dual optimal found in the earlier phase. The algorithm, called Approximate Dual Projective (ADP), initially takes a series of centering steps to bring the initial iterate closer to the center of the dual LP polytope. Then, after each dual affine step, the algorithm takes one or more centering steps to maintain the iterate well centered. To compute the affine and centering directions, a system of linear equations must be solved. The linear systems for the affine and centering directions differ only with respect to the right hand side vector, allowing the same preconditioner to be used for both computations. Furthermore, the preconditioner need not be computed at each iteration. Once computed, it can be reused during several iterations. The accuracy of the conjugate gradient method at each interior point iteration, as well as the cpu time of the conjugate gradient method, determine if a new, more accurate, preconditioner needs to be computed. If a primal optimal solution is required, a final series of centering steps are taken after the convergence of the dual iterates, prior to the primal feasibility phase. Since ADP solves the dual of the linear program, any feasible dual iterate produced by ADP is a lower bound for the QAP. For the purpose of finding a lower bound for QAP, we do not need to compute the primal solution, and thus terminate the algorithm with only a dual optimal solution. Table 4 summarizes the results of running ADP on the Nugent et al. class of test problems. For purpose of comparison, the table also lists CPU time ratios with respect to the two CPLEX codes. Figure 1 plots running times for CPLEX primal simplex, CPLEX barrier, and ADP for the Nugent et al. test problems. The estimated running time for the simplex code on nug20 is also plotted, since the algorithm does make progress towards the optimal. We do not plot our estimate for the barrier algorithm, since even for nug15 it is not able to get past the first factorization. Figure 2 shows the primal and dual objective function values generated, respectively, by the CPLEX primal simplex algorithm and the ADP algorithm on instance nug15. The plot shows only feasible iterates. Note that the simplex code solves a perturbed problem, gaining in objective function value near the end, while unperturbing the data. Since all dual feasible ADP iterates are lower bounds, it is interesting to observe that though the algorithm took over 5000 seconds to stop, it was within 10% of the optimal after only 77 seconds, within 5% in 88 seconds, and within 1% 
Computational Results
In this section we report on computational results. We use as our testbed the suite of QAP test problems QAPLIB. Because of memory requirements, we limit our experiment to the 63 instances in QAPLIB that are of dimension n less than or equal to 30. For a QAP of dimension n = 30, ADP requires about 800 Mbytes of memory (using the ADP parameter settings described later in this section).
The experiment was done on a Silicon Graphics Challenge, whose hardware description is displayed in Figure 3 by executing the hinv command. The ADP code is written in C and Fortran. It was compiled with the cc and f77 compilers using compiler flags CFLAGS = -O -DVAX -cckr -p and FFLAGS = -O2 -p -trapuv. Running times were measured by making the system call times and converting to seconds, using the HZ defined in sys/param.h.
The ADP code requires a number of parameters to be set. First, we describe some global parameters. The fraction of the maximum step length of the dual and centering steps are set to fract = 0.8 and pfract = 0.5, respectively. The dual iterates are said to be converged when the relative dual objective function improvement falls below stptol = 10 −6 . The number of nonzero elements in the factors of the preconditioner is limited to be at most nfacl times the number of nonzero elements in the linear program constraint matrix A. We have set nfacl = 10. If this limit is reached, the algorithm terminates.
Since the computation of the centering direction is not exact, the centering step may be limited by a dual constraint, not permitting a step size fraction of pfract to be taken. Centering steps are repeated until the sum of lengths taken over all centering steps (of the current interior point iteration) exceeds thrsp = 0.95.
Next, we describe some conjugate gradient parameters. The conjugate gradient iterations terminate when the solution residue falls below a certain value and the angle between the computed direction and the right hand side vector is small. Suppose the system begin solved is Bx = b and the current CG solution isx. At every CG iteration, the residue b − Bx / b is computed. At every CG iteration after the first CG iteration in which the residue falls below tolres = 10 −2 for the affine direction computation (ptolres = 10 −1 for the centering computation), the cosine of the angle θ betweenx and b is computed. The conjugate gradient terminates when the angle θ is such that |1 − cos θ| < coslim for the affine step computation and |1 − cos θ| < pcoslim for the centering step computation. The parameters coslim and pcoslim are initially (in the first interior point iteration) set to 10 −3 and 10 −1 , respectively. At each interior point iteration, they are tightened, according to coslim = gcoslim × coslim and pcoslim = gpcoslim × gcoslim. The values of gcoslim and gpcoslim are both set to 0.95. If nitr = 800 CG iterations are taken without satisfying the stopping criterion, a new preconditioner is computed, and the CG restarts from where it left off.
Finally, we give some preconditioner parameters. The basis for the use of preconditioners in ADP is that if many nonzero elements of the matrices A and later AD 2 A ⊤ are dropped, little fill-in will result in the computation of the preconditioner, i.e. the factors of the approximate AD 2 A ⊤ . On the other hand, if too many elements are dropped, the preconditioner will not be effective, resulting in a large number of conjugate gradient iterations. As each new preconditioner is computed, fewer nonzero elements are dropped, making each new preconditioner more effective, but also more expensive to compute and to apply in the conjugate gradient algorithm. Four parameters control dropping of small nonzero elements. The parameter dpre (0 ≤ dpre ≤ 1) controls dropping of nonzero elements of the constraint matrix A. A value of 1 forces all nonzero elements of A to be dropped, while a value of 0 drops no element. dpre is initially set to 0.8. As each new preconditioner is computed, dpre is decreased in value, according to dpre = dpre × gdpre. In these experiments, the parameter gdpre is set to 0.5. Similarly to dpre and gdpre, parameters dpost and gpost dynamically control the fill-in that occurs in the preconditioner, by dropping small nonzero elements of the AD 2 A ⊤ matrix. Parameter dpost is initially set to 0.8, while parameter gdpost is set to 0.5. The pivot tolerance parameter lndp = 10 −12 is used to decide linear dependency of rows in the preconditioner.
The row ordering heuristic used is minimum degree ordering. It is not computed every time a factorization is done. Reordering is only done if the number of nonzero elements in the new preconditioner is more than 1 + mndg times the number of nonzero elements in the previous preconditioner. We use mndg = 0.5. The maximum size of the dense window data structure for the factors is set to dnswndw = 4000.
Tables 5-8 summarize the quality of the QAPLP bounds produced by ADP. For each instance, the tables list its QAPLIB name, QAP dimension (n), cost value of best known solution (bks), the QAPLP value (qaplp), the relative error of the QAPLP with respect to the best known solution, the Gilmore-Lawler lower bound (glb), the best known lower bound prior to the QAPLP bound (bklb), and an indication if the QAPLP bound is the best known for this instance (n = no; y(i) = yes, QAPLP improved best known lower bound; y(m) = yes, QAPLP matched best known lower bound). Tables 9-12 show solution statistics for the ADP code. For each instances, the tables give the instance name, the number of ADP affine scaling steps (aff), the number of centering steps (pot), the number of refactorizations (rfac), the total number of conjugate gradient steps (cg), the total cpu time (in seconds) associated with reordering prior to refactorization, symbolic factorization, numeric factorization, and conjugate gradient method, as well as the overall solution time, how ADP terminated (stop: do = relative improvement of dual objective function; nz = number of nonzero elements in preconditioner), and fractional dual objective function value. Figure 4 plots ADP running times (in seconds) as a function of QAP dimension, to compute the QAPLP lower bound, as well as to compute lower bounds within 1%, 5%, and 10% of the QAPLP lower bound.
Figures 5-8 illustrate how the dual objective function approaches the best QAPLP lower bound, as a function of cpu time. These plots suggest that it is often the case that many interior point iterations are spent trying to improve on the last digits of accuracy, when the lower bound already produced is sufficiently good. In a branch and bound method, one need not run ADP with such a tight interior point stopping criterion.
Tables 13-16 list running times for ADP to reach an objective function value, that rounded up provides the Gilmore-Lawler lower bound and the QAPLP bound, as well as the ratios to the total ADP running time to reach those bounds.
We make the following observations regarding the computational results. 1.000000 100 1000 10000 • We computed QAPLP lower bounds for all instances of QAPLIB having dimension n ≤ 30.
There are 63 such instances, the largest of which have corresponding linear programs with 52,260 constraints and 379,350 variables.
• Since QAPLP is known to be at least as good as the Gilmore-Lawler lower bound, solving the LP relaxations to optimality must yield a lower bound at least as good as the Gilmore-Lawler bound. The ADP solver produced bounds at least as good as the Gilmore-Lawler lower bound for all but two instances (bur26d and lipa30a). In those two cases, the algorithm terminated with the nonzero elements in preconditioner stopping criterion, prior to the time that the relative dual objective function improvement criterion was satisfied. The cutoff used in these experiments for number of nonzero elements in the preconditioner was set to 10 times the number of nonzero elements in the A matrix. In 53 of the 63 instances the QAPLP was better than the Gilmore-Lawler lower bound.
• In 28 instances, the QAPLP bound was at least 10% greater than the GLB. In 18 it was at least 25% greater; in 9 at least 50% greater; and in three instances the QAPLP bound was twice the GLB.
• Compared to the best bounds reported in the literature, the QAPLP bound was best for all but 9 of the 63 instances considered. The 9 instances are summarized in Table 17 . However, the best known lower bound for one of the 9 instances (nug08) was achieved with the linear programming technique described in this paper on data preprocessed with the technique described in (Chakrapani & Skorin-Kapov, 1994 ).
• The QAPLP bounds improved the best known lower bound for 44 of the 63 instances considered.
• In 15 instances the QAPLP bound was tight, i.e. equaled the cost value of a known permutation, thus proving optimality for those instances. Of those, three instances were of dimension n = 20 and two had never been previously proved optimal.
• Using the preprocessing technique of Chakrapani and Skorin-Kapov (Chakrapani & SkorinKapov, 1994) , we were able to improve two of the QAPLP bounds derived from non-preprocessed data. Lower bounds of 209 and 1046 were produced for nug08 and nug15, respectively. Because of the symmetry of the QAP matrices, the value of 209 can be shifted to 210, a new best known lower bound for nug08.
• ADP, as setup for these experiments, uses two stopping criteria: relative improvement of the dual objective function and number of nonzero elements in the factors of the preconditioner.
In the 63 instances considered, ADP terminated due to the relative improvement of the dual objective function in 42 runs and because of excessive nonzero elements in the preconditioner in the remaining 21 runs. Increasing the maximum number of conjugate gradient iterations (set at 800 for these experiments) may result in fewer refactorizations, and consequently fewer nonzero elements in the factors of the the preconditioners. This may lead to some instances that terminated because of dense preconditioners to terminate due to relative improvement of the dual objective function, possibly resulting in slightly improved bounds.
• Summed over all runs, the conjugate gradient algorithm accounted for 74.3% of the total running time of ADP. The computation of the preconditioners is done in three steps: reordering of the rows of the A matrix, symbolic factorization, and numeric factorization. These accounted for 1.4%, 0.2%, and 0.3% of the total running time, respectively. The computation of the preconditioners thus accounted for less than 2% of the total running time of ADP.
Concluding remarks
We have presented computational testing of the linear programming-based lower bound for the quadratic assignment problem studied by Drezner (Drezner, 1994) . To solve the linear programs we use the code first presented by Karmarkar and Ramakrishnan in 1988 at the 13th International Symposium on Mathematical Programming, in Tokyo (Karmarkar & Ramakrishnan, 1988) and further described in (Karmarkar & Ramakrishnan, 1991) . The lower bounds produced improved the best known bounds for most of the test problems having QAP dimension n ≤ 30 from the suite of test problems QAPLIB. In several instances, tight bounds were produced. We are aware that to replicate our results one requires a solver capable of solving these large scale linear programming problems. Since ADP is restricted for use within AT&T, and the authors are unaware of another linear programming solver that can solve the entire set of 63 linear programming problems, we make available all 63 AMPL (Fourer, Gay, & Kernighan, 1993 ) models, as well as all 63 feasible dual vectors that correspond to the best QAPLP bounds produced, so that the correctness of the bounds can be verified. Furthermore, we make available detailed iteration summaries for all 63 runs. For each iteration, we indicate iteration number, type of iteration (affine or centering), if refactorization was necessary, and if so, cpu times for reordering, symbolic factorization, and numerical factorization, preconditioner statistics, including cpu time to apply preconditioner, number of dropped nonzero elements from AA ⊤ matrix and fill-in, conjugate gradient statistics, including conjugate gradient iterations, final residue, final angle between direction and right hand side vector, and cpu time, objective function value, total cpu time for iteration, and total cpu time since start of algorithm.
Much remains to be achieved in terms of proving optimality of quadratic assignment problems. Problems as small as dimension n = 16 still challenge researchers at attempts to prove optimality. An interesting research project is to incorporate these LP-based bounds into an exact method, based on branch and bound, to solve quadratic assignment problems, and study the tradeoff between the effect of the improved lower bounds and the more computationally intensive computation of the bounds, as compared with the classical Gilmore-Lawler lower bounds that are commonly used in exact methods. Incoporating interior point methods in a branch and bound algorithm for integer programming has been investigated by Brochers and Mitchell (Brochers & Mitchell, 1992) .
