Abstract-This paper introduces an automated image processing procedure capable of processing complementary deoxyribonucleic acid (cDNA) microarray images. Microarray data is contaminated by noise and suffers from broken edges and visual artifacts. Without the utilization of a filter, subsequent tasks such as spot identification and gene expression determination cannot be completed. By employing, in a unique cascade processing cycle, nonlinear filtering solutions based on robust order statistics, the procedure: 1) removes both background and high-frequency corrupting noise and 2) correctly identifies edges and spots in cDNA microarray data. The proposed solution operates directly on the microarray data, does not rely on explicit data normalization or spot separation preprocessing, and operates in a robust manner without using heuristically determined design parameters. Other routine microarray processing operations such as shape manipulations and grid adjustments can be used in conjunction with the developed solution in the processing pipeline. Experimentation reported in this paper indicates that the proposed solution yields excellent performance by removing noise and enhancing spot location determination.
I
N MICROARRAY imaging technology [1] , [2] , a two-color (Cy3/Cy5) system is used to form complementary deoxyribonucleic acid (cDNA) microarrays as two-channel, red-green (RG) images (Fig. 1) . 1 By arraying known cDNA sequences, the so-called cDNA probes, onto a glass slide with labeled cDNA target sequences, the procedure forms expression arrays. These usually contain up to 80 000 probes which are printed onto a 2 4 cm microscope glass slide area [3] . Typical parameters of such arrays are 75-100-m probe diameter and 150-m spacing between probes. The hybridization (slide preparation) procedure refers to the pairing of the fluorescent cDNA to the spotted Manuscript received March 23, 2004 ; revised September 12, 2004 . The work of R. Lukac is supported by a NATO/NSERC Science award. Asterisk indicates corresponding author. 1 The figures in this paper can be seen in color at http://www.dsp.utoronto.ca/ lukacr/color2.pdf DNA. Following a 16-24-h-long washing at 65 C temperature, the slides are scanned at the corresponding wavelengths ( 540 nm for green and 630 nm for red) producing two 16-b images [4] , [5] . In the composed RG images, red (R) is used to indicate particular genes expressed as spots in the experimental (Cy5) channel while the green (G) portion of the signal denotes the spots corresponding to the control (Cy3) channel [6] . Yellow spots indicate the coincidence of genetic sequences. Using the intensity of the spots as a measure of the gene expression of the corresponding gene, cDNA microarray technology is used to effectively analyze changes caused by carcinogens and reproductive toxins in genome-wide patterns of gene expression in different populations of cells.
In a microarray image, the spots occupy a small fraction of the image area and they should be individually located and isolated from the image background prior to the estimation of its mean intensity. Microarray image analysis is used to: 1) extract absolute or relative intensity values from each spot [7] and 2) to identify the genes expressed in a particular cell type [8] . The large number of spots, usually in the thousands, and their shape and position irregularities necessitate the use of a fully automated procedure to accomplish the task [1] , [7] , [9] , [10] . Although recognition of spots in either control or experimental channels seems to be straightforward, the task is complicated and challenging. Variations in the image background and the spot sizes and positions represent the major sources of uncertainty in spot finding and gene expression determination [11] , [12] . Noise contamination mostly in the form of photon noise, electronic noise, laser light reflection, and dust on the glass slide results in the introduction of a substantial noise floor in the microarray image. Since automated spot localization tools can mistakenly declare bright artifacts as spots, image filtering prior to subsequent analysis is necessary [9] , [13] , [14] . The removal of noise in cDNA microarray images makes spot detection and analysis easier, and results in accurate gene expression measurements that can be readily interpreted and analyzed [15] .
To this end, several processing techniques have been proposed recently. Most of the techniques attempt to restrict the influence of atypical data values (outliers) and, thus, make the microarray data easier to analyze. For example, there exist techniques which employ denoising algorithms [11] , [12] , separate background information from spot information [16] , perform data normalization [17] , and attempt grid adjustments [7] . Other schemes can be used to perform spot edge detection [18] and edge contour smoothing [19] , [20] . Although some of the approaches can achieve excellent results under the limited testing conditions, the sheer volume of data to be processed prevents the use of techniques based on heuristic parameter settings or those requiring manual alignments of grids and shapes. Therefore, the design of fully automated processing schemes that are immune to noise and other visual impairments is of paramount importance [1] , [10] , [12] . This paper introduces a new technique for processing cDNA microarray data. The proposed method can be seen as a three-step cascade scheme, performing in sequence the following operations: 1) foreground noise elimination; 2) background noise elimination; and 3) spot localization. Due to the two-channel arrangement, microarray images can be viewed as two-component vector arrays and, thus, can be processed using multichannel image processing techniques. The solution proposed here utilizes both the vectorial nature of the data and the spectral correlation that exists between the two image channels. The procedure builds on the powerful tools afforded by the theory of nonlinear vector processing [21] , [22] and order statistics [23] , [24] . It utilizes cost-effective operations which can be easily and readably implemented in either hardware or software and does not require artificial processing steps and heuristically set design parameters. This makes the method an attractive tool that can be easily integrated in any, if not all, existing microarray data analysis pipelines.
The rest of this paper is organized as follows. In Section II, the fundamentals of multichannel image processing and the formulation of the problem are presented. The order-statistic-based multichannel approach for processing cDNA microarray data is introduced in Section III. Motivation and design characteristics are discussed in detail. In Section IV, the proposed method is tested using a variety of cDNA microarray images. The computational complexity of the proposed method is analyzed in Section V. Finally, conclusions are drawn in Section VI.
II. FUNDAMENTALS OF MULTICHANNEL IMAGE PROCESSING
Let us consider a two-channel image representing a two-dimensional (2-D) matrix of two-component samples with and denoting the image row and column, respectively. As shown in Fig. 1 , cDNA microarrays can be viewed as two-channel RG images [7] . Components , for , 2, represent the th elements of the vectorial input with indicating the R component and indicating the G component. Thus, each two-channel sample is represented by a 2-D vector in the vector space (Fig. 2) , [11] , [21] . It is well known that each vector is uniquely defined by its length (magnitude) (1) and orientation (direction) (2) where denotes the unit sphere defined in the vector space [21] .
Assuming zero B components, a cDNA microarray can be visualized in the RGB color space or stored as a conventional RGB color image shown in Fig. 1(a) [21] . In this case, the magnitude obtained in (1) constitutes a measure of the pixel's brightness, whereas the direction calculated using (2) corresponds to the vector's chromaticity [21] , [25] , [26] . To illustrate the point, Fig. 3 depicts the magnitude and the orientation of a conventional RGB vector, with a nonzero B component, in a three-dimensional vector space. It should be mentioned that for microarray images the vectorial inputs are uniquely defined by their R and G components (yellow is obtained using the linear combination of R and B components; see Fig. 4 ) and, thus, the geometrical interpretation reduces to the 2-D case shown previously in Fig. 2 . 
A. Problem Formulation
It was mentioned in the introduction that microarray images are affected by numerous impairments, partially caused by variations in image background, spot sizes, and positions. In addition, laser light reflection and dust on the glass slide as well as photon and electronic noise introduced during scanning form a substantial noise floor. Assuming that represents the overall noise contribution, the observable cDNA microarray data relates to the original, noise-free signal using the so-called additive noise model defined as [21] , [27] (3) where indicates the spatial position of the samples in the image array. It should be emphasized at this point that microarray image noise formation is a complicated nonlinear process influenced by many factors; thus, it is natural to assume that of (3) denotes contributions of both background variations as well as high-frequency impairments present mostly in the form of outliers and shoot (impulsive) noise. In many practical situations, these kinds of image imperfections can be modeled using white additive Gaussian noise followed by impulsive noise. This so-called mixed noise can be used to create the phantom samples [14] .
Due to the numerous noise impairments microarray images suffer from variations in intensity [12] , [28] . Note that these variations result in heterogenous brightness in microarray images [29] , which corresponds to variations in the RG vector magnitudes [21] . Since samples deviating significantly from their neighbors usually denote outliers in the data population, the most obvious way to remove atypical samples is applying a smoothing operator [24] . The normalization operation should [30] : 1) minimize systematic variations (attributed to noise) in the cDNA image measurements; 2) enhance spot localization; and 3) emphasize biological differences between the experimental (Cy5, R channel) and control (Cy3, G channel) population. To achieve the objective and simultaneously preserve the structural content of the image, we intend to utilize local filtering operators which are designed to replace the corrupted cDNA RG vectorial input most centrally located in a finite area of support with the vector which is statistically closest to all members within the area of support. Using a sliding window of finite size , for a 3 3 square-shape mask (i.e., ) defined as the filtering procedure replaces the sample placed in the window center through a function applied to a local neighborhood area . This window operator slides over the entire image, for and , to cover all the pixels in the microarray image ( Fig. 5) , [21] , [22] , [24] .
In order to determine outlying samples in the input set , the differences between any two vectors and should be quantified [22] , [31] - [33] . Using the vector's characteristics determined via (1) or (2), it is naturally to evaluate differences using both magnitude and direction [21] . Using the well-known Euclidean metric, the difference in magnitude between two microarray vectors is defined as [ Fig. 2 (5) Note that both approaches, appropriately extended for the three (or more) dimensional case, are used widely in color image processing [21] , [22] , [25] - [27] , which is the most prominent multichannel signal processing application. Based on the nature of the algorithm, the existing processing techniques can be divided into linear or nonlinear techniques.
Microarray images are nonlinear in nature due to presence of spots, variations between foreground and background, and numerous noise sources affecting the image formation process. Therefore, nonlinear methods can potentially preserve their important structural elements such as spot edges and at the same time eliminate microarray image impairments. For all the above, the solution proposed here is a nonlinear multichannel (vector) scheme which operates over the vectors localized within the supporting window , as shown in Figs. 5 and 6(b). 
III. PROPOSED METHOD
To remove both high-frequency impairments and background noise from the microarray data and to localize the spots, we introduce a technique ( Fig. 7 ) which utilizes nonlinear cascade operations based on robust order-statistic theory. Since the extreme, noise-like observations maximize the aggregated distances to other inputs located inside the supporting window , the samples minimizing the distance criterion correspond to robust estimates of the actual, noise-free pixel [26] , [27] .
Assuming that denotes a 3 3 window, each input sample , for , is associated with a nonnegative value equal to the aggregated distances among the vectorial inputs [21] , [22] . If a difference in magnitude defined via (4) is used, the aggregated distance is determined as follows: Using the orientation difference of (5), the aggregated distance can be alternatively determined as
Since the aggregated distances , for , are scalar values, they can be ranked. The ordered set of the aggregated distances can be written as follows: (8) Assuming that the ordering of 's implies the same ordering of the corresponding vectors , for , the procedure reports an ordered set of vectors (9) where , for , denotes the th vector order statistics [21] , [22] . It is evident that the lowest ranked vector is associated with the minimum aggregated distances for and the uppermost ranked vector corresponds to the maximum aggregated distances for . Since both (6) and (7) express the similarity of vector to other vectors inside , the lowest ranked vector is the most typical sample for the vectorial set . On the other hand, due to the maximum dissimilarity the uppermost ranked vector usually corresponds to an outlier present in . Fig. 8 shows the geometric representation of the extreme vector order statistics when the Euclidean distance is used to determine the difference between two vectors. It is not difficult to see that the ordering of the aggregated distances (or similarity functions) identifies the outlying observations and allows for the smoothing of the data population. It has been widely observed [22] , [23] , [27] that the vector minimizing the aggregated distance (or maximizing the vector similarity criterion) to other samples within is the most representative to the whole set . Therefore, the choice of the sample associated with the minimum aggregated distance value is critical for the proper normalization of the image data. Due to the minimization principle, and the selective nature of the filtering operator, the noisy samples do not contribute to the filter output (as opposed to the conventional mean-based operators). This makes the approach robust to noise while it allows for preserving the structural content of the input image. Note that both the aggregated Euclidean distances (6) and the aggregated angular distances (7) have been successfully used in color image processing [11] , [21] , [22] , [26] , [27] , [33] . Both approaches are utilized in the different color image processing applications due to their ability to preserve the luminance or the chromaticity characteristics of the image, respectively. For example, if the magnitude information is of interest for the application on hand, the vectorial inputs should be processed in the magnitude domain using the aggregated Euclidean distances. In entertainment applications, the color-chromaticity information (directional characteristics of the image) corresponds to crucial edge information. The edge of an object may be characterized by a change in chromaticity while the intensity remaining constant and, thus, directional processing is of paramount importance [21] , [22] . However, Fig. 9 shows that the neighboring vectors in microarray images differentiate in magnitude rather than in orientation. This is mostly due to the fact that: 1) microarray data contains a large amount of single-channel measurements which dominate the measurements corresponding to the other channel and 2) the relatively high number of low-level intensities limit the angular spreads of the input microarray vectors. Visual inspection indicates that small image areas, such as the 20 20 squares consisting of 400 microarray vectors [ Fig. 9(a) ], contain vectors which differentiate mostly in magnitude [ Fig. 9(b) ]. However, the same set of vectors correspond only to few angular directions as seen in Fig. 9(c) . For example, the first two rows of Fig. 9 correspond to only 29 and 14 directions, respectively, out of a total of 400 possible directions in the 2-D RG plane. This suggests that directional processing of the microarray vector data may not be helpful in removing noise impairments. Therefore, the vector ordering criterion (8) based on the aggregated Euclidean distances (6) is used in sequence.
A. Removal of Foreground Noise
To remove high-frequency noise and preserve edge information at the same time, we make use of the vector median filter (VMF) [27] , which stands out among the various nonlinear vector filters [ Fig. 6(b) ] due to its simplicity and robust performance in a wide range of application scenarios.
The output of the VMF scheme is the input vector minimizing the distance to all other samples inside the input set (10) where is the Euclidean distance. It is not difficult to see that this minimization principle [ Fig. 8(a) ] results in the lowest ranked vector order statistics equivalently obtained using the operations (6), (8) , and (9). Since the ordering can be used to determine the positions of the different input vectors without any prior information regarding the signal distributions, vector order-statistics filters, such as the VMF, are considered to be robust estimators. In addition, the impulse response of the VMF is zero. This suggests that VMF excellently suppresses impulsive noise and outliers in vector data populations [27] . To speed up the calculation of the distances between the 2-D microarray vectors, the VMF based on linear approximation of the Euclidean norm can be used [32] . Due to the aforementioned properties, the VMF concept is considered to be an attractive proposition in multichannel image processing. Its underlying minimization concept based on the selection of the output vector from the the set of vectorial inputs has been recently generalized [33] in order to provide a flexible tool for multichannel signal processing applications. Note that the overview of the vector filtering schemes and their most important applications can be found in [21] and [22] .
B. Removal of Background Noise
However, due to the underlying low-pass filtering concept, the VMF and its variants do not normalize the variations in the background which prohibit the correct recognition of the spots formed by vectors with low intensity components. To remove background noise, the second processing level in the proposed cascade (Fig. 7) employs both the spectral image characteristics and the minimization concept of (9) in a unique and novel way. Instead of minimizing the differences in magnitude calculated over spatially adjusted vector inputs inside , we minimize distance measures defined over color-ratio quantities.
Assuming vectorial inputs , for , each sample can be used to produce the R/G ratio . Assuming the ordering criterion (8), where each ratio quantity is associated with the aggregated absolute differences defined over the color-ratio inputs (11) the procedure results in the ordered set of the ratio quantities (12) The lowest ratio-order statistics represents the output ratio.
Similarly to (10) with outliers corresponding to the maximum aggregated distances, minimizing the aggregated absolute differences among the color-ratio quantities , for , produces the ratio value typical for a localized image region. Assuming that for is the set of ratio values corresponding to the vectorial inputs described by , the output ratio , which is the lowest ranked ratio of ordered using (8) with (11) , is equivalently obtained as follows: (13) The color-ratio approach takes advantage of the expected relative uniformity of the R/G or G/R ratios in localized image areas. Due to the decreased high-frequency portion of the colorratio signal, by operating in the color-ratio domain we are able to preserve the structural content of the cDNA image and at the same time to remove low-level variations attributed to the background noise. Since the output value obtained in (12) or (13) is defined in the ratio domain, it is mapped to the intensity domain through the following normalization operation: (14) where is a vector, whose components are used to normalize the output ratio in order to recover the individual output R and G intensities and .
To obtain ideal-zero, or close values-background intensities, the normalization vector can be considered as equivalent to the component-wise minimum filter defined in [24] . Although such an operation exhibits excellent performance in the regions surrounding the microarray spots, it leads to a zipper effect affecting the edges and variations in spot intensities. Since this can prohibit correct detection of the spot edges a robust estimate which statistically represents the input set is a better alternative. Using the order-statistic concept [24] , is defined here (14); and (k) proposed processing steps (10) followed by (14) .
as the component-wise median filter (MF). It should be emphasized that the MF quantity minimizes the absolute differences to R components (scalar values) of the set for . Analogously, the MF value minimizes the absolute differences to other G components for localized within . Thus, the nonlinear median operation is used to normalize the outputted order statistics obtained in the ratio domain.
C. Edge Detection and Spot Localization
In the last processing stage of the proposed procedure (Fig. 7) , microarray spots are detected using a vector-based edge operator. Although numerous operators have been devised for the detection of edges in multichannel images [22] , [34] , we propose the utilization of an edge-detection scheme based on vector order statistics [21] , [22] . This proposal is due to the fact that: 1) the spectral correlation which exists between the RG channels of the microarray images necessitates the modeling of edges as discontinuities in vector data; 2) vector-based edge detectors which utilize order statistics are considered immune against residual noise which may be present after the preceding steps; and 3) they can be efficiently implemented in either hardware or software.
Using the ordering scheme (8) , (9) in conjunction with the concept of extreme vector order statistics (Fig. 8) , the vector range (VR) detector [21] , [22] is selected. The VR output is defined as follows: (15) where the vectors and correspond to the vectors with the maximum and minimum aggregated Euclidean distances inside (Fig. 8) . Thus, quantitatively expresses the deviation of values within . By thresholding , the presence of an edge can be determined. Note that due to robustness of the cascade operations (10) and (14) used in prior steps, the VR operator produces excellent results while localizing the microarray spots. (14); (k) proposed processing steps (10) followed by (14) .
It should be noted at this point that the edge map produced by the final cascade operation (15) can be further used for segmentation purposes. By cascading the processing levels (10) and (14) , the noise impairments are perfectly removed. The use of (15) does not prohibit the application of segmentation methods or other microarray processing tools such as shape manipulation and grid adjustment schemes. All these schemes can can operate on the "noise-free" data outputted by cascading (10) and (14) and the edge map produced by (15) . Therefore, it is reasonable to assert that the use of our developments may help to improve the performance of any microarray analysis and gene expression tools.
IV. EXPERIMENTAL RESULTS
The suitability of the proposed suite of cascade operations for microarray image processing has been tested and evaluated (Fig. 10 ) using a variety of microarray images which vary in complexity and noise characteristics. Examples, captured using laser microscope scanners, are shown in Figs. 11(a) and 12(a) . (Fig. 10) by comparing the quality of the output image against Fig. 13 . Edge maps obtained using the proposed processing step (15) applied to the images. (a) Fig. 11(a). (b) Fig. 11(i). (c) Fig. 11(j). (d) Fig. 11(k) . Fig. 12(k) . the reference image. In this paper, the commonly accepted mean absolute error (MAE) and mean-square error (MSE) criteria are used.
The proposed solution is compared, in terms of performance, against other filtering techniques such as the mean filter [35] , the Wiener filter [35] , [36] , the adaptive fuzzy filtering technique [37] , [38] operating in the magnitude AFF or directional domain AFF , the wavelet filter [12] , and the adaptive selective filtering scheme (ASS) [11] . Note that with the exception of the results corresponding to the wavelet filter of [12] , all other results presented in this paper were obtained using a 3 3 square window shown in Fig. 5 . Table I allows for the objective comparison of various image filtering techniques used in cDNA microarray image denoising. It can be observed that the wavelet filter and well-known linear filtering techniques, such as the mean filter and the Wiener filter, do not perform well and fail to remove cDNA microarray image noise and the noise-induced variations present in the input data. At the same time, these techniques introduce significant inaccuracy into the cDNA image enhancement process, and this usually decreases the performance of the subsequent analysis tasks. Adaptive techniques, such as ASS or AFFs, which utilize spectral correlation-based filtering operators, provide better results in terms of both objective criteria. However, the best results have been obtained using the proposed denoising steps (10) and (14) , performed in a separate or (recommended) cascade mode. The results indicate that the proposed multichannel denoising procedure significantly outperforms other techniques and provides a denoised output with the highest degree of normalization among the tested methods. Fig. 11 shows the denoised images obtained using the filtering techniques under consideration. The conventional filtering schemes such as the mean filter [ Fig. 11(d) ], the Wiener filter [ Fig. 11(e) ], and the wavelet filter [ Fig. 11(h) ] do not remove background noise. Visual inspection reveals that some amount of high-frequency impairments is present in the output images obtained via these methods. A significant improvement in terms of performance is obtained when adaptive filtering operators such as ASS or AFFs are used [ Fig. 11(c) , (f), and (g)] for denoising. The performance can be further improved using the proposed multichannel filtering tool (10). Fig. 11(i) shows that using the procedure of (10) high-frequency impairments (foreground noise) are eliminated; however, background noise is still present in the output image. Processing using the procedure of (14) generates the image shown in Fig. 11(j) . Visual inspection of the results suggests that (14) excellently removes background noise; however, this operation does not eliminate foreground noise. Finally, when the complete set of cDNA image denoising operations defined via (10) and (14) are used in a cascade mode, both foreground and background noise is removed [ Fig. 11(k) ]. Similar conclusions can be drawn by inspecting the results depicted in Fig. 12 . Fig. 13 facilitates the visual comparison of the edge maps obtained at different stages of the proposed method. Fig. 13(a) shows the edge map corresponding to the input image [ Fig. 11(a) ], i.e., the proposed noise filtering steps (10) and (14) are excluded and only the proposed edge operator (15) is used. It can be seen that noise impairments prohibit the correct spot localization. When the denoising step (10) is used to produce the output [ Fig. 11(i) ], no spots are localized (10) and (15) . (c) and (g) Output image and the corresponding edge map obtained using (14) and (15) . (d) and (h) Output image and the corresponding edge map obtained using the proposed method defined in output (10), (14) , and (15).
[ Fig. 13(b) ] in the image regions affected by a background noise. As opposed to this case, Fig. 13(c) shows that the spot localization procedure of (15) amplifies noise-like elements which have been remained in the image depicted in Fig. 11(j) . Note that this image corresponds to the use of (14) . When the recommended cascaded multichannel filtering operators (10) and (14) are used, the proposed edge operator (15) applied to the normalized cDNA data [ Fig. 11(k) ] clearly localizes all regular spots, as it is shown in Fig. 13(d) . The robust behavior of the proposed multichannel procedure is confirmed by the results depicted in Fig. 14 . Therefore, it can be concluded that the proposed set of cascade operations (10), (14) , and (15) constitutes an excellent tool for subsequent microarray analysis and gene expression tasks.
The consistently good performance of the proposed method is demonstrated in Figs. 15 and 16 , which depict the enlarged (10) and (15) . (c) and (g) Output image and the corresponding edge map obtained using (14) and (15) . (d) and (h) Output image and the corresponding edge map obtained using the proposed method defined in output (10), (14) , and (15) .
parts of the results presented in Figs. 11-14 . It can be easily observed that outliers, shoot noise, fluorescence artifacts, and background noise are removed when the complete proposed processing cycle (Fig. 7) is used. This is also confirmed by the 3-D plots of cDNA microarrays (Figs. 17 and 18) . It is not difficult to see that the use of (10), corresponding to VMF, does not eliminate variations in the background. Moreover, Figs. 17(b) and 18(b) show that due to the use of the conventional low-pass filter the spots described by low intensities vanish in image background. On the other hand, in the R/G ratio domain defined (14) eliminates background impairments; however, this step does not remove noise spikes [Figs. 17(c) and 18(c) ]. Visual inspection of the results depicted in Figs. 17(d) and 18(d) reveals that the use of the cascade consisting of the operations defined in (10) and (14) produces output (10) . (c) Output image obtained using (14) . (d) Output image obtained using (10) followed by (14) .
image with ideal, steep spot edges which can be easily detected [Figs. 13(d) and 14(d) ] by completing the tasks using (15) .
Summarizing the findings in the experimental comparisons performed, we can claim the following.
• Vector processing techniques should be used in order to remove noise and enhance spot localization.
• The proposed method excellently removes noise present in the cDNA microarray images and at the same time preserves the structural content of the image. If the noise removal operations (10) and (14) are used prior to the edge vector operator of (15), the procedure clearly localizes regular microarray spots end edge-discontinuities in the microarray images.
• The cascade operations of Fig. 7 are used to: 1) remove foreground noise; 2) eliminate background noise; and 3) localize the spots in microarray images.
• The processing steps in Fig. 7 are based on the same principle, namely: 1) the minimization of the aggregated distances among the vectorial inputs; 2) the exploitation of the spectral correlation that exists in the RG microarray image; and 3) the utilization of robust order statistics.
Based on this systematic architecture, the method can be easily implemented in either hardware or software.
• The proposed scheme processes microarray data without the need for any manual justification, heuristic setting of the filter parameters (thresholds), or artificial treatment of the microarray data.
V. COMPUTATIONAL COMPLEXITY ANALYSIS
Apart from the numerical behavior (actual performance) of any algorithm, its computational complexity is a realistic measure of its practicality and usefulness [33] . Therefore, the proposed approach is analyzed here in terms of normalized operations, such as additions (ADDs), subtractions (SUBs), multiplications (MULTs), divisions (DIVs), square roots (SQRTs), comparisons (COMPs), and absolute values (ABVs). Since, in most applications, imaging tools are implemented in software, the execution time, measured using a conventional PC with commonly used operating system and programming environment, is provided as well. It should be noted that the objective of the analysis presented here is to provide some (10) . (c) Output image obtained using (14) . (d) Output image obtained using (10) followed by (14) . benchmark information regarding implementation issues. The development of software-optimized realizations of the proposed algorithms is beyond the scope of this paper. Table II summarizes the total number of operations for individual processing stages of the proposed procedure. It is not difficult to see that the most computationally expensive operation in (10), (15) , and (14) relates to the calculations of the aggregated statistics in (6) and (11), respectively. Since a number of these operations can be implemented, depending on the specific hardware platform and implementation approach employed, in parallel and shared forms, additional computational saving may occur. Moreover, following the approach of [32] , the simplification of the Euclidean distance calculation results in further savings. Other computational expenses are related to the sample ordering, the operation, which has been extensively researched in the past. The most important implementation designs, mostly related to order-statistics-based operators, include those based on array architectures [39] , sorting network architectures [40] , and stack filter-based architectures [41] .
When implemented in software, the execution of the tool on a PC with an Intel Pentium IV 2.40 GHz CPU, 512 MB RAM, Windows XP operating system and MS Visual C++5.0 programming environment, took (on average) 0.44, 0.25, and 0.52 s per a 200 200 test image processed using (10), (14) and (15), respectively. The analysis suggests that: 1) the proposed procedure represents an efficient and cost-effective cDNA microarray image processing solution and 2) the spot localization step (15) is the most computationally expensive element in the proposed multichannel procedure.
VI. CONCLUSION
A new microarray preprocessing tool was introduced. The proposed method utilizes the spectral correlation characteristics of the microarray image in conjunction with the minimization principle based on order-statistics theory to constitute a unique, and easy to implement, processing tool. Simulation results and comparisons reported here indicate that the proposed scheme is robust, removes a variety of impairments present in the microarray vector fields and readably detects the microarray spots. was 
