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A previously studied kinetic model that displays the biosynthesis of polyhydrox-
ybutyrate using Cupriavidus necator, by a five-stage continuous stirred tank re-
actor was used to model and optimise polyhydroxybutyrate production using
a two-stage continuous stirred tank reactor scenario. The proposed optimised
model has shown an increase of 11.7 PHB % of cell dry mass and an increased
volumetric PHB productivity by 4.42 g L−1 h−1 compared to the five-stage reactor
cascade.
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1 Introduction
1.1 Brief history of plastic
Although the use of rubber dates back to 1600 B.C., in the ancient Mesoamerican
era, it was not until 3500 years later that the use of rubber has become ubiquitous
(Hosler, Burkett, & Tarkanian, 1999). In 1839, polystyrene and the chemical pro-
cess of rubber vulcanisation were invented. Since then, plastics such as low- and
high-density polyethylene, polyethylene terephthalate and polypropylene have
revolutionised the material market. All are typically characterised by low produc-
tion costs and high versatility which has led to high demand (Andrady & Neal,
2009; Heyl & Higginbotham, 2013). By the end of 2015, overall plastic produc-
tion was estimated to have reached 322 million tonnes per year (PlasticsEurope,
2016).
One characteristic that results in plastics having a significant demand are their
chemical and biological stability. Although this inertness serves as an advantage
for many applications, from an environmental perspective, it is detrimental. The
disposal of plastic contributes to municipal waste (Andrady & Neal, 2009). Chem-
ical inertness causes environmental persistence and recycling is costly and energy
intensive. The environmental impact has resulted in renewed interest in natural
and/or easily-degradable plastics. Even water-soluble polymers found in deter-
gent end up in waste streams, polluting the environment due to their resistance
to degradation (Swift & Baciu, 2006).
In this introduction, I will discuss what polymers are and hence why they
are useful. I will then argue for the need for biodegradable plastics, specifically
polyhydroxyalkanoates (PHAs) and explain how PHA is produced, its limitations
and its challenges to compete with conventional petrochemical plastics. Finally, I
will discuss the utility of the in silica experiments presented, that is; mathematical
modelling as it applies to biopolymer production. A brief introduction will be
given to different types of relevant and established models of PHA synthesis.
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1.2 Polymers
Polymers are best described as a series of monomers, homogeneous or heteroge-
neous, attached in sequence, in a specific or random manner. A monomer is the
repeating unit; the specific molecule or molecules that is/are repeated along the
polymer chain. For example, polyethylene (PE), consists of a series of ethylene










Figure 1: The general molecular representation of a polyethylene (PE) with n
repeating units.
The n denotes the number of repeating units of the monomer and is termed
the degree of polymerization. The polymerization process produces polymers
of different n lengths. This results in a distribution of polymer lengths, and
hence, molecular weights. Therefore the polymerisation process follows statistical
principles, and at a molecular level, the homogeneity of physical properties is
nonexistent (Rogošić, Mencer, & Gomzi, 1996). The average molecular weight of
a polymer can be determined by its physical properties such as osmotic pressure
or viscosity (Callister & Rethwisch, 2013).
When considering the molecular weight of polymers, we refer to either the









In (1) and (2), the subscript i is the size range of the polymer. Mi is the molecular
weight, xi is the number fraction of the total number of chains and wi is the
2
weight fraction of molecules, each refer to the particle defined by i. The weight
fraction is the total mass of each range size, divided by the sum of total mass;
i.e. xiMi/
∑
xiMi. The polydispersity index, also known as dispersity (Ð) is
commonly used to describe the molecular weight distribution of a polymer. It is
defined as the ratio between the Mw and Mn. A greater dispersity value means
a broader weight distribution (Rogošić et al., 1996).
If the polymer consists of one type of repeating monomer, it is called a ho-
mopolymer. If two or more types of monomers are in the polymer it is referred to
as a copolymer. Copolymers can be further categorised into block, alternating,
random and graft polymers. Block polymers are produced when identical repeat-
ing units are clustered together along the chain. Alternating polymers consist
of a chain with alternating repeat units. Random polymers are, as the name
suggests, random. The last type of copolymer, the graft polymers, are polymers
that have branches of polymers coming off a polymer (Callister & Rethwisch,
2013). For example, in Figure 1, if one or more of the hydrogen atoms is replaced
by a different monomer off the main chain, the molecule is considered a graft
copolymer.
The molecular weight of a polymer correlates with its physical properties
(Rogošić et al., 1996). For example, a polymer with a large average molecular
weight tends to have a larger melting or softening point (Callister & Rethwisch,
2013). The melting point of a polymer corresponds to the temperature at which it
is fluid enough to be considered a liquid. The temperature at the softening point
is lower than at the melting point and corresponds to the maximum temperature
at which no permanent deformation occurs. (Callister & Rethwisch, 2013).
Based on the response to increasing temperature, a polymer can be categorised
as either a thermoplastic or a thermoset. A thermoplastic becomes liquid as
the temperature increases and solid as the temperature decreases. Because the
polymer chains are entangled with each other in a large sample of material, at
higher temperatures, freedom of movement becomes limiting. Hence the polymers
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distort causing its covalent bonds to break. As a consequence these polymers
degrade rather than evaporate from its liquid state.
Linear polymers, such as PE (Figure 1), are more likely to be a thermoplastic,
because the chances of entanglement is lower than in polymers that have branches,
are cross-linked or have a three-dimensional molecular network structure. Other
common thermoplastics include polystyrene and poly(vinyl chloride) (Callister &
Rethwisch, 2013).
Thermosets are more likely to have a network structure, hence they have less
freedom of movement upon heating and degrade when the material is still in solid
state. However, this three-dimensional network structure allows them to be more
heat resistant, harder and stronger in comparison to thermoplastics. Common
thermosets are rubbers, epoxies, and phenolics (Callister & Rethwisch, 2013).
1.3 Biodegradable polymers
Biodegradable polymers
Once a plastic has been used, it requires collection, transportation and separation
before it can be recycled. These are expensive procedures (Swift & Baciu, 2006).
Less favourable options include incineration and landfilling (Swift & Baciu, 2006).
Incineration releases CO2 and CO which is problematic, and made more so if the
plastic contains aromatics or elements other than hydrogen and carbon, which
release toxic compounds in the incineration process (Painter & Coleman, 2009).
The latter takes up landfill space and is unappealing (Swift & Baciu, 2006). A
more favourable solution for plastic disposal is substituting petrochemical based
























Figure 3: The general molecular representation of a polypropylene (PP) with n
repeating units.
A promising biodegradable polymer in terms of its properties is PHA (Figure
2). Polyhydroxybutyrate (PHB) is a type of PHA for which the R refers to a
methyl group (-CH3) and i equals one (Figure 2). PHB has similar properties
(Table 1) to the commonly used material polypropylene (PP) (Figure 3). Along
with its biocompatibility, its similarity to PP makes PHB one of the most promis-
ing biodegradable polymers that could potentially replace polypropylene in the
future (Blunt, Levin, & Cicek, 2018; Matsumoto, Tajima, & Taguchi, 2015).
Copolymers of PHB, in particular those that include hydroxyvalerate (HV)
monomer in its polymer network, have shown improved properties to its PHB
counterpart (Anjum et al., 2016). The copolymer, poly(3HB-co-3HV), has a
decreased Young’s Modulus, increased impact strength, decreased stiffness, lower
crystallinity and lower melting point compared to PHB (Anjum et al., 2016).
By varying HV mole fraction in the copolymer one can manipulate its physical
properties. For example, if the copolymer consists of 20% by mole HV, the
copolymer can be used as films and fibers due to its lowered stiffness (Anjum et
al., 2016). (Patnaik, 2005) (Bonartsev et al., 2007)
PHA production
PHA is biosynthesised by bacterial fermentation of sugars or lipids. Over 300
different bacteria species and numerous species of archaea are able to biosynthe-
sise PHAs (Blunt et al., 2018). PHAs serve as intracellular carbon and energy
reserves for microorganisms, usually produced under growth-limiting conditions
(Blunt et al., 2018). Recent advancements in PHB production have focused on
fed-batch reactors, whereas the last significant contribution made by continuous
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Table 1: Comparing physical properties of polypropylene with polyhydroxybu-
tyrate, taken from Patnaik (2005).
Property PP PHB
Melting point, ◦C 171 - 186 171 - 182
Glass transition temp., ◦C - 15 5 - 10
Crystallinity, % 65 - 70 65 - 80
Density, g/cm3 0.905 - 0.940 1.23 - 1.25
Molecular weight, × 105 2.2 - 7.0 1 - 8
Young’s Modulus, G Pa 1.7 3.5 - 4.0
Tensile strength, M Pa 39 40
UV resistance Poor Good
Solvent resistance Good Poor
Oxygen permeability, cm3/m2/atom/day 1700 45
Biodegradability Nil Good
Water absorption, % weight 0.0 0.2
production means (continuous stirred tank reactor; CSTR) was accomplished by
Atlic et. al. (2011) (Blunt et al., 2018). Atlic et. al. (2011) recovered 77 ± 7.5
PHB (% wt) of cell dry mass with a productivity of 1.85 g L−1 h−1 (Table 2).
PHA production is costly mainly due to substrate supply and purification
of the product (Ramsay et al., 1990). The production cost is the main reason
why it is difficult to compete with petrochemical plastics (Ramsay et al., 1990).
Substrate costs can be reduced by using by-products or renewable carbon sources
or indeed waste materials. Ahn et. al (2001) were able to recover 87 PHB (%
wt) of cell dry mass in a fed batch culture using whey and lactose (Table 2).
Whey is a by-product from the manufacture of dairy products and is considered
a pollutant due to its high biological oxygen demand (Ahn et al., 2001).
Some bacteria are able to produce PHB and simultaneously grow, such as
Azohydromonas lata, whereas some bacteria require strict separation between
growth and PHB production, such as Cupriavidus necator (Ramsay et al., 1990;










































































































































































































































































































































































1.4 Mathematical modelling of PHA
Types of models for PHA
A mathematical model has the potential to describe and explain the effects of
different components on a system, and eventually make predictions about its be-
haviour. Mathematical models in biological systems have been utilised to optimise
and improve microbial PHB production formation (Novak et al., 2015). Mathe-
matical models to improve PHA biosynthesis include formal kinetic (structured or
unstructured), dynamic, metabolic, cybernetic, neural and hybrid models (Novak
et al., 2015).
Kinetic models are based on the kinetic relationships between substrate, S,
biomass, X, PHA product, P and some models include nitrogen, N , or phosphate
substrates. This type of mathematical model originated with the chemostat re-
actor design, and was continuously improved upon, to include inhibitor effects
(detail in section 2.1 on page 10) (Haefner, 2005; Novak et al., 2015). Kinetic
models are limited to environmental factors that influence microbial growth and
are based on the steady state of the system. Individualism of cells is neglected in
kinetic models.
Dynamic models include effects of genetics, interactions in enzymatic pro-
cesses, such as DNA - protein or protein - protein interactions. Dynamic models
as such are a lot more complex than kinetic models (Novak et al., 2015).
Metabolic models focus on the metabolic situation of the cell, this takes into
account the catabolic and anabolic routes that make up the metabolic pathway
(Novak et al., 2015). Rather than direct improved PHA production, metabolic
models are used in elucidation of metabolism and substrate transport. They are
practically useful in metabolic engineering to develop microbial strains (Novak et
al., 2015).
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Introduction to the Horvat model
Horvat et al., 2013 constructed their kinetic model to fit their continuous 5-stage
stirred tank bioreactor cascade system (5-CSTR). The kinetic model is compared
with lab work from Atlic et al. (2011).
Horvat et al., (2013) argued that the use of a five-stage set up would achieve
optimal conditions for cell growth and PHA accumulation due to the ability to
optimise each bioreactor in the cascades purpose. That is microbial growth in
one reactor and PHA accumulation in subsequent reactors by changing nitrogen
supply to each reactor. Furthermore, each bioreactor can be exposed to different
parameters, should these be desired, such as pH, temperature and oxygen supply
(Horvat et al., 2013; Atlic et al., 2011). If five or more reactors are connected
in series, the model reflects the engineering principles of a continuous plug flow
reactor (CPFR)(Moser, 1988). The advantage of a CPFR over a simple N-CSTR
(N≤4), are for bioprocesses that call for a specific reaction time, such as the




Introduced in the 1950s, a chemostat consists of one or more bioreactors that aim
to produce microorganisms and/or microbial products in a controlled manner
(Winder & Lanthaler, 2011). Reactors of this type are designed to reach and
then operate at steady state (Winder & Lanthaler, 2011). In order to do this,
nutrients are added to the chamber at a constant rate and concentration. To
keep the volume constant, an equivalent flow of liquor leaves (Haefner, 2005).
The reactors are assumed to be homogenous throughout, which is achieved by
continuous stirring. The application of this reactor type is mainly for physiological
studies in research laboratories, industrial large scale bio-production and sewage
treatment plants (Haefner, 2005).
The french biochemist Jacque Monod, was able to correlate specific growth









The biomass concentration is given by X for a given time t, µmax is the maximum
specific growth rate, S is the substrate concentration andKS is the half saturation












This conversion is possible because the influx of S is kept constant, in contrast to
batch fermentation (Winder & Lanthaler, 2011), where substrate is introduced in
‘batches’. At steady state, the dilution rate (D), is the equivalent of the specific
growth rate. Dilution rate is defined as nutrient flow rate into the reactor, F ,
over the volume of the reactor. The culture becomes unstable if the dilution rate
is set above µmax, therefore it should be set below µmax.
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Because the effluent flow rate is the same as influent rate, the overall differ-
ential equation for biomass in the reactor is the combination of biomass growth
and biomass effluent, as shown
dX
dt
= µX −DX. (5)
The previously defined specific growth rate µ is limited by one substrate only,
the carbon source. Considering that nitrogen plays a key role in microbial growth,
it is worth considering extending (3) to include a term for nitrogen (McGee,
Drake, Fredrickson, & Tsuchiya, 1972). The described equation, the ‘double
Monod’ equation, introduced by McGee et al. (1972) is followed by an improved
























It is clear that (7) produces a larger specific growth rate than (6), because the






, which is always greater than
one. In return, greater biomass concentration is modelled, see (5).
Often chemostats are used for biological treatment of wastes, and since these
may include toxic sewage substances, additional inhibitors obscure microbial
growth (Haefner, 2005; Bungay, 1994). Although (7) models biomass growth
accurately, it is limited in that it cannot be used to model biological systems that
include toxic inhibitory nutrients (Bungay, 1994).
2.2 Numerical methods to solve non-linear ODEs
The mathematical model used to describe the chemostat system consists of a
set of non-linear ordinary differential equations (ODEs). Due to non-linearity an
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analytical approach to solve the equations is not possible. Instead, a numerical
approach is used that solves:
x′(t) = f (t,x) , x(t0) = x0 (8)
where x(t) is the vector of functions defining the state of the chemostat, t is time
and x0 is the initial state of the system at t = t0.
The simplest numerical approach is the Euler method, which is summarised
as:
xn+1 = xn + hf(tn,xn), (9)
where xn ' x(tn) and h is step size. Substituting the initial conditions into
f(tn,xn), hence solving for f(t0,x0) gives the slope of the differential equation at
the starting point. The derived slope is used to continue solving by increments
of h from tn to tn+1 ≡ tn + h (for n ≥ 0), according to (9). This method
produces a truncation error of first order; i.e. O(h2) (Press, Teukolsky, Vetterling,
& Flannery, 2007).
Usually, the smaller the step-size the better the accuracy. Increasing the
accuracy by simply reducing the step-size becomes computationally demanding,
the error may be reduced but the order is the same. More advanced numerical
methods produce truncation error of higher order, hence are more accurate at
equivalent step-sizes. Additionally, the Euler method is more prone to instability,
in particular for stiff ODEs (Press et al., 2007). An ODE may experience stiffness
if the solution varies rapidly (Press et al., 2007; Moler, 2003).
The low accuracy of the Euler method motivates higher order methods such
as the second-order Runge-Kutta method. The method takes the midpoint of the
step size to compute the actual step over the whole interval. This is illustrated
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in the following equations:















This is a significant improvement over the Euler method, however the method
can still be improved. The higher the order, the greater the potential for reducing
the truncation error, given with the correct weighted average combination. The
most widely used method is the fourth-order Runge-Kutta formula (Press et al.,
2007), which is based on four evaluations of the right hand side for each step-size.





















k4 = hf(tn + h,xn + k3)

















In general, this method is satisfying in terms of truncation error. However, in
the ideal computing world, an ODE solver should be able to adapt its step-size,
at the same time as solving the equation. The step-size should be increased for
smooth regions, to save computing time, and reduced for rough regions to remain
accurate.
Several adaptive step size control methods exist. The one used in Matlab
is an extension on the fourth-order Runge-Kutta method, called the Dormand-
Prince method (Dormand & Prince, 1980; Shampine & Reichelt, 1997). It has
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the following general form:











































































































































The embedded fourth-order Runge-Kutta formula is given by x∗n+1. The embedded
formula has a lower error order than xn+1, the absolute difference between x∗n+1
and xn+1 gives an estimate of the truncation error (Press et al., 2007). The
truncation error should be less than a certain error bound, according to
|∆| = |x∗n+1 − xn+1| ≤ scale
for
scale = atol + |x|rtol,
where atol is the absolute error tolerance, and rtol is the relative error tolerance.
In practice, an appropriate step size is calculated in the following way. Let h0
be the initial step-size trialed. The absolute difference between x∗n+1 and xn+1 is
14











If error0 is less or equal to a desired error, error1, it means the step-size can be
safely increased. If it is above said error1 the step-size should be decreased. In
most cases error1 is set to one. The extent to which the step-size h0 is increased
or decreased is given by
h1 = h0
∣∣∣∣error1error0
∣∣∣∣ 15 . (11)
In conclusion, if error0 ≤ error1 then h0 can be safely increased, and if error0 >
error1 then h0 can be reduced (Press et al., 2007).
This is the basis for the ode45 function in Matlab. The function is typically
used for non-stiff problems. Matlab has separate functions for stiff problems,
such as ode15s. The ode15s function in particular uses numerical differentiation
formulas of orders 1 to 5 (Shampine & Reichelt, 1997), making it a lot more
efficient.
In this thesis, the following syntax is used in Matlab:
[tout, Cout] = ode45(@(t,C) RHS_H(t,C,params),tspan,C0)
This solves for the set of differential equations found in function RHS_H file over the
time range defined by tspan, for the dependent variable C. The initial condition
is given by C0 and a set of parameters by params. The output of the solved C is
compressed into vector Cout, and tout is the equivalent of tspan.
15
3 Results and Discussion
3.1 Code validation
Modified Horvat model
While the aim of this project is to use Horvat’s model to test other organisms
and substrates, a logical first step is to study the existing system, so the impact
of modifications are well understood.
The following code validation reduces the already optimised 5-CSTR model
provided by Horvat et al. (2013), to a 2-CSTR. The philosophy of separating
stages (growth from production) is one that prevails in PHA literature (Doi et
al., 1990; Ramsay et al., 1990; Horvat et al., 2013; Blunt et al., 2018; Atlic et
al., 2011; Steinbüchel & Schlegel, 1991), therefore it is a useful step to simplify
Horvat to just focus on that; separating growth from PHA production and hence
two reactors rather than five reactors. This has the bonus of reducing operational
costs (substrate, pump, etc.) if two reactors are found to be useful. Furthermore,
examining a 2-CSTR strengthens the understanding of the reactor parameters, as
it is easier to intuitively examine what is happening not only at a mathematical
level but also at a biochemical level in comparison to a more complex 5-CSTR.
The additional reactors can be re-introduced, at a later stage, should a multi-
reactor appear superior to the reduced reactor.
The modified Horvat 2-CSTR model is shown in Figure 4. The first bioreactor
is designed for optimal biomass growth conditions, whereas the second bioreactor
is designed for optimised PHA accumulation. The first reactor is supplied with a
feed of flow rate, F1, consisting of biomass (Xin1), a substrate (Sin1), PHB (Pin1)
and nitrogen (Nin1) concentration. The second reactor is fed with the effluent
from reactor one, at rate F2 and a fresh feed of flow rate, F3 containing additional
substrate, at concentration Sin3. Effluent from reactor two, F4, is monitored for
product (PHB), substrate, biomass and residual nitrogen.
The Horvat (2013) differential equations, reduced to a two bioreactor setup
16
Figure 4: Operation of the 2-CSTR. The storage tank for reactor one supplies
the following concentrations in (g/L); Xin1 is biomass, Sin1 is glucose substrate,
Pin1 is PHB and Nin1 nitrogen. The second reactor has a storage tank with a feed
limited to glucose, Sin3. F1, F2 (note; F2 = F1), F3 and F4 (note; F4 = F2 + F3)
are the flow rates given in (L/h) and V1 and V2 are the volume in (L). This figure
is modified from Horvat et al., 2013.
are given by equations 12-21. The rate of change for the volume, V1 (12) and V2
(13), is zero, consistent with chemostat reactor design. The remaining differential
equations (14) to (21) describe the concentration of biomass, substrate, product
(PHB) and nitrogen leaving bioreactor one and two. The constants, along with
a brief explanation, that contribute to the differential equations (12) to (21) are
given in Table 3.
Some of the differential equations depend on kinetic equations, such as specific
growth rate, µn, specific substrate consumption rate, bn and specific growth non-
associated PHB production rate, an. n ∈ (1, 2) refers to reactor one and two
17
respectively. Specific growth rate is discussed in detail in section 2.1 (page 11).
dV1
dt
= F1 − F2 (12)
dV2
dt



















































































































The entire 2-CSTR system reaches steady state within 50 hours (Figures 5 and
6). Reactor one reaches steady state within approximately 30 hours, considerably
earlier than reactor two. At steady state, cell dry mass concentration in reactor
one is slightly more than half of the cell dry mass concentration in reactor two.
Note that the cell dry mass is the sum of biomass and product formed. The large
difference in X between the two reactors is expected, since reactor two produces
large quantity of PHB thus elevating total cell dry mass.
Not all of the glucose is consumed in reactor one at steady state. The re-
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Table 3: Horvat (2013) model parameters, including a brief explanation.
Symbol Value Units Description of symbols
V1 1.18 L Working volume of reactor one
V2 1.26 L Working volume of reactor two
F1 0.1557 L h−1 Feed inflow to reactor one
F3 0.0178 L h−1 Feed inflow to reactor two
Sin1 70 g L−1 Concentration of glucose in F1
Sin3 517.5 g L−1 Concentration of glucose in F3
Nin1 4.7 g L−1 Nitrogen concentration in F1 (added as NH4OH)
Pin1 0 g L−1 PHB concentration in F1
Xin1 0 g L−1 Biomass concentration in F1
S1,0 13.67 g L−1 Initial glucose concentration in reactor one
S2,0 13.67 g L−1 Initial glucose concentration in reactor two
X1,0 18.6 g L−1 Initial biomass concentration in reactor one
X2,0 18.6 g L−1 Initial biomass concentration in reactor two
P1,0 6.1 g L−1 Initial PHB concentration in reactor one
P2,0 6.1 g L−1 Initial PHB concentration in reactor two
N1,0 0.001 g L−1 Initial nitrogen concentration in reactor one
N2,0 0.001 g L−1 Initial nitrogen concentration in reactor two
mP,S 0.477 g g−1 Stoichiometric coefficient of glucose conversion to
PHB
mX,S 0.55 g g−1 Stoichiometric coefficient of glucose conversion to
residual biomass
mX,N 6.88 g g−1 Stoichiometric coefficient of nitrogen conversion to
residual biomass
mP,X 0.13 g g−1 Stoichiometric coefficient of PHB synthesis related
to biomass in growth phase
µmax 0.25 h−1 Maximum specific growth rate
KS 1.17 g L−1 Saturation constant for glucose (related to
biomass growth rate)
KN 0.001 g L−1 Saturation constant for nitrogen
bmax 0.064 h−1 Maximum specific glucose consumption for main-
tenance and minor metabolites
amax 0.23 h−1 Maximum specific non-growth associated PHB
production rate
Kin 0.0044 g L−1 Inhibition constant of PHB synthesis (related to
nitrogen concentration)
KaS 0.605 g L−1 Saturation constant for glucose (related to PHB
production rate)
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Figure 5: The cell dry mass (sum of X and P ) (left) and glucose (right) for each
leaving reactor one (solid) and reactor two (dashed) as a function of time. Note
that the glucose concentration is log-transformed.
Figure 6: PHB (left) and nitrogen (right) leaving reactor one (solid) and reactor
two (dashed) as a function of time.
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maining glucose at steady state is pumped into reactor two where it is consumed
along with the fresh glucose feed. In terms of both substrate (Figure 5) and
product (Figure 6) reactor one does not demonstrate smooth behaviour: In both
quantities, a small peak occurs at approximately one hour. Further investigation
may be able to explain this behaviour.
As expected the steady state PHB concentration for reactor two is at a higher
concentration than reactor one, since reactor two is designed for PHB production
under nitrogen limited conditions. Nitrogen limitation is confirmed by the negli-
gible concentration of nitrogen (Figure 6) in reactor two. As seen in X1 and S1,
there is a kink in P1 and N1 at approximately one hour in reactor one. Further
study of the model may help explain this phenomenon.
Robustness of model
The sensitivity or robustness of the model was tested by changing some key
parameters to see how much these impact PHB production. It was established
that the initial conditions for glucose, nitrogen, biomass or PHB in either reactor,
do not make much difference to the steady state position.
As given in table 3, the glucose concentration of the feed into reactor one, Sin1,
is set to 70 g/L. A 20 % increase in Sin1 is associated with an increase in PHB and
cell dry mass, for each reactor. A 20 % decrease in glucose concentration in Sin1
has the opposite effect. This is intuitive, as more glucose allows more microbial
growth and in return accumulates greater amounts of PHB in the second reactor.
The original parameter operates at 70 g/L of glucose feed concentration into
reactor one, at steady state 98 % of the glucose feed concentration is consumed,
leaving 2 % to enter reactor two. A 20 % increase or decrease does not change
the residual glucose significantly, at steady state (Figure 7; left). A 20 % increase
in glucose feed concentration reduces residual nitrogen close to zero at steady
state. A 20 % decrease results in an increase from 0.5 g/L to 1.3 g/L of residual
nitrogen.
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Figure 7: The robustness for glucose (left) and nitrogen (right) content in reactor
one (solid) and two (dashed), given at steady state, with an 20 % increase (red)
and 20 % decrease (blue) in glucose feed concentration. Black line refers Horvat’s
model with parameter in table 3.
As shown by the behaviour of residual glucose and nitrogen, responding to
a 20 % increase and decrease in Sin1, suggests that Horvat operates at a glu-
cose limited state. From Figure 7, we can conclude that adding more glucose
feed concentration allows for a better C/N ratio, as more of the nitrogen feed is
consumed.
The deficiency of carbon source in reactor one implies that nitrogen is in
excess, hence cell dry mass should be relatively robust in response to a decrease
in nitrogen content. This is confirmed by modelling a reduction in the nitrogen in
feed flow of reactor one, Nin1, by 20 % and 40 % successively (Figure 8). The 20
% reduction of nitrogen in Nin1 leaves reactor one still in nitrogen excess (green
line on right of Figure 8) and no change in biomass. Once the 40 % reduction in
Nin1 is imposed (blue line) a minute decrease on the cell dry mass is observed (in
reactor one). This decrease in cell dry mass together with residual nitrogen (in
reactor one) falling to zero at steady state, implies that the reactor is no longer
in glucose limitation. All three of the previous simulations support the original
conclusion of glucose limitation.
The PHB content of reactor one and two increased by 84 % and 20 % respec-
tively with a 20 % decrease in Nin1 (at steady state). A 20 % increase in nitrogen
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Figure 8: The effect on cell dry mass (left) and residual nitrogen (right), of a 20
% (green) and 40 % (blue) decrease in Nin1 from 4.7 g/L (black) for reactor one
(solid) and two (dashed).
Figure 9: The effect on cell dry mass (left) and PHB (right) of a 50 % (blue)
decrease and 50 % (blue) increase (red) in feed flow rate, F1, from 0.1557 (black)
for reactor one (solid) and two (blue).
feed concentration results in a decrease in PHB by 4 % and 18 % for reactor one
and two respectively.
A 50 % decrease in feed flow rate, F1, leaves the cell dry mass and PHB
content unchanged in reactor one (Figure 9). However, in reactor two there is a
significant increase in both cell dry mass and PHB, and a significant increase in
the time taken to reach steady state (90 hours, instead of 50 hours) (Figure 9).
A 50 % increase in flow rate has the opposite effect (Figure 9). It is possible that
the decrease in flow rate increases residence time, hence more PHB is produced.
This hypothesis will be tested further in a later section (refer to section 3.5 on
page 49).
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Figure 10: The effect on reactor two of PHB (left) and residual glucose (right)
by 20 % increase (red) and 20 % decrease (blue) from 0.0178 L/h (black) in Sin3
into reactor reactor two.
Changes in parameters for reactor two had no effect and are expected to
have no effect on reactor one, hence they are omitted for the following plots.
An increase in glucose concentration in feed flow, Sin3, results in a higher PHB
content in reactor two, however a significant amount of glucose is wasted (Figure
10). Unsurprisingly, a decrease in glucose feed concentration decreases the glucose
wastage but also lowers production (Figure 10).
A 20 % increase in feed flow rate, F3, into reactor two resulted in a 15 %
increase in residual PHB. A 20 % decrease led to a reduction in PHB content by
16 %.
3.2 Significance of individual terms
Preamble
It is common for mathematicians to simplify a model by removing terms that
contribute little to the overall outcome of the model. This provides an incentive
to examine the individual terms of the model for their individual impact. Remov-
ing individual terms simplifies the model, therefore has the potential to reduce
computing time. Computing time increases significantly as the in silica experi-
ments become more complex; for example one particular Matlab experiment in
section 3.5 took 70 hours. Therefore, this experiment aims to remove terms that
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Figure 11: The contribution of the individual terms taken from the differential
equation of biomass in reactor two; (15).
contribute little to the overall model and thus reduce computational time.
Simplified model
In order to simplify the model, the contribution of individual terms in each of the
differential equations (14) to (21) were examined, and if their contribution to the
model proved to be minute they were removed. The removal was then tested to
see if there was any unforseen impact. Each equation was examined individually,
possible candidates for removal were made, and tested to see the effect of the
removal of a particular term.
To demonstrate this approach, two of the ten differential equations will be
examined in detail below. All equations were examined this way and the result
given for the entire suite of equations is shown in table 4. The first differential
equation examined is the equation that describes the biomass concentration in
reactor two; (15). The second equation is the substrate concentration in reactor
two; (17).










The first term corresponds to the biomass entering from the first reactor, the
second for the biomass exiting reactor two and the third is responsible for the
biomass growth in reactor two. Biomass growth requires nitrogen and since re-
actor two is nitrogen limited, it might be intuitive to remove the third term.
The contribution of each term (Figure 11) shows that at steady state, the
combination of the first and third cancel out the second term. It looks like the
third term may be removed since its contribution is minute, at steady state, in
comparison to the other two terms. It is expected, while term 3 is small in this
equation, that the removal lowers the PHB concentration at steady state. That
is because the small amount of biomass this term adds to the system increases
Term 3 from (19); (µ2mP,X + a2)X2. The first and second terms are of opposite
sign to each other and compared to the third term, large in magnitude. Therefore
the third term is removed. Because this equation describes conditions in reactor
two, the removal would not affect reactor one in any way.



















Examination of (16) revealed that residual glucose exiting reactor one was mini-
mal (term 2; −F2S1
V1
). A term describing the same quantity appears in (17). The
first term corresponds to residual glucose from reactor one, since the term has
been omitted for reactor one (term 2), its removal for this equation is justified.
The second term refers to the glucose leaving reactor two. It is determined that
this consumption term (term 2) contributes very little (Figure 12), therefore is
omitted. The glucose that is fed into the reactor is given by the third term (re-
moved from contribution figure, since it is a constant). The fourth term computes
the consumption of glucose for biomass growth and the fifth for PHB formation.
The sixth term corresponds to the consumption for the maintenance of the cells.
The first two terms are of similar magnitude, but opposite sign at steady state.
They cancel each other out almost entirely, therefore both can be removed from
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Figure 12: The contribution of the individual terms taken from the differential
equation of substrate in reactor two; (17). The third term ((F1/V1)Sin3) is omit-
ted, because it is a constant at 7.3 g/L/h. Including it makes the other terms
less visible.
the equation.
The removal of the first term results in an overall decrease of PHB concentra-
tion at steady state. This is because the bacteria would use the ‘removed’ glucose
as a source of carbon to produce PHB. The biomass at steady state in reactor
one should remain unchanged.
It is within the best interest of the researchers to engineer the parameters in
order to have as little waste as possible. Thus, ideally, the second term (glucose
leaving reactor two) is as small as possible. Since it cancels out the first term
(glucose entering reactor two from reactor one) its removal makes sense. The
net PHB concentration change at steady state of this removal is zero, with the
assumption the area under each curve is the equivalent of each other.
All of the equations were examined in this way and a new set of simplified
equations was generated (Table 4). The net effect of the removal of all low impact
terms is shown in Figure 13. The simplified model produces greater amounts of
biomass than the unmodified model and an increase of 0.21 % in PHB (Table 4).
It took Matlab 6.5 seconds to run the unmodified model, and 2.7 seconds for
the simplified model. The removal of terms in the differential equations, however,
27
Figure 13: The solid black line denotes the unmodified model, the dashed red
line is the simplified model. The graph on the left gives the biomass formation
in reactor one and the graph on the right gives the PHB formation.
are limited to the particular model with set parameters from Horvat, 2013. If















































































































































































































































































































































































3.3 Efficiency of reactors
Preamble
In previous experiments (section 3.1), we established a broad understanding of the
waste of glucose and nitrogen and production of PHB and biomass in the model.
One important conclusion was that a decreased feed flow rate into reactor one
appears to have a positive impact on PHB production in reactor two. This exper-
iment will investigate the effects of flow rates and glucose feed concentration with
respect to its impact on PHB production efficiency and glucose waste efficiency.
The amount of nitrogen flushed out of reactor two is not of concern, because
the already minute amount of nitrogen entering reactor two from reactor one
is consumed very quickly. Additionally, it is clear that the microbes consume
most of the glucose, as shown by the tiny amounts leaving reactor two (Figure
5 and 6 on page 20). This implies that Horvat’s model has parameters set to a
desirable efficiency. However, it is still beneficial to model efficiencies by varying
parameters, as this has the potential to improve PHB production further, even
at the expense of higher glucose waste.
In this and coming experiments, it is important to distinguish between flow
rate (or feed flow rate) and flux. Flow rate refers to parameters F1 to F4, with
units in L/h. Flux refers to the product of concentration and flow rate with units
of g/h.
Two efficiencies are modelled. The first efficiency is the ratio between glucose
flux leaving reactor two and total glucose flux flushed into the cascade system.
This efficiency is referred to as glucose waste efficiency.
The second efficiency is the ratio between PHB produced and total glucose
flushed into the cascade system, referred to as PHB production efficiency. The
two efficiencies will be displayed as contours, with independent variables, glucose
feed concentration and feed flow rate on the x- and y-axis respectively.
The first and second section that follow provide a broad overview of the be-
haviour of efficiencies over a large set of independent variables, for reactor one
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and reactor two respectively. The third section looks at a narrowed range of set
boundaries for both reactors with the aim to decide on the set of parameters
for improved efficiency, compared to Horvat’s model. The last section addresses
different approaches taken to reduce the computing time of this experiment.
Broad efficiency overview of reactor one
The following equation gives the glucose efficiency for reactor one, ηS1:
ηS1 =
S2 × F4
Sin1 × F1 + Sin3 × F3
(25)
Where, S2 is the glucose concentration leaving reactor two, at steady state, F4 is
the flow rate exiting reactor two and F3 is feed flow rate into reactor two. The
independent variables are glucose feed concentration, Sin1, and feed flow rate, F1,
into reactor one with the following boundaries:
Sin1 ∈ [10, 150]
F1 ∈ [0.05, 0.3]
Since
F2 = F1
F4 = F2 + F3
F4 changes with varying F1 and therefore is within the boundaries
F4 ∈ [0.0678, 0.2678]
Sin3 and F3 are set to 517.5 g/L and 0.0178 L/h (Table 3 on page 19).
The numerator in (25) is the glucose flux leaving reactor two. Ideally, the
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Figure 14: Contour plot of glucose waste efficiency. The brighter the contour lines
(yellow), the higher the ηS1-value and vice versa for darker contour lines. Note
that contour lines from 0.0027 increments at 0.0001 up until 0.005. Contour lines
from 0.006 and above increment at 0.002. The computation time to calculate the
contour lines was 44.8 hours.
numerator should be as small as possible in comparison to the denominator. The
denominator is the total glucose flux into the reactor system. Improved glucose
waste efficiency occurs within reduced ηS1-values.
Horvat’s model is shown in Figure 14 as the blue dot. A decrease or increase
of F1 from Horvat has no effect on its efficiency, making it a very stable region for
feed flow rate. In contrast, adjusting glucose feed concentration changes its waste
efficiency. A decrease in glucose feed concentration is shown to be favourable, as
it approaches the minimum contour efficiency line at 0.0027. An increase in Sin1
increases the efficiency slightly before it gradually decreases again.
The saddle point near the 0.0041 contour line at [80, 0.06], looks like a stable
region. Although an efficiency value of 0.0027 is more favourable, such a contour
line is next to a ’wall’, where the contour lines increase dramatically. Horvat
operates at an efficiency of 0.004 which is already highly efficient. The following
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Figure 15: The contour lines for PHB production efficiency. A higher efficiency
value is shown by lighter colour (yellow), and a lower value is shown by dark
colour. The blue star refers to parameters set by Horvat’s model. The contour
lines are shown from 0.05 to 0.35, incrementing at 0.005. The computation time
to calculate the contour lines was at 44.8 hours.
equation gives the PHB production efficiency:
ηP1 =
P2 × F4
Sin1 × F1 + Sin3 × F3
(26)
Where P2 is the PHB concentration in reactor two, at steady state. The bound-
aries for each variable are the same as for the glucose waste efficiency.
Ideally, the numerator is large in comparison to the denominator. This means
that a larger ηP1-value produces more PHB per total glucose flux flushed into the
cascade system. Hence a large ηP1 is preferred.
In section 3.1, it was suggested that a decrease in F1 increases the PHB
production and this is confirmed in the efficiency analysis here (Figure 15). In
fact, at lower feed flows, F1, the efficiency becomes more robust in terms of varying
glucose feed concentration, making it more stable.
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The general trend that a combination of higher glucose feed concentration and
lower feed flow rate lead to an increase in PHB production efficiency is expected.
Additionally, the efficiency becomes more robust.
The slight increase from 0.004 to 0.0041 in efficiency means more glucose is
wasted, but not significantly, considering that the PHB efficiency is improved
significantly by the change (Figure 15).
Broad efficiency overview of reactor two
The glucose waste efficiency for reactor two has the same equation as reactor one,




Sin1 × F1 + Sin3 × F3
(27)
The independent variables, Sin3 and F3 have the following boundaries:
Sin3 ∈ [150, 1700]
F3 ∈ [0.002, 0.045]
The glucose waste efficiency increases exponentially as feed flow rate and glucose
feed concentration increases (Figure 16). Horvat set their parameter at a stable
location, as shown by the blue star-dot. However to further improve glucose
efficiency both feed flow rate and glucose feed concentration should be reduced.
This is not really necessary, as stated before; the waste from glucose is already
minimal.
This efficiency behaviour is intuitive: a lower flow rate means that the mi-
crobes have more time to consume the glucose, furthermore a decrease in glucose
feed concentration increases the demand for it.
While a decrease in F3 and Sin3 improves glucose waste efficiency in reactor
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Figure 16: Glucose waste efficiency contour plot. The blue star-dot refers to
parameters set by Horvat. The lighter the contour line (yellow) the higher the
ηS2-value, vice versa for darker contour lines. Note that the contour lines are
plotted with different increments; the darker region starts at 0.001 incrementing
by 0.0005 up to 0.01. Higher efficiencies than 0.01 increment at 0.01 to 0.4. The
computing time taken for calculation for these contour lines was 34.7 hours.
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Figure 17: The PHB production efficiency contour plot. The blue star-dot refers
to parameters set by Horvat’s model. The lighter the contour line (yellow) the
higher the ηP2-value, vice versa for darker contour lines. Contour lines with
efficiency values between 0.06 and 0.25 increment at 0.01. The higher set of
efficiency values, of 0.25 and above increment at 0.001. The computing time
taken for calculation of efficiency was 34.7 hours.
two, a decrease in both glucose feed concentration and feed flow worsens PHB
production efficiency (Figure 17). In order to improve PHB production efficiency
the parameters need to be set to the bright yellow region. This region produces
PHB more efficiently and is more stable (note contour increments in figure 17 are
reduced to 0.001 in the stable region).
Ideal parameters for reactor one and two
The previous two sections showed the overall behaviour of efficiencies. Here the
efficiencies are narrowed to an ideal set of parameters with greatest efficiency.
Overlapping both efficiencies helps make a conclusion about the best operating
conditions (Figure 18).
For reactor one, the ideal parameter chosen is on the saddle point, that is
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Figure 18: Overlapping contour lines of both efficiencies for reactor one and
reactor two respectively. The blue star-dot is parameter set by Horvat’s model.
The coloured contour lines (variation of bright yellow) in top figure denotes ηP1,
the darker contour lines are ηS1. Increments between contour lines are set to
0.00005 for ηS1 and 0.005 for ηP1. The blue contour lines for the bottom figure
refer to ηP2, incrementing at 0.004, and red contour lines for ηS2, incrementing
at 0.002. The computing time taken for the variables in the first figure is at 53.4
hours and for the second at 42.6 hours.
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where ηP1 = 0.305 touches ηS1 = 0.0041, at a glucose concentration feed of 77.5
g/L and feed flow rate 0.064 L/h. The contour plots show stability at the saddle
point for glucose waste efficiency, and greater PHB production efficiency.
For reactor two, it is less obvious. The efficiency worsens for glucose wastage
when there is improved PHB production efficiency. The PHB production effi-
ciency becomes more stable as glucose feed concentration is increased, the op-
posite effect is seen in glucose waste efficiency (Figure 18). After ηS2 = 0.0085,
the efficiency increases exponentially, therefore it was decided to find an ideal
operating condition value on this contour line. The greatest PHB efficiency is
in the lower right corner of said contour line. It was decided that feed flow rate
should remain unchanged from Horvat and glucose feed concentration increased
to 790 g/L.
Using these settings, in each reactor, the glucose efficiency has worsened but
PHB production efficiency has improved, therefore comparing to Horvat’s model,
an increased glucose wastage is expected, in order to increase PHB production.
Horvat’s model is compared with adjustments of reactor one and reactor two
separately, as well as with the combination of adjustment for both reactors one
and two (Figure 19). To aid clarity, the comparison includes the ratio of produced
PHB per glucose wasted.
As expected, the previous efficiency figures (Figure 18) confirm the output
shown in Figure 19. If both reactor one and two are adjusted we get a high PHB
concentration output at steady state, more than three times Horvat’s model.
However the ratio of produced PHB to glucose wasted is almost half of Horvat’s
model. Therefore it may only be a desirable solution if we do not care about the
wastage. As shown in the figure, the combined adjustment has a high glucose
waste in the early stages of the experiment (see bump in second figure in figure
19), this is because the second reactor is provided with excessive glucose, hence
not enough biomass is present to consume the feed before steady state is reached.
A quick test confirmed this; if the initial concentration of biomass is increased
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Figure 19: The first two plots refer to produced PHB and wasted glucose. The
third plot gives produced PHB to glucose wasted ratio.
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Figure 20: Effects of changing the initial biomass conditions for the R1R2 ad-
justed model. The black line refers to the original biomass initial condition pa-
rameter value.
from 18.6 to 23.6 and 28.6 g/L in reactor two, the maximum gradually diminishes
(Figure 20) and the resulting steady state remains the same.
An adjustment for reactor two only (Figure 19; green line) also results in a
slight bump, with some improved PHB production but also increased glucose
waste.
In terms of improved PHB production for reduced glucose wasted (Figure 19)
adjusting both reactor one and two produces worse results, compared to Horvat’s
model. A visible improvement lies in adjusting reactor one only, where the final
PHB to glucose ratio lies at approximately 74, and Horvat’s model at 54. As
stated previously, the downside of that is the time required to reach steady state.
An overview of computation time
As the equations gradually become more complex, their effect on computation
time becomes more noticeable. A lot of effort was placed into making the model
more efficient and reducing computing time. This section focuses on one way of
how computing time is reduced without compromising data quality.
The Matlab produced figures for this thesis are computed to appear as
smooth as possible. As an example, the efficiency figures in this experiment
(Figures 14 to 18) were designed to have 100 increments on each x and y axis.
Therefore the program calculated 10 000 efficiencies, which took up to 53.4 hours
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Figure 21: Contribution of first and third term of (21). The left gives the con-
tribution over 20 hours, and the right gives the contribution from 1 to 4 hours
(increments are decreased from 0.01 to 0.0000001).
to compute. Because it took so long to compute, it was likely that the set of
ODEs is stiff (defined in section 2.2 on page 12).
This is best demonstrated by revisiting the individual terms of the ODEs,
from section 3.2. In particular, the differential equation calculating the nitrogen











The first term on the right hand side corresponds to nitrogen entering from reactor
one, the second term corresponds to the amount leaving reactor two and the last
term is the consumption of nitrogen term for biomass growth. The second term
is very close to zero, hence is omitted for the purpose of this illustration. It looks
like the first and third term are mirror images of each other (Figure 21). As shown
in Figure 21, the third term is unstable as can be seen by its rough/wave like
behaviour. Increasing the number of increments and narrowing down the time
range shows that the third term was sinusoidal with a large number of oscillations.
This sinusoidal behaviour with many oscillations is one of the reasons for the
stiffness in the ODEs. It is suspected that the specific growth term, µ2, is the
reason for the oscillation. Similar behaviour is found for the biomass growth term
(third term; µ2X2) in the ODE for biomass content of reactor two ((15) on page
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Figure 22: The contribution of third term of differential equation 21 given for the
case where initial condition is set to 0.001 g/L (solid) and 0 g/L (dotted). The
term is plotted for the first 72 seconds.














The subscript n refers to the reactor number, the rest of the constants are as
defined in table 3 on page 19.
The initial condition for the nitrogen concentration in reactor two is set to
0.001 g/L. The nitrogen content is consumed within 36 seconds (Figure 22). As
explained in method section 2.2, if there is a rapid change, as witnessed in figure
22, the program needs to adapt its step-size, resulting in prolonged computational
time. If the initial condition of nitrogen in reactor two is set to zero, that initial
decrease is avoided (Figure 22) and computation time is reduced. The glucose
waste efficiency for reactor one, using 400 as steady state, 15 increments reduced
the computation time from 26.9 hours to 21.7 hours for removing the initial
nitrogen concentration.
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3.4 Total glucose flux, Q
Preamble
In the previous experiment, both reactors were optimised separately, each in
terms of flow rate and feed concentration. In this experiment, the distribution of
carbon source between each reactor is changed. Glucose is expensive and used as
a feed for a bioreactor competes with human and animal consumption, therefore
an optimised distribution helps reduce glucose costs. In order to do this, product
formation and glucose waste is examined over a total glucose flux distributed
between each reactor.
The total glucose flux fed into the system is defined by Q (g/h). Given by
equation:
Q = F1Sin1 + F3Sin3 (29)
The feed flow rates F1 and F3 are constants.
In section 3.3, an efficient model was determined: Both Horvat’s model and
the efficient model are examined. The efficiency model from 3.3 is referred to as
the ηR1 model, the subscript R1 refers to the fact that only the parameters of
reactor one were adjusted.
The analysis will be done in terms of the amount of glucose fed into the second
vessel: i.e. Sin3. In order to find the domain for the model, (29) is solved for Sin1


















A low Sin3 value has most of the glucose fed into reactor one, and a large value
has the majority of glucose fed into reactor two.
In the following experiment, the relevant values were extracted from the model
at 250 hours assuming steady state. The extracted values were compared with
that of 1500 hours. The two times differed in steady state values at the third sig-
nificant figure and therefore 250 hours was deemed sufficient modelled operating
time for the modelled reactor.
Variation of total glucose distribution between reactor one and two
In this experiment the distribution of glucose is examined for Q values limited
to [12, 14, 16, 18, 20, 22, 24, 26, 28, 30], unless otherwise stated. The domain (see
(30)) is based on Q and thus increases with increasing Q value.
In section 3.1 (page 21), we tested the robustness of Horvat’s model. It was
suggested reactor one operates with nitrogen in surplus. The extent of nitrogen
surplus can be shown graphically by plotting the nitrogen flux leaving reactor
one (at steady state) versus the distribution of glucose flux, in terms of glucose
concentration fed into reactor two (Figure 23).
In generating this data whole number Q values were modelled. Note that
in Horvat and ηR1, actual Qs were 20.1 and 14.2 respectively, which correspond
approximately to 20 and 14 in figure 23.
The nitrogen flux leaving reactor two of Horvat’s model is approximately four
times as high as that of ηR1 (dashed blue line and dashed red line; figure 23).
The nitrogen will be consumed in reactor two, hence it does not matter in terms
of wastage. However, Horvat explicitly stated they aim to separate growth phase
from production phase, which is clearly violated in this case.
The nitrogen flux in reactor one is close to zero at the early stage of glucose
feed distribution; i.e. where most of the glucose is in reactor one. As the glucose
distribution to reactor one decreases, a visible turning point occurs where the
nitrogen flux in reactor two gradually increases. The turning point for ηR1 model
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Figure 23: Nitrogen flux leaving reactor one, for different Q values. The blue line
refers to Horvat’s model and the red line refers to ηR1 model. The dashed lines
lead to the exact point where each model operates (recall Sin3 = 517.5 (g/L) for
each model).
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Figure 24: Flux of X1 (solid line) and X2 (dashed) given as a function of glucose
feed concentration for different Q values. Note that biomass flux leaving reac-
tor two (dashed) overlaps for different Q values; apart from Horvat’s Q = 12.
Horvat’s model refers to the blue line and ηR1 refers to the red line.
occurs at later stage and a lot steeper than Horvat’s model. Recall, the main
difference between each model is the feed flow rate into reactor one. The lower
the flow rate the greater the residence time in reactor one.
The behaviour of nitrogen aligns with the behaviour of biomass in reactor
one. Biomass growth requires both nitrogen and a carbon source (glucose in this
case), therefore if the majority of glucose is fed into reactor one, the reactor is
at a glucose surplus and nitrogen limitation. As glucose becomes limiting the
nitrogen becomes excessive. Prior to the turning point, the reactor is in nitrogen
deficit, after the turning point the reactor is nitrogen limited. Therefore biomass
flux is expected to be constant before the turning point, and afterwards decrease
steadily with a decrease in the glucose feed concentration (Figure 24).
The turning point for biomass in reactor one for each Q value occurs slightly
after the respective turning point for nitrogen. For example, in the ηR1 model for
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Q = 12, the turning point for nitrogen is slightly before Sin3 = 400 (g/L) (red
line; figure 23) but for biomass it is on Sin3 = 400 (g/L) (red line; figure 24).
Before the turning point the biomass flowing into reactor two is the same
for both models. Therefore both models start (before the turning point) with
the same amount of biomass, yet Horvat’s model has a much larger biomass flux
leaving reactor two (dashed blue line; figure 24), than the ηR1 model (dashed red
line; figure 24). This means that Horvat’s model has a lot of biomass not leading
to PHB manufacture.
After the turning point, the excess nitrogen is flushed into reactor two, where
it is consumed (along with glucose) and converted into biomass. There is a
continuous balance of nutrition flushed into the system, hence biomass flux leaving
reactor two is a horizontal straight line for each model.
As expected, the turning point is also reflected in the flux of PHB and glu-
cose leaving reactor two. It is less visible for lower Q values, but becomes more
obvious with increasing Q value (Figure 25). Although a higher PHB concen-
tration is established by the ηR1 model, feed flow rate is lowered for reactor one,
resulting in a reduced flow rate leaving reactor two. This counterbalances the
high concentration, so that both models almost align in PHB production flux.
That being said, the ηR1 is still expected to be superior in operational costs, as
a significant reduced amount of glucose (5.9 g/h) is required at lower flow rates,
meaning lower electricity costs for operational pumps.
The glucose waste is minimal for both models in the lower Sin3 region, which
raises the question where the extra glucose for Horvat’s model went. From figure
23, it is safe to assume that the glucose went into the production of biomass. The
biomass flux for Horvat’s model is almost 3 g/h greater than ηR1 model in reactor
two. 1.1 % of the nitrogen feed flux (of reactor one), for Horvat’s model, ends
up in reactor two. In comparison to the ηR1 model fluxing 0.7 % of its original
nitrogen feed. It seems unlikely that this large biomass production difference is
a direct result of the minute difference of extra nitrogen provided in Horvat’s
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Figure 25: Glucose (dashed line) and PHB (solid line) exiting reactor two for
Horvat’s (blue) and ηR1 (red) model. The Q values are the same as previously
with the exception that for Horvat’s model Q = 20 is replaced with Q = 20.1,
and for ηR1 model Q = 14 is replaced with Q = 14.2. The replaced Q values
corresponds to the actual flux each model operates at, shown by the dotted line.
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model.
The lower Q values for Horvat’s model exhibit a maximum of PHB flux when
Sin3 is zero. For Q = 22 and above the maximum shifts towards the right. From
figure 25 it becomes evident that in Horvat’s model for Q values less than 20 (g/h)
a one reactor cascade may result in larger PHB production than a two reactor
cascade. Additionally, above that threshold (Q = 20) where a two reactor cascade
gives a higher PHB production rate, the maximum PHB flux is not much larger
compared to the PHB flux when Sin3 = 0. This raises the question of whether




The previous experiment gave us an appreciation for the impact of changing the
distribution of glucose between each reactor. The glucose flux leaving reactor
two was shown to be minimal in the regions where the majority of glucose feed
concentration is skewed to reactor one. Fortunately, the maximum point for
PHB production flux is estimated to be within that region. The maximum point
is difficult to spot with the naked eye, as the curves are very broad, suggesting
stability. Additionally it was concluded that a single reactor rather than two
reactor cascade would not make much of a difference in PHB production flux.
However, before a one reactor cascade (1-CSTR) is investigated, the two re-
actor cascade is further optimised, in terms of the maximum PHB flux as a
function of total glucose feed flux, Q. In other words, the individual maximum
points displayed in figure 26, are given for Q ranging between 10 and 60 g/h.
Both Horvat’s and the ηR1 model are compared, with a different set of pa-
rameters. The feed flow rate into reactor one is revisited. The current optimised
F1 for the ηR1 model is based on the saddle point taken from the efficiency plot
in section 3.3 (page 36). The saddle point was chosen as it showed stability for
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Figure 26: PHB flux exiting reactor two at steady state (assumed at 400 hours)
as a function of glucose feed concentration in reactor two, for Q values from 12
to 30 with increments of 2. The blue curves refer to Horvat’s model, and the red
refers to ηR1 model. The stars on each curve corresponds to the maximum point
of curve.
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glucose waste efficiency. The advantage of revisiting F1 in this experiment is that
it covers glucose feed concentrations in each reactor; Sin1 and Sin3. Similarly, F2
is revisited, followed by reactor volumes and last, nitrogen feed concentration.
Parameter variation
It was previously established that the ηR1 model has a higher PHB flux than
Horvat’s model for each corresponding Q value. This is true until approximately
Q = 50 where both maximum PHB fluxes converge (see red and green line; figure
27). The general trend observed is that the lower the F1 the greater the maximum
PHB flux. The ηR1 model operates at F1 = 0.064 L/h. Reducing the flow rate to
0.0389 L/h (light blue line; figure 27) increases the PHB flux by approximately
0.5 g/h. Therefore optimisation on volume and nitrogen concentration is done
for feed flow rates in F1 = 0.0389.
Each maximum PHB flux value has been compared with steady state at 250
hours and 1500 hours. Differences were observed between the 3rd and 5th signif-
icant figures, therefore it is safe to assume that a lowered flow rate has reached
steady state at 250 hours.
Once each curve reaches its maximum (saturation), the glucose waste flux
increases. This is intuitive, since the extra glucose is not consumed for PHB
production but instead wasted.
Adjusting the feed flow rate for reactor two, does not change the maximum
PHB flux (Figure 28). The only difference is the saturation point each curve
reaches. The lower the flow rate the higher the curve reached. There is no
incentive to change the flow rate, as differences are only at flow rates that are
too high. Once an optimal model is discovered, the intention is to test it in the
laboratory. The operating conditions are within Q = 15 and Q = 25, which is
referred to as region of interest.
Variation of volumes of reactor one and two have minute impact on PHB
production in the region of interest (Figure 29). After Q = 30 the curve with
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Figure 27: Maximum PHB flux given as a function of total glucose feed flux for
different feed flow rates into reactor one; F1. The dashed line gives the glucose
flux leaving reactor two for each maximum PHB flux. The Horvat model operates
at F1 = 0.1557 and ηR1 at F1 = 0.064 L/h.
Figure 28: Maximum PHB flux given as a function of total glucose feed flux for
different feed flow rates into reactor two; F3. The dashed line gives the glucose
flux leaving reactor two for each maximum PHB flux. The Horvat model operates
at F3 = 0.0178 L/h.
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the lowest volume, deviates from the other curves reaching a steady state. This
steady state increases with increasing volume for each reactor. Since more volume
means lower dilution rate, and therefore higher residence time. There is no need
to change the current volumes for optimisation.
In section 3.1, it was observed that a decrease in nitrogen feed concentration
has the potential to increase steady state of PHB concentration for reactor two.
Similarly this is observed for the PHB flux at lower Q values, including within
the Q region of interest (Figure 30).
Considering that we are interested in Q values between 15 and 25, the only
two parameters that are optimised are feed flow rate into reactor one, and its
nitrogen feed concentration. F1 is reduced to 0.0389 L/h and Nin1 to 3.76 g/L.







measured in terms of g L−1 h−1. The volumetric PHB productivity is usable
measurement to compare PHB production as it highlights the washout rate in
amounts of produce.
If we want to use the same amount of glucose Horvat uses (Q = 20.1) we would
produce a substantial amount more PHB flux (Figure 31). The figure suggests
that Horvat would produce more PHB if all of the glucose is fed into reactor one.
The above optimised 2-CSTR model operates at Sin1 = 340.99 g/L, Sin3 =
384.13 g/L, F1 = 0.0389 L/h, F3 = 0.178 L/h and Nin1 = 3.76 g/L. The glucose
feed concentration values are extracted from figure 31 at maximum point using
(29) from page 43. This model produces 88.7 % PHB of cell dry mass with a
volumetric PHB productivity of 6.27 g L−1 h−1. Atlic et al. (2011) recovered
77 ± 7.5 % PHB of cell dry mass with a volumetric PHB productivity of 1.85 g
L−1 h−1.
One of the arguments both Atlic et al. (2011) and Horvat et al. (2013) for
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Figure 29: The maximum PHB flux given as a function of total glucose feed flux
for different volumes of reactor one (top) and reactor two (bottom). The dashed
line gives the glucose flux leaving reactor two for each maximum PHB flux.
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Figure 30: The maximum PHB flux given as a function of total glucose feed flux
for different nitrogen feed concentrations for reactor one. The dashed line gives
the glucose flux leaving reactor two for each maximum PHB flux.
Figure 31: The PHB flux given for Q = 20.1 for both Horvat’s model (blue) and
optimised model (red). The star is the maximum point of PHB flux for each
model and the blue dot is where Horvat’s model operates.
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a multiple reactor cascade is to achieve lower polydispersity index, Ð, and to
further test the stability of the cells under long-term nitrogen-starved conditions.
Unfortunately, the paper fails to provide any reference or justification that the
lower Ð, is a result of a multiple CSTR setup. They compared their retrieved
Ð-value between 2.6 to 2.8, with literature of 3 ± 0.3 (Zinn et al., 2003). The
comparison would be valid were the only difference between the two studies the
number of bioreactors. Both studies use the same bacterial strain (Cupriavidus
necator), but the feed differs in C/N ratios, dilution rates, and type of substrates.
Horvat et al. (2013) used glucose as substrate, and Zinn et al. (2003) used both
valeric and butyric acid. The difference in substrate produces a homopolymer for
Horvat et al. (2013) and copolymer for Zinn et al. (2003).
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3.6 One reactor chemostat
From section 3.4 it was suggested that a 1-CSTR may produce similar amounts of
PHB flux such as 2-CSTR. In contrast, literature suggests that a clear separation
of production from biomass growth gives a greater yield (Atlic et al., 2011; Horvat
et al., 2013). This experiment compares 2-CSTR and 1-CSTR for Horvat’s model
and the optimised model from the previous section (section 3.5).
The total glucose feed flux for the 2-CSTR and 1-CSTR are given below
respectively.
Q2 = F1Sin1 + F3Sin3 (31)
Q1 = F1Sin1 (32)
The volume for reactor of 1-CSTR is increased from 1.18 L to 2.44 L, since
V1 + V2 = 2.44. The volumes of reactor one and two for 2-CSTR remain at 1.18
L and 1.26 L respectively.
Horvat’s model operates at Q = 20.1 g/h, as shown in figure 25 (page 48), the
maximum PHB production occurs when all of the glucose feed concentration is
fed into reactor one and none into reactor two. It was observed that this is also the
case for lower Q values. In contrast, if the volume is adjusted, as described above,
for 1-CSTR, the maximum PHB flux deviates positively from 2-CSTR for values
above Q = 20 (brown line deviating from blue line; figure 32). Additionally, the
1-CSTR reaches saturation at a later Q value.
The optimised model shows similar behaviour; the deviation (green line from
red line; figure 32) is initiated at approximately Q = 15. Within the region of
interest the optimised model has a maximum PHB flux of approximately 3 g/h
greater than Horvat’s model.
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Figure 32: The maximum PHB flux as a function of total glucose feed flux com-
paring both 1-CSTR and 2-CSTR of Horvat’s model and optimised model.
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4 Conclusion
A previously studied kinetic model by Horvat et al. (2013), which is supported
with laboratory work from Atlic et al. (2011), was investigated as a basis for
optimisation of PHB production with a view to modification in substrate con-
centrations and its flow rate. Through the initial process of model validation,
a number of interesting features emerged. Firstly efficiencies in terms of PHB
produced and glucose wasted were monitored. The glucose waste efficiency in
reactor one showed a saddle point. In this case because the saddle point denotes
system stability and, increased PHB efficiency, it is desirable to operate in that
region. To reach the saddle point a substantial decrease in feed flow rate and a
slight increase in its glucose feed concentration was necessary compared to Hor-
vat’s published parameters. The decrease in feed flow rate increased the time to
reach steady state but also increased residence time. The ratio of PHB produced
to glucose wasted was improved from 54 to 74.
The next step was to determine an ideal distribution of glucose between reac-
tor one and two. The distribution of glucose feed flux into each reactor showed
that there is not much difference between having all glucose content fed into
reactor one, than distributing it between each reactor. This suggested that per-
haps removing the second reactor, may show similar results, with the benefits of
reduced effort and costs (capital and operational) of setting up two reactors.
Either 1-CSTR or optimised 2-CSTR resulted in higher PHB % wt of dry cell
mass than the 5-CSTR model by Atlic et al. (2011). The PHB productivity is
more than three times greater for the optimised 2-CSTR, and 1.7 times better for
the 1-CSTR. The model is limited in that it does not estimate the quality of the
product, such as the polydispersity index, Young’s Modulus, or other physical
properties. Atlic et al. (2011) assumed that the multiple CSTR enabled a more
favorable polydispersity index. However, this claim is yet to be tested thoroughly
in the laboratory along with the proposed models in this thesis.
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