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Let X,, . . . . X, be a sequence of independent [0, I]-valued random variables 
and let 0 c/3< 1. A complete comparison is made between the optimal stopping 
value V(X,,BX2, . . . . rY’-‘X,)=sup{EB’-‘X,:t is a stop rule for X,, . . . . X,} 
and E(maxI,ii, pi-‘Xi). In fact it is shown that the set {(x, y): x= 
V(X,, /3X,, . . . . p”-‘XJ, y  = E(maxiGiG, b’-IX,), some sequence of independent 
[0, I]-valued random variables Xi, . . . . X”} is precisely the set {(x. y): x < 
y  C !PD(x), 0 <x < 1 }, where Y,(x) = 2x-x2/p if x E [0, 1 - a] and Y&x) = 
1-2((J1-8-(1-~))/~)(1-~)if~~[l-~,l]. ~1991Academic~ress,1nc. 
1. INTRODUCTION 
This paper deals with the prophet problem for fi-discounted sequences of 
independent random variables (r.v.‘s). The situation is as follows: Let 
x r, . . . . X, be a sequence of independent [0, l]-valued T.v.5 and let 
0 <p d 1. A complete comparison is made between the optimal stopping 
value V(X, , /IX,, . . . . B”-‘X,)=sup{E(B’-‘X,): r is a stop rule for 
Xl, . . . . Jfn> and -J+axl,ic, pi- ‘Xi). This gambling scheme was first 
studied by Karlin [6] as an optimal stopping problem. Karlin found 
conditions under which there exists an optimal stop rule for the sequence 
x, ) px,, . ..) p- ‘xn, . ..) where the r.v.‘s X,, X,, . . . are i.i.d. Prophet 
problems in the case b = 1 were initially discussed by Krengel and 
Sucheston [8], Hill [4], and Hill and Kertz [3]. Another cost of observa- 
tion prophet inequality was recently obtained by Jones [IS]. 
The paper is organized as follows. Section 2 contains definitions and 
properties of the techniques used to solve the prophet problem: Balayage 
(or dilation) and conjugate duality. Balayage was first utilized in prophet 
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problems by Hill and Kertz [3]. The idea to use conjugate duality in this 
type of problem was introduced by Cox and Kertz [2]. The main results 
(Proposition 2.4 and Theorem 2.5) are also stated in Section 2. In Section 3 
we prove a reduction principle. This principle implies that the extreme 
situation appears when n = 2. Finally, Section 4 contains the proofs of 
Proposition 2.4 and Theorem 2.5, respectively. 
2. PRELIMINARIES AND MAIN RESULTS 
Before we state the results of this paper we have to introduce two 
concepts: The prophet region P, and its upper boundary function Y,,. 
DEFINITION. (i) P, = {(x, y):x = VW,, fix,, *.., B”-‘Xn), y = 
E(maxl,,c, B’-‘xi), some sequence of independent [O, 1 ]-valued r.v.‘s 
x 1, --*, KJ. 
(ii) YJx) = sup(y: (x, y) E Pn>. 
The probabilistic interpretation of P, is that it gives a complete com- 
parison between the optimal discounted reward of a gambler using non- 
anticipating stop rules and the maximal discounted return of a prophet (a 
gambler endowed with complete foresight). Next, the concept conjugate 
duality is defined. If f is a real-valued function on a convex set then the 
geometric interpretation of the conjugate function f * is that -f*(y) is the 
y-intercept of a supporting line to the curve y = f(x) having slope y. As a 
reference for the following definition and lemma see Chapter 4 of Stoer and 
Witzgall [9]. 
DEFINITION. Let f be a concave function defined on an interval Zc R. 
The conjugate function f * defined on 
z*={yER:inf,[xy-f(x)]>-co} 
is defined by f*(y) = $ [xy - f(x)]. 
LEMMA 2.1. Let f be a concave function defined on an interval Zc R. 
Then 
(i) f * is a concave function and Z* is an interval, 
(ii) (f *)* = f and (I*)* = Z if the hypograph off, {(r, x) E R x I: 
r < f(x)}, is closed. 
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Properties of the function Y,, and the set P, can be found in the 
following lemma. 
LEMMA 2.2. (i) P, is a convex set. 
(ii) Y” is a concave continuous function with a closed hypograph and 
hence (YT)* = !P,,. 
(iii) The conjugatefunction of Y, satisfies Y,*(y) =inf{yV(X,, /IX,, . . . . 
8”-‘X,)-E(max,,i,.8’~‘Xi): 
pendent r.v.‘s X,, . . ..A?“}. 
some sequence of [0, I]-valued inde- 
Proof: Similar to Lemma 4.5 and Proposition 4.6(a) of Kertz [7]. But 
here we have to use mixtures of independent r.v.‘s instead of mixtures of 
i.i.d. r.v.‘s. i 
Note the strength of the conjugate dual technique. To determine YJx) = 
sup{E(max,,iGn pi-‘Xi): x= V(X,, /IX,, . . . . fi”-‘Xn), some sequence of 
independent [0, II-valued r.v.‘s}, we have to solve a constrained 
maximization problem. However, in order to compute ul,* we have to solve 
an unconstrained minimization problem which is much easier. If the 
expression for Yz is found then we can use the involutive property of the 
*-operation (Lemma 2.1 (ii)) to determine Y”. 
Another useful technique in prophet problems is balayage or dilation. 
The following definition and lemma can be found in Hill and Kertz [3]. 
DEFINITION. Given a [0, l]-valued r.v. X and constants 0 <x < y d 1 
let Xc denote a r.v. with distribution 
P(X,y E B) = P(XE B) if P(XEB~ [x, y])=O, BE99, 
P(X:=x)=(~-x)-‘f~~,~, (~-z)dP,(z), 
P(X:=~)=(~--*)-‘f~~.“,(z-x)dPx(z). 
(Px denotes the distribution of X and &f is the family of Bore1 sets in 
PA 11.) 
Some notation: x v y denotes the maximum of the numbers x and y. For 
a random variable X, X+ :=max{X, O}. 
LEMMA 2.3. Let X,, X, be [0, I]-valued r.v.‘s and suppose that A’, is 
independent of both X, and (Xl):. Then (i) E(X, v X,) < E((X,),Y v X,), 
(ii) E((X,)!J = EX, and (iii) E((X,)c v x) = E(X, v x). 
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PROPOSITION 2.4. For n > 2, 
I 
Y-1 if rGg(B) 
KYY) = 
-8(l -Y/V2 if s(P)<r<Z 
where g(B) = 2(&7 - (1 - B)YP. 
0 if y>2 
THEOREM 2.5. For n > 2, 
(i) ul,(x) = 
{ 
2x - x2//I if XE[O,l-JFj] 
1 - d/N1 -xl if XE [l-&j, 11, 
where g(j) is given in Proposition 2.4. 
(ii) P,= {(x, y): x<y<Yy,(x),O<x<l~. (See Fig. 1.) 
The next corollary is an immediate consequence of Theorem 2.5. 
COROLLARY. (i) Let x,, . . . . X, be a sequence of independent non- 
negative r.v.‘s. Then 
FIG. 1. From the bottom, (i) the diagonal y  = x, (ii) y  = Y&c) for /? = f  (note that Y,,(x) 
is linear for x > 1 -A), and (iii) y  = Y,(x) for j3 = 1. The set (in the unit square) between 
‘f’” and the diagonal is the prophet region P,. 
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The inequality is strict in all nontrivial cases (i.e., all {Xi} have finite expec- 
tation and not ail (Xi} are identically equal to zero). 
(ii) Let X,, . . . . X, be a sequence of independent [0, 1]-valued r.v.‘s. 
Then 
E( yla, p- ‘Xi) - V(X, , fix*, . . . . 8” ~ ‘X,) 6 p/4. 
. . 
The upper bound p/4 is attained. 
The main results in [3, 4, 81 correspond to the case fl= 1 in Theorem 2.5 
and its corollary. 
3. REDUCTION TO THE CASE n=2 
In this section we prove a reduction principle. Loosely speaking this 
principle implies the existence of a pair of independent [0, II-valued r.v.‘s 
8,, gz such that the upper boundary function Y,, is attained by this pair: 
E(2, v pR, v 0 v . . . v 0) = ul,( V(8,, /I?*, 0, . . . . 0)). This fact is a signifi- 
cant part of the proofs of both Proposition 2.4 and Theorem 2.5. 
PROPOSITION 3.1. Fix fl E (0, 11. Let X, , . . . . X,, k 2 3, be a sequence of 
independent [0, II-valued r.v.‘s. Then there exists a sequence of independent 
[0, II-valued r.v.‘s 8,, . . . . 8,- 1 independent of X,, . . . . X, such that for all 
YE% 
yv(xl, flx2, . ..) flkp’Xk)-E( max fli-‘xi) 
IdiCk 
Proof: Define independent “balayaged” random variables Z, , . . . . Zk 
(and independent of Xi, . . . . xk) by Zi= (~i-lXj)~~~~ v v~+~, i= 1, . . . . k- 1, 
where vi+ 1 = V(‘(BiXi+ i, . . . . Bk-‘Xk), and Zk = pk- ‘(x&. The distributions 
of z,, . . . . Zk can be obtained using Lemma 2.3(iii) and the principle of 
backward induction [ 1, p. 503: 
p(z,+-‘).$Iyi;~:+l =: pi, 
r+l 
pi-1 -vi 
P(zi=vi+,)= ‘-, 
P’ -vi+1’ 
i = 1, . . . . k - 1, 
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Define also the random variable W (independent of X1, . . . . X, and 
.ql 9 .-a, 2,) by P(W=~)=V,-,/(~~~*)=~--P(W=O). Then we have with 
Xi=Zi/(pi-‘), i= 1, . . . . k-2, and gk-, = W, 
VXl, BX2, . . . . b&-l&)= v(z,, . . . . z,)= v(&& ,..., p”-‘if-l). 
So it is enough to prove the inequality 
since 
E( lyzk Zi) < E( max /I- ‘8,), (3.1) . . l<i<k-1 
by Lemma 2.3(i). We claim: (3.1) is equivalent to 
E(Z, v ... v Z,-v,)’ GE@-‘& v ... v fikp2~k-I-v2)+ (3.2) 
for i = 2, . . . . k - 1. The claim is proved using induction on i. For the case 
i = 2, note that 
E( max ~i-‘~j)=E~,+(1-p,)E(~~2v ... v~~-*~~-~-v~)+ 
l<i<k-I 
and 
E(Iy~~Zi)=E$+(1-g,)E(Z2 v ... v Z,-v2)+. 
. . 
Hence (3.1) is equivalent to 
E(Z, v ... v zk-v2)+ <E&t, ‘.’ ... ‘f flk-*2k_+2)+, 
which is precisely (3.2) for i = 2. 
Now let iE (2, . . . . k - 2) and suppose that (3.1) is equivalent to (3.2) for 
some j < i. Observe that 
E(Zj V ... V zk-v2) + =p’-‘pi+(l-pj) E(Zj+I V .*. V i&-v,)+ 
and 
E(P’-‘Tj v . . . v pk-*2&-l - v*)+ 
=P’~‘Pi+(l-Pi)E(B’~~+, V ... V jjk--i%?&1-V2)+. 
Hence E(Zj+ 1 v ... V zk-V2)+ <E(jI’fj+, V ... V ~k-2&-~-V2)+ iS 
equivalent to (3.2) with i = j and the induction hypothesis settles the proof 
of the claim. To establish the proof of the proposition we show that 
E(zkpl V zk-V2)+ <E(Bk-‘fkp1-V2)+. Compute: 
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E(pkp2&,-v2)+ -E(Z,_, v Z,-v,)+ 
= ((1 -v2/pkp2)+ vk-1) 
- (1-V2/pk-2)+ l~yliP1:*2+(l-y2/gk-l)+ ll-J;;;;~rr’~k) 
( k 
fl”-‘-vk-, 
= /j”-Lvk 
Vk((1-V2/~k-2)+-(1-V2/~k-1)+)~0. 1 
4. PROOFS OF PROPOSITION 2.4 
AND THEOREM 2.5 
Proof of Proposition 2.4. The case y < 0 is trivial (taking X, E 1) and 
the case y > 2 follows from the prophet inequality of Krengel and 
Sucheston [8] (i.e., if X,, . . . . X,, is a sequence of non-negative independent 
T.v.%., then E(max, GiGn Xi) <21/(X,, . . . . X,)). Proposition 3.1 implies 
ul,* = ul,*. Thus it is enough to prove the theorem for n = 2. Define inde- 
pendent “balayaged” random variables A?,, 8,, independent of Xi, X,, by 
2, = (xl):, v v2, where v2 = V(j?X,) =/E-X,, and R2= (A’,);. Take any 
y E [O, 21 and set v, = V(X,, #UF,). Lemma 2.3 implies 
Y  J’V,, PX,) - EW, v BX,) 2 YE% - Et% v P&l 
=(y-~)v,-E(@~-$)+ 
= (Y - 1) v1- v*((l - Vl)(l - vzIB)Y(1 - v2). 
(The principle of btckward induction [ 1, p. SO] and Lemma 2.3(iii) yield 
thedistributionofX,.)DefineG,onA={(x,y):O~y~x~l,O~y~8} 
by G,(x, y) = (y - 1) x - (y( 1 -x)( 1 - y/&)/( 1 - y). It is easy to check 
that G, takes its minimal value on the set A, u A, c A, where A, = 
{(x,y):O<x</3,x=y) and A,=((x,y):B~x~l,v=B}. To find the 
minimum of G, on A,, put f(x) = G,(x, x). The equation (d/dx) f(x) = 0 
implies min o.,.Bf(x)=f(B(1-y/2))= 
lx, Y)EA~). (Note that P(1 -Y/~)E CO, PI.1 
-BU -W2=min{G,(xy Y): 
In order to find the minimum of G, on A,, put h(x)= G,(x, 8). 
Obviously, h(x)>h(fl)=(y-l)p if y>l and h(x)>/r(l)=y--1 if y<l. 
Recall g(B) = 2(m- (1 - /Q)/B. Combining the minima of G, on A, 
and A, gives min{G,(x, y): (x, y)eA) =min{min{G,(x, y): (x, y)eA,}, 
min{G,k Y): (xv Y)EA~)) 
if YE CO, g(P)1 
if Y E MB), 21, 
(4.1) 
PROPHET REGION 83 
sincey-l<-/3(1-y/2)* iff yE[O,g(j)] andfi(y-l)>--fi(l-y/2)*for 
all y E R. Let F(y) be the function in (4.1). In order to prove that 
Y;(y) = F(y) we have to construct a pair of independent r.v.‘s Xi, X2 such 
that yV(X,, fix,) - E(X, v fix,) = F(y). We distinguish two cases: (i) y E 
[0, g(p)]. Define X,=X2=1. Then yV(X,,pX2)-E(X, v /3X,)=y-l= 
F(y); (ii) YE [g(p), 21. Put X1 =/3(1 -y/2) and let X, be a r.v. with 
distribution P(X, = 1) = 1 - y/2 = 1 - P(X, = 0). It is easy to show that 
YVX,> Px,)-W, v P’2)= -PC1 -rP)*=I;(y). I 
Proof of Theorem 2.5. Lemma 2.l(ii) and Proposition 3.1 imply ul, = 
(Yz)* = (YU:)* = Y,. Hence it is enough to prove the theorem for the case 
n=2. Define T2=((x,y):x<ydY2(x),0<x<l}. For P2cT2 we have 
to compute Ul,(x)=inf,. cO,z, [xy - Y;(y)], where !Y; was found in 
Proposition 2.4. If Y E CO, g(/J)l, then xy-YT(y)=l-y(l-x)> 
1 - g(B)( 1 -x). If y E [g(B), 21 then xy - Y;(y) = xy + /I( 1 - y/2)*. Call 
this function J(y). Now 
Y*(x) = ysigf2, Cxr - K?(Y)1 
i 
2x - x*/p if XE[O, l-Jl-p] 
= l-(l-x)g(B) if x~[l-JGj, 11, 
since 
YE pi, *, Cxr - fJwY)l 
i 
J(2 - (2/b)x) = 2x - x*/p if XE[O, l--m] 
= J(dB)) = 1 - (1 -x) g(B) if XE [l-m, 11. 
To prove T2 c P2 take any (x, y) E T2. If x < 1 - Jl -b, then put 
X, =x and let X2 be a r.v. with distribution P(X, = 1) =x/b= 
1 - P(X, = 0). Then V(X,, flX,) = x and E(X, v /LX,) = 2x - x*//3. Define 
the constant a = (y - x)/(x - x*//I) and put Bi = aXi + (1 - a) x, i = 1,2. 
Then V(8,, py2) = x and E(8, v /?T2) = y. 
On the other hand, if x 2 1 - m, then let X,, X2 be independent 
r.v.‘s having distribution P(X, = 1) = 1 + ((x - 1)/m) = 1 - P(X, = 
1 - J1-D) and P(X, = 1) = (1 - m)/p = 1 - P(X, = 0). (Note that 
1 + ((x - 1)/m) E [0, 1 I.) We have /XX, = 1 - J1-a and hence 
V(X,, j?X,) = x. An easy calculation shows that E(X, v /?A’,) = 
l-(l-x)g(B). Now, put a=(~--x)/((l-x)(1--(/?))) and define 
Si=aXi+(l-a)~, i=l,2. Then we have V(8,,#?22)=x and 
E(8, v pii?,) = y. 1 
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Remark (i). Proposition 2.4 and Theorem 2.5 still hold if the sequence 
x 1, ..., A’, is replaced by an infinite sequence A’, , X,, . . . 
Remark (ii). The specific discount sequence 1, p, fl’, . . . . /F ’ can be 
replaced by a general sequence CI~, . . . . 51, of nonincreasing constants in 
(0, 11. Without loss of generality we assume that CI, = 1 (otherwise mulitply 
the whole sequence by a;‘). Then Proposition 2.4, Theorem 2.5, and its 
corollary hold with a2 in place of /?. 
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