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Abstract—Layered video coding creates multiple layers of
unequal importance, which enables us to progressively reﬁne
the reconstructed video quality. When the base layer (BL) is
corrupted or lost during transmission, the enhancement layers
(ELs) must be dropped, regardless whether they are perfectly
decoded or not, which implies that the transmission power
assigned to the ELs is wasted. In this treatise, we propose an inter-
layer forward error correction (FEC) coded video transmission
scheme for mobile TV. At the transmitter, the proposed inter-
layer (IL) coding technique implants the systematic information
of the BL into the ELs by using exclusive-OR operations. At
the receiver, the implanted bits of the ELs may be utilized for
assisting in decoding the BL. Furthermore, the data partition
mode of H.264 video coding is utilized as the source encoder,
where the type B and type C partitions will assist in protecting the
type A partition. The IL coded bitstream will then be modulated
and transmitted over a multi-functional multiple-input multiple
output (MF-MIMO) scheme for the sake of improving the
system’s performance in mobile environments. The proposed
system may be readily combined with the traditional unequal
error protection (UEP) technique, where extrinsic mutual in-
formation (MI) measurements are used for characterizing the
performance of our proposed technique. Finally, our simulation
results show that the proposed system model outperforms the
traditional UEP aided system by about 2.5 dB of Eb/N0 or
3.4 dB of peak signal-to-noise ratio (PSNR) at the cost of
21% complexity increase, when employing a recursive systematic
convolutional code. Furthermore, unlike the traditional UEP
strategies, where typically stronger FEC-protection is assigned
to the more important layer, employing our proposed IL coding
technique requires weaker FEC to the more important layer.
For example, the system relying on channel coding rates of 0.85,
0.44 and 0.44 for the type A, type B and type C H.264 video
partitions, respectively, achieves the best system performance
when employing a recursive systematic convolutional (RSC) code.
I. INTRODUCTION
Layered video coding [1] was proposed and has been
adopted by a number of existing video coding standards
[2]–[5], which is capable of generating multiple layers of
unequal importance. Generally the most important layer and
the less important layers are referred to as the base layer
(BL) and enhancement layers (ELs), respectively. A multiview
proﬁle (MVP) [2] was developed by the moving picture expert
group (MPEG)’s [6] video coding standard, where the left
view and right view were encoded into a BL and an EL,
respectively. Another layered video coding standard referred to
as scalable video coding (SVC) [3], [4] was recently developed
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as an extension of H.264/AVC [4], which encodes a video
sequence into multiple layers, where a reduced-size subset of
the bitstream may be extracted to meet the users’ speciﬁc
preferences. Moreover, the less important layers have lower
priority and hence may be dropped in the transmission scenario
of network congestion or buffer overﬂow [7]. In layered video
transmission relying on SVC [3] streaming for example, when
the BL is corrupted or lost due to channel impairments, the
ELs must also be dropped by the video decoder even if they
are perfectly received.
Unequal error protection (UEP) was ﬁrstly proposed by
Masnick and Wolf in [8], which allocates stronger forward
error correction (FEC) to the more important data, while
dedicating weaker FEC to the less important video parameters.
Since then numerous UEP techniques have proposed. A novel
UEP modulation concept was investigated in [9] for the
speciﬁc scenarios, where channel coding cannot be employed.
Hence UEP was achieved by allocating different transmission
power to individual bits according to their bit error sensitivity
albeit in practice this remains a challenge. Additionally, the
UEP capabilities of convolutional codes (CC) were studied
in [10], while rate-compatible convolutional codes (RCPC)
were proposed by Hagenauer [11]. Furthermore, as a beneﬁt
of the outstanding performance of low-density parity-check
(LDPC) codes, a number of UEP design methodologies [12]–
[15] have been investigated using LDPC codes. The so-
called UEP density evolution (UDE) technique of [12], [15]
was proposed for transmission of video streams over binary
erasure channels (BEC). The authors of [13] proposed a new
family of UEP codes, based on LDPC component codes,
where the component codes are decoded iteratively in multiple
stages, while the order of decoding and the choice of the
LDPC component codes jointly determine the level of error
protection. A practical UEP scheme using LDPC codes was
proposed in [14], where the high-signiﬁcance bits were more
strongly protected than low-signiﬁcance bits.
However, most of the above UEP studies considered artiﬁ-
cially generated signals of unequal signiﬁcance, rather than re-
alistic video signals. Naturally, the signiﬁcance differentiation
of practical video signals is more challenging. In compressed
video streams, as in layered video coding, different bits may
have different signiﬁcance. Therefore, again it is intuitive to
employ UEP for protecting the more important bits by stronger
FEC codecs than the less important bits, in order to achieve an
improved reconstructed video quality. Nonetheless, a number
of contributions have been made also in the ﬁeld of UEP
video communications relying on realistic video signals. For
example, an UEP scheme was conceived in [16] for object-
based video communications for achieving the best attainable
video quality under speciﬁc bitrate and delay constraints
in an error-prone network environment. A jointly optimized2
turbo transceiver capable of providing UEP for wireless video
telephony was proposed in [17]. The performance of data-
partitioning [4] H.264/AVC video streaming using recursive
systematic convolutional (RSC) codes aided UEP was eval-
uated in [18]. In [19], UEP based turbo coded modulation
was investigated, where both the channel capacity and the
cutoff rates of UEP levels were determined. A novel UEP
method was proposed in [20] for SVC video transmission
over networks subject to packet-loss events. Firstly, the authors
presented an efﬁcient performance metric, termed as the layer-
weighted expected zone of error propagation (LW-EZEP), for
quantifying the error propagation effects imposed by packet
loss events. A novel UEP scheme was proposed in [21], which
considered the unequal importance of the frames in a GOP,
as well as that of the macroblocks in a video frame. An
efﬁcient FEC-coded scheme was also proposed by Chang et
al. in [21]. They also considered the different importance of
the intra-coded (I) frame and of the predicted (P) frames
within a group of pictures (GOP) [22]. The video bits of
different importance were mapped to the different-protection
bits of the modulation constellation points with the assistance
of hierarchical quadrature amplitude modulation (QAM). The
authors of [23] proposed cross-layer operation aided scal-
able video streaming, which aimed for the robust delivery
of the SVC-coded video stream over error-prone channels.
The video distortion endured was ﬁrst estimated based on
both the available bandwidth and the packet loss ratio (PLR)
experienced at the transmitter. The achievable video quality
was then further improved with the aid of content-aware bit-
rate allocation and a sophisticated bit detection technique
was conceived, which took into account the estimated video
distortion. Finally, a powerful error concealment method was
invoked at the receiver. An UEP scheme using Luby Transform
(LT) codes was developed in [24] for the sake of recovering
the video packets dropped at the routers, owing to tele-trafﬁc
congestions, noting that the high delay of LT codecs is only
applicable to delay-tolerant broadcast-style video streaming
services.
In the traditional UEP schemes conceived for layered video
communication, variable-rate FEC was invoked for the differ-
ent layers. When the BL is corrupted or lost, the ELs also
have to be dropped, regardless whether they are perfectly
received or not, which implies that the transmission power
assigned to the ELs was wasted. The so-called layer-aware
FEC (LA-FEC) philosophy [25], [26] using a Raptor codec
was invoked for video transmission over the BEC. At the
transmitter, the channel encoding was performed right across
the BL and the ELs. As a beneﬁt, at the receiver, the parity
bits of the ELs may be additionally invoked for assisting
in correcting the errors within the BL. Motivated by these
advances, we developed an inter-layer operation aided FEC
(IL-FEC) scheme relying on a systematic FEC code in [27],
where the systematic bits of the BL were implanted into the
ELs. At the receiver, the above-mentioned implanted bit of
the ELs may be utilized for assisting in decoding the BL. The
IL-FEC technique of [27] was also combined with the UEP
philosophy for the sake of further improving the attainable
system performance. Our proposed technique is signiﬁcantly
different with the LA-FEC philosophy proposed in [25], [26],
as detailed below conceiving the following aspects. Firstly,
our technique is proposed for layered video communication
over wireless channels, while the LA-FEC of [25], [26] is
proposed for the BEC. Secondly, IL-FEC invokes the soft
decoding aided channel codecs, such as an RSC code, while
the LA-FEC of [25], [26] considered a hard-decoding based
Raptor codec. In this context, we note that Raptor codes
are less suitable for low-delay lip-synchronized interactive
multimedia communications, whilst our scheme is readily
applicable. Furthermore, it is important to note that the LA-
FEC cannot be readily applied in soft decoding aided channel
codecs. Finally, IL-FEC implants the systematic bits of the
BL into the ELs, while the LA-FEC [25], [26] generates the
parity bits across the BL and ELs.
At the time of writing, multimedia content is evolving
from traditional content to a range of rich, heterogeneous
media content, such as traditional TV, streaming audio and
video as well as image and text messaging. Furthermore,
in the current era of smart phones, mobile TV has become
an appealing extension of terrestrial TV. Additionally, in
order to meet the challenging performance requirements in
bandwidth-constrained environments, multiple input multiple
output (MIMO) systems constitute a promising transmission
solution. Layered steered space-time codes (LSSTC) [28], [29]
combine the beneﬁts of the vertical Bell Labs space-time
(VBLAST) scheme [30], of space-time block codes [31] and of
beamforming [32]. Hence LSSTCs are invoked for providing
both a diversity gain to achieve a high BER performance in
mobile environments as well as for attaining a multiplexing
gain in order to maintain a high data rate. In this treatise, we
propose a system for transmitting an IL-FEC encoded com-
pressed video bitstream with the aid of a LSSTC transceiver
structure (IL-FEC-LSSTC) for mobile TV broadcasting. This
scheme may be considered as an evolution of the traditional
UEP schemes exempliﬁed by [20], [23]. The data partitioning
mode (PM) of the H.264 video codec is employed, where the
type B and type C partitions will be utilized for protecting the
type A partition 1. The mutual information (MI) at the output
of the FEC decoder is measured [33] for the sake of analyzing
the performance of our proposed system. Finally, different-
rate, different-protection channel codecs will be employed as
FEC codes for improving the attainable system performance.
Against this background, the main rationale and novelty
of this paper can be summarized as follows. We conceive
an inter-layer FEC codec for layered video streaming, which
is combined with cutting-edge UEP and LSSTC schemes for
the sake of improving the attainable mobile TV performance
with the aid of mutual information analysis. Additionally, the
following conclusions transpire from our investigations:
1) Only a modest complexity increase is imposed by our
inter-layer protection technique, which guarantees the
practical feasibility of our proposed technique. Speciﬁ-
cally, 21% complexity increase is imposed by our inter-
layer decoding technique, when employing a RSC codec.
2) Intriguingly, we found that in the context of employing
our proposed technique, the more important layer should
be protected by less FEC-redundancy to achieve the best
overall system performance for H.264/AVC partitioning
mode aided compressed video streaming, which is un-
1For brevity, we will often simply refer to them as A, B and C3
expected in the light of the traditional unequal error
protection strategy. For example, the system relying on
the channel coding rates of 0.85, 0.44 and 0.44 for the A,
B and C H.264/AVC partitions, respectively, achieves the
best system performance when employing a RSC code
for the transmission of the Football sequence.
Again, we use the H.264/AVC data partitioning mode in
our simulations, but our proposed scheme is not limited to
partitioning based video, it may be readily applied in any
arbitrary system relying on layered video coding, such as
scalable video coding [34]. The rest of this paper is organized
as follows. In Section II, we brieﬂy review the state-of-the-art
layered video techniques. Section III details our proposed IL-
FEC-LSSTC system model and the related video transmission
techniques. Then the performance of our proposed system
is analyzed using mutual information in Section IV. The
performance of our IL-FEC-LSSTC scheme using a RSC
codec is benchmarked in Section V using two video sequences
having different motion characteristics. Finally, we offer our
conclusions in Section VI.











Fig. 1. Architecture of a layered video scheme [1], where the video quality
is reﬁned progressively.
Layered video compression [1], [3], [26] encodes a video
sequence into multiple layers, which enable us to progressively
reﬁne the reconstructedvideo quality at the receiver. Generally,
the most important layer is referred to as the BL, which may
be relied upon by multiple ELs. Furthermore, an EL may be
further relied upon by other ELs. Again, when the BL or an
EL is lost or corrupted during its transmission, the dependent
layers cannot be utilized by the decoder and must be dropped.
A layered video scheme is displayed in Fig. 1, where layer i
(0 < i ≤ L − 1) depends on layer (i−1) for decoding, while
layer i improves the video quality of layer (i − 1).
The subject of SVC [3] has been an active research ﬁeld for
over two decades. This terminology is also used in the Annex
G extension of the H.264/AVC video compression standard
[4]. Indeed, SVC is capable of generating several bitstreams
that may be decoded at a similar quality and compression ratio
to that of the existing H.264/AVC codec. When for example
low-cost, low-quality streaming is required by the users, some
of the ELs may be removedfrom the compressed video stream,
which facilitates ﬂexible bitrate-control based on the speciﬁc
preferences of the users.
Recently, the Joint Video Team (JVT) proposed multiview
video coding (MVC) as an amendment to the H.264/AVC
standard [4]. Apart from the classic techniques employed in
single-view coding, multiview video coding invokes the so-
called inter-view correction technique by jointly processing
the different views for the sake of reducing the bitrate. Hence,
the ﬁrst encoded view may be termed as the BL, while the
remaining views may be treated as the ELs.
A number of layered video coding schemes have been de-
veloped and some of them are adopted by recent video coding
standards, for example the scalable video coding [3] and data
partitioning (DP) [4], [35], [36]. In this treatise, we use data
partitioning based layered video coding in our simulations,
which is a beneﬁcial feature of the H.264/AVC codec [4].
In the data partitioning mode, the data streams representing
different semantic importance are categorized into a maximum
of three bitstreams/partitions [37] per video slice, namely type
A , type B and type C partitions. The header information,
such as macroblock (MB) types, quantization parameters and
motion vectors are carried by the A partition. The B partition
is also referred to as the intra-frame-coded partition, which
contains intra-frame-coded information, including the coded
block patterns (CPBs) and intra-frame coded coefﬁcients. The
B partition is capable of prohibiting error propagation in the
scenario, when the reference frame of the current motion-
compensated frame is corrupted. In contrast to the B partition,
the C partition is the inter-frame-coded partition, which carries
the inter-CBPs and the inter-frame coded coefﬁcients. The C
partition has to rely on the reference frame for reconstructing
the current picture. Hence, if the reference picture is corrupted,
errors may be propagated to the current frame. Amongst these
three partitions, the type A partition may be deemed to be
the most important one, which may be treated as the BL.
Correspondingly, the B and C partitions may be interpreted
as a pair of ELs, since they are dependent on the A partition
for decoding. Albeit the information in partitions B and C
cannot be used in the absence of A, partition B and C can be
used independently of each other, again, given the availability
of A. In this treatise, we will employ the partitioning mode of
H.264/AVC for benchmarking our system.
III. SYSTEM OVERVIEW
In this section, we will brieﬂy introduce the architecture
of the inter-layer FEC scheme [27] conceived for layered
video transmission over our LSSTC scheme for mobile TV
transmission. The system’s structure is displayed in Fig. 2,
where data-partitioning aided H.264 [4] encoding and LSSTC
transmission are employed, while the structures of the variable
node decoder (VND) and check node decoder (CND) [38] are
further detailed in Fig. 3. Both the VND and CND blocks
may accept a maximum of three soft information inputs and
generate a maximum of three soft information outputs with the
goal of iteratively exploiting all IL dependencies amongst the
FEC coded layers A, B and C. Speciﬁcally, assuming that u1,
u2 and u3 = u1 ⊕ u2 are random binary variables, the action
of the VND of Fig. 3 sums two LLR inputs for generating
a more reliable LLR output, which may be formulated as
Lo3(u1) = Li1(u1) + Li2(u1). The boxplus operation of
L(u3 = u1 ⊕ u2) = L(u1) ⊞ L(u2) [39] may be utilized for
deriving the conﬁdence of the bit u3, given that the conﬁdence

















































































































































Fig. 2. IL-FEC encoding architecture of H.264 data partitioning mode coded video.
operation ⊞ is deﬁned as follows [40]
L(u1) ⊞ L(u2) = log
1 + eL(u1)eL(u2)
eL(u1) + eL(u2)











In contrast to the above-mentioned VND function, the CND
operation of Fig. 3 may be formulated as Lo(u3) = Li(u1)⊞
Li(u2) for extracting the conﬁdence of the bit u3, given the
LLR input of the bits u1 and u2.
In Section III-A, we ﬁrst detail the techniques employed
at the transmitter. Then, our inter-layer H.264 decoding tech-
niques and the LSSTC receiver will be illustrated in Sec-
tion III-B, with special emphasis on how the VND and the
CND exchange their inter-layer redundancy for improving the
overall performance of the system. We assume that A is the
BL and B, C are the corresponding dependent layers, but
both partition B and C can be utilized for protecting the
partition A. In Section III-A and III-B, we assume that all the
layers A, B and C contain n bits for the sake of convenient
explanation, while in Section III-C we extend our algorithm
to the more general scenario, where the layers have unequal
length. Finally, Section III-D discusses the overheads imposed
by our proposed IL technique, including its delay, complexity
and its FEC-redundancy.
A. Transmitter Model
At the transmitter, the video source signal s is compressed
using the data partitioning mode of the H.264 encoder, gen-
erating partitions A, B and C. Then the output bitstream is












Fig. 3. The structure of VND (left) and CND (right), where ⊕ and ⊞ indicate
the addition and boxplus operation, respectively. Li (·) and Lo (·) indicate
the input and output LLR, respectively.
Fig. 2, namely into streams A, B and C, carrying the A, B and
C partitions of all slices. The resultant binary sequences are
xa, xb and xc, representing three different layers, as shown in
Fig. 2. Then the resultant three layers are encoded as follows:
1) The BL bit sequence xa representing A will be encoded
by the FEC encoder A of Fig. 2, which results in the
encoded bits containing the systematic bits xa and parity
bits xa,p.
2) The bit sequence of the EL xb representing B will
ﬁrstly be encoded into the systematic bits xb and the
parity bits xb,p by the FEC encoder B. Then the XOR
operation will be utilized for implanting the systematic
information of xa into the systematic information of xb
without changing the parity bits of the B partition xb,p.




b. After this procedure, both the check
bits xi
ab and the parity bits xb,p are output.
3) Similar to the encoding process of the B partition, the
bit sequence of the EL xc representing the C partition



















































Fig. 4. The ﬂow chart for inter-layer aided FEC decoding of BL A and EL
B.
Finally, the bit sequences xa, xa,p, xab, xa,p, xac and xc,p
are concatenated into a joint bitstream for transmission. Note
however that the layers xa and xb, xc may contain a different
number of bits. Again, the algorithm designed for this scenario
will be detailed in Section III-C. Additionally, the interleavers
π1 and π2 are employed for interleaving the BL xa, before its
XOR-based implantation into the ELs xb and xc.
Following the IL-FEC encoding procedure, the resultant bits
are modulated by the quadrature phase-shift keying (QPSK)
modulator of Fig. 2 and then transmitted over the LSSTC
based MIMO transmitter architecture. Speciﬁcally, the trans-
mission structure shown in Fig. 2 has Nt = 4 transmit
antennas, which are spaced sufﬁciently for apart in order to
encounter independent fading. The receiver is also equipped
with Nr = 4 receive antennas, where the LSSTC system used
is characterized by a diversity order of 2 and multiplexing
order of 2. Hence the LSSTC used is capable of providing
twice the data rate of a single antenna system, while achieving
a diversity order of two.
B. Receiver Model
In this section, we exemplify the IL decoding process using
BL A and EL B, while the IL decoding process of BL A
and EL C is similar. At the receiver2, the LSSTC decoding
is performed [29]. Then the resultant soft signal will be
demodulated by the QPSK demodulator, which generates the
log-likelihood ratios (LLR). The LLR information contains the
2The deinterleavers π−1 and π−2 are ignored at the receiver for the sake
of simplifying the system architecture.
systematic information ya, yab, yac and the parity information
ya,p, yb,p and yc,p, for the A, B and C partitions, respectively.
Following the demodulator, the IL-FEC decoder of Fig. 2 is
invoked for exchanging extrinsic information across the three
layers. The IL aided FEC decoding process is illustrated by the
ﬂow-chart of Fig. 4. Firstly, the FEC decoder A will decode the
received information ya and ya,p for estimating the LLRs of
the bits xa of the BL A. Then, the resultant extrinsic LLR
information of BL A will be input to the "VND3-CND2-
VND4" block of Fig. 4 for extracting the a-priori LLRs
La(xi
b)3 of EL B, which is carried out by following the
processing of the LLRs in the VND 3, CND 2 and VND 4
components of Fig. 3. Speciﬁcally, the "VND3-CND2-VND4"
block of Fig. 4 performs the following operations step-by-step:
1) VND 3 generates the information of BL A for CND 2.






generated by the FEC decoder A
















is generated by CND 2. The output of the VND 3
block is the soft information of A. The output can be






generated by the FEC decoder A is input to






and forwards it to the CND 2
block of Fig. 2. Since VND 34 has two input branches,






2) CND 2 generates the information of layer B for VND
4. The inputs of the CND 2 block are the soft check






of BL A generated by VND 3





of EL B generated
by FEC decoder B of Fig. 2. The output of CND 2












and the received check information
yab is input to the CND 2 block of Fig. 2 for extracting
the LLR information of the systematic bit xi
b, namely






3) VND 4 generates the information of EL B for FEC












generated by FEC decoder B. The
output of VND 4 is the soft information of layer B.





extracted by the CND 2
is input to the VND 4 block of Fig. 2, which extracts





input to the FEC decoder
B of Fig. 2.
Then, the FEC decoder B of Fig. 4 will decode the EL B with
the aid of the resultant a-priori LLR La(xi
b) and of the soft
parity information received from the channel, namely yb,p of
Fig. 2. Afterwards, the classic cyclic redundancy check (CRC)
is invoked for detecting, whether the recovered BL A is error-
free or not, as shown in Fig. 4. This check results in two
3As usual, the subscripts "a" and "e" in La and Le stand for the apriori
information and extrinsic information [41], respectively.
4All the VNDs of Fig. 2 have two input branches and three output branches,
resulting in a duplication process for two of the output branches. Note that
two LLR inputs will be summed by each VND for the third output branch,
which outputs the ﬁnal a-posteriori LLR for the estimation of ˆ xa, ˆ xb and ˆ xc.6
possible decoding processes, as shown in Fig. 4 and described
as follows:
1) With Inter-Layer Feedback: When the bits xa of the
BL are not successfully decoded, the iterative IL technique
will be activated for exploiting the extrinsic information of
BL A fed back from the FEC decoder B. In this case, both
the solid lines and the dashed lines shown in the decoder of
Figs. 2 and 4 will be activated. More explicitly, the "VND4-
CND2-VND3" block of Fig. 4 will be utilized for extracting
the extra LLR information Le(xi
a) for BL A based on both
the extrinsic LLR Le(xi
b) and the soft check information
yab. Generally, the "VND4-CND2-VND3" block of Fig. 4
represents a process similar to that of the "VND3-CND2-
VND4" block of Fig. 4. After this stage, improved a-priori
information is generated for the BL A, which concludes the
current IL decoding iteration. Afterwards, the receiver will
return to the beginning of the ﬂow chart shown in Fig. 4. The
iterative IL decoding process continues, until the affordable
number of iterations is exhausted or the BL A is perfectly
recovered, as shown in Fig. 4.
2) Without Inter-Layer Feedback: When the BL A is suc-
cessfully recovered, the layers A and B will be estimated by
the hard decision block of Fig. 4. Afterwards, the receiver
may discard layer B, depending on whether it is deemed to
be error-free or not by the CRC check. In this case, only the
solid lines of Figs. 2 and 4 will be activated.
Moreover, after decoding BL A, the recovered error-free
hard bits xa may be represented using inﬁnite LLR values,
indicating the hard bits 0/1, respectively. Then, the CND 2



















































a is the modulated version of the bit xi






is obtained by soft demodulating the received
signal yab.
Note that since the process of recovering yb from yab
expressed by Eq. (2) is essentially an LLR sign-ﬂipping
operation, it does not affect the absolute value of the LLR
information of xb. This implies that in this scenario our
proposed IL technique is equivalent to the traditional UEP
techniques, where layers A and B are encoded and decoded
independently. Moreover, since BL A is decoded indepen-
dently without feedback from EL B, the two layers are only
decoded once, without any extra complexity imposed on the
receiver. Additionally, in practical applications, BL A may be
reconstructed immediately when it is received, without waiting
for the arrival of the EL B.
In both of the above cases, if the decoded bit sequence ˆ xa
of the BL is corrupted after the IL-FEC decoding stage of
Fig. 2, it will be dropped together with the ELs ˆ xb and ˆ xc.
Otherwise they will all be forwarded to the H.264 decoder of
Fig. 2 for reconstructing the video signal ˆ s.
Note that in the above description, we have considered
decoding layers A and B only. The decoding of layer C is
carried out in the same way but we have excluded it for the






























Fig. 5. Deﬁnition of T1
b ,··· ,T
nb
b when the BL sequence xa and the EL
sequence xb carry unequal length of bits.
C. Inter-Layer FEC Coding for Layers Having Unequal
Length
In the above discussions, we assumed that the A, B and
C partitions have an identical length. However, in practice
they may carry an unequal number of bits. Here we detail
the technique of applying our algorithm in the scenario, when
the three partitions have an unequal length. Let us commence
by assuming that the A, B, C partitions have the length of na,
nb, nc bits, respectively.
For the case of implanting xa into the systematic bits of xb,
the basic philosophy of the algorithm is to map/encode xa into
a new bit sequence tb, which has the same number of bits as
the bitstream xb and will be implanted into the systematic bits
of xb using the algorithm discussed in Section III-A. In other
words, the bits xa will be replaced by the newly generated
bits tb for the implantation process. Speciﬁcally, we introduce
the sets T 1
b ,··· ,T
nb
b to assist in generating the stream tb,
where the relationship between T 1
b ,··· ,T
nb
b and the sequence
xb is displayed in Fig. 5. For na > nb, we split xa into nb
number of groups on average as in Fig. 5 (a), each constituting
one of the sets T 1
b ,··· ,T
nb




b into na number of groups on average as in
Fig. 5 (b), where the sets T 1
b ,··· ,T
nb
b within the same group




have been created from the bit sequence xa. Then, each bit













a,0 < i ≤ nb. (3)
Given the sequence tb, we simply replace xa by tb, when
implanting the xa into the systematic bits of xb. Therefore,




Similarly, the stream xa can be readily implanted into xc by
introducing the bit sequence tc and the sets T 1
c ,··· ,T nc
c .
At the receiver, based on the technique detailed in Section
III-B, decoder A is able to generate the extrinsic information
of xa. Decoder B is able to generate the extrinsic information
of tb with the assistance of CND 2 of Fig. 2. Hence we design
the technique to convert the extrinsic information between
the sequence xa and tb for the sake of exchanging extrinsic
information among the decoder A, CND 2 and decoder B of7
Fig. 2. Provided the LLR of xa and Eq. (3), the extrinsic LLR

























Similarly, provided the a-priori LLR of xa and the LLR of
ti
b, the extrinsic LLR of xa may be derived as follows.















































Note that the basic idea of the above algorithm is to map
the bits xa into a new bit sequence tb, which is basically
an encoder having a variable coding rate encoder. Hence, a
number of codecs, such as low-density parity-check (LDPC)
codes [42] and Luby transform (LT) [43] codes may be
employed for the mapping of xa to the stream tb. However,
they may impose error-propagation in this speciﬁc scenario.
Hence, in this treatise we employ the method detailed in this
section to prevent error-propagation.
D. IL-FEC Overheads
The possible overheads imposed by our proposed technique
are listed as follows:
1) Delay: Our technique is implemented using the parti-
tioning mode of H.264, where each video frame may
be encoded into a number of slices. These slices may
be encoded into at most three partitions. Since the IL
encoding and decoding process is performed within
each slice, no extra delay is imposed by our proposed
technique.
2) Complexity: As detailed in Section III-B, the signal-
ﬂows are based on low-complexity operations compared
to the FEC decoding. When the BL A can be recovered
in its own right, only sign-ﬂipping is necessitated for
extracting the systematic LLR information of the ELs B
and C. Speciﬁcally, we impose a 21% extra complexity5,
as it will be detailed in Section V-C.
3) FEC-redundancy: The BL A does not rely on the ELs
for its decoding operations and the systematic LLR
information of the ELs B and C can be extracted from
the received check information yab and yac without
any loss, provided that the BL is perfectly decoded.
Furthermore, since the transmitted bit sequences xab and
xac have the same length as that of the bit sequence
xb and xc, respectively, we do not impose any extra
5According to our experiments, it is sufﬁcient to use a single iteration,
which results in a low complexity.
protection bits. Hence the IL-FEC does not impose extra
FEC redundancy.
IV. MUTUAL INFORMATION ANALYSIS
System Parameters Value System Parameters Value
FEC RSC[1011,1101,1111] Number of Tx antennas 4
Modulation QPSK Elements Per AA 4
Channel Narrowband Rayleigh Number of Rx antennas 4
Fading Channel Overall Coding Rate 1/2
TABLE I
PARAMETERS EMPLOYED IN OUR SYSTEMS ,WHERE “AA” INDICATES
ANTENNA ARRAY.
Error Protection Code Rates
Arrangements L0 L1 Average
EEP 0.5 0.5 0.5
UEP1 0.54 0.46 0.5
UEP2 0.47 0.53 0.5
TABLE II
CODING RATES OF RSC CODEC ERROR PROTECTION ARRANGEMENTS FOR
THE BL L0 AND THE EL L1. THE CODE-RATES WERE ADJUSTED BY
VARIABLE-RATE PUNCTURERS.
In this section, we analyze our proposed system using MI6.
For the sake of simplifying the analysis, we assume that
there are two layers: a BL L0 and an EL L1. Furthermore,
we employed a 1/3 RSC having the generator polynomials
[1011,1101,1111]7. The system parameters used in our simu-
lations are summarized in Table IV. In the following analysis,
where two layers are considered, the BL is protected by the IL-
FEC codec. Hence, we consider the convergence behavior of
the BL. For the sake of analyzing our IL-FEC codec, different
error protection arrangements were considered, as shown in
Table II.
In Fig. 6, we plot the extrinsic MI at the output of the
RSC decoder for different Eb/N0 values for all the codes in
Table II. Observe from Fig. 6 that the schemes employing our
iterative inter-layer technique always acquire a higher MI value
than those dispensing with the IL-FEC technique.For example,
the RSC-EEP scheme and RSC-EEP-IL scheme generate 0.91
and 0.9758 extrinsic information at -8 dB. This improvement
is attained by our proposed scheme due to the fact that extra
MI is fed back to the BL from the EL.
V. SYSTEM PERFORMANCE
Let us continue by benchmarking our proposed IL-FEC-
LSSTC system against the traditional UEP aided FEC-LSSTC
system using a RSC. Two 30-frame video sequences, namely
the Foreman and Football clips, represented in (352 × 288)-
pixel common intermediate format (CIF) and 4:2:0 YUV
format were encoded using the JM/AVC 15.1 H.264 reference
6MI is known as a metric to represent the conﬁdence of a signal sequence.
Generally bigger MI indicates lower BER value of the measured signal
sequence, while lower BER normally indicates lower PLR.
7The ﬁrst polynomial indicates the feedback parameter, while the other
two polynomials represent the feed-forward parameters. The code rates were
adjusted by variable-rate puncturers.
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Fig. 6. Extrinsic information generated by the RSC decoders for all error
protection arrangements of Table II.
Football Foreman
Representation YUV 4:2:0 YUV 4:2:0
Format CIF CIF
Bits Per Pixel 8 8
FPS 15 30
Number of Frames 30 30
Video Codec H.264 PM H.264 PM
Bitrate 1522 kbps 655 kbps
Error-Free PSNR 37.6 dB 38.4 dB
Error Concealment Motion-Copy Motion-Copy
TABLE III
THE PARAMETERS OF THE VIDEO SEQUENCES EMPLOYED.
video codec operated in its data partitioning aided mode. The
video scanning rates expressed in frame per second (FPS)
were 30 and 15 for the Foreman and Football sequences,
respectively. The motion-copy9, based error concealment tool
built into the H.264 reference codec was employed for the sake
of combating the effects of channel impairments. Moreover,
the H.264 encoder was conﬁgured to generate ﬁxed-byte10
slices, as deﬁned in [4]. Both of the 30-frame video sequences
were encoded into an intra-coded (I) frame, followed by 29
predicted (P) frames. The bi-directionally predicted (B) frame
was disabled due to the fact that it relies on both previous
and future frames for decoding, which may introduce more
error propagation as well as additional delay. All the above
conﬁgurations jointly result in a bitrate of 655 kbps and an
error-free peak-signal to noise ratio (PSNR) of 38.4 dB for
the Foreman sequence. On the other hand, the coded Football
bitstream has a bitrate of 1522 kbps and an error-free PSNR of
37.6 dB. We employed the Foreman and Football sequences in
order to show the suitability of our scheme for the transmission
of both low-motion and high-motion video. The parameters of
the video sequences employed are shown in Table V, while
our system parametes are listed in Table IV.
9When the information of a macroblock (MB) is lost, the motion vector
of this MB may be copied or estimated from its adjacent MBs or previously
decoded reference frames. Then, the MB may be reconstructed using the
estimated motion vector.
10In this mode, the H.264/AVC codec will endeavor to encode a frame into
multiple slices, each having a ﬁxed number of bytes.
The H.264-compressed bitstream was FEC encoded and
transmitted on a network abstract layer unit (NALU) [4] basis,
which is the smallest element to be used by the source decoder.
At the receiver, each error-infested NALU must be dropped by
the video decoder, if errors are detected by the CRC check. All
experiments were repeated 100 times for the sake of generating
smooth performance curves.
Below, we will ﬁrstly describe the error-protection arrange-
ments in Section V-A. Then we will characterize the attainable
BER versus channel SNR performance and PSNR versus
channel SNR performanceemploying a lower-complexityRSC
codec in Section V-B. Finally, in Section V-C we will quan-
tify the system’s computational complexity by counting the
number of decoding operations executed.
A. Error Protection Arrangements
Error Protection Code Rates
Arrangements Type A Type B Type C Average
EEP 0.5/0.5 0.5/0.5 0.5/0.5 0.5/0.5
UEP1 0.35/0.40 0.57/0.65 0.57/0.65 0.5/0.5
UEP2 0.45/0.55 0.52/0.46 0.52/0.46 0.5/0.5
UEP3 0.65/0.60 0.47/0.43 0.47/0.43 0.5/0.5
UEP4 0.75/0.70 0.45/0.39 0.45/0.39 0.5/0.5
UEP5 0.85/0.80 0.44/0.37 0.44/0.37 0.5/0.5
UEP6 0.95/0.90 0.43/0.35 0.43/0.35 0.5/0.5
TABLE IV
CODING RATES OF DIFFERENT ERROR PROTECTION ARRANGEMENTS FOR
THE FOOTBALL/FOREMAN SEQUENCE. THE CODE-RATES WERE
ADJUSTED BY VARIABLE-RATE PUNCTURERS.
In the simulations, we employ the overall coding rate11 of
1/2 for both EEP and UEP schemes. For each compressed
bitstream, all NALUs were scanned to calculate the total
number of bits for the A, B, and C partitions. Let us assume
that the A, B and C partitions have a total Na, Nb and Nc
bits, respectively. The A, B, C streams have coding rates of
ra, rb and rc, respectively. Then the following equation must
be satisﬁed for the sake of guaranteeing that the overall coding
rate remains 1/2:










Again, the A stream is the most important layer, while the B
and type C bitstreams are the ELs, where the bitstream B and
C are similarly important. Hence in all the error protection
arrangements we have rb = rc. More speciﬁcally, we ﬁrst




2 × (Na + Nb + Nc) − Na
ra
. (8)
Note that the total number of bits for each partitions of
the different video sequences may be different, which results
in different protection arrangements. Based on the above, the
ﬁve error protection arrangements conceived for the Football
and Foreman sequences are shown in Table IV, which may
be readily combined with arbitrary EEP or UEP schemes,
where variable-rate puncturers were designed and employed
to achieve a speciﬁc coding rate.
11Arbitrary overall coding rates such as 2/3, 1/3, 1/4, etc. can be readily
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Fig. 7. BER versus Eb/N0 performance for the A partition of the Football
sequence, including the RSC coding schemes of Table IV and the Opt-UEP-
RSC-LSSTC [20].
B. System Performance using RSC Codec
In this section, we benchmark our proposed system using
the RSC codec of Table IV. All the error protection arrange-
ments of Section V-A will be utilized. Furthermore, in [20]
an UEP algorithm was proposed, which the authors of [20]
referred to as the optimal UEP. We used this scheme as a
benchmarker, which we refer to as the Opt-UEP-RSC-LSSTC
arrangement.
The BER curves of the A partition in the Football sequence
are displayed in Fig. 7, where the performance of the error
protection schemes of Table IV are illustrated. Observe in Fig.
7 that the schemes using the IL-RSC codec achieve a reduced
BER compared to their benchmarkers. Speciﬁcally, the EEP-
IL-RSC-LSSTC scheme outperforms the EEP-RSC-LSSTC
benchmarker by about 7.2 dB at a BER of 10−5. Furthermore,
among all the error protection arrangements, the UEP1-IL-
RSC-LSSTC scheme achieves the best BER performance due
to the strong error protection assigned for the A partition.
Hence, we may conclude that the UEP aided IL-RSC schemes
are capable of providing an improved system performance
compared to the traditional UEP aided RSC codec. On the
other hand, the Opt-UEP-RSC-LSSTC system achieves similar
BER performance to that of the EEP-RSC-LSSTC scheme.
The BER versus Eb/N0 performance of the B partition for
the Football sequence is presented in Fig. 8. Similar trends
were observed for the C partition as well, which are not
included here owing to space-economy. Observe in Fig. 8
that the performance of the schemes using IL-RSC is slightly
worse than that of their benchmarkers. This is due to the fact
that more errors may be introduced into the B partition, when
the A partition cannot be correctly decoded. In this scenario
the B partition must be dropped in the traditional UEP aided
RSC-LSSTC schemes. Hence the error propagation to the B
partition does not further degrade the situation.
The PSNR versus Eb/N0 performance recorded for the
Football sequence is shown in Fig. 9, where we observe that
the EEP-RSC-LSSTC scheme achieves the best performance
among all the systems without IL techniques, because the
A partition carries only the video header information and
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Fig. 8. BER versus Eb/N0 performance for the B partition of the Football
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Fig. 9. PSNR versus Eb/N0 performance for the Football sequence,
including the RSC coding schemes of Table IV and the Opt-UEP-RSC-LSSTC
[20].
errors, when the B and C partitions are corrupted. Further-
more, the systems using our proposed IL-RSC-LSSTC model
outperformtheir correspondingbenchmarkers.Speciﬁcally, the
UEP5-IL-RSC-LSSTC constitutes the best protection arrange-
ment among all IL-RSC schemes, which achieves a power
reduction of about 3 dB12 compared to the EEP-RSC-LSSTC
scheme at a PSNR of 36 dB. Alternatively, about 3.7 dB
of PSNR video quality improvement may be observed at a
channel SNR of 0 dB. On the other hand, the Opt-UEP-
RSC-LSSTC system dispensing with the IL technique slightly
outperformsthe EEP-RSC-LSSTC scheme, namely by a power
reduction of about 0.5 dB at a PSNR of 36 dB. The UEP5-
IL-RSC-LSSTC substantially outperforms the Opt-UEP-RSC-
LSSTC arrangement, namely by a power reduction of about
2.5 dB at a PSNR of 36 dB or alternatively, about 3.4 dB
of PSNR video quality improvement may be observed at
an Eb/N0 of 0 dB. A subjective comparison of the UEP5-
IL-RSC-LSSTC and EEP-RSC-LSSTC arrangements for the
Football sequence is presented in Fig. 11.
12The power reduction is read horizontally. Speciﬁcally, the UEP5-IL-RSC-
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Fig. 10. PSNR versus Eb/N0 performance for the Foreman sequence,
including the RSC coding schemes of Table IV and the Opt-UEP-RSC-LSSTC
[20].
For providing further insights for video scenes having dif-
ferent motion-activity, the PSNR versus Eb/N0 performance
of the IL-RSC-LSSTC model is presented in Fig. 10 using
the Foreman sequence, when employing the protection ar-
rangements of Table IV. Similar to the Football sequence,
the traditional UEP technique can hardly improve the recon-
structed video quality by allocating more FEC redundancy
to the more important layers. By contrast, about 2 dB of
power reduction is achieved by the UEP3-IL-RSC-LSSTC
arrangement compared to the EEP-RSC-LSSTC scheme at
a PSNR of 37 dB. Alternatively, about 3.2 dB of PSNR
video quality improvement may be observed at a channel
SNR of -1 dB. Similar to the Football sequence, a limited
gain can be observed for the Opt-UEP-RSC-LSSTC system
compared to the EEP-RSC-LSSTC scheme, while the UEP5-
IL-RSC-LSSTC substantially outperforms the Opt-UEP-RSC-
LSSTC, namely by about 1.8 dB at a PSNR of 37 dB.
A subjective comparison of the UEP3-IL-RSC-LSSTC and
EEP-RSC-LSSTC arrangements for the Foreman sequence is
presented in Fig. 11.
We may conclude from the above discussion that the A
partition should be assigned a code-rate of 0.85 and 0.60
for the Football and Foreman sequence, respectively, for the
sake of achieving the best overall system performance, when
employing the RSC codec, which contradicts to the traditional
UEP strategy. The main reason for this is that the inter-layer
aided RSC decoder can still successfully recover the weaker
protected A partition relying on the extrinsic information fed
back from the B and C partitions with the aid of inter-layer
decoding, because B and C are more strongly protected than
the A partition.
C. Complexity Analysis
In order to provide insights into the complexity of our
scheme, we benchmark the complexity of our IL-FEC-LSSTC
scheme using both the RSC codec in Fig. 12. We emphasize
that if the A partition was corrupted, the corresponding com-
plexity imposed by the B and C partitions was not taken into
account, since they cannot be utilized by the video decoder
in this case. Therefore, the complexity of both the IL-FEC-
LSSTC system and of the benchmarkers is directly propor-
tional to the Eb/N0 value. Furthermore, in the simulations
each NALU was encoded by the FEC as a single packet. The
total computational complexity is dominated by that of FEC
decoding. Hence, the total number of FEC decoding operations
substantially affects the system’s complexity, which was hence
used for comparing the system’s complexity.The y-axis of Fig.
12 represents the average number of RSC decoding operations
per NALU, which was averaged over 2221 NALUs in the
H.264 encoded Football bitstream for the sake of statistical
relevance, where again each NALU was encoded as a single
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Fig. 12. Complexity comparison of the Opt-UEP-RSC-LSSTC system, the
IL-RSC-LSSTC schemes and the classic RSC-LSSTC schemes for the error
protection arrangements of Table IV for the Football sequence.
Observe from Fig. 12 that each curve of the IL-RSC-
LSSTC schemes may be divided into two regions, where the
complexity of the systems increases and decreases upon the
increasing Eb/N0. For example, the curve of the UEP3-IL-
RSC-LSSTC scheme can be split at Eb/N0 of about -6.5
dB. Speciﬁcally, in the Eb/N0 region of [−10,−6.5] dB,
the complexity of the UEP3-IL-RSC-LSSTC scheme increases
upon increasing the Eb/N0 value. This is due to the fact
that the IL decoding technique was activated frequently for
assisting the decoding of A partition. By contrast, for higher
Eb/N0 values the A partition is more likely to be recovered
with the aid of the IL technique, which in turn results in
decoding the B and C partitions more than once. In the
Eb/N0 region of [−6.5,5] dB, the complexity of the UEP3-IL-
RSC-LSSTC scheme decreases upon increasing Eb/N0 value.
The reason for this phenomenon is that the IL decoding
technique is less frequently activated, when the A partition
is more likely to be perfectly decoded in its own right at
higher Eb/N0 values. Moreover, the complexity of all the
RSC-LSSTC schemes increases upon increasing Eb/N0. This
may be attributed to the fact that at lower Eb/N0 the B and
C partition were more likely to be dropped by the decoder
due to the corruption of the A partition. Since low Eb/N0
results in unacceptable video quality, here we only focus on
higher Eb/N0 region. More speciﬁcally, the UEP5-IL-RSC-
LSSTC scheme achieves Eb/N0 gains of 3 dB and 2.5 dB
by imposing about 21% higher complexity than the EEP-
RSC-LSSTC and Opt-UEP-RSC-LSSTC schemes at a video11
Fig. 11. Video comparison at Eb/N0 = −2.5 dB for the Football and Foreman sequences. The ﬁrst column indicates the original frames. The second
column indicates the EEP-IL-RSC-LSSTC decoded frames. The third column indicates the Opt-UEP-RSC-LSSTC [20] decoded frames. The fourth column
represents the UEP5-IL-RSC-LSSTC and UEP3-IL-RSC-LSSTC decoded frames for the Football and Foreman sequences, respectively.
quality of 36 dB, respectively. Alternatively, the UEP5-IL-
RSC-LSSTC has PSNR gains of 3.7 dB and 3.4 dB at the
cost of a 21% complexity increase compared to the EEP-RSC-
LSSTC and Opt-UEP-RSC-LSSTC schemes at an Eb/N0 of
0 dB, respectively.
In conclusion of the Section V:
1) In the RSC based systems, the most important layer
should be assigned less redundancy than partitions B
and C for the sake of achieving the best overall system
performance, which is in contrast to the traditional UEP
strategy. For example, the system arrangement having
channel coding rates of 0.85, 0.44 and 0.44 for the
A, B and C partitions, respectively, achieves the best
system performance when employing the RSC code for
the transmission of the Football sequence.
2) As jointly observed from Fig. 9 of Section V-B and Fig.
12 of V-C, our proposed IL coding technique is capable
of achieving 2.5 dB of Eb/N0 again or alternatively, 3.4
dB of PSNR gain over the traditional UEP technique at
the cost of a 21% complexity increase.
VI. CONCLUSIONS
An IL-FEC coded video scheme relying on multi-functional
MIMOs was proposed for mobile TV broadcasting, where the
data partitioning mode of H.264 video coding was utilized
and the systematic bits of the A partition were incorporated
into the systematic bits of the B and C partitions using
an XOR operation. At the receiver, our IL-FEC decoding
technique of Fig. 2 was activated for the sake of attaining an
improved system performance. A RSC codec were invoked
for demonstrating that the proposed scheme is capable of
substantially outperforming the traditional UEP FEC codecs.
The system advocated was analyzed using mutual information
for providing insights into the gain attained using our IL-FEC
coding scheme.
In our future work, we will incorporate the IL-FEC scheme
into SVC and multiview video coding. Moreover, we will also
carry out further investigations for optimizing the inter-layer
coded system performance.
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