Denote by w 0 the minimum average weight per edge over all nonzero cycles in the state diagram for a convolutional code, and assume that a technique is available for generating canonical parity-check matrices for codes with increasing degree m. The obtained class of codes is asymptotically catastrophic if w 0 approaches zero for large m. In this paper we prove the existence of convolutional code classes that are not asymptotically catastrophic by providing explicit constructions of codes with nonzero w 0 for all m.
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I. Introduction
In this paper we prove the existence of convolutional code classes that are not asymptotically catastrophic by providing explicit constructions and an existence proof. To obtain our results, we use some of the de nitions and notations established in 10]. Hence, a convolutional code with block length n, dimension n ? r, code degree m, and free distance d free is denoted by
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(n; n ? r; m; d free ). 1 A code is represented by a r n canonical parity-check matrix or an (n ? r) n canonical generator matrix 10, Sec. 3 and 7] . 2 We only consider codes with symbols in the nite eld F (=GF(2)).
It is well known that a state diagram representation for a code may be obtained from the parity-check matrix or the generator matrix. A path of length ( 1) in the state diagram consists of consecutive edges. A cycle of length is a path of length that starts and ends in the same state s and whose other states are di erent from each other and s. The average weight per edge of a cycle is equal to the total Hamming weight of all labels on the edges divided by .
Denote by w 0 the minimum average weight per edge 7] over all cycles in a state diagram, excluding the cycle of length one and weight zero that starts and ends in the zero state. Consider a class of (n; n?r; m) convolutional codes for which canonical parity-check (or generator) matrices can be generated by applying some systematic method. The class is said to be asymptotically catastrophic 3] if w 0 approaches zero when the method is used to generate matrices with increasing degree m. Hemmati and Costello 3] proved that w 0 2 m?2 =(3 2 m?2 ?1) for a class of (2; 1; m) convolutional codes. Hole and Hole 5] showed that the bound is in fact valid for a large class of (n; n?1; m) codes with n 2. Recently, Hole 4] derived even tighter upper bounds on w 0 for smaller classes of (n; n?1; m) codes. The classes in 4] are asymptotically catastrophic since the bounds approach zero for large m. There is clearly a need for classes of convolutional codes with w 0 bounded away from zero. To determine such classes, we rst show in Section II that w 0 for a convolutional code C is lower bounded by d E =e max where d E is the minimum distance of a block code embedded in C, and e max is the maximum row degree of a canonical parity-check matrix for C. The bound is then used to identify classes of codes with large w 0 .
In Section III we construct a class of ( It is shown in Section VI that there exist classes of low-rate codes whose free distances increase with m and whose minimum average weights w 0 are large for all m. As an example, we construct a class of (m + 1; 1; m) codes with d free 3m and w 0 1 for all m 2.
A summary and a discussion are given in Section VII.
II. Convolutional codes with large w 0
Let an (n; n ? r; m) binary convolutional code C be de ned by a canonical parity-check matrix, and let e i denote the maximum degree of the polynomials in the ith row of the matrix, 1 i r. The maximum degrees e i are the row degrees, or Forney indices, of the canonical parity-check matrix.
Assume that the rows of the parity-check matrix are ordered such that the row degrees satisfy e 1 = e 2 = = e = 0 for some , 0 < r, and 1 e +1 e +2 e r . All ordered canonical parity-check matrices for a code have the same row degrees and the sum e 1 + e 2 + + e r of the row degrees is equal to the code degree m 10, Sec. 3].
If > 0, then the rst rows of the parity-check matrix for the convolutional code C de ne a parity-check matrix for an n; n ? ] binary block code, E, called the embedded block code 6]. For = 0, we de ne E to be the trivial n; n] block code consisting of all possible binary n-tuples. Let For e max = 1, it follows from the above discussion that an all-zero path can only be obtained by cycling around the zero state cycle. Hence, we have the following corollary.
Corollary 1: If an (n; n?r; m) convolutional code is de ned by a canonical parity-check matrix with maximum row degree e max = 1, then all edges in the state diagram have weights at least equal to d E , except the edge constituting the zero state cycle, and w 0 d E .
It is clear from Theorem 1 that a class of (n; n ? r; m) convolutional codes is not asymptotically catastrophic if all codes are de ned by canonical parity-check matrices with small maximum row degrees e max . In the next section we show that such classes can be obtained by letting r = r(m) be an increasing function of m because, in this case, we can increase m = P r(m) i=1 e i without changing e max .
III. Two simple class constructions Ytrehus 14] has shown how to construct parity-check matrices for (n; n ? r; m) convolutional codes with free distances 3 and 4 for any r 1. We use a modi ed version of Ytrehus' construction technique for r = m. Unlike Ytrehus, we prove that the constructed parity-check matrices are canonical and that the obtained code classes are not asymptotically catastrophic. We also provide alternative proofs for the free distances. In the following we prove Theorem 2 by establishing two lemmas. We rst show that the parity-check matrix is canonical, i.e., the gcd of the m m minors is 1 and their greatest degree is equal to the code degree m 10, Sec. 
IV. A simple construction technique
It is well known that generator matrices for block codes may be combined to obtain a non-catastrophic generator matrix for a convolutional code (see 1] for a thorough analysis of this technique). We show how to combine paritycheck matrices for block codes to obtain a canonical parity-check matrix for a convolutional code. Let A and B be two r n F-matrices. It is assumed that all rows of A are nonzero while the , 0 < r, rst rows of B contain only zeros. Proposition 1: The r n matrix A + DB is a canonical parity-check matrix for an (n; n ? r; r ? ) convolutional code if (i) A has full rank r, (ii) the r ? nonzero rows of B are linearly independent, and (iii) the rows of A are linearly independent of the nonzero rows of B.
Let the matrices A and B satisfy the requirements of Proposition 1 and assume that the code dimension n ? r is greater than the code degree r ? , i.e., the code contains words with only one nonzero label. is not primitive, the submatrix contains two equal columns and it de nes a code with minimum distance 2. Hence, we may assume that the code de ned by that add an extra parity-check to the labels of the convolutional code. The state has 2 n? ?m outgoing edges whose labels are de ned by the block code generated by G(D)] l . Since the all-zero label is on the edge connecting the zero state in the current depth to the zero state in the next depth, the rst edge on any fundamental path has weight at least equal to d l . Similarly, the last edge on any fundamental path has weight no less than d h .
Since, from Lemma 3, e max = 1, it follows from Corollary 1 that the only all-zero labels in the trellis for C m are the labels on the edges between the zero states. All other edges in the trellis have weights no less than than d E . The row degrees of A + DB are e 1 = e = 0, and e +1 = e r = 1.
Hence, e max = 1 and it follows from Corollary 1 that w 0 d E . Q.E.D.
