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ABSTRACT
This thesis investigates methods of coupling fluids across an interface, motivated
by air-sea interaction in application codes. The algorithms investigated here have
two primary classifications: sequential and concurrent, in reference to different code
configurations for the air and sea modules on parallel computing systems. In the
sequential mode, the modules run on the same set of processors. The air module is run
first since atmospheric dynamics are thought of as driving ocean surface conditions.
In the concurrent mode, the modules run simultaneously, in parallel, on different sets
of processors. Different step sizes are allowed for the two fluid codes.
The focus is the temporal representation of flux-form boundary conditions. A
least-squares polynomial flux reconstruction is proposed to couple the air and sea
modules over a time interval called a coupling window. The high formal accuracy of
these flux calculations is not shared by methods in application. The least-squares
approach may reduce aliasing errors and numerical fluctuations that can occur with
pointwise interpolants, although this comparison is not explicitly studied here.
Robert Dolan, University of Connecticut, 2020
An a posteriori stability indicator is defined, which can be computed efficiently
on-the-fly over each coupling window. For a model of two coupled fluids with natural
heat convection, using finite elements in space, sufficiency of the stability indicator is
proved. Under certain conditions, it is also proved that stability can be enforced by
iteration when the coupling window is small enough.
Computational tests illustrate the stability and accuracy properties as they re-
late to the choices of coupling mode, length of the coupling window, number of time
steps on a coupling window, iterations performed, and order of least-squares data
reconstruction. These tests motivate exploration of adaptive methods to control the
coupling window size. Computational tests using two adaptive algorithms are per-
formed that illustrate how significant computational cost savings might be achieved
for applications by adjusting the size of the coupling window according to a local error
indicator. That is, where errors are small, a larger-sized window is used to reduce
coupling-related overheard costs. Large errors are mitigated by reducing the size of
the window to maintain a target error tolerance.
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The accurate prediction of the states of the atmosphere and ocean has proved to be
a challenge for both mathematicians and scientists alike. Numerical models based on
the equations governing the states of the atmosphere and ocean are used for applica-
tions such as climate research, hurricane modeling, and regional weather forecasting.
These applications require very sophisticated codes that are developed through a joint
effort between mathematicians, atmospheric and oceanic scientists, and computer sci-
entists. Mathematicians and domain scientists have spent a lot of time developing
models that accurately represent the physics, such as developing specialized governing
equations and boundary conditions (e.g. [16], [17], [18]). However, at the same time
it has been necessary to ensure that the physical models are amenable to numerical
approximation. This has been accomplished by applying asymptotic approximations,
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special coordinate transformations, and techniques to handle under-resolved, small-
scale features, such as turbulence modeling (see [8]). Numerical methods have been
tailored to these specialized models. It is worth mentioning that the numerical algo-
rithms themselves are sometimes considered to be the model of the physical system,
but this philosophical point will not be debated here. Finally, because the systems
being modeled are so complex and computationally challenging, computer scientists
are needed to develop the general code structure, which includes optimization for use
on supercomputing platforms. In tandem, there has been some effort by mathemati-
cians to study numerical algorithms for this problem, such as existence of discrete
approximations, stability, convergence, sensitivity to perturbations, and more. The
focus herein will be on developing numerical algorithms that target air-sea coupling,
but it is evident that there are many factors to consider.
Air-sea interaction is modeled through the transfer of conserved physical quantities
between the two systems, such as momentum, heat, and mass. These transfers across
a common interface are called fluxes. The model equations for the physical fluxes
depend on the current states of both the atmosphere and ocean. In turn, to solve
a fully coupled problem it seems one would need to simultaneously solve for the
air and sea states together as a single monolithic system. This direct approach has
historically been considered impractical. In application, the states of the atmosphere
and ocean are not computed using one homogeneous numerical method. The air
and sea systems have very different physical properties and so they are modeled
by different governing equations with differing mathematical structures. Thus, a
numerical method that is appropriate for simulating the atmosphere should not be
expected to also be appropriate for the sea. Moreover, much is understood about
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the differences in energy distribution across space and time scales for the air and
sea. For instance, since water is a denser fluid than air, it takes longer to respond
to change, but can retain significant energy at smaller spatial scales. As a result,
the ocean algorithms are optimized for slower dynamics and resolution of somewhat
smaller spatial scales. Conversely, the atmosphere algorithms are optimized for faster
dynamics while resolving larger spatial scales. Fundamental differences exist between
the numerics for the two fluid algorithms.
Historically, physical models and application codes for the air and sea have been
developed and optimized mostly independently for use and maintenance by separate
groups of researchers. So, in light of the historical and scientific context, we see that
coupled air-sea calculations must address the heterogeneous nature of the problem
somehow. In order to efficiently leverage the previously established legacy codes, the
current practice to resolve air-sea interactions is to couple the air and sea code modules
by introducing additional intermediary software. That is, the coupling is implemented
by passing data through an auxiliary flux coupler code module, which computes the
fluxes and returns them to the other fluid modules in the form of boundary conditions
(see Figure 1.1.1). Important examples of such couplers are the Model Coupling
Toolkit (MCT) used to connect the Weather Research and Forecasting (WRF) and
Regional Oceanic Modeling System (ROMS) models (e.g. [14, 22]), and the related









Figure 1.1.1: Air and sea modules with intermediary flux coupler module.
1.2 Challenges for the Development of Coupling
Methods
In order for the flux coupler to compute net fluxes at the interface it needs information
from both the air and sea simultaneously, which presents various challenges when the
individual modules are running separately. As discussed in Section 1.1, energy is
distributed across different space and time scales for the air and sea. As a result, it is
not efficient or practical for both modules to use the same resolution for temporal or
spatial scales. The latter creates an issue of potentially not having air and sea states
at the same points along the air-sea interface, requiring some conservative remapping
of fluxes in space. This is typically handled as a separate point of research, and the
aforementioned coupling software includes some conservative, spherical remapping
functionality. This work is focused on the former issue to accommodate different
resolutions in time when computing. We first define some notation.
Given state values at a time t , if t + ∆t is the next time where an algorithm
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computes updated state values, then ∆t is the time step size. We shall refer to the
interval [t, t+ ∆t] as a coupling interval. Let NA and NS be positive integers that
represent the number of internal air and sea steps on [t, t + ∆t] . We assume the
following relationships between time step sizes.
Air time step : ∆tA.
Sea time step : ∆tS .
Coupling time step : ∆t = NA∆tA = NS∆tS .
Due to the faster dynamics relevant for the atmosphere relative to the ocean, it is often
the case that ∆tA ≤ ∆tS . In turn, the internal time steps of the air and sea codes
are potentially different. This is referred to as a multirate time stepping method from
the point of view of the coupled problem. The situation is complicated by the fact
that the bulk flux formulae (see below) require simultaneous state values (see Figure
1.2.1). These are not generally available, which introduces a problem to approximate
them numerically. The temporal representations for the fluxes is convoluted by a
lengthy list of mathematical, scientific and computational considerations. We briefly
explain some of the major complications below.
First, there is an issue of how to numerically preserve physical conservation prop-
erties for the flux quantities at the interface. Formulas and their derivations for
momentum and heat fluxes at the interface are presented in [18], which is part of
a series of papers analyzing the full, coupled atmosphere-ocean equations. These
formulas are given by
6
Figure 1.2.1: An example of multirate time stepping over a single coupling window with
∆tS = 2∆tA and ∆t = 2∆tS . The blue and green squares represent air and sea states,
respectively. The gray squares represent flux calculations. Flux computations require
corresponding state data from both fluid modules, which is not available where the time
levels are mismatched. In fact, when the air and sea modules are run in parallel, the





· τ = ρSνS
∂uS
∂xd







= Csol+Cir(θA−θS)+cAρACsen|uA−uS |(θA−θS), (1.2.2)
for every vector τ tangent to the interface. The subscript A denotes “atmosphere”
and S denotes “sea”. Velocity is ui , temperature is θi , density is ρi , turbulent
viscosity is νi , heat capacity is ci , and thermal diffusivity is αi , for i = A,S .
The constant κ is a friction parameter. The remaining parameters are for the net
downward solar radiative flux (Csol > 0 ), infra-red radiation (Cir ) and sensible
heat convection (Csen ). These formulas are explained further in Section 2.2. The
important thing to note here is that numerically calculating these fluxes is nontrivial
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when the states uA,uS , θA, θS are known at different times and/or are computed
in parallel, so that (uA, θA) are computed separately from (uS , θS) . In this case,
simultaneous values cannot be inserted into the bulk formulae. Also, since there is
not a well-defined flux at each time, it is not clear what conservation of fluxes even
means with discrete times.
Challenges also arise with the numerical stability and accuracy of the coupling
method. Certain physical quantities must be conserved, such as mass and momen-
tum. On the other hand, when fluxes are approximated numerically, non-conserved
quantities such as the kinetic energy in each subdomain can exhibit numerically-
induced fluctuations due to the transfer of spurious energy across the interface [6].
This can artificially inject energy into the calculations and manifest itself as a numer-
ical instability, even without multirate time stepping. Previous work has shown that
coupling algorithms can be designed with unconditional stability, but these methods
were low-order accurate and not conservative [6, 5]. More recently, it has been shown
in [1] that higher order accuracy can be achieved using deferred correction techniques,
but these methods require multiple invocations of each module at each time step, us-
ing different equations for the internal dynamics on each invocation. Furthermore,
they have not yet incorporated conservation and multirate time stepping.
In practice, coupling methods may need to work within the constraints imposed
by the existing code structure. That is, the air and sea codes are used as “black
boxes” and the flux coupler exchanges information with these in order to solve indi-
vidual subproblems independently. A method that requires extensive modification to
the individual codes or this overall structure would traditionally be seen as imprac-
tical since existing codes are very complex, lengthy, and already highly optimized.
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However, this is not to say that other methods should not be explored for their the-
oretical and educational value. An approach is developed in the papers [13, 14], in
which a minimally-intrusive iteration on a coupling interval is used to enforce condi-
tional stability and accuracy by tightening the coupling between the code modules.
These methods have already been used with coupled WRF-ROMS simulations. We
consider the same type of iterations with an emphasis on developing a general numer-
ical framework that may be less intrusive for code development compared to methods
like deferred correction.
1.3 Sequential and Concurrent Algorithms
We study two coupling methods as reference points to help advance our understanding
regarding the aforementioned issues. The precise algorithms are defined in Chapter 3.
Here, we can discuss the two types of algorithms at a high level. These are sequential
and concurrent, according to the configurations of air and sea modules on a parallel
system with many processors.
In the sequential mode (Figure 1.3.1), the air and sea modules are run on the
same set of processors. We assume that the air module is run first since atmospheric
dynamics are thought of as driving the ocean surface conditions. The air module is
initiated using the sea surface conditions from the previous coupling window. That
is, as the current air states are computed, the surface fluxes are also updated using
previous sea states. The updated fluxes are then used by the sea module to compute
the current sea states. At this point, iteration may be needed either for stability or






























in later chapters. In this case, the current sea states are used to recompute the current
air states and surfaced fluxes. The current sea states are then recomputed using the
updated fluxes. This process is repeated as many times as desired.
In the concurrent mode (Figure 1.3.2), the air and sea modules run simultaneously,
in parallel, on different sets of processors. The air and sea modules are both initiated
using fluxes from the previous coupling window. As in the sequential mode, iteration
may again be necessary. This is achieved by using the current states to recompute
the fluxes on the current window. The air and sea states can then be recomputed
using the updated fluxes, and this process may be repeated as desired.
Chapter 2
Model Coupled Fluid Problem
2.1 A Boussinesq Convection Model for Coupled
Fluids
Consider two fluids that are coupled across a flat interface. Let ΩA = (0, L)
d−1 ×
(0, H) and ΩS = (0, L)
d−1 × (−H, 0) be the two fluid domains, where H > 0 is a
fixed height and ΓI = (0, L)
d−1 , d = 2 or d = 3 . Here L > 0 is the horizontal
domain length parameter. Define for i = A or i = S
x = (x1, . . . , xd) : coordinates in Rd.
ui : Ωi × R→ Rd : velocity.
pi : Ωi × R→ R : pressure.
θi : Ωi × R→ R : temperature.
10
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Figure 2.1.1: Air-sea subdomains coupled across an interface I .
Components for generic vectors u in Rd are denoted by ui , u = (u1, . . . , ud) ,
whereas subscripted vectors are ui = (u1,i, . . . , ud,i) .
We use a nondimensionalized model to make the role of various parameters ex-
plicit. Given the following reference quantities: L (length), U (speed) and θREF
(temperature), we present our model in dimensionless coordinates and variables. Af-
ter rescaling, we redefine the fluid domains as ΩA = ΓI × (0, H̃) and ΩS = ΓI ×
(−H̃, 0) , with H̃ = H/L . The (rescaled) interface is ΓI = ∂ΩA∩∂ΩS = (0, 1)d−1×0 .
Due to the relative scaling of H and L in application, we assume here that H̃  1 .
Given i ∈ {A,S} , the governing equations are:
∂tui − Vi(ui) + ui · ∇ui +∇pi = fi on Ωi, t > 0, (2.1.1)
fi,j = 0, 1 ≤ j ≤ d− 1, (2.1.2)
fi,d = −g̃(1− β̃i(θi − θi)), (2.1.3)
∂tθi −Di(θi) + ui · ∇θi = 0 on Ωi, t > 0, (2.1.4)
∇ · ui = 0 on Ωi, t > 0, (2.1.5)
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plus initial conditions. Here, g̃ = gL/(U2) where g is the magnitude of gravitational
acceleration. The coefficients of thermal expansion for air and sea water are taken as
the positive constants βA and βS , respectively, and β̃i = βiθREF , for i ∈ {A,S} .
The temperature average over a domain Ωi is denoted by θi . The viscosity terms
are Vi(ui) and the heat diffusion terms are Di(θi) , specified below.
The model (2.1.1)-(2.1.5) represents two incompressible fluids with buoyancy-
driven motions induced by small density gradients. They will be coupled through
boundary conditions explained in Section 2.2. Although we fix constant reference
densities for our fluids, buoyancy forces are modeled by the famous Boussinesq ap-
proximation (2.1.3) as being proportional to thermal deviations from a reference
background temperature; here we use the average temperature for the bulk fluid
as the reference value (see [9]). The proportionality constants βA and βS have been
measured empirically for various fluids; we use the values in Appendix 8 for our
computations. Roughly speaking, where the fluid is hotter (cooler) than average a
local decrease (increase) in the downward gravitational pull is induced in the momen-
tum equation (2.1.1), resulting in rising (falling) fluid trajectories. In turn, the term
ui · ∇θi in (2.1.4) causes heat convection.
Due to the nature of flow features that result from the scale discrepancy H  L ,
it is typical in practice to treat horizontal and vertical viscosity and diffusion processes
differently (see, e.g. [19, 8]). Let V(u) represent any d × d tensor or matrix, with
13
entries V(u)ij , 1 ≤ i, j ≤ d . Define a decomposition by












 (V(u))ij for i = d, j = 1, . . . , d,0, otherwise
(2.1.6)
Now let V(u) = (∇u +∇uT )/2 be specifically the viscous part of the Cauchy stress
tensor. The viscosity terms are decomposed into horizontal and vertical components:












These are given in terms of the following nondimensionalized parameters:
Horizontal Reynolds numbers : ReHi =
UL
νHi
, i ∈ {A,S}
Vertical Reynolds numbers : Re⊥i =
UL
ν⊥i
, i ∈ {A,S} .
The constants νHi > 0 and ν
⊥
i > 0 are horizontal and vertical kinematic viscosity
parameters, respectively. In fluid dynamics, the Reynolds number may be thought to
represent the ratio of convective forces to diffusive forces; see, e.g. [12]. High Reynolds
numbers correlate with very complex, nonlinear flow behavior. Lower Reynolds num-
bers are associated with smoother “laminar” flows.
14
















The Prandtl numbers for air ( PrA ) and seawater ( PrS ) are dimensionless, positive
constants (see [11]). These numbers represent the ratios of momentum diffusivity to
thermal diffusivity.
All variables are horizontally periodic. Denote by Γb the model bottom, where
xd = −H̃ , and by Γtop the model top, xd = H̃ . Let n̂i denote the outward-pointing
unit normal for Ωi , i = A,S . Then we impose the following boundary conditions:
uS = 0 and
∂θS
∂xd
= 0 on Γb, (2.1.9)








(θtop − θA) on Γtop, (2.1.11)
where cA is a specific heat and ρA a constant density. The value Ctop > 0 is just
a proportionality constant and θtop is a fixed reference temperature for the model
top. Heat energy is allowed to transfer across the model top in a way that drives the
temperature toward θtop there, which supports convective currents and allows heat
energy to be put into the system without driving the temperature up indefinitely.
The vector τ represents any vector tangent to Γtop , so that a no-horizontal-stress
condition results at the model top.
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2.2 Atmosphere-Ocean Coupling
So far, the boundary conditions are chosen to enable flows with some features similar
to those found in an air-sea system. But our primary interest is in the coupling
at the fluid-fluid interface, ΓI . Here we impose a zero-penetration and horizontal
slip-with-friction condition. That is,











· τ = ρAκ|uA − uS |(uA − uS) · τ, (2.2.2)
for every vector τ tangent to ΓI . Here ρS is a constant density. We assume ρA  ρS
due to the relative densities of air and water. The value κ is a friction parameter.






−1F(uA,uS ; θA, θS), i ∈ {A,S}.
where






(θA − θS) + cAρACsen|uA − uS |(θA − θS). (2.2.3)
We assume cA < cS due to the relative sizes of the specific heats for air and sea water.
The remaining parameters are for the net downward solar radiative flux (Csol > 0 ),
infra-red radiation (Cir ) and sensible heat convection (Csen ). These are taken to be
positive constants.
16
2.3 Notation and Preliminaries




u · ũ dx and (v, ṽ)S ≡
∫
ΩS
v · ṽ dx.
The domain subscript will be suppressed for the L2 norm; if u ∈ L2(Ωi)d we set
‖u‖ = (u,u)1/2i . The next notation helps to represent various boundary integrals.
Definition 2. Let Σi ⊂ ∂Ωi for any i ∈ {A,S} be σ -measurable (for some
appropriate boundary measure σ ). Let s be any positive integer and (u, ũ) ∈
L2(Σi)




u · ũ dσ,
where u · ũ ≡ uũ in case s = 1 .
The lateral boundaries are ΓAL = ∂ΩA \ (Γtop ∪ ΓI) and ΓSL = ∂ΩS \ (Γb ∪ ΓI) .
Definition 3. Denote by ei , 1 ≤ i ≤ d , the reference points ei = x ⇐⇒ xj = δij ,
where δij = 1 if i = j and δij = 0 if i 6= j . Weak spaces are defined with respect
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to the above boundary conditions.
Cper,i ≡
{
q ∈ C∞(Ωi) | q(x) = q(x + ej), if xj = 0, 1 ≤ j < d
}
, i ∈ {A,S}.
Θi ≡ clH1 {Cper,i} , i ∈ {A,S}.
XA ≡ cl(H1)d
{










p ∈ L2(Ωi) |
∫
Ωi
p dx = 0
}
, i ∈ {A,S}.
Vi ≡ {u ∈ Xi | (∇ · u, p)i = 0, ∀p ∈ Pi} , i ∈ {A,S}.
Some bilinear forms are needed for the weak problem formulation.










V(u)⊥ : ∇ũ dx. (2.3.1)






















Coercivity for ai(·, ·) follows from the next result. The proof appears in [4].











(∇u)⊥ : (∇ũ)⊥ dx.
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Coercivity-related constants are defined as follows.





















The following identity is useful to analyze discrete time derivatives later.
Lemma 2. Given equal-size vectors u , v and w ,
1
2
(3u− 4v + w) · u = 1
4
(










|u− 2v + w|2.
The next result is used to analyze stability. The proof appears in [4].
Lemma 3 (Friction monotonicity). Define T : Rd → Rd by T (x) = |x|x , for all
x ∈ Rd , d ∈ N . Then T ∈ C1(Rd,Rd) and
(T (x)− T (y)) · (x− y) ≥ 1
4
|x− y|3, ∀x, y ∈ Rd. (2.3.3)
We conclude with some well-known technical lemmas.




p ‖∇u‖S , ∀u ∈ XS ,
‖ud‖A ≤ C
0
p ‖∇ud‖A , ∀u = (u1, . . . , ud) ∈ XA,∥∥θi − θi∥∥i ≤ Cp ‖∇θi‖i , ∀θi ∈ Θi, i ∈ {A,S}.
19
Lemma 5 (Skew-symmetry). Given i ∈ {A,S} , u ∈ Vi , v ∈ Xi , w ∈ Xi , θ ∈ Θi
and ψ ∈ Θi ,
(u · ∇v,w)i = − (u · ∇w,v)i and (u · ∇θ, ψ)i = − (u · ∇ψ, θ)i .
In particular, (u · ∇v,v)i = (u · ∇w,w)i = 0 and (u · ∇θ, θ)i = (u · ∇ψ, ψ)i = 0 .
2.4 Weak Convection Model
Here we present the weak model of heat convection, upon which we will build our
finite-element-based numerical methods. Due to differences in parameters and bound-
ary conditions, we present the equations for weak solutions separately for each fluid




+ uA · ∇uA, ũ
)
A
+ aA (uA, ũ)− (pA,∇ · ũ)A
+κ (|uA − uS |(uA − uS), ũ)ΓI = (fA, ũ)A , ∀ũ ∈ XA, (2.4.1)
(∇ · uA, q)A = 0, ∀q ∈ PA, (2.4.2)(
∂θA
∂t



















= 0, ∀θ̃ ∈ ΘA. (2.4.3)
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+ uS · ∇uS , ũ
)
S
+ aS (uS , ũ)− (pS ,∇ · ũ)S
−ρA
ρS
κ (|uA − uS |(uA − uS), ũ)ΓI = (fS , ũ)S , ∀ũ ∈ XS , (2.4.4)
(∇ · uS , q)S = 0, ∀q ∈ PS , (2.4.5)(
∂θS
∂t












= 0, ∀θ̃ ∈ ΘS . (2.4.6)
Note that energy is put into the model through boundary fluxes; on ΓI the flux
F(uS ,uS ; θS , θS) includes solar heating, and the term with θtop in (2.4.3) allows heat
to enter or escape through the model top. Weak solutions must be stable, in the sense
that solutions cannot blow up in finite time. “Long-time” stability ( t→∞ ) for this
model is an open problem.
Lemma 6 (Stability). For any weak model solutions, there exist constants Mθ > 0 ,
Mu > 0 and N > 0 , independent of the solutions, such that the following finite-time


















+ 2cAρACsen|uA − uS |
)

































∥∥u0i∥∥2i +N ciρi ∥∥θ0i ∥∥2i}+Mu t. (2.4.8)
Proof. Choose test functions θ̃ = cAρAθA in (2.4.3), and θ̃ = cSρSθS in (2.4.6). It











+ (F(uA,uS ; θA, θS), θA − θS)ΓI +
Ctop
U
(θA − θtop, θA)Γtop = 0.


















+ cAρACsen|uA − uS |
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(θA − θS) dσ.





(θA − θS) dσ










|θA − θS |2 dσ,
and subsume the last term upon insertion into the previous stability bound above.
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The bound (2.4.7) for the temperature follows by multiplying through by 2 , bounding
the diffusion terms below using the coercivity constants δi , and integrating in time.
To show the velocity bounds, choose test functions ũ = ρAuA in (2.4.1), ũ =
ρSuS in (2.4.4), q = pA in (2.4.2), and q = pS in (2.4.5). Apply Lemma 5 (skew-
symmetry) and Lemma 1. Note that the pressure terms vanish. Sum the equations


















By definition of the Boussinesq forcings, the data terms on the right-hand side
only multiply the vertical component of the velocity. We can bound these terms
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using Lemma 4 and Young’s inequality. That is,
|ρi (fi,ui)i| ≤ ρi
∥∥g (1− βi(θi − θi))∥∥i ‖ud,i‖i
≤ C0pgρi
(
















Insert this result into (2.4.9). Also, in (2.4.9) use εi to bound the viscosity terms
below and subsume the corresponding terms that appear on the right-hand side.



























1 + Cpβi ‖∇θi‖i
)2
ds.
















































































3.1 Full Model Discretization
Here we present the methods to discretize our model in both space and time. In space,
we choose a standard, conforming finite element method as a matter of preference for
the numerical analysis. The point of interest is ultimately the handling of the fluxes
in time. We circumvent any need for interpolation in space by restricting to equal-
order elements and matching meshes on the fluid-fluid interface. After introducing
the finite-element framework, the remainder of this section focuses on presenting a
precise mathematical description of two time stepping procedures, corresponding to
the sequential and concurrent configurations discussed in Section 1.2.
25
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3.1.1 Finite Element Method for Spatial Discretization
For i = A and i = S , let τhi denote conforming, quasi-uniform families of meshes for
Ωi , consisting of affine-equivalent triangles for d = 2 or tetrahedra for d = 3 , with
maximum element diameter 0 < hi < 1 . We define h = max{hA, hS} . Our periodic
boundary conditions require that the mesh nodes on opposing lateral boundaries are
compatible. A point x with xj = 0 for some j < d is a mesh node if and only
if x + ej is also a mesh node (refer to the notation in Definition 3). As mentioned
above, we require the meshes for both subdomains to match on the interface, ΓI .





p : Ωi → R
∣∣ p|E ∈ Pk(E), ∀E ∈ τhi } .
The necessary finite element spaces are defined as follows.





The pairing of velocity and pressure is the well-known Taylor-Hood space, which is
known to provide stability for the pressure (see e.g. [3]).
The spaces Xhi are not divergence-free, as required for pointwise mass conserva-
tion, although global mass conservation still holds, in the sense
∫
Ωi
∇·ui dx = 0 . The
divergence is controlled using grad-div stabilization (see e.g. [15]). Define parameters
γi  1 ; these appear in Section 3.3 as penalization weights for the divergence of the
velocity. Local mass conservation is thereby improved by pushing ||∇ · ui|| toward
zero as γi → ∞ . Also, the skew-symmetry property for the standard convection
terms does not hold for Taylor-Hood, which can lead to an incorrect energy balance
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[12]. This is handled in a standard way, by using the following operators.








Given any θi and φi in Θi , the same notation is also used to denote
Λi(ui, θi, θ̃i) =
1
2
(ui · ∇θi, φi)i −
1
2
(ui · ∇φi, θi)i.
When ui ∈ Vi , Λi(ui,vi,wi) = (ui · ∇vi,wi)i and Λi(ui, θi, φi) = (ui · ∇θi, φi)i .
3.1.2 Time Discretization and Reconstruction Operators
We will refer to the notation defined in Section 1.2. As previously mentioned, due
to the faster dynamics relevant for the atmosphere relative to the ocean, we shall
restrict ∆tA ≤ ∆tS . An interesting special case is NS = 1 ≤ NA , which is the limit
of maximum coupling frequency once the step sizes ∆tA,∆tS have been chosen. Let
tn = n∆t for any non-negative integer n . Consistent with the terminology intro-
duced in Chapter 1, we refer to the intervals [tn, tn+1] as coupling intervals. Within
each coupling interval, the discrete times are handled using a fractional superscript














∆t = tn + j∆tS , 0 ≤ j ≤ NS .
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On the other hand, we can make the notation more compact to denote discrete ap-
proximations at these times. Let ηi : Ωi × [tn, tn+1] → R be some given function.







Our algorithms also require us to define some extrapolation and interpolation








i , j = 0,
2 ηn,ji − η
n,j−1
i , 1 ≤ j < Ni.




i + O(∆t2i ) for ∆ti sufficiently small and ηi
sufficiently smooth.
Next, we define a Lagrange interpolant, denoted by Piη
n
i : [t
n, tn+1] → R , which
























The Lagrange interpolant may be a high-order polynomial and is generally just a
theoretical tool used here to define a locally-continuous least-squares reconstruction
operator. This reconstruction process is illustrated in Figure 3.1.1.
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n, tn+1]→ R , which
is the unique polynomial of order k ≤ Ni that minimizes
∫ tn+1
tn




over all polynomials q = q(t) of order k . We represent the least-squares function us-
ing an orthogonal basis. That is, given a set of polynomials {φnm}km=0 in Pk([tn, tn+1])
that are mutually orthogonal in L2([tn, tn+1]) with respect to the weight function











(See [21] for details). Then the least-squares problem (3.1.2) is equivalent to mini-
mizing the error function
E(an0 , a
n
















with the weight function w(t) ≡ 1 . In this case, the orthogonal polynomials {φnm}km=0
corresponding to w(t) = 1 are the well-known Legendre polynomials. For minimiza-
tion, we must have
∂E
∂anm
= 0, m = 0, 1, . . . , k.
This gives rise to a (k+1)×(k+1) system of equations known as the normal equations.





i . From the orthogonality of the functions {φnm}m , we obtain the











i (t)dt, m = 0, 1, . . . , k.
Substituting in for Piη
n
















In fact, the coefficients bm,j do not depend on the coupling interval, which can be
seen by using the change of variables t̂ = (2t − tn − tn+1)/∆t . On the reference

























Here, {φ̂m}m are the Legendre polynomials on [−1, 1] and {L̂j}j are the Lagrange
basis functions also on [−1, 1] and do not depend on n . This is one advantage to
representing the least-squares polynomial in this manner. The coefficients can all





computed on-the-fly, without storing data at multiple times. The coefficients used in
computations for this work are listed in Section 8.2.
When the data ηni represents numerical fluxes, the least-squares reconstruction
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Figure 3.1.1: An example of the data reconstruction process. Known data (red dots) is
first interpolated by a Lagrange interpolant (green curve), which is then used to define the
least-squares reconstruction operator (blue line). In this case, an order k = 1
least-squares fit is used.












i (t) dt, j = 0, 1, . . . , k. (3.1.3)
Note that increasing the order k of the least-squares polynomial could result in better
accuracy and stronger conservation simultaneously.
The above discussion of the reconstruction operator only applies to scalars. How-
ever, the reconstruction operator can easily be extended to vector-valued functions of


























3.2 Algorithm Notation and Definitions
3.2.1 State, Numerical Flux, and Iteration Notations
Given a coupling interval [tn, tn+1] , the state approximations at the times tn+j/Ni ,





i ) ∈ (Xhi , P hi , θhi ).
Let m = 0, 1, . . . be an iteration index. We reserve m = 0 for flux initialization












are computed for m = 1, 2, . . . ; we specify details of the iterations later. After the last
iteration, we denote the final approximation by dropping the m -notation, yielding





We employ the following notation for downward numerical fluxes used to compute






(momentum, heat), for j = 0, . . . , Ni. (3.2.1)
Since the fluxes are nonlinear functions of space and time, it is necessary to discuss
how the reconstruction operator is applied to such functions. On a given window
[tn, tn+1] , consider a reconstruction for the flux functions Gn,ji (m), 0 ≤ j ≤ Ni (the
following is analogous for Fn,ji (m) ). Multiplying by any test function φ ∈ L2(ΓI) and
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, 0 ≤ j ≤ Ni. (3.2.2)




i Gni (m), φ
)
≡ R(k)i ηni . (3.2.3)
At any fixed time t , φ → R(k)i ηni (t) is a bounded linear functional on L2(ΓI) , so
that Rki Gni (m) is well-defined in L2(ΓI) at each time, and independent of φ .
3.2.2 Data Initialization
Given data over [tn−1, tn] , we provide the initializations needed to compute on [tn, tn+1] .
Since the current states on ΩS will not be known when the fluxes are updated, this




n−1,j) ∈ (XSh, θSh)










for j = 1, . . . , NS . Note j = 0 corresponds to the initial time t
n for the coupling
interval, where the states are known already.
For the concurrent method, the fluxes are specified over the interval [tn, tn+1]
before computing the current states. Initially, this is done by extrapolating from
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flux data on the previous interval, which is not the same data used to compute the
previous states. For accuracy, fluxes are updated after new states are computed; the
recomputed fluxes are denoted using the following (̃ ) -notation (see Section 3.2.3).





















)|t=tn+j/NA , for j = 1, . . . , NA. (3.2.5)
3.2.3 Numerical Fluxes
Computations are performed internally for each subdomain using standard, implicit
time stepping, described in Section 3.3, with a few modification common in fluid
dynamics. Therefore, in order to compute states on Ωi at time step j , the numerical
fluxes must be defined at time tn+j/Ni . We assume the initializations of Section 3.2.2
and define the fluxes now for an iteration index m ≥ 1 .
In the sequential configuration, the states on ΩA are computed before those for





computed using the numerical flux
GAn,j(m) = κ
∣∣∣wAn,j(m) −w∣∣∣ (wAn,j(m) −w) , (3.2.6)









for j = 1, . . . , NA . Similarly, states φA
n,j



























for j = 1, . . . , NS . In the sequential case, the k -th order least-squares reconstruction
in (3.2.10)-(3.2.11) guarantees that the first k moments of the fluxes are conserved
in the discrete sense of (3.1.3) on each coupling interval.
The concurrent method uses an explicit specification of the fluxes to guarantee
conservation even if there is no iteration. To compute states at times tn+j/Ni on













for j = 1, . . . , Ni . In case m = 1 , the right-hand side of (3.2.12) is defined by (3.2.5).
We then recompute the fluxes for the next iteration, or to extrapolate to the next
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∣∣∣wAn,j(m) −w∣∣∣ (wAn,j(m) −w) , (3.2.13)























for j = 1, . . . , NA . The data in (3.2.14) and (3.2.16) is evaluated from iteration m−1 ,
not m , for two reasons: (1) to avoid waiting to compute fluxes until the current sea
states are available (minimizing CPU idle time in a concurrent setup), and (2) to avoid
storing many air states until a new sea state is computed in case NA  NS . This
method also conserves fluxes in the integral sense indicated by (3.2.12) and (3.1.3).
3.3 Full Computational Algorithms
This section provides the internal discretizations for each subdomain and the remain-
ing details of the iteration scheme. In order to investigate some stability properties
we introduce a posteriori stability parameters, defined below, that can be computed
on-the-fly and only require the storage of a few scalars. We will use these to define
a stopping criterion for iteration that guarantees energetic stability. Although the
motivation for doing this is primarily to investigate the stability properties of the
algorithms, it could also lead to a reduction in overall iteration, compared to using
an accuracy-based criterion. We return to this point in the computational section.





n−1,j) ∈ (XSh, PSh, θSh) for j = 0, 1, . . . , NS , we calculate the




i ) ∈ (Xhi , P hi , θhi ) for j = 1, . . . , Ni , as follows.
1. For m ≥ 1 , initiate stability indicators η(m)i = ψ
(m)
i = 0 for i = A,S .
2. For j = 0, . . . , NA − 1 calculate (wAn,j+1(m) , qA
n,j+1























































∇ ·wAn,j+1(m) , q
)
A
= 0, ∀q ∈ PAh, (3.3.2)
where wA
n,j
(m) ≡ wAn−1,NA+j for j ≤ 0 is given.




















































(m) − θtop, θ̃
)
Γtop





n−1,NA+j for j ≤ 0 is given.













6. For j = 0, . . . , NS − 1 calculate (wSn,j+1(m) , qS
n,j+1

























































n−1,NS+j for j ≤ 0 is given,
and
(
∇ ·wSn,j+1(m) , q
)
S
= 0, ∀q ∈ PSh. (3.3.5)



















































n−1,NS+j for j ≤ 0 is given.












10. Set m⇐ m+ 1 and repeat Steps 1-9 until
∆tS η
(m)
S ≤ ∆tA η
(m)
A and ∆tS ψ
(m)


















(m)), j = 0, 1, . . . , Ni.
The last term in (3.3.7) comes out of a stability analysis, shown later. A visual
illustration of this algorithm is given in Figures 3.3.1 and 3.3.2. The numerical fluxes
are computed as defined in Section 3.2.3, so that for the concurrent method Steps
2-5 can be performed at the same time as Steps 6-9. The algorithm above conserves
moments of the fluxes up to order k in time, in the sense of (3.1.3). The time stepping
method used for the bulk fluids is known as BDF-2 (see e.g. [2]), which is expected
to provide second-order accuracy in time for smooth solutions, not accounting for
the accuracy of the flux computations. The time accuracy associated with the fluxes
should be formally of order ∆tk+1 , in the sense of the truncation error associated with
those terms. This stems from the accuracy of the underlying least-squares approach,
which is well-known from the theory of orthogonal polynomials (see e.g. [21]). As a
result, we expect that the time accuracy scales globally for the method as (roughly)
O(∆tq) , with q = min{2, k + 1} for smooth solutions.
The main conclusions of the stability analysis in this thesis, in particular the
scaling of the time step size relative to the spatial grid size, could also have been
made with other methods for the bulk fluids like backward-Euler or Crank-Nicolson.
However, BDF-2 was chosen since it is typically more accurate than backward-Euler
and does not require the sort of half-time evaluations built into Crank-Nicolson, which
would have made the analysis even more lengthy. Thus, BDF-2 is a preference, but
not one that is very critical for the main points of this thesis.
The stability criterion is motivated by the properties of the governing equations
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Figure 3.3.1: A sequential mode iteration. It is assumed the algorithm has been run on
the previous interval to obtain uA and uS on [t−∆t, t] . The sea state is reconstructed
by an operator R (red arrow) and extrapolated out to the current time interval [t, t+ ∆t]
by an operator E (blue arrow). The extrapolated sea state and current air states are then
used to semi-implicitly compute the fluxes for each internal air step (purple arrows). The
fluxes are then reconstructed by R on [t, t+ ∆t] (green arrow) and used to advance the
sea state (cyan arrow).
Figure 3.3.2: A concurrent mode iteration. The fluxes and sea states on the previous
time interval [t−∆t, t] are reconstructed (red arrows) and extrapolated out to the
current time interval [t, t+ ∆t] (blue arrows). The extrapolated fluxes are then used to
compute the new air and sea states (purple arrows). The fluxes are updated after each
new air state by using the extrapolated sea states (green arrows).
and would hold automatically for monolithic algorithms, meaning the air and sea
states being implicitly coupled at each time step. More generally, a time step restric-
tion may be required. In the next section we study the stability and convergence of
the iteration for a special case to provide intuition regarding the general algorithm.
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We also compare this algorithm in the computations to the following variant.
Algorithm 2 (Iterate for convergence). Choose a convergence tolerance δ > 0 .
Modify Algorithm 1 as follows:
• Skip the computations of the stability indicators η(m)i = ψ
(m)
i .











∣∣∣RS (k)φSn(m) −RS (k)φSn(m−1)∣∣∣2 dσ dt < δ2. (3.3.8)
The convergence criterion (3.3.8) is chosen because it is relatively cheap to com-
pute and leads to convergence of the fluxes, thus the states. Other tests would be




In their full generality, the algorithms are shown to be stable when criterion (3.3.7)
is satisfied. Note that while the criterion is not explicitly checked for Algorithm 2,
stability is still assured under the same condition. However, the stability condition
may not hold in general. Stability shall be proved under a time step restriction, but
only for a special case of the algorithms, due to their complexity. The proof illustrates
that, if the size of the coupling interval ∆t is small enough, then the iteration process
must converge to a limit for which the fluxes are implicitly coupled and satisfy (3.3.7)
trivially.
4.0.1 A Time Step Restriction
Our stability analysis requires bounds for data on the interface in terms of the global
norms of L2(Ωi) . We use techniques of finite element analysis to lift off the interface,
42
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and some time step restrictions. In Section 4.0.1, let g : Ωi → Rd , i ∈ {A,S} , be a








))d | q ∈ (Pk(E))d, ∀E ∈ τhi } ,
for some positive integer k .
Cubic flux terms are bounded later in part by using the following result. It is an
immediate consequence of the proof in [3].
Lemma 7. There exists a constant C32 that depends on i , k and d but is inde-
pendent of h and g , such that
‖g‖L3(ΓI) ≤ C32 h
1−d
6 ‖g‖L2(ΓI). (4.0.1)
The lifts also use the following well-known result (see e.g. [20]).
Lemma 8. There exists a constant CL that depends on i , k and d but is indepen-
dent of h and g , such that for any side e of any element E ∈ τhi ,
‖g‖L2(e) ≤ CL h−1/2‖g‖L2(E). (4.0.2)
An analogous inverse inequality holds globally, but for functions within a certain
class the h -dependence is more mild.






















In practice, the horizontal and vertical mesh scalings are quite different. To
sharpen our analysis, we introduce the following parameter.
Definition 9. The thickness of the layer of elements along the interface is defined as
h⊥ ≡ sup
{
z ∈ R+ |ShA ∪ ShS ⊂ ΓI × [−z, z]
}
. (4.0.3)
Since |ΓI | = 1 , the volumes of the sets Shi are thus bounded by
∣∣Shi ∣∣ ≤ h⊥ ≤ h, i ∈ {A,S}. (4.0.4)







ω ‖g‖2 ≤ h
⊥
H̃
ω ‖g‖2 . (4.0.5)









Here, CI > 0 is a finite constant that depends on Ωi and k . Furthermore, if
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Proof. Observe that by using (4.0.1) and then (4.0.2) we have

















3 ‖g‖2L2(Shi ) . (4.0.9)











The inequality (4.0.7) follows under the restriction (4.0.6) with CI = (C32CL)
−3 .
One may apply the alternative bound (4.0.5) for (4.0.9) and carry the result through
the above analysis to show the result holds under (4.0.8).
An important point of Lemma 9 is that since h⊥ ≤ h , the time step condition for









In terms of the scaling relationship between ∆t and h , the condition (4.0.10) looks
like ∆t = O(
√
h) for d = 2 or ∆t = O(h) for d = 3 . In our stability analysis,
only the computed temperature or velocity states need to be in some classes Bω ,
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where ω then takes on the meaning of a ratio between a mathematical, average state
energy in the boundary layer of elements along ΓI versus the average over the entire
domain. This assumption can only fail if the ratio is unbounded, which would require
an unbounded concentration of energy at the interface relative to the bulk fluid, which
seems counter-intuitive. Therefore, it seems reasonable to differentiate between the
more standard time step restriction (4.0.6) versus the more realistic condition (4.0.8).
The implied scaling (4.0.10) is sharpened significantly compared to the earlier analysis
for fluid-fluid coupling methods with finite elements in [23].
4.1 Stability
We assume initialization data is available on a coupling interval [tn, tn+1] with n =
−1 . The first of our two main theoretical results shows that the criterion (3.3.7) is
sufficient to guarantee stability for any finite time.
Theorem 1 (Algorithm 1 Stability). For i ∈ {A,S} , let φil,j = φil,j(m) ∈ Θhi satisfy
(3.3.3) and (3.3.6), respectively, and let wi
l,j = wi
l,j
(m) ∈ Xhi satisfy (3.3.1) and (3.3.4),
respectively, for each j ∈ {1, 2, . . . , Ni−1, Ni} and l ∈ {0, 1, 2, . . . , n − 1} , for any
1 ≤ n such that tn+1 ≤ tf < ∞ . Here, tf is some final time of simulation. If the




























∥∥∥∇wl,j+1i ∥∥∥2 ≤ Cw, (4.1.2)
































CΘ + 2 ∑
i∈{A,S}
∆ticiρiδi
(∥∥∥∇φ−1,Nii ∥∥∥2 + ∥∥∥∇φ−1,Ni−1i ∥∥∥2)
 .
The proof is given in Appendix 9.1.1.
4.2 Iteration Convergence


















i (t) dt, j = 0, 1.
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j+1) = cj+1i , j = 0, 1.














i ) ∈ (Xhi , P hi , θhi )
by solving the following two sets of equations and iterating over m = 1, 2, . . . until
the stability criteria are satisfied.










































n − fAn−1, ũ
)





∇ ·wAn+1(m) , q
)
A



































(m) − θtop, θ̃
)
Γtop
= 0, ∀θ̃ ∈ ΘAh.
(4.2.2)











































n − fSn−1, ũ
)





∇ ·wSn+1(m) , q
)
S




























= 0, ∀θ̃ ∈ ΘSh.
(4.2.4)
Note that the numerical fluxes for the states on ΩS match the fluxes used on ΩA .
The numerical fluxes in the sequential mode are given by:
GAn,n+1(m) ≡ κ











In the concurrent mode, we list here the fluxes for m ≥ 2 only:
GAn,n+1(m) ≡ κ










The fluxes for m = 1 are different, but this detail is not important to discuss the
limiting behavior as m becomes large.
4.2.1 A Monolithic Iteration
We will now discuss an alternative, theoretical iteration that is used later for tech-
nical reasons in the proof of convergence of the iteration process in Algorithm 1-
Algorithm 2. To this end, given data wi
j and φi
j , j = 0, . . . , n , we define a mono-
lithic version of the coupling by replacing the interface terms in (4.2.1) and (4.2.3)
with (
κ
∣∣∣vAn+1(m−1) − vSn+1(m−1)∣∣∣ (vAn+1(m) − vSn+1(m) ) , ũ)
ΓI
















(m) ) are states generated using the monolithic formulation at the time
n+1 . By monolithic, we mean that the states for both subdomains must be computed
together via a single system of coupled equations.
We now show that the stability criterion (3.3.7) is satisfied trivially with this
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∣∣∣vAn+1(m−1) − vSn+1(m−1)∣∣∣ ∣∣∣vAn+1(m) − vSn+1(m) ∣∣∣2 dσ ≥ 0. (4.2.9)























































The following lemma will be used in the proof of stability for Algorithm 1. The
monolithic states in the lemma are only theoretical reference points that depend on
a given set of data from previous times. It is critical to note that the previous data
represents the states computed with Algorithm 1 or Algorithm 2, not the monolithic
variant.
Lemma 10. Given data wi
j ∈ Xhi and φij ∈ Θhi , j = 0, . . . , n , satisfying the














[∥∥ξi(m)∥∥2 + ∥∥2ξi(m) − φin∥∥2] ≤ Cξ. (4.2.12)
The bounding constants are given by





















These constants are independent of m or n .
The proof is given in Appendix 9.1.2.
4.2.2 Iteration convergence for Algorithm 1
Under a time step restriction, the following result proves that the stability crite-
rion (3.3.7) must hold after a finite number of iterations for the special case NA =
NS = 1 . That is because in the limit the fluxes coincide with a certain (nonlin-
ear) monolithic formulation. Then (3.3.7) holds by arguments analogous to (4.2.9)-
(4.2.10).
Theorem 2. Let NA = NS = 1 with reconstruction order k = 1 , and let data
wi
j ∈ Xhi and φij ∈ Θhi , j = 0, . . . , n , be given that satisfy the assumptions
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of Theorem 1. Assume that the monolithic reference states in Lemma 10 satisfy
0 < b1 ≤
(
κ
























for each iteration, m . If the time step ∆t is small enough, then there exists an index




The proof is given in Appendix 9.1.3.
Remark 1. In practice, the conditions (4.2.13)-(4.2.14) will hold trivially, since they
are equivalent to the assumption that the jump of the monolithic velocity and tem-
perature reference states across ΓI is nonzero, as measured in L
1(ΓI) for example.
Remark 2. The time step restriction comes directly from Lemma 9 and the stability
constant is determined from the numbers α and β that appear in the proof given
in Appendix 9.1.3. The dependence of the time step on any parameter of interest
is explicitly tracked through the proofs. The relationship between ∆t and h was
already discussed in the remainder of Section 4.0.1 after Lemma 9.
Chapter 5
Computational Study
We investigate the algorithms and compare amongst various configurations by mea-
suring the errors in the quantities of interest KEi(t) ≡ ρi‖wi‖2 for i ∈ {A,S} . A
reference solution is computed to provide the target kinetic energy values. This sort
of functional measurement is convenient to assess accuracy and make comparisons
between test cases. The algorithms are then compared by varying the size of the cou-
pling interval, the number of internal substeps, the cutoff criterion for the iteration
process and the order, k , of the reconstruction operator. We discuss the observed
stability and accuracy properties.
The dimensional form of the model is referred to in the computations, with vertical
scaling H = 200m and horizontal scaling L = 2000m (m = meters ). In all the
computations we use uniform triangulations across both subdomains with horizontal
and vertical mesh spacings of 10m . Our algorithms are implemented using the finite
element software FreeFem++ [10] with d = 2 dimensions in space.
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5.1 A Model Problem and Reference Solution
All computations begin from time t = 0 with the velocities set to zero and a uniform
temperature of 285K across both subdomains. The model top reference temperature
is also θtop = 285K . Energy is put into the system by introducing a heat flux through
the solar term. We set Csol = (1−0.05) ·0.75 ·340 · cos(π (x−1000)/1000) Watts per
meter, where 0.05 , and 0.75 · 340 are representative values of sea surface albedo and
the net downward flux of solar radiation under cloudless conditions, respectively [18].
This induces non-uniform heating that drives convective currents.
The effective Reynolds numbers of the flows (not the formal values defined below
(2.1.7)) scale with the actual fluid velocities, which are initially zero and grow in time.
These values measure flow complexity. Transitions from smooth, laminar flows, to
rough, turbulent flows, occur when the effective Reynolds number is large enough.
We slow the growth by choosing viscosity parameters larger than the values for air
and sea water. This delays the transition to turbulence so that we may perform a
longer time integration, since we do not use any turbulence modeling. The viscosity
values are:
νA










Other physical parameters are chosen using the values for air and sea water at sea
level; these and other remaining model parameters are specified in Appendix 8.
A reference solution was computed by using a nonlinear, monolithic version of the
coupling that has zero local truncation error in a temporal sense. That is, we set
∆tA = ∆tS = ∆t so that the air and sea codes evolve together, implicitly coupled at
every time step by calculating the fluxes to satisfy precisely the coupling conditions
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Figure 5.1.1: Streamlines and temperature for the reference solution on ΩA at t = 6
hours.

















Figure 5.1.2: Streamlines and temperature for the reference solution on ΩS at t = 6
hours.
in Section 2.2. The final time of simulation is set to be 6 hours. After this time a
transition toward turbulence begins and the resolution of the flow deteriorates. The
monolithic solution at the final time is shown in Figure 5.1.1 and Figure 5.1.2.
Plots of the kinetic energy over time were found to be visually identical when
using time step sizes of ∆t = 0.5 and ∆t = 2 seconds. The kinetic energy plots
are shown in Figure 5.1.3 for ∆t = 0.5 s . Note that the fluid on ΩA has a faster
response to the forcing, but the total kinetic energy is eventually larger for the fluid
on ΩS because ρA  ρS . This test problem has one important dynamical similarity
with an atmosphere-ocean system. The faster response of the fluid on ΩA places a
restriction on the time step size needed for accuracy, while the global time scales of




















Figure 5.1.3: The kinetic energies of the fluids show the faster response of the top fluid
and the larger energy eventually attained for the bottom fluid.
5.2 The Sequential Mode
We observe the errors in the kinetic energies and discuss the stability and accuracy
for the sequential algorithm upon varying the coupling step size, ∆t , and the recon-
struction order, k ∈ {0, 1, 2} . We also compare the strategies of iterating for stability
(Algorithm 1) versus iterating for convergence (Algorithm 2). In every computation
we use NA = NS with ∆t = 8 s and 4 substeps, or ∆t = 32 s and 16 substeps. Then
the data reconstructions are not just pointwise interpolants. On the other hand, the
internal time steps are ∆tA = ∆tS = 2 seconds, even for different ∆t . This helps
to emphasize differences in coupling fluid calculations, versus the time integrators for
the bulk fluids.
Given a coupling interval [tn, tn+1] , let the velocities computed using the mono-
lithic method be denoted by ŵn,ji for each internal time index j = 0, 1, . . . , Ni .
Recall that the velocities computed in Section 3.3 are denoted by wn,ji . We define






∥∥ŵn,ji ∥∥2 − ρi ∥∥wn,ji ∥∥2 , j = 0, . . . , Ni.
The errors using Algorithm 1 are plotted in Figure 5.2.1 ( k = 0 ), Figure 5.2.2




















Figure 5.2.1: Sequential mode. Errors in kinetic energies of the fluids for k = 0 with
∆t = 32 s (solid) and ∆t = 8 s (dash).
of these cases. There is a significant decrease in error with larger k in both fluid
domains. Note that the scale of the kinetic energy is many orders of magnitude
larger than the errors in all of the above cases, up to and including at the final time.
This indicates that the length of the coupling interval can be much larger than the
internal time step sizes of the fluid modules, which are restricted by the dynamics of
the respective fluids, while still retaining accuracy and stability without any iteration.
For experimentation purposes, increasing the final simulation time to 8 hours
introduces some unusual behavior towards the final time in ΩA , as shown in Fig-
ure 5.2.4. This may be because the internal time step size is not in the asymptotic
regime for the dynamics in ΩA near this time or noise related to a transition to tur-
bulence. Let us compare the kinetic energy computed using the monolithic method
with ∆t = 0.5 s versus ∆t = 2 s . This comparison, shown in Figure 5.2.5, reveals
an oscillatory error on the order of 0.08 J for the reference data with a 2-second
time step, whereas the corresponding errors in Figure 5.2.1-Figure 5.2.3 are around
0.2− 0.3 J. This illustrates why we choose 6 hours for our final simulation time. On
the other hand, for the fluid in ΩS the error decreases significantly when k increases,
for the entire simulation time.
Computations were repeated for ∆t = 32 s with k = 0 and k = 2 , but this




















Figure 5.2.2: Sequential mode. Errors (J) for k = 1 with ∆t = 32 s (solid) and
















































Figure 5.2.4: Sequential mode. Errors for k = 0 (black), k = 1 (blue), and k = 2 (red)










Figure 5.2.5: Kinetic energy computed using the monolithic method with ∆t = 0.5 s




















Figure 5.2.6: Sequential mode. Errors for k = 0 , ∆t = 32 s , with m = 1 (black),




















Figure 5.2.7: Sequential mode. Errors for k = 2 , ∆t = 32 s , with m = 1 (black),
m ≤ 2 ( δ = 10−5 , solid blue) and 4 ≤ m ≤ 6 ( δ = 10−11 , red dash).
and δ = 10−11 . The results are shown in Figure 5.2.6, for k = 0 , and Figure 5.2.7,
for k = 2 . In our algorithms, we have used m as an iteration index, but m means
specifically the number of invocations of the fluid solvers. Thus, the algorithms are
only truly “iterative” for m > 1 .
For case k = 0 and δ = 10−5 there is a significant decrease in error with m ≤ 2 .
The effect is more pronounced for KEA than for KES . Since the fluxes are first-
order accurate for k = 0 , an analogous result could only be achieved with m = 1
fixed by decreasing the time step size to less than half. This would require more
work, so the iterations may improve the efficiency (not accounting for the increase in
memory usage to implement iteration). On the other hand, with δ = 10−11 we found
4 ≤ m ≤ 21 was needed on each coupling interval, without any significant decrease
in the error compared to δ = 10−5 .
For case k = 2 a significant decrease in error is observed when increasing from
m = 1 to m ≤ 2 ( δ = 10−5 ), and again to m ≤ 6 ( δ = 10−11 ). In contrast to
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the case k = 0 , less iterations were required to reach the cutoff of δ = 10−11 and
the error decreased more in proportion up until around t = 4 hours. At later times,
there was no significant decrease in overall error upon iteration.
For k = 0 the effect of using little or no iteration was more significant than for
k = 2 . But further iteration for k = 0 pushes the result to a low-order reconstruction
of the reference state, which places a limit on the accuracy. However, since the
reconstruction error may be smaller with larger k , iteration can push the result
closer to the reference state for higher-order reconstructions. Most importantly, the
reduction in error associated with an increase in k is much more than that associated
with iteration.
5.3 The Concurrent Mode
Given the same values of k and the same choices of internal time steps, the computed
solutions for the concurrent and sequential modes have the same theoretical limit as
the iterations converge. Thus, we focus instead on the differences in the stability
and accuracy properties between the two modes when using Algorithm 1; that is,
when iterating just for stability. The concurrent method fails when ∆t = 32 s (16
substeps), for the cases with k > 0 . This is illustrated in Figure 5.3.1. Although the
low-order coupling remains stable in this case with only m = 1 required, the error is
quite large.
The corresponding results for ∆t = 8 s (4 substeps) are shown in Figure 5.3.2.
The methods are stable, but very weakly for k = 1 , which does not have good




















Figure 5.3.1: Concurrent mode. Errors for ∆t = 32 s with Algorithm 1, k = 0 (black),



















Figure 5.3.2: Concurrent mode. Errors for ∆t = 8 s with Algorithm 1, k = 0 (black),
k = 1 (blue) and k = 2 (red). The methods are stable, but not very accurate for k = 1 ;
k = 2 is the most accurate.
required only m = 1 ; case k = 1 required 1 ≤ m ≤ 2 . These results indicate
that the coupling interval needs to be smaller to enter the asymptotic regime for
the concurrent mode. In order to investigate this, we present results for ∆t = 2 s
with 4 substeps for both fluids. These are shown in Figure 5.3.3 for k = 0 and
in Figure 5.3.4 for k = 1, 2 . The methods for k = 1 and k = 2 are stable with
m = 1 . The accuracy is much better for k > 0 than for k = 0 . The results with
k = 1 are slightly better than for k = 2 , so ∆t = 2 s is probably just larger than
necessary to enter the asymptotic regime for the concurrent mode. Since the methods
using the sequential mode were stable and had good accuracy with ∆t = 32 s , we
conclude that the asymptotic regime for the concurrent mode requires ∆t at least
one order of magnitude smaller.
Unfortunately, taking ∆t small may not be practical for applications. The time
required to run the code increases as ∆t decreases. Furthermore, the restrictions







































Figure 5.3.4: Concurrent mode. Errors for ∆t = 2 s with Algorithm 1, k = 1 (blue)
and k = 2 (red). Both methods show an improvement over k = 0 (Figure 5.3.3), but for
k = 2 there is no improvement over k = 1 .
∆tA and ∆tS are optimized based on the bulk fluid dynamics. A coupling method
that introduces further restrictions on the time steps of the fluid modules likely result
in some inefficiency. This motivates further study of novel concurrent algorithms.
Also, it may help to choose ∆t adaptively, which we explore next.
Chapter 6
Adaptive Control of Coupling on
Windows
The results in Chapter 5 indicate that the size of the coupling window needed to enter
the asymptotic regime is smaller for the concurrent method than for the sequential
method. As discussed in Sections 5.2 and 5.3, if the time step size is too large then
increasing the order, k , of the reconstruction will not guarantee any decrease in the
error for the computed approximation. On the other hand, small coupling windows
translate to increased computational overhead and potential inefficiency. The goal of
this chapter is to explore how adapting the size of the coupling window according to
the local system behavior could help control the numerical error. This could lead to
efficiency gains, perhaps especially for the concurrent method.
There are two aspects of the time stepping to be considered: (1) the coupling
window size, denoted by ∆t , and (2) the internal time step sizes, denoted by ∆tA
and ∆tS . The coupling window size determines how often the modules communicate
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flux data. The internal time steps are generally determined by the physics of the
models, as discussed in Section 1.2. So, in practice ∆tA and ∆tS are fixed by
scientific constraints and ∆t is chosen by selecting the number of time steps NA and
NS . This motivates us to investigate changing the size of the coupling window, or
NA and NS , equivalently, instead of ∆tA and ∆tS .
Smaller coupling intervals require significantly more computational overhead for
the flux coupler and hinder the overall efficiency of the algorithm. In practice, the
flux-form boundary conditions defined on each window involve additional costs not
represented in the simplified model of this thesis, such as turbulence modeling for
small-scale features and radiative processes. Moreover, in the concurrent mode, the
flux calculations require parallel communication between the other modules. On top
of these considerations, the algorithms presented here then require the flux coupler
to calculate a least-squares reconstruction in time on each window.
Consequently, ∆t should be as large as possible in order to minimize computa-
tional costs, but also small enough for the solution to be in the asymptotic regime
for accuracy. This is the reason for investigating adaptive algorithms. The goal is to
identify regions in time where the error is “large” so that the algorithm can shrink
∆t as needed. Conversely, ∆t can be allowed to grow where the error is already
small enough. The size of error that is acceptable is determined by user-chosen error
tolerances. The adaptive algorithm is as follows:
Algorithm 3 (Adaptive Algorithm). Let [tn, tn+1] be a given coupling window with
window size ∆t = NA∆tA = NS∆tS . Let η
n,j









i (t) be the kth order least-squares reconstruction of the flux data. Choose
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∣∣∣R(k)i ηni (t)−R(k−1)i ηni (t)∣∣∣2 dt. (6.0.1)
1. Fix constant, internal time steps ∆tA and ∆tS .
2. Choose window size ∆t by setting NA and NS amongst 1, 2, 4, 8, or 16
substeps
3. Use Algorithm 1 to solve on a given window.









> δ + ε
√∫ tn+1
tn
∣∣∣R(k)i ηni (t)∣∣∣2 dt
then cut the window size in half and go back to Step 3 to re-solve.









≤ δ + ε
√∫ tn+1
tn
∣∣∣R(k)i (t)ηni ∣∣∣2 dt









< δ + ε
√∫ tn+1
tn
∣∣∣R(k)i ηni (t)∣∣∣2 dt. (6.0.2)
The adaptive algorithm is implemented by first calculating the error indicator
defined in (6.0.1) (spatially, the error indicator is checked at all mesh nodes on the
interface). To see why the error indicator is defined in this manner, recall from Section
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3.3 that the time accuracy associated with an order k least-squares reconstruction of
the fluxes is of order ∆tk+1 for smooth solutions. So adding and subtracting ηni (t)












∣∣∣R(k)i ηni (t)− ηni (t)∣∣∣2 dt+
√∫ tn+1
tn














In turn, shrinking the coupling window size ∆t will asymptotically decrease the size
of the error, as long as the solution is in the asymptotic regime. Outside of the
asymptotic regime, the algorithm can be unpredictable. As for the tolerances, δ and
ε represent absolute and relative error tolerances, respectively. The purpose of these
two different tolerances is related to the size of the data ηni . If the size of the data is
too small then the relative error, ε , cannot be enforced due to, for example, round-off
error. Conversely, if the size of the data is large, then enforcing the absolute tolerance
δ can be too restrictive.
The algorithm then proceeds to determine whether or not to decrease the window
size. If the error is too large then the window size is cut in half and the solution
is recalculated using the new window size. Contrarily, if the error is already small
enough on the current window, then the window size is doubled for the next window,
with no futher computation on the current window. The error in (6.0.2) is scaled by
2k+2 due to the asymptotic scaling of the error to ensure that the window size is not
increased prematurely.
No blow-ups in kinetic energy have been observed when adapting coupling win-
dows for accuracy, unlike with constant windows in Chapter 5. For the sequential
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mode, Figures (6.0.1) and (6.0.2) show that tightening the adaptive tolerances im-
proves accuracy for both k = 1 and k = 2 , with k = 2 still yielding better results
overall. Moreover, k = 2 attains better accuracy while requiring less window reduc-
tion, especially with the tighter tolerances (Figure 6.0.3). For the concurrent mode,
similar improvements in accuracy are seen when tightening the tolerances. However,
unlike in the sequential mode, accuracy can actually be worse for k = 2 , as shown in
Figure 6.0.4. This is because the asymptotic regime for the sequential mode starts at
a larger size of ∆t than the concurrent mode. The adaptive algorithm with k = 2
does not cut ∆t down small enough to enter the asymptotic regime, which is why
the behavior seems unusual compared to the lower-order methods. In fact, the algo-
rithm enforces a minimum size of ∆t = 1 and so it may not even be possible for the



















Figure 6.0.1: Algorithm 3: Sequential Adaptive mode. Errors for k = 1 (black) and
k = 2 (red) with ∆tA = ∆tS = 2 s ( ε = 10



















Figure 6.0.2: Algorithm 3: Sequential Adaptive mode. Errors for k = 1 (black) and
k = 2 (red) with ∆tA = ∆tS = 2 s ( ε = 10
















Figure 6.0.3: Algorithm 3: Sequential Adaptive mode for k = 1 (black) and k = 2
(red) with ∆tA = ∆tS = 2 s . Number of internal time steps required for each window



















Figure 6.0.4: Algorithm 3: Concurrent Adaptive mode. Errors for k = 1 (black) and
k = 2 (red) with ∆tA = ∆tS = 2 s ( ε = 10
−3, δ = 10−6 ).
As with constant windows, iteration can be used to tighten the coupling and
potentially improve accuracy. The computational tests performed in Chapter 5 and
above indicate that reducing the window size usually has a significantly greater effect
than iterating. For this reason, we choose to adapt the coupling window size first and
then iterate for accuracy as needed. The following algorithm describes this process.













∣∣∣R(k)i ηni (m)(t)−R(k)i ηni (m−1)(t)∣∣∣2 dt. (6.0.3)
1. Use Algorithm 3 on a given window.
















∣∣∣R(k)i ηni (m)(t)∣∣∣2 dt
 .
The error indicator (6.0.3) used in Algorithm 4 is defined in a similar way to that









∣∣∣R(k)i ηni (m)(t)− ηni (t)∣∣∣2 dt+
√∫ tn+1
tn














for m large enough and ηni smooth enough. This seems to lend support to the
rule-of-thumb that decreasing ∆t is a more efficient way to improve accuracy than
iteration. On the other hand, the conclusions could differ with an application-level
code that has different overhead costs than our toy-model simulations.
Results for Algorithm 4 in the concurrent mode with ∆tA = ∆tS = 2 s ( ε =
10−3, δ = 10−6 ) are shown in Figure 6.0.5. Compared to Algorithm 3 (Figure 6.0.4),
the improvement in accuracy is significant, reducing the error in kinetic energy by
a factor of 10 for ΩA and 100 for ΩS . However, there is a computational cost
associated with the added iteration. This is exemplified in Figure 6.0.6. In this
figure, open shapes represent Algorithm 3 and closed shapes represent Algorithm 4.
The computational cost is measured by calculating the total number of fluid module
invocations required to complete the simulation. The goal is to be as close to the origin













Figure 6.0.5: Algorithm 4: Concurrent Adaptive mode with iteration. Errors for k = 1
(black) and k = 2 (red) with ∆tA = ∆tS = 2 s ( ε = 10
−3, δ = 10−6 ).
target can be achieved using Algorithm 3 with less total work than Algorithm 4.
Furthermore, the potential benefits of an adaptive coupling strategy over fixed-
size coupling windows is illustrated here. In Figure 6.0.6 we see that decreasing the
error tolerance can greatly reduce the error. However, the associated cost increase
seems negligible with Algorithm 3.
In application, the computational costs would be more complicated in two impor-
tant ways. First, the usual choices in practice for time step sizes are ∆tA << ∆tS =
∆t , so NS = 1 << NA . Second, there would more be overhead costs for the flux
computations and communication than in the above tests. However, the error control


































Figure 6.0.6: Concurrent Adaptive mode with iteration. Maximum relative kinetic
energy error versus total solves performed. Open shapes represent Algorithm 3 and closed
shapes represent Algorithm 4.
Chapter 7
Conclusions and Future Work
This thesis investigated methods for coupling two fluids across an interface with
different time steps allowed for each fluid. The motivation was atmosphere-ocean
interaction codes that use separate code modules for each fluid. The focus has been
on the time representation of flux-form boundary conditions. A least-squares polyno-
mial flux reconstruction was proposed to couple the air and sea modules over a time
interval. The high formal accuracy of these flux calculations is not shared by methods
in application. The least-squares approach may reduce aliasing errors and numerical
fluctuations that can occur with pointwise interpolants, although this comparison was
not explicitly studied here. The flux computations were designed to exactly conserve
moments up to the order of reconstruction, in a time-integrated sense, even without
any iteration. The algorithms investigated here have two primary classifications: se-
quential and concurrent, in reference to different code configurations for the air and
sea modules on parallel computing systems.
Iteration on a coupling interval was considered for stability, and possibly for ac-
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curacy, in the manner of the methods in [14, 13]. A model of two coupled fluids
with natural heat convection was introduced to analyze and test the methods. Fi-
nite element methods were used for the spatial discretization. A numerical analysis
proved that the algorithms remain stable if a certain condition for the fluxes is sat-
isfied, which can be checked computationally on-the-fly as an a posteriori stability
indicator. Furthermore, it was proved that this condition must be satisfied with a
finite number of iterations on each coupling interval, under a time step restriction
that scales no worse than O(h) in 3D, where h is a characteristic spatial mesh size.
This is a significant improvement over the previous scaling analysis O(h2) from the
paper [23]. Precise conditions for stability of fluid-fluid coupling has remained elu-
sive, but at least this thesis was able to provide a computable stability indicator and
a sharpened analysis.
Computational tests illustrated the stability and accuracy properties as they relate
to the choices of coupling mode (sequential versus concurrent), the length of the
coupling interval, the number of internal time steps on a coupling interval, iterations
performed and order of least-squares data reconstruction. We did not observe a need
to iterate for stability in the sequential mode. The theory does not eliminate the
possibility of instability for the sequential mode if the size of the coupling interval,
∆t , is large enough, so this remains an open question. In the concurrent mode,
iteration was necessary for stability on a large enough coupling interval in one case,
using a high-order reconstruction. When iteration did help to enforce stability, it
did not yield better accuracy than was achieved with the lowest order method. In
the regime where ∆t is small enough to achieve high-order accuracy, iteration was
not needed for stability and did not improve the accuracy much compared to the
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results from increasing the reconstruction order or further decreasing ∆t . Low-order
coupling was more sensitive to the first few iterations, but often converged more slowly
for tight tolerances. It seems ∆t is constrained by accuracy more than stability. The
size of ∆t needs to be about an order of magnitude smaller for accuracy in the
concurrent mode than the sequential mode.
Finally, we investigated implementing adaptivity for the size of the coupling win-
dows in these algorithms and performed computational tests using adaptive algo-
rithms with and without iteration for accuracy. No blow-ups were seen when adapting
coupling windows for accuracy, unlike when only using constant window sizes. For
the sequential mode, the higher-order method proved to still yield better results while
also requiring less window reduction, especially with tighter error tolerances. This
was not always the case in the concurrent mode, probably due to the higher-order
method not being in the asymptotic regime. In both modes, iteration may still be
necessary for “large” coupling windows.
In future work, variations of the algorithms will be explored to answer additional
questions. In the sequential mode, the flux calculations were implicit for the air states,
which is not done in practice. It would be interesting to study explicit flux calculations
in the sequential mode for comparison. This would likely push the behavior closer to
that of the concurrent mode.
Another point of interest is to investigate methods that are only conservative in
the limit. As was presented in this work, iteration between fluid domains can be used
to enforce stability for fluid-fluid coupling, but there can be time step restrictions for
the iterations to converge. It is not known how to avoid this for coupling methods
that are conservative even without iteration, as studied herein, but methods that are
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only conservative in the limit might be constructed to remain stable on larger coupling
windows. In particular, this would open the possibility of semi-implicit fluxes for the
concurrent mode, which would likely result in some improvement.
Finally, the inclusion of turbulence modeling and investigating multirate time
stepping scenarios, meaning NA >> NS , would push code configuration closer to
applications. These extensions would result in a more realistic representation of
computational costs. As a result, the adaptive algorithms could be investigated more
thoroughly to understand load-balancing issues related to the costs of fluid module
invocations, flux computations, and parallel communication.
Chapter 8
Appendix 1
8.1 Computational Test Parameters
Physical parameters are chosen for air and sea water at sea level. We use SI units.
Gravitational acceleration is set to g = 9.81 m · s−2 . Since our computations are
for two dimensions in space, units for the densities are converted accordingly. The
Prandtl numbers are dimensionless, as are some other parameters later in this section.
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Other model parameters are based on the discussion in [18]; the top-of-air model
heat flux proportionality constant Ct is based on the longwave radiation parameter
Cir , but uses the temperature 285K corresponding to the initial conditions of the
test problem. These parameters are given below.
Cir : θ
3











(Stefan-Boltzmann) Csen : 1.1 · 10−3
Ct : (285)





θREF : 300 (K)
8.2 Least-Squares Reconstruction Coefficients
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Ni = 1 Ni = 2 Ni = 4
b0,0 0.5 0.166666666666666666667 0.0777777777777777778






















Ni = 1 Ni = 2 Ni = 4 Ni = 8 Ni = 16
b1,0 -0.5 -0.50 -0.233333333333333333 -0.104656084656084656 -0.0461968413499511717
b1,1 0.5 0.0 -0.533333333333333333 -0.467301587301587036 -0.342933127530286493
b1,2 0.50 0.0 0.04910052910052870 0.41394700496071020
b1,3 0.5333333333333333333 -0.27767195767195709 -1.5972543541950542














Ni = 1 Ni = 2 Ni = 4
b2,0 0.166666666666666666667 0.333333333333333333333 0.2698412698412698412
























9.1 Proofs of Theorems
9.1.1 Proof of Theorem 1
Proof. We may drop the subindex m -notation for the iterations, since we only need
to show data for the last iteration explicitly here. Set θ̃ = cAρAφA






































By Definition (7) the second term vanishes. Application of the polarization identity
to the first and last terms yields
cAρA
4∆tA
[∥∥φAl,j+1∥∥2 + ∥∥2φAl,j+1 − φAl,j∥∥2 − ∥∥φAl,j∥∥2 − ∥∥2φAl,j − φAl,j−1∥∥2
+











[∥∥φAl,j+1∥∥2Γt + ∥∥φAl,j+1 − θt∥∥2Γt] = Ctθ2t2U |Γt|.
Insert |Γt| = 1 and sum over j for j = 0, 1, . . . , NA − 1 ,
cAρA
4∆tA
[∥∥φAl,NA∥∥2 − ∥∥φAl−1,NA∥∥2 + ∥∥2φAl,NA − φAl,NA−1∥∥2
−
∥∥2φAl−1,NA − φAl−1,NA−1∥∥2 + NA−1∑
j=0























[∥∥φAl,j+1∥∥2Γt + ∥∥φAl,j+1 − θt∥∥2Γt] = NACtθ2t2U .
(9.1.1)
Set θ̃ = cSρSφS
l,j+1 in (3.3.6). Perform the analogous steps to find that
cSρS
4∆tS
[∥∥φS l,NS∥∥2 − ∥∥φS l−1,NS∥∥2 + ∥∥2φS l,NS − φS l,NS−1∥∥2
−
∥∥2φS l−1,NS − φS l−1,NS−1∥∥2 + NS−1∑
j=0





















Multiply through (9.1.1) by 4 ∆tA and (9.1.2) by 4 ∆tS , then sum the results and






































On both sides of this inequality, add the term ∆t
2C2sol
U θ2REFCir


















































Bound the diffusion terms below using the coercivity constants δi ( Definition 6) and
sum over l = 0, . . . , n to get (4.1.1).
To derive a bound for the velocity, choose ũ = ρAwA
l,j+1





































As before, the second term vanishes. Also, the pressure term vanishes by the second
equation. Applying the polarization identity and Lemma 1 yields
ρA
4∆tA
[∥∥wAl,j+1∥∥2 + ∥∥2wAl,j+1 −wAl,j∥∥2 − ∥∥wAl,j∥∥2 − ∥∥2wAl,j −wAl,j−1∥∥2
+








∥∥(∇wAl,j+1)⊥∥∥2 + ρA (GAl,j+1,wAl,j+1)ΓI = ρA (EAfAl,j+1(m) ,wAl,j+1)A .
(9.1.3)
Since the data terms on the right side only multiply the vertical component of the
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velocity, we can bound these terms using Lemma 4 and Young’s inequality:
∣∣∣ρA (EAfAl,j+1(m) ,wAl,j+1)A∣∣∣
≤
∣∣∣2ρA (fAl,j(m),wAl,j+1)A∣∣∣+ ∣∣∣ρA (fAl,j−1(m) ,wAl,j+1)A∣∣∣
≤ 2ρA
∥∥∥g̃ (1− β̃A (φAl,j − φAl,j))∥∥∥∥∥(wAl,j+1)d∥∥
+ ρA






























Insert this result into (9.1.3) and use εA to bound the viscosity terms below
(Definition 6). Subsume the gradient terms that appear on the right, then multiply
through by 4∆tA and sum over j = 0, 1, . . . , NA − 1 . After dropping unnecessary
terms, the result is:
ρA







































































)2 ∥∥∇φAl,j∥∥2) . (9.1.5)
Next, set ũ = ρSwS
l,j+1
(m) and q̃ = qS
l,j+1
(m) in (3.3.4). Drop the m -notation and follow
the analysis as shown above to achieve the analogous result
ρS























)2 ∥∥∇φS l,j∥∥2) .
(9.1.6)
Insert (9.1.5) in (9.1.4), then add the resulting inequality to (9.1.6). We then bound


















































)2 ∥∥∥∇φl,ji ∥∥∥2) .
(9.1.7)

























































where L ≡ maxi∈{A,S} (β̃i)
2
ciδiεi
. The last term shown on the right of (9.1.8) may be
bounded using (4.1.1), so (4.1.2) follows.
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9.1.2 Proof of Lemma 10
Proof. In this proof, the superscript n+ 1 will be left off of all data associated with
time tn+1 , to make the notation more compact. Set ũ = ρivi(m) , i ∈ {A,S}, in the
weak momentum equations for the monolithic formulation and sum the equations.
































To bound the right side of the equation, apply Holder, Lemma 4, and Young’s in-
equality:
∣∣ρi (2fni − fn−1i ,vi(m))i∣∣ ≤ ρi ∥∥2fni − fn−1i ∥∥i ∥∥vi(m)∥∥i
≤ 2∆tρi
∥∥2fni − fn−1i ∥∥2i + ρi8∆t ∥∥vi(m)∥∥2i .
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Apply this bound to (9.1.9) and subsume the vi(m) terms. Multiply through by 8∆t .















∥∥2wni −wn−1i ∥∥2) .
(9.1.10)
By assumption, all of the terms on the right of (9.1.10) may be bounded by Theorem 1.








∥∥2wni −wn−1i ∥∥2) ≤ 2Cw.













































For the temperature, set θ̃ = ciρiξi(m) , i ∈ {A,S}, in the monolithic formulation





[∥∥ξi(m)∥∥2 + ∥∥2ξi(m) − φin∥∥2 − ‖φin‖2 − ∥∥2φin − φin−1∥∥2
+











+ cAρACsen|vA(m−1) − vS (m−1)|




[∥∥ξA(m)∥∥2Γt + ∥∥ξA(m) − θt∥∥2Γt] = Ctθ2t2U .





[∥∥ξi(m)∥∥2 + ∥∥2ξi(m) − φin∥∥2 − ‖φin‖2 − ∥∥2φin − φin−1∥∥2
+




[∥∥ξA(m)∥∥2Γt + ∥∥ξA(m) − θt∥∥2Γt] ≤ Ctθ2t2U + C2sol2Uθ2REFCir .
Multiply through by 4∆t , drop unnecessary terms and move the data terms to the




















∥∥2φin − φin−1∥∥2] .
Now (4.2.12) follows from Theorem 1.
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9.1.3 Proof of Theorem 2
Proof. We simplify our notation by dropping all superscripts n+1 for data associated
with time tn+1 . It is necessary to retain the superscripts for other time levels. Also,
unless otherwise stated, we will take ‖ · ‖L3 ≡ ‖ · ‖L3(I) . The overall method of
proof we use is to show that the monolithic iterations and those of Algorithm 1 are
converging to a common limit as m→∞ .
Set ∆wi(m) ≡ wi(m) − vi(m) and ∆qi(m) ≡ qi(m) − ri(m) . Subtract (4.2.1) and































∣∣vA(m−1) − vS (m−1)∣∣ (vA(m) − vS (m)) · ũ dσ = 0, ∀ũ ∈ XAh.
(9.1.11)
Here s = 0 for the sequential mode and s = 1 for the concurrent mode. Without








































∣∣wA(m−s) −wS (m−s−1)∣∣ (wA(m−s) −wS (m−s−1))
−
∣∣vA(m−1) − vS (m−1)∣∣ (vA(m) − vS (m)) .
Set ũ = ρi∆wi(m), i ∈ {A,S} , respectively. Note that the pressure terms vanish.


































Move the interface terms to the right side. These are bounded by first adding and
subtracting |wA(m−s) −wS (m−s−1)|(vA(m) − vS (m)) in L(m) to get
|L(m)| ≤
∣∣wA(m−s) −wS (m−s−1)∣∣ ∣∣(wA(m−s) −wS (m−s−1))− (vA(m) − vS (m))∣∣
+
∣∣∣∣wA(m−s) −wS (m−s−1)∣∣− ∣∣vA(m−1) − vS (m−1)∣∣∣∣ ∣∣vA(m) − vS (m)∣∣ .
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We bound each of these terms using the following inequalities:
∣∣wA(m−s) −wS (m−s−1)∣∣ ≤ ∣∣∆wA(m−s)∣∣+ ∣∣∆wS (m−s−1)∣∣+ ∣∣vA(m−s)∣∣+ ∣∣vS (m−s−1)∣∣
(9.1.13)
∣∣(wA(m−s) −wS (m−s−1))− (vA(m) − vS (m))∣∣
≤
∣∣wA(m−s) − vA(m)∣∣+ ∣∣wS (m−s−1) − vS (m)∣∣
≤
∣∣∆wA(m−s)∣∣+ ∣∣vA(m−s) − vA(m)∣∣+ ∣∣∆wS (m−s−1)∣∣+ ∣∣vS (m−s−1) − vS (m)∣∣
(9.1.14)
(using the reverse triangle inequality:)
∣∣∣∣wA(m−s) −wS (m−s−1)∣∣− ∣∣vA(m−1) − vS (m−1)∣∣∣∣
≤
∣∣wA(m−s) − vA(m−1)∣∣+ ∣∣wS (m−s−1) − vS (m−1)∣∣ (9.1.15)
≤
∣∣∆wA(m−s)∣∣+ ∣∣vA(m−s) − vA(m−1)∣∣+ ∣∣∆wS (m−s−1)∣∣+ ∣∣vS (m−s−1) − vS (m−1)∣∣
∣∣vA(m) − vS (m)∣∣ ≤ ∣∣vA(m)∣∣+ ∣∣vS (m)∣∣ (9.1.16)
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∣∣∆wA(m) −∆wS (m)∣∣ dσ
≤ ρAκ
[(∥∥∆wA(m−s)∥∥L3 + ∥∥∆wS (m−s−1)∥∥L3 + ∥∥vA(m−s)∥∥L3
+
∥∥vS (m−s−1)∥∥L3)× (∥∥∆wA(m−s)∥∥L3 + ∥∥vA(m−s) − vA(m)∥∥L3
+
∥∥∆wS (m−s−1)∥∥L3 + ∥∥vS (m−s−1) − vS (m)∥∥L3)+ (∥∥∆wA(m−s)∥∥L3
+
∥∥vA(m−s) − vA(m−1)∥∥L3 + ∥∥∆wS (m−s−1)∥∥L3 + ∥∥vS (m−s−1) − vS (m−1)∥∥L3)
×




In case s = 0 , there is a term which is cubic in ‖∆wA(m)‖L3(I) , requiring a special












∣∣vA(m−1) − vS (m−1)∣∣ (vA(m) − vS (m)) ·∆wA(m)dσ = 0, ∀ũ ∈ XAh.
(9.1.18)
Let F (x) = |x|x . Add and subtract |vA(m) − wS (m−1)|(vA(m) − wS (m−1)) to the





















∣∣vA(m−1) − vS (m−1)∣∣ (vA(m) − vS (m)) ·∆wA(m)dσ.
By applying the monotonicity property stated in Lemma 3 and dropping unnecessary
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∣∣vA(m−1) − vS (m−1)∣∣ (vA(m) − vS (m)) ·∆wA(m)dσ ≤ 0.




∥∥∆wA(m)∥∥2 + ρAκ4 ∥∥∆wA(m)∥∥3L3 ≤ ρAκ8 ∥∥∆wA(m)∥∥3L3
+ CρAκ
(∥∥vA(m−1) − vS (m−1)∥∥3L3 + ∥∥vA(m) − vS (m−1)∥∥3L3
+
∥∥vA(m) − vS (m)∥∥3L3 + ∥∥∆wS (m−1)∥∥3L3) .






∥∥vi(m−1)∥∥L3 + ∥∥∆wS (m−1)∥∥L3
 .
(9.1.19)




∥∥∆wi(l)∥∥ ≤M, i ∈ {A,S}, (9.1.20)
holds for m − s − 1 ≤ l < m . Let β > 0 be arbitrary; the value will be specified





















We now insert this into (9.1.17) and then bound the remaining terms of the form
‖vi(m)‖L3(ΓI) as was just shown. After applying (4.0.7) again, the result may be





∣∣∆wA(m) −∆wS (m)∣∣ dσ ≤ CρAκCw(β)3/2∆t (∥∥∆wA(m−s)∥∥+ ∥∥∆vA(m)∥∥
+
∥∥∆wS (m−s−1)∥∥+ ∥∥∆vS (m−1)∥∥) ∑
i∈{A,S}
∥∥∆wi(m)∥∥ , (9.1.21)
where we set ∆vi(m) ≡ vi(m) − vi(m−1) .
The interface terms in (9.1.12) are bounded now by using (9.1.21). Multiply














∥∥∆wA(m−s)∥∥2 + ρS ∥∥∆wS (m−s−1)∥∥2 + ρA ∥∥∆vA(m)∥∥2 + ρS ∥∥∆vS (m−1)∥∥2) .
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∥∥∆vA(m)∥∥2 + ρS ∥∥∆vS (m−1)∥∥2) .
(9.1.22)
It is also necessary to show that the ∆vi(m) -terms are correspondingly small. For





































































∣∣vA(m−2) − vS (m−2)∣∣ (vA(m−1) − vS (m−1)) · ũdσ = 0, ∀ũ ∈ XSh.
Set ũ = ρi∆vi(m), i ∈ {A,S} , respectively. Note that the pressure terms vanish.
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∣∣vA(m−2) − vS (m−2)∣∣ (vA(m−1) − vS (m−1)) · (∆vA(m) −∆vS (m)) dσ = 0.
Add and subtract (vA(m−1)−vS (m−1))|vA(m−1)−vS (m−1)| to the interface terms and
















(∣∣vA(m−2) − vS (m−2)∣∣− ∣∣vA(m−1) − vS (m−1)∣∣)
×
(








To bound the integral on the right, apply the reverse triangle inequality, Hölder’s




(∣∣vA(m−2) − vS (m−2)∣∣− ∣∣vA(m−1) − vS (m−1)∣∣)
×
(









(∥∥vA(m−1)∥∥+ ∥∥vS (m−1)∥∥) (∥∥∆vA(m−1)∥∥∥∥∆vA(m)∥∥+ ∥∥∆vA(m−1)∥∥∥∥∆vS (m)∥∥
+
∥∥∆vS (m−1)∥∥∥∥∆vA(m)∥∥+ ∥∥∆vS (m−1)∥∥∥∥∆vS (m)∥∥) .
Use Lemma 10 to bound the ‖vi(m−1)‖ terms and then apply Young’s inequality.
99
Insert the result in (9.1.23) and drop the gradient and interface terms that still appear




























































































































































































⇒ (4ηm + ηm−1) ≤
4
11











from which one can show that for m ≥ 2 ,














































4ηm + ηm−1 ≤
4
11







M2 equal to the right side of the previous inequalities for s = 0 and s = 1 ,
respectively. This choice of M ensures that the induction hypothesis holds, since for




∥∥∆wi(m)∥∥2 ≤ ηm ≤ 32M2, (9.1.32)
and (9.1.20) will be satisfied for l = m . By the definition of ηm , the sequences wi(m)
are Cauchy in (H1(Ωi))
d .
For the temperature, set ∆φi(m) ≡ φi(m)−ξi(m) . Subtract (4.2.2) and (4.2.4) from























φA(m−s) − φS (m−s−1)
)












































φA(m−s) − φS (m−s−1)
)



















∣∣vA(m−1) − vS (m−1)∣∣ (ξA(m) − ξS (m)) · θ̃dS = 0, ∀θ̃ ∈ ΘSh.
Define new notation
T (m) ≡
∣∣wA(m−s) −wS (m−s−1)∣∣ (φA(m−s) − φS (m−s−1))
−
∣∣vA(m−1) − vS (m−1)∣∣ (ξA(m) − ξS (m)) .
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Bound the diffusion terms below by using the coercivity constants δi and drop the


































Move the interface terms to the right side. To bound the first term, add and subtract
ξA(m−s) and ξS (m−s−1) to the integrand to get
∣∣(φA(m−s) − φS (m−s−1))− (ξA(m) − ξS (m))∣∣ ∣∣∆φA(m) −∆φS (m)∣∣
≤
(∣∣∆φA(m−s)∣∣+ ∣∣∆φS (m−s−1)∣∣+ ∣∣ξA(m−s) − ξA(m)∣∣+ ∣∣ξS (m−s−1) − ξS (m)∣∣)
×
∣∣∆φA(m) −∆φS (m)∣∣ .
(9.1.34)
To bound the second term, add and subtract |wA(m−s) −wS (m−s−1)|(ξA(m) − ξS (m))
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in T (m) to get
|T (m)| ≤
∣∣wA(m−s) −wS (m−s−1)∣∣ ∣∣(φA(m−s) − φS (m−s−1))− (ξA(m) − ξS (m))∣∣
+
∣∣∣∣wA(m−s) −wS (m−s−1)∣∣− ∣∣vA(m−1) − vS (m−1)∣∣∣∣ ∣∣ξA(m) − ξS (m)∣∣ .
Each of these terms are bounded using analogous arguments to those shown in
(9.1.13)-(9.1.16) :
∣∣wA(m−s) −wS (m−s−1)∣∣ ≤ ∣∣∆wA(m−s)∣∣+ ∣∣∆wS (m−s−1)∣∣+ ∣∣vA(m−s)∣∣+ ∣∣vS (m−s−1)∣∣
(9.1.35)∣∣(φA(m−s) − φS (m−s−1))− (ξA(m) − ξS (m))∣∣
≤
∣∣∆φA(m−s)∣∣+ ∣∣ξA(m−s) − ξA(m)∣∣+ ∣∣∆φS (m−s−1)∣∣+ ∣∣ξS (m−s−1) − ξS (m−1)∣∣ (9.1.36)
∣∣∣∣wA(m−s) −wS (m−s−1)∣∣− ∣∣vA(m−1) − vS (m−1)∣∣∣∣
≤
∣∣∆wA(m−s)∣∣+ ∣∣vA(m−s) − vA(m−1)∣∣+ ∣∣∆wS (m−s−1)∣∣+ ∣∣vS (m−s−1) − vS (m−1)∣∣
(9.1.37)∣∣ξA(m) − ξS (m)∣∣ ≤ ∣∣ξA(m)∣∣+ ∣∣ξS (m)∣∣ (9.1.38)
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(∥∥∆φA(m−s)∥∥L3 + ∥∥∆φS (m−s−1)∥∥L3 + ∥∥ξA(m) − ξA(m−s)∥∥L3
+
∥∥ξS (m) − ξS (m−s−1)∥∥L3) ∑
i∈{A,S}
∥∥∆φi(m)∥∥L3 + cAρA Csen [(∥∥∆wA(m−s)∥∥L3
+
∥∥∆wS (m−s−1)∥∥L3 + ∥∥vA(m−s)∥∥L3 + ∥∥vS (m−s−1)∥∥L3)× (∥∥∆φA(m−s)∥∥L3
+
∥∥ξA(m−s) − ξA(m)∥∥L3 + ∥∥∆φS (m−s−1)∥∥L3 + ∥∥ξS (m−s−1) − ξS (m−1)∥∥L3)
+
(∥∥∆wA(m−s)∥∥L3 + ∥∥vA(m−s) − vA(m−1)∥∥L3 + ∥∥∆wS (m−s−1)∥∥L3
+
∥∥vS (m−s−1) − vS (m−1)∥∥L3)× (∥∥ξA(m)∥∥L3 + ∥∥ξS (m)∥∥L3)] ∑
i∈{A,S}
∥∥∆φi(m)∥∥L3 .
Let β > 0 be arbitrary. Apply (4.0.7) and bound terms of the form ‖vi(m)‖ and
‖ξi(m)‖ using (4.2.11) and (4.2.12). For terms of the form ‖∆wi(m)‖ , apply (9.1.20),
which was already shown to hold for all m . Set ∆ξi(m) ≡ ξi(m)− ξi(m−1) . The result














(∥∥∆φA(m−s)∥∥+ ∥∥∆φS (m−s−1)∥∥+ ∥∥∆ξA(m)∥∥+ ∥∥∆ξS (m−1)∥∥
+




















The interface terms in (9.1.33) are bounded now by using (9.1.39). Multiply
through by ∆t , then use Young’s inequality on the right side as well as ρA < ρS and













∥∥∆φi(m)∥∥2 + cAρA ∥∥∆φA(m−s)∥∥2 + cSρS ∥∥∆φS (m−s−1)∥∥2
+cAρA




∥∥∆wA(m−s)∥∥2 + ρS ∥∥∆wS (m−s−1)∥∥2)) .
Note that cA < cS has only been applied to some terms on the right, which helps for
























∥∥∆ξA(m)∥∥2 + cSρS ∥∥∆ξS (m−1)∥∥2 + cAρA ∥∥∆vA(m)∥∥2
+cAρS
∥∥∆vS (m−1)∥∥2 + cA (ρA ∥∥∆wA(m−s)∥∥2 + ρS ∥∥∆wS (m−s−1)∥∥2)) .
(9.1.40)
It is also necessary to show that the ∆ξi(m) -terms are correspondingly small. To this
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∣∣vA(m−2) − vS (m−2)∣∣ (ξA(m−1) − ξS (m−1)) · θ̃dS = 0, ∀θ̃ ∈ ΘSh.

































Bound the diffusion terms below by δi and add and subtract

















(∣∣vA(m−2) − vS (m−2)∣∣− ∣∣vA(m−1) − vS (m−1)∣∣)
×
(







Bound the right side analogously to the proof of showing (vi(m))m was Cauchy and










































∥∥∆ξi(m)∥∥2 ≤ 12 ∑
i∈{A,S}
ciρi
∥∥∆ξi(m)∥∥2 + 12cAρA ∑
i∈{A,S}
∥∥∆vi(m−1)∥∥2 .
Subsume the first term on the right side, use ρA < ρS again, and apply the previously
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Insert this bound in (9.1.40). Also, bound the
∥∥∆vi(m)∥∥2 terms by again applying
the bound (9.1.26). For the remaining ‖∆wi(m)‖2 terms, insert (9.1.30) for s = 0























































































By using analogous arguments to those shown for the velocity, it follows from the
definition of λm that the sequences φi(m) are Cauchy in (H
1(Ωi))
d .
We have proved that the monolithic velocity and temperature states must con-
verge as m → ∞ , and to the same limits as the corresponding states computed
from Algorithm 1. Since the trace operator is continuous as a map from H1(Ωi) into
Lp(∂Ωi) for the necessary range 1 ≤ p ≤ 3 (and for both dimensions d = 2, 3 ), the
stability condition (3.3.7) must hold for some finite value m = m0 because of the
positivity assumptions (4.2.13)-(4.2.14).
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