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Abstract
In this paper we study the existence phase transition of scale invariant random
fractal models. We determine the exact value of the critical point of this phase
transition for all models satisfying some weak assumptions. In addition, we show
that for a large subclass, the fractal model is in the empty phase at the critical
point. This subclass of models includes the scale invariant Poisson Boolean model
and the Brownian loop soup. In contrast to earlier results in the literature, we do
not need to restrict our attention to random fractal models generated by open sets.
1 Introduction
The questions studied in this paper are very much related to the classical problem of
covering some fixed set by other randomly placed sets. The first paper dealing with this
type of question was by Dvoretsky ([6]) who studied the problem of covering the unit
circle by independently and uniformly placing arcs of given lengths. The study of such
covering problems later developed in several different directions. One of the earliest papers
dealing with questions similar to ours was by Shepp ([13]), who determined necessary and
sufficient conditions for the real line to be covered by a Poisson process of random open
intervals. The argument given in that paper relies on the fact that the problem is posed in
dimension one, and cannot readily be generalized to higher dimensions. Many years later,
Bierme´ and Estrade ([1]) and Broman, Jonasson and Tykesson ([3]), studied the scale
invariant Poisson Boolean model (or fractal ball model) in general dimensions. However,
in those papers it was assumed that that the balls generating the fractal set were open,
and in addition, the arguments given relied on the simple geometry of these balls.
The purpose of this paper is two-fold. Firstly, we want to find arguments that do not
rely on the sets generating the fractal being open. Secondly, we want to give a general
result that is not restricted to the case where the generating sets have simple geometry
(e.g. they are balls). Thereby, our results will cover cases such as the Brownian loop
soup where the outer boundary is closed and does not have a simple geometry (see also
Example 5.4).
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Before stating exact results, we will begin by explaining the general setup. Let G be
the set of subsets of Rd with diameter strictly smaller than 1. Furthermore, let F be
some suitable σ-algebra on G. We consider infinite measures µ on (G,F) which are semi
scale invariant in the following sense. Assume that D ∈ F is such that µ(D) < ∞, and
let 0 < s <∞ be such that
Ds := {G ⊂ Rd : G/s ∈ D} (1.1)
only contains sets of diameter strictly smaller than one. Then, semi scale invariance
simply means that µ(Ds) = µ(D). We shall also require µ to be translational invariant
in that µ(x + D) = µ(D) for every D ∈ F and x ∈ Rd. Here of course, x + D = {L ⊂
R
d : L = x+G for some G ∈ D}.
We then let λµ (where 0 < λ < ∞ is a parameter) be the intensity measure of a
Poisson process Φλ(µ) on G. Thus constructed, Φλ(µ) is a (semi) scale and translation
invariant random collection of bounded subsets of Rd. This setup includes the scale invari-
ant Poisson Boolean model (again, see [1] and [3]) and the Brownian loop soup introduced
by Lawler and Werner in [9].
We do not give details of how to construct general triplets (G,F , µ) in this paper, but
instead we refer the reader to the book [11] by Molchanov. Our viewpoint is rather that
given such a triplet, the results of this paper will apply. We also point out that there are
plenty of such triplets including the examples mentioned above and the ones listed later
in this paper.
Throughout the rest of the paper, we shall make the following three natural assump-
tions on the measure µ.
Assumption 1. Let A ⊂ Rd be bounded. Then, for any δ > 0 we have that
µ(G ∈ G : G ∩A 6= ∅, diam(G) ≥ δ) <∞.
This assumption will make sure that the Poisson process never has infinitely many sets
of diameter larger than some constant in any bounded region. Thus, Assumption 1 says
that µ is locally finite.
For our second assumption, let L(·) denote Lebesgue measure in Rd and let ∂G denote
the boundary of the set G.
Assumption 2. We have that µ(G ∈ G : L(∂G) > 0) = 0.
This assumption makes sure that the boundary of the sets generating the fractal is not
”too large”.
Assumption 3. We have that µ(G ∈ G : L(G) > 0) > 0.
Let Int(G) denote the interior of a set G. Note that under Assumption 2 we have that
L(G ∪ ∂G) = L(G), which means that if L(G) = 0 then Int(G ∪ ∂G) = ∅ and so G
is a nowhere dense set. Therefore, if µ is concentrated on sets such that L(G) = 0, it
follows from Baire’s category theorem that C(λ) 6= ∅ for every λ <∞. This explains the
necessity of Assumption 3 (see further the remark after Theorem 1.1 below).
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Note also that by Assumptions 2 and 3 we have that L(Int(G)) ≥ L(G) − L(∂G) =
L(G) > 0, and so µ puts positive mass on sets G with non-empty interiors.
It will be convenient to split the measure µ into two parts. Firstly, we define the
measure µp by letting µp(A) = µ({G ∈ A : L(G) > 0}) for any A ∈ F , and secondly
we define µ0 by letting µ0(A) = µ({G ∈ A : L(G) = 0}). Obviously we then have that
µ = µp + µ0. Although we will consider the case where µ0 is allowed to be non-trivial,
we point out that the case where µ = µp is somewhat easier to handle as it avoids some
technical difficulties. See also the remark after the proof of Theorem 1.2.
Our random fractal is then defined by letting
C(Φλ(µ)) := Rd \
⋃
G∈Φλ(µ)
G, (1.2)
and we will write C(λ) or simply C. It is not hard to prove (using Assumption 3) that for
any λ > 0 and any fixed x ∈ Rd, we have that P(x ∈ C) = 0. We see that C is a (semi)
scale invariant random fractal, and we will be concerned with various properties of C(λ)
as λ varies. It is useful to observe that by using a standard coupling argument, C(λ) is
decreasing in λ.
Random fractal models exhibit several phase transitions (see for instance Dekking
and Meester, [5]). The two most studied are the existence and the connectivity phase
transitions, as we now explain. Define
λe := inf{λ > 0 : P(C(λ) = ∅) = 1}.
Thus for λ > λe, C(λ) is almost surely empty, and we say that it is in the empty phase.
Clearly, this is the same as saying that Rd is covered by
⋃
G∈Φλ(µ)G. If on the other hand
λ < λe, then P(C(λ) ∩ [0, 1]d 6= ∅) > 0. Thus, by tiling Rd with translates of [0, 1]d and
noting that C(λ) ∩ B1 and C(λ) ∩ B2 are independent whenever B1, B2 ⊂ Rd are such
that d(B1, B2) ≥ 1, we conclude that P(C(λ) 6= ∅) = 1. Hence, λe is the critical point of
the existence phase transition. Furthermore, we can define
λc := sup{λ > 0 : P(C(λ) contains connected components larger than one point) = 1}.
This means that if λ > λc, then C(λ) is almost surely totally disconnected. However, if
λ < λc, then C(λ) will almost surely contain connected components (by the same tiling
argument as before).
It is natural and interesting to ask what happens at the critical points of these phase
transitions. In [2] it was proven that
P(C(λc) contains connected components larger than one point) = 1,
for any random fractal model satisfying Assumptions 1 and 3. Therefore, at λc the
corresponding fractal is in the connected phase. In that respect, this phase transition is
very well understood.
As explained, the existence phase transition is closely related to classical problems
of random coverings, and we can now explain the results of [1] and [3] in terms of the
terminology just introduced. In [1], the exact value of λe was determined for the fractal
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ball model. In fact, their result was stronger than this, but it did not cover what happened
at the critical value, i.e. whether P(C(λe) = ∅) = 0 or 1. This case was determined in [3]
where it was proven that P(C(λe) = ∅) = 1 for the particular case when µ is supported on
open balls. In that paper, the corresponding result was also proven when µ is supported
on open boxes.
Let
Al := {G ∈ G : o ∈ G, 2−l ≤ diam(G) < 2−l+1}, (1.3)
where o denotes the origin in Rd. It follows by scale invariance that µ(Al) = µ(Al+1) for
every l ≥ 1.
Remark: In light of the definition of Ds in (1.1) above, it might be more natural to
denote the left hand side of (1.3) by A2−l. However, it would quickly be cumbersome to
use this notation. Similar remarks apply throughout the paper.
Our first main result is the following.
Theorem 1.1. For any µ satisfying Assumptions 1, 2 and 3 we have that
λe =
d log 2
µ(A1) .
Remarks: The use of A1 is somewhat arbitrary. Indeed, by scaling invariance we have
that for any k ≥ 1,
µ
(
G ∈ G : o ∈ G, 2−1 ≤ diam(G) < 1) = kµ (G ∈ G : o ∈ G, 2−1/k ≤ diam(G) < 1) .
As we shall see in Section 4, there is a canonical way of rewriting the expression for
λe. Informally, this alternative expression involves the (quasi-)expected volume of sets of
diameter exactly one. However, as this discussion is too long to fit in the introduction
we defer it to Section 4 where the alternative expression appears in (4.5).
From alternative expressions for µ(A1) derived later in the paper (i.e. 4.4), it is easy
to see that if Assumption 3 is not satisfied, (i.e. if µ(G ∈ G : L(G) > 0) = 0), then it
follows that µ(A1) = 0. According to the discussion after the statement of Assumption
3, we will in this situation have that λe =∞. If we then just interpret d log 2/0 as being
∞, it is possible to drop Assumption 3 from the statement of Theorem 1.1.
It is natural to ask whether Theorem 1.1 still holds when Assumption 2 is not satisfied.
We do not have any example showing that this is not the case.
We now turn to the behaviour of C(λ) at the critical point λe. For any set G, let
[∂G]r = {x ∈ G : d(x, ∂G) < r} ⊂ G, so that [∂G]r is the inner r-neighbourhood of ∂G.
Our second main result is the following.
Theorem 1.2. If µ satisfies Assumptions 1, 2, 3 and the additional condition that∫
A1
∫ 1
0
1
r
L([∂G]r)
L(G) drdµp(G) <∞, (1.4)
then we have that C(λe) = ∅ almost surely.
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Remark: The condition (1.4) in Theorem 1.2 might look like a technical assumption
made purely for convenience. However, the class of models that satisfy (1.4) is very large
and includes the fractal ball model and the fractal generated by the outer boundaries
of the Brownian loop soup. As we will see, our examples of models that do not satisfy
Assumption 2 or condition (1.4) will be somewhat contrived. This of course does not
rule out the possibility of a naturally occurring example which does not satisfy our as-
sumptions and conditions. Note also the occurrence of µp in (1.4) which guarantees that
L(G) > 0 in the integrand.
The above mentioned examples will briefly be analysed in Section 5 (along with a third
example) where we discuss what our main theorems imply for them. It is appropriate to
mention the paper by Nacu and Werner ([12]), which deals with Hausdorff dimensions of
the so-called Gasket of two-dimensional loop soups. In that paper a condition appears
under the name ”thin”, which is a slightly stronger version of condition (1.4). We give the
exact statement of this condition in (4.2). We note that condition (1.4), Assumption 2 and
the condition of being thin all deal with the boundaries ∂G of the sets used to generate
the random fractal. It is therefore natural to ask how Assumption 2 and conditions (1.4),
(4.2) relate to each other. The answer to this is given by the following proposition.
Proposition 1.3.
(i) If the measure µ is thin, then Assumption 2 and condition (1.4) are both satisfied.
(ii) If µ is supported on compact sets, then condition (1.4) implies Assumption 2, while
for general measures µ this is not the case.
(iii) Assumption 2 does not imply condition (1.4).
Remark: Assumption 1 is a fundamentally different type of condition than the ones we
deal with in Proposition 1.3, and it is therefore not so natural to try to relate it to these
other conditions. However, we add a short discussion on this subject after the proof of
Proposition 1.3.
We also note that the proof of Proposition 1.3 provides a concrete example of a mea-
sure µ not covered by our results. It will be a measure that does not satisfy Assumption
2.
We will mention one more result. Assume momentarily that µ is supported on open
sets, and that µ˜ is the measure induced by taking the closure of these sets. We then have
the following corollary of Theorems 1.1 and 1.2.
Corollary 1.4. If µ satisfies Assumptions 1, 2 and 3, then the critical values for µ and
µ˜ are the same, i.e. λe(µ) = λe(µ˜).
In particular, Corollary 1.4 implies that the two fractal ball models generated by open
balls and closed balls respectively, have the same critical value. Furthermore, it follows
from Theorem 1.2 (see Example 5.2) that C(λe) = ∅ for both of these variants.
The rest of the paper is organized as follows. In Section 2 we establish necessary
notation and a preliminary result. In Section 3 we will prove Theorem 1.1 while in Section
4 we prove Theorem 1.2. In addition, Section 4 also contains the proof of Proposition 1.3
and the alternative expression for λe mentioned above. This alternative expression will be
used to prove Corollary 1.4. Finally, Section 5 contains the above mentioned examples.
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2 Models and preliminary results
As explained in the introduction, the measure µ is a measure on
G := {G ⊂ Rd : diam(G) < 1},
and Φλ = Φλ(µ) is a Poisson process on G using λµ as its intensity measure. Furthermore,
we let
Gn := {G ⊂ Rd : 2−n ≤ diam(G) < 1},
and
Φλ,n := {G ∈ Φλ(µ) : G ∈ Gn},
so that Φλ,n is a subset of the process Φλ containing sets of diameter larger than or equal
to 2−n. Then, define
Cn := Rd \
⋃
G∈Φλ,n
G,
and note that Cn ⊃ Cn+1 for every n. Note also that by (1.2) Cn ↓ C. For m > n, let
Cnm := Rd \
⋃
G∈Φλ,m\Φλ,n
G,
so that Cnm ∩ Cn = Cm, and Cnm, Cn are independent. Next, let
G
o := {G ∈ G : o ∈ G},
and
G
o
n := {G ∈ Gn : o ∈ G},
so that Gon consists of the sets that have diameter larger than 2
−n while containing the
origin. We observe from (1.3) that
G
o
n =
n⋃
l=1
Al,
and by scaling invariance we have that
µ(Gon) =
n∑
l=1
µ(Al) = nµ(A1).
Next, we let
Bn :=
{
x+ [0, 2−n]d : x ∈ (2−nZd) ∩ [0, 1− 2−n]d} ,
so that Bn consists of 2dn closed boxes with non-overlapping interiors and
⋃
B∈Bn B =
[0, 1]d. We shall refer to a box B ∈ Bn as a level n box. Furthermore, for any A ⊂ Bn we
define |A| to be the cardinality of {B ∈ Bn : B ∈ A}. Then, let
Mn := {B ∈ Bn :6 ∃ G ∈ Φλ,n such that B ⊂ G}.
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Of course, we could have used Φλ in the definition without anything being changed. Thus,
Mn is the set of level n boxes which are not singly covered by a set in the Poisson process
Φλ,n. Furthermore, let
mn := {B ∈ Bn :6 ∃ G ∈ Φλ,n such that B ∩G 6= ∅}.
Hence, mn is the set of level n boxes that are completely untouched by the sets of Φλ,n.
It is immediate that mn ⊂Mn for every n. Let Dn = Dn(Cn) be a minimal (with respect
to the number of boxes) collection of boxes in Bn such that
Cn ∩ [0, 1]d ⊂
⋃
B∈Dn
B.
Since a point x ∈ Cn in the intersection of two boxes B1 and B2 can be covered by either
one of them, it follows that Dn is not necessarily unique. If there is more than one way
of choosing such a set Dn, we use some predetermined rule to pick one. Finally, we let
Ln := |Dn|.
A version of the following easy lemma appears in [3]. However, since the proof is
short, we include it here for completeness.
Lemma 2.1. For any µ satisfying Assumption 3, if λ > 0 is such that P(C(λ) 6= ∅) = 1,
then we must have that
P( lim
n→∞
|Mn| =∞) > 0.
Proof. First, any B ∈ Dn contains a point which is in Cn(λ) and therefore it cannot be
that B is covered by a single set G in the Poisson process Φλ,n. Therefore, B ∈ Mn and
so Ln ≤ |Mn|.
Secondly, observe that by definition of Dn we have that
(Cn ∩ [0, 1]d) \
⋃
B∈Dn
B = ∅.
Furthermore, we have that by Assumption 3 there exists some α = α(λ) ∈ (0, 1), such
that
P(C1 ∩ [0, 1]d = ∅) = α.
By using the FKG inequality for Poisson processes together with the scaling invariance
of the models and the fact that Dn is measurable with respect to the σ-algebra generated
by Φλ,n , we conclude that
P(Cn+1 ∩ [0, 1]d = ∅ | Φλ,n) (2.1)
≥ P
( ⋂
B∈Dn
{Cnn+1 ∩B = ∅}
∣∣∣∣∣ Φλ,n
)
≥
∏
B∈Dn
P(Cnn+1 ∩B = ∅) = αLn > 0.
Therefore, if there exists L < ∞ such that Ln ≤ L for infinitely many n, it follows by
standard arguments that (2.1) implies that C ∩ [0, 1]d = ∅ almost surely. By countability,
we conclude that if P(C 6= ∅) = 1 we must have that P(limn→∞Ln = ∞) > 0. Since
Ln ≤ |Mn| the statement follows.
7
3 Proof of Theorem 1.1
In this section, we will prove Theorem 1.1. We will do this by showing the two directions
separately.
3.1 Lower bound
This subsection is devoted to proving that λe ≥ d log 2µ(A1) , and this is done in two steps.
Firstly, Lemma 3.1 proves that for any λ < d log 2
µ(A1) we must have that E[|mn|]→∞. Then,
in Theorem 3.2 we use this to embed a supercritical branching process of boxes belonging
to (mn)
∞
n=1 in such a way that C(λ)∩ [0, 1]d 6= ∅ whenever the branching process survives.
In fact, with minimal extra effort, we will obtain the stronger statement that for every
ǫ > 0 we can embed a supercritical branching process with growth rate (see [10] Chapter
1) at least 2
(
d−λµ(A1)+ǫ
log 2
)
.
Lemma 3.1. For any λ, ǫ > 0 and fractal model satisfying Assumptions 1,2 and 3 there
exists N = N(ǫ) <∞ such that
E[|mn|] ≥ 2n
(
d−λµ(A1)+ǫ
log 2
)
,
for every n ≥ N.
Proof. Let D(x, r) denote an open ball centered at x with radius r. Obviously, the
box [0, 2−n]d can be inscribed in an open ball of radius d2−n. Therefore, by translation
invariance, we have that for any B ∈ Bn,
P(B ∈ mn) ≥ P( 6 ∃ G ∈ Φλ,n : D(o, d2−n) ∩G 6= ∅) (3.1)
= exp
(−λµ({G ∈ Gn : D(o, d2−n) ∩G 6= ∅})) .
Let
E(G, r) := {x : d(x,G) < r}
so that E(G, r) is an enlargement of G. If o ∈ G then trivially D(o, r) ∩ G 6= ∅ and
o ∈ E(G, r). Furthermore, if o ∈ Gc, then since D(o, r) and E(G, r) are both open we
see that D(o, r) ∩G 6= ∅ implies that d(o, ∂G) < r and so o ∈ E(G, r). Furthermore, the
reverse statements are also true. Therefore,
µ({G ∈ Gn : D(o, d2−n) ∩G 6= ∅}) (3.2)
= µ({G ∈ Gn : o ∈ E(G, d2−n)}) =
∫
Gn
I(o ∈ E(G, d2−n))dµ(G).
Note that for any fixed point x ∈ Rd we must have that
−x+ {G ∈ Gn : o ∈ E(G, d2−n), x ∈ G}
= {L ∈ Gn : L = −x+G, o ∈ E(G, d2−n), x ∈ G}
= {G ∈ Gn : o ∈ E(G+ x, d2−n), x ∈ (G+ x)}.
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Recall that L(·) denotes Lebesgue measure in Rd and recall also the notation µ = µp+µ0.
At this point we will need to consider µp and µ0 separately. We will start with µp and
note that by translation invariance we have that∫
Gn
I(o ∈ E(G, d2−n))dµp(G) (3.3)
=
∫
Gn
I(o ∈ E(G, d2−n)) 1L(G)
∫
Rd
I(x ∈ G)dxdµp(G)
=
∫
Rd
∫
Gn
1
L(G)I(o ∈ E(G, d2
−n))I(x ∈ G)dµp(G)dx
=
∫
Rd
∫
Gn
1
L(G+ x)I(o ∈ E(G+ x, d2
−n)I(x ∈ (G+ x))dµp(G)dx
=
∫
Rd
∫
Gn
1
L(G)I(o ∈ E(G, d2
−n) + x)I(o ∈ G)dµp(G)dx
=
∫
Rd
∫
Gn
1
L(G)I(−x ∈ E(G, d2
−n))I(o ∈ G)dµp(G)dx
=
∫
Gn
L(E(G, d2−n))
L(G) I(o ∈ G)dµp(G)
=
∫
Gon
L(E(G, d2−n))
L(G) dµp(G) =
n∑
l=1
∫
Al
L(E(G, d2−n))
L(G) dµp(G).
We make the observation that since by (3.2) and (3.3),
n∑
l=1
∫
Al
L(E(G, d2−n))
L(G) dµp(G) ≤ µ({G ∈ Gn : D(o, d2
−n) ∩G 6= ∅}), (3.4)
then the left hand side must be finite by Assumption 1. Then, let
al,n :=
∫
Al
L(E(G, d2−n))
L(G) dµp(G),
and observe that by elementary properties of Lebesgue measure we have that
2dL(E(G, d2−n)) = L(2E(G, d2−n)) = L(E(2G, d2−n+1)).
Therefore,
al,n =
∫
Al
L(E(G, d2−n))
L(G) dµp(G) (3.5)
=
∫
Al
L(E(2G, d2−n+1))
L(2G) dµp(G) =
∫
Al−1
L(E(G, d2−n+1))
L(G) dµp(G) = al−1,n−1.
Here, the third equality follows since the measure µ is scale invariant, and the fact that
for any G ∈ Al we have that 2G ∈ Al−1.
By Assumption 2 we have that µ(G ∈ G : L(∂G) > 0) = 0, and so
a1,n =
∫
A1
L(E(G, d2−n))
L(G) I(L(∂G) = 0)dµp(G).
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Furthermore, we have that
∞⋂
n=1
E(G, d2−n) = G ∪ ∂G,
and so by the monotone convergence theorem we conclude that
lim
n→∞
a1,n =
∫
A1
lim
n→∞
L(E(G, d2−n))
L(G) I(L(∂G) = 0)dµp(G) (3.6)
=
∫
A1
L(G ∪ ∂G)
L(G ∪ ∂G)I(L(∂G) = 0)dµp(G) = µp(A1).
By (3.4), and the elementary fact that a1,n ≥ a1,n+1 for any n, there exists some Cµ <∞
such that a1,n ≤ Cµ for every n ≥ 1. For any fixed ǫ > 0 it follows from (3.6) that there
exists an N1 < ∞ such that a1,n ≤ µ(A1) + ǫ/3 for every n ≥ N1. Furthermore, there
exists N ≥ N1 such that
(N −N1)(µp(A1) + ǫ/3) + CµN1 ≤ N(µp(A1) + ǫ/2).
By (3.5) we have that al,n = al−1,n−1 = · · · = a1,n−l+1, and so we see that for any n ≥ N,
n∑
l=1
al,n =
n∑
l=1
a1,n−l+1 =
n∑
l=1
a1,l (3.7)
≤
N1∑
l=1
a1,l +
n∑
l=N1+1
a1,l ≤
N1∑
l=1
Cµ +
n∑
l=N1+1
(µp(A1) + ǫ/3)
= CµN1 + (n−N1)(µp(A1) + ǫ/3) ≤ n(µp(A1) + ǫ/2).
Combining (3.3), (3.5) and (3.7) we obtain∫
Gn
I(o ∈ E(G, d2−n))dµp(G) ≤ n(µp(A1) + ǫ/2), (3.8)
for every n ≥ N.
We are now ready to turn our attention to µ0. However, as this case is similar to our
previous case we will be brief. We have that (with the interpretation that G0 = ∅)∫
Gn
I(o ∈ E(G, d2−n))dµ0(G)
=
n∑
l=1
∫
Gl\Gl−1
I(o ∈ E(G, d2−n))dµ0(G) =
n∑
l=1
∫
G1
I(o ∈ E(G, d2−n+l−1))dµ0(G)
=
n∑
l=1
∫
G1
I(o ∈ E(G, d2−n+l−1)) 1L(E(G, 1))
∫
Rd
I(x ∈ E(G, 1))dxdµ0(G)
=
n∑
l=1
∫
G1
L(E(G, d2−n+l−1))
L(E(G, 1)) I(o ∈ E(G, 1))dµ0(G)
=
n∑
l=1
∫
G1
L(E(G, d2−l))
L(E(G, 1)) I(o ∈ E(G, 1))dµ0(G).
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Here we used the scale invariance in the second equality and then a calculation similar
to (3.3). Next, note that by Assumption 1 and the monotone convergence theorem we
have that
lim
l→∞
∫
G1
L(E(G, d2−l))
L(E(G, 1)) I(o ∈ E(G, 1))dµ0(G)
=
∫
G1
L(G ∪ ∂G)
L(E(G, 1))I(o ∈ E(G, 1))dµ0(G) = 0,
since L(G ∪ ∂G) = 0 on the support of µ0. Therefore, by taking N perhaps even larger
than before, we obtain that∫
Gn
I(o ∈ E(G, d2−n))dµ0(G) ≤ nǫ/2, (3.9)
for every n ≥ N. We note that (as in the above calculations)
µ0(A1) =
∫
G1
I(o ∈ G)dµ0(G) ≤ lim
l→∞
∫
G1
I(o ∈ E(G, d2−l))dµ0(G) = 0.
Hence, µ(A1) = µp(A1) + µ0(A1) = µp(A1) and so by combining (3.1), (3.2), (3.8) and
(3.9) we then see that for every n ≥ N,
E[|mn|] ≥ 2dn exp
(
−λ
∫
Gn
I(o ∈ E(G, d2−n))dµ(G)
)
= 2dn exp
(
−λ
∫
Gn
I(o ∈ E(G, d2−n))dµp(G)− λ
∫
Gn
I(o ∈ E(G, d2−n))dµ0(G)
)
≥ 2dn exp (−λn(µp(A1) + ǫ)) = 2n
(
d−λµ(A1)+ǫ
log 2
)
as desired.
Remark: Note the we do not really use Assumption 3 in the above proof. The only
purpose of this assumption is to guarantee that µ(A1) = µp(A1) > 0.
Let
G
(l−1)N
lN := {G ∈ G : 2−lN ≤ diam(G) < 2−(l−1)N},
and
Φ
(l−1)N
lN := {G ∈ Φλ(µ) : G ∈ G(l−1)NlN }.
Theorem 3.2. For any fractal model satisfying Assumptions 1, 2 and 3 we have that
λe ≥ d log 2
µ(A1) .
Proof. The strategy is to embed the family tree of a supercritical branching process
within the sequence (mn)n≥1. The boxes of this branching process will then be used to
prove that C(λ) ∩ [0, 1]d 6= ∅ whenever the branching process survives.
Fix λ < d log 2
µ(A1) and ǫ > 0 such that α := d−λ
µ(A1)+ǫ
log 2
> 0. The first step is to pick N so
that E[|mN |] ≥ 3d2αN which we can do by Lemma 3.1. Given the set mN ⊂ BN , we then
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let W1 =W1(mN) be a maximal subset such that d(Bi, Bj) ≥ 2−N for every Bi, Bj ∈ mN
with i 6= j. For definitiveness, we can assume that W1 is picked by some predetermined
rule. Assume also that {B11 , B12 , . . . , B1Z1} is an enumeration of the boxes B ∈ W1 where
of course, Z1 := |W1|. We observe that Z1 ≥ mN/3d. This follows since any two level N
boxes B,B′ ∈ BN which have no points in common (i.e. they are not neighbours), must
be at distance at least 2−N from each other. We see that
E[Z1] ≥ E[|mN |]
3d
≥ 2αN ,
by our assumption on N. Obviously, Z1 ≤ |mN | and Z1 is the first generation of our
branching process, while the set of boxes inW1 is the first generation of the corresponding
family tree. Finally, let
W1 :=
⋃
B∈W1
B,
and observe that W1 ⊂ CN .
We proceed with the construction of the second generation. For any fixed B1i ∈
{B11 , . . . , B1Z1}, let B2N (B1i ) = {B ∈ B2N : B ⊂ B1i }
and let
mi2N,N := {B ∈ B2N (B1i ) :6 ∃ G ∈ ΦN2N such that B ∩G 6= ∅}.
We note that a box B ∈ mi2N,N is untouched by any set (in Φλ) of diameter between 2−2N
and 2−N . In addition, since B ⊂ W1 it must in fact also be untouched by any set (in Φλ)
of diameter larger than 2−N and so B ⊂ C2N .
We now make two key observations. Firstly, since d(B1i , B
1
j ) ≥ 2−N whenever i 6= j,
we have that
{G ∈ GN2N : G ∩ B1i 6= ∅} ∩ {G ∈ GN2N : G ∩ B1j 6= ∅} = ∅
for any i 6= j. This of course follows since for any G ∈ GN2N we have that diam(G) < 2−N .
It follows that given the set {B11 , . . . , B1Z1}, m12N,N , . . . , mZ12N,N are all independent.
Secondly, the random collection of boxes mi2N,N have the same distribution (after
translation) as mj2N,N for any i, j ∈ {1, . . . , Z1} such that i 6= j. Furthermore, (mi2N,N )2N
(recall the notation in (1.1)) has the same distribution as mN (again after translation).
Let W2,i be a maximal subset of m
i
2N,N (using the same rule as the one used for picking
W1) such that d(B
2
j1
, B2j2) ≥ 2−2N for every B2j1, B2j2 ∈ mi2N,N with j1 6= j2. Then, let
Z2,i := |W2,i|. It follows that the sequence {Z2,i}Z1i=1 is i.d.d. and that every Z2,i has the
same distribution as Z1.
Then, let W2 = ∪Z1i=1W2,i, Z2 =
∑Z1
i=1 Z2,i = |W2| and
W2 :=
⋃
B∈W2
B.
We observe that Z2 ≤
∑Z1
i=1 |mi2N,N | ≤ |m2N |, and that W2 ⊂ C2N . Thus, Z2 is the
number of individuals in the second generation of our branching process while the boxes
of W2 make up the second generation of the corresponding family tree.
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It is clear that we can proceed with the construction for further generations in es-
sentially the same way. Of course, the general step in the construction is very similar
to the steps above, so we shall be brief. Assume therefore that (Wl,Wl, Zl) has been
constructed. First, we let {Bl1, . . . , BlZl} be an enumeration of the level lN -boxes in Wl.
We think of {Bl1, . . . , BlZl} as the offspring of generation l. Then, let
B(l+1)N (Bli) = {B ∈ B(l+1)N : B ⊂ Bli}
which are the level (l + 1)N -boxes that sits inside Bli. Furthermore, we let
mi(l+1)N,lN := {B ∈ B(l+1)N (Bli) :6 ∃ G ∈ ΦlN(l+1)N such that B ∩G 6= ∅}.
As before, the sequence (mi(l+1)N,lN )1≤i≤Zl consists of independent random variables.
Then, we define Wl+1,i for i ∈ {1, . . . , Zl} as above and let Zl+1,i := |Wl+1,i|. Finally, we
let Wl+1 = ∪Zli=1Wl,i, Zl+1 :=
∑Zl
i=1 Zl+1,i = |Wl+1| and
Wl+1 :=
⋃
B∈Wl
B.
Again, Wl+1 ⊂ C(l+1)N .
The sequence (Zl)l≥1 describes a branching process with mean offspring distribution
larger than 2αN . Since this is a supercritical process, it follows by standard theory that
P
(
lim
l→∞
Zl =∞
)
> 0.
On this event, we have thatWl 6= ∅ for every l. Furthermore, the sets Wl are all compact
and Wl ⊃ Wl+1 for every l ≥ 1, and so
C =
∞⋂
n=1
Cn =
∞⋂
l=1
ClN ⊃
∞⋂
l=1
Wl 6= ∅.
Remark: In [3], the corresponding result for the fractal ball model was proved using a
second moment method. That is, it was proved that for λ < d log 2
µ(A1) (see also Example 5.2
in Section 5) there exists c > 0 such that for every n ≥ 1,
P(|mn| > 0) ≥ E[|mn|]
2
E[|mn|2] ≥ c > 0.
Using Fatou’s lemma, this then implies that with positive probability, |mn| > 0 for every
n, and so Cn∩ [0, 1]d 6= ∅ for every n. Furthermore, in that paper the balls were open, and
so Cn ∩ [0, 1]d was compact. Therefore, one can conclude that C ∩ [0, 1]d 6= ∅. This part of
the argument will not work in the more general setup of this paper. Indeed, if Cn ∩ [0, 1]d
is not compact, the conclusion that C ∩ [0, 1]d 6= ∅ does not follow. Observe also that in
general, ⋃
B∈mn2
B 6⊂
⋃
B∈mn1
B
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whenever n1 < n2. For instance, it is entirely possible that m1 = {[0, 2−1]d} while
m2 = {[2−1, 2−1 + 2−2]d}. Therefore, the fact that |mn| > 0 for every n does not directly
imply that C ∩ [0, 1]d 6= ∅. Instead, we need to show the existence of nested, non-empty
and closed subsets of Cn∩ [0, 1]d, which is why we need the branching process construction
above.
From the proof of Theorem 3.2 we conclude the following corollary which may be of
independent interest.
Corollary 3.3. For fixed λ < d log 2
µ(A1) and any ǫ > 0, we can with positive probability embed
a branching process with growth rate at least
2d−λ
µ(A1)+ǫ
log 2 ,
within (mn)n≥1.
3.2 Upper bound
The purpose of this section is to prove that λe ≤ d log 2µ(A1) which is then combined with
Theorem 3.2 to prove Theorem 1.1.
Theorem 3.4. For any fractal model satisfying Assumptions 1, 2 and 3 we have that
λe ≤ d log 2
µ(A1) .
Proof. Start by noting that an open ball of radius 2−n−1 can be inscribed in the box
[0, 2−n]d. Therefore,
P(B ∈Mn) = P
(
[0, 2−n]d ∈Mn
)
(3.10)
≤ exp (−λµ({G ∈ Gn : D(o, 2−n−1) ⊂ G})) .
Then, let
S(G, r) := {x ∈ G : d(x, ∂G) ≥ r},
so that S(G, r) is a shrunken version of G. Obviously, D(o, r) ⊂ G implies that o ∈ G
and d(o, ∂G) ≥ r so that o ∈ S(G, r). It is also easy to see that the reverse implications
are true. Thus,
µ({G ∈ Gn : D(o, 2−n−1) ⊂ G}) = µ({G ∈ Gn : o ∈ S(G, 2−n−1)}) (3.11)
= µp({G ∈ Gn : o ∈ S(G, 2−n−1)}) =
∫
Gn
I(o ∈ S(G, 2−n−1))dµp(G),
where the second equality follows since any G ∈ Gn such that L(G) = 0 must have an
empty interior. Next, similar to the proof of Lemma 3.1, we have that∫
Gn
I(o ∈ S(G, 2−n−1))dµp(G) =
∫
Gn
L(S(G, 2−n−1))
L(G) I(o ∈ G)dµp(G). (3.12)
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Combining (3.10), (3.11) and (3.12) we then get that
P(B ∈Mn) ≤ exp
(
−λ
∫
Gn
L(S(G, 2−n−1))
L(G) I(o ∈ G)dµp(G)
)
(3.13)
= exp
(
−λ
∫
Gon
L(S(G, 2−n−1))
L(G) dµp(G)
)
= exp
(
−λ
n∑
l=1
∫
Al
L(S(G, 2−n−1))
L(G) dµp(G)
)
.
Let
bl,n :=
∫
Al
L(S(G, 2−n−1))
L(G) dµp(G)
and observe that bl,n = bl−1,n−1 in the same way that we proved (3.5). Thus, bl,n = · · · =
b1,n−l+1 for l ≤ n. Next, we have that
∞⋃
n=1
S(G, 2−n−1) = G \ ∂G.
By the monotone convergence theorem and using Assumption 2, we then get that
lim
n→∞
b1,n =
∫
A1
lim
n→∞
L(S(G, 2−n−1))
L(G) dµp(G)
=
∫
A1
L(G \ ∂G)
L(G) dµp(G) =
∫
A1
L(G \ ∂G)
L(G) I(L(∂G) = 0)dµp(G) = µp(A1) = µ(A1),
where the last equality was shown in the proof of Lemma 3.1. We conclude that b1,n ↑
µ(A1).
Consider now some λ > d log 2
µ(A1) and let ǫ > 0 be such that also
λ >
d log 2
µ(A1)− ǫ. (3.14)
There exists an N1 < ∞ such that b1,n ≥ µ(A1) − ǫ/2 for every n ≥ N1. Furthermore,
there exists N ≥ N1 such that
(N −N1)(µ(A1)− ǫ/2) ≥ N(µ(A1)− ǫ).
We then see that for every n ≥ N,
n∑
l=1
bl,n =
n∑
l=1
b1,n−l+1 =
n∑
l=1
b1,l ≥
n∑
l=N1+1
b1,l (3.15)
≥
n∑
l=N1+1
(µ(A1)− ǫ/2) = (n−N1)(µ(A1)− ǫ/2) ≥ n(µ(A1)− ǫ).
Using (3.13) and (3.15) we have that for every n ≥ N ,
E[|Mn|] ≤ 2dn exp
(
−λ
n∑
l=1
∫
Al
L(S(G, 2−n−1))
L(G) dµp(G)
)
= exp
(
nd log 2− λ
n∑
l=1
bl,n
)
≤ exp (nd log 2− λn(µ(A1)− ǫ))
= exp (n(d log 2− λ(µ(A1)− ǫ))) −→ 0,
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since d log 2− λ(µ(A1)− ǫ) < 0 by (3.14).
It follows that we must have that P(limn→∞ |Mn| = ∞) = 0, and so by Lemma 2.1
we can then conclude that
P(C(λ) ∩ [0, 1]d = ∅) = 1,
from which the statement follows.
Proof of Theorem 1.1. This is immediate from Theorems 3.2 and 3.4.
4 Proof of Theorem 1.2
The purpose of this section is to prove Theorem 1.2 and also to discuss the connection
between condition (1.4) and the notion of thin as introduced in [12]. In addition, we shall
derive an alternative expression for λe.
We start by proving Theorem 1.2 which basically just combines the proof of Theorem
3.4 with condition (1.4).
Proof of Theorem 1.2. Note that by the definition of [∂G]r, and since µp(A1) = µ(A1),
µ(A1)− b1,l =
∫
A1
1− L(S(G, 2
−l−1))
L(G) dµp(G)
=
∫
A1
L(G \ S(G, 2−l−1))
L(G) dµp(G) =
∫
A1
L([∂G]2−l−1)
L(G) dµp(G).
Furthermore,
∞∑
l=1
∫
A1
L([∂G]2−l−1)
L(G) dµp(G) ≤
∞∑
l=1
∫
A1
L([∂G]2−l)
L(G) dµp(G)
=
∫
A1
∞∑
l=1
2
∫ 2−l+1
2−l
1
2−l+1
L([∂G]2−l)
L(G) drdµp(G) ≤ 2
∫
A1
∫ 1
0
1
r
L([∂G]r)
L(G) drdµp(G) <∞,
where the last inequality is condition (1.4). Therefore, as in the proof of Theorem 3.4,
we have that for λ = λe
E[|Mn|] ≤ exp
(
dn log 2− λe
n∑
l=1
b1,l
)
(4.1)
= exp
(
d log 2
µ(A1)
(
nµ(A1)−
n∑
l=1
b1,l
))
= exp
(
d log 2
µ(A1)
n∑
l=1
∫
A1
L([∂G]2−l−1)
L(G) dµp(G)
)
≤ exp
(
d log 2
µ(A1)
∞∑
l=1
∫
A1
L([∂G]2−l−1)
L(G) dµp(G)
)
<∞.
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We conclude that lim supn→∞ E[|Mn|] < ∞, and the statement follows by using Lemma
2.1 as before.
Remark: It is clear from the proofs of Theorems 1.1 and 1.2, that for a fractal model
µ satisfying Assumptions 1, 2 and 3, µ0 is irrelevant when it comes to the question of
covering subsets of Rd. However, this is not apriori obvious, which is why we chose not
to restrict our attention to measures µ such that µ = µp.
In order to proceed, we will consider a particular way of constructing scale invariant
measures µ. We shall be somewhat informal, the missing details can be found in [12]. We
note that the models considered in [12] do not have a cutoff as we have imposed on µ here.
Instead, they consider the model in a bounded domain D where any set G ∈ Φλ(µ) such
that G ∩ (∂D ∪Dc) 6= ∅ is removed. However, this has little impact on the construction.
Let L(G) denote the center of mass of G. This creates a sort of ”anchor” for the set G,
and in fact any such anchor would do.
Let νo be a finite measure on sets H ⊂ Rd such that diam(H) = 1 and L(H) = o, and
consider the product measure
νo × ρ−(d+1)dρ×L(dx).
Using the transformation G = ρH + x we can define a scale invariant measure µ with
cutoff 1, through∫
F (G)dµ(G) :=
∫
Rd
∫ 1
0
∫
F (ρH + x)dνo × ρ−(d+1)dρ×L(dx),
where F is in some suitable class of functions. Furthermore, any scale invariant measure
µ can be constructed in such a way (see again [12]). There is a tiny difference in that
we assume that µ is a measure on {G ⊂ Rd : diam(G) < 1} rather than {G ⊂ Rd :
diam(G) ≤ 1}. However, this is only a technical nuisance. The condition of µ being thin
is defined in [12] to mean that
∫ 1
0
1
r
∫
L(E(H, r) \ S(H, r))dνo(H)dr <∞. (4.2)
We now turn to the proof of Proposition 1.3 which relates Assumption 2 with condi-
tions (1.4) and (4.2).
Proof of Proposition 1.3. We start by proving (i). If µ is thin, it follows from (4.2)
that
∫ L(∂H)dνo(H) = 0. Therefore νo is supported on sets such that L(∂H) = 0. It
follows that this is also the case for the measure µ, and so Assumption 2 holds.
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In order to show that µ being thin implies condition (1.4) we observe that∫
A1
L([∂G]r)
L(G) dµp(G) =
∫
A1
L([∂G]r)
L(G) I(L(G) > 0)dµ(G) (4.3)
=
∫ 1
1/2
∫
Rd
∫ L((ρH + x) \ S(ρH + x, r))
L(ρH + x) I(o ∈ ρH + x)I(L(H) > 0)
1
ρd+1
dνo(H)L(dx)dρ
=
∫ 1
1/2
∫
Rd
∫ L(ρH \ S(ρH, r))
L(ρH) I(o ∈ ρH + x)I(L(H) > 0)
1
ρd+1
dνo(H)L(dx)dρ
=
∫ 1
1/2
∫ L(H \ S(H, r/ρ))
L(H) L(ρH)I(L(H) > 0)
1
ρd+1
dνo(H)dρ
=
∫ 1
1/2
∫
L([∂H ]r/ρ)1
ρ
dνo(H)dρ ≤ log 2
∫
L([∂H ]2r)dνo(H).
Thus, ∫
A1
∫ 1
0
1
r
L([∂G]r)
L(G) drdµp(G) ≤ log 2
∫ 1
0
1
r
∫
L([∂H ]2r)dνo(H)dr
≤ C + log 2
∫ 1/2
0
1
r
∫
L([∂H ]2r)dνo(H)dr
= C + log 2
∫ 1
0
1
r
∫
L([∂H ]r)dνo(H)dr
≤ C + log 2
∫ 1
0
1
r
∫
L(E(H, r) \ S(H, r))dνo(H)dr,
and so we see that (4.2) indeed implies condition (1.4).
We now turn to (ii). By a slight adjustment we can reverse the inequality in (4.3).
Furthermore, if the measure µ is supported on compact sets, then [∂H ]r ⊃ ∂H for every
r ≥ 0, and so∫
A1
L([∂G]r)
L(G) dµp(G) ≥ log 2
∫
L([∂H ]r)dνo(H) ≥ log 2
∫
L(∂H)dνo(H).
Hence,
log 2
∫ 1
0
1
r
∫
L(∂H)dνo(H)dr ≤
∫ 1
0
1
r
∫
A1
L([∂G]r)
L(G) dµp(G)dr,
and so if condition (1.4) holds, we must have that
∫ L(∂H)dνo(H) = 0, which implies
Assumption 2.
In order to prove that condition (1.4) does not imply Assumption 2 in general, we will
construct a counterexample. Let x1, x2, . . . be an enumeration of the rational points in
[0, 1]d, where d ≥ 2, and let Box(x, r) denote an open box centred at x with side length
r. Then, we define
H :=
∞⋃
k=1
Box(xk, 2
−k−1).
We see that H is open and that L(H) ≤ 2−d. We pick our measure νo as being unit mass
on the set H. Obviously diam(H) > 1, but this is easily rectified and left for the reader.
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We have that ∂H ⊃ [0, 1]d \ H so that L(∂H) ≥ 1 − 2−d and so Assumption 2 cannot
hold for this choice of H .
Observe that
L([∂Box(x, s)]r) =
{
sd if s ≤ 2r
sd − (s− 2r)d if s > 2r.
Observe also that since the boxes Box(xk, 2
−k−1) and Box(xl, 2−l−1) can overlap for k 6= l,
there exists some c = c(d) <∞ independent of r and such that
L([∂H ]r) ≤
∞∑
k=1
L([∂Box(xk, 2−k−1)]r)
≤
⌈− log2 r⌉−3∑
k=1
2−dk−d − (2−k−1 − 2r)d +
∞∑
k=⌈− log2 r⌉−2
2−dk−d
≤ cr
2
+
⌈− log2 r⌉−3∑
k=1
2−dk−d(1− (1− r2k+2)d) ≤ cr
2
+
⌈− log2 r⌉−3∑
k=1
2−dk−ddr2k+2 ≤ cr,
where we use that d ≥ 2. Furthermore, we also used that if k ≤ ⌈− log2 r⌉ − 3 then
r2k+2 ≤ r2⌈− log2 r⌉−1 ≤ 1 and that 1− (1 − x)d ≤ dx whenever 0 ≤ x ≤ 1. Obviously, we
here have that µ = µp and using (4.3) we see that∫ 1
0
1
r
∫
A1
L([∂G]r)
L(G) dµp(G)dr ≤ log 2
∫ 1
0
1
r
∫
L([∂H ]2r)dνo(H) <∞,
and so condition (1.4) holds.
Finally, we prove (iii) by constructing an example satisfying Assumption 2 but not
condition (1.4). This construction will be done sequentially, i.e. we will construct closed
sets K1, K2, . . . ⊂ [0, 1]d and then define H := (∩∞n=1Kn)c . Every set Kn will be the union
of a set of boxes Kn ⊂ Bn so that by definition of Bn,
Kn :=
⋃
B∈Kn
B ⊂ [0, 1]d.
Let K1 = B1 so that K1 = [0, 1]d. Then, let K2 be the set of boxes B ∈ B2 such that
B = x + [0, 2−2]d where x1 + · · · + xd is an even number. Note that K2 consists of
22d/2 boxes in a (d-dimensional) chequerboard pattern. In general, let Kn+1 consist of
⌈2d(n+1)/(n+1)⌉ boxes of Bn+1, picked so that Kn+1 ⊂ Kn, and such that for any B ∈ Kn,
there exists B′ ∈ Kn+1 such that B′ ⊂ B. This condition makes sure that the box B ∈ Kn
is not removed in its entirety. It is straightforward to see that this is possible as we now
(somewhat informally) explain. Observe that the set Kn can be written as a union of
2d⌈2dn/n⌉ boxes from Bn+1. Therefore, the number of boxes that needs to be deleted in
order to create Kn+1 can be bounded by
2d⌈2dn/n⌉ − ⌈2d(n+1)/(n+ 1)⌉ ≤ 2d(n+1)
(
1
n
− 1
n + 1
)
+ 1 =
2d(n+1)
n(n+ 1)
+ 1 ≤ 1
2
2d⌈2dn/n⌉,
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where the last inequality holds for n ≥ 2 and d ≥ 2. However, a similar calculation for
n = 1 shows that for any d ≥ 2 and any n ≥ 1,
2d⌈2dn/n⌉ − ⌈2d(n+1)/(n+ 1)⌉ ≤ 1
2
2d⌈2dn/n⌉.
Therefore, in every step of the construction, at least half of the boxes are kept and so it
is always possible to keep at least one level (n+ 1) subbox of B ∈ Kn.
We then note that since Hc =
⋂∞
n=1Kn is closed, we must have that
L(∂H) = L(Hc) = lim
n→∞
L(Kn) = lim
n→∞
⌈2dn/n⌉2−dn = 0,
and so Assumption 2 is satisfied. We also note that for every B ∈ Kn there exists x ∈ Hc
such that x ∈ B. This follows from the constraint in the construction of Kn+1 from Kn
which implies that B ∩Kn 6= ∅ for every n ≥ 1, and so B ∩Hc 6= ∅ by compactness. This
in turn implies that d(y,Hc) ≤ √d2−n for every y ∈ Kn and so [∂H ]
√
d2−n ⊃ Kn \Hc for
every n ≥ 1. Thus, for √d2−n ≤ r ≤ √d2−n+1
L([∂H ]r) ≥ L([∂H ]
√
d2−n) ≥ L(Kn \Hc) = L(Kn) = ⌈2dn/n⌉2−dn ≥ 1/n.
Therefore, by letting νo be unit mass on H we see that∫ 1
0
1
r
∫
L([∂H ]r)dνo(H)dr ≥
∞∑
n=d
∫ √d2−n+1
√
d2−n
1√
d2−n+1
1
n
dr =
∞∑
n=d
1
2n
=∞,
and so condition (1.4) is not satisfied.
Remarks: Informally, the example in part (ii) of Proposition 1.3 works since the the set
H has a small inner boundary but a large outer boundary.
Similar to (4.3), one obtains that
µ(G : G ∩D(o, 1) 6= ∅, δ ≤ diam(G) ≤ 1)
=
∫ 1
δ
∫
Rd
∫
I(o ∈ E(ρH + x, 1)) 1
ρd+1
dνo(H)L(dx)dρ
=
∫ 1
δ
∫
L(E(H, 1/ρ))1
ρ
dνo(H)dρ,
which is finite whenever νo is finite. Thus, the finiteness of νo is equivalent to Assumption
1. However, if we allow ourselves to consider also infinite measures νo, it is possible to
find an example so that condition (1.4) is satisfied while Assumption 1 is not. We will
give an informal description of how this is done. Let νo be a measure on sets [0, 1]× [0, h]
given by νo(L(H) ≥ l) =
∫ 1
l
h−3/2dh. Obviously, νo is then an infinite measure. However,
we see that ∫
L([∂H ]r)dνo(H) ≤
∫ 2r
0
h−1/2dh+ 4
∫ 1
2r
rh−3/2dh ≤ C√r,
and as above we get that condition (1.4) is satisfied.
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We now proceed to find the canonical expression for λe mentioned in the Introduction.
To that end, observe that as above,
µ(A1) =
∫ 1
1/2
∫
Rd
∫
I(o ∈ ρH + x) 1
ρd+1
dνo(H)L(dx)dρ (4.4)
=
∫ 1
1/2
∫
L(H)1
ρ
dνo(H)dρ = log 2
∫
L(H)dνo(H) = νo(L(H)) log 2.
Thus we may write λe as
λe =
d
νo(L(H)) . (4.5)
This expression relates the critical value λe to the νo-measure of the volume of sets of
diameter one. Of course, while νo must be finite by Assumption 1, it does not have to be
a probability measure.
We end this section by giving the proof of Corollary 1.4.
Proof of Corollary 1.4. It follows from Assumption 2 that νo(L(H)) = νo(L(H ∪∂H))
and so the statement follows immediately from (4.5).
Remark: In a similar manner, if νo, ν
′
o are both point masses on two different sets having
the same volume, then λe(νo) = λe(ν
′
o).
5 Examples
In this section we will briefly review some examples. We will avoid delving into lengthy
calculations and discussions and will not give precise references to well known results
(e.g. the fractal dimension of the boundary of a von Koch snowflake). Furthermore,
although one could in principle just normalize the measure µ in every example (so that
say µ(A1) = 1) this would obviously defeat the purpose. Therefore, the normalizations
in the examples are what we consider to be canonical.
It is convenient to have the following proposition which makes it easier to verify con-
dition (1.4). Here, dimB(∂H) denotes the so called upper box (or Minkowski) dimension
of the set ∂H . We will not review this concept here but rather refer to Chapter 3 of [7].
Proposition 5.1. Assume that νo is concentrated on a finite collection of sets H1, . . . , HK
such that maxk=1,...,K dimB(∂Hk) < d. Then the resulting measure µ is thin.
Proof. As before, we let D(x, r) denote a ball of radius r centred at x. Let Pr(Hk) denote
a minimal collection of points such that
∂Hk ⊂
⋃
x∈Pr(Hk)
D(x, r).
Since any point y ∈ E(Hk, r) \ S(Hk, r) must be within distance at most r from the
boundary, it follows that y ∈ D(x, 2r) for some x ∈ Pr(Hk). Thus,
E(Hk, r) \ S(Hk, r) ⊂
⋃
x∈Pr(Hk)
D(x, 2r),
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and so L(E(Hk, r)\S(Hk, r)) ≤ |Pr(Hk)|(2r)d. Let α be such that maxk=1,...,K dimB(∂Hk) <
α < d. It follows that for any r small enough we must have that |Pr(Hk)| ≤ r−α for
k = 1, . . . , K. Therefore,
L(E(Hk, r) \ S(Hk, r)) ≤ r−α(2r)d = 2drd−α,
and so we see that (4.2) is satisfied.
Our first example connects the results of this paper with previous research.
Example 5.2. The fractal ball model.
In this example we shall briefly consider the classical fractal Poisson ball model. Let
ν(dr) = r−d−1dr be a measure on (0, 1/2] and let µ = L × ν be the product measure on
R
d×(0, 1/2]. We can view µ as a measure onG by associating a point (x, r) ∈ Rd×(0, 1/2]
with the ball (open or closed) D(x, r) of radius r. The measure µ is then taken to be the
intensity measure of the fractal ball model, and it is not hard to prove that it is indeed
scale invariant and satisfies Assumptions 1, 2 and 3. Furthermore,
µ(A1) =
∫
Rd
∫ 1/2
1/4
I(o ∈ D(x, r))ν(dr)L(dx) =
∫ 1/2
1/4
vdr
dr−d−1dr = vd log 2,
where vd denotes the volume of the unit ball in R
d. Thus, by Theorem 1.1 we have that
λe =
d log 2
µ(A1) =
d
vd
.
Alternatively, we can use the construction of Section 4 with νo being unit mass on the
unit ball to obtain the same result.
Using Proposition 5.1 we see that µ is thin, and so by Proposition 1.3, condition
(1.4) is satisfied. Thus, it follows from Theorem 1.2 that the Poisson ball model satisfies
C(λe) = ∅. This was previously proven in [3] for the case of open balls.
Our next example considers a somewhat more irregular ”fundamental” shape than
balls. In particular, the shape is non-convex and has a fractal boundary.
Example 5.3. The scale invariant von Koch snowflake model.
An early example of a set with a fractal boundary is the so-called von Koch snowflake
(see for instance [7] p. xiv for a construction) which is a subset of R2. We will let S(x, l, θ)
denote such a snowflake with diameter l and orientation θ compared to some chosen base
direction. The boundary of the snowflake is known to have box dimension log 4/ log 3
while the area of S(x, l) equals 3
√
3
10
l2. We can easily turn this into a scale invariant
snowflake model by a construction similar to Example 5.2 as we now explain. Let Θ be
uniform measure on [0, 2π) and let ν(dl) = l−3dl on (0, 1] (note that l denotes the diameter
while r in the previous example was the radius). Then, we let µ = L× ν ×Θ be product
measure on Rd×(0, 1]× [0, 2π) and to any point (x, l, θ) ∈ Rd×(0, 1]× [0, 2π) we associate
a snowflake S(x, l, θ). Then, using µ as our intensity measure we have constructed a scale
invariant Poisson snowflake model. It is easy to check that Assumptions 1, 2 and 3 are
all satisfied for this model.
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Furthermore we have that
µ(A1) =
∫ 1
1/2
∫
R2
∫ 2π
0
I(o ∈ S(x, l, θ))dΘL(dx)ν(dl)
=
∫ 1
1/2
∫
R2
I(o ∈ S(x, l, 0))dL(x)ν(dl) =
∫ 1
1/2
3
√
3
10
l2l−3dl =
3
√
3
10
log 2,
and so according to Theorem 1.1 we obtain
λe =
2 log 2
µ(A1) =
20
3
√
3
.
Here, we could also have used νo being a rotational invariant measure on snowflakes of
diameter 1 centred at o.
In addition we can use Propositions 5.1 (the fact that we add rotation to the snowflakes
does not change anything) and 1.3 to conclude that µ satisfies condition (1.4). Then,
Theorem 1.2 tells us that for λ = λe, R
2 is almost surely covered by scale invariant
snowfall.
Example 5.4. The Brownian loop soup
The Brownian loop soup was introduced in [9] and has since received much attention as
it is intimately connected to the theory of so-called Schramm-Loewner Evolution (SLE)
and Conformal Loop Ensembles (CLE) (see for instance [8]). The Brownian loop measure
µloop is a scale invariant measure on Brownian loops in the plane. In this example we will
impose a cutoff on the diameter of the loops so that no loop has diameter larger than
1. Furthermore, given a loop γ of the loop soup, we define the set G as the complement
of the unbounded component created by γ. The measure µ is then defined to be the
measure on the sets G induced by the outer boundaries of the loops as we just described.
It is known (see for instance [4] Lemma B.8 p. 266) that in this case we have that
µ(A1) = 1
5
log 2,
from which it follows that
λe =
2 log 2
µ(A1) = 10.
Furthermore, it is proven in [12] Lemma 4 that while the Brownian loop soup in itself is
not thin, the measure µ on the induced sets G is. Therefore, also this example satisfies
the conditions of Theorem 1.2 and so C(λe) = ∅.
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