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Tässä työssä pureudutaan diskreettiaikaiseen Markovin ketjuun, sen ominaisuuksiin ja kah-
teen esimerkkisovelluskohteeseen. Aluksi tutustutaan stokastisuuteen, Markovin ketjuun ja aika-
homogeenisyyteen. Jos prosessin tila Xk ajanhetkellä k ei ole riippuvainen ainoastaan sitä edel-
täneestä tilasta Xk 1, kyseessä ei ole Markovin ketju.
Markovin ominaisuus tarkoittaa prosessin muistittomuutta ja vahva Markovin ominaisuus lisää ter-
miin satunnaisen nykyhetken, pysähdyshetken.
Aiheen laajan lähdemateriaalin vuoksi vahvan Markovin ominaisuuden käsittelyn jälkeen työssä
esitellään hyvin pintapuolisesti tärkeitä määritelmiä, jotta viimeiseen teoriakappaleeseen, jossa
käsitellään Markovin ketjun lähestymistä tasapainotilaa kohti, voidaan edetä.
Työssä tarkastellaan Markovin ketjua ajan lähestyessä äärettömyyttä. Todennäköisyysvektorin
olemassaolo todistetaan kytkentämenetelmällä.
Työn lopussa on kaksi esimerkkiä Markovin ketjun hyödyntämisestä arkielämässä. Esimerkeissä
käydään läpi yksinkertainen Markovin ketju sekä Markovin ketju tasapainotilassa.
Avainsanat: Markovin ketju, stokastinen prosessi, vahva Markovin ominaisuus, Markovin ketju
tasapainotilassa
Tämän julkaisun alkuperäisyys on tarkastettu Turnitin OriginalityCheck -ohjelmalla.
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11 JOHDANTO
Andrey Markov (1856-1922) oli venäläinen matemaatikko, joka tunnetaan parhaiten hä-
nen työstään stokastisten prosessien parissa. Vuonna 1906 hän julkaisi ensimmäisen tut-
kimustuloksensa. Tutkimuksessaan hän todisti, että tiettyjen ehtojen mukaisen Markovin
ketjun keskimääräinen tila lähestyy sen tilatodennäköisyysvektorin jakaumaa. Myöhem-
mässä tutkimuksessaan hän todisti, että keskeinen raja-arvolause on kyseisillä Markovin
ketjuilla voimassa.
Vuonna 1913 Markov [6] tutki venäjänkielisen tekstin kirjaimien keskimääräistä jakautu-
mista vokaaleiksi ja konsonanteiksi. Hän valitsi 20 000 kirjainta pitkän osan Alexander
Pushkinin kirjasta Eugene Onegin nähdäkseen, voiko kyseisen tekstin avulla approksi-
moida yksinkertaisen Markovin ketjun ja sen avulla arvioida kirjainten jakautumista. Teks-
tin perusteella hän sai luotua Markovin ketjun, jolla on siirtymämatriisi
 Vokaali Konsonantti
Vokaali 0:128 0:872
Konsonantti 0:663 0:337
!
:
Siirtymämatriisin vasemmalla puolella on lähtötila ja yläpuolella on siirtymän jälkeinen ti-
la. Esimerkiksi vokaalista konsonanttiin siirtymisen todennäköisyys on 87,2 prosenttia ja
vastaavasti konsonantista vokaaliin siirtymisen todennäköisyys on 66,3 prosenttia. Ky-
seisen Markovin ketjun pysyvä todennäköisyysvektori on (0.432, 0.568). Pysyvän toden-
näköisyysvektorin ensimmäinen alkio tarkoittaa tässä yhteydessä vokaalien määrää ja
toinen alkio konsonanttien määrää. Pysyvän todennäköisyysvektorin avulla voidaan siis
arvioida, että venäjänkielisestä tekstistä noin 43,2 prosenttia kirjaimista on vokaaleja ja
noin 56,8 prosenttia on konsonantteja.
Nykyisin Markovin ketjun sovelluskohteita löytyy paljon niin teoriatasolta kuin arkielämäs-
sä. Markovin ketjua ja sen johdannaisia hyödynnetään esimerkiksi taloustieteissä [1], pu-
heentunnistuksessa [3], verkon selaamisen ennustamisessa [4] ja jopa musiikin luomi-
sessa [5].
Pohjimmiltaan Markovin ketju on yksinkertainen matemaattinen stokastinen prosessi, jon-
ka avulla voidaan mallintaa ja analysoida tapahtumaketjuja, joissa eri tilaan siirtymisen
todennäköisyys riippuu siirtymää edeltäneestä tilasta. Markovin ketju on toisin sanoen
muistiton prosessi. Prosessi on aikahomogeeninen, mikäli sen käyttäytymiseen vaikutta-
vat ainoastaan tilojen väliset siirtymät.
2Markovin ketju määritellään tilatodennäköisyysvektorin ja siirtymämatriisin perusteella.
Tilatodennäköisyysvektori kuvaa todennäköisyyttä päätyä tiettyyn tilaan tietyllä ajanhet-
kellä. Siirtymämatriisi kuvaa kunkin tilan välisen siirtymän todennäköisyyttä. Näiden kah-
den avulla voidaan laskea tilasta toiseen siirtymisen todennäköisyys halutulla aikavälillä.
Tässä työssä keskitytään diskreettiaikaiseen Markovin ketjuun, sen määritelmiin sekä
ominaisuuksiin. Työn tavoitteena on esitellä Markovin ketju opetuskäyttöä varten. Työn
alussa käydään läpi Markovin ketjun tärkeitä ominaisuuksia, lauseita ja määritelmiä, jon-
ka jälkeen tutkitaan vahvaa Markovin ominaisuutta. Tämän jälkeen esitellään muutamia
tarpeellisia määritelmiä ja ominaisuuksia hyvin pintapuolisesti, jonka jälkeen syvennytään
tutkimaan prosessin käyttäytymistä ajan lähestyessä ääretöntä. Lopuksi tehdään kaksi
esimerkkitehtävää Markovin ketjun sovelluskohteista.
32 DISKREETTIAIKAINEN MARKOVIN KETJU
Tässä luvussa käsitellään diskreettiaikaisen Markovin ketjun tärkeitä ominaisuuksia ja
määritelmiä.
Esitellään aluksi todennäköisyysavaruus (
;F ;P). Otosavaruus 
 koostuu kaikista mah-
dollisista tuloksista numeroituvassa joukossa S. Esimerkiksi yksinkertaisen arpalipuk-
keen otosavaruus on 
 = fvoitto; ei voittoag. Tapahtumajoukko F koostuu otosavaruu-
den kaikista osajoukoista. Esimerkiksi mikäli arpalipukkeen otosavaruus on 
 =
fvoitto; ei voittoag, sen kaikki mahdolliset tapahtumat ovat fg ; fvoittog ; fei voittoag ja
fvoitto; ei voittoag. Funktiota P käytetään kunkin tapahtuman todennäköisyyden laske-
miseen. Esimerkiksi P(fvoittog) tarkoittaa arpalipukkeen voiton todennäköisyyttä.
Seuraavassa kappaleessa käsitellään prosesseja X = fXn; n 2 Ng, jotka ovat määritelty
todennäköisyysavaruudessa (
;F ;P). MuuttujienXn arvot kuuluvat numeroituvaan jouk-
koon S ja ne toteuttavat myöhemmin määriteltävän Markovin ominaisuuden. Joukkoa S
kutsutaan tila-avaruudeksi. Ajanhetkeä ilmaistaan alaindeksillä n.
2.1 Diskreettiaikaisen Markovin ketjun perusteita
Tämän luvun lähteenä käytetään Bruno Sericolan kirjan [8] lukua 1.1.
Määritelmä 2.1. Stokastinen prosessi X = fXn; n 2 Ng tila-avaruudessa S on diskreet-
tiaikainen Markovin ketju, jos se täyttää seuraavat ehdot:
 kaikilla ajanhetkillä n  0, Xn 2 S,
 kaikilla ajanhetkillä n  1 ja jokaisella (Siirtymä)tilalla i0; i1 : : : ; in 1; in 2 S on voi-
massa
P fXn = injXn 1 = in 1; : : : ; X0 = i0g = P fXn = injXn 1 = in 1g :
Tällöin Markov-prosessin tila Xk ajanhetkellä k on riippuvainen ainoastaan sitä edeltä-
neestä tilasta Xk 1. Seuraava tila riippuu ainoastaan tämän hetken tilasta. Markovin ket-
ju on muistiton – menneisyys ja tulevaisuus ovat toisistaan riippumattomia.
Määritelmä 2.2. Tila-avaruudessa S määritellyn diskreettiaikaisen Markovin ketjun X =
fXn; n 2 Ng sanotaan olevan aikahomogeeninen, mikäli kaikilla ajanhetkillä n; k 2 N ja
4jokaisella tilalla i; j 2 S on voimassa
P fXn+k = jjXk = ig = P fXn = jjX0 = ig :
Aikahomogeeninen Markovin ketju on toisin sanoen ajasta riippumaton. Sen sijaan tilojen
väliset siirtymät vaikuttavat prosessin käyttäytymiseen. Tästä eteenpäin tässä luvussa
käsitellään vain aikahomogeenisia Markovin ketjuja.
Seuraavaksi käsitellään Markovin ketjun X siirtymämatriisia P . Olkoon jokaisella tilalla
i; j 2 S siirtymätodennäköisyys Pi;j = P fXn = jjXn 1 = ig. Määritellään siirtymämatriisi
P asettamalla
P = (Pi;j)i;j2S :
Määritelmän mukaan jokaiselle tilalle i; j 2 S on olemassa siirtymätodennäköisyydet
Pi;j  0 ja
X
j2S
Pi;j = 1 jokaisella i 2 S:
Matriisia, jolla kaksi edeltävää ominaisuutta ovat voimassa, kutsutaan stokastiseksi mat-
riisiksi. Asetetaan siirtymämatriisille Pn kerroin (i; j) ja esitetään se muodossa (Pn)i;j .
Määritellään siirtymämatriisi ajanhetkellä n = 0 identiteettimatriisiksi P 0 = I. Identiteetti-
matriisin dimensio on tässä tapauksessa numeroituvan joukon S mahtavuuden jSj suu-
ruinen [3, s.2]. Käsitellään sitten tilatodennäköisyysvektoria . Tilatodennäköisyysvektori
 sisältää Markovin ketjun X alkuperäisten alkioiden jakauman. Kirjoitetaan tilatodennä-
köisyysvektori  muodossa  = (i; i 2 S) ja määritellään sen alkioiden arvot:
i = P fX0 = ig
Täten jokaista tilaa i 2 S kohtaan on olemassa sellainen tilatodennäköisyysvektori , että
i  0 ja
X
i2S
i = 1:
Lause 2.1. Prosessi X = fXn; n 2 Ng numeroituvassa joukossa S on Markovin ketju,
jolla on tilatodennäköisyysvektori ja siirtymämatriisi P , jos ja vain jos kaikilla ajanhetkilla
n  1 ja jokaisella tilalla i0; i1; : : : ; in on voimassa
P fXn = in; : : : ; X0 = i0g = i0Pi0;i1   Pin 1;in : (2.1)
Todistus. Jos prosessi X = fXn; n 2 Ng on Markovin ketju, sillä on olemassa funktio
P fXn = in; : : : ; X0 = i0g
= P fXn = injXn 1 = in 1gP fXn 1 = in 1; : : : ; X0 = i0g
= P fXn 1 = in 1; : : : ; X0 = i0gPin 1;in :
5Iteroimalla funktion P fXn 1 = in 1; : : : ; X0 = i0g yli n  1 kertaa saadaan tulokseksi
P fXn = in; : : : ; X0 = i0g = P fX0 = i0gPi0;i1   Pin 1;in
= i0Pi0;i1   Pin 1;in :
Oletetaan kääntäen, että kaava (2.1) on voimassa. Tällöin on olemassa funktio P fX0 = i0g =
i0 . Nyt kaikilla ajanhetkillä n  1
P fXn = injXn 1 = in 1; : : : ; X0 = i0g
=
P fXn = in; Xn 1 = in 1; : : : ; X0 = i0g
P fXn 1 = in 1; : : : ; X0 = i0g
=
i0Pi0;i1   Pin 1;in
i0Pi0;i1   Pin 2;in 1
= Pin 1;in
= P fXn = injXn 1 = in 1g :
Prosessi X on siis Markovin ketju, jolla on tilatodennäköisyysvektori  sekä siirtymämat-
riisi P .
Todistus osoittaa, että diskreettiaikainen Markovin ketju määritellään täysin sen tilatoden-
näköisyysvektorin  ja siirtymämatriisin P perusteella.
Lause 2.2. Olkoon X sellainen Markovin ketju tila-avaruudessa S, että sillä on tilatoden-
näköisyysvektori  ja siirtymämatriisi P . Tällöin jokaisella ajanhetkellä n  0 ja jokaista
tilaa i; j 2 S kohtaan ovat voimassa
1. P fXn = jjX0 = ig = (Pn)i;j ,
2. P fXn = jg = (Pn)j .
Todistus. 1. Kaikilla ajanhetkillä m;n  0 on voimassa
P fXn+m = jjX0 = ig =
X
k2S
P fXn+m = j;Xn = kjX0 = ig
=
X
k2S
P fXn+m = jjXn = k;X0 = igP fXn = kjX0 = ig
=
X
k2S
P fXn+m = jjXn = kgP fXn = kjX0 = ig
=
X
k2S
P fXm = jjX0 = kgP fXn = kjX0 = ig ;
missä yhtälön kolmannella rivillä hyödynnetään Markovin ominaisuutta ja neljännel-
lä rivillä hyödynnetään Markovin ketjun X aikahomogeenisyyttä.
Määrittelemällä Pi;j(n) = P fXn = jjX0 = ig saadaan yhtälön alin rivi muotoon
Pi;j(n+m) =
X
k2S
Pi;k(n)Pk;j(m):
6Jos matriisi Pi;j(n) ilmaistaan matriisina P (n), saadaan
P (n+m) = P (n)P (m).
Näitä yhtälöitä kutsutaan Chapman-Kolmogorov -yhtälöiksi. Erityisesti, kun P (1) =
P , saadaan
P (N) = P (n  1)P = P (n  2)P 2 =    = Pn.
2. Kohdan 1 nojalla
P fXn = jg =
X
i2S
P fXn = jjX0 = igP fX0 = ig
=
X
i2S
i(P
n)i;j
= (Pn)j :
Todistus osoittaa, että jos matriisi P on stokastinen, myös matriisi Pn on stokastinen
kaikilla ajanhetkillä n  2.
Lause 2.3. Jos X on Markovin ketju, niin kaikilla ajanhetkillä
fn;m; kjn  0; 0  k  n;m  1g
ja jokaisella tilalla ik; : : : ; in 2 S; j1; : : : ; jm 2 S on voimassa
PfXn+m = jm; : : : ; Xn+1 = j1jXn = in; : : : ; Xk = ikg
= P fXm = jm; : : : ; X1 = j1jX0 = ing :
Todistus. Käyttämällä Lausetta (2.1) saadaan
P fXn+m = jm; : : : ; Xn+1 = j1jXn = in; : : : ; Xk = ikg
=
P fXn+m = jm; : : : ; Xn+1 = j1; Xn = in; : : : ; Xk = ikg
P fXn = in; : : : ; Xk = ikg
=
P
i0;:::;ik 12S P fXn+m = jm; : : : ; Xn+1 = j1; Xn = in; : : : ; X0 = i0gP
i0;:::;ik 12S P fXn = in; : : : ; X0 = i0g
=
P
i0;:::;ik 12S i0Pi0;i1   Pik 1;ikPik;ik+1Pin 1;inPin;j1 Pjm 1;jmP
i0;:::;ik 12S i0Pi0;i1   Pik 1;ikPik;ik+1in 1;in
= Pin;j1   Pjm 1;jm
= P fXm = jm; : : : ; X1 = j1jX0 = ing ;
mikä todistaa lauseen.
72.2 Vahva Markovin ominaisuus
Tässä luvussa lähteenä käytetään Bruno Sericolan kirjan [8] lukua 1.2.
Käsitellään vahvaa Markovin ominaisuutta. Markovin ominaisuus tarkoittaa prosessin muis-
tittomuutta – kun prosessin X tulevaisuus ja menneisyys ovat toisistaan riippumatto-
mia, sillä on voimassa Markovin ominaisuus. Vahva Markovin ominaisuus lisää käsittee-
seen tunnetun satunnaisen nykyhetken, jota kutsutaan pysähdyshetkeksi. Vahva Marko-
vin ominaisuus on stokastisissa prosesseissa hyvin oleellinen käsite. Olkoon Markovin
ketju X = fXn; n 2 Ng 2 S määritelty todennäköisyysavaruudessa (
;F ;P). Ilmaistaan
tapahtumien -algebraa X0; : : : ; Xn kaikilla ajanhetkillä n  0 sellaisena tapahtumajouk-
kona Fn, että
Fn =
f! 2 
j(X0(!); : : : ; Xn(!)) 2 Bng ; Bn 2 P(Sn+1)	 ;
missä joukko P(E) on joukon E kaikkien osajoukkojen muodostama joukko ja joukko
Sn+1 ilmaisee jokaisen (n+1)-dimensiollisen vektorin muodostamaa joukkoa, missä vek-
torialkioina ovat joukon S muodostavat tilat. Jokaisella tilalla i 2 S on olemassa todennä-
köisyysjakauma i = (ij ; j 2 S). Määritellään todennäköisyysjakauma
ij = 1i=j :
Todennäköisyysjakauma ij on siis funktio, jonka arvo on
ij =
8<:0, kun i 6= j;1, kun i = j
ja sitä kutsutaan Kroneckerin deltaksi.
Lause 2.4. Jos prosessi X = fXn; n 2 Ng on Markovin ketju tila-avaruudessa S, kaikilla
ajanhetkillä n  0 ja jokaisella tilalla i 2 S on ehdollinen tila fXn = ig. Tällöin Markovin
ketjulla fXn+p; p 2 Ng on alkutodennäköisyysjakauma i ja siirtymätodennäköisyysmat-
riisi P , jotka ovat riippumattomia prosessin tilasta (X0; : : : ; Xn). Tällöin jokaisella tapah-
tumajoukolla A 2 Fn, kaikilla ajanhetkillä m  1 ja jokaisella tilalla j1; : : : ; jm 2 S on
voimassa
PfXn+m = jm; : : : ; Xn+1 = j1; AjXn = ig
= P fXm = jm; : : : ; X1 = j1jX0 = igP fAjXn = ig :
Todistus. Todistukseen riittää, että osoitetaan tuloksen olevan voimassa, kun
A = fXn = in; Xn 1 = in 1; : : : ; X0 = i0g :
Joukko A on siis erillisten joukkojen unioni. Täten yleisen tapauksen ratkaisemiseksi riit-
tää, että käytetään -algebran -additiivisuutta. Riittää, että osoitetaan tapaus, jossa tila
8in = i, sillä vastakkaisessa tapauksessa molemmat tilat ovat tyhjiä.
Olkoon joukkoA = fXn = i;Xn 1 = in 1; : : : ; X0 = i0g. Markovin ominaisuuden ja Lauseen
2.3 nojalla
PfXn+m = jm; : : : ; Xn+1 = j1; AjXn = ig
= P fXn+m = jm; : : : ; Xn+1 = j1jXn = i; AgP fAjXn = ig
= P fXn+m = jm; : : : ; Xn+1 = j1jXn = igP fAjXn = ig
= P fXm = jm; : : : ; X1 = j1jX0 = igP fAjXn = ig ;
mikä todistaa lauseen.
Määritelmä 2.3. Satunnaismuuttujaa T , jonka arvot kuuluvat joukkoon N [ finfg, kutsu-
taan prosessin S pysähdyshetkeksi, mikäli kaikilla ajanhetkillä n  0, T = n 2 Fn.
Seuraavissa luvuissa käytetään muuttujaa (j) ilmaisemaan tilaan j pääsemiseen tarvit-
tavien siirtymien määrää. Määritellään muuttuja (j):
(j) = inffn  1jXn = jg;
missä (j) = 1, jos joukko inffn  1jXn = jg on tyhjä. Jokaisella tilalla j 2 S; (j) on
olemassa pysähdyshetki, sillä f(j) = 0g 2 F0; f(j) = 1g = fX1 = jg 2 F1 ja kaikilla
ajanhetkillä n  2
f(j) = ng = fXn = j;Xk 6= j; 1  k  n  1g 2 Fn:
Olkoon T pysähdyshetki ja tapahtumajoukko FT funktioiden X0; : : : ; XT -algebra. Täl-
löin tapahtumajoukko FT voidaan ilmaista muodossa
FT = fB 2 F j 8n 2 N; B \ fT = ng 2 Fng
Lause 2.5 (Vahva Markovin ominaisuus). Jos prosessi X = fXn; n 2 Ng on Markovin
ketju ja satunnaismuuttuja T on pysähdyshetki, niin jokaisella tilalla i 2 S on ehdollinen
tila fT <1g\fXT = ig ja tällöin prosessi fXT+n; n 2 Ng on Markovin ketju. Sillä on alku-
todennäköisyysjakauma i, siirtymämatriisi P ja se on riippumaton tiloista (X0; : : : ; XT ).
Tämä tarkoittaa sitä, että jokaisella joukolla A 2 FT , kaikilla ajanhetkillä m  1 ja jokai-
sella tilalla j1; : : : ; jm 2 S on voimassa
PfXT+m = jm; : : : ; XT+1 = j1; AjT <1; XT = ig
= PfXm = jm; : : : ; X1 = j1jX0 = igPfAjT <1; XT = ig:
9Todistus. Olkoon
PfXT+m = jm; : : : ; XT+1 = j1; AjT <1; XT = ig
=
PfXT+m = jm; : : : ; XT+1 = j1; A; T <1; XT = ig
PfT <1; XT = ig
=
P1
n=0 PfXT+m = jm; : : : ; XT+1 = j1; A; T = n;XT = ig
PfT <1; XT = ig
=
P1
n=0 PfXn+m = jm; : : : ; Xn+1 = j1; A; T = n;Xn = ig
PfT <1; XT = ig
=
P1
n=0 PfXn+m = jm; : : : ; Xn+1 = j1; A; T = njXn = igPfXn = ig
PfT <1; XT = ig
=
P1
n=0 PfXm = jm; : : : ; X1 = j1jX0 = igPfA; T = n;Xn = ig
PfT <1; XT = ig
= PfXm = jm; : : : ; X1 = j1jX0 = ig
P1
n=0 PfA; T = n;XT = ig
PfT <1; XT = ig
= PfXm = jm; : : : ; X1 = j1jX0 = igPfA; T = n;XT = igPfT <1; XT = ig
= PfXm = jm; : : : ; X1 = j1jX0 = igPfAjT <1; Xt = ig;
missä yhtälön viidennellä rivillä hyödynnetään Lausetta 2.5, sillä A \ fT = ng 2 Fn.
2.3 Tärkeitä määritelmiä pähkinänkuoressa
Tämä kappale on kooste Bruno Sericolan kirjan [8] luvuista 1.3-1.8.
Käydään läpi muutama tarpeellinen käsite ja määritelmä ennen kuin siirrytään käsitte-
lemään Markovin ketjua tasapainotilassa. Näiden käsitteiden ja määritelmien syvempi
tarkastelu sivuutetaan tässä tutkielmassa.
2.3.1 Tilapäinen tila ja toistuva tila
Muuttuja (i) laskee tilaan i siirtymiseen tarvittavien siirtymien määrän. Määritellään
muuttuja (i):
(i) = inffn  1jXn = ig:
Tilan i sanotaan olevan tilapäinen, jos se on prosessinX lähtötila ja siihen ei enää palata
varmasti. Palaamisen todennäköisyys on siis p < 1. Tilan i sanotaan olevan toistuva, jos
se on prosessin X lähtötila ja siihen palaamisen todennäköisyys p = 1, kun aika kasvaa
suureksi. Lähtötilaan päädytään siis varmasti. Todennäköisyyttä tilasta i tilaan j siirtymi-
selle merkitään fi;j .
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Määritelmä 2.4. Tila i on tilapäinen, jos siirtymätodennäköisyys fi;i < 1. Tila i on tois-
tuva, jos fi;i = 1 ajan kasvaessa suureksi. Markovin ketjua sanotaan toistuvaksi, jos sen
jokainen tila on toistuva ja vastaavasti tilapäiseksi, jos sen jokainen tila on tilapäinen.
Määritelmä 2.5. Tilaa i kutsutaan absorboivaksi, jos siirtymämatriisin P todennäköisyys
palata tilaan i on Pi;i = 1.
2.3.2 Tilojen luokittelu
Määritelmä 2.6. Tilan i sanotaan olevan yhteydessä tilaan j, jos on olemassa sellainen
ajanhetki n  0, että
(Pn)i;j  0:
Tilan i yhteys tilaan j merkitään i  ! j.
Määritelmä 2.7. Tilojen i ja j sanotaan olevan keskenään yhteydessä, jos kummastakin
tilasta voi päätyä toiseen. Tilojen yhteys keskenään merkitään i ! j.
Määritelmä 2.8. Markovin ketjun X sanotaan olevan redusoimaton, jos sen jokainen tila
on keskenään yhteydessä muihin tiloihin.
2.3.3 Tilakäyntien laskeminen
Käyntien määrää tilassa i (poislukien alkutila) merkitään kokonaisluvulla Ni, jolloin
Ni =
1X
n=1
1fXn=ig:
2.3.4 Redusoimaton ja toistuva Markovin ketju
Lause 2.6. Jos Markovin ketju X on redusoimaton ja toistuva, jokaisella tilalla i; j 2 S on
olemassa siirtymätodennäköisyys fi;j = 1 ja funktio Pf(j) <1g = 1.
Todistus. Sivuutetaan, löydettävissä Bruno Sericolan kirjasta [8, s.22].
Tilaa i kutsutaan toistuvaksi, jos siirtymätodennäköisyys fi;i = Pf(j) < 1g = 1. Merki-
tään odotettua palaamisaikaa tilaan i kokonaisluvulla mi ja avataan se muotoon
mi = Ef(i)jX0 = ig;
missä E tarkoittaa odotusarvoa. Muuttujan (i) avulla voidaan määritellä kokonaislukumi
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asettamalla
mi =
8<:
P1
n=1 nf
(n)
i;i ; jos i on toistuva,
1; jos i on tilapäinen.
Määritelmä 2.9. Toistuvaa tilaa i kutsutaan positiiviseksi toistuvaksi tilaksi, jos kokonais-
luku mi < 1. Toistuvaa tilaa i kutsutaan tyhjästi toistuvaksi tilaksi, jos mi = 1. Jos
jokainen Markovin ketjun X tila i on positiivinen toistuva tila, Markovin ketjua X kutsu-
taan positiiviseksi toistuvaksi Markovin ketjuksi ja vastaavasti jos jokainen tila i on tyhjästi
toistuva, Markovin ketjua X kutsutaan tyhjästi toistuvaksi.
2.3.5 Jaksoton Markovin ketju
Määritelmä 2.10. Tilan i jaksonaika d(i) määritellään
d(i) = gcdfn  1j(Pn)i;i > 0g;
missä d(i) = 0, kun (Pn)i;i = 0 kaikilla ajanhetkillä n  1. Jos d(i) = 1, tilan i sanotaan
olevan jaksoton.
Lause 2.7. Jos i ! j, niin d(i) = d(j).
Todistus. Sivuutetaan. Löydettävissä Bruno Sericolan kirjasta [8, s.30].
Määritelmä 2.11. Markovin ketjun sanotaan olevat jaksoton, jos sen kaikilla tiloilla on
sama jaksonaika d = 1.
Lause 2.8. Olkoon d(i) tilan i jaksonaika. Tällöin on olemassa sellainen positiivinen ko-
konaisluku N , että jokaisella ajanhetkellä n  N
(Pnd(i))i;i > 0:
Todistus. Sivuutetaan, löydettävissä Bruno Sericolan kirjasta [8, s.34].
2.4 Markovin ketjun lähestyminen tasapainotilaa kohti
Tämän luvun lähteenä käytetään Bruno Sericolan kirjan [8] lukua 1.9.
Käsitellään Markovin ketjun lähestymistä tasapainotilaa kohti. Tasapainotila tarkoittaa ti-
laa, johon Markovin ketju päätyy pitkällä aikavälillä, eli kun ajanhetki n lähestyy ääretöntä.
Tasapainotilan avulla saadaan jakauma, josta voidaan arvioida pitkän aikavälin tuloksia.
Tasapainotilan avulla voidaan helposti laskea esimerkiksi koulun keskeyttäneiden määrä
pitkällä aikavälillä, jos tiedetään millä todennäköisyydellä kunkin vuosikurssin opiskelija
lopettaa.
Lause 2.9. Olkoon prosessi X redusoimaton ja jaksoton Markovin ketju, jolla on pysyvä
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todennäköisyysvektori . Nyt jokaisella tilalla j 2 S saadaan
lim
n !1PfXn = jg = j
jokaista todennäköisyysjakaumaa kohtaan. Erityisesti jokaisella tilalla i; j 2 S saadaan
lim
n !1(P
n)i;j = j :
Todistus. Käytetään todistamiseen kolmen askeleen kytkentämenetelmää (coupling ar-
gument). Olkoon  prosessin X alkujakauma ja olkoon P prosessin X siirtymämatriisi.
Olkoon prosessi Y = fYn; n 2 NgMarkovin ketju, joka sijaitsee samassa tila-avaruudessa
S kuin prosessi X. Olkoon prosessin Y alkujakauma  ja olkoon sillä sama siirtymämat-
riisi P kuin prosessilla X. Olkoon ` mielivaltainen tila tila-avaruudessa S. Määritellään
pysähdyshetki T asettamalla
T = inffn  1jXn = Yn = `g:
– Askel 1. Osoitetaan, että PfT <1g = 1.
Markovin ketjut X ja Y ovat toisistaan riippumattomia. Tällöin on olemassa Markovin
ketju W = fWn; n 2 Ng, jonka siirtymämatriisi Wn = (Xn; Yn), on Markovin ketju tila-
avaruudessa S  S. Olkoon Markovin ketjullaW sellainen alkujakauma , että
(i;k) = ik
ja olkoon sillä sellainen siirtymämatriisi ~P , että
~P(i;k);(j;l) = Pi;jPj;l:
Markovin ketjullaW on muuttumaton todennäköisyysvektori ~(i;k) = ij . Induktion avulla
havaitaan, että kaikilla ajanhetkillä n  0 siirtymämatriisi ~P voidaan laskea siirtymämat-
riisin P avulla siten, että
( ~Pn)(i;k);(j;l) = (P
n)i;j(P
n)j;l:
Olkoot i; j; k; l neljä tilaa tila-avaruudessa S. Koska Markovin ketjuX on redusoimaton, on
olemassa sellaiset kokonaisluvut m ja h, että (Pm)i;j > 0 ja (P h)j;k > 0. Koska Markovin
ketju X on jaksoton, lauseen [8, s.33, Theorem 1.21] mukaan on olemassa sellaiset
kokonaisluvut Nj ja Nl, että kaikilla ajanhetkillä n > N = maxNj ; Nk; (Pn)j;j = 0 ja
(Pn)l;l > 0. Tällöin kaikilla ajanhetkillä n > N :
( ~Pn+m+h)(i;k)(j;l) = (P
n+m+h)i;j(P
n+m+h)k;l
 (Pm)i;j(Pn+h)j;j(P h)k;l(Pn+m)l;l
> 0;
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mikä osoittaa, että Markovin ketju W on redusoimaton. Koska Markovin ketjulla W on
muuttumaton todennäköisyysvektori ~, voidaan seurauslauseen [8, s.27, Corollary 1.4]
avulla todeta, että Markovin ketjuW on positiivisesti toistuva. Koska Markovin ketjuW on
redusoimaton ja positiivisesti toistuva Markovin ketju, Lauseen 2.6 nojalla PfT <1g = 1:
– Askel 2. Markovin ketjujen X ja Y ketjutus. Koska pysähdyshetki T on äärellinen mel-
kein varmasti (Pa:s:), määritellään sellainen prosessi Z = fZn; n 2 Ng, että kaikilla ajan-
hetkillä n:
Zn =
8<:Xn jos n < T;Yn jos n  T:
Osoitetaan, että Z on Markovin ketju. Pysähdyshetken perusteella voidaan sanoa, että
X0 = Z0. Olkoon n  1; 1  k  n ja ik; : : : ; in 2 S. Nyt saadaan:
PfYn = in; : : : ; Yk = ikjWk = (`; `)g
=
X
hn;:::;hk+12S
PfWn = (hn; in); : : : ;Wk = (`; ik)jWk = (`; `)g
= 1fik=`g
X
hn;:::;hk+12S
~P(`;`);(hk+1;ik+1)    ~P(hn 1;in 1);(hn;in)
= 1fik=`g
X
hn;:::;hk+12S
P`;hk+1P`;ik+1   Phn 1;hnPin 1;in
= 1fik=`gP`;ik+1   Pin 1;in :
Jatketaan vastaavalla tavalla Markovin ketjulle X:
PfYn = in; : : : ; Yk = ikjWk = (`; `)g
= PfXn = in; : : : ; Xk = ikjWk = (`; `)g: (2.2)
Siksi, että
fT = kg = fWk = (`; `);Wk 1 6= (`; `); : : : ;W1 6= (`; `)g
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ja fT = k  fWk = (`; `)g, saadaan
PfZn = in; : : : ; Z0 = i0; T = kg
= PfYn = in; : : : ; Yk = ik; Xk 1 = ik 1; : : : ; X0 = i0; T = Kg
= PfYn = in; : : : ; Yk = ik;Wk = (`; `); T = k;Xk 1 = ik 1; : : : ; X0 = i0g
= PfYn = in; : : : ; Yk = ikjWk = (`; `)g  PfT = k;Xk 1 = ik 1; : : : ; X0 = i0g
= PfXn = in; : : : ; Xk = ikjWk = (`; `)g  PfT = k;Xk 1 = ik 1; : : : ; X0 = i0g
= PfXn = in; : : : ; Xk = ik;Wk = (`; `); T = k;Xk 1 = ik 1; : : : ; X0 = i0g
= PfXn = in; : : : ; X0 = i0; T = Kg;
missä kolmannella ja toiseksi viimeisellä rivillä käytetään Markovin ominaisuutta ja neljän-
nellä rivillä käytetään suhdetta 2.2. Koska suhde on tosi jokaisella ajanhetkellä 1  k  n,
saadaan
PfZn = in; : : : ; Z0 = i0; T  ng = PfXn = in; : : : ; X0 = i0; T  ng:
Lisäksi prosessin Z määritelmän perusteella
PfZn = in; : : : ; Z0 = i0; T > ng = PfXn = in; : : : ; X0 = i0; T > ng;
ja täten
PfZn = in; : : : ; Z0 = i0g = PfXn = in; : : : ; X0 = i0g;
mikä todistaa, että prosessi Z on Markovin ketju, sillä myös prosessi X on Markovin
ketju. Markovin ketjun Z alkujakauma on  ja sillä on siirtymätodennäköisyysmatriisi P .
– Askel 3, kulku raja-arvoon. Askeleen 2 avulla saadaan kaikille ajanhetkille n  0 funktio
PfXn = jg = PfZn = jg. Markovin ketjun Z määritelmän avulla saadaan
PfZn = jg = PfXn = j; T > ng+ PfYn = j; T  ng:
Näin ollen, koska PfYn = jg = (Pn)j = j ,
jPfXn = jg   j j = jPfZn = jg   PfYn = jgj
= jPfXn = j; T > ng+ PfYn = j; T  ng   PfYn = jgj
= jPfXn = j; T > ng   PfYn = j; T > ngj
 max  PfXn = j; T > ng;PfYn = j; T > ng
 PfT > ng;
15
ja PfT > ng lähestyy arvoa 0, kun aika n lähestyy ääretöntä, sillä pysähdyshetki T on ää-
rellinen melkein varmasti. Täten olemme osoittaneet, että jokaista alkujakaumaa  koh-
taan kaikilla tiloilla j 2 S on olemassa raja-arvo
lim
n !1PfXn = jg = j :
Valitsemalla alkutodennäköisyysjakaumaksi i alkujakauman  saadaan
PfXn = jg = (iPn)j = (Pn)i;j :
Täten jokaisella tilalla i; j 2 S on olemassa raja-arvo
lim
n !1(P
n)i;j = j ;
mikä todistaa lauseen.
Raja-arvotodennäköisyysjakaumaa  kutsutaan Markovin ketjun X tasapainojakaumak-
si.
Lause 2.10. Olkoon Markovin ketju X redusoimaton, jaksoton ja tyhjästi toistuva. Tällöin
jokaisella tilalla j 2 S on olemassa raja-arvo
lim
n !1PfXn = jg = 0
jokaista alkujakaumaa  kohtaan.
Todistus. Todistetaan lause kytkentäväitteen avulla. Olkoon  Markovin ketjun X alkuja-
kauma. Olkoon Y = fYn; n 2 NgMarkovin ketju samassa tila-avaruudessa, kuin Markovin
ketju X ja olkoon sillä alkujakauma  sekä sama siirtymämatriisi P kuin Markovin ketjulla
X. Olkoon Markovin ketjun Y siirtymämatriisi riippumaton Markovin ketjun X siirtymä-
matriisista. Aiemmin osoitettiin, että prosessi W = fWn; n 2 Ng, missä Wn = (Xn; Yn)
on Markovin ketju tila-avaruudessa S  S ja että Markovin ketjun X jaksottomuus johtaa
Markovin ketjun W redusoimattomuuteen. Jos Markovin ketju W on toistuva, niin seu-
rauslauseen [8, s.11, Corollary 1.1] perusteella jokaista tilaa j 2 S kohtaan saadaan
raja-arvo
lim
n !1PfWn = (j; j)g = 0:
Lisäksi, jos valitaan alkujakaumiksi  = , on jokaisella tilalla j 2 S todennäköisyysfunk-
tio
(PfXn = jg)2 = PfXn = j; Yn = jg = PfWn = (j; j)g;
ja täten jokaisella tilalla on raja-arvo
lim
n !1PfXn = jg = 0;
mikä todistaa lauseen tässä tapauksessa. Jos W on toistuva, niin hyödynnetään Askel-
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ta 3 lauseesta 2.9. Nyt jokaisella Markovin ketjun X alkujakaumalla  sekä jokaisella
Markovin ketjun Y alkujakaumalla  on raja-arvo
lim
n !1 jPfXn = jg   PfYn = jgj = 0;
ja täten jokaisella luvun k  0 arvolla on raja-arvo
lim
n !1 jPfXn k = jg   PfYn k = jgj = 0:
Valitaan alkujakauma  = P k. Nyt jokaisella ajanhetkellä n  k
PfYn k = jg = (Pn k)j = (Pn)j = PfXn = jg; (2.3)
ja täten jokaista luvun k  0 arvoa kohtaan on raja-arvo
lim
n !1 jPfXn k = jg   PfXn = jgj = 0:
Lisäksi, koska Markovin ketju X on tyhjästi toistuva, jokaista tilaa j 2 S kohtaan on
olemassa kokonaisluku
mj = Ef(j)jX0 = jg =
1X
k=0
Pf(j) > kjX0 = jg =1:
Täten jokaista ylärajaa  > 0 kohtaan on olemassa sellainen kokonaisluku K  0, että
KX
k=0
Pf(j) > kjX0 = jg  2

: (2.4)
Jos A1; : : : ; A` ovat tapahtumia, saadaan:
PfA1g+ PfA1 \A2g+   + PfA1 \    \ A` 1 \A`g = Pf[`i=1Aig  1:
Nyt jokaisella ajanhetkellä n  K ja jokaisella kokonaisluvulla k = 1; : : : ;K + 1; Ak =
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fXn k+1 = jg saadaan
1 
nX
k=n K
PfXn 6= j;Xn 1 6= j; : : : ; Xk+1 6= j;Xk = jg
=
nX
k=n K
PfXn 6= j;Xn 1 6= j; : : : ; Xk+1 6= jjXk = jgPfXk = jg
=
nX
k=n K
PfXn k 6= j;Xn k 1 6= j; : : : ; X1 6= jgPfXk = jg
=
nX
k=n K
Pf(j) > n  kjX0 = jgPfXk = jg
=
KX
k=0
Pf(j) > kjX0 = jgPfXn k = jg; (2.5)
missä kolmannella rivillä hyödynnetään Markovin ketjun X homogeenisyyttä ja neljän-
nellä rivillä hyödynnetään muuttujan (j) määritelmää. Kaavojen 2.4 ja 2.5 avulla voi-
daan todeta, että kaikkia ajanhetkiä n  K kohtaan on olemassa sellainen kokonaisluku
k 2 f0; 1; : : : ;Kg, että
PfXn k = jg  
2
:
Suhde 2.3 väittää, että jokaista ylärajaa  > 0 kohtaan on olemassa sellainen kokonais-
luku N > K, että kaikilla ajanhetkillä n  N on olemassa
max
k=0;1;:::;K
jPfXn k = jg   PfXn = jgj  
2
:
Näiden kahden epäyhtälön avulla havaitaan, että kaikilla ajanhetkillä n  N
PfXn = jg  PfXn k = jg+ jPfXn k = jg   PfXn = jgj  ;
mikä todistaa lauseen. Tulos saadaan, kun valitaan alkujakauma  = i samalla tavalla,
kuin valittiin Lauseen 2.9 todistuksessa.
18
3 ESIMERKKEJÄ
3.1 Yksinkertainen Markovin ketju
Tässä luvussa käsitellään David Poolen kirjan [7] sivuja 228-229.
A B0; 7
0; 2
0; 8
0; 3
Kuva 3.1. Yksinkertainen Markovin ketju.
Kuvassa 3.1 on hyvin yksinkertainen esimerkki Markovin ketjusta. Siinä on kaksi tilaa, jo-
hon kullakin ajanhetkellä voidaan päätyä. Seuraavaan tilaan päätymisen todennäköisyys
riippuu ainoastaan siirtymää edeltävästä tilasta. Hammastahnatutkimuksessa tarvitaan
vain kaksi tilaa – tila tuotteen A käyttämiselle ja tila tuotteen B käyttämiselle. Oletetaan,
että tutkimuksen alussa 120 henkilöä käyttää tuotetta A ja 80 henkilöä käyttää tuotetta B.
Kuinka moni tutkimukseen osallistuvista henkilöistä käyttää kutakin tuotetta kuukauden
päästä? Entä kahden kuukauden päästä?
Ratkaisu Tuotetta A käyttää yhden kuukauden päästä 70% tuotteen alkuperäisistä käyt-
täjistä sekä lisäksi 20% tuotteen B käyttäjistä:
0; 70(120) + 0; 20(80) = 100
Vastaavasti tuotetta B käyttäjää kuukauden päästä 80% tuotteen alkuperäisistä käyttäjistä
sekä lisäksi 30% tuotteen A käyttäjistä.
0; 30(120) + 0; 80(80) = 100
Nämä kaksi yhtälöä voidaan yhdistää yhdeksi matriisiyhtälöksi240; 70 0; 20
0; 30 0; 80
3524120
80
35 =
24100
100
35 ;
missä on matriisi P ja tilatodennäköisyysvektorit 0 =
24120
80
35 ja 1 =
24100
100
35. Matriisiyh-
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tälö voidaan nyt kirjoittaa muotoon 1 = P0.
Olkoonn tilatodennäköisyysvektori, joka sisältää hammastahnatuotteen käyttäjien mää-
rän n kuukauden jälkeen. Tutkitaan kyseisen vektorin avulla tuotteiden käyttäjien määrää
kahden kuukauden päästä tutkimuksen aloittamisesta. Asetetaan luvun n arvoksi 2, jol-
loin saadaan seuraava yhtälö:
2 = P1 =
240; 70 0; 20
0; 30 0; 80
3524100
100
35 =
24 90
110
35 ;
josta huomataan, että tuotteen A käyttäjiä on nyt 90 ja tuotteen B käyttäjiä on 110.
Lauseen 2.1 nojalla
n+1 = Pn kaikilla n = 0; 1; 2; : : :
Kunkin sattumanvaraisen ajanhetken k tilatodennäköisyysvektori voidaan laskea iteratii-
visesti, kun tunnetaan 0 ja P.
3.2 Markovin ketju tasapainotilassa
Tässä luvussa käsitellään Stephen H. Friedbergin, Arnold J. Inselin ja Lawrence E. Spencen
kirjan [2] sivuja 301-303.
Persialaisen kyselyn perusteella todettiin, että tiettynä päivänä 50% Persialaisista halusi
leivänkimpaleen, 30% halusi kannun viiniä ja loput 20% halusivat ”sinut vierelläni erä-
maassa”. Kuukauden päästä pidetyn jatkokyselyn mukaan niistä, jotka halusivat aiemmin
leipää halusivat edelleen leipää 40% todennäköisyydellä, 10% halusivat nyt kannullisen
viiniä ja 50% halusivat nyt ”sinut”; niistä, jotka aiemmin valitsivat viinin halusi leipää nyt
20%, viiniä 70% ja 10% ”sinut”; niistä, jotka halusivat ”sinut” halusi nyt leipää 20%, viiniä
20% ja edelleen ”sinut” 60%. Olettaen, että mielipiteet pysyvät samoina, saadaan kolmi-
tilainen Markovin ketju, jossa tilat ovat leipä, viini ja ”sinä”. Kyselyjen tietojen perusteella
saadaan muodostettua tilatodennäköisyysvektori
0 =
26664
0; 50
0; 30
0; 20
37775
ja siirtymämatriisi
P =
26664
0; 40 0; 20 0; 20
0; 10 0; 70 0; 20
0; 50 0; 10 0; 60
37775 :
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Todennäköisyys olla kussakin tilassa n kuukauden jälkeen saadaan laskettua vektorista
Pn0. Esimerkiksi
P0 =
26664
0; 30
0; 30
0; 40
37775 ; P 20 =
26664
0; 26
0; 32
0; 42
37775 ; P 30 =
26664
0; 252
0; 334
0; 414
37775 ja P 40 =
26664
0; 2504
0; 3418
0; 4078
37775 :
Selvitetään pitkän juoksun mieltymykset Markovin ketjun P 1) raja-arvon avulla sekä 2)
yksikäsitteisen todennäköisyysvektorin  avulla.
1) Raja-arvon avulla ratkaiseminen. Lasketaan Markovin ketjun P raja-arvo
lim
n!1P
n:
Selvitetään Markovin ketjun P raja-arvo diagonaalihajotelman avulla. 3  3-neliömatriisi
on diagonalisoituva silloin, kun sillä on 3 lineaarisesti riippumatonta ominaisvektoria. Aloi-
tetaan Markovin ketjun P diagonalisoiminen etsimällä sen ominaisarvot:
2
5
1
5
1
5
1
10
7
10
1
5
1
2
1
10
3
5
 =  
3 +
17
10
2   4
5
+
1
10
=   1
10
(103   172 + 8  1)
=
 1
10
(  1)(102   7+ 1)
= 10(
 1
10
)(  1)(  1
5
)(  1
2
);
joten ominaisarvot ovat 1 = 1; 2 = 12 ja 3 =
1
5 . Markovin ketjulle P löytyi kolme omi-
naisarvoa, joten se on diagonalisoituva. Etsitään jokaista ominaisarvoa i vastaava omi-
naisvektori v i.
a. Ratkaistaan ominaisarvolle 1 = 1 ominaisvektori v1. Lähdetään liikkeelle laskusta
P   I: 26664
2
5   1 15 15
1
10
7
10   1 15
1
2
1
10
3
5   1
37775 =
26664
 35 15 15
1
10   310 15
1
2
1
10  25
37775
ja viedään saatu matriisi redusoituun riviporrasmuotoon:26664
 35 15 15
1
10   310 15
1
2
1
10  25
37775  !
26664
1 0  58
0 1  78
0 0 0
37775 :
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Ratkaistaan yhtälö 26664
1 0  58
0 1  78
0 0 0
37775
26664
v11
v12
v13
37775 =
26664
0
0
0
37775
Sijoitetaan v13 = t, jolloin v11 = 5t8 ja v12 =
7t
8 . Siis ominaisvektori v1 =
26664
5t
8
7t
8
t
37775 =
26664
5
8
7
8
1
37775 t:
b. Ominaisarvolle 2 = 12 ratkaistaan ominaisvektori vastaavalla tavalla. Ratkaisuksi saa-
daan ominaisvektori v3 =
26664
0
 1
1
37775 t.
c. Ominaisarvolle 3 = 15 ratkaistaan ominaisvektori vastaavalla tavalla. Ratkaisuksi saa-
daan ominaisvektori v2 =
26664
 34
 14
1
37775 t.
Muodostetaan matriisi A ja diagonaalimatriisi D ominaisarvojen ja -vektoreiden avulla:
A =
26664
5
8 0  34
7
8  1  14
1 1 1
37775 ja D =
26664
1 0 0
0 12 0
0 0 15
37775 :
Muodostetaan matriisin A käänteismatriisi A 1 =
26664
2
5
2
5
2
5
3
5
 11
15
4
15
 1 13 13
37775.
Matriisi P on nyt saatu diagonalisoitua muotoon
P = ADA 1 =
26664
5
8 0  34
7
8  1  14
1 1 1
37775
26664
1 0 0
0 12 0
0 0 15
37775
26664
2
5
2
5
2
5
3
5
 11
15
4
15
 1 13 13
37775 :
Diagonalisoidun matriisin raja-arvon laskeminen sujuu helposti. Koska
Pn = (ADA 1)n
= (ADA 1)(ADA 1)    (ADA 1)
= AD(A 1A)D(A 1A)    (A 1A)DA 1 = ADkA 1;
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huomataan, että potenssin kasvattaminen vaikuttaa ainoastaan diagonaalimatriisin ar-
voon. Lasketaan raja-arvo
lim
n!1P
n = lim
n!1AD
nA 1
= A

lim
n!1D
n

A 1
ja edelleen
lim
n!1D
n = lim
n!1
26664
1n 0 0
0
 
1
2
n
0
0 0
 
1
5
n
37775 ;
josta helposti huomataan, että diagonaalimatriisilla on raja-arvo
lim
n!1D
n =
26664
1 0 0
0 0 0
0 0 0
37775 :
Pitkän juoksun mieltymykset saadaan lopulta selville laskemalla Markovin ketjun raja-
arvo
lim
n!1P
n = lim
n!1AD
nA 1
=
26664
5
8 0  34
7
8  1  14
1 1 1
37775
26664
1 0 0
0 0 0
0 0 0
37775
26664
2
5
2
5
2
5
3
5
 11
15
4
15
 1 13 13
37775
=
26664
5
8 0 0
7
8 0 0
1 0 0
37775
26664
2
5
2
5
2
5
3
5
 11
15
4
15
 1 13 13
37775
=
26664
1
4
1
4
1
4
7
20
7
20
7
20
2
5
2
5
2
5
37775 =
26664
0; 25 0; 25 0; 25
0; 35 0; 35 0; 35
0; 40 0; 40 0; 40
37775 ;
missä vastaukseksi saadun matriisin ylimmällä rivillä ovat ne, jotka haluavat pitkässä
juoksussa leipää (25%), keskimmäisellä rivillä ne, jotka haluavat viiniä (35%) ja alim-
malla rivillä ne, jotka haluavat ”sinut vierelläni erämaassa” (40%).
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2) Yksikäsitteisen todennäköisyysvektorin avulla ratkaiseminen.
Todennäköisyysvektori voidaan selvittää kaavan (A  I) = 0 avulla. Olkoon
 =
26664
l
v
s
37775 :
Nyt todennäköisyysvektori  voidaan saattaa helposti ratkaistavaan muotoon matriisien
laskutoimituksilla: 0BBB@
26664
0; 40 0; 20 0; 20
0; 10 0; 70 0; 20
0; 50 0; 10 0; 60
37775 
26664
1 0 0
0 1 0
0 0 1
37775
1CCCA
26664
l
v
s
37775 =
26664
0
0
0
37775
26664
 0; 60 0; 20 0; 20
0; 10  0; 30 0; 20
0; 50 0; 10  0; 40
37775
26664
l
v
s
37775 =
26664
0
0
0
37775
26664
 0; 60l 0; 20v 0; 20s
0; 10l  0; 30v 0; 20s
0; 50l 0; 10v  0; 40s
37775 =
26664
0
0
0
37775 :
Käytetään ratkaisemiseen lineaarista yhtälöryhmää:8>>><>>>:
 0; 60l +0; 20l+ 0; 20l = 0
0; 10v  0; 30v +0; 20v = 0
0; 50s +0; 10s  0; 40s = 0
;
jolle on olemassa ratkaisu
 =
26664
5
7
8
37775 :
Muutetaan ratkaisu todennäköisyyksiksi. Jokainen vektorin alkio jaetaan vektorin kaikkien
alkioiden summalla:
 =
26664
5
5+7+8
7
5+7+8
8
5+7+8
37775 =
26664
0; 25
0; 35
0; 40
37775 :
Ratkaisu on siis tuttu ja turvallinen – 25% Persialaisista haluaa leipää, 35% haluaa viiniä
ja 40% haluaa ”sinut vierelläni erämaassa”.
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4 YHTEENVETO
Tässä työssä tutkittiin diskreettiaikaista Markovin ketjua, sen ominaisuuksia ja määritel-
miä. Stokastinen prosessi on diskreettiaikainen Markovin ketju, jos kaikilla ajanhetkillä
sen tila riippuu ainoastaan ajanhetkeä edeltäneestä tilasta. Työssä todistettiin, että dis-
kreettiaikainen Markovin ketju määritellään täysin sen tilatodennäköisyysvektorin ja siir-
tymämatriisin perusteella.
Markovin ominaisuus tarkoittaa prosessin muistittomuutta. Vahva Markovin ominaisuus
lisää käsitteeseen tunnetun satunnaisen nykyhetken, jota kutsutaan pysähdyshetkeksi.
Markovin ketjun tasapainotila tarkoittaa tilaa, johon Markovin ketju päätyy pitkällä aikavä-
lillä, eli kun ajanhetki n kasvaa suureksi (lähestyy ääretöntä). Tasapainotilan avulla saa-
daan jakauma, jonka avulla voidaan arvioida pitkän aikavälin tuloksia. Pysyvän toden-
näköisyysvektorin raja-arvon olemassaolo todistettiin kytkentämenetelmän avulla. Raja-
arvon olemassaolo tarkoittaa tasapainotilan olemassaoloa.
Työn loppupäässä tehtiin kaksi esimerkkitehtävää käytännön sovelluksiin liittyen. Ensim-
mäisessa esimerkissä käsiteltiin hyvin yksinkertaista kaksitilaista Markovin ketjua. Toi-
sessa esimerkissä ratkaistiin kolmitilaisen Markovin ketjun tasapainotilan jakauma.
Markovin ketju on tehokas matemaattinen työkalu, jonka avulla haastavalta vaikuttavien
todennäköisyysketjujen laskeminen luonnistuu helposti sen lukuisissa sovelluskohteissa.
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