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Abstract
This paper presents a method for seman-
tic classiﬁcation of unknown words which
are not described in the Japanese thesaurus
dictionary, called Bunrui-Goi-Hyo(BGH).
The method combines three approaches
based on similarity measure: (1) edit-
distance, (2) k-th Reciprocal Nearest
Neighbors(RNN), and (3)semi-supervised
clustering, each of them is different in the
aspect of unknown words. Theﬁnal output
is obtained by voting. Despite the simplic-
ity of the method, empirical results show
that the method is effective, and captures
more delicate meaning of words.
1 Introduction
Many semantic-oriented applications such as
Question Answering, Paraphrasing, and Machine
Translation systems need to recognize which
words may substitute each other in a meaning
preserving manner(D.Lin, 2001), (B.Regina and
K.McKeown, 2001), (S.Ikehara et al., 1994). For
example, we can accept that two sentences ‘He
could not ﬁnd serious shortcomings’ and ‘He
could not ﬁnd serious failing’ are almost the
same sense. Fine-grained and large-scale seman-
tic knowledge like WordNet, COMLEX,EDRdic-
tionary, and Bunrui-Goi-Hyo(BGH) is indispens-
able for these applications. However, such a re-
source makes it nearly impossible to cover large,
and fast-changing linguistic knowledge required
for these application systems, depending on text-
type and subject domain. Let us take a look at the
Japanese thesaurus dictionary called Bunrui-Goi-
Hyo(BGH). It consists of 87,743 content words.
These words are organized into ﬁne-grained clas-
siﬁcation, 32,636 semantic classes. The average
number of words is thus very few, 2.69 per class.
Therefore, considering this resource scarcity prob-
lem, semantic tagging of words which do not ap-
pear in the resource but appear in corpora has been
an interest since the earliest days when a number
of large scale corpora have become available.
In this paper, we present a method for semantic
classiﬁcation of Japanese unknown words by com-
bining similarity-based approaches. Here, ‘un-
known words’ are the extracted words which ap-
pear in a large collection of Japanese newspapers,
but do not appear in the BGH. The method com-
bines three different similarity-based techniques,
i.e. (1) edit-distance, (2) k-th Reciprocal Nearest
Neighbors(RNN), and (3) semi-supervised clus-
tering, to assign each unknown word to a cor-
rect semantic class. The outputs obtained by each
technique is evaluated by simple voting(Majority).
Despite the simplicity of the method, empirical
results are very encouraging, and shows that the
method can capture more delicate meaning of
words.
2 System Description
The method for classifying unknown words into
semantic classes consists of three procedures: (1)
extracting unknown words from a large collec-
tion of Japanese data, (2) collecting systems’ out-
puts which are obtained by similarity-based ap-
proaches, and (3)combining the outputs byvoting.
Figure 1 illustrates a ﬂow of the method.
2.1 Extracting Unknown Words
The ﬁrst step to classify unknown words into
semantic classes is to extract unknown words
from a corpus. We choose 15 years Mainichi
Japanese Newspapers. All documents were parsed
by the syntactic analyzer CaboCha(T.Kudo and
Y.Matsumoto, 2003), and all the dependency
triples (rel,n,v) are extracted. Here, n refers to a
noun, and a subject or an object of a verb v in a
sentence. Rel denotes a grammatical relationship
between a noun and a verb. We classiﬁed rel into76
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Figure 1: Flow of the method
9 types of Japanese particle, ‘ga’, ‘wo’ ‘ni’ ‘he’
‘to’ ‘de’ ‘yori’ ‘kara’ ‘made’. We calculated mu-
tual information value between noun n and verb v
using Eq. (1).
I(rel,n,v) = log2
f(rel;n;v)
N
f(n;rel)
N
f(v)
N
(1)
In Eq. (1), the notation f(rel,n,v) denotes the
frequency of dependency triples from a corpus.
f(n,rel) refers to the frequency of the noun n fol-
lowed by rel, and f(v) is the frequency of the verb
v. N is the total number of dependency triples.
We extracted noun and verb pairs whose mutual
information value is larger than a certain thresh-
old. These extracted nouns are candidates of un-
known words. We used Bunrui-Goi-Hyou(BGH)
as a thesaurus dictionary of Japanese. We regard
the extracted noun words which are not classiﬁed
into any of the BGH classes as unknown words,
and used them in the experiments.
2.2 Collecting Systems’ Outputs
The second step to classify unknown words is to
calculate similarity between an unknown word and
each word which is assigned to a semantic class.
1. Edit-distance
Edit-distance is a metric for identifying the or-
thographic similarity of two words. Typically,
one edit-distance corresponds to one substitution,
deletion or addition of a character(R.A.Wagner,
1974). It has been widely used to check spelling
errors(F.Damerau, 1964). Our edit distance fea-
ture represents the edit distance from the unknown
word to the closest words in BGH. The unknown
word is classiﬁed into some semantic class whose
distance is smallest among others. Let ‘
￿
(fra-
grance)’ be an unknown word, and ‘
￿
￿
￿
(per-
fume)’ and ‘
￿
￿
￿ (world)’ be classiﬁed into a se-
mantic class A and B, respectively. ‘
￿
’ is trans-
lated into ‘
￿
￿
￿
’ by one addition, ‘
￿
’. The edit-
distance is thus one. On the contrary, the edit-
distance of ‘
￿
’ is two, since it is translated into
‘
￿
￿
￿ ’ by one substitution, ‘
￿
’ for ‘
￿ ’, and one
addition, ‘
￿ ’. ‘
￿
’ is thus judged to be similar to
‘
￿
￿
￿
’, and assigned to A.
We note that Japanese use four types of writ-
ing, kanji characters, hiragana and katakana pho-
netic scripts, and the Roman alphabet. Of these,
kanji characters especially provide semantic clues
for unknown word sense. However, Japanese un-
known words are relatively short length. There-
fore, when one word is compared against others,
it is assigned to equal scores. We thus use three
types of writing of Japanese except for the Roman
alphabet as a default strategy, i.e. when we got
ties, we assigned unknown word to the same type
of writing.
2. K-th Reciprocal Nearest Neighbors
D.Hindle (1990) presented a method for detecting
similar words from text corpora, especially to de-
tect synonyms, called Reciprocal Nearest Neigh-
bors. Our method, k-th Reciprocal Nearest Neigh-
bors(RNN) is based on Hindles’ method. Let n
0
1
and n
0
2 be a noun. (n
0
1, n
0
2) is k-th RNN when n
0
1
and n
0
2 satisfy Eq. (2). sim(n
0
i,n
0
j) in Eq. (2) is
Hindles’ noun similarity which is deﬁned by Eq.
(3). sim(reli,vj,n1,n2) is calculated using mutual
information which is shown in Eq. (1). Let n
0
1
be an unknown word, and n
0
2 be a word appeared
in the BGH. If n
0
1 and n
0
2 satisfy Eq. (2), n
0
1 is
classiﬁed into a semantic class to which n
0
2 is as-
signed. If there are several words n
0
2 which ap-
peared in the BGH, n
0
1 is classiﬁed into a semantic
class whose sim value between n
0
1 and n
0
2 is largest
among them.77
(n
0
1,n
0
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n
0
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0
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according to the descending order of sim(n
0
i,n
0
j)g (2)
sim(n1,n2) = å
i å
j
sim(reli,vj,n1,n2) (3)
sim(reli,vj,n1,n2) =

min(I(reli,n1,vj),I(reli,n2,vj)) I(reli,n1,vj) > 0 and I(reli,n2,vj) > 0
0 otherwise
3. Semi-Supervised Clustering
We recall that each semantic class of BGH has
only a small amount of labeled data, i.e. 2.69
words per class. We thus use semi-supervised
clustering, which employs a small amount of la-
beled data to aid unsupervised learning. There
have been a number of work on semi-supervised
clustering(S.Basu et al., 2002), (A.Bar-Hillel
et al., 2003). We used Basu et al’s method, since
F.Fukumoto and Y.Suzuki (2006) reported that itis
effective for clustering news stories in the task of
tracking. The method uses k-means with the EM
algorithm.
K-means is a clustering algorithm based on it-
erative relocation that partitions a dataset into the
number of k clusters, locally minimizing the aver-
age squared distance between the data points and
the cluster centers. The EM algorithm is a method
of ﬁnding the maximum-likelihood estimate of the
parameters of an underlying distribution, from a
set of observed data that has incomplete or missing
values. The process is assumed to be as follows:
First, one Gaussian is chosen out of the K fol-
lowing their prior probability distribution. Then,
a data-point(labeled word) is sampled following
the distribution of the chosen Gaussian. Let c =
fx1, , xNg be a set of labeled words we want
to cluster with each xi 2 Rd. The missing data
Z, i.e. unknown word is the cluster assignment of
the labeled words. It takes values in f1, , K g
and is always conditioned on the labeled word un-
der consideration. The input data for clustering,
i.e. each labeled and unlabeled noun word is rep-
resented as a vector. Each dimension of a vector
is mutual information value of the noun and verb
words with dependency triple (rel,n,v) which is
calculated in Eq. (1). The k-means objective can
be written in Eq. (4).
Fkmeans =
K
å
l=1
N
å
i=1
jj xi ml jj2 p(zl j xi,ml)(4)
p(zl j xi,Q) =

1 if l = argminh jj xi mh jj2
0 otherwise
zl shows l-th missing data, i.e. unknown word.
fm1, , mkg represent the k partition centers, and
Q is the parameter set which consists of just the k
means m1, , mk.
2.3 Combining the Outputs
The last step to classify unknown words is to com-
bine the outputs. We used voting, as it has demon-
strated to be an effective technique for improv-
ing accuracy for many NLP applications such as
morphosyntactic word class tagging(H.V.Halteren
et al., 2001), parsing(J.C.Henderson and E.Brill,
1999) and WSD(T.Pedersen, 2000). The method
is quite simple: each of the three approaches votes
forthe mostprobable class given theinput, andun-
known word is classiﬁed into a class that receives
a majority of the votes.
3 Experiments
3.1 Experiments Set Up
We choose 15 years(from 1991 to 2005) Mainichi
Japanese Newspapers which consist of 1,595,817
documents. We used 5 years(from 1991 to 1995)
Mainichi Newspapers as a training set to esti-
mate two types of threshold. One is mutual in-
formation value, and another is the appropriate
number for k of the k-th RNN. The remaining
data is a test set to evaluate each method us-
ing these thresholds. All documents were parsed
by a syntactic analyzer called CaboCha(T.Kudo78
and Y.Matsumoto, 2003), and dependency triples
are extracted. The total number of dependency
triples extracted from a training set and test set is
11,091,187 and 28,234,127, respectively.
We calculated mutual information value be-
tween noun and verb words using a dependency
triple (rel,n,v), and extracted noun and verb pairs
whose mutual information value is larger than a
certain threshold. The threshold value we choose
was 5  10 6. The threshold is determined
as follows: we create a list which consists of
verb and noun words, frequencies of each words,
and their co-occurrence frequencies using the ex-
tracted triples from the training data. We note that
frequency of noun, verb, and their co-occurrence
do not have a ﬁxed range. We thus apply the fol-
lowing normalization strategy to bring these three
values into the range [0,1].
fnew =
fold   fmin
fmax  fmin
(5)
We selected topmost different number of verb and
noun pairs according to their mutual information
value, and the value that optimized precision was
chosen for the threshold. The value was 5 
10 6 . The frequency of noun, verb, and their co-
occurrence which satisﬁes the threshold was, 6, 3,
and 3, respectively. We extracted triples whose el-
ement satisﬁes these values. As a result, we ob-
tained 1,464,761 triples. Ofthese, there are 81,272
different noun words.
For the k-th RNN, we determined the appropri-
ate number for k as follows: we tested different
value of k (k = 1 to 30) using a training data, and
the value that optimized the global accuracy for
identifying semantic class of unknown words was
chosen. The value of k was 20.
We used Bunrui-Goi-Hyou(BGH) as a the-
saurus dictionary which consists of 87,743 con-
tent words with 4 level depth. We used se-
mantic classes of noun words with the deepest
level. There are 18,572 classes in all. 40,790
out of 81,272 nouns extracted from the training
data are classiﬁed into 11,305 classes. The re-
maining words, 40,482 words are unknown words
which are not classiﬁed into any of these 18,572
classes. We selected topmost 30,000 words ac-
cording to their frequency. We manually evalu-
ated these words. The evaluation is made by two
authors. The classiﬁcation is determined to be cor-
rect if two author judges agree. As a result, 20,321
words which should be classiﬁed into one of the
11,305 classes. We regard 20,321 words as un-
known words, and used them in the experiments.
Table 1 shows the number of noun words, the
number of classes, and examples of each class.
Table 1 illustrates that the maximum number of
words per class was 6. In a similar way, there
are 68 classes, each of them has more than 5 noun
words. ‘Examples ofeach class’ refers toanexam-
ple word which belongs to each class, and ‘Sense’
shows its sense. The number of each example de-
notes semantic codes assigned to each class. Each
dot of the semantic code refers to a hierarchical
level of semantics in the BGH.
3.2 Basic Results
Table 2 summaries classiﬁcation results. The top
of the table shows the average performance when
we used labeled words per class is 4. In a similar
way, the middle and the bottom is the results when
we used labeled words per class is 3 and 2, respec-
tively. ‘BGH’ refers to the results that we tested
unknown words which are created by deleting se-
mantic code from 40,790 words assigned to the
BGH. ‘Unknown words’ shows the results which
we used unknown words extracted from Japanese
corpora. ‘Ratio’ refers to the ratio of the num-
ber of labeled words and that of unlabeled word
per class. For example, ‘ratio = 3’ shows that the
number of unknown word per class is 1, and that
of labeled word is 3. ‘# of classes’ is the number
of different classes in the input. Each value which
is shown in Table 2 denotes the average accuracy:
we randomly selected classes. This process is re-
peated 1,000 times for each ratio and each number
of classes. The average accuracy is a ratio that
the average number of unknown words which is
assigned correctly divided by the total number of
unknown words over 1,000 trials.
As can be clearly seen from Table 2, more la-
beled words improves the overall performance at
every number of words per class. When the ra-
tio equals to 3, the average accuracy is higher than
.798 and that of 1 is at most .746. The result is
statistical signiﬁcance, i.e. P-value  .005 using
micro sign test. As we have shown in the exam-
ples of Table 1, each meaning of the class is very
delicate. Therefore, these results show the effec-
tiveness of the method. Table 2 also shows that
the more the number of classes is, the lower the
accuracy is. However, more labeled words keeps79
Table 1: # of noun words and # of classes
Words per class # of classes Examples of each class Sense
6 6 1.4400.1.1 f‘
￿
￿
￿ ’, ‘
￿ ’, ‘
￿
￿
￿ ’, ‘
￿ ’, ‘
￿ ’, ‘
￿ ’ g housing
5 68 1.4400.8.1 f‘
￿
￿
￿ ’, ‘
￿ ’, ‘
￿
￿
￿ ’, ‘
￿
￿
￿ ’, ‘
￿
￿
￿ ’ g palace
4 428 1.4400.6.1 f‘
￿
￿
￿ ’, ‘
￿ ’, ‘
￿ ’, ‘
￿
￿
￿ ’ g mansion
3 1,576 1.4400.9.1 f‘
￿
￿
￿
￿
￿ ’, ‘
￿
￿
￿
￿
￿ ’, ‘
￿
￿
￿
￿
￿ ’ g hideout
2 4,661 1.4400.3.1 f‘
￿
!
 
#
"
$
￿ ’, ‘
%
’
&
)
(
+
*
)
& ’ g apartment
1 4,566 1.4400.1.3 f‘
,
￿
- ’ g cottage
Total 11,305 ———–
performance. This is because when the ratio is 3,
the worst result is .743 and that of 1, the accuracy
is .668. Comparing to the performance between
‘BGH’ and ‘Unknown words’, there are no signif-
icant difference between them, as the difference
is at most .054(the ratio is 1 and the number of
classes are 428 and 1,576). This shows that the
method is effective for words which do not appear
in the BGH.
3.3 The Efﬁcacy of Voting
We used three approaches based on similarity:
(1) edit-distance, (2) k-th RNN, and (3) semi-
supervised clustering. Moreover, we combined
the outputs by voting. The contribution of each
approach, especially the use of voting is best ex-
plained by looking at each result.
Figure 2 plots the result of combining ap-
proach when we used ‘Unknown words’ and
‘68 classes’. ‘Combining(labeled:unlabeled=4:1)’
shows that the number of unknown word per class
is 1 and that of labeled word is 4. Each dot in
Figure 2 refers to the accuracy of the single best
approach. Figure 2 shows that for very small la-
beled words, ‘(labeled:unlabeled=1:1)’, combin-
ing method is more beneﬁcial than the result
by ‘(labeled:unlabeled=4:1)’, while combining by
both data shows better performance than any sin-
gle approach.
Figures 3, 4, and 5 illustrate the results of ‘un-
known words’ against the different number of la-
beled words per class(Ratio = 1). Overall per-
formance by system combination was better than
all the individual approaches, especially the result
with ‘unknown words & 428 classes’ (Figure 3)
shows that combining method was better than all
the individual approaches with choosing any num-
ber of classes.
When the number of labeled words per class is
4 (Figure 3), the performance of edit-distance was
 0.45
 0.5
 0.55
 0.6
 0.65
 0.7
 0.75
 0.8
 0.85
 0.9
 2  3  4  5  6  7  8  9  10
A
c
c
u
r
a
c
y
The number of classes
Combining(labeled:unlabeled=4:1)
Best result with single(labeled:unlabeled=4:1)
Combining(labeled:unlabeled=1:1)
Best result with single(labeled:unlabeled=1:1)
Figure 2: The Efﬁcacy of Voting at different rate
of containing labeled words (Unknown words, 68
classes)
better than the other individual approaches with
choosing any number of classes. We recall that
we used three types of writing of Japanese, kanji
characters, hiragana and katakana phonetic scripts
as a default strategy, i.e. when we got ties, we
assigned unknown word to the same type of writ-
ing. This is because Japanese unknown words are
relatively short length, and the assignment of un-
known words often tie. Figure 6 shows the result
of edit-distance using ‘unknown words’ against
the different number of labeled words per class
(Ratio = 1).
In Figure 6 ‘correct(without tie)’ refers to the
ratio without tie against the ratio of unknown
words which are classiﬁed correctly. In a simi-
lar way, ‘incorrect(without tie)’ shows rates with-
out tie against the ratio of unknown words which
are not classiﬁed correctly. As can be clearly
seen from Figure 6, most of the errors using edit-
distance are occurred when the assignment of un-
known words ties. This indicates that our de-80
Table 2: Basic Results
Classiﬁcation Ratio # of classes
428 classes 2 3 4 5 6 7 8 9 10 Avg.
1 .875 .818 .776 .742 .691 .703 .676 .663 .601 .724
BGH 2 .899 .826 .802 .715 .733 .713 .674 .672 .656 .743
3 .906 .871 .833 .810 .772 .762 .788 .738 .777 .806
Avg. .893 .838 .804 .756 .732 .726 .713 .681 .678 —–
1 .856 .723 .731 .756 .632 .627 .669 .578 .636 .670
Unknown words 2 .886 .828 .734 .757 .762 .773 .773 .725 .726 .774
3 .950 .889 .740 .756 .723 .785 .853 .745 .743 .798
Avg. .897 .813 .735 .756 .706 .728 .765 .683 .702 —–
Classiﬁcation Ratio # of classes
1,576 classes 2 3 4 5 6 7 8 9 10 Avg.
BGH 1 .869 .851 .776 .796 .713 .689 .674 .681 .668 .746
2 .856 .804 .794 .747 .762 .702 .680 .657 .676 .742
Avg. .863 .828 .785 .772 .738 .696 .677 .669 .672 —–
Unknown words 1 .845 .950 .815 .543 .636 .581 .665 .607 .589 .692
2 .845 .823 .681 .696 .740 .756 .668 .656 .772 .732
Avg. .845 .887 .748 .748 .738 .719 .717 .617 .731 —–
Classiﬁcation Ratio # of classes
4,661 classes 2 3 4 5 6 7 8 9 10 Avg.
BGH 1 .856 .723 .731 .756 .632 .627 .669 .608 .636 .693
Unknown words 1 .852 .836 .679 .672 .689 .609 .629 .626 .591 .687
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Figure 3: The Efﬁcacy of Voting (Unknown
words, 428 classes)
fault strategy is not so effective(at most 9.7%, 4
classes), while the edit-distance itself is very ef-
fective among other individual approaches.
The performance of k-th RNN was lowest
among all the individual approaches, while semi-
supervised clustering is more sensitive to the num-
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Figure 4: The Efﬁcacy of Voting (Unknown
words, 1,576 classes)
ber of classes than edit-distance and k-th RNN.
One reason behind this is that we restricted the
number for k to 20 because of run time efﬁciency.
As a result, for example, when the number of
classes is 2 in Figure 3, we could not ﬁnd simi-81
Table 3: Examples obtained by k-th RNN
k Unknown word Similar word
1
￿
￿
￿
￿
"
￿
￿
￿
￿ (Reuters)
￿
￿
￿
￿
￿ (news agency)
2
￿
￿
￿
￿
￿
￿
￿ (bronze medal)
￿
￿
￿
￿
￿ (medal)
3
￿
￿
￿ (helicopter)
￿
￿
￿
￿
￿
￿
￿
￿
" (helicopter)
4
￿
￿
￿
￿
￿ (negative effect)
￿ (ill effect)
5
￿
￿
￿ (guess)
￿
!
 
#
" (rumor)
6
￿
￿
￿ (rice)
$ (rice)
7
%
’
&
￿
( (last year)
%
’
& (last year)
8
)
￿
* (garbage)
+
-
,
!
. (empty can)
9
/
1
0 (daily)
2
3
/ (every day)
10
4
￿
5 (suspension)
6
￿
7
￿
8 (nondisclosure)
11
9
￿
: (Osaka police)
;
<
: (prefectural police)
12
￿
￿
=
& (Iran)
 
?
>
<
@
￿
& (Pakistan)
13
A
C
B
￿
(Hawaii)
(
#
&
￿
D
￿
E
"
F
￿ (Singapore)
14
G
￿
H (thinking)
I
￿
J (expectation)
15
B
￿
(
￿
&
+
￿
& (Washington)
K
￿
L (Beijing)
16
M
￿
N (this season)
M
￿
& (this year)
17
O
￿
P
￿
Q (NFP)
Q (party)
18
￿
￿
R
S
D
￿
T
￿
@
￿
& (Afghanistan)
￿
￿
R
S
D
& (Afghan)
19
U
F
￿
￿
Q (DSP)
Q (party)
20
V
F
￿ (company)
W
￿
￿ (company)
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Figure 5: The Efﬁcacy of Voting (Unknown
words, 4,661 classes)
lar words of 1,217 out of 2,0001, and the accuracy
of k-th RNN was .356. However, the k-th RNN is
effective when words exist within the k-th similar
nouns. Table 3 illustrates examples of the result
obtained by k-th RNN.
‘k’ in Table 3 refers to the number for k in the
k-th RNN, and ‘Similar word’ shows the output
1We repeated 1,000 trials for 2 unknown words. Thus, the
total number of unknown words is 2,000.
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Figure 6: The Efﬁcacy of edit-distance (Unknown
words, 428 classes)
extracted by the k-th RNN, i.e. a word within k-th
similar nouns. This result claims that the accuracy
of k-th RNN depends on the number of k. Vary-
ing the number of k for further efﬁcacy gains is
deﬁnitely worth trying with our approach.
3.4 The Efﬁcacy of Clustering
Our hypothesis using semi-supervised clustering
is that it might be able to compensate for draw-
back of resource scarcity, i.e. a small amount of82
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Figure 7: Semi-supervised clustering v.s. k-means
(Unknown words, 68 classes)
labeled words per class. To examine the effect
of semi-supervised clustering, especially the effect
of labeled words to aid and bias the clustering of
unlabeled words, we compared the results by our
method with k-means which is shown in Figure
7. We randomly selected classes according to the
number of classes. ‘Accuracy’ in Figure 7 refers
to the average correct unknown words over 1,000
trials. We set k of the k-means to the number of
classes. For both methods, the proportion of unla-
beled to labeled words is 1 to 1.
As can be clearly seen from Figure 7, the re-
sult with semi-supervised clustering was consis-
tently better that that with k-means, the maximum
accuracy difference between them was .155 (# of
classes = 4), and that of minimum was .046 (# of
classes = 3).
Finally, we evaluate the effect of semi-
supervised clustering at different rate of contain-
ing unlabeled words(‘Unknown words’ and ‘68
classes’). For each class, we created test data, i.e.
unlabeled words extracted from the BGHby delet-
ing semantic code. We used test data, together
with labeled and a certain amount of unlabeled
words, and examined whether the test data(words)
are correctly classiﬁed using by both labeled and
a certain amount of unlabeled words. Figures 8
shows theresults. ‘Rateof unlabeled data’ shows a
rate thatthe number ofunlabeled wordsagainst the
number of test words. For example, ‘0%’ shows
that test words are classiﬁed by using only labeled
words. The accuracy in Figure 8 refers to the av-
erage accuracy over 1,000 trials.
Figure 8 shows that more unlabeled words helps
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Figure 8: The Efﬁcacy of Clustering (Unknown
words, 68 classes)
overall performance of the clustering at any num-
ber of labeled words per class. However, when the
ratio of unlabeled data are 200% and 300%, there
is no statistical signiﬁcance between two plots, as
the result was P-value  .005 using micro sign
test. This indicates that the number of unlabeled
words is three times higher than that of test words,
little gains by semi-supervised clustering, and in-
deed on the largest number of unlabeled words,
clustering actually hurts accuracy. We used mu-
tual information value of the noun and verb words
as each dimension of a vector which is the input
in the clustering. However, mutual information is
not the only possible weighting approach. Inves-
tigating other criteria, such as c2 method or dis-
tributional similarities(D.Lin, 1998),(D.Baker and
A.McCallum, 1998) may improve performance.
4 Related Work
With the exponential growth of readily avail-
able on-line text, research activities for classify-
ing unknown words into semantic classes by us-
ing corpus-based statistics are very popular. One
type of semantic classiﬁcation of unknown words
uses distributional similarity(D.Hindle, 1990),
(D.Lin, 1998), (D.Ido et al., 1999), (K.J.Chen
and C.J.Chen, 2000). Similarity measures based
on distributional hypothesis compare a pair of
weighted feature vectors that characterize two
words. Features typically correspond to other
words that co-occur with the characterized word
in the same context. It is then assumed that dif-
ferent words that occur within similar contexts are
semantically similar. Lin proposed a word similar-83
ity measure based on the distributional pattern of
words which allows to construct a thesaurus using
a parsed corpus. Moreover, he compared the result
of automatically created thesaurus with WordNet
and Roget, and reported that the result is signiﬁ-
cantly closer to WordNet than Roget Thesaurus is.
However, as M.Geffet and I.Dagan (2004) pointed
out, distributional similarity captures a somewhat
loose notion of semantic similarity. For example,
words of similar semantic types, such as company
and government, tend to come up as distribution-
ally similar, even though they are not substitutable
in a meaning preserving sense. To capture more
delicate meaning, the method presented in this pa-
per uses three approaches based on similarity mea-
sure, each of them is different in the aspect of un-
known words.
Another type of previous work on classiﬁcation
of unknown words uses machine learning(ML)
techniques, which automatically learn semantic
information from on-line text corpora. S.Baluja
et al. (1999) et. al proposed a method to identify
proper names in text using a decision tree clas-
siﬁer. They incorporate three types of features:
word level, dictionary-level, and POS informa-
tion. Similar to S.Baluja et al. (1999)’s approach,
J.Toole (2000) used a decision tree to classify un-
known words into two categories, misspellings
and names using decision trees. They reported
that the result using data from live closed captions
which replete with a wide variety of unknown
words showed the effectiveness of the method.
S.Stevenson et al. (1999) investigated various ML
techniques to automatically classify a set of lex-
ical semantic verbs, based on distributional fea-
tures extracted from a corpus.
For the systems based on ML, the quantity and
quality of training corpora, i.e. tagged data, af-
fect their performance. While the amount of avail-
able on-line text has been increasing at a dramatic
rate, the size of training corpora typically used
for learning has not. This is because it needs the
potentially large cost of annotating data for those
learning methods that rely on labeled text. The
method presented in this paper does not require a
number of training data, but instead uses a small
amount of labeled data together with unlabeled
data.
Previously studied techniques for com-
bining the outputs include (i) voting tech-
niques(H.V.Halteren et al., 2001), (ii) switching
among several systems according to conﬁdence
values they provide(J.C.Henderson and E.Brill,
1999), and (iii) stacking techniques(H.Wolpert,
1999), (T.Utsuro et al., 2002) which train a
second stage classiﬁer for combining outputs of
classiﬁers at the ﬁrst stage. The process of system
combination consists of two steps: collection of
different systems, and combination of the outputs
obtained by several systems. The ﬁrst step is
especially important for overall performance, and
needs to collect systems which behave as differ-
ently as possible. Such methods are promising,
although to our knowledge they have not been
applied to the resource scarcity problem of the
thesaurus dictionary.
5 Conclusion
We proposed a method for semantic classiﬁca-
tion of unknown words which are not appeared
in the dictionary BGH by combining three ap-
proaches based on words similarities. Overall per-
formance by system combination was better than
all the individual approaches, especially the re-
sult that we used labeled words per class is 4
and unknown words extracted from Japanese cor-
pora(‘unknown words & 428 classes’) shows that
combining method was better than all the indi-
vidual approaches with choosing any number of
classes. Moreover, we have found that the perfor-
mance of edit-distance was highest among all the
individual approaches, and semi-supervised clus-
tering was more sensitive to the number of classes
than edit-distance and k-th RNN. Future work in-
cludes (i) exploring each approach in order to im-
prove the efﬁcacy even for a large number of input
classes, (ii) applying the method to other thesaurus
such as WordNet to evaluate the robustness of the
method, and (iii) applying the results to some ap-
plications such as relevant document extraction.
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