INTRODUCTION
A central problem in the interpretation of the fMRI BOLD signal is that the measurements are only indirectly related to the neural activity and interregional interactions from which they derive. It is important to the interpretation to understand: (i) the mechanisms and processes by which neurons increase their blood supply following activation, (ii) how the changes in blood flow affect the diffusion of oxygen from the capillary beds and hence the changes in concentration of deoxygenated hemoglobin which contribute to the BOLD signal, and (iii) the interactions between the physics of the MR sequence, the scale of the measurements (voxel volume) and the hemodynamic changes in different compartments of the brain microvasculature. The research we report here addresses the second of these issues. Models of the underlying hemodynamic and physiologic processes which give rise to the BOLD response have recently been incorporated into a more complete nonlinear system (Friston et al., 2000) . The system can be considered as consisting of five subsystems linking: (1) neural activity to changes in flow; (2) changes in flow to oxygen delivery to tissue (Buxton and Frank, 1997) ; (3) changes in flow to the changes in blood volume and venous outflow (Buxton et al., 1998; Mandeville et al., 1999) ; (4) changes in flow, volume and oxygen extraction fraction to changes in deoxyhemoglobin, and finally; (5) changes in volume and deoxyhemoglobin to the BOLD response.
Friston et al. use the system to investigate the suitability of Volterra kernels to represent the nonlinearities in the event-related BOLD response. For convenience we refer to the overall system as the "Friston system" in which a linear dynamic system, coupling neural activity to onset of flow changes, was added to the earlier modelling contributions from Buxton and Frank (1997) (B&F) on oxygen transport to tissue from capillaries. Also integrated into the Friston system is the venous compliance "balloon" (or "windkessel") model of Buxton et al. (1998) and Mandeville et al. (1999) , which couples the hemodynamic outflow to volume changes, and hence to the BOLD response.
This paper is focused on subsystem 2, the model of the oxygen transport to tissue from capillary proposed by B&F, which strictly speaking only applied to the steady state condition. We note that Hathout (1995) proposed a very similar model. An even more simplified model was proposed by Gjedde et al. (1999) and applied to PET data (Vafaee and Gjedde, 2000) which effectively assumes that the rate of oxygen transport to tissue is constant along the capillary. Hyder et al. (1998) extended the B&F model by introducing a scaling constant coupling changes in oxygen diffusivity from the capillary bed to changes in blood flow. However as pointed out by Mayhew et al. (2001) it is most likely that the scaling constant was the consequence of applying a steady state expression to a dynamic situation. As the Friston system represents a dynamic model linking the BOLD response to changes in neural activity, it is important to investigate the effect of incorporating dynamics into the capillary model.
Another assumption commonly made in most models of oxygen transport from capillary is that the tissue oxygen concentration is zero. If this assumption is relaxed to allow buffering by tissue, then a conceptually simple modification of the theories is possible which is capable of accounting for a broader range of the data than the B&F models. We note a similar conclusion was reached by Valabregue et al. (2000) .
We describe below a modification of the B&F model to (a) include dynamics in the oxygen transport from the capillary, (b) take into account the modulatory effect of changes in tissue oxygen concentration, and (c) enable the cerebral metabolic rate of oxygen (CMRO 2 ) to be calculated during transient as well as steady state conditions. In what follows we refer to it as the OTT model (oxygen transport to tissue). It is itself an elaboration of the B&F model in which the ratio of tissue oxygen concentration and the arterial plasma oxygen concentration in tissue is introduced as a state variable. By allowing tissue oxygen concentration to vary in time, our model can be used to investigate the effects of hypercapnia which the B&F model explicitly excludes from consideration. We incorporate our modification into the Friston system and compare the performance of the original system with that of the modified system. Then we compare the behaviour of the modified Friston system using parameters estimated from data that were obtained from a series of optical imaging spectrographic (OIS) studies of the cortical response to electrical stimulation of the whisker pad in rat.
THE OTT MODEL OF FLOW AND OXYGEN DELIVERY TO BRAIN TISSUE
This section introduces the model of oxygen transport to tissue from the capillary. All of our assumptions are the same as those stated in B&F (1997) except that we assume non-zero tissue oxygen concentration, and the dynamics of the model are introduced by assuming finite capillary transit time. To briefly summarize, we assume that the blood is well mixed and that the change in blood volume in the capillary is negligible. A list of definitions of parameters is provided in Appendix A.
The Steady State Model for Oxygen Extraction Fraction
The model for oxygen extraction fraction (OEF) into the tissue from an element of blood moving down a capillary, as used in Buxton and Frank (1997) and Hyder et al. (1998) , assumes that oxygen diffuses into the tissue at a rate proportional to the oxygen concentration in plasma, i.e., dC B ͑x,t͒ dt ϭ Ϫ kC P ͑x,t͒
where x is the index in space along the capillary, t is the index in time, C B (x,t) is the total oxygen concentration in blood as a function of space and time, C P (x,t) is the oxygen concentration in plasma as a function of space and time, and k is a constant depending on the permeability and surface area of capillary exchange, amongst other factors. One important assumption for the above model is that the oxygen concentration in tissue is zero. However there is much evidence to suggest that this may not be the case (Rolett et al., 2000) . Hence we are proposing a modification of the above model by introducing the oxygen concentration in tissue into Eq. (1) as:
where C t (t) is the spatial average oxygen concentration in tissue as a function of time only. This modification effectively allows for backflux from tissue to be taken into account. Thus the rate of change in total oxygen concentration along the capillary is proportional to the difference between the oxygen concentration in plasma and that in tissue. Using the chain rule, the rate of oxygen transfer along the capillary can also be written as
where ѨC/Ѩx͉ t denotes the partial differentiation of C with respect to x while treating t as constant. In other words, the change in total oxygen concentration in blood can be expressed in terms of its spatial profile ѨC B /Ѩx at the given time, its temporal profile ѨC B /Ѩt at the given position along the capillary, and the blood flow rate F in (t) ϭ A(dx/dt) where A is the cross-section area of the capillary, assuming no capillary volume changes. Note that we have adopted Friston's notation by using F in to denote blood flow into the venous compartment, and F out as that out of the venous compart-ment. As we assume no volume changes in the capillary, the blood flow rate in the capillary is the same as that entering the venous compartment. At steady state when the blood flow rate F in is constant, the oxygen concentration at a given capillary position does not change in time, i.e., ѨC B /Ѩt͉ x ϭ0. Thus combining Eqs.
(2) and (3) gives
This differential equation can be solved (see Appendix A) to yield
where C B a is the blood oxygen concentration in the arterial end of the capillary (where x ϭ 0). Following convention, C B a is set to 1 in the experiments; however, we retain it as a variable in the algebra below. g is a new state variable (with baseline value g 0 ), which is the ratio of tissue oxygen concentration and the plasma oxygen concentration at the arterial end. E 0 is the baseline oxygen extraction fraction, L is the capillary length and f in is the ratio of blood inflow and its baseline. From Eq. (6), we obtain the oxygen extraction fraction as
where C B v is the blood oxygen concentration in the venous end of the capillary (x ϭ L). To compare the above steady state model for oxygen extraction fraction to the B&F model
we note that they are equivalent if g ϭ g 0 ϭ 0. Hence Eq. (8) is a special case of Eq. (7) when the oxygen concentration in tissue is assumed zero.
A Dynamic Model of Oxygen Extraction Fraction
The limitation of the above models of oxygen extraction fraction is that they apply to the steady state only. During the dynamic period as blood flow changes from one steady state to another, the assumption that ѨC B /Ѩt x ϭ 0 no longer holds. If the capillary transit time is zero then the capillary oxygen concentration instantaneously changes to the new steady state solution, but in general the oxygen extraction fraction has to be computed numerically. The inclusion of the dynamics can be easily implemented using the B&F model. The extension to include tissue oxygen concentration will be straight-forward in principle. Thus we now show how to incorporate dynamics into the B&F model. First note that the complete capillary model with C t ϭ 0 (i.e., Eq. (1)) can be rewritten as
where r ϭ C P /C B is assumed constant (Buxton and Frank, 1997) . Detailed validation of this assumption, which we also adopt, is presented in Appendix B. At any spatial-temporal location (x,t), over a small increment in time ⌬t and the corresponding increment in space ⌬x given by
the differential Eq. (9) may be computed using the following difference equation
The assumption here is that the blood flow remains constant over ⌬t. By noting that at baseline condition,
where T is the mean capillary transit time, the unknown constants k and r can be eliminated from Eq. (11) to yield
where ⌬x can also be written in terms of ⌬t and f in as
We refer to Eqs. (13) and (14) as the complete capillary model from which the blood O 2 concentration profile along the capillary can be computed at any instant in time as blood flow changes, hence enabling us to calculate the oxygen extraction fraction during the dynamic period as flow changes. However, the above capillary model does not lead to an explicit dynamic equation of the oxygen extraction fraction which could then be incorporated into the model relating BOLD signal to changes in neural activity. What we attempt to do below is to model E(t) in terms of flow changes f in explicitly by a differential equation. To do so, we make the assumption that the temporal change in the blood concentration at a given position x along the capillary can be modelled by a first order differential equation with the input being the concentration obtained at steady state, i.e.,
where is the time constant of the system at a given capillary position and is related to the capillary transit time. As flow increases, the capillary transit time is reduced. Thus we define the time constant as
where is constant related to the capillary transit time. From its definition, Eq. (15) enables us to write a dynamic model for the oxygen extraction fraction as
(See Appendix A for the derivation.) Again the expression on the right hand side of the model is the steady state expression for E. By varying the coefficient , the speed of the dynamic system can be altered to match the mean capillary transit time T. To demonstrate that this first order dynamic system is capable of capturing the true E(t) over the dynamic range, a comparison between the full discrete capillary model (Eqs. (13) and (14)) and the first order dynamic model (Eq. (17)) was made by inputting the same blood flow time series f in (t) to both systems and computing the OEF from each system. The results were almost identical provided was chosen sensibly. For example, at mean capillary transit time T ϭ 0.2s, we found that ϭ 0.15*T gave a good match between the two models. However, the results were robust to variations in . As said before, the above dynamic system assumes that C t ϭ 0. The same mathematics can be applied to model the situation when C t is nonzero. It is relatively straight-forward to show that in this case the dynamic model for capillary O 2 concentration is given by
and the dynamic system relating E(t) to f in is given by
Again the right-hand-side of each equation is simply the steady state solution. The added dynamics make the model capable of dealing with non-zero capillary transit time. The advantages of modelling the capillary blood O 2 concentration and the OEF this way are that one does not need to compute the full capillary model anymore and that the differential equation (19) can be incorporated into the Friston system, replacing the original subsystem E(t) ϭ 1 Ϫ (1 Ϫ E 0 ) 1/fin which is only applicable in steady state conditions and assuming zero tissue O 2 concentration.
Linking Tissue Oxygen Concentration to Metabolic Demand
In order to solve for OEF using Eq. (19), we have first to solve for g which is related to the tissue oxygen concentration C t . It is clear that any build up of oxygen in the tissue is directly related to oxygen leaving the capillary into the tissue and the consumption of oxygen by the mitochondria, or the metabolic demand. First of all, we define the rate of oxygen delivery to tissue from the capillary as the cerebral metabolic rate of oxygen (CMRO 2 ). The commonly used expression for estimating CMRO 2 is
In other words, the rate of oxygen delivery to tissue is the difference between the rate of oxygen entering the capillary and that out of the capillary to the venous compartment. This is valid at steady state when the blood flow rate is constant. However, under the dynamic situation, changes in flow lead to changes of the O 2 concentration in the capillary, as discussed above. Hence the appropriate expression for CMRO 2 must take this into account. By definition, CMRO 2 is the rate of change of oxygen over the whole capillary, i.e.,
Note that this definition is valid for steady state as well as during dynamic conditions. It can be shown (Appendix A) that CMRO 2 is related to the (spatial) mean total blood oxygen concentration in the capillary C B (t) and g as
where CMRO 20 and C B0 are the baseline values of CMRO 2 and C B respectively. Like C B which is modelled by Eq. (18), the mean capillary O 2 concentration can be modelled as
with the expression on the right-hand-side being the steady state expression for C B . Having established an expression for CMRO 2 , we can now write the rate of oxygen build up in tissue as the difference between the rate of oxygen leaving the capillary and the metabolic demand denoted by M:
where V tis is the volume of blood in tissue. By noting that at baseline condition, CMRO 20 ϭ M 0 , the above equation can be re-written as fractional changes. By assuming further that the fractional change in metabolic demand (M Ϫ M 0 )/M 0 is directly proportional to the stimulus induced neural activity input u(t), the above equation can be written in terms of C B and g as To summarize, the modified system we propose includes the dynamic modelling of the OEF and assumes that C t is nonzero. The system is capable of modelling oxygen transfer from capillary to tissue under stimulation as well as hypercapnia. Furthermore the normalized CMRO 2 time series can be obtained from the dynamic model. The overall structure of the system relating neural activity to the BOLD signal is shown in Fig. 1 . The system structure is similar to that described in Friston et al. (2000) , the major modification being the dynamic capillary model which takes as its inputs blood flow as well as metabolic demand. The outputs from the capillary model are the oxygen extraction fraction (E), the ratio of tissue oxygen concentration to arte-
FIG. 1.
The block diagram of the OTT system. The Friston system was extended by replacing the original oxygen extraction model by a dynamic capillary model with inputs from changes in flow as well as metabolic demand due to changes in neural activity. The capillary model can also be used to estimate the normalised CMRO 2 with respect to transient stimulation. By setting the changes in metabolic demand to zero within the capillary model, the system can be used to investigate the CMRO 2 as well as the BOLD responses under neural stimulation and also under hypercapnia.
rial plasma oxygen concentration (g) and the mean oxygen concentration of the capillary (C B ). The former is used for the calculation of the BOLD signal, whereas the latter two are used to determine the fractional changes in CMRO 2 . The complete model relating neural activity u(t) to BOLD signal y(t) is described by the set of equations below:
where , s and f are the unknown parameters in the model relating neural activity to the normalised flow f in . 0 is the time constant of the venous compartment model, ␣ is Grubb's parameter (␣ Ϸ 0.38 at steady state). v and q are the normalized venous blood volume and deoxyhemoglobin content, respectively. V 0 is the resting blood volume fraction and in Friston et al. (2000) is set to 2%. Note that the first two and the last three equations are directly from Friston et al. (2000) . The last equation, which originated from Buxton et al. (1998) , is appropriate only for a 1.5 Tesla magnet. An alternative expression can be found in Davis et al. (1998) and for a 3 Tesla, in Liu et al. (2000) . Refinements for the future will extend this component of the biophysical model to distinguish the contributions from the capillary and venous volume fractions to the BOLD response.
MATERIALS AND METHODS
As the data presented here is adapted from (Jones et al., , 2002 , the reader is directed to the methods presented therein. The methods shall only be reviewed briefly here.
Animal Preparation and Surgery
The animals used were Hooded Lister rats weighing between 300 and 400 g. The rats were anaesthetized with urethane (1.25 g/kg ip) and placed in a stereotaxic holder (Kopf Instruments). The skull overlying the barrels was thinned to translucency with a dental drill under cooling with saline. A plastic chamber (in house design) was placed over the window and attached to the skull with dental cement. The chamber was filled with saline. A tracheotomy was performed to enable artificial ventilation (20% O 2 , 80% N 2 1-1.3 Hz). The femoral artery and vein were cannulated for measurement of blood pressure and infusion of drugs, respectively.
Barrel Location
The basis of the experimental procedure is to first locate a whisker barrel using established techniques and single wavelength (ϳ590 nm) illumination. A brief (ϳ1 s) stimulation of somatosensory cortex using electrical stimulation of the whisker pad (5 Hz, 1.2 mA) is given every 35 s for 30 trials. On each trial, image data is collected and stored over a 12-s period starting 8 s before stimulation onset. Frames are collected at 15 Hz using a 12 bit SMD (1M60) digital camera. A modification of the Molgedey-Schuster (1994) algorithm which incorporates a weak temporal model is used to identify the barrel location . After localization the spectrograph is mounted on the camera and positioned such that the 100-m slit is sited appropriately over the centre of the barrel region.
Laser Doppler Flowmetry (LDF) and Optical Imaging Spectroscopy (OIS)
Following placement of the spectrograph an LDF probe (a PeriFlux 2, Perimed, Stockholm, fibre separation 0.25 mm) was placed over the barrel region (Ͻ1 mm) from skull surface. The sampling period was 200 ms. An LDF time series was collected concurrently with spectrographic data for each of the following conditions:
Brief stimulation. The electrical stimulation parameters were similar to those used in fMRI studies (Silva et al., 1999 (Silva et al., , 2000 . A constant current source stimulator was used to produce a 0.3 ms pulse at 5 Hz. We used four levels of intensity (0.4, 0.8, 1.2, and 1.6 mA). ECG and MABP monitoring showed no response to stimulation at these intensities. Each trial was 23 s long. The stimulation occurred on the eighth second of each trial. Data were averaged over 30 trials.
Extended stimulation. The procedure was similar to the brief stimulation condition in that the same stimulation intensities were used. A longer trial (50 s) and stimulus duration (20 s) were used which occurred from the tenth second of each trial. Data were averaged over 15 trials.
Brief hypercapnia. A 4-min (240 s, 1800 frame) period of data was collected. The FICO 2 was elevated to either 5 or 10% for a minute (between 60 and 120 s). Each level of hypercapnia was repeated three times for each subject.
RESULTS

Simulations
Simulations were conducted for short and long neural stimuli and for hypercapnia. The performance of the modified system incorporating the OTT model was compared to that of the system described in Friston et al. (2000) .
Parameter settings. Values of the parameters were set using a combination of hand-tuned experimental simulation and a distillation of the published literature.
Flow. The parameters for generating flow (f in ) were chosen as ϭ 0.4, s ϭ 1 and f ϭ 1/0.9 based on our experimental data. The flow thus generated, changed by about 20% for 1s stimulation, reached its peak value at 2ϳ3 s and returned to baseline value 5ϳ6 s after stimulation. For long stimulation (greater than 10 s) flow saturated at about 40%.
Baseline OEF. The baseline oxygen extraction fraction was chosen as E 0 ϭ 0.5. Increasing E 0 has the effect of increasing the magnitude of the initial transient increase in deoxy-haemoglobin, hence the early dip in the BOLD signal, as shown also in the Friston system.
Baseline tissue oxygen concentration. The baseline ratio between C t and C P a was set to g 0 ϭ 0.1, which is physiologically plausible (Rolett et al., 2000) . Simulation also showed that the system is not very sensitive to g 0 as it varies between 0.05 and 0.2. This is in agreement with the findings of Rolett et al. (2000) .
Capillary transit time. The effect of increasing capillary transit time T is twofold. First, it produces a delay in blood O 2 concentration change at the venous end of the capillary in response to flow changes, hence producing a transient increase in E initially. Second, Eq. (25) suggests that increase in T increases the time constant of g, hence increasing the latency of the changes in tissue O 2 concentration with respect to changes in metabolic demand. Our simulation showed that the net effect of increasing T (from 0.1 to 0.5 s) is a decrease in the magnitude of the initial dip in the BOLD signal. As the mean capillary and venous transit time in a rat is about 0.5 s (Nakagawa et al., 1995) , we set T ϭ 0.2 s and the time constant for the venous compartment 0 ϭ 0.3 s. The parameter relates the capillary transit time to the dynamics of OEF and C B . We have chosen ϭ 0.15T. The model is not very sensitive to its value.
Tissue transport time constant. From Eq. (25), we see that the time constant of g also depends on the ratio r ϭ C P /C B , the volume ratio V tis /V cap , and the scaling constant J. It is standard textbook physiology that C P ϳ 0.3 ml.dl Ϫ1 .(100 mmHg) Ϫ1 and C B ϳ 20 ml.dl Ϫ1 . (100  mmHg) Ϫ1 . However, from Fig. B1 we observe that C P /C B varies over the capillary length, but with a mean value of about 0.01. Hence we use r ϭ 0.01 in our simulations. The capillary blood volume fraction is about 1ϳ2%, so the volume ratio lies between 50 to 100. We set the volume ratio V tis /V cap to 50. We then adjusted the scaling parameter J ϭ 8 so that the time constant of g is about 1s. Simulation showed that increasing J (which delays the changes the oxygen concentration in tissue) has a marked effect on the magnitude of the initial dip in the BOLD signal.
It is worth noting that the dynamics of the changes in tissue oxygen concentration are determined by the lumped time constant J(V tis /V cap )(rT/E 0 )((C B0 /C B a )Ϫg 0 ). The implication is that it is not possible, using the OTT model, to estimate simultaneously the values of these parameters from the hemodynamic response.
Metabolic demand. Another free parameter in the OTT model is the gain K linking changes in metabolic demand to neural activity. This too affects the initial dip in the BOLD signal. Increasing the changes in metabolic demand (within the range 5ϳ15%) decreases the tissue O 2 concentration during stimulation. This increases O 2 delivery to tissue, hence increasing the magnitude of the transient increase in deoxyhemoglobin. Grubb's exponent. The constant ␣ does not affect the capillary model. For the same flow change, increasing ␣ increases the blood volume and deoxyhaemoglobin in the venous compartment, hence reducing the BOLD signal, resulting in increased magnitude of the initial dip. In our simulation, we set ␣ ϭ 0.38, although in the analysis using real data we found that a value of 0.2ϳ0.3 more appropriate.
The parameter values used in the simulation are summarized in Table 1 . We shall present below results obtained under two simulated experimental conditions: (i) stimulation-induced flow changes, and (ii) flow changes due to hypercapnia. Under stimulation-induced flow changes, we compare the performance of our model to that of the Friston system. We will also compare the normalised CMRO 2 time series obtained using steady state expression and that using the general expression (Eq. (22)). As the Friston system uses the B&F model for OEF which explicitly excludes hypercapnia, no direct comparison is possible. However, we will show the estimated CMRO 2
FIG. 3.
A family of curves of CMRO 2 vs flow calculated using the B&F model as baseline OEF changes. It shows that a small amount of CMRO 2 changes requires a large amount of flow changes. Nevertheless the B&F model implies a close coupling (nonlinear) between CMRO 2 and flow changes under neural stimulation.
FIG. 4.
The normalized CMRO 2 responses to 15 s neural stimulation. The solid line represents CMRO 2 calculated using the mean capillary and tissue O 2 concentration (C B Ϫ g), the dotted line is that using the steady state expression (f in q/v). Both responses converge to the metabolic demand (5%) at steady state, but the latter overestimates changes in CMRO 2 during transient states. 
Stimulation-Induced Flow Increases
A unit pulse of 1 s was applied to the system to represent the neural activity u(t) in response to 1 s stimulation. The change in metabolic demand was assumed 5% (i.e., K ϭ 0.05). With the other parameters in the model given in Table 1 , the behaviour of the OTT system was compared with the Friston system, shown in Fig. 2. Figure 2a shows the normalized flow response to the stimulus. The maximum change in flow is about 20%. Figure 2b shows the OEF obtained from the OTT model, superimposed on that of the Friston system. Although not obvious, there is an initial increase in OEF using the OTT model. This is due to the dynamics introduced in the capillary model, causing latency in the increase in C B v with respect to increased flow. The OEF obtained using the Friston system does not have an early increase with respect to increased flow. Figures 2c and 2d are time series of g (proportional to tissue O 2 concentration) and the mean capillary O 2 concentration respectively. These two state variables are not present in the Friston system. The initial dip in g is directly related to the changes in metabolic demand. The normalized deoxyhemoglobin time series obtained from both systems are shown in Fig. 2e . Clearly the OTT model resulted in an initial increase in the deoxygenated haemoglobin which is not obvious in the output of the Friston system. The BOLD signals for both systems are shown in Fig. 2f . In this case, there is an initial dip in the BOLD signal of the OTT system, but none is present in the Friston system. As discussed in Friston et al. (2000) , a dip will be present in the BOLD signal at higher oxygen extraction baseline values, e.g., E 0 ϭ 0.8. This value is however rather high. Note that the normalised volume response is the same for both systems.
The Calculation of CMRO 2
The commonly used expression for the calculation of the normalised CMRO 2 has been
This is, strictly speaking, only applicable in the steady state condition. We refer to it as the steady state expression for normalised CMRO 2 . If we take the B&F model for oxygen extraction fraction (Eq. (8)), we see that the normalised CMRO 2 is dependent only on flow changes and E 0 as
This relationship is shown in Fig. 3 , with the parameter E 0 varying between 0.3 and 0.8. Clearly it is nonlinear and it implies a tight coupling between flow and CMRO 2 changes. In the OTT system, we use the change in metabolic demand (assumed proportional to the change in neural activity) as the input to CMRO 2 changes, without explicitly linking the metabolic demand to flow. This allows us to model hypercapnia by setting the metabolic demand to zero. Furthermore, the OTT system enables the calculation of the normalised CMRO 2 time series in a dynamic situation because of the introduction of the two state variables g (related to C t ) and C B . Figure 4 shows the normalized CMRO 2 response to 15 s neural stimulation, with the model parameters unchanged otherwise. It can be seen that the CMRO 2 time series obtained using our model and that using the steady state model converge to the same value at steady state, but during the dynamic period the steady state expression over-estimates CMRO 2 .
Under Hypercapnia
The original Friston system, because it uses the B&F model, excludes hypercapnia. The OTT system, on the other hand, can deal with hypercapnia by assuming zero change in the metabolic demand (K ϭ 0), while investigating the effect of flow changes to the system. We are particularly interested in investigating the behaviour of the CMRO 2 changes under hypercapnia. It has been shown that metabolism does not increase under hypercapnia (Nioka et al., 1987) , and the assumption of constant CMRO 2 under mild CO 2 challenge has recently been used as a calibration stage in the measurement of CMRO 2 changes under conditions of activation in fMRI studies (Davis et al., 1998; Hoge et al., 1999; Kim et al., 1999) . However, in anesthetized rat, it has been shown that hypercapnia is accompanied by increased cortical arousal as measured using the cerebral electrocorticogram (Estevez and Phillis, 1997) , and Jones et al. (2001 Jones et al. ( , 2002 , using OIS, have demonstrated small CMRO 2 changes under hypercapnia. Figure 5 shows the time series of the normalised CMRO 2 under a 15-s simulated CO 2 challenge. The model parameters are kept the same as above (with K ϭ 0) except that the time constant for g is about 1s (J ϭ 8) for Fig. 5a and about 10 s (J ϭ 80) for Fig. 5b . Figure 5a shows that there is a transient change in CMRO 2 when flow changes, but as g asymptotes toward its steady state, change in CMRO 2 converges to zero. Again the CMRO 2 estimated using the steady state equation is larger than that using our model during the dynamic phase. When the time constant for g is increased to 10 s, however, the tissue oxygen concentration takes a much longer time to reach its steady state. While it is still changing slowly, the change in CMRO 2 is nonzero during the period of the hypercap-nia stimulation. What this simulation has demonstrated is that if during hypercapnia, g has not reached its saturation point, then there will be measurable CMRO 2 changes.
System Identification Using Experimental Data
The experiments we report below comprised 4 data sets: stimulation of 1 s at stimulus intensity of 0.8 mA and 1.6 mA, 5% CO 2 , and 10% CO 2 challenges for 60 s. Each data set was fitted using the OTT model. Since we have not modified subsystem 1 (linking neuronal input to flow changes), we used the measured flows (LDF) as inputs to the system. Stimulus input (and thus metabolic demand) was a simple square wave with the appropriate timing. The parameters T, 0 , , r, and V tis / V cap were given the same values as those shown in Table 1 . These parameters were left constant in every data set fitting.
The best fit E 0 was identified by hand as 0.45 under both stimulation and hypercapnia. The volume change is a function of flow and the Grubb's exponent ␣ only, so the next stage in each identification was to choose an appropriate value for ␣. The hypercapnia challenges were best fit with ␣ ϭ 0.28 and 0.35 for 5% CO 2 , and 10% CO 2 , respectively. The stimulation data were best fit with ␣ ϭ 0.23 and 0.27, respectively. These values are similar to the values reported in Jones (op. cit.). The change in metabolic demand was assumed to be a square pulse of 1 s under stimulation. Its magnitude, determined by the parameter K, was chosen to optimise the fit of the model to stimulation data, but was set to zero during hypercapnia challenges. Another important free parameter in the OTT model is the scaling parameter J, which is related to the time constant associated with g, and hence the tissue O 2 concentration. Under stimulation, the OTT model provided a good fit to the experimental data when J was chosen as 10, equivalent to a time constant of 1.25 s for g. However, under hypercapnia the same J was found to produce a poor fit to the data. A sensible fit to the hypercapnia data was obtained when the value of J was increased to about 80, equivalent to a time constant of 10 s for g. The reasons for the two different tissue time constants under the two different conditions will be discussed below. Figure 6 shows the fit of the OTT model to the OIS data sets in terms of normalized oxy-and deoxyhemoglobin time series as well as the blood volume (Hbt) time series. Figures 6a and 6b show the OTT model fit (dotted line) to the stimulation data (solid line) for stimulus intensities of 0.8 and 1.6 mA, respectively. The fit to the data during the transient period is good in both cases. However, there is a poor fit in the recovery period. Figures 6c and 6d show the model fit (dotted line) to the hypercapnia data (solid line) under 5 and 10% CO 2 challenges respectively. Mandeville et al. (1999) noted that the blood volume response to stimulation was not well fitted by a single time constant, whereas we find that it is the deoxy-and hence the oxyhemoglobin time series, which are not well fitted by a single time constant. Apart from this, the fit to data is good, particularly in the early stages of the response. In addition, many parameters are kept constant and in physiologically plausible ranges across all conditions. Future work will address the problems encountered in the recovery phases of hypercapnia and long stimulation data sets. Figure 7 shows the estimated CMRO 2 time series normalised to its baseline using two different expressions, one derived from the OTT model using the mean capillary O 2 concentration and g (Eq. (22)), the other using the steady state model, commonly used in the literature. The results are very similar to the simulation study in that the steady state expression overestimates the changes in CMRO 2 during the transient period, but the two estimates converge under steady state. Hence under 1s stimulation (Figs. 7a and 7b) , the estimate of changes in CMRO 2 using the capillary model is about 7% for stimulus intensity of 0.8 mA, instead of 10% estimated using the steady state expression. Under hypercapnia (Figs. 7c and 7d) , we see that during the 1 min CO 2 challenge, both estimates of changes in CMRO 2 are nonzero, with changes in CMRO 2 reaching 2% for CO 2 challenge of 5%, and exceed 4% for CO 2 challenge of 10%. Clearly the change in CMRO 2 decays toward zero during the period of the CO 2 challenge, and the OTT model would predict zero CMRO 2 changes if the duration of the hypercapnia is sufficiently long. The rate of this decay would depend on the time constant associated with g, which, in the OTT model, is related to the capillary transit time, the volume ratio V tis /V cap , the concentration ratio r ϭ C p / C B , the baseline OEF, and the scaling parameter J. The OIS data suggest that the time constant for g is significantly longer during hypercapnia than during stimulation. Using the value best fitting the data, we find that the changes in CMRO 2 are nonzero for a considerable length of time during hypercapnia. One possible factor affecting this time constant may be an increase in the concentration ratio r, which could result from the decrease in tissue pH under hypercapnia (especially at the higher CO 2 challenge). In the model we have lumped the scaling effects of the sources of variation under the single parameter J, leaving the apportioning of their different contributions for the future.
Long Duration Stimulation
We also attempted to fit the OTT model to experimental data obtained under long stimulation of 20 s using the measured flow as input to the model while assuming that the metabolic demand is a square pulse of 20 s. Figure 8a shows that the model did not fit well Table 1 except for K and ␣, which were allowed as free parameters, to the data (stimulus intensity ϭ 0.8 mA). A closer look at the shape of the measured flow reveals that it is highly unlikely the change in metabolic demand related to such flow changes could be a square pulse. An improved fit would be obtained, shown in Fig. 8c , if the change in metabolic demand was modified to that shown in Fig. 8b . This example demonstrates that modifications to the processes linking flow to neural activity and metabolic demand to neural activity are needed. A study by Ances et al. (2000) on the nonlinear coupling between blood flow and neural activity may provide a good starting point for future development. For short stimulation, however, a square pulse seems to be a good approximation to the change in metabolic demand.
DISCUSSION
We have presented a model of the haemodynamic response to activation. the model of the coupling between oxygen extraction and flow are the assumptions that: (i) baseline mean tissue O 2 concentration is nonzero; (ii) were there to be no increase in activation-induced flow, tissue O 2 concentration would decrease under increased neuronal metabolic demand; (iii) the tissue compartment is well stirred and tissue O 2 concentration can be regarded as constant along the capillary length; (iv) the capillary transit time is nonzero, leading to a dynamic modelling of the oxygen extraction fraction. The simplifying approximation (iii) may not be true in striated muscle tissue but is possibly justified in brain tissue where capillaries form a dense random network, in which neurons are rarely more than a few tens of microns at most from a capillary. Otherwise we make much the same assumptions as do Buxton and Frank (1997) , Hyder et al. (1998), and Friston et al. (2000) .
We have compared the hemodynamics of the Friston system and the OTT system. The general structure of the Friston system was unchanged, but the expression for oxygen delivery from B&F was replaced by a nonlinear dynamic model linking oxygen extraction fraction to neural activity and flow. In particular we introduced two more state variables: tissue O 2 concentration (in terms of g) and the mean capillary O 2 concentration (C B ). We assumed the ratio of tissue and arterial plasma O 2 concentrations to be approximately the same as the ratio between tissue oxygen tension (PO 2 -10 mmHg) and plasma oxygen tension (PO 2 -100 mmHg) and thus set g 0 ϭ 0.1. The capillary transit time (for rat) was set to 0.2 s and the venous compartment time constant was set to 0.3 s. (In Friston system, it was set to 1 s for humans.)
The first stage of the study was to investigate the qualitative differences between the Friston system using the B&F model and the OTT system under the same baseline conditions and with the same flow changes.
The Early Increase in Deoxygenated Hemoglobin
Several optical imaging and fMRI studies have reported an early transient increase in deoxygenated hemoglobin following stimulation. However, the phenomenon (often referred to as the early dip, as it manifests as a transient decrease in the BOLD response) has sometimes proved elusive.
The OTT model generates an early dip which is directly linked to the changes in tissue O 2 concentration produced by increased neural metabolic demand. Another major factor affecting the early dip is the time constant associated with the tissue O 2 concentration. Increasing this time constant, hence increasing the latency of the tissue O 2 concentration change to increased metabolic demand, has the tendency to decrease the initial dip in the BOLD signal. Therefore increasing parameters such as the capillary transit time T, the ratio r ϭ C P /C B and the scaling constant J all act to decrease the magnitude of the initial dip. The variability of the results of both fMRI and optical imaging studies regarding the presence or otherwise of the initial dip maybe due, in part, to the number of factors that can affect it.
The Friston system, using the B&F model for oxygen extraction, also generates an early dip, but only at very high baseline OEF (Friston et al., 2000) . It makes no distinction between the causes of the flow increases. Reducing the baseline oxygen extraction fraction (e.g., as in hyperoxia) markedly reduces the size of the early increase in deoxygenated hemoglobin in all models and also in the rat (Mayhew et al., 2000) . This, again, may be part of the explanation why it has been difficult to find the early increase in deoxygenated hemoglobin in some animal studies where deliberate maintenance of hyperoxia appears routine (Silva et al., 2000 (Silva et al., , 1999 .
Changes In Tissue Oxygen Concentration under Hypercapnia
It is well known that under hypercapnia tissue O 2 concentration increases (Clark et al., 1958) . This of course implies that the OEF changes. However, metabolic demands of the tissue have been shown to be unchanged under hypercapnia (Nioka et al., 1987) . Hence there is a danger of confounding estimates of CMRO 2 calculated from the product of OEF and flow (or from the mean capillary O 2 concentration and the tissue O 2 concentration using the OTT model) with changes in metabolic oxygen utilization (Mayhew et al., 2000) . For example, Hoge et al. (1999) use the assumption of constant CMRO 2 under hypercapnia to estimate a parameter (M Eq. (11) op. cit.) in the model of the BOLD response. Although the metabolic demands may be unchanged, if there is increasing tissue O 2 concentration under hypercapnia, the value of CMRO 2 will not be the same as the pre CO 2 challenge baseline CMRO 2 . Our simulation demonstrated that under hypercapnia the value of CMRO 2 depends on the length of the challenge and how fast/slow the tissue O 2 concentration responds to it.
In the OTT model, the response to hypercapnia can be explored by breaking the link between tissue O 2 concentration and metabolic demand by setting the gain K to zero. In this case the OTT system can be used to simulate the Hoge et al. (1999) experiment. Hoge et al. found differences in the amplitude of the BOLD responses under activation and graded hypercapnia when matched for equivalent flow changes. The results of our simulation similarly show that for equivalent flow, the BOLD response under hypercapnia is greater than for stimulation. However, this occurs, not because CMRO 2 stays constant under hypercapnia, but because the increases in CMRO 2 with flow, which occur under both conditions, are greater under stimulation than under hypercapnia. Furthermore under conditions of equivalent flow, the increases in tissue O 2 concentration are higher under hypercapnia than under neural activation. Not withstanding, the mechanisms for increasing blood flow following neural activation are not the same as following hypercapnia and neither are well understood so maybe this is at best a qualitative comparison. Buxton et al.'s (1998) balloon model assumes that the blood volume changes occur primarily in the venous compartment. The model is essentially that of a pipe in and out of a balloon contained in a fixed volume element containing an incompressible fluid (it is known that arterial vessels contribute little to the BOLD response). There is no attempt to partition the dynamics into different compartments. Mandeville et al. (1999; Appendix op. cit.) derived a serial windkessel model, which separated the windkessel into capillary and venous compartments but found little difference between the single or serial model performance. In both the balloon and windkessel models it is assumed that arteriolar dilation produces the flow increase but contributes little to the volume changes. Arteriolar dilation does occur (Ngai et al., 1995) ; however, arteriolar volume increases may be responsible for a much larger percentage of the changes under hypercapnia than previously believed (Seong-Gi Kim personal communication, (Lee et al., 2001) ). In our optical imaging measurements we deliberately avoid as far as possible including large surface micro vessels (both arterioles and venules) when positioning the spectrograph slit and the LDF probe but it is unlikely that our measurements are confined to any single compartment. Of course it is well known that the fMRI sequences can be selected for their biases towards the larger or smaller blood vessels, but even then the separation is not total. It is for future work to decide whether further elaboration of the models to include different multicompartment volume changes is needed given the coarse and often uncertain spatial resolution of the measurements we can currently make.
Future Work
In Mandeville et al. (1999) and also in our studies ), there are clear differences between the time series of the flow and volume changes as they return to baseline. These differences suggest the function linking flow and volume changes is still an open issue and formal non-linear identification strategies may repay investigation as Grubb's exponent is clearly a steady state approximation. We are currently exploring methods for modifying the system so that the value of Grubb's exponent for different stimulation durations is an emergent property of the system dynamics.
CONCLUSIONS
The OTT system, which is a modification of the Friston system to include a compartment for tissue oxygen and a full capillary model (with dynamics) has been used to generate data which qualitatively corresponds well to optical imaging data. These developments to the Friston system would be challenged by finding that tissue oxygen content is not briefly reduced by increased neural metabolic activity, and that hypercapnia and the post stimulation hyperemia accompanying the BOLD response did not increase tissue oxygen content. However as the B&F model (a fundamental component of the Friston system) is only applicable in steady state conditions and it explicitly excludes hypercapnia challenge, it cannot in principle account for the fMRI data by Hoge et al. (1999) and the OIS data from Jones et al. (2001 Jones et al. ( , 2002 .
The importance of the Friston system for fMRI research is that it provides a physiologically plausible tool for the evaluation of different MR data collection strategies. For example Friston evaluated the suitability of Volterra kernels as a nonlinear fMRI analysis tool. It is important that a model be appropriate for the spatial and temporal scale of the measurements that can be made both to test and refine it, and to use it. We suggest that the modified Friston system presented in this paper provides such a suitable theoretical framework in which to embed experiments evaluating both optical imaging and fMRI analysis methodology and experimental design. We intend to extend the system to be able to evaluate analysis methods for investigating multi-region modulatory neural interactions from magnetic resonance and optical imaging measurements, and the nonlinearity associated with event-related stimulation protocols.
APPENDIX A
As this paper includes a fair amount of mathematical equations, a list of definitions of the parameters is provided here for clarity and ease of reading.
C B ϭ total oxygen concentration in blood C B a , C B v ϭ blood O 2 concentration in the arterial and the venous end of capillary respectively. C B , C B0 ϭ spatial mean total blood O 2 concentration in capillary and its baseline value.
C P ϭ oxygen concentration in plasma. C P a ϭ plasma oxygen concentration in the arterial end of the capillary.
C t ϭ spatial average oxygen concentration in tissue. k ϭ constant depending on the permeability and surface area of capillary exchange, amongst other factors.
r ϭ C P /C B and is assumed constant.
A ϭ cross-section area of the capillary. L ϭ mean capillary length. T ϭ mean capillary transit time. F in , F out ϭ blood flow into and out of the venous compartment.
F 0 ϭ blood flow into the venous compartment at baseline.
E,E 0 ϭ oxygen extraction fraction and its baseline value.
g ϭ C t /C P a , with baseline value g 0 .
M,M 0 ϭ metabolic demand and its baseline. u ϭ stimulus induced neural activity. K ϭ constant such that M ϭ Ku. ϭ constant related to the capillary transit time. V tis ,V cap ϭ volume of blood in tissue and in capillary respectively.
J ϭ constant related to the time constant of g.
The Steady State Model for Oxygen Extraction
At steady state, the total blood O 2 concentration along the capillary is given by the differential equation (Eq. (5) in the main text):
To solve for C B , we use the approximation that the ratio of the oxygen concentration in plasma and that in total blood is constant (Buxton and Frank, 1997) :
The above differential equation can then be written as
Note that in the above equation, C B is the only variable dependent on x. Hence Eq. (A2) is a simple first order differential equation with the solution:
where C B a is the blood O 2 concentration in the arterial end of the capillary (where x ϭ 0). To relate the total O 2 concentration in blood to OEF, we have, by definition, the oxygen extraction fraction as
where C B v is the blood O 2 concentration in the venous end of the capillary given by substituting x ϭ L into Eq. (A3) with L being the capillary length:
Thus the oxygen extraction fraction can be written as
Now by noting that rC B a ϭ C P a , where C P a is the plasma oxygen concentration in the arterial end, we introduce the state variable
The OEF can then be written as
After rearranging, the above equation becomes
If we now denote E 0 as the baseline oxygen extraction fraction, g 0 as the baseline value for g and F 0 as the baseline blood flow, then
which yields
or, after rearranging,
where f in ϭ F in /F 0 . Similarly, the total blood concentration along the capillary can be rewritten in terms of g as
A Dynamic Model of Oxygen Extraction Fraction
The blood concentration at a given position x along the capillary was modelled by the first order differential equation with the input being the concentration obtained at steady state (Eq. (15) in the main text):
Hence dE
Similar procedures apply in deriving the dynamic models in the case of non-zero tissue O 2 concentration.
Linking Tissue Oxygen Concentration to Metabolic Demand
Equation (21) in the main text defines CMRO 2 as
At steady state, using the chain rule, dC B /dt ϭ (dC B / dx) (dx/dt). This definition leads to
which is commonly used for the determination of CMRO 2 . During dynamics,
As g is a function of time only, the above expression becomes
where C B is the spatial mean blood concentration in the capillary. Thus the normalised CMRO 2 is given by Eq. (22) in the main text.
The equation for the rate of oxygen build up in tissue can be written in terms of fractional changes as
where V tis is the volume of blood in tissue, and M denotes the metabolic demand with baseline value M 0 . From Eq. (A7), we have C t ϭ gC P a ϭ grC B a , thus
Also at baseline
where V cap is the volume of the blood in the capillary and T is the capillary transit time. Thus Eq. (A18) becomes
where J is a scaling factor taking into account the transport lags in tissue oxygen diffusion.
APPENDIX B-EXAMINATION OF THE ASSUMPTIONS USED IN THE CAPILLARY MODEL
The use of a constant ratio r ϭ C P /C B along the length of the capillary in the Buxton model leads to an exponential capillary blood oxygenation decay curve under steady state conditions. Because of the non-linearity of the oxygen dissociation curve (ODC) this can only be an approximation. We have implemented the system of Valabregue et al. (2000) , which models the capillary oxygen concentration profile along the capillary length using the Hill equation representation of the ODC. This model does not constrain r to be a constant, but it can be computed as an emergent property. Comparing the oxygen extraction fractions predicted by the Buxton/OTT models and the Valabregue model, we find there to be no significant differences over a wide range of baseline flows, percentage change in flow, and the physiological ranges of pH. This we regard as using the assumption of a constant ratio r ϭ C P /C B along the length of the capillary in the OTT model. Furthermore we find the calculated values of r, although not constant, are almost so for 90% of the capillary length.
As the Valabregue model (although it is temporally a steady state model) is spatially defined, it also allows an evaluation of the effect of variations in local tissue oxygen concentration on capillary oxygen extraction fraction as we shall see below.
The system of Valabregue (2000) defines the diffusion of oxygen from capillary as,
where C B , C P , and C t are oxygen concentrations in blood, plasma and tissue, respectively, and CBF is cerebral blood flow. C B and C P are related by:
Equation (B2) can be differentiated with respect to C P to give:
Equations (B1)-(B3) use physiological parameters taken from Valabregue et al. (op. cit.) : PS, permeability surface area product ϭ 7020; [Hb] , hemoglobin concentration ϭ 2.3 mmol ⅐ l Ϫ1 ; PO, oxyphoric power ϭ 4; ␣, solubility coefficient ϭ 1.39 ⅐ 10 Ϫ3 mmol ⅐ l Ϫ1 ⅐ mmHg Ϫ1 ; P 50 ϭ 26 mmHg; h, Hill coefficient ϭ 2.73. Baseline conditions were obtained by setting C B (0) ϭ ␣ ⅐ P a , where P 0 is arterial oxygen pressure and is taken to be 100 mmHg.
Using the chain rule,
This model was implemented by normalising capillary length L to unity and using 100 compartments. For each compartment Eqs. (B1) and (B3) were evaluated and combined in Eq. (B4). Using Euler's method, C P (x) was evaluated by,
where dx is the capillary length (normalised to unity) divided by the number of compartments. Due to small errors arising from Euler's method, C B (x) was then obtained from Eq. (B2), rather than evaluating
C P and C B were calculated for each step dx along the normalised capillary length. Oxygen extraction fraction was then calculated in the normal way as
Validation of Monoexponential Modeling of Capillary
Blood Oxygen Decay Figure B1 shows the capillary blood oxygen decay modelled by the Valabregue model (solid line, C t ϭ 0, CBF 0 ϭ 66 ml ⅐ min Ϫ1 ⅐ (100g) Ϫ1 ), exponential fit to the model (dashed line) and linear fit to the model (dotted line), all displayed using the left hand y-axis. The ratio r is also plotted (dash-dot line) using the right hand y-axis. It is apparent that while r is not constant, varying between 0.008 and 0.015, the exponential curve provides an extremely good fit to the capillary blood oxygen concentration decay curve. It is also clear that the exponential curve provides a superior fit to the C B decay curve than does the linear fit. This demonstrates that the assumption of r being a constant captures most of the information in the C B decay curve. It is also worth noting, from Fig. B1 , that the ratio r remains nearly constant along 90% of the capillary length, decaying rapidly near the arterial end of the capillary. In our simulations of the OTT (and B&F) model we have used a value of 0.02 for r, which is more appropriate for the arterial end of the capillary than the venous end.
Validation of Using a Constant Ratio r
To further investigate the adequacy of the exponential C B decay curve, the oxygen extraction fraction was calculated using (a) the Valabregue model (variable r) and (b) the Buxton model (constant r) over a range of plausible baseline flow values and a range of flow changes. The Buxton model was calibrated to the Valabregue model by matching E 0 at CBF 0 . Figure B2 shows the comparison of the two methods. Over the baseline flow range of 60 to 80 ml ⅐ min Ϫ1 ⅐ (100 g) Ϫ1 , and a range of percentage flow changes from Ϫ20 to 80%, the fit between the two models is very good. We conclude that the approximation of constant r with the resulting exponential C B decay curve seems to be appropriate over the physiological range of baseline flows and flow changes. The apparently paradoxical finding that r (C P /C B ) varies along the capillary length, and yet at the same time a constant value of r has little effect on the profile of blood concentration along the capillary length is explained simply by the fact that C B is very much greater than C P . So relatively large changes in C P have large effects on r, they exert little effect on the profile of C B . This justifies the simplifying assumption in the Buxton and Frank model that r can be treated as constant.
Validation of Neglecting pH Effects
The ratio r can also be affected by varying pH levels. This effect can be modelled by varying the P 50 value in the Valabregue model, since small pH changes have negligible effect on the shape of the oxygen dissociation curve, but shift its midpoint. P 50 can be calculated from pH using the method of Kelman (1966) . It can be seen from Fig. B3 that over the physiologically plausible pH range of 7.35-7.45, there is very little change in the graph of oxygen extraction fraction versus flow (C t ϭ 0, CBF 0 ϭ 66 ml ⅐ min Ϫ1 ⅐ (100 g) Ϫ1 ). Thus the pH effects may be neglected when modelling haemodynamic capillary properties.
Validation of "Bundled" Capillary Model
The OTT model treats E, g, and C B as state variables of a single representative capillary from the region of tissue under examination. In reality, capillaries will experience varying local tissue oxygen concentrations due to their tortuous and overlapping arrangement, and these variations will impact on the oxygen extraction fraction. The discrete capillary model with multi- ple compartments can be used to investigate the effects of these variations, and to compare the average capillary group response to a single representative capillary response.
To model a real system would require a 3-D, timevarying model of a number of capillaries with diffusion coefficients of each capillary being dependent on all others, and tissue oxygen concentration being a smooth continuous function. This is beyond the scope of the current project. However, a worst case scenario can be modelled by treating each capillary in a capillary bundle as having an independent and random local tissue oxygen concentration, which varies along its length. To model this, tissue oxygen concentration was set to 0 to 40% of baseline plasma oxygen concentration, in lengths of ten compartments (i.e., the tissue oxygen concentration changed every 10th of a capillary length). Tissue oxygen concentration was then interpolated to a length of 100 compartments in order to avoid discontinuous changes and give some measure of approximation to diffusional smoothing. Since OIS and fMRI measurements sample tissue regions comprising many capillaries, we are interested in groups of capillaries. To this end, the mean and standard deviation of the oxygen extraction fraction were calculated for bundles of 1, 5, 10, and 50 averaged capillaries (100 trials for each condition). Figure B4a shows sample capillary blood oxygen concentration profiles with varying tissue oxygen concentration in the above range. Figure B4b shows the mean and standard deviation of oxygen extraction fractions for bundles of 1, 5, 10, and 50 capillaries, along with the result of treating average C t as a constant. The means are indistinguishable from one another, and the deviations of 10 or more capillaries in a bundle are very small. This is taken as validation for modelling capillary properties through spatially unresolved equations. 
