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Institut Elie Cartan, Laboratoire de Mathématiques
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Abstract— Shape optimization problem for semilinear elliptic
equation is considered. There is an optimal solution which
is computed by the Levelset method. To this end the shape
derivative of the functional is evaluated. In order to predict
the topology changes the topological derivative is employed.
Numerical results confirm that the proposed framework for
numerical solution of shape optimization problems is efficient.
I. INTRODUCTION
In this paper we are going to present a numerical method for
shape optimisation problem of an integral functional associ-
ated to a non-linear boundary value problem. This method uses
the shape derivative and the topological derivative of the shape
functional. Geometrical evolution of the domain is controlled
by the level set method. Topological changes are possible due
to an application of the topological derivative. The form of
topological derivative is presented in [8], [34].
We introduce the model problem. Let B and D be two
bounded open subsets of R2 such that B b D For any open set
ω ⊂ R2, we denote #ω the number of connected components
of ω and we consider the set of admissible domains
Uad = {Ω = D \ ω : ω open set, ω ⊂ B, #ω ≤ k,
H1(∂ω) ≤ C} (1)
with H1(∂ω) the length of the boundaries and C given integer.
We denote ∂D = Γ the boundary of D and ∂Ω = Γ ∪ ∂ω.
We consider a shape optimisation problem for the following
semilinear boundary value problem
−∆u+ u3 = f in Ω,
u = 0 on Γ,
∂u
∂n
= 0 on ∂ω,
(2)
where f ⊂ C∞(D) and n is the unit outward normal vector
to ∂Ω, (cf. Fig.2).








We are interested in the following shape optimisation problem
min{J(Ω) : Ω ∈ Uad} (4)
associated with (2).
We denote that H1Γ(Ω) =
{
v ∈ H1(Ω) : v = 0 on Γ
}
.
Lemma 1.1: For any given f ∈ L2(D) there exists a unique
solution u ∈ H1Γ(Ω) ∩ L4(Ω) to boundary value problem (2).














over the space H1Γ(Ω) ∩ L4(Ω).
Fig. 1. Domain Ω = D \ ω.
We are going to solve numerically the shape optimization
problem for (2). In our notation D is a hold-all domain, and ω
stands for a hole, which is opened in D, the location of the hole
is determined taking into account the topological derivative of
a specific shape functional to be minimized over the family of
admissible domaines.
We proceed in the following way. First, in section II the
existence of an optimal domain within the class (family) of
admissible domains is established. Then, the shape derivation
of the functional (3) is performed in sections III. In the
subsequent section the topological derivative of the shape
functional is given [8]. Finally, numerical results for the shape
optimization problem are presented.
II. EXISTENCE OF OPTIMAL DOMAINS
We are going to minimize the functional (3) with respect to
Ω. We refer to [2], [3] for the existence result of an optimal
978-1-4244-7827-9/10/$26.00 ©2010 IEEE 290
domain in (4) for the linear elliptic problem. In this paper we
can adopt the results of [2], [3] which is possible because the
boundary Γ is fixed.
Given a set D ⊂ R2 and f ∈ L2(D), for every open set
Ω ⊂ D we denote by uΩ the weak variational solution of
−∆uΩ + u3Ω = f in Ω,
uΩ = 0 on Γ,
∂uΩ
∂n
= 0 on ∂ω.
(6)
Denoting by ũΩ the extension by zero of uΩ to an element
of L4(D), we study the continuity of the mapping Ω 7→
ũΩ ∈ L2(D), if the family of domains is endowed with the
Hausdorff complementary topology. The starting point is the
following two dimensional result:
If Ωn converges in the Hausdorff complementary topology
(simply denoted Hc) to some Ω such that the number of con-
nected components of D\Ωn and the length of the boundaries
H1(ωn) are uniformly bounded, then ũΩn in H1 converge
to ũΩ. More precisely, we prove that if Ωn converges in the
Hausdorff complementary topology to Ω, and the number of
connected components of the complements D\Ωn is uniformly
bounded, then for every f ∈ L2(D) there is the convergence
of solutions ũΩn → ũΩ if and only if there is the convergence
of the Lebesque measures |Ωn| → |Ω|. We apply this result
in order to prove the existence of an optimal domain which






(uΩ − zd)2dx (7)
depending on uΩ.
The weak solution of problem (6) is the unique function





fvdx ∀v ∈ H1(Ω), v = 0 on Γ.
(8)
In order to compare the solutions of problem (6) defined on
two different domains, all functions of H1(Ω) are extended by
zero to elements of L2(D) as well as their gradients. Hence,
for every u ∈ H1(Ω) we denote by ũ an element of L2(D),
defined as ũ(x) = u(x) if x ∈ Ω and ũ(x) = 0 if x ∈ D \Ω.
The gradient of u is extended in the same way to an element of
L2(D,R2). We write ∇̃u(x) = ∇u(x) if x ∈ Ω and ∇̃u(x) =
0 if x ∈ D \ Ω. In this way, H1(Ω) can be identified with a
closed subspace in L2(D)× L2(D,R2).
Given a sequence of elements {Ωn}n∈N in Uad, it is said that
H1(Ωn) converge in the sense of Mosco to H1(Ω) if
M1) For each φ ∈ H1(Ω) there exists a sequence φn ∈
H1(Ωn) such that φ̃n converges strongly in L2(D) to φ̃
and ∇̃φn converges strongly in L2(D,R2) to ∇̃φ;
M2) For every sequence φk ∈ H1(Ωnk) such that (φ̃k, ∇̃φk)
is weakly convergent in L2(D) × L2(D,R2) to
(u, v1, v2) we have that (u, v1, v2) = 0 a.e. in D \ Ω
and ∇u = (v1, v2) in Ω, this equality is understood in
the sense of distributions.
In order to simplify notations, for un ∈ H1(Ωn)
and u ∈ H1(Ω), we write un ; u instead of
(ũn, ∇̃un)
L2(D)×L2(D,R2)−−−−−−−−−−−→ (ũ, ∇̃u).
We consider a family of domains compact with respect to
the Mosco convergence. Shape functional J(Ω) is minimized
with respect to Ω, where uΩ is given by (6). The family of
admissible domains denoted by Uad is given by (1). In order




we are going to use the standard approach. Assume that {Ωn}
is a minimizing sequence for the shape optimization problem.
The existence result for the shape optimization problem is
established under the following assumptions on the minimizing
sequence {Ωn}.
H1. Ωn = D \
N⋃
i=1








H2. there is the Mosco convergence of the spaces H1(Ωn) to
H1(Ω) denoted by H1(Ωn)
M−→ H1(Ω) (cf. [3])
Remark 2.1: Assumption H2. implies the Mosco conver-
gence of H1(Ωn) ∩ Lp(Ωn) to H1(Ω∞) ∩ Lp(Ω∞) for
all p < ∞. This property can be established by using a
dense subset in (M1) of functions of the form uM (x) =
inf(u+(x),M)− inf(u−(x),M) in H1(Ω∞), M <∞, where
u+(x) = sup{u(x), 0}; u−(x) = sup{−u(x), 0}.
Theorem 2.2: There exists a solution to the problem (9) in
the class of admissible domains (1).
In order to proof this theorem it is sufficient to proof the
following:
Theorem 2.3: Let l ∈ N be fixed, and Ωn, Ω ∈ Uad such
that Ωn → Ω. Then for every f ∈ L2(D) we have uΩn ; uΩ
if and only if |Ωn| → |Ω|.
The proof of this theorem in the case of linear boundary
value problems, can be found in [3]. In order to adopt
this result for the semi-linear problem (6) we can establish
the convergence in the sense of Mosco of the associated
Sobolev spaces H1(Ω) ∩ Lp(Ω), for all p < ∞. The relation
between the continuity with respect to the geometric domain
for problem (6) and the convergence in the sense of Mosco of
the Sobolev spaces is given in the following proposition.
Proposition 2.1: Let Ωn, Ω ∈ Uad be such that H1(Ωn)
converge in the sense of Mosco to H1(Ω). Then for every
f ∈ L2(D) we have that uΩn ; uΩ.
The proof of the Proposition 2.1 can be found in [34]
III. SHAPE AND TOPOLOGICAL DERIVATIVES
We recall briefly the formal way to derive the equation and
the boundary conditions for the shape derivative u′ [32]. The
shape derivative of J(Ω) is determined by the usual formula






The set Ωt, being a small perturbation of Ω, is defined as an
image of Ω by the application Tt : R2 → R2 given by the flux
of a smooth vector field V : R× R2 → R2, the solution to{
dx
dt
(t) = V (t, x(t))
x(0) = X.
(11)
It means that Tt(X) = x(t,X) for t > 0 and X ∈ Ω. The
limit (10) defines the derivative of the functional J(Ω) in the







(u− zd)2〈V, n〉 , (12)
where the shape derivative u′ of the solution to (2) is deter-
mined below and V = 0 on Γ.
It is straightforward to obtain for u′ the boundary conditions
on Γ and the equation in Ω,
u′ = 0 on Γ,
−∆u′ + 3u2u′ = 0 in Ω. (13)
The boundary condition on ∂ω is established in (3) to complete
the system (13). To this end, we recall that u = 0 on Γ, then
the material derivative reads u̇ = u′ +∇u · V = 0. Thus, the
shape derivative u′ = −∇u·V = −∂u
∂n
〈V, n〉. By construction,
the vector field V vanishes on Γ.
We use the decomposition of the gradient on the boundary




The material derivative is defined in the standard way
d
dt
ut(x(t)) = u̇ = u′ +∇u · V .
We refer the reader to [32] for further details.
A. Variational formulation of the semilinear boundary value
problem
The mixed boundary value problem is written in the form
of the integral identity:








fϕ ∀ϕ ∈ H1Γ(Ωt) ∩ L4(Ωt)
in the variable domaine Ωt = Tt(Ω), where Ωt = D \ ωt and
ωt = Tt(ω).
Taking the partial derivatives with respect to t at t = 0, and
assuming that the shape derivatives of the test functions are
null, we arrive at the identity∫
∂ω









































which leads to the equation for u′ in Ω provided that the test
function ϕ is compactly supported. In order to identify the










{divΓ(〈V, n〉∇Γu) + [u3 − f ]〈V, n〉}ϕ,











= divΓ(〈V, n〉∇Γu) + [u3 − f ]〈V, n〉 on ∂ω. (14)
B. Adjoint state
The adjoint state is introduced in order to simplify the form
of the shape gradient. Actually, the adjoint state equation is
defined as follows
−∆p+ 3u2p = u− zd in Ω,
∂p
∂n
= 0 on ∂ω,
p = 0 on Γ.
(15)
Variational formulation for the adjoint problem, taking into






















Now, we simplify the expression for the shape gradient,




















{divΓ(〈V, n〉∇Γu) + [u3 − f ]〈V, n〉}p.
(17)

























which leads to the following form of the shape gradient
gΓ = −∇Γu · ∇Γp+ (u− zd)2 + (u3 − f)p.
C. Topological derivative
Topological derivative was developed in [8]. In this problem,
the forme of topological derivative is obtained as follows:
T (O) = −π[(u(O)− zd(O))2 +∇xp(O)>∇nu(O)
+f(O)− u(O)3]. (19)
IV. NUMERICAL RESULTS FOR SHAPE AND TOPOLOGY
OPTIMIZATION
Fig. 2. Optimal domain
For the numerical results we use the tracking type shape
functional (3) with a known element zd and a given optimal
value. To this end an optimal hole ω∗ is fixed and the fol-
lowing boundary value problem is considered for an auxiliary
function z,

−∆z + z3 = f in Ω∗
z = 0 on Γ
∂z
∂n






0 in D \ Ω∗ (21)
the optimal domain is Ω∗ and the optimal value of the shape
function is given by
J(Ω∗) = 0 (22)
A. Numerical results
For numerical calculations we consider the nonlinear prob-














−4π (x1 cosπx1 sinπx2 + sinπx1 cosπx2) .
(23)
In the first example (Fig. 4) we consider the function zd which
is defined in the domain Ω and is equal to zero in a circle of
the center at (0.7, 0.7) and of the radius 0.5.
As an initial domain we take a square without any hole. The
evaluation of the topological derivative makes it possible to
find the point where a small hole is placed. Next, the resulting
domain is modify using the shape gradient. We get numerically
the minimum of shape functional
J(Ω∗) ∼= 0, 000146. (24)
In the second example (Fig. 6) we use the same functions
f and zd but we replace our initial domain by a square with
a noncircular hole. In this case we get the minimal value of
the objective function equal to:
J(Ω∗) ∼= 0, 000194. (25)
V. CONCLUSION
Numerical method for the shape optimization of semilinear
elliptic equations is proposed in the paper. The method is
of the levelset type. The shape gradients of a tracking type
functional are employed in the method as the coefficients
of the Hamilton-Jacoby equations which governs the shape
evolution. The topological derivatives are evaluated in order
to change the topology of geometrical domain during the
process of computations. The numerical results are presented
and confirm that the method can be applied for numerical
solution of the shape and topology optimization problem.
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Initial domain



















































Fig. 3. Initial domain without hole. Evolution of the domain using topological
derivative and shape gradient.










Fig. 4. Values of the objective function.
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