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behorende bij het proefschrift Spatiotemporal dipole models of slow cortical potentials
door Koen Boeker.
lao De verzameling neurofysiologische bronnen van de Contingent Negative Variation,
zoals gemeten in een voorperiode-reactietijdtaak, bevat geen bronnen waarvan het
aannemelijk is dat ze bij stirnulus-anticipatie betrokken zijn. (dit proefschrift,
Hoofdstuk 6 en 7).
b. De verzameling neurofysiologische bronnen van de Readiness Potential is geen
deelverzameling van de verzameling bronnen van de Contingent Negative Variation.
(dit proefschrift, Hoofdstuk 6 en 7).
2. De belangrijkste bronnen van de Readiness Potential bevinden zich in de primaire
motorische cortex. (dit proefschrift, Hoofdstuk 3).
3. De vorige stelling laat onverlet dat de Supplementary Motor Area (SMA) mogelijk
ook geactiveerd wordt voorafgaande aan in een vrij tempo uitgevoerde vrijwillige
bewegingen. Gezien de grootte, de somatotopische organisatie, de diepe Jigging en
de geometrische structuur plus de waarschijnlijk bilaterale activatie van de SMA, is
het onwaarschijnlijk dat deze structuur een bijdrage van betekenis levert aan de op de
hoofdhuid geregistreerde Readiness Potential (dit proefschrift, §4.5 en 6.5).
4. Aangezien niet elke in de tijd voorspelbare informatieve stimulus voorafgegaan wordt
door een langzame negatieve oppervlakte potentiaal is het onjuist am de negatieve
potentiaal voorafgaande aan een in de tijd voorspelbare discrete feedback (of
Knowledge of Results, KR) stimulus aan te duiden als Stimulus Preceding Negativity.
Dit suggereert het optreden van een veel algemener proces dan waartoe op grand van
de nu bekende gegevens geconcludeerd mag worden (Darnen en Brunia 1994, dit
proefschrift Hoofdstuk 5). Op dit moment lijkt pre-KR negativiteit een juistere
benaming.
5. Evenals voor langzarne potentialen het geval is, mag voor de latere endogene
componenten in het algemeen verwacht worden dat ze meerdere neurofysiologische
bronnen hebben. Op enig moment zullen de bijdragen van deze bronnen ook
functioneel onderscheiden worden. Daarmee vervaagt het onderscheid tussen
geobserveerde potentialen en de op dit moment gedefinieerde componenten. Beide
vormen een retlectie van de activiteit van meerdere bronnen, zij het dat voor
componenten, net als voor atomen, op enig moment werd aangenomen dat ze een
fundamentele eenheid vonnden. Deze labels mogen dan nog een heuristische en
communicatieve waarde behouden, maar de vraag welke neurofysiologische bronnen
op een bepaald moment in een gegeven taak actief zijn wordt interessanter dan de
vraag welke component er gemeten is.
6. Het gebruik van de term stroombrondichtheid (Eng. current source density) waar in
feite de stroomdichtheid (Eng. current density) bedoeld wordt, gaat uit van de
foutieve veronderstelling dat de volumestromen veroorzaakt worden door
eenheidsbronnen met een vaste karakteristieke stroomsterkte (Nunez 1981).
7. Equivalente-dipoolmodellen kunnen in principe een bijdrage leveren aan het dichten
van bet gat tussen onderzoek naar event-related potentials en de praktijk van de
klinische neurofysiologie (Lang et al. 1991b, dit proefschrift, Hoofdstuk 1). Deze
integratie wordt echter vooralsnog belemmerd door de geringe interesse in een
statistische evaluatie van dergelijke modellen (dit proefschrift, §2.4.S, Hoofdstuk 7).
8. Gezien de beperkte middelen is nadere studie naar de relatieve effectiviteit van de
verschillende actievormen van Amnesty International gewenst. Dit mag echter nooit
leiden tot het afstoten van relatief inefficiente actiemiddelen die in bepaalde gevallen
de enig werkzame zijn, ten gunste van middelen die in het algemeen effectiever zijn.
9. Aangezien er functies bestaan met een zeer lage fysieke en mentale belasting (0. a.
bonsai-boomsnoeier en loempiavouwer) en de nieuwe WAO-systematiek voorbij gaat
aan de realiteit van de arbeidsmarkt, is de WAO de facto afgeschaft. Daardoor
krijgen maar zeer weinigen te maken met een zogenaamd WAO-gat. Bij de
behandeling van de nieuwe WAO-wetgeving in de Eerste en Tweede Kamer is dat
laatste ten onrechte onderbelicht gebleven en is onevenredig veel aandacht besteed aan
de mogelijkheden voor het bijverzekeren van het WAO-gat.
lOa. Het beleid van onderzoeksscholen en instituten om promovendi, in het bijzonder AIOs
en OIOs, te stimuleren voor de vorm van hun proefschrift te kiezen voor een
monogram en niet voor een bundeling van artikelen, is aanvechtbaar. Het ontneemt
hen de mogelijkheid te profiteren van het commentaar van een onafhankelijke
reviewer en leidt tot een deficientie in de opleiding tot zelfstandig wetenschappelijk
onderzoeker.
b. Bovendien leidt de omgekeerde politiek tot rijpere proefschriften gezien de grote
vertragingen die het review-proces vaak tot gevolg heeft.
Tilburg, augustus 1994.
Spatiotemporal dipole models of slow cortical potentials
(Spatiotemporele dipoolmodellen voor langzame corticale potentialen)
PROEFSCHRIFT
ter verkrijging van de graad van doctor
aan de Katholieke Universiteit Brabant, op gezag van
de rector magnificus, prof. dr. L.F.W. de Klerk, in het
openbaar te verdedigen ten overstaan van een door het
college van dekanen aangewezen cornmissie
in de aula van de Universiteit op
vrijdag 26 augustus 1994
te 16.15 uur
door
Konrad Bemardus Everardus Boeker
geboren te Breda
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1. Slow cortical potentials related to motor preparation
and stimulus anticipation: an introduction.
1.1. General introduction.
This thesis investigates the neurophysiological generators of a number of slow cortical
potentials which are supposedly related to cognitive and/or behavioural preparatory
processes. Spatiotemporal dipole models of these potentials will be developed on the basis
of their scalp distributions. This method is described in Chapter 2. I will conclude that, under
favourable circumstances, this method is able to give an indication of the neurophysiological
basis of the potentials recorded at the scalp. This raises the possibility to integrate the present
results with knowledge from neurophysiology and neuropsychology and to advance the
functional interpretation of these slow waves. Based on a comparison of the
neurophysiological bases of the slow potentials under investigation, conclusions will be drawn
with regard to their relationships, which in turn will be translated to relationships among
preparatory processes. Whereas Chapters 3 through 6 deal with specific slow cortical
potentials related to motor preparation or stimulus anticipation, Chapter 7 (and to a lesser
extent Chapter 6 also) will address the relationships between those slow cortical potentials.
This chapter starts with describing the present research in the broader context of
psycho(physio)logical theories of preparation (§1.2). Next, it describes methods to study
preparation in the Central Nervous System (CNS; §1.3), it distinguishes between motor
preparation and stimulus anticipation and it discusses slow brain potentials associated with
these preparatory processes (§1.4). Finally, research questions and hypotheses are formulated
and the methods are introduced. (§1.5).
1.2. Preparation at the behavioural and physiological level.
Preparation can be defined as a psychological process which precedes, and ensures
faster and more efficient processing of, sensory stimuli and motor responses. Requin et al.
(1991) give examples of such preparatory processes, e.g., (response) preprocessing, by which
preliminary movement parameters are specified preceding movement onset, and presetting,
which facilitates later processing. The above definition of preparation implies that preparation
is expressed in a decrease in Reaction Time (RT; Gottsdanker 1980, Requin et al. 1991).
Preparation should not be regarded as a processing stage, like those defined by
Sanders (1983). The effect of preparation, i.e., a reduction in RT, is presumably due to the
influence of preparatory processes on post-stimulus processing stages. Therefore the nature
of preparation could be similar to that of the energetical mechanisms, i.e., arousal and
activation (Pribram and McGuiness 1975, Sanders 1983) which also influence particular
processing stages. The main distinction between preparation on the one hand and arousal and
activation on the other hand is their timing. Preparatory processes are time-locked to and
precede stimulus presentation and its processing. In the original formulation of Pribram and
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McGuiness (1975) the timing of arousal and activation is undefined, and both concepts are
treated as general state variables (or parameters in terms of system theory). In the model
presented by Sanders (1983) the level of arousal is influenced by stimulus presentation, i.e.,
it is a post-stimulus process, and the level of activation is set by a central mechanism (effort).
Preparation leads to a reduction of behavioural uncertainty (Requin et a\. 1991),
which in tum requires that it is possible to predict which events will occur at what time. If
a Response Stimulus (RS or S2), on which the subject has to produce a motor response, is
preceded by a Warning Stimulus (WS or SI), which has a fixed temporal relation to the RS,
RTs are faster than in the absence of WS (Woodrow 1914, Teichner 1954, Sanders and
Wertheim 1973). This decline in RT constitutes a very clear example of the effect of
preparation. Further experiments have illustrated the dependence of preparation on the
predictability of events. If the temporal relation between WS and RS is insecure, either
because the Inter Stimulus Interval (lSI or foreperiod) is variable or because it becomes too
long (Sanders and Wertheim 1973) then the RT benefit vanishes. The RT benefit is largest
if the lSI is between 1.5 and 8 seconds (Teichner 1954). In psychological experiments which
are unrelated to the investigation of preparation per se a WS is often used to provoke a
decrease in the error-variance of the subsequent behaviour. Presumably this decrease is due
to a reduction in behavioural uncertainty caused by preparation. In this respect research on
preparation is relevant for the methodology of experimental psychology.
Preparation is an important concept in psychology. Gottsdanker (1980) concludes that
preparation plays an ubiquitous (or integrative) role in explaining experimental
demonstrations of event uncertainty, time uncertainty, alternative uncertainty and
psychological refractoriness. That is not to say that the main issue is to separate preparatory
processes from target actions, but to assert that 'at any moment a large part of the present
activity of the organism is devoted to preparing for subsequent behavior' (Requin et al. 1991,
p. 360). However, the current mainstream of cognitive theories mainly describes the
processes which occur after the presentation of a stimulus (Van der Molen et a\. 1991).
Given a predictable environment it is very advantageous for the organism to be
prepared for the emergence of certain events. Vice versa, being insensitive to environmental
contingencies is detrimental to the well-being and in certain situations even to the survival
of the organism (e.g., a prey being unaware of the signs of an approaching predator, or a
driver who does not acknowledge that a green traffic light might soon tum yellow, and that
the car in front of him might suddenly brake).
However, preparation is not automatic and the capacity for preparation is limited. The
studies of Gottsdanker (1980) showed that the level of preparation decreases if the number
of event alternatives increases. Furthermore, chronometric studies by Bertelson (1967) have
shown that preparation for a certain response takes 150 ms to build up (see Gottsdanker 1980
also) and decays in about 200 ms. This is probably due to its processing costs.
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1.3. Recording preparation in the Central Nervous System (CNS).
The main reason to study preparatory processes with the help of physiological
measures is that timing is one of the defining properties of preparation (Requin et al. 1991).
A single measure (like RT) does not give insight into the temporal dynamics of preparation.
A continuous physiological signal (like the electroencephalogram or EEG) can give insight
into its temporal dynamics.
The relation between behavioural signs of preparation and its reflection at the
physiological level can be investigated directly by psychophysiological methods. Our
laboratory has a long tradition in investigating preparation in the CNS (at the spinal and
brainstem levels) during a forewarned RT task (e.g. Brunia and Vuister 1979, Brunia et al.
1982, Boelhouwer 1984, Brunia et al. 1986, Scheirs 1987, Brunia and Boelhouwer 1988,
Brunia and Boeker, in press). The most simple system in the CNS which mediates an overt
motor response on an external stimulus is the monosynaptic reflex arc. It exemplifies the
basic principles of the functioning of more complex neurophysiological systems. A reflex arc
consists of a sensor organ with an afferent nerve, which connects to a motoneuron, which
in turn is directly connected to a muscle. For example, the anatomical base of the Tendon
jerk or reflex (the T-reflex) consists of a muscle spindle organ in the m. Triceps Surae (the
calf muscle) which is activated by a tap on the Achilles Tendon and which is connected to
a motoneuron in the spinal cord by the Ia fibres. This motoneuron in turn innervates the
same muscle. The input-output relations of this system, which are modulated by segmental
as wen as supra-segmental influences, can be investigated in a simple and non-invasive way
(Brunia and Boelhouwer 1988). The results show that during preparation (in a WS-RS
paradigm) T-reflex amplitudes are increased for reflexes evoked at the same segmental level
as where the motoneurons which mediate the response are located (Brunia and Boelhouwer
1988). Together with the increased EMG activity in the agonist and antagonist for the
required motor response (Haagh and Brunia 1985) this is taken as an indication of motor
preparation. The motoneuron pool is closer to its action limit, which makes the tendon tap
more effective in evoking the reflex.
"However. at closer look the picture is more complicated. The reflexes evoked from
the agonist do not show the aforementioned increase (e.g. Scheirs 1987). Brunia and Boeker
(in press) conclude that the only way to explain all the results reported in the relevant
literature is to assume that a general motor facilitation is complemented by specific pre-
synaptic inhibition of the Ia afferents (see Brunia 1984 and Requin et al. 1977, 1984 also).
Pre-synaptic inhibition is instrumental in motor preparation because it prevents preliminary
responses triggered by external stimuli, while supraspinal modulation is facilitated, i.e.,
presynaptic inhibition does not lead to faster responses, but to more accurate ones.
An neurons, both at the spinal, supraspinal and cortical levels, act like integrators,
both in space (over the surface of the cell body) and in time (dependent on the time constant
of the membrane). The sum of depolarization by the Excitatory Post-Synaptic Potentials
(EPSPs) and hyperpolarization by the Inhibitory Post-Synaptic Potentials (IPSPs) at the
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triggerzone near the axon hillock defines whether or not an action potential is initiated (§2.2).
At the neuronal level preparation can be defined as an increased probability that a given
afferent impulse provokes an action potential. This just depends on the difference between
the momentary (post-synaptic) membrane potential and its threshold value for firing.
Although the latter threshold is remarkably constant (about -50 mY, the resting membrane
potential typically being -70 mV)l the difference between the momentary membrane potential
and this threshold is time-variant. In this way the post-synaptic membrane potential might be
thought of as a relative threshold, because its actual value determines whether or not a given
afferent impulse provokes an action potential or, alternatively, it determines the number of
afferent impulses which is needed to provoke an action potential.
It is this threshold which the threshold regulation concept of the Tiibingen-group
refers to (Rockstroh et al. 1989a, Birbaumer et al. 1990). In their view slow cortical
potentials, like the ones discussed in this thesis, are an indication of the threshold for
activation of a certain underlying brain structure. This interpretation is supported by the fact
that the EEG (the record of scalp potentials) reflects mostly post-synaptic potentials (§2.2,
Lopes da Silva and Van Rotterdam 1982, Voorhoeve 1984). The Tiibingen group proposes
that negative slow potentials are an indication of low thresholds and a preparedness to
process information. Positive slow potentials, on the other hand, would indicate high
thresholds and inhibition on throughput.
In a recent experiment this hypothesis was tested in much the same way as the
preparation on the spinal level can be tested by evoking reflexes. During a forewarned RT
task the threshold of the central auditory pathways was tested by presenting the subject with
acoustic stimuli unrelated to the primary reaction time task (Rockstroh et aI. 1993). In 1964
Walter and colleagues demonstrated that during the foreperiod a slow cortical potential can
be recorded from the scalp, which was named the Contingent Negative Variation (CNV).
Thus, the hypothesis tested was that the brain response to the auditory probes (the so-called
Auditory Evoked Potential, AEP) would be larger during the foreperiod than at rest, because
it was assumed that the CNV indicates that the brain is more responsive. The results were
in agreement with the hypothesis that negativity corresponds to decreased thresholds.
In line with Canavan (1987) and Birbaumer et aI. (1990, 1992), Brunia (1987, 1988,
1993a) stresses that threshold regulation can differentially affect specific neuronal structures.
These authors argue that the negative slow potentials which are recorded from different sites
on the scalp are related to multiple preparatory processes which are related to specific aspects
of the subject's task. If the task includes a motor response, then preparation might involve
modulation of the incoming somatosensory input, as indicated by the presynaptic inhibition
of Ia afferents (Brunia and Boeker, in press). This was tested by recording the brain
The threshold is in fact influenced by a process called accommodation (Voorhoeve 1984, p.
18). A slow depolarization leads to a decrease of the threshold which is never reached in this
way. The time-scale of accommodation is slow compared to the phenomena described here.
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responses to somatosensory stimulation (the Somatosensory Evoked Potential or SEP) of the
responding hand during the foreperiod. The results show a decrease of the mid-latency and
an increase of the late SEP components (Boeker et al. 1993; Figure 1.1). The former
decrease was expected and is interpreted as a sign of specific response preparation, whereas
the latter increase would be related to a spatial attention effect. However, this increase is also
in line with the results of Rockstroh et al. (1993) and consequently could also be interpreted
as an indication of decreased thresholds at later nodes in the somatosensory system.
The threshold regulation theory (e.g. Rockstroh et al. 1993) attaches significance to
the polarity of slow potentials, while in principle this is a trivial aspect. In fact, it would be
more exact to talk about potential differences between two electrodes. Because there is no
electrically silent or stable point on the body, one never knows for instance whether the
negative potential at one electrode increases or the positive potential at the other one
decreases (Nunez 1981, pp. 3-41). Whether one measures a positive or negative potential
difference depends entirely on the spatial relations between the source and the measuring
electrodes (§2.3.2). There is no a priori reason why negativity at the scalp should be related
to lower thresholds and positivity to higher ones. If two tasks activate different sources the
relationship between the polarity of the slow potentials at a given electrode recorded during
these tasks and the level of excitation or inhibition of the involved sources might be opposite
and so the relation should in principle be reinvestigated for each different slow wave. This
is confirmed by the results from a recent experiment in our laboratory. These indicate that
a given AEP-peak can either decrease or increase when evoked at different points in time
during the foreperiod.
6 Chapter I
The scalp-distribution of (slow) cortical potentials is more interesting, because if a
certain physiological generator is active, it will always produce a characteristic potential
distribution at the scalp. Below it will be argued that in principle this statement can be
inverted, because reciprocity applies (Helmholtz 1853), and thus the solution to the inverse
problem (§2.4) provides information about the nature of the neurophysiological source of the
observed potentials (§2.5). The main purpose of the experiments described in this thesis is
to describe the neural generators of a number of slow potentials and to investigate the extent
to which these potentials result from activation of the same generators.
1.4. Stimulus anticipation and response preparation.
Above it was stated that the RT benefit which results from preparatory processes can
be produced by larger efficiency in either stimulus or response processing. This implicitly
assumes that stimulus and response processing are partly independent processes. This is
supported by the anatomy of the eNS and by results from experimental psychology.
Even the monosynaptic reflex includes two neurons, a sensory and a motor one,
which are one synapse apart by definition. Their axons enter and leave the spinal cord
dorsally and ventrally respectively. Except for the Ia fibres which mediate the monosynaptic
reflex, and which innervate the motoneurons in the ventral hom, the afferent nerves have
synapses in or pass through the dorsal horn of the spinal cord. Of course the dorsal and
ventral horns are heavily interconnected by interneurons. The same organization can be
encountered in the midbrain, with sensory and motor nuclei of the cranial nerves, and in the
neocortex. Luria (1973) divided the neocortex in primary and secondary sensory areas,
primary and secondary motor areas and polysensory as well as sensorimotor association
areas. Those are mainly located in the occipital, temporal and parietal (sensory) and frontal
(motor) lobes respectively (Figure 1.2). Even language, which is often regarded as a higher-
order and uniquely human faculty, is subserved by a sensory and a motor area, first
described by and named after Wernicke and Broca, and located in the temporal and frontal
lobe, respectively. However, recent research has shown that even in the primary motor area
the activity of some neurons is modulated more strongly by sensory than by motor events
(Requin et al. 1988, Miller et al. 1992). This seems to indicate that at the cortical level,
sensory and motor are not absolute labels, and that maybe all of the neocortex should be
considered association areas.
In experimental psychology it is also common practice to distinguish between sensory
and motor processing, or stimulus and response channels. This is based on the analysis of
RT results with the Additive Factor Method (Sternberg 1969). Starting from some very strict
assumptions he demonstrated that if two experimental variables affect different processing
stages their effects upon RTs will be additive, whereas these will statistically interact (i.e.,
be either under- or over-additive) if they affect the same stage. By inverting this logic one
can infer the number of processing stages from RT results. Next, the nature of the processing














a) Lateral view of the brain. The lobules and those areas which are
important for the remainder of this thesis are indicated. The largest
part of the SMA is in the medial walls of the hemispheres (inside the
inter-hemispheric cleft). b) Anatomical terms used to indicate relative
positions. CS: Central Sulcus Mf: Primary motor cortex (gyrus
praecentralis, Brodmann's area 4), Sf: Primary somatosensory cortex
(gyrus postcentralis, areas 1, 2 and 3), PM: PreMotor cortex (lateral
area 6), SMA: Supplementary Motor Area (medial area 6).
stages is inferred from the associated experimental variables. These stages are readily
identified as either sensory or motor (e.g. Sanders 1983).
Even though the strict assumptions of the Additive Factor Method with regard to
serial processing and constant output do not hold in a lot of situations, the data often indicate
the (asynchronous) transmission of discretely encoded information (Miller 1982). This
constitutes an indication of the existence of (both parallel and serial) processing stages, which
in turn can often be identified as sensory or motor in nature. The relationship between those
processing stages is increasingly investigated with the use of psychophysiological measures.
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These measures can be reasonably interpreted as continuous measures of stimulus processing
and specific response preparation (Chapter 7, Coles 1989, Van der Molen et al. 1991, Miller
et al. 1992, Boeker et al. 1992, Smid 1993).
It is useful to make the same distinction in psychophysiological research on
preparation. In the remainder of this thesis stimulus anticipation will be used to refer to those
preparatory processes which lead to an optimization of the processing of an expected and
task-related stimulus. Response preparation will refer to those processes which optimize the
execution of the correct response. Next I will describe two slow potentials which are related
to motor preparation and stimulus anticipation respectively.
1.4.1. The Readiness Potential (RP).
In 1965 Kornhuber and Deecke recorded the EEG of subjects who performed self-
paced movements at a slow pace (Figure 1.3). When the EEG is subsequently averaged time-
locked to the onset of the movement-related multiple-unit action potentials in the
electromyogram (EMG, the record of the electrical activity of the muscles) the movement
is preceded by a slow negative/ potential (Figure l.4a) with a maximum amplitude over the
vertex and a preponderance of negativity over the hemisphere contralateral to the movement
side, at least with hand movements (compare Chapters 3 and 4). This negativity was called
Bereitschaftspoteruial (BP) in German, which was translated as Readiness Potential (RP). Its
onset precedes the EMG-onset by up to 1500 ms. Kornhuber and Deecke (1965) already
distinguished several components in this negative wave. There are reasons to interpret the
final negative peak, the onset of which just precedes EMG-onset, i.e., the Motor Potential
(MP), as the activation of the pyramidal tract (Arezzo et aI. 1977). Because no stimuli are
presented to the subject the preceding components are generally taken as an index of
preparation for a voluntary movement (e.g. Deecke and Kornhuber 1977, Rohrbaugh and
Gaillard 1983, Brunia 1987, 1988, 1993a, 1993b). It should be noted that the processes
reflected in the RP either are not necessary prerequisites for the execution of a movement,
or can be executed must faster, because a simple RT can be as short as 150 ms (e.g.
Teichner 1954). Furthermore, in a non-forewarned RT experiment no RP but only a MP is
recorded (Deecke and Kornhuber 1977, Kutas and Donchin 1980).
Requin et al. (1991) define three criteria for physiological measures which reflect
motor preparation. The first is the timing of the phenomenon. It is clear that the RP-onset
precedes the motor act by an interval which exceeds the time required for generating the
central command for movement execution. The second criterion is that the phenomenon
should reflect specific features of the movement. Like mentioned above the RP varies as a
function of movement side, and also as a function of the limb (or part of the body for that
matter) which is being moved (e.g. Brunia and Vingerhoets 1981), the complexity of the
The polarity of the potentials described in this thesis is reported with respect to a reference
electrode on the skin over the mastoid process or on the earlobes.
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Figure 1.3. Schematic representation of the standard experimental paradigms for recording
the Readiness Potential (RP), the Stimulus Preceding Negativity (SPN) and the
Contingent Negative Variation. R: Response, WS: Warning Stimulus, KR: Knowledge
of Results and RS: Reaction Stimulus.
movement (e.g. Lang et al. 1989) and the number of fingers involved in the movement
(Kitamura et al. 1993). The last criterion is that the measure should predict the RT.
Obviously this criterion is not applicable to self-paced movements. Nevertheless, there are
some indications that the RP is larger if some meaningful event is contingent upon the self-
paced movement (Elbert et al. 1986) and that its amplitude covaries with performance
efficiency on a contingent task (Freude et al. 1989). However, the potential distribution is
also affected in these cases, probably due to overlap of another negative potential. In
conclusion, the RP can be taken as an index of motor preparation indeed. See Chapters 3 and
4 for a further discussion of the RP.
1.4.2. The Stimulus Preceding Negativity (SPN).
Psychophysiological research into the slow potentials related to stimulus anticipation
cannot be done in an RT task since in that case the records will be confounded with
movement-related potentials. In a series of experiments Damen and Brunia (1987a, 1987b,
1994, Brunia and Damen 1988) solved this problem by separating the response and the
presentation of the stimulus in time (Figure 1.3). Subjects were involved in a time estimation
task and had to produce a response after a preassigned time interval (typically 3 to 20 s).
Two seconds later Knowledge of Results (KR) was provided by a stimulus which indicated
whether the interval was estimated correctly, underestimated or overestimated. The KR
stimulus was preceded by a negative potential (Figure l.4b), with a scalp distribution which
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Figure 1.4. Slow cortical potentials recorded at the vertex referred to linked mastoids. a)
Readiness Potential (RP) at electrode Cz '. b) Stimulus Preceding Negativity (SPN) at
Pz. c) and d) Contingent Negative Variation (CNV) at Cz, during a foreperiod of 1
and 4 s, respectively. Grand averages from the experiments reported in Chapter 3
(n=9), 5 (n=10) and 6 (n=8) respectively. Vertical bars correspond to the onsets of
the Response (a), Rand KR (b) and to WS and RS (c and d; see Figure 1.3.).
differed from that of the RP. This negativity was descriptively named Stimulus Preceding
Negativity (SPN). The SPN showed a right hemisphere preponderance and its waveform
differed between frontal and parietal electrodes, where it showed a plateau and a slope,
respectively. Griinewald et al. (1984) and Chwilla and Brunia (1991a) have shown that the
amplitude of the SPN is dependent upon the information content of the KR stimulus, which
is confounded with its affective value though. For the SPN to be interpreted as an index of
stimulus anticipation its occurrence should be independent of the nature of the anticipated
stimulus. However, no SPN could be recorded when the KR stimulus was replaced by an
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instruction stimulus which defined the interval to be produced on the next trial (Damen and
Brunia 1994). Preliminary results of an experiment in which the subject was looking at a
screen where series of three numbers were presented which indicated a monetary win or loss,
like on a slot machine, indicate that KR is not the only stimulus to which an SPN can be
recorded (Brunia, personal communication, compare Ruchkin et al. 1986). Like KR the latter
stimuli have an affective/motivational value. In Chapter 5 the sources of the pre-KR SPN will
be related to preparation for the processing of its affective/motivational value (see Chwilla
and Brunia 1992 also).
If the criteria for motor preparation (Requin et al. 1991) are adapted for stimulus
anticipation, they are fulfilled by the SPN. First, with regard to the timing, the SPN precedes
the relevant stimulus. There are indications that the SPN already starts before the response
in a time estimation task (Chapter 5, Damen and Brunia 1994). Second, it reflects specific
features of the stimulus, like its information content (in the case of KR at least, Chwilla and
Brunia 1991a, Grunewald et al. 1984) and its nature (KR or instruction stimulus, but also
concrete or abstract prime, Rosier 1991). Note that the fact that no SPN was recorded prior
to instruction stimuli implies that the SPN can not reflect stimulus anticipation in general.
Notwithstanding the fact that the criterion that it should predict the RT is not applicable for
the SPN, there are some indications that its amplitude covaries with behaviour. First, the
percentage of errors decreases when valid KR is provided, which in turn is preceded by a
larger SPN (Chwilla and Brunia 1991a). Second, for 90% of the trials on which the KR
stimulus indicates an error, the performance on the next trial changes in the correct direction
(§5.4.1). However, a single trial analysis of the covariance between the SPN amplitude and
the performance change on the next trial has not been presented until now.
1.4.3. The Contingent Negative Variation (CNV): a summation of RP and SPN?
The first time that a slow negative potential has been observed was with the basic
experimental paradigm for research on preparatory processes, i.e., the forewarned RT task
(Figure 1.3). When Walter et al. (1964) presented an auditory stimulus (WS) to their
subjects, which was followed one second later by a series of flashes (RS) that were to be
extinguished by pressing a button, they recorded a vertex-maximal slow negative potential
(Figure l.4c), which they labelled Contingent Negative Variation (CNV). In line with the
prevailing psychological theory at that time, i.e., learning theory, the CNV was interpreted
as the central reflection of the relation between the two stimuli and the response, hence the
adjective 'contingent'.
As already noted by Requin et al. (1991) the CNV fulfils all requirements to be
interpreted as a sign of preparation. First, it develops between WS and RS. Second, it is
influenced by precue information in WS (Macar et al. 1990, Van Boxtel et al. 1993a, Van
Boxtel and Brunia, in press). And finally, faster reactions are generally associated with larger
CNVamplitudes (e.g. Brunia 1980a, Backer et al. 1989) and correlations between the two
are consistently negative, but low (-0.5 < r < -0.3, Rebert and Tecce 1973). This could
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indicate that RT and CNV both reflect preparation to some extent, but either is also
influenced by other independent factors (cf. Hillyard 1969).
Preparation could in theory affect both stimulus and response processing (§1.2). The
original functional interpretation of the CNV has been in terms of expectancy (Walter et al.
1964, Loveless and Sanford 1974), which is more closely tied to stimulus processing. Later
on however, the CNV was interpreted as reflecting uniquely motor preparation, because of
the close resemblance between the CNV and the RP, i.e., the CNV was identified with the
RP. This view was put forward in an influential review by Rohrbaugh and Gaillard (1983).
They present two types of arguments for this notion.
First, the experimental effects on CNV amplitudes are interpreted to be due to effects
on motor preparation and or execution, and differences between RP and CNV are explained
by differences in the movement parameters of self-paced and reactive movements. In this
respect it is very important to distinguish two CNV components, an early and a late wave.
Weerts and Lang (1973) and Loveless and Sanford (1974), who recorded the CNV during
a 4 second foreperiod. Until then the CNV was always recorded in ISIs of one second
duration in which the CNV is observed as a unitary phenomenon. However, with longer ISIs,
two components are present (Figure l.4d, compare l.4c). First an early wave is observed
with maximal amplitudes at frontal electrodes between 500 and 1000 ms post-WS. This is
followed by a late wave with maximum amplitude at the vertex and a contralateral
preponderance (with hand movements at least). The maximum amplitude is reached around
the presentation of RS and the execution of the motor response. Experimental manipulations
of WS characteristics which are not task-related primarily affect the early wave. On the
contrary, manipulation of response parameters most strongly affects the late wave
(Rohrbaugh and Gaillard 1983, Birbaumer et al. 1990; §6.4.2, second ANOVA). Because
the CNV early and late waves are superimposed during short ISIs (see Chapter 6), older
research based on I-second CNVs is less valuable in the present discussion, for any
experimental effect can be interpreted a posteriori as affecting either the early or the late
wave of the CNV.
A second type of arguments is based upon the similar topography of RP and CNV in
general and comparable effects of response-parameters on this topography. A major argument
forms the fact that both the RP and the CNV late wave show a paradoxical lateralization
preceding foot responses, i.e., amplitudes are larger over the hemisphere mglateral to the
movement, in contrast to the expected contralateral preponderance preceding movements of
the upper limb (Brunia 1980b, Brunia and Vingerhoets 1981, see Chapters 3, 4 and 6 also).
The present thesis will focus on topographical arguments to test the hypothesis that
the CNV late wave is identical to an RP, as put forward by Rohrbaugh and Gaillard (1983).
This hypothesis is implicitly included in the present main hypothesis (§1.5). The topographies
will be reduced to spatiotemporal dipole models (Chapters 3 through 6). Additionally, these
models provide insight into the neurophysiological substrate of the observed potentials (as
argued in §2.5.1). Furthermore, the waveforms of the RP and CNV late wave will be
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compared in detail after the CNV has been averaged EMG-onset locked, like the RP
(§6.4.2).
1.5. Comparing RP, SPN and CNV: research questions and hypotheses.
Apart from the similarities, a direct comparison of RP and CNV late wave amplitudes
and topographies also reveals some differences (e.g. Kristeva et al. 1987). For instance, if
the foreperiod is started by a self-paced movement, which thus replaces WS, the two show
a similar topography, but the late wave amplitudes are larger (Brunia and Vingerhoets 1981).
In fact, the search for an SPN was started to demonstrate the existence of a slow negative
wave related to stimulus anticipation, which might explain this difference. Stimulus
anticipation is dependent upon the temporal relationship between two stimuli. Many
researchers tried to record a non-motor CNV in an SI-S2 paradigm without a motor
requirement (see Chapter 5). This non-motor CNV would be a reflection of the contingency
between SI and S2and was therefore also called a "true" CNV. However, even if such "true"
CNV could be demonstrated in a non-motor paradigm (e.g. Ruchkin et al. 1986), the
standard CNV paradigm (the forewarned RT task) was necessarily modified, and it could not
be validly inferred that an SPN is necessarily present in the CNV late wave observed during
the classical paradigm. Spatiotemporal dipole modelling will be used to test the main
hypothesis, which states that:
THE CNV LATEWAVEINCLUDESAN SPN NEXTTO ANRP (BRUNIA, 1988, 1993b).
OR
CNV LATE WAVE = RP + SPN.
OR
THE GENERATORSOF THECNV LATEWAVEENCOMPASSTHOSEOF THERP ANDTHE
SPN.
Because it is assumed that the RP is related to motor preparation and the SPN to stimulus
anticipation, respectively, this is also a test of the hypothesis that the RT benefit caused by
preparatory processes due to the presentation of a WS (and its relation to the RS) results
from a faster processing of both the stimulus and the response. Or alternatively, that the
preparatory processes during the foreperiod are both sensory and motor in nature. Note that
SPN here does not necessarily refer to the SPN which is observed prior to KR stimuli, which
will be interpreted to be more related to the anticipation of an affective/motivational stimulus
than to stimulus anticipation per se (Chapter 5).
Spatiotemporal dipole modelling is especially suited to test such hypothesis. First, if
a component, a source of controlled variance in the observed scalp potentials, is described
in terms of its neurophysiological substrate, and thus by its topography (Chapter 2), then one
can test the above hypothesis directly, by comparing the spatiotemporal dipole models of RP
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(Chapters 3 and 4), SPN (Chapter 5) and CNV (Chapter 6). If the CNV-model does not
include the former two, then the hypothesis is rejected.
It will be concluded that equivalent dipole models not only condense the scalp
topography, but also give insight into the generators of the observed potentials (§2.5). So
even if a model for an SPN which is purely related to stimulus anticipation is absent, then
the location of sources which differentiate the CNV-model from the RP-model will indicate
whether or not they can be interpreted as related to stimulus anticipation. This condition will
apply, because no pre-RS SPN could be recorded in isolation (Damen and Brunia 1994, §5.2)
In fact the alternative definition of components, the Donchin doctrine, which defines
components on the basis of experimental effects, has hitherto led to contradictory results with
respect to the question whether the CNV late wave includes an SPN (e.g. Van Boxtel et a!.
1993a and Van Boxtel and Brunia, in press vs. Macar et al. 1990). Second, spatiotemporal
dipole modelling does not call for changes in the standard paradigms and so the relationship
between the respective slow potentials can be assessed directly. In fact, this thesis does not
address the effect of experimental manipulations at all, except for physical ones like
movement side (Chapters 3 through 6), limb (Chapters 3, 4 and 6) and stimulus modality
(Chapter 5). However, as a next step it would be very useful to study the effect of
psychological task manipulations too, because it can thus be investigated whether such
manipulations only change the level of activation of the sources in the model or affect the
behavioural strategy of the subject also and thus the component structure and the dipole
model itself. Finally, the problem posed here is especially suited for dipole modelling.
Although spatiotemporal dipole modelling is less hampered by temporal overlap of active
sources than other methods (Achim et a!. 1988a) there is a limit on the maximum number
of sources which can be resolved (§2.4.3). So it is advantageous that the number of active
sources is expected to be smaller during preparation for a certain behavioural task than
during its execution (Brunia 1993a). This advantage might be nullified on the other hand if
the amount of temporal overlap is higher, because serial post-stimulus processes might be
prepared for in parallel.
The research in this thesis is especially relevant to the field of psychophysiology
itself. Notwithstanding three decades of research, the debate on whether the CNV includes
other components apart from an RP could until now not be answered convincingly, so neither
could the question of the functional significance of the CNV be settled. If it is not solved by
this thesis, the research described here might at least indicate new and promising directions
for further research.
Secondly, a lot of insight can be gained if slow potentials can be interpreted beyond
scalp potentials, i.e., with respect to their neurophysiological basis. The RP offers unique
possibilities to test this premise, because the neurophysiology of self-paced voluntary
movements has been studied with more invasive methods and in animals too (see Chapter 3).
These studies provide a reference for evaluating the spatiotemporal dipole model of the RP.
Once the validity of the method has been assessed the modelling of the SPN and the CNV
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might generate hypotheses about their neurophysiological base, which is at present largely
unknown (Chapter 5 and 6). Furthermore, these hypothetical sources can be connected with
neurophysiological and neuropsychological knowledge about their functional significance.
This is an advancement for both basic and applied research, including medical research, in
which slow potentials are recorded (e.g. Boeker et al. 1990, Timsit-Berthier 1991, Kontinnen
and Lyytinen 1992, Damen and Brunia 1994, Van Boxtel and Brunia, in press).
Thirdly, the dipole models presented below will give some indication of the specificity
of threshold regulation or whatever process forms the basis for slow potentials in general.
Based on the arguments put forward by Birbaumer et aI. (1990) and Brunia (1987, 1988,
1993a) dipole models for the RP and SPN are expected to be different and clearly localised.
If on the other hand slow potentials are generated by massive and wide-spread activation of
a lot of cortical areas simultaneously, it is questionable whether these potentials can be
adequately modelled by an equivalent dipole with physiological significance at all (§ 2.3.1).
Finally, the conclusions also bear on experimental psychology in general. They will
indicate whether the RT benefit produced by the presentation of a WS is due to either
response preparation or stimulus anticipation or both. This might also indicate in what respect
the results obtained in a forewarned RT task can be generalized to situations where no WS
is present. For example, if a foreperiod merely affects motor processes, then conclusions
about sensory processes can be validly generalized to non-forewarned situations. However,
it should be mentioned that not all processes must necessarily be reflected in slow scalp
potentials (volume conduction dictates that not all active sources generate potential
differences at the scalp, §2.3.1). Therefore, the absence of an SPN in the CNV does not
mean that stimulus anticipation does not playa role during the foreperiod, as long as it is not
proven that this process is a sufficient condition for recording the SPN (which it is not
according to Damen and Brunia 1994).

2. Spatiotemporal dipole modelling: introduction and
methods.
This chapter introduces the main analysis tool which is used in the present thesis:
spatiotemporal dipole modelling. After a short introduction on EEG measurement (§2.1), the
physiological basis of the EEG (§2.2) and the physical formulation thereof are discussed,
i.e., the forward problem (§2.3). The next topic is the inverse problem (§2.4), how to infer
the physiological basis of the EEG from the observed potentials? Apart from the theoretical
background this section also describes the general outline of how spatiotemporal dipole
modell ing will be applied in analyzing the data of Chapters 3 through 6. Finally, the validity
of spatiotemporal dipole modelling as a solution to the inverse problem is discussed (§2.5).
2.1. Electroencephalography, Evoked Potentials, Event-Related Potentials,
slow potentials, exogenous and endogenous components.
This paragraph introduces some basic concepts in electrophysiological brain research. For
a more thorough discussion the reader is referred to a handbook like Regan's (1989).
The present thesis deals with slow brain potentials. These slow potentials are part of
the electrical brain activity, which can be recorded at the scalp. The record of these scalp
potentials is called the electroencephalogram (EEG). As noted before it is actually a measure
of potential differences between two scalp electrodes. The EEG is a time-variant signal with
a power spectrum which ranges from DC to about 50 Hz. This so-called background EEG
is used in clinical neurophysiology, e.g., for monitoring epilepsy and in assessing the state
of alertness or alternatively the sleep stage of the subject.
Although this background EEG has considerable power in the lower frequencies
(between 0.5 and 4 Hz, the <'i-band)these particular slow waves are not the subject of the
present study. Rather this study is concerned with Event-Related Potentials (ERPs) which
have a duration of at least 1 second (see §1.4 for a description). ERPs are scalp potentials
which are time-locked to the occurrence of a certain event, e.g., the presentation of a
stimulus or the execution of a response. ERPs are embedded in the background EEG which
typically has about 10 times larger amplitudes. Like any measure the EEG also includes some
measurement error or noise, which can be of electrical or physiological origin.
EEG(t) = ERP(t) + Background _EEG(t) + Noise(t) (2.1)
The ERPs are by defmition time-locked to the event, whereas the background EEG and
(unsystematic) noise are not. Therefore the latter will be reduced by repeating the
measurement TR,O!times and averaging selected EEG-epochs time-locked to the event. TRIO!
is the total number of trials or event repetitions (Figure 2.1). Typically 30 < TR,Ol< 1000,
depending on the signal strength and practical considerations.
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(2.2)
Where e(t) = Background_EEG(t) + Noise (t). If the background EEG and the noise are
stationary and have a zero-mean then their (root mean square) power will decrease by a
factor JTR.nt by averaging.
A typical ERP consists of a series of positive and/or negative deflections or peaks
(e.g. Figure 2.1). These can be characterized by their latency (or sequence) and polarity,
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e.g., N100 for a negative peak at 100 ms and PI for the first positive peak. These labels are
purely descriptive. On a more phenomenological level the time-series reflect a summation
of one or more ERP-components.
A component is a theoretical construct which is defined as the source of the electrical
scalp potentials. A source can be described in: 1) physiological, structural terms or in 2)
stimulus and task-related, functional, psychological terms. The latter approach is taken by
Donchin et al. (1978) who describe a component as a source of variance accounting for some
part of the experimental effects in the observed scalp potentials. To derive components from
the observed potentials, ERPs are recorded under different experimental conditions and
sources of systematic variance are extracted with statistical methods like Principal Component
Analysis (PCA; Donchin and Heffley 1978). The nature of the resulting components is
inferred from the experimental variables by which they are influenced. It is hypothesized for
example that a certain "context revision process is manifested by P300" (Donchin et al. 1978,
p. 386) and changes in its latency "reflect changes in stimulus evaluation time" (p. 393). In
principle a component could be reflected in a peak of arbitrary polarity and latency, although
one has to provide very strong arguments to identify an observed peak with a particular
component if its polarity and amplitude deviate substantially from those obtained under
typical experimental conditions. The P300 for example is typically observed in the odd-ball
paradigm (Sutton et al. 1965) and displays a posterior positivity with a peak latency of 300
ms.
Alternatively, a certain component can be described physiologically as reflecting the
activation' of a particular (set of) brain structure(s) or neurophysiological sources. Below
it will demonstrated that the spatial configuration of this brain structure and its spatial
relations with the measuring electrodes define the recorded potential distribution (forward
problem, §2.3). Inversely, the component structure of the observed potential can be inferred
from analysis of the potential distribution at the scalp (the inverse problem, §2.4). Given
certain restrictive assumptions, the locations and activation patterns of these sources can be
inferred from the observed scalp potentials by dipole source modelling. This is the main goal
of the present thesis.
Ideally one and the same component could be described both physiologically and
functionally. In fact both definitions are complementary. First, one of the experimental
variables which can account for systematic variations of a functionally defined component
is electrode location (Donchin et al. 1978, p. 353). So, usually the scalp distribution is one
of the defining characteristics of a given component in both types of definitions. Second,
The term activation, and not activity, is used because the EEG, and ERPs for that matter,
mainly reflect the input to a certain brain structure (§2.3.1). In principle this input can also
be de-activating or inhibitory.
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neurophysiological and neuropsychological knowledge about the anatomical basis of
behavioural functions provides insight into the functional significance of the
neurophysiologically defined components. The present research can be characterized as
stemming from the neurophysiological tradition because it relies more on analyzing scalp
distributions of ERPs than on analyzing the effects of experimental variables upon them.
Within the framework of functionally described components, two kinds of components
have been distinguished: exogenous and endogenous ones. Exogenous components constitute
the obligatory brain response to any stimulus in a certain modality. Their actual latencies and
topographies are entirely dependent on physical characteristics of the stimulus like its
location, strength, pitch, hue, contrast etc. Exogenous components can be recorded when a
train of stimuli is presented to a subject at rest. These are also called Evoked Potentials or
EPs and they are classified according to their modality as Auditory, Visual or Somatosensory
Evoked Potentials. The Motor Potential (Figure 3.1, p. 44; Kornhuber and Deecke 1965)
might be classified as exogenous because it is a conditio sine qua non for a voluntary muscle
contraction.
Endogenous components on the other hand are observed if a certain event is relevant
to the task at hand, either by instruction or implicitly by the structure of the task. For
example, a subject can be instructed to count, or react to, a particular red stimulus. This
stimulus will evoke both exogenous and endogenous components. Other red stimuli will also
evoke some endogenous components which are related to attention and selection processes
(e.g. Smid 1993), although the instruction did not explicitly call for special processing of this
stimulus. The slow potentials which are investigated in the present thesis are endogenous. As
noted in Chapter 1 they precede the onset of a certain event and this is only possible because
of the temporal structure of the experimental paradigm. In this respect the present thesis
studies a psychological process, i.e., preparation, by electrophysiological methods and from
a neurophysiological perspective.
2.2. The neurophysiological basis of slow potentials.
The information about the biophysical processes described in this section is largely
drawn from Lopes Da Silva and Van Rotterdam (1982), Voorhoeve (1984) and Lopes da
Silva and Spekreijse (1991).
To provide a neurophysiological interpretation of slow brain potentials we should
know how neurophysiological processes produce potential changes at the scalp. The basic
element of the central nervous system is the neuron (Figure 2.2). It consists of a cell body
or soma with two kinds of projections or processes: a dendritic tree, which, together with
the soma, receives most of the input, and an axon, which transmits the neuronal output, or
action potentials, to the next (post-synaptic) neurons or an effector. The communication
between neurons depends on chemical substances, called neurotransmitters. If an action
potential arrives at the axon terminal, a neurotransmitter is excreted in the synaptic cleft
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between the two neurons. The interaction between this transmitter and the receptors on the
post-synaptic membrane produces a change in its permeability to certain ions, which
subsequently enter or leave the post-synaptic cell. The redistribution of charged ions across
the postsynaptic membrane provokes a change in the electric potential difference between the
inside and the outside of this cell (which is typically -70 mV in rest). These changes are
called either Excitatory or Inhibitory Post-Synaptic Potentials (EPSPs and IPSPs). EPSPs lead
to a depolarization which brings the membrane potential nearer to the firing threshold and
which increases the chance that the cell will fire. IPSPs on the contrary lead to a
hyperpolarization, which decreases the chance that an action potential will develop. The
spatial and temporal integration of all EPSPs and IPSPs determines the potential at the
triggerzone near the axon hillock (the axo-somatic junction). If the membrane potential at the
triggerzone exceeds about -50 mV an action potential develops, i.e., the cell fires.
An EPSP or IPSP is characterized by an active (i.e., directly provoked by transmitter
action) extracellular sink or source at the synapse, surrounded by passive sources or sinks,
respectively. The currents which flow between the active sink and passive sources (or vice
versa) spread all over the body, because most biological tissues are conductive. However,
in practice the majority of the current is restricted to the head. This leads to changes in the
electrical potential distribution at the scalp and to changes in the potential differences between
different points at the scalp which are reflected in the EEG. Quantification of these processes
provides a solution of the forward problem, i.e, a description of the scalp potentials
generated by a given source. In principle the biophysical processes involved in the generation
and propagation of action potentials also give rise to current sinks and sources. Only under
special conditions, like the high synchrony in primary afferents (e.g., with the early SEP
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components, Desmedt and Cheron 1980), do the currents provoked by these sinks and
sources affect the scalp potential distribution.
Full definition of all sinks and sources at all synapses and of the local conductivity
inside the body is not feasible in practice. Furthermore, the inverse problem is far under-
determined, if the sink-source distribution at the synaptic level is to be inferred from the
scalp potentials (Mitzdorf 1991). The next section will describe a macroscopic forward model
of electrical brain activity and the resultant scalp potential distribution. Given certain
constraints it is possible to solve the inverse problem within the framework of that model.
2.3. The forward problem.
The forward problem is the following: given a certain active source, what is the
expected potential distribution at the scalp? This comes down to specifying a model for the
electrical sources in the brain (§2. 3.1) and for the conductive characteristics of the body and
to solve the Maxwell Equations for these models (§2.3.2). For a more extensive introduction
on this subject the reader is referred to Nunez (1981) his chapters 1 through 6.
2.3.1. The source model: the electrical current dipole.
At a certain distance the volume currents provoked by EPSPs and IPSPs are
approximately zero unless either EPSPs or IPSPs tend to dominate the afferent input. This
input is organized in cortical layers, perpendicular to the cortical surface. For the pyramidal
neurons, the activation of which dominates the EEG (see below), the dendritic tree typically
occupies layers I and II, the apical dendrite layers II and III, the soma layers IV and V and
the axon layers V and VI. If IPSPs dominate at the axo-somatic synapses for example, they
provoke a current source at the level of the soma, which is usually complemented by a
passive sink at the level of the apical dendrite, which closes the current circuit. Because of
its small diameter and insulation the axon does not contribute much to the return-currents.
A similar sink-source configuration is provoked by other synaptic events (e.g. Jellema
1993? Only the central tendency of the asymmetrical distributed passive sinks or sources
along the radial axis is important for the macroscopic forward model. The actual sink-source
distribution can modelled by one sink and one source along the radial axis. Such a sink-
source configuration constitutes a current dipole, which in turn can be modelled by an
electrical point dipole, because the distance between the sink and the source (d < 3 mm) is
Analogously, if the active sink or source is in the upper cortical layers the return currents
must come from lower layers. However, an active source or sink in layer III could be
complemented by sinks in both superior and inferior layers and, if both passive sinks are of
equal magnitude (which is improbable in practice; Lopes da Silva and Van Rotterdam 1982),
this would constitute a quadrupole. The strength of the electric field generated by a
quadrupole decreases with the inverse of the distance to the third power. Thus, as seen from







much smaller than the distance from the neuron to the scalp electrodes (r > 15 mm). In an
infinite homogenous medium the potential 1/;"" at any point r due to a source and a sink of
+1 and -I Ampere, respectively, is given by (Figure 2.3):
- 1 [+1 -I] Idcosf I-II/;oe ( r) = --' - + - "'" , for r > 3d and with r = r .
47ra [1 [2 47ra . r2
(2.3)
Thus, 1/;"" is dependent on the conductivity of the medium (a) and on the geometry
of the source (which is reflected in the direction of the dipole) with respect to the position
of the electrode (r). The net potential distribution produced by all sink-source configurations
can be calculated by superposition of the distributions generated by all individual dipoles.
Thus, if the geometry of a certain brain structure is such that activation of this structure can
be modelled by dipoles with a random orientation, the potential generated by a given dipole
is generally nullified by the opposite potential generated by a second dipole. Such a structure,
which does not produce measurable electric fields at a certain distance, is called a closed
structure (Lorente de No 1947). On the contrary, open structures do generate a measurable
electric field.
The most important example of an open structure are the pyramidal cells of the
cortex. The EPSPs and IPSPs at these cells tend to dominate the EEG because, 1) the
pyramidal cells are by far the largest cells, 2) their elongated structure ensures a dipolar-Eke
sink-source configuration and 3) they have a preferred direction, perpendicular to the local
cortical surface. The fact that all pyramidal cells within a cortical column are activated
synchronously ensures temporal summation as well. Li.iand Williamson (1991) estimate that
a typical ERP involves synchronous firing of cortical areas between 40-400 mm', which is
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large compared to the dimensions of a single cortical column (::;;0.6 mnr'). These activated
columns form a dipolar sheet, which can be represented by one equivalent (or vector-sum)
dipole at its centre of gravity (Scherg and Picton 1991). This is even a good approximation
if the active source extends over 2300 rnm", which is equivalent to a disc with a radius which
is ""25 % of the head radius (De Munck et al. 1988, De Munck 1989). If this disc follows
the local curvature of the scalp, then the equivalent dipole assumes a position radially below
the centre of the disc. As noted before an equivalent dipole integrates over a lot of.
microscopic processes which merit detailed studies on their own (e.g. Mitzdorf 1991, Jellema
1993) and which cannot be identified on the basis of scalp recordings.
From the above it also follows that EPSPs and IPSPs in sub-cortical structures do not
contribute much to the scalp recorded EEG. First, EPSPs and IPSPs are mainly restricted
to those structures that contain the cell bodies and dendritic trees. Second, the geometry of
sub-cortical structures gives often rise to closed fields. Third, even if a given sub-cortical
structure, for instance the hippocampal cortex, produces an open field the equivalent dipole
moment is often too small to be recorded at the scalp, because the structure is simply too
small. Finally, the electric field strength is inversely related to the squared distance to the
measuring electrodes at the scalp (equation 2.3), which is by definition larger for sub-cortical
than for cortical sources.
Birbaumer et al. (1990) conclude that slow potentials are probably a reflection of
EPSPs at the apical dendrites of pyramidal neurons in the superficial cortical layers only.
These are mainly produced by a-specific thalamic input and axon collaterals, which ensures
widespread synchronous activity. This implies that the present research has a very narrow
focus on the physiological basis of preparation. In the near future this "cope will be extended
with EP-probe research as proposed by Brunia (l993a) and Rockstroh et al. (1993).
2.3.2. The volume conductor: one or more concentric homogenous spheres.
Although more realistic boundary element and finite element models are being
constructed at this moment (e.g. Oostendorp and Van Oosterom 1989, Zhou 1994), the
inverse problem is mostly solved for simple geometrical structures. The sphere constitutes
a reasonable first approximation to the human head, although an ellipse would serve better
(Law and Nunez 1991). The Maxwell equations (which describe all classic electromagnetic
phenomena) have been solved for a dipole in a sphere by Helmholtz (1853) and Wilson and
Bayley (1950) and were tested by Henderson et al. (1975? amongst others. These solutions
start from the macroscopic formulation of the Maxwell equations, because the microscopic
ones only apply to sources in an isolated vacuum (Nunez 1981, p. 68). Furthermore, it can
be shown that the frequencies in the EEG are such that the time derivatives are
The equivalence of the different formulations of this solution of the forward problem for a
dipole in a homogenous sphere has been checked by Van den Broek (1992).
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A current dipole in a
homogenous sphere. For
illustrating purposes the
dipole. its orientation vector -;
and the electrode are all in
the plane x2 = O. Note that
equation 2.5 also applies to
the more general case. r.




approximately zero and the electric and magnetic fields can be treated as uncoupled (Nunez
1981, his Appendix B). So, the forward problem becomes one of electrostatics. Therefore,
the forward model can be developed from the above equation for a dipole in a infinite
homogenous conductor (equation 2.3). This equation has to be corrected for the fact that the
volume currents cannot spread infinitely, because the air is an (almost perfect) insulator. This
implies that there is no radial current flow at the outer surface and that the potential gradient
in that direction is zero, i.e., all equipotential lines are perpendicular to the surface.
Mathematically this so-called boundary condition can be written as:
\121/; = 0 ~ a1/; radial = 0, at the outer surface, where \12 is the (spatial) gradient. (2.4)
ar,adial
For a given source the surface potentials on the outer surface of a sphere with radius Rare
larger than 1/;", at an equivalent distance r = R (Nunez 1981, p. 137), i.e. 1/; = 1/;"" + 1/;L'
which is the Laplace equation.
Finally, the forward problem for a dipole with arbitrary orientation at an arbitrary
location is usually solved first for a dipole at one of the defining axes of the co-ordinate
system (which is then transposed and rotated), and the dipolar source is separated in three
orthogonal current dipoles. The potentials generated by these three dipoles are additive
because of the principle of superposition. The solution of the forward problem given by
Wilson and Bayley (1950) is (Figure 2.4):
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Where it indicates a point on the surface of a sphere with radius R = litl and Ai is the
cosine of the angle of it with a given co-ordinate axis Xi. The potential at this point is the
summation of that of three orthogonal dipoles with moments Vi· Id !47TU at a location defined
by 5. --;is a unit vector representing the orientation of the dipole, ; gives the direction of5
and 1 = lSi! litl the eccentricity of the dipole. Finally, 'Y is the cosine of the angle between
the vectors pointing to the location of the point on the surface (it) and the location of the
dipole (5), i.e., 'Y = Allli + A21l2 + A31l3. Figure 2.5 gives some illustrative examples of how
the scalp potential depends on the spatial dipole parameters.
In extending this model the head is not modelled by a homogenous sphere, but rather
as a system of 3 or 4 concentric spheres or shells representing the brain, the skull and the
scalp and optionally the cerebrospinal fluid. Whereas the conductivity (0") of the brain and
the scalp equals about 0.45 (nm)" I, the conductivity of the skull is estimated to be at least one
order smaller. The most cited value is 0.005625 (Om):' (Rush and Discroll 1968). The most
elegant solution for the multiple sphere model is to solve the Laplace equation at every
surface, for the boundary condition given by equation 2.4. Such a solution has been
presented by De Munck (1989, 1990). An alternative approach was taken by Ary et al.
(1981). They derived an expression for the difference between the predicted scalp potentials
for a dipole at eccentricity Ih in a homogenous sphere and the same dipole at a different
eccentricity 13 in a 3-shell sphere model. This expression is only dependent on the
characteristics of the volume conductors and the eccentricities (fh and 13' respectively) of
both dipoles. Inspection of 13 and t, (for 0 < 13 < R) for the mean radii and conductivities
reported by Rush and Discroll (1968) learns that the differences between the predicted scalp
potentials approach to zero if 13!lh "" 1.6 for 13 < .5 or if/r/h "" .24 for 13 > .6. Scherg
and Von Crammon (1985) derived a continuous expression for this relation, which is used
as a post-hoc correction formula:
(2.6)
From equation 2.6 it follows that the cortex, which is at an eccentricity 13 of == .85, is
modelled by a dipole at an eccentricity Ih of == .60 within the homogenous sphere model. If
the inverse of equation 2.6 is substituted in equation 2.5, the result is an approximation to
the 3-shell sphere model.
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Some illustrative examples
of the effects of changes in
dipole location (compare a
and c) and orientation,
shown at the left, on the
predicted scalp potential
distributions at the right
(top-views of isopoteniial
maps). Compare a (radial)
with b (tangential) and c
(radial) with d (both a
radial plus a tangential
component). The dots in
the head diagrams are a
projection of the electrode
set-up of Figure 5.2 (p. 76). Spacing of iso-poteniial lines is 1 }J. V, the dotted area is negative








If the forward problem is used to predict observed scalp potentials it is important to
realize that one can only measure potential differences. So, the potential at each of the two
electrodes is calculated and the predicted potential is equal to their difference. For Stot sources
the surface potentials generated by each source s can be added. For time variant sources both
the current strength I and the surface potential v are substituted by I(t) and 1/;(t), which have
a linear relationship. The time-variant formulation of the forward model, including the
approximation for the 3-sheJl model becomes:
1/;(RI,t) - 1/;(~,t) = i g(I(t)"d"Rl';;Jh";') - ~ g(I(t)"d,,~,;;Jh";') (2.7)
s=l 5==1
Where equation 2.5 should be substituted for the function g.
Finally, to be able to predict the observed scalp potentials from equation 2.7 the
(centre of the) measuring electrodes should be projected onto the surface of the sphere
(Figure 2.5). In this projection the spatial dimensions of the electrode are ignored. The
electrode locations used in this study (Figures 3.2, p. 47, 5.2, p. 76 and 6.1, p. 105) are
derived from the international 10-20 system (Jasper 1958). Within this system the electrode
positions are defined proportional to the length of some arcs which are readily specified
within a spherical head model. However, different co-ordinates have been published for four
of these positions (F3, F4, P3 and P4). The co-ordinates of the 10-20 system which are used
in this thesis are given in Table II.I. They were calculated according to the formulas
presented in Boeker et al. (1994).
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TABLE Il.I.
SPHERICAL AND CARTESIAN CO-ORDINATES OF THE PROJECTION OF THE FIRST QUADRANT
OF THE 10-20 SYSTEM ON A SPHERE. CARTESIAN CO-ORDINATES ARE NORMALIZED TO THE
RADIUS OF THE SPHERE. THE PLANE X)=O IS DEFINED BY Frz, T3, T4 AND Oz. THE
POSITIVE XI-AXlS POINTS TOWARDS T4 AND THE X2-AXIS TOWARDS Fez, WHICH IS THE CO-
ORDINA TE SYSTEM USED BY BESA (SCHERG 1989). AZIMUTH AND LATITUDE ARE POSITIVE
ANGLES WITH RESPECT TO THE X)- AND XI-AXES, RESPECTIVELY.
Electrode azimuth latitude x,- x2- x,-
name (degree) (degree) coord. coord. coord.
Fp2 90 72 0.31 0.95 0.00
F8 90 36 0.81 0.59 0.00
F4 60 49 0.57 0.65 0.51
Fz 45 90 0.00 0.71 0.71
T4 90 0 1. 00 0.00 0.00
C4 45 0 0.71 0.00 0.71
Cz 0 0 0.00 0.00 1. 00
2.4. The inverse problem.
Solving the forward problem is a necessary condition to be able to solve the inverse
one: which are the generators that produce the observed potential fields? This problem is
faced in the present thesis.
2.4.1. Parameter estimation: minimizing residual variance.
Within the framework of the dipole model developed above (§2.3) the inverse
problem refers to specification of the dipole parameters for which the scalp potentials as
predicted by the dipole model, tI/, equal the observed ones, tiP, at each point in time. These
parameters are the (time-variant) dipole moment, which is proportional to I(t), the three
location parameters S (or -; combined with f), and the two orientation parameters -; (for-;
and -; are unit vectors their third element is defined by its first two elements). From equation
2.5 it follows that the dipole-moment and the dipole orientation have a linear relationship to
the surface potentials. However, the location parameters are related non-linearly to 1/;. There
is no analytic solution for the inverse relation. Therefore the inverse problem is solved
iteratively by a minimization routine.
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A minimization routine, like the simplex algorithm (Nelder and Mead 1969) used
here, requires specification of a cost-function, i.e., the function which should be minimized.
The algorithm scans a multidimensional space, here {I(t),!,;,;}, for minima of the cost-
function. In dipole modelling the cost-function is obviously some measure of the deviation
between the observed and the predicted potentials. In the software used for developing the
dipole models presented in this thesis (Brain Electrical Source Analysis or BESA, Scherg
1989), this deviation is defined as the Residual Variance (RV), which is inversely related to
the goodness of fit. The RV is the least squares difference between the predicted and the
observed potentials at each of the Etmelectrodes. The RV is normalized with respect to the
power of the observed potential field and expressed as a percentage. Thus:
(2.8)
It is justified to call this variable residual variance if the RV is calculated from average
referenced potentials (as within BESA). These have a zero mean by definition and in that
case the mean square is equal to the variance.
The principle behind most minimization routines is that apart from the cost function,
one specifies initial values of the parameters which are to be optimized, i.e. a starting point
in the search space defined by the moments, locations and orientations of the Stotsources.
The partial derivatives of the cost-function with respect to each of the estimated parameters
is calculated at the initial solution, either from analytical formulas or numerically. These
partial derivatives (i.e., the gradient) define the so called step-size (dependent on their
magnitude) and the direction (dependent on their sign) in which each of the parameters is
changed to obtain the parameter values for the next iteration. There the partial derivatives
are evaluated once again to specify the step-size and direction for the next step. These steps
are repeated until (in principle) all derivatives are zero. Because the observed potentials will
necessarily include measurement error and the model deviates from reality it is improbable
that there is a solution for which all partial derivatives are exactly zero (or machine
precision). Therefore some stop criterion is needed, which is defined in terms of a minimum
on the partial derivatives or a minimum on the decrease of the cost-function (as within
BESA), to prevent oscillations.
If the search space contains local minima besides the absolute minimum, then the final
solution is non-unique, i.e., dependent on the starting position. This is generally the case for
the inverse problem. The strategies which will be used to deal with non-uniqueness are
outlined in §2.4.4, 2.4.5,2.4.6 and 2.5.l. The next two paragraphs compare instantaneous
and spatiotemporal dipole modelling and discuss the number of sources which can be
identified by inverse modelling given a limited number of electrodes.
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2.4.2. Time-variant sources: spatiotemporal dipole modelling.
The above treatment of the inverse problem largely ignores the fact that the processes
which are represented by the dipole, the EPSPs and IPSPs, are time variant. This
instantaneous treatment of dipole modelling was justified by the fact that the forward problem
can be solved by electrostatics. The dynamic aspects of the neurophysiological basis of ERP
phenomena can be introduced in two ways.
First, all dipole parameters can be made time-variant, i.e. all dipole parameters are
estimated at each point in time separately. This implies that the location, orientation and
moment of the dipole can all change from one point in time to the next. When the dipole
parameters are plotted against time this represents a moving dipole. Therefore this approach
is called instantaneous modelling and the model a moving dipole model.
Secondly, only some parameters can be defined as time-variant while others are
constant. If only the location parameters are fixed over time then the dipoles are classified
as rotating (Figure 2.8b). If the orientation parameters are fixed as well, one speaks of
stagnant dipoles. A stagnant dipole model is also called a spatiotemporal dipole model. From
equations 2.5 and 2.7 it follows that for stagnant dipoles the forward problem can be
separated in a time-variant or temporal part and a stagnant or spatial part (Scherg 1990). In
matrix notation:
i' = SW· A (2.9)
Where i' is the Eto,x T (space x time) matrix of the (predicted) scalp potentials, SW (for
Source Wave) is the SI01 x T matrix of the time variant dipole moments and A is the (St01x
ElOJtransfer-function from the s" source to the e" electrode, which solely depends on spatial
dipole parameters and the electrode positions. Figure 2.6 illustrates the relationship of the
spatial and temporal dimensions of the model with those of the data. In this formulation the
inverse problem is not only a problem of source localization, like with moving dipoles, but
one of source characterisation, i.e., it also specifies the dynamic patterns of activation (the
source waves) of these sources. This is an important aspect of neurophysiological
phenomena, e.g. timing is one of the defining properties for a preparatory process (§1.4.2;
Requin et al. 1991). Scherg (1990) considers specification of the source waves as the major
goal in dipole modelling. It should be noted however that a valid specification of the source
waves requires a valid specification of the transfer function and vice versa.
The above formulation of the forward problem (equation 2.9) has some
methodological consequences for solving the inverse problem. First in calculating the RV the
sums of squares have to be summated over electrodes and time points. Second, compared to
instantaneous dipole fitting the number of estimated parameters decreases considerably. With
the former method six parameters have to be estimated for each source at every point in
time. With spatiotemporal dipole modelling only the dipole moment has to be estimated at
every point in time. For the location and orientation parameters only one estimate is
Spatiotemporal dipole modelling 31
a) Model a) Spatiotemporal dipole





by numbers). Dipoles 1and
2 correspond to Figures
2.5b and 2.5d, respectively.
b) Predicted scalp potentials
at selected electrodes (left
side) and top-view iso-
potential maps at selected latencies (indicated by the vertical lines). Note that 1) the maps
change over time (whereas the dipoles are stagnant) 2) the observed potentials are linear
combinations of the source waves and 3) the lower two time-series show the positive peak of
the first source wave, together with the negative peak of the second. but not the negative peak
of the first source wave.
Figure 2.6.
provided for all points in time. This not only implies that the amount of data reduction is
larger but also that the spatial parameters are estimated from a larger set of data and thus are
more reliable (§2.5.1). Alternatively more spatial dipole parameters can be estimated given
the degrees of freedom of the observed data. Thirdly, the main advantage of spatiotemporal
dipole modelling compared to other types of modelling is that temporal overlap of source
activation has in principle no effect on the estimation of the spatial parameters, provided that
sources do not show perfect synchrony and the maximum dipole moments are of the same
order of magnitude (see simulations by Achim et al. 1988a also). On the contrary, in a
moving dipole model intervals with overlapping source activity are characterized by unstable
parameter estimates and high RVs (Lopes Da Silva and Spekreijse 1991). Finally, because
the source waves are linearly related to the scalp potentials, it is advantageous to estimate
these by a direct least squares approximation once the transfer function has been specified
by an iterative search. This decreases the computational burden.
There are several arguments which support the assumption of stagnant dipoles. First,
the brain does not move inside the skull. However, brain activity does, i.e., an activated
area, e.g. a cell column, (de)activates other areas to which it connects. One type of
connections are the short ones, which connect to adjacent cell columns. The dimensions of
this local spread of activity are such that they can be ignored on a macroscopic level. In the
presence of noise the variability of the estimated location of the equivalent dipole, which
32 Chapter 2
represents the synchronous activity in adjacent columns, will be smaller than the estimation
error (which is reported to be "" 1 em, §2.5.1). Therefore, this spreading activity can be
validly modelled by a stagnant dipole in a macroscopic inverse model. The dipole moment
can provide an indication of the size of the activated area. Only if the centre of gravity
changes considerably, e.g. from the crown to the wall of a gyrus, it is necessary to add a
second stagnant dipole to describe the scalp potentials (Figure 2.8a, §2.4.5). Activity can
also be propagated via distant projections (e.g., the commissural and longitudinal nerve
bundles) to non-adjacent areas. These can be validly modelled by multiple stagnant dipoles,
one within each active area, with different time-courses of activation. In contrast, a moving
dipole, which may be located in areas without active sources at points in time where in fact
multiple sources at other locations are active is physiologically irrelevant. Because the main
hypothesis tested in this thesis involves overlapping components we will use spatiotemporal
dipole models to describe the scalp potentials.
2.4.3. Degrees of freedom.
The number of parameters which can be estimated reliably given a certain number of
degrees of freedom, i.e. the number of independent observations, is limited. If the number
of parameters which is to be estimated is larger than the number of observations the problem
is undetermined. In instantaneous dipole modelling six parameters are required for each
dipole and the number of observations is equal to the number of electrodes (1;01)' As a
general rule-of-thumb the number of observations has to be about twice the number of free
parameters. This agrees with the conclusions of Stauder et ai. (1988) that the minimal
number of electrodes needed for estimating l-dipole models is 14. However, the error of the
instantaneous estimate can be large in this case (Huizenga and Molenaar, in press). For the
present experiments, where between 25 and 28 electrodes are used, this implies that with
instantaneous dipole modelling only 2 independent dipoles could be estimated.
However, with spatiotemporal dipole modelling the number of independent
observations increases, because multiple time points are taken into account. An estimate of
the number of independent observations per electrode over time can be derived from
temporal PCA (Donchin and Heffley 1978). The final part of the Readiness Potential
(investigated in Chapter 3) can be described by two principal components (Boeker and Van
den Berg-Lenssen, in press). The same has been reported for the Contingent Negative
Variation (Chapter 6). The Stimulus Preceding Negativity also shows two different time-
series, a negative plateau and a negative ramp at frontal and parietal electrodes, respectively
(e.g. Brunia and Damen 1988), which load on two different principal components. This
implies that the number of independent observations is about 2 * 25, and that 4 independent
dipoles could be reliably estimated for each of these slow potentials.
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2.4.4. Non-uniqueness.
A major obstacle in dipole modelling is that the solution to the inverse problem is not
unique (e.g. Lopes da Silva and Spekreijse 1991, Achim et al. 1991, Mitzdorf 1991) i.e.,
one and the same observed scalp distribution can be generated by an infinite number of
source configurations. The first restriction on the search space is that the neurophysiological
sources are modelled as dipoles (§2.3.1). The next restriction on the search space is in
specifying the number of dipoles. These do not follow from dipole modelling itself. Even for
a given number of dipoles the search space might be characterized by a large number of local
minima (Achim et al. 1991). There is no guarantee that the absolute minimum is among the
ones which can be reached by the iterative search given the minimization algorithm and the
initial model. However, there are several possibilities to decrease the search space for a
given number of dipoles by imposing physiologically motivated constraints.
First, the number of free parameters can be decreased by imposing spatial restrictions
and fixating certain parameters. The most widely used one is to specify a mirror constraint
on the location and/or the orientation parameters of a pair of dipoles, one in each
hemisphere. This constraint is motivated by the fact that most homologous cortical areas: 1)
are heavily interconnected by monosynaptic connections, 2) tend to be activated
synchronously and 3) share the same function.
Second, two nearby dipoles with approximately opposite orientations and similar
source waves might create an interference pattern with very small amplitudes at the scalp
(Figure 2.7). Such dipoles are unreliable and thus invalid and deprived of physiological
relevance. Interference is characterized by large negative correlations between the predicted
scalp potentials. Alternatively, in analyzing the present data the effect of removing one dipole
Figure 2.7.
Two interfering dipoles (left)
generate only very small
scalp potentials (right). The
spacing of the iso-potential
lines is only .J Jl V (compare
Figure 2.5).
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on the source waves of the other ones will be tested, because the correlation is insensitive
to the offset of the predicted scalp potentials, which might be of considerable amplitude for
slow potentials as studied in this thesis. If one of these measures proves to be indicative of
interference, then that dipole will be removed for which the remaining dipoles have the
lowest RV. Furthermore, interference is usually accompanied by large dipole moments,
beyond the physiologically relevant range. Thus, one possibility to evade such solutions in
the iterative search is to extend the cost-function with a term (apart from RV) which
penalizes large dipole moments. Within BESA this penalty is called an Energy Constraint
(EC; Scherg and Berg 1991).
SIO! T E1u< T
EC = (2·LL SW2s) I (L L ~2e.,)
5=1 (=1 e=\ (=1
(2.10)
Third, inspection of the time-series and the spatial distribution of the scalp potentials
may suggest that certain time intervals are characterised by the presence of certain
components, e.g., the different components of the Readiness Potential (RP; Figures 3.1, p.
44, and 3.3, p. 50), the movement and stimulus preceding negativities in the time-estimation
task (MPN and SPN; Figures 5.4, p. 82, and 5.5, p. 84) or the early and late waves of the
Contingent Negative Variation (CNV; Figures 6.2, p. 110 and 6.4, p. 114). Therefore the
variance of certain source waves was restricted to certain predefined time intervals, or
alternatively penalized outside these intervals. This is called a Variance Constraint (VC;
Scherg and Berg 1991).
VC = SS,otal(SW)-SSselec,JSW) X 100% (2.11)
SS,otal(SW)
Where SStotal(SW)is the total sum of squares of the source waves (which is linearly related
to its variance or power) and SSselec,ed(SW)is the sum of squares of the source waves inside
the above predefined intervals. A VC is also instrumental in preventing interference.
The final cost-function becomes a weighted sum of RV, EC and VC4. Based on
preliminary fits I concluded that the optimal weights were approximately proportional to
2: 1:2, respectively. These are within the ranges proposed in the BESA-handbook and lead
to the sought effects without leading to large increases in RV « 1%). A low RV is a
necessary condition for any acceptable solution. Furthermore, the extent to which the
constraints modify the search space, and create an extra local minimum, will be tested by
releasing them and optimize the model once again.
Finally, the slow potentials in this thesis will always be recorded under different
experimental conditions. These will involve different movement-sides, target limbs and
Of these three only EC is not expressed as a percentage. However, the source waves are
scaled such that they are generally about 10 times larger than the scalp potentials. Therefore
the value of EC is in the same range as RV and vc.
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modalities, which are expected to have some well-defined effects on some of the dipoles
representing sources in primary cortical areas, while not affecting those in association areas.
The dipoles representing the latter sources should be sufficiently constant over conditions.
Mostly this can only serve as a post-hoc criterion, but in some instances it will be possible
to start with fitting one model to the data recorded with both left- and right-sided movements
together. In that case RV will not only be summated over space and time but also over
conditions.
2.4.5. The Residual Orthogonality Test.
Even with the above constraints it often happens that several solutions are reached
with equivalent RVs. An important question is whether the decrease in RV which is gained
by adding an extra dipole to the model (which might be less than 1 %) is either meaningful
or trivial because it merely accounts for noise. This asks for estimating the remaining noise
in the average signal which serves as input for the minimization routine. Achim et a\.
(1988b, 1991) assume that the ERP is stationary and that if the inter-trial intervals are both
variable and sufficiently long, then the ongoing EEG (the main source of noise apart from
artifacts) is statistically independent from trial to trial, relative to trial onset. Thus, if the
model accounts for the discrete and stationary ERP, the residuals (eP(t) = 1//(t) - 1/P(t»
should be statistically independent, or orthogonal, for each of the TR,o, x (TRIO!-1) I 2 pairs
of trials. This implies that if the dipole model describes the ERP, then the expected value of
the Sum of cross-Products (ScP) of eP(t) over all possible pairs of trials is zero. The
hypothesis that the mean ScP is different from zero can be evaluated by the Student
t-statistic, which is calculated from the distribution of ScPs (Achim et a\. 1988b).
E,,", T
ScP = " "(10;' e I . 10;'e I)' where tr ,c. tr.
~ ~ I" J" I J
e=l l=i
(2.12)
This procedure was called the Residual Orthogonality Test (ROT). If the model does not
sufficiently account for the spatial distribution and the temporal dynamics of the signal (the
ERPe.,) , i.e. in the case of undermodelling, then the summed cross-products will be larger
than zero because of the presence of some systematic residual in time and or space. If, on
the other hand, the model accounts for a significant amount of noise, i.e., with
overmodelling, the ScP will be negative (Achim et al. 1988b). The total sum of cross-
products can be divided in partial sums at each electrode over time-points or vice versa.
According to Achim et al. (1988b, 1991) none of the partial sums of products should be
significantly different from zero. These partial tests offer the possibility to identify where (in
space and time) the model is deficient.
In their 1991 article Achim et al. showed by simulations that 1) different starting
positions and strategies can lead to different models (see §2.4.3) 2) that the model from
which the simulated data were calculated passed the ROT and 3) that some of the alternative
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solutions failed to pass the ROT, but others were not rejected. Furthermore, a second test
was introduced in this article. Given the spatial parameters of the model, a least squares
estimate of the time variant dipole moments (SW(t» can be calculated on each trial. Because
SW(t) should be a systematic signal the sum of cross-products over all possible pairs of trials
should be positive. This can again be tested by a Student t-test. In the present thesis this test
will be referred to as the Source wave Orthogonality Test (SOT).
In practice the ROT and SOT are calculated for sub-ensemble averages to save
computation time. Most often this does not affect the conclusions (Achim et al. 1991). The
models in this thesis will be based on grand averages and consequently the individual
averages can serve as sub-ensemble averages. In the ROT I will allow for some variation in
the dipole moments and their time-series by a least-squares estimation of the source waves
for each individual. This implies that the ROT will mainly test the spatial parameters of the
model. The ROTs will be evaluated for each separate electrode. This will be complemented
by the SOT which is a test on the temporal dimension of the dipole model. In evaluating the
SOT at each point in time and for each source separately, the interval(s) in which a given
source is significantly active can be specified. Together the ROT and SOT will prove to be
valuable criteria in evaluating spatiotemporal dipole models (Chapters 3 through 6) and in
decreasing the total number of acceptable solutions. However, sometimes there is a conflict
between them, when addition of a dipole accounted for some extra signal according to the
ROT but its source wave is insignificant according to the SOT. In that case the latter dipole
will be accepted but interpreted with caution.
2.4.6. Fitting strategies and the number of dipoles.
As noted before (§2.4.4) the outcome of the minimization routine is dependent on the
initial model (including the number of dipoles) and the fitting strategy. Only one-dipole
solutions are generally insensitive to the starting model. Therefore, the outcome of several
strategies will always be compared for RV, ROT, SOT, stability over conditions and
physiological feasibility. The latter criterion is defmed as 1) absence of essentially inactive
dipoles very near to the surface if > 99 %) 2) absence of dipoles in the lower half of the
head, i.e. inferior to the brain, and 3) absence of interference.
The rationale behind most strategies is that it is generally advantageous to start
optimization with a restricted number of degrees of freedom, because these are exponentially
related to the number of local minima, which should be evaded. The result of the restricted
search gives the starting point for the final optimization.
The BESA handbook and Scherg and Picton (1991) define two main strategies, the
sequential strategy and the Regional Source (RSo) strategy. The former is not very valuable
with. slow potentials because the amount of temporal overlap is high, and the latency of
component onsets, peaks and offsets are only loosely defined. The use of VCs (§2.4.3) is a
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good alternative to incorporate a priori temporal knowledge when the RSo strategy is
followed, as I will do.
A regional source is a system of 3 orthogonal dipoles with a common location (Scherg
and Picton 1991). Like a rotating dipole they describe the equivalent dipole moment and
orientation at each point in time. In starting the optimization with a (number of) arbitrary
regional source(s) only location parameters have to be optimized. From a physiological point
of view a regional source is preferable to a rotating dipole because a RSo disentangles the
net dipole moment in orthogonal components, which might show different source waves
which in tum indicates that, e.g., the crown and the wall of the local gyrus belong to
separate functional areas (Figures 2.8 and 3.4, p. 52; Scherg and Picton 1991). If a
homologous source is expected, fitting will be started from two regional sources with a
mirror constraint on localization parameters. In subsequent steps more spatial parameters will
be estimated, e.g., by allowing the constituent dipoles of the regional source to assume
independent locations.
If eventually all parameters of the constituent dipoles of the regional sources are
unconstrained the number of independent dipoles generally becomes too high. Some of the
dipoles will assume physiologically irrelevant positions (see above) and will be subsequently
deleted. If some dipoles will interfere with each other, that dipole will be deleted for which
the remaining dipoles show the smallest RV. Furthermore, physiologically feasible models
will be evaluated with the ROT and SOT, which is an implicit tests on the reliability of the
dimensionality of the model. Thus, the dimensionality of the model, i.e., the number of
dipoles, will be estimated by overmodelling and subsequent deletion of those dipoles which
account mostly for noise. A final check on the (dimension of the) models which are thus
obtained will be provided by adding an extra dipole at different locations in the model. This
test dipole should not display significant source waves, or interact with the other dipoles,
neither at its starting position nor after optimizing its parameters, unless it is located in the
close vicinity of the other dipoles (see also Scherg and Picton 1991).
2.5. The validity of spatiotemporal dipole modelling.
In establishing whether spatiotemporal dipole modelling is able to define the
neurophysiological basis of slow potentials, its accuracy, reliability and validity should be
assessed. Furthermore, alternative neurophysiological techniques need consideration.
2.5.1. The accuracy, reliability and validity of spatiotemporal dipole models.
Accuracy, reliability and validity are hierarchic characteristics of a method. The first
defines the scale of measurement, the second the confidence interval for a given measurement
and the third the extent to which the measure reflects the theoretical construct which it is
intended to measure. Within the framework of dipole modelling the validity is the extent to
which the model reflects the neurophysiological basis of the observed ERP.
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Figure 2.B.
In the regional source model
(a) dipole 2 and 3 represent
the crown and the posterior
wall of the precentral gyrus,
which are activated during
different, slightly
overlapping, intervals (see
the source waves at the
lower left corner). When a
rotating dipole (b) is fitted
instantaneously to the scalp
potentials predicted by the
regional source model it
shows a gradual shift from a
radial to a tangential
orientation.
Chapter 2
a) Regional Source Model
1
b) Rotating Dipole Model
If accuracy is defined as the deviation between inversely calculated solutions and
forward models in noise-free situations, it can be very high, (in the order of 1 mm and 1°)
and only depends on machine precision and the stop criterion. However, in reality the
accuracy will be dependent on the signal-to-noise ratio, on systematic errors in the location
and/or measurement of the electrode positions and on model deviations. Huizenga and
Molenaar (1993, in press) estimated the confidence interval for location parameters to be 1-2
ern with 41 electrodes and 2-8 em with the 19 electrodes of the 10-20 system (compare
Mosher et al. 1993). It should be noted that these values apply to instantaneous fits and that
greater accuracy can be reached by spatiotemporal dipole modelling. Based on simulations
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Lutkenhohner et aI. (1991) show that accuracy can increase by a factor 2 for stagnant
compared to rotating dipoles.
A more direct approach was taken by Cuffin et a!. (1991), who estimated the location
of intracranial dipoles, which where formed by applying an external current to two contacts
of implanted electrodes in patients who were being monitored for epilepsy. These were found
to be = 1 ern, irrespective of whether the estimate was based on EEG or MEG measurements
(the latter were only slightly better). The fact that these values are comparable to those
calculated for simulated data, supports the conclusions of Stok (1987), Cuffin (1990, 1991,
1993) and Wieringa (1993) that deviations from the multi-shell sphere model do not have
very large consequences for the predicted scalp potentials.
The accuracy of the estimation of other parameters than dipole locations did receive
much less attention. Cuffin et a!. (1991) report an average error in orientation of 110. This
corresponds to an arc of 1.8 em on a sphere with radius R = 9.6 ern (the average head
radius; Rush and Discroll 1968). Thus estimation errors in dipole location and orientation
are of the same order of magnitude. The absolute dipole moment is very sensitive to the
values of R and a (equation 2.5). However, these are constant factors which do not influence
relative moments, or their time-courses (the source waves).
A final aspect of accuracy is the resolution of the inverse model, or the extent to
which sources can be separated. From Mosher et aI. (1993) it can be concluded that the
activity of multiple dipoles which are less than = 2 em apart should be expected to be lumped
on one dipole (although the exact value depends on signal to noise ratio and the local
electrode density). However, for the spatiotemporal form of dipole modelling, the resolving
power is larger given different dipole orientations and small temporal overlap (Achim et aI.
1988a, Lutkenhohner et aI. 1991).
The reliability of the inverse procedure largely depends on the number of dipoles. If
one dipole is sufficient then the solution is practically independent from the initial model and
the fitting strategy. This leads to a high test-retest reliability. For more complex models this
criterion is not met. There are two less strict manifestations of test-retest reliability which
have been adopted as evaluation criteria in the present studies. With respect to those criteria
all of the presented models are sufficiently reliable. First, particular aspects of the models
should be independent of experimental variables like movement-side, target-limb and stimulus
modality. A stronger test of this criterion is obtained if the same component is observed in
different experiments, like the movement-related slow potentials (Chapters 3, 5 and 6).
Second, the ROT and SOT indicate whether or not the tested model incorporates the
systematic spatiotemporal patterns which are reflected in the grand average and which thus
are reliable from subject to subject. The study of universal behavioural and physiological
patterns and systematic experimental effects (like those of movement-side) is an appropriate
subject in experimental psychology.
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To assess the validity of spatiotemporal dipole models the question should be
answered whether such models reflect the neurophysiological basis of ERPs. From the above
discussion of the accuracy of the method it can be concluded that with respect to volume
conduction the human head is validly modelled as a multi-shell sphere. The other part of the
model, the equivalent dipole representing the source activation, has a high construct validity
(or relevance) because it was developed from biophysical considerations from the start
(§2.3.1). Estimates of concurrent validity can be obtained from multi-modal research
strategies, which integrate inverse solutions from EEG and MEG with more structural (MR!)
and functional (PET and SPECT) measures of the brain and its activity, which have a higher
spatial resolution (Cheyne et al. 1991, Walter et al. 1992, Thatcher et al. 1993, Wieringa
1993). These results show sufficient congruence to encourage the use of spatiotemporal
dipole models. However, MR!, PET and SPECT lack sufficient temporal resolution. The
validity of the estimated source waves, which some regard as the most important
characteristic of the model (Scherg 1990), has to be evaluated against invasive measurements
with implanted electrodes like those of Ikeda et al. (1992, 1993). It is promising that Allison
et al. (1989) could predict even the fine details of the observed epicortical SEPs from a
dipole model in which both the spatial and temporal characteristics were based on invasive
transcortical recordings. I do not know about a similar study which involves inverse
calculations.
From the above it is concluded that spatiotemporal dipole models can provide insight
into the neurophysiological basis of ERPs. However, if more than one source is
simultaneously active, there is no guarantee that the absolute minimum will be found by
optimization (§2.4. 3). Therefore, the models should either incorporate a priori physiological
knowledge in the form of constraints or being tested against such knowledge a posteriori.
Furthermore, to be valid a model should at least be reliable (i.e., generalize) over subjects
and conditions.
2.5.2. Spatiotemporal dipole modelling compared with other data-representations.
Two advantages of EEG (and MEG) research in general are that it is non-invasive and
that the signal has a high temporal resolution. This classifies methods like MR!, SPECT and
PET as complementary methods. Compared to techniques within the field of ERP research
spatiotemporal dipole models in principle represent the same data as time-series and spatial
maps together. However, E,o, time-series are reduced to S,ot source waves. A similar
reduction can be obtained by PCA (Donchin and Heffley 1978). If data-reduction is the main
objective, PCA might be the method of choice, because it does not involve iterative
procedures, but the obtained results also lack physiological relevance. The possible
physiological implications of spatiotemporal dipole models constitute the most important
advantage of this method over other ones, i.e. , it defines components, in the
neurophysiological sense, both in time and space.
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A method to improve the spatial resolution of the observed scalp potential
distributions (which is quite low) is to convert them to Scalp Current-source Density fields
(Nunez 1981, pp. 196-203, Perrin et al. 1989, 1990). This measure is a reflection of the
radial current density at the cortical surface (on the reasonable assumption of the absence of
current sources in the skull and scalp; Pernier et al. 1988). This leads to deblurring of the
potential maps, which can help to separate different sources. However, the surface sources
and sinks indicate where volume currents leave or enter the skull, but not where the
intracranial sources can be found.
A direct comparison of the above techniques, based on the data presented in Chapter
3, is given elsewhere (Boeker and Van den Berg-Lenssen, in press).
2.5.3. Sources of a priori knowledge.
As argued above, spatiotemporal dipole modelling should be complemented with
independent a priori knowledge regarding the neurophysiological basis of the observed
potentials. This knowledge mostly comes from more invasive research in man and animal.
For example, there is a lot of invasive electrophysiological research on motor preparation in
the monkey (e.g. Wiesendanger 1981). However, this mostly concerns single-cell recordings,
which reflect the emitted action potentials. Although on a microscopic level these should be
related to the EPSPs and IPSPs (e.g. lellema 1993) which are reflected in the EEG (§2.2),
that is not necessarily the case on the level of the scalp potentials, although sometimes it is
(Arezzo et al. 1977). For example, cells which increase and cells which decrease their firing
rates prior to movement (because their preferred direction is in conformity with that of the
movement or opposite to it, respectively) are intermingled in some cortical areas and the
associated EPSPs and IPSPs cancel each others electric field (Requin et al. 1991).
Transcortical potentials, as measured in the monkey by Sasaki and Gemba (1991), are
more relevant than single-cell recordings because they integrate over the cortical sources and
sinks in much the same way as equivalent dipoles do. In formulating hypotheses I will mostly
rely on these data, as did Brunia (1987, 1988). However, these studies are relatively scarce.
Other intracortical measures are often recorded relative to a common reference electrode (like
typical scalp-recorded ERPs) which makes it more difficult to distinguish local currents from
passive volume conducted currents.
The relevance of other than electrophysiological measures is even more difficult to
assess, because of the differences between the physiological mechanisms which are involved.
These mechanisms often have a much poorer temporal resolution than the split-second EEG.
In §3.2 I will conclude that the results of such divergent methods do not necessarily
converge, and that they only provide rough hypotheses about the generators of ERPs. That
is, questions about the neurophysiological basis of behaviour and about the origin of ERPs
which are believed to reflect this behaviour are related questions, but the answers are not
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necessarily identical. In particular, not every brain structure which participates in a given
task will produce an electric field which can be recorded at the scalp.
2.6. Conclusions.
The main hypothesis of this thesis addresses the relationship between three slow
waves, i.e., it states that the CNV late wave is a summation of the RP and the SPN (§1.5).
I assume that the scalp distribution is an important characteristic of any ERP component,
because it reflects its neurophysiological basis (§2.3). Therefore the main hypothesis can be
tested by comparing the scalp distributions of the CNV, RP and SPN. Spatiotemporal dipole
models are useful in this comparison because they describe the possible neurophysiological
generators of the observed potentials (§2.5). So, they reflect a more basic characteristic of
the ERP components than the scalp distribution itself. A final important characteristic of
spatiotemporal dipole models is that they can separate overlapping components in space and
time (§2.4.2). This implies that it is not necessary to use experimental manipulations, which
may affect the structure of the subject's task and his or her behaviour, to separate ERP
components (see §1.5 and 6.1 for a more extensive discussion of these subjects).
3. A spatiotemporal dipole model of the Readiness
Potential in humans. I. Finger movement. *
3.1. Abstract.
Preceding unilateral finger movements Readiness Potentials (RPs) were recorded in
nine right-handed subjects. The data are presented as time-series, potential maps and
spatiotemporal dipole models. The latter are interpreted with respect to the underlying
generators of the RP. Explicit hypotheses about the unilateral or bilateral activation of
particular sensorimotor areas preceding unilateral movements are addressed. The choice for
the best spatiotemporal dipole model was guided by a test on the orthogonality of the
individual residuals and by a priori neurophysiological evidence. From the final model it is
concluded that the initial bilateral symmetrical part of the RP is generated in the posterior
walls of the precentral gyrus bilaterally, whereas the later lateralized components originate
from the crown of that same gyrus contralaterally. This confirms and extends data from
subdural recordings (Neshige et al. 1988), magnetoencephalography (MEG, Kristeva et al.
1991) and EEG (Botzel et al. 1993).
3.2. Introduction.
In 1965 Kornhuber and Deecke were the first to observe that a simple self-paced
finger movement is preceded by a slow negative potential starting already 1500 ms before
movement onset. This potential has become known as the Bereitschaftspotential (BP) or
Readiness Potential (RP).
Different components are distinguished in the RP complex (Figure 3 .la). It starts with
a bilateral symmetrical part (BPsym). From about -500 ms (i.e., 500 ms before movement
onset) the negative slope of the potentials contralateral to the movement-side increases,
constituting the Negative Slope (NS', Shibasaki et al. 1980). Next, at about -100 ms, follows
a positive deflection, the Pre-Motion Positivity (PMP), which was reported to be either
bilaterally symmetrical (Deecke and Kornhuber 1977) or to show an ipsilateral' dominance
(Shibasaki and Kato 1975, Shibasaki et al. 1980). The maximum negativity, or Motor
Potential (MP) is generally observed at about movement onset over the contralateral scalp.
The MP is interpreted as the cortical activation of the final common pathway, the pyramidal
tract. Direct physiological evidence for this interpretation comes from combined recordings
of slow potentials and multiple unit activity in the monkey (Arezzo et al. 1977). The post-
The present chapter is the final version of a paper with identical title by K.B.E. Boeker,
C.H.M. Brunia and P.l.M. Cluitmans which was accepted for publication in
Electroencephalography and clinical Neurophysiology on the 5th of May, 1994.
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Figure 3.1.
a) Schematic representation of
the Readiness Potential (RP)
over the contralateral (solid
line) and ipsilateral (broken
line) hemispheres. b) Grand-
average RPs (n= 9) recorded
preceding left (upper graph)
and right (lower graph) finger
flexions over C3' and C4',
which are either contralateral
(solid line) or ipsilateral
(broken line), depending on the
movement-side. Note the contra-
lateral dominance.
BPsym: symmetrical part of the
RP, NS': Negative Slope, PMP:
Pre-Motion Positivity, MP:
Motor Potential and RAP:
Reafferent Potential.
movement potentials are generally dominated by two positive peaks, the Reafferent Potentials
(RAPs). In the remainder of this thesis I will reserve the acronym RP to denote the whole
complex of potentials which precedes self-paced movements.
The interpretation of the results from RP recordings under different experimental
conditions (e.g., Lang et al. 1990) and in patients with for example Parkinson's disease (Dick
et al. 1989) or large brain resections (Singh and Knight 1990) would profit from knowledge
about the generators of the RP. Arguments for different functional interpretations of the RP
recorded from different parts of the scalp are reviewed elsewhere (Brunia 1987, 1988). Yet,
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the physics of volume-conduction imply that there is no one-to-one relationship between the
potential at a certain scalp position and the cortex directly underneath. In principle knowledge
about the generators could be gained from solving the inverse problem by dipole source
modelling (§2.5, Scherg and Picton 1991). The location and orientation parameters of the
dipoles within the model, together with the time-course of the dipole moments provide a
spatiotemporal model of the observed potentials (§2.4.2). The present study is aimed at
constructing a spatiotemporal dipole model of the RP preceding finger flexions.
However, the solution to the inverse problem is not unique and a priori knowledge
is necessary to guide the modelling strategy and to evaluate the validity of the obtained
solutions. For RPs this knowledge might be gained from invasive measurements during the
execution of voluntary self-paced movements. Unfortunately the outcome of these studies
differs according to the species under investigation and the dependent measure. On the one
extreme are the studies of Sasaki and Gemba (1991, for an overview) who recorded
transcortical potentials in macaque monkeys and concluded that the pre-motor cortex (PM),
the primary motor cortex (MI) and the somatosensory cortex (SI) are activated in succession
prior to movement onset. In their experiments all three areas are active bilaterally, but MI
and SI show a clear contralateral preponderance. On the other side, Neshige et al. (1988)
concluded from epicortical recordings in man that the RP is generated by MI exclusively,
BPsymby bilateral activation and NS' and MP by contralateral activation. Blood flow changes
were also restricted to MI, at least with simple repetitive movements (Roland et al. 1980,
Walter et al. 1992). A possible role of the Supplementary Motor Area (SMA) is much
debated. Epicortical recordings (Ikeda et al. 1992, 1993) in man and
magnetoencephalography (MEG) in a patient with a unilateral SMA lesion (Lang et al.
1991a) indicate that the SMA is active at least during the early part of the RP (BPsy~.
EEG dipole modelling studies gave inconsistent results. Batzel et al. (1993) concluded
to the absence of SMA activity and Toro et al. (1993) to its presence. Apart from
methodological differences this might be due to the fact that the volume currents produced
by bilateral activation of the SMA largely cancel each other (Lang et al. 1991a). The size
of this (partial) cancelation effect depends on the exact spatial distribution of activity within
the SMA and its effect on dipole modelling has not yet been accounted for in sufficient
detail. Furthermore, neither study presented statistical evidence to indicate whether or not
the contribution of the presumed SMA-dipole was statistically significant.
Apart from the role of the SMA, Batzel et al. (1993) and Toro et al. (1993) agree on
the modelling of the BPsyrn/NS'by a bilateral pair of dipoles and the MP by a contralateral
one. All dipoles presumably represent activation of MI. However, both studies report
somewhat different orientations for corresponding dipoles. The antero-posterior component
of the tangential BPsymdipoles reported in those studies coincides with that of the bilateral
symmetrical pair of dipoles described by Kristeva et al. (1991) for the magnetic counterpart
of the RP. The latter authors interpreted these dipoles to lay in the posterior wall of the
precentral gyrus, which is part of MI.
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In modelling the RP we will test the hypotheses put forward by Brunia (1987, 1988).
The first hypothesis is that the BPsym is generated by bilateral activity from the SMA and/or
PM. Furthermore we propose that the NS' is mainly generated by MI, with a contralateral
preponderance (see also Neshige et al. 1988). The MP is hypothesized to stem from a very
small area of the contralateral pre-central gyrus, i.e., MI (Arezzo and Vaughan 1975). And
finally the RAP would be mainly generated by SI. However, some of the most direct
evidence (Neshige et al. 1988, Batzel et al. 1993) points to the possibility that MI may be
the sole generator of all pre-movement potentials (BPsym, NS', MP) in the RP-complex. With
respect to the generators of the PMP we lack a precise hypothesis, but we doubt whether it
does constitute an independent neurophysiological event (Neshige et al. 1988).
We will test these hypotheses by developing spatiotemporal dipole models for the RP
preceding self-paced finger flexions, recorded in healthy human subjects. In humans the
fingers are represented at rather lateral positions within all sensorimotor areas except the
SMA. Scalp potentials which are generated by the synchronous activity of two homologous
lateral areas, like the finger motor areas, cannot be described accurately by a one-dipole
model. So, by spatiotemporal dipole modelling it is possible to discriminate unilateral from
bilateral generators of the RP preceding finger flexions, which will be represented by either
one dipole or a symmetrical pair of dipoles, respectively.
The spatiotemporal form of dipole source analysis is a powerful tool to disentangle
the activity of sources which overlap in time (Achim et al. 1988a). This is useful because the
BPsym, NS' and MP seem to ride on top of each other. More specifically we will evaluate our
models by their ability to separate the MP from the other components and impose penalties
on temporal overlap to ensure such separation (see below). Finally, we will statistically test
whether a given model describes all signal and nothing but the signal and whether all dipoles
in that model are significantly active or not (Achirn et al. 1988b, 1991). Up to now, such
conclusions have been drawn on the base of subjective criteria only.
3.3. Methods.
3.3.1 Subjects.
Nine right-handed subjects, 6 women and 3 men, age range 19 - 30 years, participated
in the experiment. They were paid volunteers and received Dfl75,- (about US$ 45) for their
participation in the experiment.
3.3.2. Procedure.
Subjects were seated comfortably in a slightly reclining chair, placed in a sound
attenuating, electrically shielded room. They were instructed to produce unilateral self-paced
finger or foot movements at slow pace. Responses which followed the preceding one by less
than 6 s were discarded from later analyses. A complete registration consisted of 500 trials
(4 limbs * 5 blocks * 25 trials). The target limb was varied pseudo-randomly between
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blocks. Only finger movements will be discussed here. Data on foot movements are presented
elsewhere (Chapter 4).
The arms of the subject rested on the adjustable arms of a chair. The subject held a
small cylinder (length 5.5 em) between thumb and index finger (pincer-grasp). This cylinder
was mounted on top of the chair's arm. Flexion of thumb and index-finger produced the
closure of a switch, which delivered the trigger-pulse for all subsequent averaging.
Subjects were instructed to fixate their gaze on a point on the wall 2 m in front (to
preclude eye movements and blinks) and to prevent all kinds of movements like gross body-
movements, sneezing and swallowing from about 3 s before until 3 s after the movement.
3.3.3. Electrophysiological recordings.
The EEG was recorded from 23 electrodes at scalp-positions which were defined with
respect to the international 10-20 system (Figure 3.2). The electrode-array was centred
around Cz and consequently covered the scalp above the areas which are hypothesized to
generate the RP. All recordings were referenced to software-linked mastoids. The signals
were amplified by two 14-channel Nihon Kohden 4314F EEG-machines with a modified 30
s time constant, which shared the reference and ground electrodes. Low-pass filtering was
at 35 Hz (-6 dB/octave). After storage on two TEAC SR58 analog tape recorders, the data
were AD converted off-line on a VAXLAB equipped with an ADQ32 ADC, at 128 Hz in
burst mode.
The vertical EOG of the right eye was recorded with the same filter-settings as the
EEG for monitoring of ocular artifacts. Additionally, the horizontal and left vertical EOGs
were available on paper-chart.
Figure 3.2.
Fl' Fz' F2' The electrode set-up used in this study.• • •
FC3' FCI' FC2' FC4' Nomenclature is derived from theFez'• • • • • International 10-20 system. Primes (')
TC3' G3' cr cz: C2' C4' TC4' denote positions one cm anterior and• • • • • • • double primes (") positions two cm
C3" Cl" Cz" C2" C4" posterior to the standard coordinates. The• • • • • inter-electrode distances measure 10% of




Trials free of artifacts for a S second interval centred around the trigger pulse (i.e.,
switch closure) were selected, based on the paper-chart output. These trials were baseline
corrected over the first SOO ms.
For each subject four average RPs were obtained, one for each limb. The average
finger RPs were divided into 100 ms bins from -2000 to + 1000 ms. The average amplitudes
within each bin for each of the 18 non-midline electrodes were subjected to an Analysis of
Variance (ANOVA) with Electrode (in antero-posterior and lateral direction), Hemisphere
(Left, Right) and Response-side (Left, Right) as repeated measure factors. The main purpose
of the ANOV A was to indicate the transition between BPsym and NS', which should be
characterized by a significant Hemisphere x Response-side and/or three-way interaction.
Greenhouse-Geisser corrected degrees of freedom were used for factors comprising more
than two levels (Vasey and Thayer 1987). The F-statistics were evaluated at the S% level.
The spatial dimension of the grand average RPs was investigated by calculating
Surface Potential (SP) maps after Perrin et al. (1989, 1990) at selected latencies. These are
presented because the potential distribution is used to estimate the location and orientation
of the dipoles in equivalent dipole models.
3.3.5. Spatiotemporal dipole modelling.
Spatiotemporal dipole modelling uses time-variant, spatially stagnant, equivalent
current dipoles to model electrically active brain areas (§2.4, Scherg and Picton 1991). An
overview of the possibilities and limitations of the method (§2.S, Scherg and Picton 1991,
Lopes da Silva and Spelcreijse 1991, Mitzdorf 1991) can be summarized by stating that
spatiotemporal dipole modelling is quite capable in describing the physiological basis of
macroscopic scalp potentials, like the RP. In the present study, spatiotemporal dipole
modelling was carried out using BESA software, versions 1.8 and 1.9 (Scherg 1989). Using
BESA required to convert the data to average-reference and to reduce to 40 Hz sample rate,
after 10 Hz (-24 dB/octave) digital low-pass filtering to prevent aliasing. The models were
fitted on the grand average, to obtain models which describe the most reliable characteristics
of the spatiotemporal data-matrix. Besides, the signal-to-noise ratio of the grand average is
better than that of the individual traces.
The general non-uniqueness of the inverse problem is dealt with in BESA by
providing the researcher with tools to incorporate a-priori knowledge about the generators
(i.e., to impose restrictions) interactively. For example, the cost-function (the Residual
Variance, RV) was extended to include a penalty for large moments in general, to avoid
solutions comprising close-by, interfering dipoles. Within BESA this is called an Energy
Constraint (§2.4.4, Scherg and Berg 1991). The following strategy was used in obtaining the
final results for RPs preceding unilateral finger flexions:
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1. Fit two symmetrical regional sources, one in each hemisphere.
A regional source is a system of three orthogonal dipoles. Such system describes the local
current flow in all directions (§2.4.6, Scherg and Picton 1991).
2. as step l. but fit both regional sources independently, i. e., they are allowed to assume
asymmetrical locations.
3. remove the laterally pointing dipoles because of interference and fit the remaining 4
dipoles independently.
All above steps were executed on left and right hand data together. By doing so a
symmetrical solution was reached, because each hemisphere serves as both ipsilateral and
contralateral hemisphere at once. In this model, the time-series of the moment of a given
dipole which are associated with ipsilateral and contralateral movements respectively, already
indicate whether the brain area represented by that dipole is unilaterally or bilaterally
activated. This already answers our main research question, which is to gain insight in the
bilateral or unilateral activation of the lateral cortical sensorimotor areas preceding voluntary
movement, provided the model is correct. If it is correct indeed, then the model should also
describe the data of each movement separately. Therefore, subsequent steps involved:
4. Fit the model to the RP of one hand at a time and incorporate converging evidence
(see above) that the MP is generated by a circumscribed cell-assembly within MI.
This was done by extending the cost-function of BESA with a so-called Variance
Constraint (§2.4.4, Scherg and Berg 1991) which penalizes variance (i.e. dipole
moments) outside a certain time interval for a given source.
5. Transpose the dipoles to homologous positions in the opposite hemisphere, i.e.,
mirror them with respect to the mid-sagittal plane. Subsequently this mirror image
was fitted to the RP preceding flexions of the opposite finger.
The last two steps were executed twice, once starting with the left and once again
with the right hand RP as input.
The reliability of the inverse solution was assessed by applying Residual Orthogonality
Tests (ROT; §2.4.5, Achim et al. 1988b, 1991) to evaluate multiple solutions which explain
nearly equal amounts of variance. The ROT is based on a Student t-test on the sum of cross-
products of the residuals over space and time, and it tests for the presence of systematic
spatiotemporal patterns in these residuals over all possible pairs of sub-ensemble averages.
A significant positive t-value indicates undermodelling, i.e., a failure to describe all
systematic variance. On the contrary, a significant negative t-value indicates overmodelling,
i.e., a partial fit on the noise. All t-statistics were evaluated for significance at the 5% level.
We used the individual averages as sub-ensemble averages. To decrease the large error
variance associated with between-subject ROTs, we did not calculate the residuals with
respect to the grand average model. Instead, we calculated the residuals after a least-squares
fit of the individual time-variant dipole moments. The time-series of the dipole moments can
also be subjected to an orthogonality test (Achim et al. 1991), which we will call Source-
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products of the source-waves is tested for significance over all possible pairs of sub-averages.
A significant positive t-value indicates that a proposed source contributes significantly and
systematically to potentials recorded at the scalp. A more detailed insight into the temporal
dynamics of the source-waves was obtained by calculating SOTs at each point in time
separately. So, the reliability of the spatial dimension of the models is evaluated by the ROT,
because the time-variant dipole-moments were individually adjusted, whereas the inter-
individual stability of their temporal dynamics is tested by the SOT.
3.4. Results.
3.4.1. Time-series and topographical maps.
The individual averages for left and right finger RP contained 101 ±48 and 102 ±44
trials, respectively. The grand averages of these RPs (Figure 3.1b) show the expected time
pattern. According to the ANOV A results the average potential over all electrodes is
significantly different from zero between -1000 and +200 ms (F(l.8) ranges from 6.15 to
30.94 in this interval). The Response-side x Hemisphere interaction is significant from -600
until + 1000 ms (8 .19 ~ F(l.8) ~ 49.90) and the three-way interaction of the latter effect
with Electrode from -800 to + 1000 ms ( 3.26 ~ F ~ 22.36, with Greenhouse-Geisser f
equal to .38 and .32 respectively and nominal degrees of freedom (df) equal to 8 and 64 for
numerator and denominator, respectively). The only further effect which extends over a
period of more than 100 ms is that of Electrode from -600 to + 100 ms (4.48 ~ F ~ 12.08,
€ = .25 and .18 respectively, nominal df = 8,64). From these results and the time-series
themselves (Figure 3 .1b) we conclude that the BPsym starts at -1000 ms and lasts until -600
ms, which marks the start of NS'. The grand average PMP shows onset latencies of -117 ms
and -148 ms and peaks at -78 and -109 ms for left and right finger RPs, respectively.
Furthermore it has an ipsilateral preponderance. The next component, the MP, peaks just
before switch closure, i.e., at -31 ms and -16 ms for left and right finger flexions and is
contralaterally dominant. The largest peak of the RAPs has a latency of + 164 ms and + 156
ms, respectively. Paired t-tests indicate that none of the differences in latencies between
response-sides is statistically significant.
Figure 3.3 shows the surface potential maps at latencies corresponding to the
components which are distinguished in the time-domain. All maps up to 0 ms show a wide-
spread negativity with a contralateral dominance. The RAPs are characterized by a wide-
spread positivity.
3.4.2. Spatiotemporal dipole modelling of the RP preceding finger flexion.
The first choice in spatiotemporal dipole modelling is that of the interval of fit.
Preliminary fits showed that models including 2 or 3 regional sources described more than
90% of the variance in the data during the interval from about -600 to a ms. Therefore, the
models presented here (Figures 3.4 through 3.7) were fitted to the data inside this interval.
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Figure 3.4. RP left (...) and right (_) flngers
Spatiotemporal dipole model
accounting for both right ~I '. _""',
and left finger RPs (after I vc==
step 3, see text). Left
column: temporal activation
pattern of each dipole source
in arbitrary units, the".
so-called source-waves. "'~i '.... - ",
3 c;;;:;:=
Negativity in the direction of
the dipole arrow is plotted
upwards. The vertical bar on
the time-axis (extending from
-1500 to + 1000 ms)
indicates switch closure (0 -SOB ms
ms). Note that source 1and L-- --l
2 are only active with left (dotted line) and right (solid line) hand movements, respectively.
The head diagrams represent perpendicular projections of the location and orientations of
the corresponding dipole sources, smaller dots indicate electrode positions. The lower part
of the middle column shows both the average Residual Variance (RVJ over the fit-interval
(,,600 to a ms) and its evolution over time on a logarithmic scale.
=-::)"'-- ...
All attempts to fit a spatiotemporal dipole model for the RAP failed.
Figure 3.4 shows the final stage for fits on both left and right RPs together (step 1
through 3). Although symmetry constraints no longer apply to this solution, the final dipole
locations and orientations remain fairly symmetrical. The model consists of a radial pair (l
and 2) and a tangential pair of dipoles (3 and 4). The tangential dipoles have an antero-
posterior orientation. From the time-course of the dipole moments, the source waves (Figure
3.4, left column), it can be concluded that from the radial dipoles only the one contralateral
to the moving finger is active. This is confirmed by the SOT (Table III,!). The tangential
pair shows larger moments with contralateral movements than with ipsilateral ones. The ROT
shows that the model does not explain all variance at all channels with either response-side
(Table 111.1).
Fitting the Figure 3.4 model on the left finger RP (step 4) leads to minor adjustments
only (Figure 3.5). The ipsilateral radial dipole (dipole 2) remained at its place, without
accounting for much variance and therefore was deleted from the model. The resulting model
describes 98.5% of the data. The next step involved transposing all dipoles to the opposite
hemisphere. This mirror image describes 97.8% of the right finger RP after optimization
(Table III.!). Both the Figure 3.5 model and its mirror image pass the orthogonality tests.
So, the individual residuals are orthogonal and all signal has been accounted for. Furthermore
all dipoles are significantly active over the whole interval tested (-600 to 0 ms), with the
exception of the ipsilateral dipole for left hand data (dipole 4), which is only significant from
RP dipole model 1. Finger Movement. 53
-450 to -25 ms. In fact the moments of the contralateral dipoles already are significant before
the onset of the fit interval.
Fitting the Figure 3.4 solution to right finger RPs (step 4, second time) leads to a
model with again only one ipsilateral dipole, but in this case three contralateral ones (Figure
3.6). From the starting position (Figure 3.4) dipole I assumed a location near dipole 2,
indicated as dipole 2a. These two dipoles, 2 and 2a, which are closely together in space,
showed a tendency to be active in separate time intervals though. These intervals roughly
TABLE IIl.l.
RESIDUAL VARIANCES (RV) FOR THE INTERVAL OF FIT (-600 MS TO 0 MS) AND
RESULTS OF ORTHOGONALITY TESTS ON RESIDUALS (ROT, THIRD COLUMN) AND
SOURCE WAVES (SOT, RIGHT COLUMN). THE FIRST COLUMN GIVES THE NUMBER OF
THE FIGURE WHICH GRAPHICALLY REPRESENTS THE CORRESPONDING MODEL. THE
SECOND COLUMN GIVES THE RV NOT EXPLAINED BY THE MODEL IN % OF THE
VARIANCE OF THE OBSERVED POTENTIALS. FOR ROTs CHANNELS WITH SIGNIFICANT
RESIDUAL SIGNAL ARE LISTED, INDICATING FAILURE OF THE MODEL TO DESCRIBE ALL
SYSTEMATIC VARIANCE ON THAT CHANNEL. FOR SOTs THE SOURCES WHICH FAIL TO
REACH SIGNIFICANCE OVER THE WHOLE INTERVAL OF FIT ARE PRESENTED. THIS
INDICATES THAT THE INDIVIDUAL DIPOLE MOMENTS DO NOT SHOW SYSTEMATIC TIME
COURSES. THE SUBSCRIPT m DENOTES THE MIRROR IMAGE OF THE ORIGINAL MODEL,
WHICH DESCRIBES RPs PRECEDING MOVEMENTS OF THE OPPOSITE HAND AND THE
MIRROR IMAGE OF THE INDIVIDUAL DIPOLES IN THE LATTER MODEL.
Figure # of corresponding RV ROT SOT
model (%)
3.4 (left finger) 2.29 TC3' 2
(right finger) 4.04 F2', FC4', 1,3
PCI", CI'
3.5 (left) 1.46 - -
3.5m (right) 2.24 - -
3.6m (left) 1.38 - 2am,3m
3.6 (right) 1.24 - 3
3.7m (left) 1.50 TC3' 2m




obtained after fitting the
model of Figure 3.4 to the
left finger RP separately
(step 4, see text). The
ipsilateral radial dipole
(dipole 2) was removed
because it did not describe
substantial scalp potentials.
Note that the RV slowly
decreases before and shows
a steep increase after the fit





correspond to that of NS' and MP respectively. This separation was emphasized by applying
variance constraints to force the variance during the NS' (-600, -100 ms) and MP intervals
(-100, Oms) on sources 2 and 2a, respectively. Finally, dipole 4 is located more anteriorly
and is oriented laterally instead of sagitally. It is therefore marked as 4a, to indicate that its
parameters have changed considerably in comparison with dipole 4. The final model
describes 98.8% of the variance. The mirror image of this model (step 5) again needs only
minor adjustments to capture 98.6% of the variance in the left finger data (Table III.!).
However, the mirrors of dipoles 2 and 2a almost coincide in this latter model, and the mirror
of 2a is not significantly active according to the SOT (Table Ill.I). The model of Figure 3.6
and its mirror image pass the ROT (Table III.!), but the SOT shows the ipsilateral tangential
dipole (dipole 3 and its mirror image) to be insignificant for both right and left RPs.
Evaluating Figure 3.6 with respect to the hypotheses put forward in the introduction
suggested two further tests. The first one involved invoking spatial constraints on dipoles 3
and 4a to verify whether they could be interpreted as being symmetrical, like they are in
Figure 3.4. Starting optimization from Figure 3.6 with a symmetrical pair at the location of
dipole 4a with the orientation of dipole 3 resulted in the model presented in Figure 3.7. For
left finger data the same strategy resulted in a similar model. From Table III.I it can be seen
that the RV increases only slightly. Only TC3', at the corner of the electrode array, does not
pass the ROT with left finger movements. The individual source waves which are tested by
the SOT are shown in Figure 3.8, to permit a visual assessment of their consistency
(compare Batzel et al. 1993, their Figure 3.5). The SOT shows that with right finger flexions








obtained after fitting the
model of Figure 3.4 to the
right finger RP (step 4, see
text). Note the similar
activation patterns of
sources 3 and 4a, and the
activation of source 2 and
2a during NS' and MP
intervals respectively, which
was emphasized by Variance
Constraints on dipoles 2 and
2a, for the intervals which
are shown by the smaller
bars on the time-axis. See
Figure 3.4 for further
legends.
dipole 3 is only significant from -250 to -100 ms'. Notwithstanding the fact that dipole 2
does not pass the SOT overall with left finger flexions (Table IILI), it is significant from
-350 to -125 ms, i.e., during the latter part of NS'.
Secondly, we addressed the issue whether or not the SMA participates in generating
the RP in general and its early bilaterally symmetrical part (BPsym) in particular. We assumed
the same SMA coordinates as Botzel et al. (1993), i.e., 11 mm anterior to Cz and 39 mm
below the scalp. A test-dipole within the SMA showed a zero moment, after being inserted
in the Figure 3.6 and 3.7 models, both when vertically oriented and after optimization of its
direction. SOTs on the source waves of the test dipoles did not reach significance at any
single time-point.
3.5. Discussion.
The main objective of the present paper was to construct a spatiotemporal dipole
model for the RP to gain more insight in its neurophysiological base, which increases its
usefulness in ERP-research and clinical settings. We hypothesized that the RP preceding
finger flexions is especially suited to investigate the possible unilateral or bilateral
contributions of PM, Ml and Sl , which should be clearly lateralized because of the
somatotopical organization of these cortical areas. Our final model (Figure 3.7) indeed shows
a mix of unilateral sources, which are only activated by contralateral movements (dipoles 2
and 2a), and bilaterally symmetrical generators (dipoles 3 and 4). Furthermore, we expected
Throughout this thesis the exact intervals in which the SOT is significant are only given in
the text. They can not be found in either Figures or Tables.
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Figure 3.7.
The model of Figure 3.6
after imposition of a mirror-
constraint on dipoles 3 and
4. This (final) model
incorporates the most
important aspects of the
former ones, i. e., the
symmetry of dipoles 3 and 4
and the separation of NS'
and MP on dipoles 2 and
2a, respectively. See Figure











spatiotemporal dipole modelling to be capable to separate overlapping source activities. The
final model clearly separates BP,ym(dipoles 3 and 4), NS' (dipole 2) and MP (dipole 2a) in
space and time, both for the grand average and in most of the individual subjects (Figures
3.7 and 3.8).
The Figure 3.7 model integrates the most important characteristics of the earlier
models. From Figures 3.4 and 3.5 it incorporates the bilateral tangential pair of dipoles (3
and 4), with an early onset of activation. Such a pair has repeatedly been presented as part
of equivalent dipole models based on MEG (Cheyne and Weinberg 1989, Kristeva et al.
1991) and EEG recordings (Batzel et al. 1993, Toro et al. 1993). These dipoles have been
shown to be located in the posterior wall of the pre-central gyrus by a combination of MRI
and MEG techniques (Cheyne et al. 1991, Walter et al. 1992, Thatcher et al. 1993). The
estimated direction of the intracellular current flow (anteriorly), in combination with the
assumption that it is caused by EPSPs at the apical dendrites, leads to the same conclusion.
Likewise, Figure 3.7 incorporates the separation of NS' and MP on two separate
dipoles, 2 and 2a respectively, which was also present in Figure 3.6. Such separation is
supported by evidence from research on voluntary movements in animal (Arezzo et al. 1977,
Sasaki and Gemba 1991) and man (Neshige et al. 1988). This evidence indicates that the MP
comes from a very small portion of MI. Dipole 2a can indeed be interpreted as representing
activation of a smaller area than dipole 2, because dipole 2a is more superficial than dipole
2. If we assume dipoles 3 and 4 to stem from the posterior wall of the pre-central gyrus, then
dipoles 2 and 2a would be interpreted to stem from the crown of that same gyrus. This
supports the conclusion drawn by Neshige et al. (1988), which was based on direct subdural
recordings, that MI is the main generator of the RP.





Scatter plot oj the individual
(thin lines) and grand
average (thick line) source
waves jor the final dipole
model (Figure 3.7). The
inter-individual consistency
oj these source waves is
demonstrated by significant
SOTs (Table I) except jor the
early activity oj dipole 3.
The present study differs in one important finding from earlier ones (Kristeva et al.
1991, Batzel et al 1993, Toro et al. 1993), we could not model the RAP. This could be due
to limitations of the method. Fitting 3 or 4 dipoles may be as much as we can do based on
23 recording sites. Note that the number of degrees of freedom in spatiotemporal dipole
modelling is equal to the number of electrodes * the number of independent waveforms.
Based on a Principal Component Analysis the latter was estimated to be 2 for the present data
(Backer and Van den Berg-Lenssen, in press). Fitting the RAP is even more difficult if we
assume SI to be active after the movement, as indicated by the other studies, because SI is
in the close vicinity of other active areas. A second indication that we reached the limit of
the resolution power of the method, given the present experimental parameters, is that the
Figure 3.7 model was seriously distorted without a symmetry constraint on dipoles 3 and 4
(compare dipoles 3 and 4a in Figure 3.6).
The main difference between the Toro et al. (1993) and Batzel et al. (1993) studies
is the presence or absence of an SMA dipole, respectively. Our results confirm those of
Batzel et al. (1993). A test source in the SMA does not describe any signal, which statement
was qualified by a negative SOT result in our study. In fact the orientation of the SMA
dipole of Toro et al. (1993) is at variance with that of Lang et al. (1991a), and it was absent
in 4 out of 10 subjects and in 3 out of 4 in a later study (Thatcher et al. 1993).
Overall OUT results confirm to those of Batzel et al. (1993). The main differences are
in the orientations of the dipoles and in application of a formal test on the inter-subject
reliability of the model (ROT) and the significance of the source-waves (SOT). Given that
radial sources do not generate measurable magnetic fields, our model complies somewhat
better with models of the magnetic Readiness Field (Kristeva et al. 1991, Cheyne et al. 1991,
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1992) than theirs. A last difference is that we were able to separate BPsym and NS' on sources
3/4 and 2, respectively.
The first hypothesis put forward in the introduction, i.e., that the BPsym stems from
either the SMA or from bilateral activity in PM, is not supported by the present evidence.
Using a test dipole (after Batzel et al. 1993) no SMA activity could be shown preceding
finger flexions. Given the rather deep position of dipole 2 in Figures 3.6 and especially 3.7,
we cannot totally exclude a small unilateral contribution of PM to the NS', but not to the
BPsym' However, both the source-waves and some of the SOTs for the models in Figures 3.4
through 3.7 indicate an early (i.e., prior to -600 ms) activation of dipoles 3 and 4. Therefore,
the present models suggest bilateral activation of the posterior wall of MI as the source of
the BPsym' The BPsym will be discussed more extensively in relation to models for foot RPs
(Chapter 4), which describe this component better than the present models, which are not
sufficient during the BPsym interval (-1000 to -600 ms).
The hypotheses that the NS' and the MP are mainly generated by contralateral MI
activation are clearly confirmed. Both probably stem from the crown of the precentral gyrus
and the NS' comprises a wider area than the MP.
With respect to the PMP, the small positive deflection preceding the MP, we did not
formulate an exact hypothesis. Its topography has been controversial (Shibasaki and Kato
1975 versus Deecke and Kornhuber 1977). Neshige et al. (1988) remark that they were never
able to record the PMP from subdural electrodes, and they propose that the PMP is an
epiphenomenon of the transition between NS' and MP. The models presented here (Figures
3.5 through 3.7) support this hypothesis. Although the time series of the moments do not
show a PMP, the predicted scalp potentials do. As noted before, we were not able to model
the post-movement RAP, so it is probably generated outside MI.
In evaluating the final model (Figure 3.7) as a whole we already mentioned that it
incorporates evidence about the origin of the MP from invasive techniques (Arezzo et al.
1977, Neshige et al. 1988) and confirms the main results of Kristeva et al. (1991) and Batzel
et al. (1993). The model shows a large asymmetry, whereas the RP as recorded from the
scalp appears wide-spread, with a relatively small contralateral preponderance. This apparent
discrepancy can be explained by volume conduction. By application of spatiotemporal dipole
modelling, we were able to separate the activity of multiple functional areas within the
posterior wall and the crown of MI in time and space. These areas generate the BPsym, NS'
and MP as recorded at the scalp, respectively. This confirms and extends evidence from
direct cortical recordings (Neshige et al. 1988).
4. A spatiotemporal dipole model of the Readiness
Potential II. Foot movement. *
4.1. Abstract.
Readiness Potentials (RP) have been recorded in 9 subjects who performed voluntary
unilateral plantar flexions with the right or left foot. These show a paradoxical ipsilateral
dominance. Spatiotemporal dipole models were obtained for these data, by iterative parameter
estimation. The non-uniqueness of the inverse problem leads to several models which
describe the data almost equally well, and which all pass orthogonality tests for the individual
residuals and source waves. In these dipole models the ipsilateral preponderance is attributed
to generators in the contralateral hemisphere, which agrees with results from MEG
recordings. According to these models the main generators of the RP are in the primary
motor cortex, one bilaterally in its posterior wall and the other in the contralateral crown.
This agrees with earlier results for finger RPs. However, for foot RPs, it was difficult to
distinguish individual sub-components in both the observed scalp potentials and the estimated
temporal activation patterns of the dipoles. Some of the presented models include a
frontocentral dipole which possibly represents activity of the Supplementary Motor Area. It
is concluded that this finding is at best suggestive and needs further investigation.
4.2. Introduction.
The execution of self-paced movements is preceded by a slow negative scalp potential,
the Readiness Potential (RP; Kornhuber and Deecke 1965, Deecke and Kornhuber 1977). A
robust finding in topographical studies comparing RPs preceding finger and foot movements
is that the former show the expected contralateral preponderance, whereas the latter show a
paradoxical ipsilateral dominance or no lateralization at all (Brunia and Vingerhoets 1981,
Shibasaki et al. 1981, Deecke et al. 1983, Hari et al. 1983a, 1983b, Brunia and Van den
Bosch 1984, Brunia et al. 1985).
The hypothesis that this is due to the somatotopical organisation of the primary motor-
cortex (MI) has been generally accepted. The alternatives, a larger contribution of the
uncrossed part of the pyramidal tract to foot than to finger movements or the implication of
the ipsilateral cortex in stabilizing movements are quite improbable given the existing
evidence. Hari et al. (1983b) realized that MEG recordings might be very useful in
discriminating these hypotheses. The Readiness magnetic Field (RF), the magnetic
counterpart of the RP, preceding foot movements showed a pattern which was consistent with
a generator in the contralateral mesial cortex and not with a generator in the lateral motor
The present chapter is the final version of a paper with identical title by K.B.E. Boeker,
C.H.M. Brunia and P.J.M. Cluitmans which was accepted for publication in
Electroencephalography and clinical Neurophysiology on the 5th of May, 1994.
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cortex ipsilateral to the movement. However, the negative pole of the activated motor foot
area is directed towards the ipsilateral hemisphere. This constitutes the base of the
paradoxicallateralization. More recently the homuncular somatotopy of the generators of the
RF has been confirmed (Cheyne et al. 1991).
The reasoning of Hari et al. (1983b) could be considered as a precursor of more
formal algorithms which use either potential or magnetic field distributions, or both, to infer
the underlying generators. These algorithms start with a forward model, which describes the
expected potential distribution at the scalp given a specific set of generators (§2.3, e.g.
Helmholtz 1853, Wilson and Bayley 1950). The inverse problem is solved by an iterative
search for the localization and orientation parameters of equivalent (or vector-sum) dipoles
which best describe the observed potentials (§2.4, e. g., Scherg and Picton 1991). These
parameters together with the time-course of the dipole moments, the so-called source-waves,
form a spatiotemporal dipole model (§2.4.2) which best describes the observed data.
Below we will present spatiotemporal dipole models of the RP preceding foot
movements. One objective is to test the above interpretation of the ipsilateral dominance of
the RP from electrical recordings directly. A possible ipsilaterally located and radially
oriented source which contributes to the paradoxicallateralization might have gone unnoticed
so far, because MEG is insensitive to radially oriented dipoles (i.e., dipoles perpendicular
to the surface, for example in the crown of a gyrus). In contrast, the EEG is sensitive to
radial as well as tangential sources.
A second goal is to test whether the spatiotemporal dipole model previously proposed
for finger RPs can also be used to describe RPs preceding foot movements. This model
(Figure 3.7, p. 56) consists of a bilateral source in the posterior wall of the precentral gyrus
and two contralateral sources in its crown. The former generate the bilateral symmetrical part
of the RP (BPsym) and the latter the contralateral dominant part or Negative Slope (NS') and
the peak of the RP, i.e., the Motor Potential (MP), respectively. This model agrees with
some earlier findings (Neshige et al. 1988, Kristeva et al. 1991, Batzel et al. 1993) but not
with others. For example, arguments have been put forward for a role of both the
Supplementary Motor Area (SMA; e.g., Lang et al. 1991a, Ikeda et al. 1992) and the pre-
motor area (pM; e.g., Sasaki and Gemba 1991) in generating the BPsym' Because the
amplitude of RPs is generally larger preceding foot movements than preceding finger
movements, and the signal-to-noise ratio (SIN ratio) better, it might be possible to obtain
better fits, especially for the BPsym, which is rather small preceding finger movements.
Finally, we test the hypothesis that the post-movement Reafferent Potential (RAP) is
generated by the primary somatosensory cortex (SI), as shown by Kristeva et al. (1991) for
MEG and Batzel et al. (1993) for EEG. In our previous study (Chapter 3) we were unable
to model the RAP.
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4.3. Methods.
A more detailed account of the methods is given in §3.3.
4.3.1. Subjects, procedure, recordings, data analysis and mapping.
Nine paid, right-handed volunteers participated in the experiment. They produced 125
unilateral plantar flexions with each foot. These were produced in 10 blocks of 25 trials each.
Data on 10 blocks of finger contractions were also recorded (Chapter 3). From these 20
blocks a pseudo-random sequence was constructed.
The feet rested on two separate foot-plates, elevated 30 degrees from the horizontal.
The force needed to depress the plates until closure of the switch was adjusted by a spring
to be subjectively equal on both sides. Averages were time-locked on switch closure.
The EEG was measured from 23 electrode locations centred around Cz' (1 em
anterior to Cz; Figure 3.2, p. 47). Filter-settings were at .005 Hz (high-pass) and 35 Hz
(low-pass) respectively. The EEG and the right vertical EOG (.005 - 35 Hz) were AD
converted off-line-from -2500 to +2500 s at 128 Hz. The paper-chart output was scanned
for artifacts. All artifact-free trials were averaged for each limb separately. Those averages
were divided in 100 ms bins (from -2000 to + 1000 rns), which served as input for an
ANOVA with Electrode (in anterior-posterior and lateral direction), Hemisphere (Left, Right)
and Response-side (Left, Right) as repeated-measure factors. Maps of Surface Potentials (SP)
have been computed at selected latencies by spline interpolation (Perrin et al. 1989, 1990),
to explore the spatial domain.
4.3.2. Spatiotemporal dipole modelling.
BESA software (versions 1.8 and 1.9, Scherg 1989) was used to obtain spatiotemporal
dipole models for the grand average wave-forms. Such a model consists of estimated
localization and orientation parameters of stagnant current dipoles and their moment over
time which describe the observed scalp potentials as good as possible (§2.4, Scherg and
Picton 1991). Primarily the BESA-algorithm is aimed at decreasing the Residual Variance
(RV), an index of the difference between observed and predicted scalp potentials. This cost
function was extended with an extra term to penalize solutions with large dipole moments in
order to avoid solutions with close-by dipoles which interfere with each other (a so-called
Energy Constraint; §2.4.4, Scherg and Berg 1991).
In modelling foot RPs the same 2 initial steps as with finger movements (§3.3.5) were
employed:
1. Fit two symmetrical regional sources in either hemisphere, on both left and right foot
RPs together.
A regional source is a system of three orthogonal dipoles, which describe the local current
flow in each direction (§2.4.6, Scherg and Picton 1991).
2. as 1. but fit both regional sources independently.
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The second step resulted in two regional sources at midline positions. Both lateral pointing
dipoles nullified each other's activity at the scalp completely and the other pair of tangential
dipoles (with an anterior-posterior orientation) also partly cancelled out. Therefore, the next
step was to:
3. Remove both laterally oriented and the least active of the sagitally oriented dipoles
and fit the 3 remaining dipoles independently.
To test the reliability of this model the next step was to:
4. Fit the resulting model on left and right foot data separately.
This resulted in models with two radial and one tangential (sagitally oriented) or intermediate
dipole. To test whether a more parsimonious 2-dipole model could also account for the data
the final step was to:
5. Remove either radial dipole and fit the 2 remaining dipoles.
This strategy has been complemented by two alternative ones. First MI activity was
deliberately modelled by two opposing, laterally oriented dipoles around midline, with or
without a radial, frontocentral dipole, in conformity with the models resulting from step 4
and 5. This was motivated by anatomical knowledge about the position of the foot motor area
(in the mesial part of the precentral gyrus) and the results of a preliminary moving dipole fit
(§2.4.2) constrained to bilateral symmetry. The latter provided the initial positions and
orientations for the dipole pair. Second, the models were compared to the ones which
resulted from modelling foot RPs starting from models describing the finger RPs (§3.4).
All models were subjected to Residual Orthogonality Tests (ROT) on the summed
cross-products of all pairs of residuals and to Source-wave Orthogonality Tests (SOT) on the
time-series of the dipole moments (§2.4.5, Achim et al. 1988b, 1991). The ROT evaluates
the null-hypothesis that all signal and nothing but the signal has been accounted for, both in
space and time. The SOT indicates whether a certain equivalent dipole represents significant
activity or not. By calculating SOTs at each individual sample it can be investigated during
which interval a given source is significantly active. Both orthogonality tests and F-values
from the ANOV A were evaluated at the 5 % level.
4.4. Results.
4.4.1. Time-series and topographical maps.
The individual averages for left and right foot RP contained 103 ±40 and 99 +53
trials respectively. The grand averages of these RPs (Figure 4.1) show a smooth increase
preceding the movement. The ANOV A indicates that the average potential over all channels
becomes significantly different from zero at -1700 ms. This effect lasts until 100 ms after
switch closure (6.81 < F(I.8)< 50.58 during this interval). Differences between Electrodes
are significant from -1900 until + 100 ms (5.88 < F < 21.82, with Greenhouse-Geisser
E equals .24 and .16 respectively, and nominal degrees of freedom (df) equal to 8, 64). The
NS' can only be identified in comparing left and right foot responses over both hemispheres.
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the grand average Readiness
Potential (RP; n=9) preceding
plantar flexions of the left
(upper graph) and right foot
(lower graph) over the CI' and
C2', which are either contra-
lateral (solid line) or ipsilateral
(broken line), depending on the
movement-side. Note the para-
doxical ipsilateral dominance
with left foot movements.
BPSYfll"symmetrical part of the
RP, NS': Negative Slope, MP:
Motor Potential and RAP:
Reafferent Potential.
This comparison shows the expected paradoxical ipsilateral dominance for left foot
movements only. In the ANOV A this is expressed as Response-side x Hemisphere interaction
(-400 ms, + 1000 ms; 13.15 < F(l.8) < 91. 70) and the three-way Response-side x
Hemisphere x Electrode interaction (-400 ms, 0 ms, 2.90 < F < 4.03, E = .39 and .35
respectively and nominal df = 8, 64). Based on this analysis we conclude that the BPsym
interval extends from -1700 ms to -400 ms, which is the start of the NS'. The NS' itself
terminates at the onset of the MP, i.e. at about -100 ms. A last significant effect prior to
switch closure is the Response-Side x Electrode interaction from -300 to -100 ms ( F = 3.54
and 3.75, E = .28 and .30 respectively, and nominal df = 8, 64). This interaction is
produced by a slightly larger NS' for left compared to right foot movement at precentral,
postcentral and parietal electrodes (Figure 4.2). After +200 ms the grand average amplitude,
the main effect of Response-side and the three-way interaction are significant during different
intervals.
It can be seen from the grand averages (Figure 4.1) that the MP peaks at -31 ms for
both responses and the RAP at + 172 ms and + 156 ms for left and right foot responses,
respectively. A paired t-test on the individual RAP latencies indicates that the left-right
difference is not statistically significant (t(8) = 0.49, NS). The small positive-going peak,
reminiscent of a PMP, which precedes the MP at latencies of -94 ms and -125 ms
respectively, could not be identified reliably in single subjects.
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Figure 4.2. Radially projected Surface Potential (SP) maps for each of the RP components
preceding left (upper) and right (lower) foot movements. Latency is shown at the top left (in
ms). Solid lines indicate positive potentials, broken lines negativity. Electrode positions are
shown as dots, except for the ones which show the minimum (v) and maximum (,1) values.
The latter values (in J.I, V) are indicated below the map. Spacing between isopotential lines is
1 J.l,V(O).
The SP maps show a nearly perfect bilaterally symmetrical distribution at all pre-
movement latencies (Figure 4.2). Only the RAP is characterized by a different pattern.
4.4.2. Spatiotemporal dipole modelling of the RP preceding plantar flexion of the foot.
Figures 4.3 and 4.4 show the models which result after step 4 and step 5 (after
deletion of dipole 3) respectively. The models in Figure 4.4 essentially do not differ from
those obtained starting out from Figure 4.3 and deleting dipole 1. Probably due to larger
amplitudes for foot RPs compared to finger RPs, and consequently better SIN ratios, these
models account for over 90% of the data from as early as -1700 ms onwards, i.e. from the
onset of BPsym' Therefore all models have been fitted to account for the data from -1700 ms
until 0 ms. The models with 3 dipoles (Figure 4.3) perform slightly better (with regard to
RV) than models with only 2 dipoles (Figure 4.4). After reinsertion of the deleted frontal
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TABLE IV.I.
RESIDUAL VARIANCES (RV) FOR THE INTERVAL OF FIT (-1700 MS - 0 MS) AND
RESULTS OF ORTHOGONALITY TESTS ON RESIDUALS (ROT; THIRD COLUMN) AND
SOURCE-WAVES (RIGHT COLUMN). THE FIRST COLUMN GIVES THE NUMBER OF THE
FIGURE WHICH GRAPHICALLY REPRESENTSTHE CORRESPONDING MODEL. THE SECOND
COLUMN GIVES THE RV NOT EXPLAINED BY THE MODEL IN % OF THE POWER OF THE
OBSERVED POTENTIALS. FOR ROTs CHANNELS WITH SIGNIFICANT RESIDUAL SIGNAL
ARE LISTED, INDICATING FAILURE OF THE MODEL TO DESCRIBE ALL SYSTEMATIC
VARIANCE. FOR SOTs THE SOURCES WHICH FAIL TO REACH SIGNIFICANCE OVERALL
ARE GIVEN. THIS INDICATES THAT THE INDIVIDUAL DIPOLE MOMENTS DO NOT SHOW
SYSTEMATIC TIME COURSES.
Figure # of RV ROT SOT
corresponding model (%)
4.3a (left foot) 0.58 - -
4.3b (right foot) 0.69 - -
4.4a (left) 1.33 Fz' -
4.4b (right) l.34 - -
dipole (dipole 3) in the models of Figure 4.4 it does not describe any variance nor interfere
with the other dipoles (1 and 2). However, after all parameters are optimized once again the
models of Figure 4.3 reappear. When the SMA test-dipole proposed by Batzel et al. (1993)
is inserted in Figure 4.4 it also fails to describe any activity, even after optimizing its
orientation. SOTs for this dipole never reach significance.
ROTs (Table IV.!) show that there is some signal left at Fz' in left foot residuals of
the 2-dipole model (Figure 4.3a). SOTs on dipole moments show them to be significant
during the entire test interval for nearly all dipoles in Figures 4.3 and 4.4 (none fails to
achieve an overall significant t-value). Inspection of the individual source waves for the 2-
dipole model presented in Figure 4.5 leads to the same conclusion.
Starting out from the 4-dipole solutions reached for finger data presented in our
previous paper (Figure 3.6, p. 55) and deleting dipoles which interfere too much, or show
essentially zero moments, one arrives at solutions comparable to those presented in Figure
4.4. Ergo, the models presented in Figures 4.3 and 4.4 are sufficiently reliable in tbat they
can be reached from different starting positions and can be mutually transformed into each




models for left (a) and right
(b) foot RPs resulting from
step 4 (see text). The fronto-
central dipole (dipole 3) is
suggestive of SMA activity.
Left column: temporal
activation pattern of each
dipole source in arbitrary
units, the so-called source-
wave. Negativity in the
direction of the dipole arrow
is plotted upwards. The
vertical bar on the time-axis
(extending from -2000 ms
until + 500 ms) indicates
switch closure (0 ms). The
head diagrams represent
perpendicular projections of
the location and orientations
of the corresponding dipole
sources, smaller dots
indicate electrode positions.
The lower part of the middle
column shows both the
average Residual Variance
(RV) over the whole fit-
interval (-1700 to 0 ms) and
its evolution over time on a
logarithmic scale. The RV
shows a steep increase at the
end of the fit interval.
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The efforts to model MI activity by two opposing sources in the mesial part of area
4 failed, because those dipoles largely interfered and cancelled each others activity.
Correlations over time between potentials predicted at the scalp ranged from -.54 to -.66 for
those dipoles. Furthermore they did not pass the ROT.
As indicated by the steep increase in RV after switch closure (Figures 4.3 and 4.4)
the models presented so far are clearly deficient in describing the RAP. Attempts to extend
those models with extra dipoles to describe the RAP either failed or resulted in
physiologically irrelevant models (too deep and too lateral dipoles for example, §2.4.6),
which did not pass the ROT or SOT.
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Figure 4.4.a) RP left foot
Sp atiot emp oral dipole
models for left (a) and right
(b)foot RPs after deletion of
dipole 3 (step 5, see text).
The contralateral dipole 1
produces ipsilateral
dominant scalp potentials.
See Figure 4.3 for further
legends.
-500.s
b) RP right foot
-500.s
4.5. Discussion.
This study was aimed at constructing a spatiotemporal dipole model for the RP
preceding foot movements. The two main objectives were to test and extend the previous
model for finger RPs (Figure 3.7, p. 56) and to evaluate the interpretation which is generally
given to account for the ipsilateral dominance of the RP preceding foot movements.
To start with the latter issue, all models include a radial dipole (dipole 1) which is
located in the contralateral hemisphere, but is directed to the ipsilateral one. This is even true
for right foot RPs (Figures 4.3b and 4.4b) which did not show a clear lateralization at the
scalp. So, the conclusion of Hari et a\. (1983b) based on MEG recordings is confirmed by
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Figure 4.5.
Scatter plots of the
individual (thin lines) and
grand average (thick line)
source waves for the 2-
dipole models (Figure 4.4)
for left (a) and right (b) foot
RPs. For most subjects both
dipoles are active during the
whole interval of fit (-1700
to 0 ms).
a) RP left foot
-SBBIIIS BIllS
b) RP right foot
our models based on EEG. The paradoxical ipsilateral dominance of the foot RP is due to
the location of the foot motor area in the mesial cortex.
With regard to the RP models in general we first note that with foot movements the
interval in which the models are able to account for over 90% of the variance (-1700 ms to
Oms) starts at the onset of BPsym. However, as with finger movements (§3.4.2), we fail to
model the RAP.
The choice between the models of Figures 4.3 and 4.4 comes down to choosing for
the presence or absence of dipole 3 and its interpretation. The most reasonable interpretations
of this dipole are activation of the SMA (Lang et al. 1991a) or PM bilaterally (Sasaki and
Gemba 1991). The fact that it was found with foot, but not with finger movement, can be
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explained by the difference in SIN ratio. However, from a modelling point of view both
possibilities are improbable. Activation of the SMA bilaterally would lead to almost prefect
cancelation at the scalp (Lang et al. 1991a). A rough simulation, without added noise,
learned that a single dipole could account for only 40% of the resulting negativity around
FCz'. It is also very improbable that a bilateral activation of PM would be lumped onto a
single dipole. In the case of finger movements, recorded with the same electrode array in the
same experiment, we were capable of separating ipsilateral and contralateral contributions
from the lateral motor cortices (§3.4.2), although the foot representation within PM would
be closer to the midline (Hashimoto et al. 1981). However, the Figure 4.3 model does
account for all signal, whereas the Figure 4.4a model leaves some variance at Fz ' during the
last 200 ms preceding the response. Considering the location, at the border of the electrode
set-up, and timing, during NS' and MP which we presume to stem from MI (§3.5), of this
small residual signal we do not consider it as very important for the present argument. On
the other hand, models for left and right foot RP differ considerably with the presence of
dipole 3 and are almost equal in its absence. In this sense the Figure 4.4 model is more
reliable. Furthermore, if dipole 3 is merely inserted into Figure 4.4, its source wave is
almost flat, i.e., it does not account for signal which is not explained by dipoles 1 and 2. In
conclusion, we will consider the more parsimonious 2-dipole model (Figure 4.4) as our best
model in describing the RP preceding foot movements, although we cannot totally exclude
a possible contribution of either the SMA or PM.
The interpretation of our final model (Figure 4.4) is quite straight forward and
converges with the one for finger RPs (Figure 3.7, p. 56). First of all, as with finger
movements all generators are supposed to be inside the primary motor cortex (Neshige et al.
1988, Botzel et al. 1993). Dipole 1 represents the crown of the precentral gyrus at the edge
of the lateral and mesial cortex (see Scherg and Picton 1991). By its orientation, this source
produces the ipsilateral dominant scalp potentials. Dipole 2, which is at midline, represents
the bilateral activation of the posterior wall of the precentral gyrus. A similar dipole was
described by Cheyne et al. (1991) to account for the magnetic counterpart of the RP
preceding foot movements. Both dipoles 1 and 2 show a forward torque with respect to truly
radial and tangential orientations. This agrees with a comparable torque of the central sulcus
near mid-line on MRI scans (Steinmetz et al. 1989).
The model is not clearly defined in the time-domain. Both source-waves are
significant during almost the entire fit interval for both left and right RP (Figure 4.5). Based
on our former study (Chapter 3) we would expect both the NS' and the MP to show up on
separate radial dipoles. However, the NS' does show up on the tangential dipole 2 instead.
Furthermore, for left foot responses the MP is characterized by a positive shift in dipole 2,
as opposed to a discrete peak at dipole 1. From our spatia-temporal models the timing of
cortical activation therefore seems to be different for foot as compared to finger movements,
or at least more variable from trial to trial. This is in agreement with the fact that the scalp
potentials themselves are also less defined in the time domain. For instance the PMP, the
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epiphenomenon of the transition between NS' and MP (§3.5, Neshige et al. 1988), is not
present in our individual average foot RPs.
The lack of temporal specification of the data, and the fact that the generators are
closely together in space (the mesial foot motor areas), may have produced a mislocation of
variance among the dipoles which are part of the models. The details of the present model
might be improved by research in for instance Parkinson patients (Dick et al. 1989) or under
different experimental conditions (Lang et al. 1991b), which selectively affect some
RP-components and not others. A combined investigation of the RP preceding finger and foot
movements, like the research presented here, benefits from the temporal resolution of the
former and the increased SIN ratio of the latter. With this type of research the RP might be
shown to involve different loops (Dick et al. 1989) from both the cerebellum and the SMA,
via the thalamus to multiple functional motor areas in MI (e.g., in its wall and crown).
Spatiotemporal dipole modelling guided by a priori knowledge and combined with a statistical
test like the ROT (Achim 1988b, 1991) will be capable of disentangling both loops.
5. A spatiotemporal dipole model of the
Stimulus Preceding Negativity (SPN)
prior to feedback stimuli. *
5.1. Abstract.
Ten subjects performed a time production task, in which they were instructed to press
a button four seconds after the presentation of an auditory stimulus. Two seconds after the
button press they received either auditory or visual feedback on the temporal accuracy of
their response. In such a paradigm negative slow brain potentials can be recorded preceding
the response (Movement Preceding Negativity, MPN) as well as preceding the feedback
stimulus (Stimulus Preceding Negativity, SPN). Spatiotemporal dipole modelling is used to
gain insight in the possible generators of MPN and SPN. From the models it follows that the
MPN can be described by one contralateral radial dipole and a bilateral pair of tangential
dipoles. All three dipoles are located near central electrode positions, so the generators of
the MPN probably reside within the motor cortex. The SPN is modelled by a bilateral
frontotemporal pair of dipoles, hypothetically representing activation of the Insulae Reili. The
insular cortex is involved in the processing of affective-motivational input, such as carried
by the feedback in the present paradigm. However, processing of the information content of
the feedback stimulus might by itself also activate the frontal cortex.
Both the response and the feedback stimulus are followed by a positive peak, which
can be described by the same deep posterior dipole. Both peaks probably represent a P3,
which is related to context updating.
5.2. Introduction.
Negative slow brain potentials which precede the occurrence of predictable events
have been functionally interpreted as preparatory activity (Brunia 1988, 1993b, McCallum
1988). The proposed neurophysiological mechanism underlying these potentials are EPSPs
at the large cortical pyramidal cells (Birbaumer et al. 1990). It should be noted, however,
that the polarity of these slow potentials depends on both the electrode montage, including
the reference, and the orientation of the vectorsum dipole of the sink-source configurations
occurring at each cortical neuron within the activated functional areas (§1.3).
In case the upcoming event is a self-paced voluntary movement, the preceding
negative slow potential is known as the Readiness Potential (RP; Kornhuber and Deecke
1965). Even preparation for a very simple and stereotyped movement, like a finger flexion,
is sufficient for the occurrence of an RP. From about 600 ms before movement-onset the RP
The present chapter is the final version of a paper with identical title by K.B.E. Boeker,
C.H.M. Brunia and M.M.C. van den Berg-Lenssen which was accepted for publication in
Brain Topography on the 24th of May, 1994.
72 Chapter 5
shows a contralateral dominance, i.e., it is larger over the hemisphere opposite to the
movement side, at central electrodes, which are presumably over the motor cortex.
Moreover, equivalent dipole models based on both MEG (Kristeva et al. 1991) and EEG
(Chapter 3, Backer and Brunia 1992, Batzel et al. 1993) indicate the primary sensorimotor
cortex as the main generator of the RP.
In case the upcoming event is a stimulus, it should theoretically be preceded by a
Stimulus Preceding Negativity (SPN; Brunia 1988, Rosier 1991). However, stimulus
anticipation does not seem to be a sufficient condition for the occurrence of the SPN (Damen
and Brunia 1994).
During the seventies and eighties several experiments were aimed at delineating the
experimental conditions in which an analogue of the SPN, the so-called non-motor Contingent
Negative Variation (CNV), can be observed (Donchin et al. 1972, Donald 1973, Simons et
al. 1979, Klorman and Ryan 1980, Rohrbaugh and Gaillard 1983, Macar and Besson 1985,
Ruchkin et al. 1986, Rockstroh et al. 1989b). In a CNV -paradigm two stimuli (S, and S2)
are presented to the subject, which are separated by a fixed time interval in the range of one
to several seconds. S2 typically calls for a simple or choice reaction. Therefore, it is
generally accepted that the CNV includes an RP related to motor preparation. The later part
of the CNV is even equated with the RP by some authors (Rohrbaugh and Gaillard 1983).
Rosier (1991) reviews some of the experimental evidence in favour of a non-motor
contribution to the CNV, next to a motor-related part or RP. The most convincing evidence
in favour of a non-motor CNV comes from Ruchkin et al. (1986). In their modification of
the paradigm S, and S2do not call for a response (this excludes a motor interpretation), but
inform the subject about the correctness of a previous prediction. Whichever stimulus, either
S, or S2. carries the relevant information is preceded by an SPN, even if the stimuli are
separated by a relatively long interval, i.e., 3 s. This is important because with shorter
intervals a possible SPN prior to S2 might be masked by the so-called early wave following
S. (Loveless and Sanford 1974, Rohrbaugh and Gaillard 1983).
The quest for an SPN preceding an informative stimulus, which instructs the subject
about parameters of a future response (e.g., timing, response-side, response-force), but does
not ask for its instantaneous execution, has not been completed yet. An SPN recorded in such
condition would be a perfect analogue of the non-motor CNV, which could be functionally
interpreted as a slow potential correlate of stimulus anticipation. In a priming (Van Boxtel
and Brunia, in press) or double-priming paradigm (Rosier 1991) an SPN was observed
preceding the prime(s), with maxima over the frontal and/or parietal cortices and with an
amplitude which depended on the information content of the stimulus. In contrast, an
instruction stimulus, which followed a response and indicated the target length of the interval
to be produced in a time production task, was not preceded by an SPN (Damen and Brunia
1994). So, stimulus anticipation does not seem to be sufficient for the occurrence of the SPN.
However, if the anticipated stimulus is a discrete Feedback Stimulus (FbS) an SPN
has generally been observed. A pre-feedback SPN has been recorded in the frame-work of
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a concept formation task (Stuss and Picton 1978), a positioning task (Grunewald and
Grunewald-Zuberbier 1983, Grunewald et al. 1984), time production (Darnen and Brunia
1987a, 1987b, 1994, Brunia and Damen 1988, ChwilIa and Brunia 1991a) and an aritlunetic
task (Chwilla and Brunia 1991b, Resler and Heil 1991) amongst others. Grunewald et al.
(1984) and Chwilla and Brunia (1991a) have clearly demonstrated that the SPN amplitude
depends on the amount of information carried by the FbS (which unfortunately was
confounded with its affective/motivational value). If the FbS presented no information then
no SPN was recorded. Because the SPN can be observed most unequivocally preceding
feedback, the present research is aimed at modelling the neuronal generators of the SPN
within a time production plus feedback paradigm.
In the latter paradigm the SPN displays a right hemisphere preponderance which
overlaps with contralateral dominant post-movement negativity (Damen and Brunia 1994,
Brunia and Damen 1988). Together these tendencies create a large right-hemisphere
preponderance if the FbS follows left hand movements, whereas this lateralization is small
or even absent following right hand movements. Based on the scalp- distribution of SPN
wave-forms, which shows a steady level at the frontal scalp and a ramp-like potential at
parietal electrodes, Brunia and Damen (1988) hypothesized that the SPN is generated by two
sources.
From a functional point of view the pre-feedback SPN does not necessarily represent
stimulus anticipation per se. The specific nature of the FbS might be a necessary condition
for the occurrence of the SPN, as suggested by Damen and Brunia (1994). Furthermore, the
pre-feedback SPN (Chwilla and Brunia 1991a, 1992) as well as the non-motor CNV (Simons
et al. 1979, Klorman and Ryan 1980) have been studied in relation to anticipation of an
affective-motivational stimulus. By its nature a FbS is an affective-motivational stimulus,
because it provides information about the subjects past performance, which can be used for
the programming of future responses. There is some neuropsychological evidence that the
right hemisphere is more involved in affective-motivational processing than the left (Kolb and
Wishaw 1985, p. 561). This might constitute the neurophysiological base of the right-
hemisphere preponderance of the pre-feedback SPN.
More insight into the nature of the SPN might be gained if its generators were known.
Therefore, the purpose of this study is to provide a spatiotemporal dipole model of the
generators of the pre-feedback SPN recorded in man. Within the framework of this model
we will address the following issues. First, how many generators underlie the SPN and what
is their time-course of activation? We will pay special attention to the hypothesis of Brunia
and Damen (1988) that a frontal and parietal generator, with steady and ramp-like activation
patterns respectively, generate the SPN. Second, what generator(s) produce the right
hemisphere preponderance? Third, because it is possible that the SPN already starts before
movement execution (Damen and Brunia 1994), the SPN model will be compared with
spatiotemporal dipole models for the MPN preceding self-paced movements, like Brunia and
Damen (1988) and Grunewald et al. (1984) compared the respective scalp distributions.
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Figure 5.1.
Schematic representation of the
experimental conditions. A.
Self-paced movement. B. Time
production with feedback. C.
Digitization interval.

















Fourth, Lang et al. (1984) as well as unpublished data from our laboratory indicate a possible
effect of stimulus modality on the scalp distribution of the SPN. Therefore, we will look for
the presence of a contribution of the auditory or visual cortices to the SPN preceding FbS
in these two modalities respectively. Finally, we will discuss the functional interpretation of
the SPN, whether it represents stimulus anticipation in general or preparation for a feedback
stimulus and its affective-motivational valence in particular. This will be evaluated with
respect to neurophysiological and neuropsychological evidence on the behavioural affiliations
of the presumed generators in the spatiotemporal dipole model.
5.3. Methods.
5.3.1. Subjects.
Ten right-handed subjects, 6 women and 4 men, age range 21 - 36 years, participated
in the experiment. They were paid volunteers and received Dfl. 75,00 (about US$ 45) for
their participation in the experiment.
5.3.2. Procedure.
Subjects were seated comfortably in a slightly reclining chair, placed in a dimly lit,
sound attenuating and electrically shielded room. They were engaged in two tasks (Figure
5.1): (1) the production of self-paced voluntary finger flexions with either left or right hand
and (2) a time production task with discrete feedback. In the second task the subjects were
instructed to produce the same kind of voluntary movement as in the first task, 4 s after the
onset of an auditory Warning Stimulus (WS). They were informed about the correctness of
their time estimation two seconds later by either an auditory or a visual Feedback Stimulus
(FbS). The order of presentation of both tasks was fixed, the voluntary movement task
always preceded the time production task, because carry-over effects were expected to be
negligible from the first to the second task. On the contrary, they were judged to have
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serious consequences in the opposite case, because of the time constraints of the time
production task.
In the self-paced movement task subjects were instructed to produce rapid unilateral
flexions of index-finger and thumb at a slow pace (4-6 movements per minute). Movements
which followed the preceding one by less than 6 s were discarded from further analysis. A
complete record consisted of 100 trials (4 blocks of 25 trials) for each hand. Movement side
was varied pseudo-randomly between blocks.
In the time production task each trial started with the presentation of an auditory WS
(1000 Hz, 70 dB(A), 60 ms duration). The subjects had to produce a rapid unilateral
response 4 s later. They were instructed to refrain from counting or any rhythmic activity
during this interval. Note that they were only informed about the actual length of the interval
after the end of the experiment. The target length was acquired during a training block,
which was ran prior to the actual experiment. Two seconds after the response a FbS was
presented which provided Knowledge of Results (KR). In the auditory modality the FbS was
a 500 Hz tone at 70 dB(A) . In the visual condition the FbS consisted of the illumination of
2 red LEDs mounted inside a box with a circular translucent front (4 em diameter) placed
about l.5 m in front of the subject. In both modalities the KR was conveyed by the duration
of the stimulus which was either 50, 250 or 750 ms for the production of an interval which
was too short, correct or too long, respectively. The width of the time-interval considered
correct was individually adjusted (after a training block) to obtain about 40% correct trials
in each block, which is comparable to the accuracy obtained in previous experiments in our
laboratory. The inter-trial interval (between FbS and the next WS) varied randomly between
8 and 10 s. A complete record consisted of 400 trials (2 modalities * 2 hands * 4 blocks *
25 trials). Movement side was varied pseudo-randomly between blocks and modality was
varied pseudo-randomly after each fourth block.
In both the voluntary movement and the time production task each block, which took
5 minutes on average, was followed by 1 to 2 minutes rest. Each fourth block was followed
by a longer break.
Responses were recorded by force transducers, which were held in a pincer-grasp
between fingers I and II. The criterion force was defined as 10% of the maximum voluntary
force. The latter was recorded prior to the experiment during a bilateral tonic contraction of
7.5 s duration. All physiological signals (see below) were averaged time-locked to the
moment the criterion-force was reached. The presentation of the FbS in the time production
task was also time-locked to this moment.
5.3.3. Electrophysiological recordings.
The EEG was recorded from 23 electrodes, most of them were placed according to
the International 10-20 system (Figure 5.2). Non-standard positions are C3' and C4', which
are 1 em anterior to C3 and C4 respectively. Furthermore, T5an, T5po and T6an and T6po,
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Finally, TP3 and TP4 are in the centre of n, P3, T5 and C3 and in that of T4, P4, T6 and
C4 respectively. This electrode montage was designed to cover the scalp above the entire
brain with a somewhat increased spatial resolution over the primary auditory and visual
cortices. The recordings were originally referred to the left mastoid, which was converted
to software-linked mastoids by subtracting half of the potential at the right mastoid from all
other traces. This procedure was followed in order to permit comparisons with earlier
research and to allow for the assessment of lateralization. The EEG was amplified by home-
made amplifiers with a 30 s time-constant. The 7th-order Butterworth low-pass filter was set
at 30 Hz (-42 dB/octave). The data were AD converted on-line at 128 Hz in burst mode, on
a VAXLAB mini-computer equipped with an ADQ32 ADC.
The horizontal EOG from the outer canthi and the vertical EOGs of both eyes were
recorded for off-line EOG-correction (Van den Berg-Lenssen et al. 1989). Other artifacts
were subsequently detected by automatically scanning the EEG for peaks (> 100 fJ.V), and
scanning the digitally filtered (2 Hz, low-pass) EEG for drift with respect to the baseline.
Two criteria were used to define drift, one for individual samples (> 80 fJ.V) and one for
4 subsequent intervals of equal length (> 30 fJ.V) I. Movement execution was monitored by
recording both the output of the force-transducers and the EMG of the first dorsal
interosseous muscle. The EMG was amplified and filtered from 5.3 to 500 Hz, full-wave
rectified and low-pass filtered again at 50 Hz (-30 dB/octave) to prevent aliasing.
In fact the thresholds for artifact detection were individually adjusted and the values reported
here were the most liberal ones. The procedure described here was developed in our
laboratory for artifact detection in slow potential research. Several researchers concluded
independently that it indeed closely matched their own selection criteria based on paper-chart
output as did the outcome of the automatic and manual procedures.
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5.3.4. Data analysis.
The quality of time production was monitored by three behavioural measures: the
width of the interval defining correct responses, the percentage of correct, too fast and too
slow responses and the mean Reaction Time (RT) for those response categories. These
measures were analyzed by three separate Analyses of Variance (ANOVAs) with Modality
(Auditory, Visual), Response (R) -side (Left, Right), Block (1 to 4) and R-category (correct,
too fast, too slow) as repeated measures. The behavioural effect of the feedback stimuli was
measured by the change in RT on the next trial. The percentages of trials showing an RT-
decrease following each kind of feedback (i.e., each R-category) were subjected to a
Multivariate ANOVA with Modality and R-side as repeated measures. Greenhouse-Geisser
corrected degrees of freedom were used for factors comprising more than two levels (Vasey
and Thayer 1987). Significant interactions were clarified either by breaking them down into
simple effects or by computing post-hoc contrasts. All F-statistics were evaluated at the 5 %
level.
Trials without artifacts from either -2.5 to 3.5 s around the movement (t=O) in case
of the self-paced movement condition or from 1 s before WS presentation until 1.5 s after
FbS-onset in the time production conditions were selected by the artifact detection software.
For both tasks response-locked averages were calculated from -2.5 s to +3.5 s around the
response-trigger. The data were baseline corrected for the first 500 ms, i.e., from -2.5 until
-2.0 s.
For each subject 6 averages were calculated, one for each limb in each of 3
conditions, i.e., voluntary movement (VM) , time production with auditory feed-back (AUD)
and time production with visual feed-back (VIS). The average amplitudes at each of the 20
non-midline electrodes was calculated for two intervals of 200 ms duration. These intervals
started at -200 ms and +1800 ms respectively, i.e., they lasted until response execution and
feedback presentation, at least for the time production conditions. These averages were
subjected to an ANOVA with Condition (VM, AUD, VIS), R-side (Left, Right), Window
(pre-Response, pre-FbS), Electrode (in anterior-posterior and lateral direction) and
Hemisphere (Left, Right) as repeated measures. The results of this ANOVA were evaluated
in the same way as the ANOVAs on behavioural data.
The spatial dimension of the grand average ERPs was investigated by calculating both
Surface Potential (SP) and Scalp Current-source Density (SCD) maps after Perrin et al.
(1989, 1990) at selected latencies. The SP maps are presented because the potential
distribution is used in estimating the location and orientation of the dipoles in equivalent
dipole models. The SCD is the second spatial derivative, or Laplacian, of the potential field
and is mainly presented because it has an increased spatial resolution compared to the SP
maps themselves. However, in principle SCD maps contain no information beyond the SP
maps, therefore SCD maps were not used in dipole modelling . The SCD is proportional to
the radial current flow from the cerebrum, through the skull into the scalp (§2.5.2, Nunez
1981).
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5.3.5. Spatiotemporal dipole modelling.
The main purpose of this paper is to obtain a spatiotemporal dipole model of the SPN
to describe its neurophysiological generators. This method uses time-variant, spatially
stagnant, equivalent current dipoles to model electrically active brain areas (§2.4.2, Scherg
and Picton 1991). The BESA software (version 1.9, Scherg 1989) which was used to solve
the inverse problem assumes a homogenous spherical volume-conductor as model of the
head. Multiple inhomogeneous shells (brain-mass, skull and scalp) are taken into account by
a post-hoc correction formula only (§2.3.2, Ary er al. 1981). BESA uses an iterative
minimization procedure to arrive at a model which describes the data as good as possible
with respect to the cost-function, here the Residual Variance (RV) as a percentage of the
signal variance (§2.4.1). It should be noted that within BESA all calculations (including that
of RV) are based on average referenced data. Furthermore, the amount of data required
downsampling to 40 Hz, which was preceded by digital low-pass filtering at 10 Hz (-24
dB/octave) to prevent aliasing. The models were fitted on the grand average, which describes
the most reliable characteristics of the spatiotemporal data-matrix. Moreover, the signal-to-
noise ratio of the grand average is better than that of the individual traces.
The general non-uniqueness of the inverse problem is dealt with in BESA by
providing the researcher with tools to incorporate a-priori knowledge about the generators
(i.e., to impose constraints) interactively (§2.4.4). This is instrumental in reducing the
number of local minima during initial phases of fitting. For example, the cost-function (the
Residual Variance, RV) was extended to include a penalty for large moments in general, to
avoid solutions comprising close-by, interfering dipoles, which usually show very large,
physiologically irrelevant dipole moments. Within BESA this is called an Energy Constraint
(Scherg and Berg 1991). Another constraint, the so-called Variance Constraint, penalizes any
activity outside a user-defined interval. This constraint proved very valuable in defining
sources which either mainly described pre-movement negativity or which described mainly
the SPN respectively, and in avoiding large interference between those groups of dipoles.
Finally, it is possible to impose spatial constraints, like a mirror constraint on localization
and/or orientation with respect to the mid-sagittal plain. Such constraint is motivated by the
anatomical connections between, and a tendency for coactivation of, homologous brain areas.
To test the validity of such constraint it was subsequently removed to see whether the
constraint either created a (local) minimum itself or favoured finding a minimum which also
existed without such constraint.
The final, most successful, strategy was sequential in that first the pre-movement
potentials in the self-paced movement condition were fitted. The resulting models served as
starting positions for the pre-movement potentials with time production, and they were
subsequently extended with additional dipoles to account for the pre-feedback potentials. The
starting positions for the pre-movement potentials in the VM condition were taken from an
earlier dipole modelling study on the Readiness Potential (Figure 3.5, p. 54 and its mirror
image). First the dipole orientations and subsequently all model parameters were optimized.
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This resulted in two comparable 3-dipole models, which were almost mirror images of each
other, and which were able to describe the data from -1500 to +200 ms (Figure 5.7a). The
same procedure was adopted to account for the pre-movement potentials in the AUD and VIS
conditions.
Next the following steps were taken to account for the SPN in the time production
task:
1. Two regional sources were added at midline, one frontal and the other parietal, in
conformity with our best hypothesis about the number and location of the sources of
the SPN. A regional source is a system of three orthogonal dipoles. Such system
describes the local current flow in all directions (§2.4.6, Scherg and Picton 1991).
Their location was fitted while allowing the orientation parameters of the pre-
movement sources to vary as well.
2. The lateral pointing dipoles of the regional sources were deleted, because they largely
interfered with each other. Next, the 4 remaining constituent dipoles of the regional
sources and the orientations of the 3 pre-movement sources were optimized.
3. The SPN-dipole which accounted for least of the explained variance was deleted and
all six remaining dipoles (3 for MPN and 3 for SPN) were fitted.
4. A mirror constraint was imposed on 2 frontal and 2 central dipoles. This mirror
constraint was motivated by the presence of roughly symmetrical pairs of dipoles at
central and frontal positions respectively. First the dipole orientations and next all free
parameters were optimized, while maintaining the mirror constraint.
5. The mirror-constraint was released and all six dipoles were fitted.
For the left hand AUD and VIS conditions, this strategy resulted in a model which seemed
physiologically plausible (§2.4.6; see results in §5.4).
6. These models were used as a starting position for fitting models to the other
conditions.
During steps 1 through 5 Variance Constraints were applied on all dipoles to separate pre-R
from pre-FbS potentials, i.e., MPN and SPN respectively. To test whether the former
sources were also active after movement and vice versa, one final step was taken:
7. The Variance Constraints were removed and all source parameters optimized.
As one of the resulting SPN dipoles seemed to be more closely locked to the response
than to the FbS, and generated a scalp distribution which was reminiscent of the P3 (see
results), we also fitted one-dipole models for the huge P3 which followed FbS presentation
for comparison. Prior to this analysis the mean value of 8 pre-FbS samples (i.e., 62.5 ms),
which served as base-line, was subtracted from all data.
Several alternative strategies to the one which was finally adopted, were, amongst
others, fitting on pre-WS baseline corrected data, fitting the SPN in absence of the pre-
movement model, either with or without subtraction of the data of the self-paced movement
condition. Those alternative strategies either resulted in much larger RVs or in more variable
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results over the four time production conditions (2 Response-sides * 2 modalities) and
therefore were considered inadequate.
The fact that we had to decide between several solutions following step 5 is an
illustration of the non-uniqueness of the inverse problem. Sometimes the RV of these
solutions was quite comparable. Therefore, Residual Orthogonality Tests were applied (ROT;
§2.4.5, Achim et al. 1988b, 1991). The ROT is based on a Student t-test on the sum of
cross-products over space and time. It tests for the presence of systematic spatiotemporal
patterns in the residuals of all possible pairs of sub-ensemble averages. A significant positive
t-value indicates undermodelling, i.e., a failure to describe all systematic variance. On the
contrary, a significant negative t-value indicates overmodelling, i.e., a partial fit on the
noise. In a simulation study Achim et al. (1991) have shown the ROT to be effective in
discriminating among multiple models. In that study the original model always passed the
ROT but at least some of the competing models could be shown to either under- or
overmodel the data.
In this study the ROT was applied by using the individual averages as the sub-
ensemble averages. To decrease the large error variance associated with between-subject
ROTs, the residuals were not calculated with respect to the grand average model. Instead,
they were calculated after a least-squares fit of the individual time-variant dipole moments.
The resulting individual time-series of the dipole moments (the source waves) can also
be subjected to an orthogonality test, which we will call Source wave Orthogonality Test
(SOT; §2.4.5). In this procedure the sum of cross-products of the source waves is tested for
significance over all possible pairs of sub-averages, as are the residuals in the ROT. A
significant positive t-value indicates that a proposed source contributes significantly and
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dynamics of the source waves can be achieved by calculating SOTs at each point in time
separately. In this way, only the reliability of the spatial dimension of the models is evaluated
by the ROT, because the dipole moments were individually adjusted, whereas the inter-
individual stability of their temporal dynamics is tested by the SOT. All t-statistics were
evaluated for significance at the 5 % level.
5.4. Results.
5.4.1. Behavioural measures.
As described above we adjusted the width of the RT interval considered correct to
obtain about 40% correct responses. With a grand average width of 283 ± 62 ms (Mean ±
s.d.) to both sides, the subjects produced 47.25 ± 13.6% correct, 25.14 ± 10.5% too short
and 27.61 ± 11.0% too long intervals respectively. Neither the interval width, nor the
statistical distribution of response-types, nor the RT showed any significant main effect or
interaction of modality, R-side, R-category or Block. The RT only showed a trend towards
interaction for Block and R-category (F(6,54)= 3.03, P = .0748, Greenhouse-Geisser E =
.32728). From Figure 5.3 it can be concluded that the deviation of RT from the target
interval (4 s) decreased during the first 3 experimental blocks and slightly increased for the
last.
The impact of the FbS was measured as the percentage of trials showing a decrease
in RT following each kind of feedback, Overall these percentages were 42.78 ± 9,67%,9,80
± 7.05% and 90.05 ± 6.62% following feedback indicating a correct, too fast or too slow
response respectively. The MANOV A showed that there were no significant effects of neither
Modality nor R-side nor their interaction on these percentages. The mean change in RT on
the next trial associated with these types of feedback were 108 ± 98 ms, 658 ± 242 ms and
-675 ± 164 ms respectively.
5.4.2. Time-series.
Figure 5.4 shows the response-locked grand average potentials recorded at four
electrodes. Prior to movement all conditions are characterized by a slow negative slope with
a vertex maximum and a contralateral preponderance (see Figure 5.5), the Movement
Preceding Negativity. The MPN culminates in a negative peak, the Motor Potential (MP) ,
which starts just prior to the trigger and is maximal at about +35 ms (Figure 5.4, Cz). At
the posterior scalp the MP is followed by a positive peak with an average peak latency of 418
ms (P418), which slowly returns to baseline. At anterior electrode positions a steady
negativity is present in the R-FbS interval in the auditory feedback condition, while the
negative-going slope at Pz is steeper in the same condition compared to VM. The Auditory
EP to FbS is dominated by a NI-P2 sequence with latencies of about 115 and 200 ms
respectively. The Visual EP shows a PI-NI-P2 complex peaking at about 140, 170 and 220
















Figure 5.4. Grand average potentials (n=10) in each condition atfour selected electrodes
for left (thin lines) and right hand (thick lines) responses. All electrodes are referred to
software-linked mastoids. Negativity is plotted upward. The division of the abscissa is in
seconds (large ticks). The first vertical bar corresponds to the moment of response onset, the
second to the presentation of the feedback stimulus. Note the large MPN in all conditions,
terminating with an MP at Cz. The SPN is seen most clearly at F7 in the AUD condition. The
distribution of the post feedback P3 (P568) is different with auditory (Cz z 01) and visual
feedback (Cz > 01).
peak at an average latency of 568 ms (P568). The shape of the P568 is slightly compromised
by averaging over response categories, which differ in the duration of the FbS.
The main differences between conditions are observed in the huge P568 after FbS
presentation, which is absent in VM and shows a different distribution for both feedback
modalities (see Figure 5.5 also). At about the same latency a slow negative slope develops
in the self-paced movement condition, which probably is already related to the next
movement. An appreciable pre-FbS negativity, indicative for an SPN, is only present in the
auditory feedback condition. Earlier during the R-FbS interval the P418 differentiates both
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TABLE V.l.
SIGNIFICANT EFFECTS FROM THE ANOV A ON MOVEMENT AND STIMULUS PRECEDING
NEGATIVITY (MPN AND SPN RESPECTIVELY). POTENTIALS ARE AVERAGED OVER 200
ms. FACTORS ARE CONDITION (C: VM, AVO, VIS), RESPONSE-SIDE (R), ELECTRODE
(E), HEMISPHERE (H) AND WINDOW (W: MPN, SPN). ONLY THOSE EFFECTS ARE
PRESENTED WHICH REACH STATISTICAL SIGNIFICANCE (p < .05). df: DEGREES OF
FREEDOM. E: GREENHOUSE-GEISSER EPSILON (SEE §5.3.4).
Factor df E F P
C 2118 0.82 4.02 0.0471
E 9/81 0.33 4.57 0.0111
W 1/9 16.56 0.0028
CxE 181162 0.17 3.71 0.0231
RxH 119 15.25 0.0036
ExW 9/81 0.22 13.71 0.0003
CxRxH 2/18 0.92 4.70 0.0263
RxExH 9/81 0.36 14.15 0.0000
RxExHxW 9/81 0.43 5.15 0.0088
time production conditions from the self-paced movement condition at 01 (Figure 5.4) and
T5po, T6po, and 02 (Figure 5.5).
Table V.I shows the statistically significant effects from the ANOV A on the last 200
ms preceding movement and FbS. Post-hoc tests for the main effect of Condition show that
the negativity is larger in the auditory than in the visual feedback condition (F(J.9) = 12.39,
P = .0065), a trend for these potentials to be larger in the auditory feedback than in the self-
paced movement condition (F(l.9) = 4.54, P = .0621) and no difference between the visual
feedback and the self-paced movement condition (F(I.9) = .13, P = NS). The main effect of
Window can be explained by the fact that the negativity is generally larger preceding
movement than preceding the FbS. The significance of Electrode-position and its interactions
with Condition and with Window indicate the presence of well-defined scalp-distributions,
which change with condition and are different preceding movement and FbS respectively.
These effects will be discussed below in relation to the SP and SCO maps.
The interaction of R-side x Hemisphere can be readily interpreted as the result of a
significant contralateral dominance, which is larger at some electrodes than at others as
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Figure 5.5. Radially projected Surface Potential (SP) maps of different ERP components in
each condition (horizontal rows) for right hand movements. Maps of MP, P418 and
E- P568 are calculated at peak-latency, which is shown top-left (in ms, t=O corresponds
to response onset). Solid lines indicate positive potentials, broken lines negativity.
Electrode positions are shown as dots, except for the ones showing the minimum (v)
and maximum (.1) values. These values (in /.l. V) are indicated below the map. 0:
Spacing between isopotential lines in /.l. V.
indicated by the R-side x Hemisphere x Electrode-position effect. The significant R-side x
Hemisphere x Condition effect was broken down into R-side x Hemisphere interactions per
condition. This interaction was significant for both time production conditions (auditory: F(1.9)
= 15.27, P = 0.0036 and visual: F(l.9)= 16.45, P = 0.0029) but only marginally significant
with self-paced movements (F(1.9)= 3.60, P = 0.0904). The four-way interaction of R-side
x Hemisphere x Window x Electrode-position was broken down into 3-way interactions per
time-window, which were both found to be significant (pre-movement: F(9.81)= 16.13, P <
0.0001, E = 0.28094 and pre-FbS: F(9.81)= 5.24, P = 0.0043, E = 0.36161). Inspection of
the averages showed that these effects involved a contralateral preponderance of negativity,
which was larger during the pre-movement than during the pre-FbS interval, especially at
C4' and C3'.
5.4.3. Maps.
Figure 5.5 shows the SP maps for right hand responses in all conditions at selected
latencies. Maps for left hand responses are comparable, but show inverse lateral dominances.
Right hand MPN and MP show a left-sided preponderance and are somewhat sharper in the
self-paced movement compared to the time production conditions. The post-movement P418
is somewhat broader distributed in the time production tasks, and its distribution resembles
that of the post-FbS P568. The pre-FbS negativity develops most clearly with auditory
feedback, as was indicated by the ANOVA, and has maxima at F7 with right and at F8 with
left hand responses (not shown) respectively.
The corresponding SCD maps (Figure 5.6) show that the MPN and MP are dominated
by a central, slightly contralateral sink. At feedback presentation, +2000 ms, the SCD shows
either a pre- and a post-central source (self-paced movement) or a central one respectively
(time production). The latter is flanked by two sinks which display a contralateral
preponderance. The visual feedback condition is more comparable to the self-paced
movement than to the auditory feedback condition while comparing SP maps and vice versa
when comparing SCD maps. The post-FbS P568 is dominated by a central source in both
modalities, with additional occipital sources in the auditory and temporal sources in the visual
condition. This might point to the presence of a modality specific contribution to the P568
or to overlap with a late modality specific component.
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Figure 5.6. Scalp Current Density (SCD) maps for each condition (right hand only), in
~ arbitrary units. Solid lines indicate sources (outward current flow) and broken lines
sinks (inward current flow). See Figure 5.5 for further legends.
5.4.4. Spatiotemporal dipole models.
Figure 5.7 shows the models which were obtained after fitting a 3-dipole model to the
MPN and MP (total interval of fit from -1500 to +200 ms). The most consistent dipole is
dipole 22, which was constrained to describe the variance in the MP interval, from -100 to
+200 ms, and which shows relatively small variance in location and orientation parameters
over conditions. As was to be expected the most consistent models are obtained for the self-
paced movement condition, where models for left (not shown) and right (Figure 5.7a) finger
flexions are almost perfect mirror images of each other, as are dipoles 3 and 4 within these
models. Furthermore, these models, which resulted after optimizing RP-models from a
previous experiment (Figure 3.5, p. 54), could also be obtained from scratch by the
appropriate fitting strategy. Finally, the source waves are quite comparable for left and right
movements in the VM condition. In time production conditions the RV for the MPN is
smaller than for VM (Table V.II), but the models are more variable, especially with respect
to the parameters of dipoles 3 and 4. A last consistent result is the steep increase in RV
following the interval of fit, which indicates that the models are not able to account for the
post-movement potentials, which include the SPN in time production conditions.
Table V.II summarizes the results of ROT and SOT. The models for the self-paced
movement condition not only perform less well with respect to RV but also leave significant
residuals at more electrodes in comparison with models in the other conditions. This concerns
mostly electrodes at the outer border of the electrode configuration however, which are
relatively far from the active sources. Furthermore, at the mastoids real heads deviate
considerably from the homogeneous sphere model. The Fz residual with left finger flexions
only extends over a relatively short interval (from -350 to -25 ms). In contrast, the residuals
at F4 in 3 out of 4 time production conditions extend over larger time intervals. Because
these residuals cannot be explained by one of the above reasons, they invalidate the MPN
model for the AUD and VIS conditions. The insignificant SOT for dipole 2 in the VIS left
condition can be explained by the fact that this dipole is only significantly active over a small
portion (0 to + 175 ms) of the whole interval of fit.
Next, the models of Figure 5.7 were extended with two regional sources, to account
for the potentials in the R-FbS interval in the time production conditions. Three of the
additional dipoles were deleted again in steps 1 through 5 (see methods section). Only for
Dipole labels, c.q .. numbers, are chosen to comply with Chapter 3, where this model stems













accounting for right hand
MPNs in each condition.
Left column: temporal
activation pattern of each
dipole source in arbitrary
units, the so-called source
waves. Negativity in the
direction of the dipole arrow
is plotted upwards. The
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response onset (0 ms), the
small vertical bars indicate




the location and orientations
of the corresponding dipole
sources, smaller dots
indicate electrode positions.
The lower pan of the middle
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SPN dipole model 89
TABLE V.II.
AVERAGE RESIDUAL VARIANCES (RV) IN THE INTERVAL OF FIT (-1500 ms TO +200 ms)
AND RESULTS OF ORTHOGONALITY TESTS (§2.4.5) ON RESIDUALS (ROT; THIRD COLUMN)
AND SOURCE WAVES (SOT, RIGHT COLUMN) FOR THE MOVEMENT PRECEDING NEGATIVITY.
THE FIRST COLUMN GIVES THE NUMBER OF THE FIGURE WHICH GRAPHICALLY REPRESENTS
THE CORRESPONDINGMODEL. THE SECOND COLUMN GIVESTHE RV NOT EXPLAINEDBY THE
MODEL IN % OF THE VARIANCEOF THE OBSERVED POTENTIALS.FOR ROTs CHANNELS WITH
SIGNIFICANT RESIDUAL SlGNAL ARE LISTED, INDICATING FAILURE OF THE MODEL TO
DESCRIBE ALL SYSTEMATIC VARIANCEON THAT CHANNEL. FOR SOTs THE SOURCES WHICH
FAIL TO REACH SIGNIFICANCE OVER THE WHOLE INTERVAL OF FIT ARE PRESENTED. THIS
INDICATES THAT THE INDIVIDUAL DIPOLE MOMENTS DO NOT SHOW SYSTEMATIC TIME
COURSES.
Figure # of corresponding RV ROT SOT
model (Condition) (%)
5.7a (VM, left finger) 6.17 Fz, 02, M2, Ml -
(VM, right finger) 5.20 Fpl, 02, M2, Ml -
5.7b (AUD, left) 4.23 F4, Ml -
(AUD, right) 3.38 - -
5.7c (VIS, left) 3.81 F4 2
(VIS, right) 4.09 F4, T5an -
the AUD and VIS left hand condition (Figure 5.8 and 5.9a) this resulted in physiologically
acceptable models. In the two other conditions this strategy gave rise to models with dipoles
either clustering in the centre of the head, forming a complex multipole, or some dipoles
taking non-physiological positions outside the cerebrum. Therefore both the Figure 5.8 and
5.9a models were taken as starting position for optimization in the three other conditions
(step 6). For the VIS left model (Figure 5.8) this again resulted in inconsistent and non-
physiological models in the other conditions. The models which resulted after starting from
the AUD left condition (Figure 5.9a) are shown in Figures 5.9b through 5.9d. They describe
between 95 % and 97 % of the variance, except for a small interval just after the response.
These models comprise equivalents of the MPN sources in Figure 5.7 (dipoles 2, 3 and 4),
as well as 3 post-movement sources. One of those post-movement sources shows peak
activation at about 400 ms post-R (dipole 7) followed by a slow decline, and produces a
wide-spread positivity with a parietal maximum, due to its depth and orientation. The other




accounting for MPN and
SPN in the VIS left condition
following step 5 (§5.3.5).
Dipoles 2 through 4 describe
the MPN, dipole 5 the SPN
and dipoles 6 and 7 the
P418. The time-axis extends
from -2500 to +3500 ms
and the larger vertical bars
indicate response onset (0
ms) and FbS presentation
respectively. See Figure 5.7
for further legends.
potential at frontal electrode positions, with a contralateral preponderance. Due to their
orientation and more or less symmetrical localization, these dipoles interfere to quite a large
extent, as indicated by large negative correlations between their predicted scalp-potentials
(Table V.IlIA, third column). That is, part of the scalp potentials generated by dipole 5 are
cancelled by those generated by dipole 6.
The ROT (Table V.IlIA) shows that the residual left at F4 by the MPN models (Table
V.U) has now disappeared, probably due to early activation of dipoles 5 and 6 prior to the
response. The residuals at T5an are probably produced by the fact that this electrode is
nearest to the original reference (M!) and may be most compromised by re-referencing. The
residual at P3 for the visual feedback condition with left hand movements is more serious and
extends over large pre- and post-movement intervals. Overall the results of both ROT and
SOT are better for the auditory than the visual conditions. The insignificant SOTs for some
of the sources are not very relevant in that each source shows significant activation during
some part of the entire interval of fit. For sources 2 through 4 this is generally during MPN
or MP (source 2). Following movement either source 3 or 4, whichever is contralateral to
the movement, becomes significantly active again. The source wave of dipole 7 becomes
active at about 300 ms post-R and remains significant until 1050 ms on average, except in
the auditory left hand condition. Activation of sources 5 and 6 starts at about 450 ms after
the response and reaches a more or less steady level during the R-FbS interval.
To test whether the onset of activation of dipoles 5 to 7 was really post-movement all
variance constraints were removed (step 7). In the visual conditions mirror constraints were
added again (compare step 4) to test the hypothesis of homologous sources. In the auditory
condition this was not necessary because dipoles 3 & 4 and 5 & 6 were already at almost
homologous positions. Subsequent fitting, first with and later without mirror constraints,
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TABLE V.III.
FOR THE MODELS GIVEN IN THE FIRST COLUMN THIS TABLE LISTS THE AVERAGE RESIDUAL
VARIANCES (RV) IN THE INTERVAL OF FIT (-1500 ms TO +2000 ms), THE CORRELATION
BETWEEN THE PREDICTED SCALP-POTENTIALSOF DIPOLES 5 AND 6 (r5.6) AND THE RESULTS
OF ORTHOGONALITY TESTS ON RESIDUALS (ROT) AND SOURCE WAVES (SOT). SEE TABLE
v.n FOR FURTHER LEGENDS. A: FIGURE 5.9 MODELS, FITTED WITH A VARIANCE CON-
STRAINT. B: FIGURE 5.10 MODELS, FITTED AFTER RELEASE OF THE VARIANCE CONSTRAINT.
A
Figure # of corresponding RV r5.6 ROT SOT
model (Condition) (%)
5.9a (AUD, left) 3.00 -.59 T5an -
5.9b (AUD, right) 3.15 -.71 - -
5.9c (VIS, left) 4.10 -.73 T3, T5an, P3 2
5.9d (VIS, right) 4.72 -.91 - 2,4,6,7
B
Figure # of corresponding RV r5•6 ROT SOT
model (Condition) (%)
5. lOa (AUD, left) 2.15 -.02 T5an -
5. lOb (AUD, right) 2.70 -.28 - -
5.lOc (VIS, left) 3.63 -.50 T5an -
5.10d (VIS, right) 4.58 -.37 - -
resulted in the models of Figure 5.10. As can be seen from Figure 5.10 and as was
confirmed by the SOT on single time-points, sources 5 and 6 already become active prior to
the response, except in the visual right hand condition (Figure 5.lOd). This step results in
a greater similarity between the MPN models (dipoles 2 through 4) for the different
conditions, in comparison with the previous ones (Figure 5.9), where dipoles 2 through 4 had
to account for this part of the signal. Furthermore dipoles 3 and 4 remain at quite
homologous positions, even after release of the mirror constraint, as do dipoles 5 and 6. The
ROT and SOT (Table V.IIIB) indicate that the Figure 5.lOc model (contrary to Figure 5.9c)
accounts for the signal at all channels in the VIS left condition. Furthermore all dipoles
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display significant source wave activity and the interference between dipoles 5 and 6 has
decreased considerably (Table V.IIlB, third column, compare to lIlA). However, in the VIS
right condition the SOT for dipoles 5 and 6 is no longer significant at the end of the pre-
feedback interval.
As can be seen at the end of the recording interval in Figure 5.10 the post-FbS P568
loads heavily on dipole 7, although it lies outside the interval of fit. The positive wave
following the response (P418) is also accounted for by this dipole. Its parameters are
comparable to those of the one-dipole solutions for the post-FbS P568 in each of the four
conditions shown in Figure 5.11 indeed. The P418 in the VM condition could not be
described by a similar dipole.
5.5. Discussion.
The main goal of our study was to provide a spatiotemporal dipole model of the SPN,
and to compare this model to that of the MPN. However, before discussing the model itself
(Figure 5.10), we will first discuss the data on which it was based.
In the self-paced movement condition, the movement-onset is preceded by an RP and
followed by an MP and reafferent potentials. The AUD and VIS conditions start with almost
the same potentials, although we prefer to denote the slow pre-movement negativity by the
more neutral term MPN, because of the differences in paradigm. Prior to the FbS a steady
negative potential with a frontal maximum is observed. This negativity is most obvious
preceding auditory feedback and is absent in the VM condition. The negative-going slope at
posterior electrodes is largest in the AUD condition also. This scalp distribution of wave-
shapes corresponds to that observed for the SPN preceding a FbS in a time production task
(Damen and Brunia 1987a, 1987b, 1994, Brunia and Damen 1988, Chwilla and Brunia
1991a). Therefore we conclude that the pre-FbS negativity in this experiment, at least in the
AUD condition, constitutes an SPN. The FbS is followed by a series of modality specific
peaks terminating with a large P568.
In comparing the MPN and SPN the largest differences are in absolute size and scalp
distribution. The MPN is larger and dominated by a central (C3' and C4'), whereas the SPN
shows a frontal (F7 and F8, AUD) maximum (Figure 5.5). Although both exhibit a
contralateral dominance, as indicated by the overall R-side x Hemisphere and R-side x
Hemisphere x Electrode interactions, the 4-way interaction of the latter effect with Window
(MPN and SPN) indicates that the spatial distribution of the contralateral dominance is
Figure 5.9. Spatiotemporal dipole models after optimizing the model for A UD left data (a)
on the data of the other conditions (b-d), respectively. This corresponds to step 6 of
~ §5. 3. 5. Dipoles 5 and 6 describe the SPN and dipole 7 the P418. See Figures 5.7 and
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The l-dipole models for the P568 following feedback
presentation. Whereas all location parameters almost
coincide, the orientation differs for A UD (left and right)
and VIS (left and right) conditions.
Figure 5.11.
different for both slow potentials (see Figure 5.5 also). So, based on their scalp topography,
it is unlikely that MPN and SPN share the same generators.
There are two puzzling findings in these data. The first is the virtual absence of an
SPN preceding visual feedback (Figure 5.4), expressed in a significant contrast comparing
the AUD and VIS conditions. The hypothesis that the visual FbS is less informative than the
auditory one is refuted by the analysis of the behavioural data, which show no effect of
feedback modality, neither on task performance nor on feedback related RT changes. In
contrast, the fact that 90% of the trials with either an undershoot or an overshoot was
followed by a change of RT in the opposite direction, shows that the feedback was very
effective in controlling behaviour in both modalities. The possibility remains that the AUD-
VIS difference in absolute size is due to a modality specific contribution to the SPN. If a
generator within the temporal cortex creates a positive potential at the mastoids in the AUD
condition, this leads to a general increase in negativity. In that case it would be expected that
the reference-free SCDs are much more comparable, as they are indeed (Figure 5.6).
However, there is no supporting evidence for such a generator from our modelling approach
(Figure 5.10).
The second unexpected finding is the absence of a right hemispheric preponderance
of the SPN, which to our knowledge has been observed consistently within a time
production-feedback paradigm (Damen and Brunia 1987a, 1987b, 1994, Brunia and Damen
1988, Chwilla and Brunia 1991a) as well as preceding feedback following a positioning
movement (Grunewald and Grunewald-Zuberbier 1983, Grunewald et al. 1984), but not in
a concept formation task (Stuss and Picton 1978). At present we have no explanation for this
negative finding. There is a methodological difference between this and previous studies
however, the feedback was contained in the length of the FbS and not in its configuration
(VIS) or pitch (AUD) as was previously the case.
Figure 5.10. Spatiotemporal dipole models after releasing the variance constraint (step 7,
§5.3.5). See Figures 5.7 and 5.8 for further legends.
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For the time being we ignore the absence of the right hemispheric dominance and turn
to the spatiotemporal dipole models describing MPN and SPN. It should be kept in mind that
modelling the SPN might be more successful in the AUD condition because it is larger in this
than in the VIS condition.
The final models for the AUD and VIS conditions presented in Figure 5.10 can be
readily divided into three MPN (dipoles 2 through 4) an intermediate (dipole 7) and two SPN
sources (dipoles 5 and 6). The MPN model roughly corresponds to the model for the RP in
this (Figure 5.7) and previous research (Figure 3.7, p. 56, Kristeva et al. 1991, Batzel et al.
1993). Dipoles 3 and 4 describe the early (bilateral symmetrical) part of the pre-movement
potentials and dipole 2 the late contra laterally dominant part and the MP. Removal of the
variance constraint in the AUD and VIS conditions leads to a localization of dipoles 3 and
4 which is more comparable to that in the VM condition (compare Figures 5.9 and 5.10 with
5.7a), probably because the overlapping SPN has now been accounted for by dipoles 5 and
6. The Standard Error of the Mean of the cartesian location parameters for dipoles 3 and 4
varies between 3 and 5 mm. At the same time dipole 2 becomes active much earlier,
especially in the VIS condition. An additional analysis learned that, after removal of the
variance constraint on dipole 2, this dipole accounts for the late contra laterally dominant part
of the RP in the VM condition as well. Taking into account the sparser spatial resolution,
because our electrodes covered the whole scalp, the MPN models (Figures 5. 7a and 5.10)
on a whole are compatible with previous modelling studies dealing with the RP (§3.4,
Kristeva et al. 1991, Batzel et al. 1993). In particular, there is no reason to conclude to the
presence of a source for the MPN outside the primary motor cortex from the present nor
from the previous data.
The activity of some of the MPN dipoles continues at least until the FbS in the AUD
and VIS condition. This post-movement activity is absent in the VM condition (see the sharp
rise in RV after the movement). Therefore, this activity might be more related to feedback
presentation than to the movement, probably because the feedback delivers KR on the timing
of the movement. For the SPN to be instrumental some information about the past response
has to be available at the time of FbS presentation. Forward calculations learned that this
activity accounts for part of the pre-FbS negativity.
The intermediate dipole (dipole 7) describes the positive potentials following both the
response (P418) and the FbS (P568), which show a comparable distribution peaking around
Pz. Remember that the positivity following FbS is outside the interval of fit, but that fitting
the P568 in isolation resulted in similar models (Figure 5.11). Based on its latency and scalp
distribution, the post feedback positivity is readily identified as a P3, which has been related
to 'context updating' (Donchin et al. 1978). If we assume that after the response the subjects
evaluate their timing internally, and classify the situation or context accordingly, the P418
would be a correlate of context updating, c.q., a P3, as well. In the same vein the post-FbS
P3 probably reflects an externally cued context updating. The fact that the latter update is
more exact and better time-locked could account for the larger P568 amplitudes. This
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interpretation is supported by the fact that the post-movement positivity in the VM condition
could not be modelled by dipole 7 at all. This condition does not ask for an evaluation of the
timing of the response, because time constraints are lacking. The post movement positivity
in this condition probably corresponds to the reafferent potential (Kornhuber and Deecke
1965), for which we lack an adequate dipole model (see the large increase in RV following
movement, Figures 5.7 through 5.10).
A thorough analysis of the anatomical generators of the P3 is beyond the scope of this
article. The suggestion that our equivalent dipole 7 corresponds to a deep physiological
generator like the thalamus is too far-fetched. This does not preclude one final observation.
It can be concluded from the present dipole model (Figure 5.10) that the different shapes of
the SPN at frontal versus parieto-occipital electrodes as reported by Brunia and Damen
(1988) are not due to the activation of separate anterior and posterior generators for the SPN,
but rather to overlap of a steady negativity with a posterior P3 which is time-locked to the
response and which slowly returns to the baseline. Both dipoles 2 through 4 and 5 and 6 tend
to produce a steady negativity at Pz, as shown by forward calculations.
The largest part of the SPN can be described by dipoles 5 and 6 (Figure 5.10). The
removal of the variance constraint shows the early onset of their activation, especially in the
AUD condition (Figures 5.1Oa and b). The SOT for dipoles 5 and 6 becomes significant
more than 1.5 s prior to the response, i.e., 3.5 s prior to the FbS. Using a subtraction
technique Damen and Brunia (1994) also concluded to an early onset of the SPN.
Neither the data, nor the model do suggest a modality specific contribution to the
SPN, which confirms the conclusion of Grunewald et al. (1984) but is contrary to Lang et
al. (1984). In the present experiment the lack of a modality specific SPN generator might be
the consequence of using a supra-modal stimulus dimension (duration) to encode the KR
information. A more powerful test would be to encode KR in modality specific stimulus
dimensions, which at the same time are qualitatively equivalent. The results of the Lang et
al. (1984) study, which do show a modality-specific contribution to the SPN, indeed does
fulfil these requirements.
- To gain more insight in the functional significance of the SPN we tried to acquire a
more precise anatomical localization of dipoles 5 and 6. Of course this attempt remains
speculative, because we are working with grand average data, without correction for exact
electrode placement and neither insight in the exact relation between the electrode set-up and
the position of the brain within the skull nor knowledge of the details of the neuroanatomical
idiosyncrasies of our subjects. Furthermore, our electrode montage is not very dense and
some dipoles (notably dipoles 5 and 6) are at the borders of the montage. Notwithstanding
these caveats we concluded, based on the findings of Steinmetz et al. (1989) and Homan et
al. (1987), that the z-axis within the BESA coordinate system (i.e. the radial axis pointing
to Cz) corresponds most closely to the vertical axis of a coronal section through the posterior
thalamus (Nieuwenhuys et al. 1988, fig 68). Within this section the level of the origin (x-axis
pointing to T3) coincides approximately with that of the cerebral aqueduct. Given these
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assumptions the position of dipoles 5 and 6, averaged over modalities and response sides, is
within the Insulae Reili in the coronal sections in the atlas of Nieuwenhuys et al. (1988). The
Insulae Reili is a bilateral cortical structure, buried within the Sylvian fissure, at the border
between frontal and temporal cortex (Figure 1.2, p. 7). For the dimensions of this structure
measure several ern's, this localization is quite robust with regard to errors in the above
assumptions or to the Standard Error of the Mean (SEM) of the average cartesian dipole
coordinates (2 rum < SEM < 10 rum). In the same way, half of the SPN dipoles (5 and 6)
of Figure 5.10 were found to lie within the insular cortex, whereas the other half were
localized more laterally, inside the temporal lobe. The curved nature of the Insulae precludes
to draw any conclusions from the quite variable orientation of dipoles 5 and 6.
Based on the cytoarchitectonics and the connections of the Insulae Reili, Mesulam and
Mufson (1985) conclude that the anterior part shares the common paralimbic functional
specializations in the control of autonomic function, gustatory-olfactory sensation and
affective-motivational behaviour. In contrast the posterior part of the insular cortex receives
multimodal input, from the primary sensory areas (piriform cortex, SI, AI) amongst others.
Mesulam and Mufson (1985) propose that the Insulae might participate in giving an affective
colouring to sensory input. This agrees with the hypothesis that cortical structures which
participate in processing the affective-motivational valence of external input might contribute
to the SPN recorded prior to feedback stimuli.
From neuropsychological data it might be concluded that the right hemisphere is
preferentially involved in control of affective-motivational behaviour (Kolb and Whishaw
1985, p. 561). The affective-motivational hypothesis would be strengthened by a right
hemisphere dominance. Although the contralateral dominance of the SPN is larger following
left hand responses there is neither an overall (right) hemisphere effect, nor any interaction
of Hemisphere with a combination of Window, Condition or Electrode. We executed a
similar ANOVA on the SPN at frontal electrodes as predicted by dipoles 5 and 6 (forward
calculation). A significant Modality x Electrode x Hemisphere interaction seemed to be
produced by a right hemisphere preponderance at F4 in the auditory condition. However, this
conclusion was not supported by post hoc contrasts. Future research, including an affective-
motivational manipulation, should clarify this issue.
Even if the location of dipoles 5 and 6 is not within the Insulae Reili but elsewhere
in the frontotemporal cortex, it is improbable that, in a pre-feedback paradigm, the SPN is
related to stimulus anticipation, i.e., to preparatory selective attention, for in that case we
would have predicted the contribution of a (right) parietal generator (Mesulam 1983). Dipole
7 fulfils this spatial requirement, but generates a positive potential, which is probably related
to the response and not to feedback anticipation (as discussed above). However, based on
neuropsychological evidence it is very likely that the frontal cortex is involved in behavioural
flexibility and the processing of feedback (Kolb and Whishaw 1985, pp. 431-432) as
indicated by perseverative behaviour of frontal lobe patients on the Winconsin Card-Sorting
Test (Milner 1964). Based on the present experiment the possibility that the SPN is related
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to the processing of KR with respect to its behavioural significance other than its affective-
motivational content cannot be ignored.
In conclusion, the results of the present study indicate that the MPN and SPN have
different generators. Those of the MPN probably reside in the motor cortex, which confirms
earlier findings. The generators of the SPN preceding feedback are located bilaterally in the
frontotemporal cortex. We hypothesize that within this region the actual generator might be
the Insulae Reili. In that case the SPN is probably related to preparation for processing of
the affective-motivational valence of the FbS. However, it cannot be excluded at this stage
that the SPN reflects preparation for the processing of the information content of the FbS,
which might also involve the frontal cortex. It is less probable that stimulus anticipation is
a sufficient condition for the occurrence of an SPN. If anything, this research has shown the
possibilities of spatiotemporal dipole modelling in describing slow brain potentials, even if
they show partial overlap. This holds a promise for the RP-CNV debate. If the late CNV is
'nothing but' an RP, then tbe MPN/RP model presented here, as well as elsewhere (Figure
3.7, p. 56, Kristeva et al. 1991, Batzel et al. 1993), should be able to describe its potential
distribution. If not, as suggested by preliminary data from our laboratory (Backer and Brunia
1993, Brunia et al. 1993), it would be interesting to see whether or not the additional sources
of the non-motor CNV correspond to our present model of the SPN (see Brunia 1988 also).
Furthermore, the functional interpretation of slow waves and other ERP components can
benefit from the outcome of dipole modelling studies by taking into account
neurophysiological and neuropsychological data on the functional specialization of cortical
areas.

6. A spatiotemporal dipole model of the
Contingent Negative Variation.
6.1. Abstract.
This chapter addresses the question whether the late wave of the Contingent Negative
Variation (CNV) is a summation of the Readiness Potential (RP) and the Stimulus Preceding
Negativity (SPN). This hypothesis is tested by constructing spatiotemporal dipole models
(§6.2). Such models were constructed for CNVs during foreperiods of 1 and 4 seconds
(CNV, and CNV4), preceding unilateral left and right, finger and foot movements (§6.3). All
models are characterized by two rather deep dipoles (dipoles 1 and 2). Dipole 1 is tangential
and describes the early wave. Dipole 2 is radial and accounts for most of the late wave
(§6.4) and probably represents activation of multiple sensorimotor areas including the
primary and premotor cortices. The models for the CNV late wave do not include non-motor
sources. Therefore it is concluded that the CNV does not include an SPN. Furthermore the
present models also differ substantially from those for the RP (Chapters 3 and 4), with which
they only share the weakly active dipoles 3 and 4 which represent activation of the posterior
wall of the primary motor cortex. Finally, it is concluded that CNV, and CNV4 share the
same sources, and only differ in the amount of temporal overlap of the activation of these
sources (§6.5).
6.2. Introduction.
This chapter describes the results of a crucial experiment with respect to the main
research question of this thesis: is the late wave of the Contingent Negative Variation a
summation of negative potentials related to motor preparation, i.e., the Readiness Potential,
and to stimulus anticipation, i.e., the Stimulus Preceding Negativity (§1.5)? If this hypothesis
is true then a spatiotemporal dipole model of the CNV should be a summation of the models
presented in the former chapters for the RP (Chapters 3 and 4) and the SPN (Chapter 5)
respectively.
As put forward in §1.4.3 and 5.2 the most strong stance regarding the relationship
between the RP and the CNV late wave is taken by Rohrbaugh and Gaillard (1983) who
equate both slow waves. The existence of a motor CNV related to preparation for a fast
response to the imperative stimulus is generally acknowledged. Differences between the RP
and the CNV late wave have most often been discussed in relation to the existence of an
overlapping non-motor or "true" CNV related to the contingency of the Warning Stimulus
(WS) and the Reaction Stimulus (RS), or alternatively to preparation for the processing of
the RS, i.e., stimulus anticipation. The SPN was once presented as a possible candidate for
the non-motor CNV (Brunia 1988). However, from the beginning it was acknowledged that
a possible pre-RS SPN might have a different scalp distribution from the pre-feedback SPN
which had been recorded at that time (Darnen and Brunia 1987a, 1987b). Only recently
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(Damen and Brunia 1994) it became evident that an instruction stimulus is not preceded by
an SPN at all (but see Brunia 1993b also).
Until now researchers mainly relied on comparing average CNV amplitudes under
different experimental conditions, using (M)ANOV As, to distinguish different CNV
components such as the RP and the SPN (e.g. Van Boxtel and Brunia, in press). They
implicitly assume a linear model for the experimental effects on amplitude measures. In
general the first drawback of this approach is that the (M)ANOV A model does not account
for latency variations. However, this barely affects the analysis of slow cortical potentials
because these are usually integrated over intervals of 100 ms (or longer) before they are
entered into the (M)ANOV A.
A second methodological problem exists if experimental manipulations affect sources
with overlapping activity. Our hypothesis assumes a large temporal overlap between the RP
and the SPN in the CNV late wave. As long as experimental effects are truly additive, the
overlap has no serious consequences. If they do interact though, a serious epistemological
problem emerges (Rosier 1991). Suppose that a sensory manipulation causes a slight change
in motor preparation and the motor-related negativity compared to the control condition.
Which part of the effect should be ascribed to the sensory manipulation (and the SPN) and
which part to motor preparation (and the RP)? This ambiguity can lead to paradoxical results
(e.g., the different results and conclusions by Macar et al. 1990 vs. Van Boxtel et al. 1993a
and of Rosier and Heil 1991 vs. Ruchkin et al. 1988). In principle such confounded effects
could be separated using (M)ANOV As because the SPN and the RP have different scalp
topographies (Brunia and Damen 1988).
However, one is confronted with a third problem here. McCarthy and Wood (1985)
argued that changes in the amplitude of the source activity (viz. the moment of an equivalent
dipole), produces proportional, and not additive, changes in scalp potentials (§2.3.2).
Suppose a given source is more active in the experimental than in the control condition. This
can give rise to a significant Condition x Topography effect in the (M)ANOV A and lead to
the erroneous conclusion that the potentials observed under the experimental condition have
a different generator. The solution proposed by McCarthy and Wood (1985) is to execute the
(M)ANOVA on relative amplitudes (where the maximum amplitude is normalized to 100%),
but this is only valid if there are no overlapping source activities. If source activities do
overlap it is impossible to identify the potential distribution of the generators, or to estimate
their amplitudes and activation patterns. Together, these difficulties prevent to draw a definite
conclusion from ERP-(M)ANOV A research with regard to the components underlying the
CNV.
What is needed is a direct estimate of the component or source waveforms. In the
Donchin doctrine (Donchin et al. 1978) a component is defined as a source of controlled
variance (his p. 354). This suggests the use of Principal Component Analysis (PCA) or
related statistical techniques for separation of components. Alternatively, components can be
described neurophysiologically as having a fixed anatomical source or ensemble of distributed
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generators (§2.1). In §2. 5.1 it was concluded that a spatiotemporal dipole model provides
a sufficient macroscopic description of the neurophysiological sources of ERPs. Therefore,
it is more effective to derive the source waves from a spatiotemporal dipole model than from
PCA (§2.5.2, Achim et al. 1988a). The present research uses dipole modelling to identify
the sources of the CNV and their waveforms.
A second solution to the above problems is to measure the component waveforms
directly from the scalp by separating them in time by experimental manipulations and thus
minimize component overlap. In this way Weerts and Lang (1973) and Loveless and Sanford
(1974) were able to separate the CNV in an early and a late component by increasing the
length of the Inter Stimulus Interval (lSI; the WS-RS interval) to four seconds. A similar
strategy was followed in a series of experiments by Damen and Brunia (1987a, 1987b, 1994).
In the time-production-with-feedback paradigm (Figure 1.3, p. 9) response preparation (and
the RP) and stimulus anticipation (and the SPN) are presumably taking place in separate
intervals. However, as in this case, most often the task has to be changed, or even split up,
to separate components in time. This might have a severe effect on the behavioural strategy
of the subject and the sources of the observed potentials. Spatiotemporal dipole modelling
also overcomes this problem, because it has proven to be able to separate overlapping source
activity (Achim et al. 1988a, Chapters 3 through 5).
To answer the main question of this thesis, CNVs are recorded in eight subjects and
a spatiotemporal dipole model will be optimized to describe the recorded data. Like the RP,
the CNV is recorded preceding both unilateral left and right, finger and foot flexions, which
activate the lateral and mesial part of the motor cortex, respectively. This allows for optimal
sensitivity to extra sources at mesial and lateral positions, respectively (Damen et aI., in
preparation). For instance, a non-motor CNV generated by the lateral dipoles 5 and 6 in
Chapter 5 will be more easily detected with foot movement than with finger movement.
That part of the present hypothesis which states that the CNV late wave includes the
RP is supported by a lot of evidence (e.g. Rohrbaugh and Gaillard 1983). The arguments to
expect a non-motor component in the CNV late wave as well have not been refuted yet,
(Boeker and Brunia, 1993, Brunia et al. 1993b, Kristeva et al. 1987, Ruchkin et al. 1986,
Brunia and Vingerhoets 1981). It is hypothesized that the CNV has extra generators besides
those of the RP, which are described in Chapter 3. These extra sources would constitute the
physiological base of the pre-RS SPN. The work on transcortical potentials in the monkey
by Sasaki and Gemba (1991) shows that the prefrontal cortex is active during the foreperiod
of an RT task and not preceding self-paced movements. The spatiotemporal dipole models
of the CNV will be discussed with respect to this result.
It is unlikely that the generators of the pre-RS SPN resort in the Insulae Reili, as was
hypothesized for the sources of the pre-feedback SPN (Figure 5.10, p. 94, dipoles 5 and 6),
which would be due to the affective-motivational content of stimuli which provide Knowledge
of Results (KR). It is questionable whether the RS in the standard CNV paradigm engages
affective-motivational processing to the same extent. Brunia (1988, 1993b, Brunia et al.
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1993) notes a second difference between KR and RS, they provide information about past and
future events, respectively.
The present experiment also addressed a second question: is the CNV recorded during
a foreperiod of one second duration (CNVl) just a summation of an early and late wave,
which are separated in time in a four second CNV (CNV4), or do differences in the
generators underlying CNVl and CNV4 exist? Based on the component structure of the
CNV1 as revealed by PCA (Rohrbaugb and Gaillard 1983, their Figure 14, Donchin and
Heffley 1978, Donchin et al. 1977) there is not much reason to expect such differences, but




Eight right-handed subjects, 5 women and 3 men, age range 20 - 31 years,
participated in the experiment. They were paid volunteers and received Dfl 150,- (about US$
80) for their participation in the experiment.
6.3.2. Procedure.
Subjects were seated comfortably in a slightly reclining chair, placed in a sound
attenuating, electrically shielded room. They were engaged in a forewarned reaction time task
with a fixed foreperiod of either one or four seconds. A trial started with the presentation of
an auditory WS (a 70 dB(A), 1000 Hz tone of 45 ms duration), by a loudspeaker mounted
on the wall 1 m behind the subject. Either one or four seconds later a visual RS was
presented in the form of the illumination of four red 4 mrn- LEOs in a box with a circular
translucent opening of 4 ern in diameter. Duration of RS was 60 ms. The box was mounted
on the wall 1.5 meter in front of the subject and placed in the centre of the visual field. The
subject had to react as fast as possible to the presentation of RS by flexing a pre-assigned
finger or foot. The assignment of limbs was blocked. Trials were separated by intervals
ranging from 6-10 s (average 8 s) or 8-12 s (average 10 s), in steps of 0.5 s, for CNV1 and
CNV4, respectively.
The arms of the subject rested on the adjustable arms of the chair. The subject held
a small cylinder (length 5.5 em) between thumb and index finger (pincer-grasp) of each hand.
These cylinders were mounted on top of the chair's arms. A switch was mounted at that end
of the cylinders which was held by the index finger. Closure of this switch, produced by
voluntary flexion of fingers I and II, defined the reaction time (RT) on a given trial. Trials
with RTs outside the 100-500 ms range were discarded from further analysis for being either
premature or too slow, respectively.
The feet rested on two separate foot-plates, elevated 30 degrees from the horizontal.
The force needed to depress the plates until closure of the switch was adjusted by a spring
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to be subjectively equal on both sides. A small plantar flexion of the foot (amplitude about
1°) produced closure of a switch and stopped the RT timer.
A complete registration consisted of 1200 trials (2 ISIs * 4 limbs * 6 blocks * 25
trials), which were administered on 2 separate days, about one week apart. Half the subjects
reacted with finger responses on the first and foot responses on the second day. For the other
half this order was reversed. The duration of the lSI was changed after each fourth block.
The lSI of the first block was counter-balanced between subjects as well as within subjects
between both recording sessions, The response side was varied pseudo-randomly between
blocks, A block, which took 3'45" or 5'50" (depending upon the length of the lSI), was
followed by a 1 to 2 minutes break, Each fourth block was followed by a longer break,
During this break calibration pulses and eye movements were recorded for off-line calculation
of the exact gain of the amplifiers and the EOG-EEG transfer factors respectively,
Subjects were instructed to fix their gaze on the box containing the LEDs serving as
RS (to preclude eye movements and blinks) and to prevent all kinds of movements like gross
body-movements, sneezing and swallowing except for a short period starting about 3 s after
the response,
6.3.3. Electrophysiological recordings.
The EEG was recorded from 26 electrodes at scalp-positions which were defined with
respect to the international 10-20 system (Figure 6,1), The inter-electrode distances measured
z 10% of the nasion-inion distance, Positions 1 ern anterior to or 2 ern posterior to standard
positions are indicated by the extensions ' and " respectively. The electrode-array was
centred around Cz', extending more frontally than parietally, and consequently covered those
FP3' FPz' FP4' Figure 6.1.
• • •
Fl' Fz' F2' The electrode set-up used in this study,• • •
Nomenclature is derived from the
FO' rcr Fez' Fe2' FC4'• • • • • 1nternational 10-20 system. Primes (')
TC3' co: c r Cz' C2' C4' TC4' denote positions one cm anterior and• • • • • • • double primes (") positions two cm
C3" c r: Cz" C2" C4" posterior to the standard coordinates. The• • • • • inter-electrode distances measure 10% of
PC1" PCz" pe2" the nasion-inion distance. Reference• • • electrode: software-linked mastoids,
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parts of the scalp where the CNV early and late waves have maximum amplitudes. The
recordings were originally referred to the left mastoid, which was converted to software-
linked mastoids to permit comparison with earlier research and to allow for the assessment
of lateralization. The EEG and EOG were amplified by home-made amplifiers with a 30 s
time-constant. The 7th-order Butterworth low-pass filters were set at 30 Hz (-42 dB/octave).
The data were digitized on-line on a VAXLAB equipped with an ADQ32 ADC, at 128 Hz
in burst mode. AD-conversion started one second before WS (baseline period) and lasted
until 2.5 s after the response.
The horizontal EOG from the outer canthi and the vertical EOGs of both eyes were
recorded for off-line EOG-correction (Van den Berg-Lenssen et al. 1989). Other artifacts
were subsequently detected by automatically scanning the EEG for peaks (> 100 JlV), and
scanning the digitally filtered EEG (2 Hz, low-pass) for drift with respect to the baseline.
Two criteria were used to define drift, one for individual samples (> 70 Jl V) and one for
4 subsequent post-baseline intervals of equal length (> 30 J.tVI).
Movement execution was monitored by recording the EMG of either the first dorsal
interosseous muscle or the calf muscle, for finger and foot responses, respectively. The EMG
was amplified and filtered from 5.3 to 1000 Hz, full-wave rectified and low-pass filtered
again at 50 Hz (-30 dB/octave) to prevent aliasing. The onset of the EMG-response was
determined by the method of Lidierth (1986), which was found to be the best for the present
experimental set-up (Van Boxtel et al. 1993b). The Lidierth method is a time-series method.
EMG-onset was calculated from the time-point where the EMG had surpassed a threshold
for 5 consecutive samples (39 ms), allowing intermissions of 1 sample (8 ms). From this
time-point the method looks backwards to find the last sample which shows a decrease in
rectified EMG. That sample was defined as EMG-onset. The aforementioned threshold was
calculated on each and every trial from the 15 samples prior to RS as the mean rectified
EMG of these samples, plus 6 times 2.624 (critical Student t, with 14 degrees of freedom
and 0' = I %, one-tailed) times the Standard Error of the Mean (SEM; Van Boxtel et al.
1993b). Thus:
ThresholdEMG = MEANEMG + 6 * tI4.1% * SEMEMG (6.1)
6.3.4. Data analysis.
After EOG-correction (Van den Berg-Lenssen et al. 1989) and automatic artifact
rejection the remaining trials were baseline corrected, sorted and averaged according to lSI
length, limb and response-side. The corresponding behavioural measures, the average RTs
and EMG-onsets, were analyzed by a MANOVA with lSI (1 or 4 s), Limb (Finger, Foot)
and Response-side (Left, Right) as repeated measurement factors. Significant multivariate
As in Chapter 5 (§5.3.3) the thresholds for artifact detection were individually adjusted and
the values reported here were the most liberal ones.
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tests were complemented by univariate ANOVAs. The F-statistics were evaluated at the 5 %
level.
The average CNVs were divided into 100 ms bins from 1000 ms before until RS-
onset. The average amplitudes within each bin for each of the 20 non-midline electrodes were
subjected to an Analysis of Variance (ANOV A) with Electrode (in anterior-posterior and
lateral direction), Hemisphere (Left, Right), lSI, Limb and Response-side as repeated
measurement factors. The main purpose of the ANOVA was to indicate the onset of the
contralateral dominance of the CNV, which should be characterized by a significant
Hemisphere x Response-side effect or higher order interactions including those two factors.
Significant interactions were clarified by breaking them down into simple effects.
Greenhouse-Geisser corrected degrees of freedom were used for factors comprising more
than two levels (Vasey and Thayer 1987). In a second ANOVA CNV4 early (500-600 ms
post-WS) and late waves (100-0 ms pre-RS) were compared.
The spatial dimension of the grand average CNVs was investigated by calculating
Surface Potential (SP) maps after Perrin et al. (1989, 1990) at selected latencies. The
potential distribution is used to estimate the location, orientation and relative moment in
equivalent dipole models (§2.4).
6.3.5. Spatiotemporal dipole modelling.
The main analysis consisted of building a spatiotemporal dipole model of the CNV
with ISIs of either 1 or 4 s preceding left or right, finger or foot responses respectively. In
a spatiotemporal dipole model active sources are represented by equivalent or vector-sum
current dipoles, with a time-varying moment representing the time-course of activation (§2.4,
Scherg and Picton 1991). These models were built using the BESA 1.9 software (Scherg,
1989). This program uses average-referenced data and requires to reduce the sample-rate to
40 Hz, after digital anti-aliasing filtering at 10 Hz (-24 dB/octave).
The most straightforward approach, i.e., directly optimizing the models of Figure
5.10 (p. 94, which include dipoles for both the SPN and the RP) for the present data led to
physiologically irrelevant models (§2.4.6) with interfering dipoles. Next, a sequential fitting
strategy was employed which started from less complex models. The choice to start with
modelling the late wave of the CNV4 with finger reactions was motivated in the following
way. First, spatiotemporal dipole modelling is expected to be more efficient if source activity
is better separated in time. Therefore I started analyzing CNV4 data. Second, modelling was
started with the late wave of the CNV4, because it is generally accepted that it contains (part
of) an RP and so it could be modelled analogous to the RP (Figure 3.7, p. 56). And finally,
I started with finger movements, because the RP preceding finger movements, as well as the
dipole models describing it, are better defined than foot RPs and their respective models
(Figure 4.4, p. 67).
To emphasize the faster response-locked components in the CNV late wave, EMG-
onset synchronous averages have been used initially. Because the intra-individual s.d. of the
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EMG-onsets is less than 50 ms on average, and thus 90% of the trials is shifted less than
±IOO ms, this manipulation is not expected to have a large influence on the slow RP
components or a possible SPN. This phase involved the following steps, which were executed
for left and right finger responses separately:
IH. Take the final RP model (Figure 3.7, p. 56) and delete dipole 2a because no Motor
Potential (MP) is present and this dipole merely interferes with dipole 2 (which could
not be decreased by optimization). Fit the orientations of the remaining dipoles,
keeping dipole 4 mirror-constrained on dipole 3.
2H. Fit the location parameters.
3H. Finally, fit all free location and orientation parameters, while maintaining the mirror-
constraint.
Next, models were built to describe the EMG-onset locked CNV4 preceding left and right
foot movements, respectively:
IF. Take the RP foot model (Figure 4.4, p. 67). Fit dipole orientations.
2F. Fit dipole locations.
3F. Fit all dipole parameters.
Step 3F resulted in a model with a deep and a superficial radial dipole for both left and right
foot responses. The predicted scalp potentials of these dipoles interacted a great deal.
Therefore,
4F. Delete the most superficial dipole (which gives the smallest increase in Residual
Variance or RV, i.e., the percentage of variance not accounted for) and optimize the
remaining one.
The same result was reached by starting with an arbitrary I-dipole model and optimizing its
parameters. The interval chosen for fitting the late wave ranged from 1750 to 0 ms prior to
EMG-onset. In this interval the RV was below 10% with all movements.
A model of the early wave, and the preceding NI, P2 and P3 (Figure 6.2) was also
first obtained for the CNV4 because of the good temporal separation of early and late wave,
which is not evident for CNV1• Furthermore, this model was fitted on left and right hand
data together to increase the signal to noise ratio. This was allowed because a previous
ANOVA (see §6.4.2) had indicated that there are no effects of movement related factors on
the scalp distribution of the early wave. To fit the early wave a combination of the sequential
fitting strategy (fit a dipole to each subsequent peak) and filtering (to reduce the number of
peaks) was used.
lEW. Fit a mirror-constrained pair of dipoles to the NI at 100 ms, i.e., an instantaneous
fit on one sample. The resulting model resembled the one published by Scherg and
Von Cramon (e.g. 1985). Therefore these dipoles were not optimized any further.
2EW. Digitally low-pass filter (FIR) at I Hz (-24 dB/octave) and fit two dipoles to P3 and
early wave respectively.
3EW. Add the models of the two preceding steps plus a fifth dipole to account for the P2
in the original data. Optimize the parameters of that last dipole.
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4EW. Optimize all but the Nl dipoles.
The latter model accounted reasonably for all post-WS potentials, but showed some
interference, which only increased if this model was combined with that of the late wave.
Therefore, only the dipole representing the early wave was included in later models. Its
parameters did not variate much during steps 2EW through 4EW. The reliability of its
parameters was further tested by fitting it to the early wave in the conditions where subjects
responded with their feet.
Next, the models for early and late wave were combined and fitted on the CNV4 over
the interval from 400 to 4000 ms post-WS, i.e., until the presentation of RS. Finally, the
CNV4 models were fitted on the CNV, data in the interval from 400 to 1000 ms, which ends
at RS-onset again. To test whether the SPN dipoles of the former chapter (Figure 5.10,
dipoles 5 and 6) could describe some of the remaining variance these were added to the final
CNV, and CNV4 models which were subsequently optimized.
In general, the models presented in this chapter could also be reached by slightly
different strategies, e.g., by fitting the early and late wave models on CNV, directly. If such
an alternative route sometimes gave qualitatively different results, the ones presented here
are most reliable from one condition to another and/or physiologically more relevant
(§2.4.6), because dipoles interfere to a lesser extent and assume reasonable positions, e.g.,
in the upper instead of in the lower half of the head.
An Energy Constraint was applied in all models comprising more than one dipole, to
prevent the optimization routine to accept solutions with interfering dipoles. Variance
TABLE VI.1.
MEAN (± S.D.) OF THE INDIVIDUAL AVERAGE RTs (A) AND EMO-ONSETS (B) IN ALL
CONDITIONS (N=8).
lSI (s) Left Finger Right Finger Left Foot Right Foot
I 236 ± 31 237 ± 29 272 ± 50 269 ± 47
4 260 ± 32 258 ± 31 303 ± 38 295 ± 40
RT (ms)A.
1 130 ± 9 130±9 141 ± 10 140 ± 12
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Figure 6.2. Time series representation of the grand average CNV4 and CNV] (n=8) preceding
finger (a) andfoot (b) responses, respectively. Upper panels present left-sided movements and
lower panels right-sided movements. Solid and broken lines are for potentials at precentral
electrodes over the left and right hemispheres, respectively. Channels for finger responses
(a; C3' and C4') are more lateral than for foot responses (b; Cl ' and C2'). Vertical marks
on the time-axes indicate the onsets of the Warning and Response Stimuli (WS and RS).
5.0
1.0 3.0
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Constraints were used to separate early and late waves from each other (§2.4.4, Scherg and
Berg 1991).
The spatial dimension of the models was tested by ROTs, which constitute a test on
the orthogonality of the residual waveforms of the single subjects over space and time. The
temporal dimension was tested by SOTs, which indicate in which time interval a certain
source displays significant activity over subjects. See §2.4.5 and Achim et al. (1988b, 1991)
for a more detailed description of these tests.
6.4. Results.
6.4.1. Behavioural measures.
The MANOV A on average RTs and EMG-onsets (see Table VI.I) indicates significant
main effects of lSI-length (F2.6 = 11.l5, P = .0095), Limb (F2.6 = 6.90, P = .0278) and
a significant interaction effect between lSI and Response-Side (F2•6 = 5.66, P = .0415).
From Table VI.! it can be concluded that on average the reactions with the 1 s lSI are faster
than with the 4 s lSI by 26 ms and 22 ms for RTs and EMG-onsets, respectively.
Furthermore, finger reactions are faster than foot responses by 37 ms and 14 ms for RT and
EMG, respectively. The latter difference might be explained by the peripheral conduction-
time which is about that much longer for foot responses. The larger RT difference is
probably due to mechanical differences in the manipulanda for both responses. The lSI x
Response-side interaction is very small « 1 ms for 1 s lSI and < 5 ms for 4 s lSI) and is
not supported by significant univariate tests, in contrast to the main effects.
6.4.2. Time-series and potential maps.
The grand average time-series in Figure 6.2 are based on individual averages
containing 113 ± 18 (Mean ± s.d.) trials, ranging from 66 to 147. All start with the same,
relatively fast components, N1, P2 and P3. Next follows a slow negative wave, which is
maximum at central electrodes at about RS presentation, i.e., the CNV. In the CNV4 one can
distinguish an early (from about 500 to 1000 ms) and a late component. If lateralization is
present in the CNV1 and the late wave of the CNV4 it is characterized by a contralateral
dominance for finger and a paradoxical, ipsilateral, dominance for foot movements. The RS
is followed by a P130-NI80-P220-P270-N330-P400 complex (Figure 6.3), which probably
is a summation of a visual EP, including endogenous components, and movement-related fast
transients. A comparison of stimulus-locked and EMG-onset-Iocked averages (upper and
lower panels of Figures 6.3a and 6.3b, respectively) indicates that the visual EP prevails.
Even the Motor Potential (MP), a transient negativity in the RP, with a narrow topography,
which starts just before EMG-onset and probably represents the central motor command
(§3.2), is absent. Finally, a negative slow potential develops, which peaks at about 1000 ms
post-RS (Figure 6.2). This negativity has been labelled Post Imperative Negative Variation













Figure 6.3. Time series representation of the grand average CNV. and CNV, at Cz ', precedingjinger (a)
and foot (b) responses, respectively. Upper panels present stimulus-locked averages and lower panels
EMG-onset locked ones. Solid and broken lines are for right-sided and left-sided responses,
respectively. The vertical marks in the upper panels indicate the onset of the Response Stimulus (RS),
and the average EMG-onset and RT (switch-closure) respectively. The horizontal bar at the base of
these marks indicates the interindividual s.d .. The vertical mark in the lower panels corresponds to
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The maps for left-sided responses (not shown) are almost perfect mirror-images of
those for right-sided movements (Figure 6.4). The maps of CNV4 (Figure 6.4, left part)
show that the maximum shifts along the midline from frontal (500 ms) to pre-central (1000
ms) and finally to post-central electrodes (except for left foot reactions). At the presentation
of RS the negativity extends somewhat further over the contralateral hemisphere preceding
finger reactions and over the ipsilateral one for foot reactions, respectively. The maps of
CNV, show the same phenomena (Figure 6.4, right part), be it that a frontal maximum is
only observed for right finger reactions (at 500 ms). CNV, demonstrates more clearly than
CNV4 that the CNV-distribution is sharper for foot than for finger reactions. The
lateralization is also clearer for CNV I'
The ANOV A on 100 ms bins (between 1000 to a ms prior to RS) showed the
following effects for at least two consecutive bins (Table VI.II). First the effect of lSI-length
was significant from 800 to 400 ms prior to RS, in which interval CNV4 was larger than
CNV I' Second, a main effect of Limb was found from -800 ms onwards. In this interval
CNVs were larger preceding foot than preceding finger responses. Third, the main effect of
Electrode was significant throughout, except from -800 to -700 ms. Inspection of the average
amplitudes showed that the maximum negativity is recorded at Cl' and C2' up to -200 ms,
and at C I " and C2" from -200 to a ms. The interaction of Electrode and lSI is significant
in the same interval as the main effect of lSI. Up to -600 ms the maximum negativity of
CNV, is not at central electrodes, whereas CNV4 does show a central maximum. From -600
to -400 ms CNV1 and CNV4 are maximal at precentral and post-central electrodes,
respectively. The Limb x Electrode interaction confirms that the scalp distribution of the
CNV is more central and focal preceding foot movements and more lateral and (thus)
widespread preceding finger movements. The significant interaction effects of lSI x Electrode
x Response-side and lSI x Electrode x Hemisphere, were not confirmed by 2-fold interactions
in separate ANOVAs on either CNV1 or CNV4 respectively and thus are difficult to interpret.
The pattern of results including Response-side x Hemisphere interactions, which point
to significant lateralization, is quite complex. Because the contralateral dominance preceding
finger flexions is counteracted by the paradoxical lateralization of the CNV preceding foot
responses, this effect alone is never significant. However, as expected, the Limb x Response-
side x Hemisphere (LxRxH) interaction is significant throughout and the four-fold interaction
of LxRxH with Electrode is significant from -600 ms onwards.
The significant interaction of LxRxH with lSI, together with the fact that this general
analysis integrates over all of the CNV1 and only the late wave of the CNV4, and that RxH
is only significant from -400 ms to RS for hand and throughout for foot responses, suggests
to investigate the Response-side x Hemisphere (RxH) and R x H x Electrode (RxHxE)
interactions for all four combinations of limbs and lSI-lengths separately. For CNV4 with
hand responses neither effect ever reaches significance. For CNV4 with foot responses RxH
is significant throughout (16.20 < FI.7 < 73.23). Inspection of the average amplitudes
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ms onwards. RxH is significant from -600 ms onwards (12.08 < FIJ < 44.95) and RxHxE
from -500 ms onwards (5.68 < F < 10.69, with Greenhouse-Geisser E = .27 and .25,
respectively) for CNV1 with finger reaction. From -200 ms the contralateral dominance is
evident for both Response-sides. For CNV1 with foot responses the paradoxicallateralization
starts at -400 ms (7.50 < FJ.7 < 14.30), from -300 ms onwards it is evident with both
response-sides. So, from -400 ms onwards the CNV is significantly lateralized in the
expected direction with all but the CNV4 finger responses. The exact onset of the RxH and
RxHxE effects differs with lSI, Limb and Response-side.
The second ANOV A on the CNV 4 early and late waves showed some significant
effects including the factor Component (Early vs. Late) indeed (Table VUH). The
TABLE VI. II.
SIGNIFICANT EFfECTS FROM THE ANOV A ON AVERAGE AMPLITUDES OF 10 BINS OF
100 ms DURATION PRIOR TO RS PRESENTATION. SUBSEQUENT COLUMNS DISPLAY THE
FACTOR, THE ASSOCIATED DEGREES OF FREEDOM, THE INTERVAL IN WHICH THE
FACTOR IS SIGNIFICANT (IN MS PRIOR TO RS) AND MINIMUM AND MAXIMUM F-VALUES
AND ASSOCIATED GREENHOUSE-GEISSER EPSILON AND P-VALUE, RESPECTIVELY.
FACTORS ARE lSI-LENGTH (I: I, 4 s), LIMB (L: FINGER, FOOT), RESPONSE-SIDE (R),
ELECTRODE (E) AND HEMISPHERE (H). ONLY THOSE EFFECTS ARE PRESENTED WHICH
REACH STATISTICAL SIGNIFICANCE (p < .05) FOR AT LEAST 200 ms. df: DEGREES OF
FREEDOM. E: GREENHOUSE-GEISSER EPSILON (§6.3.4).
Factor df Interval Fmin fmin Pmin Fmax fmax Pm"
(ms)
I 117 800-400 8.08 < .05 56.76 <.001
L 117 800-0 5.68 < .05 17.34 <.01
E 9/63 100-800 4.91 0.23 < .05 31.37 0.17 <.001
700-0
IxE 9/63 800-400 6.45 0.24 < .01 19.23 0.29 <.0001
LxE 9/63 500-0 5.27 0.25 <.05 7.98 0.26 <.01
IxRxE 9/63 800-600 2.24 0.19 < .05 2.32 0.18 <.05
IxExH 9/63 600-200 3.67 0.29 < .05 4.85 0.32 <.05
LxRxH 117 1000-0 6.16 < .05 79.95 <.0001
IxLxRxH 117 100-+200 8.00 <.05 11.69 <.05
LxRxExH 9/63 600-0 4.58 0.27 <.05 9.11 0.39 <.001
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Component x Electrode interaction is produced by the well-known difference in scalp
distribution of early and late waves, which show frontal and central maxima respectively.
Partial ANOVAs show that the Limb effect is restricted to the late wave (F1,7 = 13.13,
P = .0085), which is larger with foot responses. The Limb x Electrode interaction
(F = 3.45, P = .0458, E = .28, nominal df = 9, 63), which is discussed above, and the
Electrode x Hemisphere interaction (F = 3.12, p= .00451, € = .35, nominal df = 9,63)
are also restricted to the late wave. The latter interaction is due to the fact that at lateral
electrodes, where the hand responses dominate the distribution, the CNV late wave is larger
over the right hemisphere, and at more central electrodes, where the foot responses dominate
the lateralization, the late wave is larger at the left side. From Figure 6.2 it can be concluded
that lateralization of the CNV4 late wave is largest for left-sided responses. Together, this
produces the Electrode x Hemisphere x Component interaction. In contrast, the Hemisphere
effect is restricted to the early wave (F1,7 = 17.61, P = .0041), and is produced by a left-
hemisphere dominance (Figure 6.4). A left-sided dominance was also encountered for the Nl
following WS.
TABLE VUH.
SIGNIFICANT EFFECTS FROM THE ANOV A ON AVERAGECNV 4 EARLY AND LATE WAVE
AMPLITUDES. SUBSEQUENT COLUMNSDISPLAYTHE FACTOR,THE ASSOCIATED DEGREES
OF FREEDOM, EPSILON, THE F-VALUE AND THE P-VALUE, RESPECTIVELY. FACTORS ARE
COMPONENT (C: EARLY, LATE), LIMB (L: FINGER, FOOT), RESPONSE-SIDE (R),
HEMISPHERE (H) AND ELECTRODE (E). ONLY THOSE EFFECTS ARE PRESENTED WHICH
INVOLVE THE FACTOR COMPONENT AND WHICH REACH STATISTICAL SIGNIFICANCE (p
< .05). DF: DEGREES OF FREEDOM. €: GREENHOUSE-GEISSER EPSILON (§6.3.4).
Factor df E F p
C 117 16.00 0.0052
CxL 117 42.23 0.0003
CxE 9/63 0.16 26.78 0.0002
CxH 117 10.83 0.0133
CxLxE 9/63 0.32 4.65 0.0137
CxExH 9/63 0.32 6.32 0.0037
TABLE VJ.IV.
RESIDUAL VARIANCES (RV) DURING THE INTERVAL OF FIT AND RESULTS OF
ORTHOGONALITY TESTS ON RESIDUALS (ROT; THIRD COLUMN) AND SOURCE WAVES
(SOT, RIGHT COLUMN) FOR FINGER (A) AND FOOT (8) RESPONSES. THE FIRST COLUMN
GIVES THE NUMBER OF THE FIGURE WHICH GRAPHICALLY REPRESENTS THE
CORRESPONDING MODEL. THE SECOND COLUMN GIVES THE RV NOT EXPLAINED BY THE
MODEL IN % OF THE VARIANCE OF THE OBSERVED POTENTIALS (§2.4.1). FOR ROTs
CHANNELS WITH SIGNIFICANT RESLDUAL SIGNAL ARE LISTED, lNDlCATlNG FAILURE OF
THE MODEL TO DESCRIBE ALL SYSTEMATIC VARIANCE ON THAT CHANNEL. FOR SOTs
THE SOURCES WHICH FAIL TO REACH SIGNIFICANCE OVER THE ENTIRE INTERVAL OF FIT
ARE PRESENTED. THIS INDICATES THAT THE INDIVIDUAL DIPOLE MOMENTS DO NOT
SHOW SYSTEMATIC TIME COURSES (§2.4.5).
A.
Figure # of corresponding RV ROT SOT
model (%)
Sa (left finger, late wave) 3.22 FCz' -
5b (right finger, late wave) 2.20 - 3
9a (left finger, CNV 4) 2.48 - -
9b (right finger, CNV4) 1.95 - 3
lOa (left finger, CNVj) 0.82 F2' -
lOb (left finger, CNVj) 0.86 - -
B.
Figure # of corresponding RV ROT SOT
model (%)
6a (left foot, late wave) 6.76 FI' ,T4' ,Cz' ,CI" ,C2" ,C4" ,MI -
6b (right foot, late wave) 6.22 Fl' ,Cz' ,C4" -
, lla (left foot, CNV4) 5.21 FI' ,FCz' ,Cz' ,Cl" ,C2" ,MI -
lIb (right foot, CNV4) 4.84 FI' ,FCz' ,Cz' ,C2" ,Ml -
12a (left foot, CNVj) 1.56 FP4' ,Fz' ,C2" ,PCz" -
12b (right foot, CNVj) 1.92 FP4' ,FCz' ,C2" ,PCz" -
13a (left foot, CNVj) 0.68 FC2' ,Cz" -




accounting for the EMG-
onset locked CNV4 late wave
preceding left (a) and right
(b) finger responses (step
3R, see §6.3.5). Left
column: temporal activation
pattern of each dipole source
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the dipole arrow is plotted
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6.4.3. Spatiotemporal dipole modelling.
As already noted in the method section, the direct transfer of the RP and SPN models
developed in Chapter 5 (Figure 5.10, p. 94) to the present data failed, i.e., the resulting
models were physiologically irrelevant. Apart from the possibility that sources of the CNV
late wave are different from those of the RP and the SPN this might be the consequence of
the large number of dipoles in these models and the expected overlap of RP and SPN in the
present paradigm. Therefore I applied a sequential strategy, outlined in §6.3.5, which started
from less complex models with less degrees of freedom and less possibilities for interference
patterns. Figure 6.5 shows the final models for the last 1750 ms preceding EMG-onset locked
CNV4 with finger responses, i.e, the CNV late wave. Models for left (Figure 6.5a) and right
responses (Figure 6. 5b) both contain a rather deep (eccentricity about 30 %) radial dipole
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for the EMG-onset locked
CNV4 late wave preceding
left (a) and right (b) foot
responses (step 4F, §6.3.5).
See Figure 6.5 for further
legends.
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below the vertex (dipole 2) and a symmetrical pair of lateral tangential dipoles (dipoles 3 and
4)2 Those models describe 96.8% and 97.8% of the signal preceding left and right finger
responses, respectively. From Table VI.IV it can be concluded that some significant residual
is still present at Fez' preceding left finger responses. Preceding both left and right finger
flexions the lateral dipole in the left hemisphere (dipole 4) is more active than the right one.
Preceding right finger responses the dipole in the right hemisphere (dipole 3) even fails to
Dipole labels, c.q., numbers, are chosen to comply with Chapter 3, where this model stems
from. Furthermore, label "1" is reserved for the dipole describing the early wave, which is
the first to become active.
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Figure 6.7.
CNV 4 ri&ht fmger (_)
left rmcer (.... )
Spatiotemporal dipole model
accounting for the Nl
(dipoles 1 and 2), P2 (dipole
3), P3 (dipole 4) and the
CNV4 early wave (dipole 5)
evoked by WS presentation
(vertical bar on time-axis,
which extends from -500 to
+2000 ms) with both right
(solid line) and left (broken
line) finger responses (step
4EW, §6.3.5). See Figure





reach significance (Table VI.IV A). Finally, with left finger responses the SOT for dipole 3
reaches significance later than for dipole 4 (-625 versus -1275 ms, respectively). It should
be noted that the CNV4 late wave did not show Response-side x Hemisphere interactions, and
that a clear contralateral dominance of the source-waves was not to be expected.
The models for the CNV4 late wave preceding foot responses contain only one central
radial dipole (dipole 2, eccentricity about 40%, Figure 6.6). It accounts for 93.2% and
93.8% of the left and right CNV4 late wave respectively. Although the source activity is
clearly significant, the models do leave significant residuals at a number of frontal and
central electrodes (Table VI.IVB). The paradoxical lateralization, which is significant with
CNV4 foot responses according to the ANOVAs, is accounted for differently for left and
right responses respectively. With left foot responses it is produced by the location of the
dipole, which is slightly to the left. With right foot responses the dipole is also located
slightly to the left, but now the orientation is tilted somewhat more to the right. This reflects
the observed tendency of the CNV late wave to show the largest lateralization at medial
versus lateral positions, for left and right responses, respectively.
Figure 6.7 shows the final model for the early wave, resulting after step 4EW. The
symmetrical pair of dipoles near the supratemporal plane (dipoles 1 and 2) describe the Nl.
Dipole 3 loads on the P2, which could be successfully modelled (see the trough in RV at 200
ms) notwithstanding the fact that it could not be separated from the larger overlapping P3 by
filtering. The sources representing P3 and early wave (dipoles 4 and 5, respectively)
interfered to a large extent, and RV only reached the 1% level following P3- offset. Because
of this interference, which to a lesser extent also hampers dipoles 1 through 3, and which
only increased if more dipoles (representing the late wave) were added to the model, it was
decided to retain only dipole 5 for modelling the early wave in later models. In fact dipoles
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One-dipole models for the
CNV4 early wave with finger
(a) and foot (b) responses,





1 through 4 were basically silent after 450 ms and dipole 5 remained stable after removing
the other dipoles (see below). Furthermore, combining the 5-dipole model for the early wave
(Figure 6.7) with the 3-dipole models for the late wave (Figure 6.5) preceding finger
responses, would outnumber the degrees of freedom of the data.
The l-dipole model for the early wave (Figure 6.8a, compare Figure 6.7 dipole 5)
explains 85.0% of left and right finger CNV4 in the interval from 400 to 1000 ms post-WS,
versus 98.6% for the 5-dipole model. However, at 600 ms RV is lower than 2.0%. For
CNV4 with foot responses an almost identical l-dipole model was found (Figure 6.8b) which
explains 88.5% of the data from 400 to 1000 ms, and more than 95% at the trough in RV
(latency 575 ms). The latency of these troughs corresponds to P3-offset and not to the peak
of dipole moment.
The combination of the l-dipole model for the early wave (Figure 6.8a) with the 3-
dipole late wave models (Figure 6.5) already described 97.3% and 97.9% of the CNV4 with
left and right finger responses, respectively. Parameter optimization resulted in the Figure
6.9 models, which account for slightly more variance, i.e., 97.5% and 98.0%, respectively.
The ROTs were non-significant (Table VI.IVA) and the t-values were generally negative,
which indicates some over-modelling. However, all source-waves reached significance (even
dipole 3 with right finger responses was significant during the last second pre-RS, which was
not sufficient for an overall significance during the entire interval of fit). The SOTs
confirmed that the dipole model separated early and late wave on dipole 1 and dipoles 2
through 4, respectively. Dipole 1 was significantly active from 250 to at most 1500 ms post-
WS. The moment of dipole 2 became significant at about 700 ms, the moment of dipole 3
at about 3000 ms and the moment of dipole 4 at about 2000 ms. They remained significant
to at least RS onset (the latest sample tested). As previously, dipole 4 was more active, and




for the CNV4 early and late
wave preceding left (a) and
right finger (b) responses.
This model combines the
Figure 6.5 and 6.8a models.
The larger bars on the time-
axis (which extends from
-250 to +4750 ms) indicate
WS and RS onset
respectively. The smaller
bars indicate the user-
defined intervals for the
Variance Constraint
(§2.4.3). Due to this
constraint the source waves
of dipole 1 and dipole 2, 3
and 4 are largely restricted
to the early and late wave,
respectively. See Figure 6.5
for further legends.
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Just imposing the CNV4 models on the CNV1 data was not successful, RVs rose up
to 10%. However, following stepwise optimization (first of dipole orientation, next of
location and finally of all parameters) the models accounted for 99.2 % and 99.1 % of the
CNV1 with left and right finger responses, respectively (Figure 6.10). In comparison with
the starting models (Figure 6.9) all dipoles assumed more eccentric positions, e.g., dipole
2 is now at 55 % eccentricity. Furthermore, dipole 1 assumes a more radial orientation. This
might account for the less than perfect fit of the early wave over the frontal scalp, as
indicated by a significant residual at F2' with left finger responses (Table VI.IVA, ROT).
The change in orientation might be the consequence of the overlap between early and late
wave in the CNVj. Dipole 1 assumes an orientation which is less perpendicular to that of
e) CNVI lell finger
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Figure 6.10.
The optimized Figure 6.9
models with CNV} left (a)
and right finger (b) data. All
dipoles moved towards the
surface, but still are largely
restricted to the early (dipole
1) and late wave (dipoles 2,
3 and 4). The time-axis
extends from -500 to +1500
ms. See Figure 6.9 for
further legends.
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dipole 2 (the radial, late wave, dipole) and the two interfere to a certain extent (correlations
in time between source-waves of those two dipoles are -0.50 and -0.64 for left and right
finger responses, respectively). Dipoles 3 and 4 (the symmetrical, tangential, late wave, pair)
are oriented more laterally. The moment of these dipoles is very small, but significant (Table
Vl.IVA, SOT). The model still separates early and late wave. Dipole 1 is not significantly
active after 800 ms (post-WS). The other dipoles become significant after 600 ms and remain
so until RS onset. Only dipole 4 with right finger responses is already active from 425 ms
onwards. However, the source-wave is clearly consistent with a late wave, i.e., it shows a
slow increase until RS. The contralateral dominance which can be observed in the data also




for the CNV4 early and late
wave preceding left (a) and
right foot (b) responses. This
model combines the Figure
6.6 and 6.8b models. The
source waves of dipole 1and
dipole 2 are largely
restricted to the early and
late wave, respectively. See
Figure 6. 9 for further
legends.
Chapter 6




First, dipole 2 is just off midline in the contralateral hemisphere, although this is cancelled
by its orientation in Figure 6. lOa. Second, the contralateral dipole of the symmetrical
tangential pair is more active than the ipsilateral one, especially with left finger responses.
When the ipsilateral member of the lateral pair of dipoles (dipole 3 or 4) is removed
from the former models, and the parameters are optimized once again, the increase in RV
is only small (less than 1%). The remaining contralateral dipole assumes a more radial
orientation in that case. However, some residual signal remains over the ipsilateral
hemisphere in that case. This is yet another illustration that the ipsilateral dipole is only
weakly, but reliably, active.
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Figure 6.12.
The optimized Figure 6.11
models with CNV] left (a)
and right foot (b) data. The
dipoles moved towards the
surface, but still are largely
restricted to the early (dipole
1) and late wave (dipoles 2).
See Figure 6.10 for further
legends.
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After optimization the combined Figure 6.8b (early wave) and Figure 6.6 models (late
wave) describe 94.8% and 95.2% of the CNV4 with left and right foot responses,
respectively (Figure 6.11). These models leave some residual signal at a number of channels
(Table VI.IVB). Except for the one at the left mastoid (MI), the residuals are merely present
during the late wave. The SOT indicates that the early wave activity (dipole 1) ceases at
about 1500 ms. During the last 500 ms preceding RS dipole 1 becomes significantly active
again. Dipole 2 reaches significant moments from 525 ms onwards, plus at one or two




Three-dipole models for the
CNV] preceding left (a) and
right (b) foot responses. The
contralateral dipole 3 could
account for the paradoxical
lateralization of the CNV
preceding foot responses.
See Figure 6.10 for jurther
legends.
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After optimization the previous models account for 98.4 % and 98.1 % of the CNV I
with left and right foot responses, respectively (Figure 6.12). The residuals which remain on
two frontal and two post-central electrodes (Table VI.IVB) are only significant during the
second half of the lSI. Dipole 1 (early wave) is significant from 400 to 625 ms and dipole
2 (late wave) during the entire interval of fit. In these models dipole 2 is at midline, with its
orientation slightly pointing to the ipsilateral hemisphere (azimuth about 2°).
An attempt to improve the previous solution by adding one extra (radial) dipole,
which was motivated by the foot-RP model (Figure 4.4, p. 67), was successful. Optimization
of a model with one regional source (a system of 3 orthogonal dipoles; §2.4.6) resulted in
models which describe 99.3% and 99.2% of the left and right foot CNV1, respectively
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(Figure 6.13). With left foot responses some significant residuals were still present at two
channels during the second half of the lSI. In these models dipole 1 assumes a more radial
orientation and is more active, though not significantly, during the later part of the
foreperiod. Dipole 3 is comparable to dipole 1 in the foot-RP model (Figure 4.4) and
probably represents the edge of the lateral and mesial contralateral motor cortex, i.e., the
foot motor area. This dipole is significantly active during the second half of the lSI and
produces an ipsilateral preponderance in the predicted scalp potentials. However, if this
model is tested on the CNV4 dipoles 1 and 2 are severely distorted and assume still deeper
locations. Furthermore, dipole 3 moves towards the ipsilateral hemisphere for right foot data.
In this sense the Figure 6.13 model is instable.
The final CNV models (Figures 6.9 through 6.12) were explicitly tested for the
presence of an SPN by adding the model for the pre-feedback SPN (Figure 5.10, p. 94,
dipoles 5 and 6) and optimizing the models one again, with and without a mirror constraint.
However the added dipoles either assumed physiologically irrelevant positions at the outer
border of the sphere, or interfered with the other dipoles.
6.5. Discussion.
In this chapter spatiotemporal dipole models are presented for the CNV, with
foreperiods of one and four seconds, and RS calling for a left or right, finger or foot
response. A combination of separate models for the early and late wave proved sufficient for
describing the CNV4, where both waves are separated in time, as well as the CNV!, where
both components overlap considerably.
The comparison of the present models with those presented in the previous chapters
should learn whether the CNV model is a summation of the ones previously presented for
the RP and for the pre-feedback SPN. Contrary to expectation (Rohrbaugh and Gaillard
1983) the present model for the late wave does not comprise the full RP model. Although
in modelling the late wave I set out from models for the RP for finger (Figure 3.7, p. 56)
and foot movements (Figure 4.4, p. 67) respectively, the resulting models were qualitatively
different. In fact the data already differed to some extent. First, no MP was present in the
late wave, even not after EMG-onset locked averaging. The same result is reported by
Gaillard (1978) and Van Boxtel (in preparation). Van Boxtel (in preparation) further notices
that lateralization only starts after EMG-onset, which is one of his arguments for refuting the
conclusions of Rohrbaugh and Gaillard (1983). Second, in comparing CNV4 with the RP
(Chapters 3 and 4) lateralization is smaller for hand (to the point of being absent) and larger
for foot responses. For CNV! lateralization starts around 500 ms, as for the RP. Finally,
CNV amplitudes are between 1 and 2 p.V larger than the NS' (compare Figures 3.3, p. 50
and 4.2, p. 64, with 6.4), which confirms observations from experiments where both are
recorded either separately (Kristeva et al. 1987) or in one and the same condition (Brunia and
Vingerhoets 1981). In the dipole models for the late wave preceding hand responses (Figures
6.5, 6.9 and 6.10) these differences are reflected in the absence of the lateral, radially
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oriented, dipoles representing MP and NS', i.e., dipoles 2a and 2 of Chapter 3, respectively.
Instead, most variance is accounted for by a radial dipole underneath Cz (dipole 2). A
comparable dipole accounts' for the CNV with foot responses (Figures 6.6, 6.11 and 6.12),
which could only be complemented successfully by a superficial radial motor cortex dipole
(compare Figure 4.4, dipole 1) for the CNVj (Figure 6.13, dipole 3).
The main issue addressed by this thesis is whether these differences between CNV
and RP are due to the activity of extra sources, related to stimulus anticipation, i.e., whether
those differences can be explained by summation with an SPN. The models presented above
in Figures 6.9, 6.10, 6.11 and 6.13 show large consistency in location, orientation and
source waves of dipoles 1 and 2, and, with the exception of Figure 6.11 (CNV4, foot
responses) and 6.13a (CNV!> left foot), do not leave significant residuals (Table VI.IV).
Furthermore, if the SPN model (Figure 5.10, p. 94, dipoles 5 and 6) is added to the present
models it does not improve the present solution. Although this was to be expected because
of paradigmatic differences (Brunia et al. 1993, Damen and Brunia 1994), the models did
also not improve after optimizing them once again. This constitutes another illustration of the
fact that the present models (Figures 6.9 through 6.13) accounted for all systematic variance.
Only the activity of a very posterior generator might not have been recorded with the present
electrode montage. However, a possible pre-RS SPN is expected to produce a centroparietal
or frontal maximum (Van Boxtel and Brunia, in press).
This implies that the main issue comes down to the interpretation of dipole 2, because
this dipole differentiates between the models of the CNV late wave and the RP. In Chapters
3 and 4 it was concluded that the generators of the RP reside within the primary motor cortex
(MI). So, if the CNV late wave is functionally equivalent to the RP, its generators should
at least stem from the motor cortex, if not be identical. Whereas the central location of dipole
2 makes it quite probable that it represents generator(s) in one of the sensorimotor cortices,
MI is not a likely candidate. Several authors have demonstrated, as we did in Chapters 3 and
4, that the somatotopical organization of MI can be observed in the RP or its magnetic
counterpart (Cheyne et al. 1991, Walter et al. 1992). This is at variance with the present
invariant location of dipole 2 with both left and right finger movements. Furthermore, it
should be noted that dipole 2 in the present models for the CNV preceding foot movements,
is deeper than the dipoles in the spatiotemporal model for the foot RP (Figure 4.4, p. 67).
The validity of the argument that dipole 2 is not representing solely MI is strengthened by
two observations. First, the activation of a much weaker source was observed, which did
comply to the somatotopic organization of MI and which probably is in the posterior wall of
MI (dipoles 3 and 4, see below). Thus, if a lateral radial source in MI had been present,
there was ample chance that it would have been observed. Second, two experiments are being
compared which share the same experimental set-up with respect to, amongst others,
response manipulanda, electrode montage, data treatment and modelling strategies. This
ensures the validity of the comparison.
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The present dipole 2 does not represent the Insula Reili, or whichever source is
represented by the SPN dipoles in the previous chapter (Figure 5.10, dipoles 5 and 6). There
is a reasonable chance that activation of a frontotemporal source would have been recorded
with sufficient detail to be represented by a separate source with the present electrode set-up
(Figure 6.1 compare Figure 5.2, p. 76). Furthermore, it is improbable that activation of the
primary or secondary, visual or auditory cortex would be represented by dipole 2. In
conclusion, dipole 2 is probably not related to (preparation for) sensory processing and does
not generate an SPN.
In contrast to what is the case with the RP, there is not much invasive or animal
research into the CNV. The work by Tanji (e.g. 1987) and in the CNRS in Marseille (e.g.
Riehle and Requin 1993), which deals with the output of single neurons, is difficult to
translate into post-synaptic (macro) potentials (§2.5.3). The work of Sasaki and Gemba
(reviewed in 1991) on transcortical potentials is more informative in this respect. According
to these authors the cortex anterior to the sulcus arcuatus, around the sulcus principaZis, is
activated during the foreperiod of a reaction time task, and not preceding self-paced
voluntary movements. According to Goldrnan-Rakic (1987) this area corresponds to area 46
in man and it would be reasonable to assume a source in the prefrontal association cortex on
this base. This also complies with data on single cell recordings and lesion studies (Fuster
1981). Given that the present electrode montage covers the frontal scalp it is improbable that
such a source would be absent from a sufficient model. It is also improbable that such a
source would be represented by the present dipole 2.
Transcortical potentials probably are the invasive measure which comes closest to
scalp potentials, because they also integrate current flow in the radial direction, and at the
same time are insensitive to distant sources (§2.5.3). However, as with the RP (Chapter 3),
data on transcortical potentials in monkeys cannot be translated directly into spatiotemporal
dipole models for human ERPs, as I implicitly assumed in Chapter 3 like for example Brunia
(1987, 1988). This might be due to either a difference in sensitivity of the methods (compare
the large motor cortex potentials with those from the other areas in Sasaki and Gemba 1991,
their Figure 11) or to phylogenetic differences.
As noted before, dipole 2 probably stems from sensorimotor cortex. Above the
possibility that it represents activation of MI was excluded, because of the lack of influence
of somatotopical manipulations. Only response-side has a negligible influence on the
orientation of dipole 2. The same reasoning applies to the primary somatosensory cortex,
which leaves us with the Supplementary Motor area (SMA) and the pre-motor cortex (PM),
the mesial and lateral parts of area 6 respectively. Functionally PM, which is shown to be
active in visually guided and externally triggered movements, is a better candidate than the
SMA, which is mainly active with internally cued movements (Goldberg 1985). If dipole 2
would be interpreted as representing the SMA, the present pattern of results, i.e., the SMA
being active during the CNV and silent during the RP, would be in conflict with the large
body of evidence reviewed by Goldberg (1985). The arguments which could explain such
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negative result for the RP, i.e., the geometry of the SMA and the use of (too) simple
movements or an inappropriate electrode set-up, would also apply to the present experiment.
Furthermore, the cortical surface of the SMA is 6 times smaller than that of MI, and it has
a somatotopical representation as well, i.e., only part of it becomes activated with a given
movement (Ikeda et al. 1993). Finally, at least part of the potentials generated in the SMA
cancels at the scalp (Lang et al. 1991a), which makes it extremely unlikely that the SMA
accounts for as much of the signal as dipole 2 does in the present experiment (see §4.5 also).
Remains the possibility that dipole 2 represents activity of PM, which is merely
activated with externally cued movements (Goldberg 1985). Even in a simple forewarned RT
task the timing of the response is externally cued. From the modelling point of view it is
important that PM is generally found to be activated bilaterally preceding unilateral
movements (Sasaki and Gemba 1991, Roland et al. 1980). Furthermore, according to Kurata
(1993) the dorsomedial part of PM is related to movement preparation and the ventrolateral
part to the execution of visually guided movements. It is conceivable that bilateral activation
of the dorsomedial PM is represented by dipole 2. This hypothesis was testes by modelling
such activity in PM as a precentral sagittal chain of equally active radial dipoles. If the
resulting forward field was represented by one dipole only (like dipole 2 in the present case),
sufficient fits (RV < 5 %, in the absence of any noise) were obtained only if the angle
subtended by the chain of dipoles in the forward calculation was less than or equal to 60° ,
i.e., 30° over each hemisphere'. However, the eccentricity of the dipole in the inverse
solution was 70% in that case, which is more superficial than the present dipole 2. When the
dipole in the inverse solution was at an eccentricity of 50%, the angle subtended by the
coronal chain was 120°, but RV had risen to about 25 %, and a 2-dipole solution was
concluded to (RV = 2.5%). When the latter sagittal chain was fitted to the CNV1, RV was
20.3 % (for left and right finger responses together) and the central dipoles plus the one over
the hand motor areas were most active. Intermediate dipoles and more lateral dipoles were
basically silent. In conclusion, unless the geometry of PM is as complex as to preclude a first
approximation by a sagittal chain of dipoles, it is unlikely after all that dipole 2 represents
mainly activation of PM. Because other candidates were also improbable at second sight, it
seems most warranted to conclude that dipole 2 is at the centre of gravity of a complex
multiple source configuration, which most probably includes both primary and secondary
motor areas.
The interpretation of the other dipoles describing the late wave, dipoles 3 and 4
(Figures 6.5,6.9,6.10 and 6.13), is more straightforward. In case of finger responses the
location and orientation of dipoles 3 and 4 corresponds with that of the same dipoles
Angles are reported with respect to the BESA coordinate system, where the azimuth of the
prefrontal, temporal and occipital electrode positions of the international 10-20 system is
defined as 90° (Table II.I, p. 28). See Boeker et al. (1994) for conversion to other commonly
used coordinate systems.
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representing the symmetrical part of the RP (BP,y"J in earlier models (Figures 3.7, p. 56 and
5.7, p. 88). Because the same dipoles have also been described for the RP and its magnetic
equivalent (Cheyne and Weinberg 1989, Kristeva et al. 1991, Batzel et al. 1993, Toro et al.
1993) combined with MRI (Cheyne et al. 1991, Walter et al. 1992, Thatcher et al. 1993),
the conclusion that those dipoles represent activation of the posterior wall of the precentral
gyrus (MI) is supported by sufficient evidence. With foot movements, their equivalent
(Chapter 4, dipole 2) is probably accounted for by the orientation of the present dipole 2
(Figure 6.11). Alternatively the activation of the mesial part of the posterior wall of MI
might be represented in the source wave of dipole 1, which is again significantly active at
the end of the 151(Figures 6.11 and 6.12). Dipole 3 (Figure 6.13) is interpreted to stem from
the crown of MI, at the edge of its lateral and mesial surface, in analogy with dipole 1 in the
model for foot RPs (Figure 4.4, p. 67). With both limb movements the activity in these
dipoles contributes to the lateralization of the CNV late wave, which should be expected for
sources in MI.
In conclusion, the sources of the CNV late wave only partly overlap with those of
the RP (dipoles 3 and 4) and most probably stem from motor areas only (dipole 2), i.e., they
do not include sources in visual sensory or association areas, which might have been related
to stimulus anticipation. This implies that the main hypothesis of this thesis, that the CNV
late wave would be a summation of an RP related to motor preparation and an SPN related
to stimulus anticipation, has to be rejected.
Dipole 1, representing the early wave (Figures 6.7 through 6.13), lies in the same
region as dipole 2, but is (more) tangentially oriented. This is yet another illustration that a
source need not be located under or in the vicinity of the observed scalp maximum (which
would be more frontal). It is not very probable that the early wave stems from motor areas
as was concluded for dipole 2, because this component is insensitive to movement parameters
like moving limb, response side (see ANOVA results) and RT (e.g. Rohrbaugh and Gaillard
1983, Backer et al. 1989). Repeating the same forward simulation as for PM, but now with
a sagittal chain of tangential antero-posteriorly oriented dipoles, it was observed that the
resulting potentials could be represented by one tangential dipole, even if the chain subtended
up to 1600• So the present dipole 1 could, in principle, represent compound activity from
tangentially oriented cortex in the parietal association and temporal auditory cortices. The
present electrode montage is not well-suited to test this hypothesis. It purposefully extended
more rostrally than caudally, to test the hypothesis of a frontal generator for the early wave.
Although the possibility that dipole 1 represents compound activation of the frontal
association areas and the temporal cortex cannot be totally excluded, this is improbable given
the resolution of the present electrode montage at the frontal scalp.
The second question addressed by this chapter was whether the CNV 1 is composed
of an early and a late wave, which overlap in time. The sources of the CNV4 could be
unequivocally ascribed to either early or late wave (Figures 6.9 and 6.11). The CNV1 models
included basically the same sources (Figures 6.10 and 6.12, respectively). Following the ERP
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evoked by the presentation of WS, it is evident from the source waves and the SOT that
dipole 1 tends to be active during the early part of the 1 s lSI, dipole 2 during its entire
length and dipole(s) 3 (and 4) during the late part. In this way CNV1 is separated in an early
and late wave in exactly the same way as the CNV4. This is an elegant demonstration of the
conclusion which was already drawn implicitly by Loveless and Sanford (1974) and which
has been supported by PCA of CNV 1 data as well (Donchin et al. 1977, Donchin and Heffley
1978, Rohrbaugh and Gaillard 1983). So, in this case the functional (Donchin et al. 1978)
and neurophysiological descriptions of components (§2.1) lead to convergent conclusions.
The second ANOVA, on CNV4 early and late waves, is informative with respect to the
functional interpretation of both components. The early wave was shown to be larger over
the left hemisphere, as was the Nl (see Haagh and Brunia 1985 also). Although I am unable
to explain those effects, they suggest that the early wave can be influenced by characteristics
of WS which also influence Nl. The early wave was not sensitive to movement parameters.
Vice versa, the late wave was only influenced by movement parameters (response-side and
target limb) and did not show WS-related effects. This confirms the conclusion of Rohrbaugh
and Gaillard (1983) that the early and late wave are related to WS and the response,
respectively.
PCA of the CNV in longer foreperiods (e.g. 6 seconds) frequently resulted in 3
components, the third one describing negative potentials in the middle of the lSI (e.g.
Lutzenberger et al. 1981). However, this component was never related to experimental
effects, and was consequently interpreted to describe variance in CNV amplitudes between
subjects and electrodes. This is another illustration that PCA has no necessary physiological
relevance (see also Boeker and Van den Berg-Lenssen, in press). In contrast, the first two
PCA components could be related to the early and late waves and did vary appropriately with
experimental variables, i.e., they described intra-individual variance. Those results converge
with the present dipole models.
In contrast to the earlier chapters on the RP and SPN, it must be concluded that the
main dipoles describing the CNV early and late waves (dipoles 1 and 2, respectively, Figures
6.9 through 6.13), cannot be connected to a specific neuroanatomical source. The relatively
deep location warrants such a conclusion. The early wave is probably generated by
compound activity in the parietal association and temporal auditory cortices. This should be
investigated with an electrode montage which covers the back of the head combined with
experimental manipulations of (e.g., the modality of) WS. The late wave model includes the
generators of the BP,ym(dipoles 3 and 4), but not those of the NS' and the MP (which is also
absent from the data). As in the case of the RP, the contribution of those dipoles (dipoles 3
and 4) is rather weak, and most of the CNV late wave seems to be generated outside the
primary motor cortex. Because MI is regarded as the main generator of the RP (Chapters 3
and 4), it is concluded that the CNV late wave differs considerably from the RP (versus
Rohrbaugh and Gaillard 1983). At the same time, dipole 2, and the late wave for that matter,
is probably motor in nature, because it is influenced by movement parameters. Motor
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preparation obviously plays a role during the foreperiod. There were no indications of an
SPN related to stimulus anticipation though. Finally, CNV, could be separated in an early
and late component related to WS and the response, respectively, just as CNV4.

7. Summary and conclusions.
The main goal of the present thesis is to provide spatiotemporal dipole models for,
and provide insight in the neurophysiological generators of, a number of slow cortical
potentials, which were recorded in three separate experiments. In Chapter 1 it is concluded
that these potentials probably reflect preparation: a process which precedes processing of
stimuli and responses, and makes it faster and/or more efficient. The first slow potential
which is addressed is the Readiness Potential (RP; Chapters 3 and 4), This is a slow negative
potential, with a central maximum, which develops from about 1 s before a voluntary self-
paced movement onwards (Kornhuber and Deecke 1965). From its timing, the paradigm and
the effects of movement-parameters (like target limb and movement-side) it is concluded that
the RP reflects motor preparation. The next Chapter (Chapter 5) describes the Stimulus
Preceding Negativity (SPN) prior to a stimulus which provides Knowledge of Results (KR)
on a time estimation task (Damen and Brunia 1987a). Initially, the SPN was thought to
reflect stimulus anticipation (Brunia 1988). Finally, Chapter 6 treats the Contingent Negative
Variation (CNV; Walter et al. 1964), which is recorded in a forewarned Reaction Time (RT)
task, between a Warning Stimulus (WS) and a Reaction Stimulus (RS) followed by a motor
response. The main research question is whether the CNV reflects both motor preparation
and stimulus anticipation, i. e., whether the CNV is a summation of the RP and the SPN.
This question achieved much attention over the last 30 years (§5.2, e.g., Simons et
al. 1979, Rohrbaugh and Gaillard 1983, Ruchkin et al. 1986, Damen and Brunia 1994, Van
Boxtel and Brunia, in press, Van Boxtel, in preparation). It is generally accepted that the
CNV reflects motor preparation and includes an RP. The main approach taken in these
studies, to investigate whether an SPN (or non-motor CNV) is also present, was either to
demonstrate the existence of a CNV outside an RT paradigm, or to demonstrate variations
in CNV amplitude as a function of the RS which are independent of response processing.
The present thesis takes a different approach. The RP, SPN and CNV are recorded
in standard paradigms, with only basic experimental manipulations (movement-side, moving
limb and modality). The question whether the CNV is a summation of the RP and the SPN
is restated as whether the neurophysiological generators of the CNV include those of the RP
together with those of the SPN (§1.5). In Chapter 2 it is demonstrated that the spatial
distribution of the potentials at the scalp depends on the location of its sources, and on the
preferred direction of the pyramidal cells within these sources. The sources can be modelled
by equivalent dipoles (§2.3.1). The surface potentials generated by a dipole in a sphere can
be calculated (§2.3.2). Inversely, the location and orientation of equivalent dipoles can be
estimated from the scalp potentials by an iterative procedure, which minimizes the difference
between the observed potentials and the model prediction (§2.4). In spatiotemporal dipole
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variant estimates of the dipole moment, which represent the time-course of activation of the
sources (§2.4.2). The inverse solution is not unique (§2.4.4). However, strategies are
employed which increase the probability that the resulting model is physiologically relevant
and the models are tested against a priori knowledge (§2.4 and 2.5).
The main results of the present thesis are summarized in Figure 7.1, which represents
the final spatiotemporal dipole models for RP, pre-KR SPN and CNV, respectively. Shown
here are the conditions which include movement of the right index finger or foot (Figure
7.1b). Models for data recorded with left-sided movements are basically mirror images of
the ones presented here (see Chapters 3 through 6). Differences between models for
potentials related to finger and to foot movements can be explained by the different locations
of the representation of both limbs in the primary motor cortex (MI, see Figure 1.2, p. 7,
for the location of the different motor areas), which are in the lateral and medial part of the
precentral gyrus respectively (see below and Chapter 4). Below I will only repeat the main
arguments which are involved in the interpretation of Figure 7.1, which is summarized in
Table VII.!. For a more detailed discussion the reader is referred to the concluding
paragraphs of the preceding Chapters 3 through 6.
All dipoles in the RP model (Figure 7.1a) are interpreted to represent activation of
MI. From direct epicortical recordings Neshige et al. (1988) also concluded that MI is the
main generator of the RP. The bilaterally symmetrical tangential dipoles 3 and 4, which are
the first to become active and probably generate the symmetrical part of the RP (BPsym, see
Figure 3.1 and §3.2 for a description of the various RP segments), were interpreted to stem
from the posterior wall of MI. These dipoles were also detected by MEG registrations
(Kristeva et al. 1991). Dipoles 2 and 2a probably represent activation of the crown of MI.
The deeper dipole (dipole 2), which becomes active at the onset of Negative Slope (NS'), is
interpreted to represent a large cortical area. Dipole 2a represents a smaller area, which
Figure 7.1. Spatiotemporal dipole model accounting for the RP with right finger (a) and
foot (b) movements, the auditory pre-KR SPN (c) and the CNV4 (d). Left
~ column: temporal activation pattern of each dipole source in arbitrary units,
the so-called source waves. Positivity in the direction of the dipole arrow is
plotted upwards. The larger vertical bars on the time-axes (which are not the
same in all panels) indicate the onset of the response (a and b and c), the KR
stimulus (c, second bar) or WS and RS (d) respectively. The smaller bars
indicate the intervals for the Variance Constraints (§2.4.4). The head
diagrams represent perpendicular projections of the location and orientations
of the corresponding dipole sources, smaller dots indicate electrode positions.
The lower part of the middle column shows both the average Residual
Variance (RV) over the fit-interval and its evolution over time on a logarithmic




NEUROPHYSIOLOGICAL INTERPRETATION OF THE SPATIOTEMPORALDIPOLE MODELS OF THE
RP, PRE-KR SPN AND CNV (SEE FIGURE 7.1). NOTE THAT DIPOLES 2, 3 AND 4 OF THE SPN
MODEL IN FACT CONCERN MAINLY PRE-MOVEMENT POTENTIALS. MI: PRIMARY MOTOR
CORTEX, PM: PREMoTOR CORTEX, cr: CROWN, pw: POSTERIOR WALL, Ins. R.: INSULAE
REILI, ?: NO PHYSIOLOGICAL INTERPRETATION, -: NOT APPLICABLE.
Dipole # RP pre-KR SPN CNV
(7.1a,b) (7.1c) (7.1d)
1 (mirror of 2) - ?
2 MI (cr) MI (cr) MI+PM?
2a MI (cr) - -
3&4 MI (pw) MI (pw) MI (pw)
5&6 - Ins. R. -
7 - ? -
generates the Motor Potential (MP). A similar RP dipole model was constructed by Batzel
et al. (1993). The present model supports his conclusion that in general the Supplementary
Motor Area (SMA) does not contribute much to the scalp recorded RP (§4.5 and 6.5). This
needs not imply that the SMA is not involved in preparation for self-paced movements
(Goldberg 1985), because not all brain activity affects the scalp potentials (§2.3 .1).
Figure 7.1 b presents the dipole model for the RP preceding foot movements.
Compared with finger RPs (Figure 7 .1a) the dipoles moved medially, as was to be expected
because of the somatotopical organization of MI. As a result the dipoles are closer together
and the model shows less details, because of a limited resolution (§2.5.1). An important
aspect of this model is that it supports the hypothesis that the commonly observed ipsilateral
dominance of the foot RP (e.g. Brunia and Van den Bosch 1984) is generated by a
contralateral source, i.e., the edge of the lateral and mesial part of MI, represented by dipole
2.
The model for the potentials recorded in the time-estimation-with-KR task (Figure
7.1c) can be divided into two parts. Dipoles 2 through 4 represent the pre-movement
potentials, which were descriptively labelled as Movement Preceding Negativity (MPN) in
Chapter 5. Because of the resemblance between the present models for RP and MPN it is
concluded that the MPN recorded in the SPN experiment is equivalent to the RP. The loss
of detail in Figure 7.1c (dipoles 2 through 4) compared to Figure 7.1a is explained by the
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sparser coverage of the central scalp in the SPN experiment, as compared to the RP
experiment (compare Figures 3.2, p. 47, and 5.2, p. 76). The pre-KR SPN itself is mainly
generated by a bilateral pair of sources in the frontotemporal cortex (dipoles 5 and 6),
hypothetically within the Insulae Reili (§5.5). If that hypothesis were to hold, then the
functional interpretation of the SPN is probably an affective/motivational one (Mesulam and
Mufson 1985). Such interpretation is strengthened by the fact that most experimental
conditions in which an SPN or non-motor CNV can be recorded have a strong
affective/motivational valence (Simons et al. 1979, Ruchkin et al. 1986). Finally, the model
for the SPN data includes a dipole (dipole 7) which represents most of the power in the late
positive peaks following the response (P418) and the KR stimulus (P568; Figure 5.11, p. 95)
respectively. Because the P418, which has a parietal maximum, returns to baseline very
slowly (see the source wave of dipole 7), the summation of its descending limb with the
(frontally generated) SPN, could be at the basis of the different SPN waveforms over the
frontal and parietal scalp. This refutes the hypothesis put forward by Damen and Brunia
(l987a) and Brunia and Damen (1988) that the SPN has two separate generators, an anterior
and a posterior one.
Figure 7 .ld presents the model for the CNV4 (i.e., the CNV recorded during an inter
stimulus interval of 4 s duration). The main hypothesis addressed in this thesis states that the
CNV late wave is a summation of an RP with an SPN. Would this be true then the CNV
model would resemble the Figure 7.1c model which includes a model for both RP and SPN,
be it that for the CNV the source waves would overlap in time. In fact the resemblance
between the Figure 7.1 c and 7.1 d models is restricted to the bilateral tangential pair of
dipoles representing MI (dipoles 3 and 4). When the 7.1c dipole parameters are optimized
for the CNV, the resulting models are physiologically irrelevant (see §2.4.5 for criteria). An
important characteristic of dipoles 2 and 2a which remains hidden in Figures 7.la, 7 .Ic and
7 .ld is that their lateral position is affected by movement-side for the RP (Figure 3.4, p. 52
- dipole 1 vs. dipole 2 -, Figure 3.5, p. 54 and Figure 5.10, p. 94) but not for the CNV
(Figure 6.9, p. 122). This result strongly supports the conclusion that for the RP dipole 2
represents activation of MI. By the same token it must be concluded that dipole 2 of the
CNV model mainly reflects active sources outside MI. Its depth and its central location,
radially under the vertex, suggest that it represents the activation of multiple sensorimotor
areas, which for functional reasons presumably include the PreMotor cortex (PM; §6.5).
Finally, dipole 1 (Figure 7.1d) represents the compound activity of the
neuroanatomical sources of the CNV early wave. Except for the fact that it reflects
characteristics of WS (§6.5, Rohrbaugh and Gaillard 1983) this phenomenon is not well
understood. Therefore, it was generally believed to be generated by the frontal cortex, where
its maximum amplitude is observed. With the present electrode-montage a frontal generator
would presumably be represented by a frontal dipole, which it is not. Definite conclusions
await further experiments, with other electrode montages and experimental manipulations of
WS.
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In conclusion, the sources of the CNV late wave are not a summation of those of the
RP and an SPN. Under the present experimental and recording conditions (of which the
electrode montage is of particular importance) there is no indication of an SPN or any non-
motor source within the CNV (§6.5). However, we cannot support the conclusion of
Rohrbaugh and Gaillard (1983) either. The CNV late wave is also not identical to the RP.
As noted above (see §6.5 also) only activation of the posterior wall of MI contributes to both
the RP and the CNV (dipoles 3 and 4). Besides MI the neurophysiological basis of the CNV
presumably also involves PM (§6.5, Goldberg 1985), whereas the SMA is activated
preceding self-paced movements (Ikeda et al. 1992, 1993), but it is doubted whether this
activation contributes to the scalp recorded RP (§6.5). Furthermore, the crown of MI is
involved differentially in both paradigms. There are strong arguments to suppose that the MP
is generated in MI (Arezzo et al. 1977). When the CNV is averaged time-locked on EMG~
onset no MP is present (Figure 6.3, p. 112), although this component is part of the EMG-
onset locked RP (Figure 3.1, p. 44).
As noted in Chapter 1 the research described here might give a new impulse to 30
years of research on slow potentials by making inferences about their neurophysiological
basis. This was partly accomplished, although future research is needed where it was not
possible to attach physiological relevance to some dipoles (Table VII.I). By comparing the
present RP model with results from more invasive studies into movement-related brain
activity it was concluded that spatiotemporal dipole modelling (at least in this case) provides
a valid description of the neurophysiological basis of slow cortical potentials recorded at the
scalp (§3.5). Furthermore it was concluded that besides being non-invasive, spatiotemporal
dipole modelling can also extend conclusions from intracerebral recordings. It also generates
new hypotheses. For example, the relative eccentricities of dipoles 2 and 2a and their source
waves (left part of Figure 7 .la) suggest lateral inhibition of the small focal representation of
the index finger (dipole 2a) on the surrounding cortex (dipole 2). When two fingers are
flexed together, lateral inhibition might increase and RP amplitudes decrease, as was
observed by Kitamura et al. (1993) indeed.
The validity of the model for the pre-KR SPN (Figure 7.lc) is not established yet.
The hypothesis that it is generated in the insular cortex is quite specific however and it would
be worthwhile to test this directly by using functional brain imaging techniques, where the
inverse problem is more easily solved and shows a lesser degree of non-uniqueness (e.g.,
PET). Dipole 7, probably representing the P300, is far too deep to be interpreted
physiologically (§2.3.1).
Dipole 1 in Figure 7.ld, which represents the CNV early wave, illustrates that an
ERP need not be generated by the cortex directly underneath the scalp maximum (which is
frontal). Dipole 2, which in the CNV-model probably represents multiple motor areas, could
probably be split up by appropriate experimental manipulations which shift the balance
between the activation of its constituent sources. PM for example could be activated
preferentially by a tracking task (Goldberg 1985, Kurata 1993).
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Up to now the reliability of the models was largely ignored or only the reliability of
dipole locations (e.g., Toro et al. 1993) or the source waves (e.g., Botzel et al. 1993) was
assessed in a qualitative way. Reliability is a necessary condition for validity and low values
of the cost-function, the Residual Variance (RV; §2.4.1), are no guarantee for reliability
(Achim et al. 1991). The reliability of the present spatiotemporal dipole models was assessed
in several ways. The first criterion was qualitative. Some aspects of the models were
expected to be insensitive to the experimental manipulations. This was tested by comparing
models for the same potential under different conditions or even in different experiments (as
for RP and MPN). Second, the interindividual reliability of the models was tested
quantitatively by combined use of the Residual and Source wave Orthogonality tests (ROT
and SOT; §2.4.5, Achim et al. 1988b, 1991). In this way it was possible to assess whether
a model including Slotdipoles explained either more noise or more signal than a model with
Stol-1 dipoles. It is strongly recommended that in the immediate future researchers also
address the spatiotemporal patterns of the residuals quantitatively, and later on develop an
alternative cost-function, in which the residual is not collapsed over electrodes and points in
time.
The above conclusion that the CNV late wave does not include an SPN, implies that
stimulus anticipation only plays a minor role during the foreperiod of a forewarned Reaction
Time (RT) task and in explaining the RT benefit due to presentation of a Warning Stimulus
(WS), provided that the SPN reflects stimulus anticipation (§1.4.2). If stimulus anticipation
is instrumental in preparing more efficient stimulus processing (apart from the mere
expectation that a stimulus will be presented soon), it would indeed be reflected in a slow
(negative) potential, according to the threshold regulation theory (§1.3, Rockstroh et al.
1989a, Birbaumer et al. 1990). However only certain informative stimuli seem to be
preceded by an SPN (Damen and Brunia 1994). Brunia (1988, 1993b) proposed that stimuli
which are preceded by an SPN are those which are related to past events. In this thesis it was
concluded from the interpretation of the pre-KR SPN dipole model (Figure 7 .lc) that it is
the affective/motivational content of a stimulus which determines whether or not it is
preceded by an SPN. A typical Reaction Stimulus has low affective/motivational valence, is
not preceded by an SPN and is probably not prepared for. Therefore, it is finally concluded
that the RT benefit due to the presentation of a WS is mainly produced by faster and more
efficient response processing. For the methodology of experimental psychology in general
this implies that the use of a foreperiod to decrease error variance is admissible if the process
under investigation concerns stimulus processing. On the other hand, if the experiment is
concerned with response processing, then the experimental effects might interact with motor
preparation and this in turn might hamper generalization of the conclusions to non-
forewarned RT situations. This conclusion needs one final qualification. Requin et al. (1988)
concluded from single-cell studies that even in MI the activity of a small proportion of
neurons is more closely related to stimulus than to response processing. The stimulus
processing required in our CNV task might be simple enough to restrict stimulus anticipation
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to what are classically called motor areas. Future research should include choice RT
paradigms (e.g., Smid 1993) which include more complex stimulus processing.
In §1.3 the significance of the spatial distribution of slow potentials was discussed in
the framework of a theory of threshold regulation (Rockstroh et al. 1989a, 1993, Brunia
1993a). The present models suggest that slow potentials display different scalp distributions
when recorded under different experimental conditions and that these distributions can be
reliably represented by distinct equivalent dipoles, which in tum have physiological
relevance. Whereas spatiotemporal dipole modelling capitalizes on spatial distributions it is
blind with respect to the functional significance of the underlying physiological process.
From the present results it can be concluded that research into the general physiological base
of slow potentials and its functional significance (e. g., superficial EPSPs which modulate the
threshold for firing) should acknowledge that the experimental paradigm defines the locations
in the brain where the process should be studied.
The present thesis did up to now not address the Corrected Motor Asymmetry (CMA,
De long et al. 1988, Wijers et al. 1989), which is also called Lateralized Readiness Potential
(LRP, Coles 1989). The CMA is an index of that part of the lateralization of scalp potentials
which is related to the response-side. The CMA is calculated by subtraction of bipolar ERPs
(recorded between electrodes at homologous scalp electrodes) preceding left and right
responses respectively. The result is interpreted as a measure of selective response activation
(e.g. Coles 1989, Miller et al. 1992, Smid 1993) and is used as an continuous index of
response selection. The present RP model (Figure 7 .1a) could be interpreted as an indication
that the CMA is not a relative but even an absolute measure of contralateral response
preparation (dipoles 2 and 2a). The CMA is typically calculated from the ERP at C3 and C4
and the bilateral tangential sources (dipoles 3 and 4) do not contribute substantially to the
potentials recorded at these electrodes, which are radially above those sources. However,
most of the CNV late wave is not generated by a lateralized source (Figure 7.1d, dipole 2)
and the CNV paradigm is more comparable to the choice RT tasks in which the CMA is
usually calculated. It would be interesting to fit spatiotemporal dipole models for such data.
Finally, I want to stress that the present thesis only represents the first steps for an
intriguing line of research. The most important result is probably that 'slow potentials can be
modelled by equivalent dipoles at all, and that those models can be interpreted
physiologically. This offers the opportunity to give a functional interpretation of these
potentials by drawing from neurophysiological and neuropsychological knowledge. In the
future it might even be possible to inversely augment the knowledge on the neuroanatomical
basis of human information processing by localizing potentials for which the functional
interpretation, as derived from sound psychopbysiological experiments, is beyond dispute.
In this way psychophysiologists (and ERP researchers in general) could contribute to
functional brain imaging, with the advantage that the method is non-invasive, has split-second
temporal resolution and can involve normal subjects as well as particular patients. If this
perspective is to substantiate, a lot of work still needs to be done in which the
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neurophysiological sources which are affected by a given experimental manipulation are
pinned down with the help of spatiotemporal dipole models.
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List of abbreviations and symbols.
AEP Auditory Evoked Potential MPN Movement Preceding
ANOVA ANalysis Of VAriance Negativity
AUD AUDitory feedback MRI Magnetic Resonance
condition (Chapter 5) Image
BP BereitschaftsPotential NS' Negative Slope
BP,ym symmetrical part of the PCA Principal Component
BereitschaftsPotential Analysis
CMA Corrected Motor PET Positron Emission
Asymmetry Tomography
CNS Central Nervous System PM PreMo tor Cortex. lateral
CNV Contingent Negative part of area 6
Variation PMP Pre-Motion Positivity
CNV\ CNV of 1 second duration R Response
CNV4 CNV of 4 seconds RAP ReAfferent Potential
duration RF Readiness (magnetic)
df degrees of freedom Field
EC Energy Constraint ROT Residual Ortogonality
EEG Electroencephalogram Test
EMG Electromyogram RP Readiness Potential
EOG Electro-oculogram RS Response Stimulus
EP Evoked Potential RSo Regional Source
EPSP Excitatory Post-Synaptic RT Reaction Time
Potential RV Residual Variance
ERP Event-related Potenial S Stimulus
PbS Feedback Stimulus SI primary Somatosensory
IPSP Inhibitory Post-Synaptic cortex, gyrus
Potential postcentralis, areas 1, 2 &
lSI Inter Stimulus Interval 3
ITI Inter Trial Interval SCD Scalp Current-source
KR Knowledge of Results Density
LRP Lateralized Readiness ScP Sum of cross-Products
Potential s.d. standard deviation
MANOVA Multivariate ANalysis Of SEM Standard Error of the
VAriance Mean
MEG Magnetoencephalography SEP Somatosensory Evoked
MI primary Motor cortex, Potential
gyrus praecentralis, area SMA Supplementary Motor
4 Area, medial part of area
MP Motor Potential 6
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SIN signal-to-noise ratio (J conductivity
SOT Source wave A Stotx Etottransfer matrix
Orthogonality Test d distance between poles of
SP Surface Potential a dipole
SPECT Single Photon Emission e/E electrode
Computerized f eccentricity
Tomography general index
SPN Stimulus Preceding current
Negativity radius from dipole/source




VIS VISual feedback condition r vector from dipole/source
(Chapter 5) to measuring
VM Voluntary Movement point/electrode
condition (Chapter 5) R Radius of the sphere-
VEP Visual Evoked Potential model (IRI)
WS Warning Stimulus
R vector from centre of the
e (measurement) error sphere to measuring
Greenhouse-Geisser point/electrode on the
epsilon surface
cosine of the angle siS
source
'Y
between Rand S S vector from centre of the
I
sphere to the
unit vector pointing dipole/source
towards the measuring SS Sum of Squares
point/electrode SW SIDtx T matrix of Source
Jl unit vector pointing Waves
towards the dipole/source time or samples
JI dipole orientation vector T total number of time-
if; potential points or sample
1/;0 observed potential tot total number of ...
if;P predicted potential TR Trial
if; 00 potential in an infinite X; co-ordinate axis
homogenous medium
if Etotx T matrix of
potentials

Spatiotemporele dipoolmodeUen voor langzame corticale
potentialen: samenvatting.
Dit proefschrift handelt over de neurofysiologische bronnen van langzame corticale
potentialen. Hoofdstuk 1 beschrijft drie experimentele situaties waarin dergelijke potential en
met behulp van electrodes op de hoofdhuid geregistreerd kunnen worden, te weten: 1)
voorafgaande aan in een vrij tempo gemaakte vrijwillige bewegingen wordt de Readiness
Potential gemeten (RP; Kornhuber en Deecke 1965), 2) voorafgaande aan de presentatie van
een discrete feedback (ook weI Knowledge of Results, KR) stimulus wordt de Stimulus
Preceding Negativity gemeten (SPN; Damen en Brunia 1987a, 1987b, 1994) en 3) tussen een
Waarschuwings-Stimulus (WS) en een Reactie Stimulus (RS) wordt de Contingent Negative
Variation gemeten (CNV; Walter et al. 1964), indien tussen WS en RS een vaste tijdsrelatie
bestaat (over het algemeen 1 tot 6 s) en op de RS zo snel mogelijk gereageerd moet worden.
Er zijn grote overeenkomsten tussen de RP en de CNV, die waarschijnlijk te maken hebben
met het feit dat in beide situaties motorische preparatie plaatsvindt (Rohrbaugh en Gaillard
1983). Deze overeenkomsten rechtvaardigen de hypothese dat beide overJappende
neurofysiologische bronnen hebben. Er zijn echter ook verschillen tussen de RP en de CNV
(bijvoorbeeld in amplitude, Brunia en Vingerhoets 1984, Kristeva et al. 1987). De
belangrijkste vraagstelling in dit proefschrift is of die verschillen verklaard kunnen worden
doordat in de CNV taak ook een met de RP overJappende SPN gemeten wordt, die
gerelateerd is aan stimulusanticipatie. Deze vraag wordt als voIgt geoperationaliseerd: is de
verzameling neurofysiologische bronnen die ten grondslag ligt aan de SPN een
deelverzameling van de bronnen van de CNV. Dezelfde vraag wordt ook gesteld met
betrekking tot de bronnen van de RP en de CNV.
In Hoofdstuk 2 wordt een techniek besproken die inzicht kan geven in de
neurofysiologische bronnen van de aan de hoofdhuid gemeten potentialen: spatiotemporele
dipool modeJlering. Hierbij wordt de actieve bron voorgesteld als een dipool en het hoofd
als een bol. Op grond van dit model kan de verdeling van oppervlaktepotentialen voorspeld
worden, het zogenaamde voorwaartse probleem. In psychofysiologisch onderzoek (zoals in
dit proefschrift) hebben we echter te maken met het inverse probleem, we kennen weI de
verdeling van de potentialen doch niet de plaats van de bronnen. Gegeven dat het
voorwaartse probleem is opgelost is het inverse probleem op te lossen met behulp van
iteratieve minimalisatie routines. Verder geeft Hoofdstuk 2 een overzicht van de gebruikte
methodes (0. a. aantallen electrodes, constraints, tests op de betrouwbaarheid, zoekstrategieen)
die de kans vergroten dat het uiteindelijke dipool model valide is, d.w.z. de
neurofysiologische basis van de gemeten potentialen representeert.
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Figuur 7.11 (p. 136) toont de dipoolmodellen zoals ze ontwikkeld zijn in de
Hoofdstukken 3 tim 6. De fysiologische interpretatie van de verschillende dipolen is
samengevat in Tabel VII.P (p. 138). Dipolen 3 en 4 representeren waarschijnlijk bronnen
in de posterior wand van de primaire motorische cortex (MI; zie Figuur 1.2, p. 7). Het feit
dat ze bij voetbewegingen samensmelten tot een mediane dipool (Figuur 7.1 b) is in
overeenstemming met de somatotopische organisatie van MI. Dipool 2 en 2a in de modellen
voor de RP en de SPN representeren waarschijnlijk bronnen in de kroon van MI (Figuur
7.1a, 7.1b en 7.1c). Zij zijn gelateraliseerd, d.w.z. zij Jiggen in de linker hersenhelft
wanneer rechts gereageerd wordt en vice versa. Tijdens de RP zijn verder geen bronnen
buiten MI actief, zij leveren althans geen bijdrage van betekenis aan de oppervlakte
potentialen. Het tijdsverloop van het moment van de verschillende dipolen (weergegeven in
de linker kolom) maakt het mogelijk de verschillende dipolen (lees: bronnen) in verband te
brengen met de verschillende componenten die in de RP onderscheiden kunnen worden (zie
Hoofdstuk 3).
De belangrijkste bronnen voor de pre-KR SPN, dipool5 en 6 (Figuur 7.1c), bevinden
zich in de frontotemporale cortex. Op grond van de huidige resultaten wordt in Hoofdstuk
5 de hypothese geopperd dat ze meer in het bijzonder activering van de Insulae Reili
representeren. Deze zouden betrokken zijn bij affectief/motivationele processen (Mesulam
en Mufson 1985), hetgeen een verklaring zou kunnen zijn voor de afwezigheid van een
negatieve potentiaal (SPN) voorafgaande aan een instructie stimulus (Darnen en Brunia 1994).
Dipool 7 modelleert de positieve piek na de beweging (P418) en die na de KR stimulus
(P568). Deze zouden respectievelijk kunnen samenhangen met een interne en een externe
evaluatie van de respons.
Het ondersehrift bij Figuur 7.1 (p. 136) luidt als voIgt: Spatiotemporeel dipool model voor
de RP voorafgaande aan bewegingen van de reehter wijsvinger (a) en voet (b), de auditieve
pre-KR SPN (c) en de CNV4 (d). Linker kolom: temporeel activatiepatroonvan iedere dipool
in arbitraire eenheden, de zogenaamde source waves. Positiviteit in de richting van de dipool
is omhoog geplot. De grotere verticale markeringen op de tijd-as (die van panee! tot paneel
verschilt) geven het begin aan van respectievelijkde response (a, b en c), de KR stimulus (c,
tweede markering) of WS en RS (d). De kleinere markeringen geven de intervallen aan voor
de Variance Constraints (§2.4.4). De diagrammen van het hoofd zijn een weergave van
loodrechteprojecties van de locatie en orientatie van de corresponderendedipolen, de kIeinere
stippen geven electrode-positiesweer. In het onderstedeel van de middelste kolom zijn zowel
de gemiddelde Residuele Variantie (RV) in het fit-interval weergegeven, als het tijdsverloop
van de RV (op een logaritmische schaal).
De kop bij Tabel VII.I (p. 138) luidt als voigt: Neurofysiologische interpretatie van de
spatiotemporele dipoolmodellen voor de RP, pre-KR SPN en CNV (zie Figuur 7.1). Hierbij
moetworden opgemerkt dat dipool 2, 3 en 4 in het SPN model vooral pre-respons potentiaIen
genereren. MI: prirnaire rnotorische cortex (MI), PM: PreMotor cortex (PM), cr: kroon, pw:
posterior wand, Ins. R.: Insulae Reili, ?: geen fysiologische interpretatie, -: afwezig.
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Het model voor de CNV4 (de CNV tijdens een WS-RS interval van 4 s; Figuur 7.1d)
is geen optelsom van de modellen voor de RP en de pre-KR SPN (Figuur 7.1a en c). In
Hoofdstuk 6 wordt de positie van dipool 2 geinterpreteerd als een representatie van activiteit
in meerdere motorische gebieden. Op functionele gronden zou de (dorsomediale) premotor
cortex een belangrijke bron kunnen zijn (Goldberg 1985, Kurata 1993). Het modellevert dus
geen aanwijzingen op voor de activatie van aan stimulusanticipatie gerelateerde bronnen. De
(late golf van de) CNV mag echter ook niet zondermeer gelijk gesteld worden met de RP,
iets dat door Rohrbaugh en Gaillard (1983) wei gedaan wordt. De overeenkomst in de
neurofysiologische basis van de RP en de CNV Iijkt beperkt tot de posterior wand van MI
(dipool 3 en 4). Daarmee moet de belangrijkste hypothese die in dit proefschrift getoetst is
verworpen worden.
Dipool 1 (Figuur 7.1d) is al vroeg in het WS-RS interval actief, tijdens de
zogenaamde vroege golf, en representeert waarschijnlijk meerdere bronnen die bij de
verwerking van WS betrokken zijn. In hoofdstuk 6 wordt verder op grond van dipool
modellering geconcludeerd dat de bronnen van de CNV1 (de CNV in een WS-RS interval van
1 s) dezelfde zijn als die van de CNV4 (de CNV in een 4 s WS-RS interval), zij het dat hun
activiteit meer overlap vertoont.
Tenslotte voigt in Hoofdstuk 7 nog een discussie over onder andere de betekenis van
langzame corticale potential en in het algemeen, en de bronnen van de Corrected Motor
Asymmetry (De Jong et al. 1988, Wijers et at. 1989), ook wei Lateralized Readiness
Potential genoemd (Coles 1989), in het bijzonder. Verder wordt de aanbeveling gedaan dat
bij toekomstig onderzoek steeds de betrouwbaarheid van de gepresenteerde modellen
onderzocht wordt met behulp van de ROT en de SOT (§2.4.5, Achim et at. 1988b, 1991).
Zowel uit Achim's simulaties als uit de hier gepresenteerde resultaten (Hoofdstuk 3 tIm 6)
blijkt dat deze methode bruikbaar is om uit een aantal concurrerende modellen de meest
betrouwbare te kiezen. Situaties waarin uit meerdere dipoolmodellen gekozen moet worden
doen zich vaak voor, mede ten gevolge van de non-uniciteit van het inverse probleem.
Het belangrijkste resultaat uit dit proefschrift is misschien wei het gegeven dat het
inderdaad mogelijk is spatiotemporele dipoolmodellen te ontwikkelen voor langzame
hersenpotentialen en een fysiologische interpretatie van die modellen te geven. Dit biedt de
mogelijkheid de functionele interpretatie van langzame potentialen mede te baseren op
neurofysiologische en neuropsychologische kennis aangaande de bronnen in die modellen.
In de toekomst kan de psychofysiologie omgekeerd een bijdrage leveren aan de kennis over
de neurofysiologische basis van (menselijke) informatieverwerking door middel van
bronlocalisatie van potentialen waarvan de functionele interpretatie op grond van
conscientieus psychofysiologisch onderzoek vaststaat. De hoge tijdsresolutie van het EEG kan
dan ten volle uitgebuit worden. am deze belofte waar te maken is echter nog veel onderzoek
nodig, waarbij met behulp van spatiotemporele dipoolmodellen in kaart gebracht moet
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