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1. INTRODUCTION 
For fixed k >, 1 and n > 2, let S(k, n) denote the set of nB sequences 
a = a1az *** Q (of length k) from (1, n) = (I,2 ,..., n}, and, correspondingly, 
let X~ denote the k-fold product xorlxUr *.* xar . 
Consider the system of n autonomous first-order differential equations 
defined by 
2 =f(x), x = (xr , X, ,..., ~,)r E En (Euclidean n-space), (l.la) 
(- = d/dt) where the coordinates fi of the vector functionf: 
f&4 = C ~~4~ E S(k, n)), i = 1, 2 ,..., n, (l.lb) 
are defined by an n-dimensional tensor A covariant of order k and contra- 
variant of order 1 having nk+l constants ui, satisfying 
0 = pz;, for each OL E S(k, n), and (l.lc) 
4 
0 < ai, for each i E <l, n) and a = ar%. .OL~ E S(k, n) for which no 
aj = i, j = 1, 2 ,..., k. (l.ld) 
We also assume the $ to be completely symmetric in the lower indices, i.e. 
4 t a= = u .,, for each i E (1, n) and pair 01, a’ E S(k, n) such that a’ is a 
permutation of a, (l.le) 
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and to satisfy a normalization condition: 
Ia;1 6; f oreach iE(l,n) and UES(K,~). (l.lf) 
The above equations govern mathematical models for physical systems 
characterized by a large population of 11 constituents which interact in groups 
of at most K and are replaced through this interaction by new constituents. 
Here a point 3c gives the relative proportions of the n constituents. Thus 
0 ,< xi , i = 1, 2 ,..., n, (1.2a) 
and 
1 = Xr + Xa + *** + x, , (1.2b) 
that is, x is a point on the probability (n - I)-simplex which we denote by Q. 
As shown by Theorem 2 in Section 2 below, constraints (l.lc, d) guarantee 
the satisfaction of (1.2) for all future time once initially satisfied. 
More precisely, constraint (1 .lc) is one of “constant population”, that is 
d/dt(x, + x2 + -** + x,) = 0, whereas constraint (1.1 d) guarantees that 
populations can never become negative. 
Remark. If for some physical problem, xi wiyi = 
3 = g(Y) for Bi(Y) = 2 CY& E 
where the th satisfy 0 = xi wit: and (l.ld) then if 
each i, where 
1 for all wi > 0 
S(k n)), (1.3) 
we let xi = swiyi for 
W, I I 
l/(.&l, 
s = min ~ 
i,u kw,t; ’ 
the problem is reduced to system (1.1) by setting 
where C* denotes the sum over all k! permutations of the sequence LY. 
Indeed, if D denotes the diagonal matrix with elements swr , swe ,..., SW, 
down the diagonal, then x = Dy and f(x) = Dg(y). This relationship is 
termed linear equivalence [3]. 
Thus, in particular, conditions (1 .le) and (l.lf) may always be assumed 
for system (l.la, b, c, d). The significance of the normalization condition is 
brought out in Section 3. 
An n-tuple f E En such that all f+(t) = 0 is called a critical pint of (l.l), 
internal if [E Q” = {X E Q j all xi > O}. In Section 3, the existence of at 
least one critical point of (1 .l) on Sz is easily established by an application of 
the Brouwer Fixed Point Theorem. A key property relating to the location 
of critical points on J2 is that of the irreducibility of A (cf. [I]). Here a principal 
result is Theorem 4: If A is irreducible, then system (1.1) has rtn internal 
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critical point. Moreowr, a necessary and suficient condition for all critical 
points of system (1.1) on Q to lie in G’ is that A be irreducible. An example is 
given however which shows irreducibility to be insufficient in general to 
guarantee the uniqueness of an internal critical point. 
An n x m matrix M is called O-stable, if M has exactly one zero eigenvalue 
and all remaining eigenvalues have negative real parts; unstable, if M has at 
least one eigenvalue with a positive real part. A principal result is Theorem 8: 
An internal critical point t is (i) asymptotically stable, if the matrix Ii, [(4.2)] 
is O-stable, (ii) unstable, if R, is unstable. The existence of quadratic forms as 
Liapunov functions for internal critical points is discussed. 
We conclude the paper by Section 5 which treats a special case. 
The best known work on quadratic models of our type is perhaps Volterra’s 
treatise on the biological struggle for life [4]; here the equations are distin- 
guished by the form 
iti = x,(Cx), , i = 1, 2,..., n (1.4) 
where C is an n x n skew-symmetric matrix. Aside from Volterra’s work, 
quadratic and higher-order differential systems with our constraints have 
hardly been touched upon. In fact, the author has found only a mention of 
them in a few papers, notably Carleman [5], Mentzel et al. [6], and Stein and 
Ulam [7]. Unconstrained homogeneous ystems of degree K > 2 have been 
studied by Coleman [8], [9] and Sestakov [IO], [II]. For a recent survey of 
work on general two-dimensional quadratic differential systems, see Coppel 
[22] and the references contained therein; see also Argemi [Z3], Reitberger 
and Wanner [14], Markus [Z5], and Aris [Z6]. 
Special Notation. In addition to that previously introduced the following 
notation is later used in this paper. The notation * > 0 (=0, etc.), where * is 
a vector or a matrix, indicates that all elements of * are 20 (=O, etc.). We 
define 
C&j> {i,i+l,..., j},O<i<j, 
(x2 Y) the inner product of two m-tuples x and y: 
(X,Y) = f XiYi 9 
i=l 
a2 the boundary of the probability (n - I)-simplex: 
aQ=Q-SZO={xEQ]xi=O foratleastone iE(l,n)}, 
f; 
the n-tuple all of whose components are unity, 
H = {x E En 1(x, u) = 0}, 
w, 4 the set of sequences o~rola **. 01~ from 1, I C (1, n), 
S(l, 4 SK 4 = W, (1, N), 
W) 4 the set of sequences (tic+ *.. (Ye from (0, 1, 2,..., m} such that 
LYI + cd8 + a-- + q = Q. 
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2. EXISTENCE AND CONFINEMENT OF TRAJRCTORIES 
Let L+(xO) denote a semi-trajectory {x(x”, t), to < t < co} which at initial 
time to takes on the value x0, i.e., x(x0, to) = x0. 
THEOREM 1. There exists a unique semi-trajectory L+(xO) of (1. I) for each 
XQEQ. 
Proof. Since the fi are analytic in En, an application of the Mean Value 
Theorem shows the fi to each satisfy a Lipschitz condition. The theorem 
now follows from thePicard Theorem [12], p. 59, and the fact thatI.+ C 8, 
a result stated as Corollary 1 below. 
We now develop conditions for the confinement to Sa of trajectories L+(p) 
for slightly more general systems. Denote by (1.1)’ the system (I.la, b) 
having nkfl real constants a: satisfying (l.le, f). The semi-trajectories 
L+(xO), x0 E Q, of system (1.1) are confined to G if 
1 =C x,(x0, t), all t > to, all x0 E Q, 
4 
0 < x(x0, t). 
(2.2) 
(2.3) 
Let Bi = (bsi) denote the (n - l)-dimensional covariant tensor of order 
K, composed of the (n - l)k elements af for which the superscript i does not 
appear as a subscript. 
Consider the following properties of system (1.1): 
(2.4) For each i E (1, n): Bi is a copositive tensor, i.e., 0 < C bs4ys 
(B E S(k 11 - 1)) for all (n - 1)-tuples y > 0. 
(2.5) For each iE (1, n) and (n - I)-tuple y > 0: 0 = ES&s 
(B E S(k, n - 1)) if and only if bs4 = 0 for each B for which ys > 0. 
THEOREM 2. Cm&ions (1.1~) and (2.4) are necessary for the conjinenrent 
to Q of all semi-trajectories L+(xO), x0 E s2, of (1.1)‘. Cunwersely a @i&t 
condition for such con&ment is that (1.1 c) and (2.4, 5) be satisfied. 
As (l.ld) is clearly sufficient for (2.4,5), we then have 
COROLLARY 1. All trajectories L+(x”), x0 E lid, of system (1.1) are con@~d 
to Q. 
The proof of Theorem 2 is demonstrated by Lemma 1 and 3 below. 
LEMMA 1. Condirion (2.2) und (1 .ld) ure *lent rmder the constraint 
XOEQ, 
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Proof. Suppose 0 = xi u:. Then xi xi = xi Em nix, = L x,Ei at) = 0 
and so Ci xi is an integral invariant which must be unity by the initial 
condition. 
Conversely, if 1 = Es xi(xO, t), all t > to, all x0 E J2, then 0 = Ci x, = 
C,& a:) x, for all x in the first orthant (by homogeneity). But this imme- 
diately implies that all coefficients of this homogeneous polynomial must 
vanish, that is, xi u: = 0. 
To prove (2.4, 5) implies (2.3), we need the definitions and lemma which 
follow. Denote dmx/dtm by xcrn) for m = 0, I,..., where x(O) = x. Define for 
m = 0, 1, 2 ,..., 
r,(x) = {i 1 x(in’) # 0 and for each 0 < 4 < m, xsQ) = 0} (2.6) 
4&> = ij r,(x) (2.7) 
9=0 
Note that r,(x) = A,(x) = { i I xi > 0). Thus x E .@ implies r,(x) = 
d,(x) = (1, n). If a E S(k, n) and ,3 E Z&k, n), then the notation: a E I’s 
means that ai E I’,< for each i E (1, k). 
LEMMA 2. Assume conditions (2.4, 5) are valid. Then for each x E 8 and 
m = 1, 2,..., the following two propositions hold: 
(i) If index i E Tm(x), then xjmn, > 0, i = 1,2 ,..., n. 
(ii) Index i$ A&c), zf and on 1 1 ai = 0 for each a E I’s for all ZJ y
j? E Z&k, n) with q -c m. 
Proof. By induction on (i) and (ii) for -fixed x E Q. For notational 
convenience, we let r, = r,,,(x), (1, = cl,(x), m = 0, I,2 ,.... The case 
m = 1: If xi # 0, there is nothing to prove. Otherwise XI’) = f&x) = 
C a&(, E S(k, PO)) which is nonnegative (by copositivity since i& PO) and 
which vanishes if and only if a: = 0 for each a E roo...o(k times) . 
Assume (i) and (ii) are true for all 4, 1 < 4 < m. Suppose i$A, for 
otherwise there is nothing to prove. For a E S(k, n), j? E Z&k, n), let 
,8! c ,f?l ! ,L& ! -** ,Llk ! and xLfl’ G x$)x$’ *** xcsk). Then by the generalized 
Leibnitz rule, 
AL 
xim+l’ = F -$ /x aixL!/ (a E S(k, n), /3 E Z,(k, n)). 
a 
(2.8) 
For fixed /3, consider the {...} term in (2.8). By definition of I’, for xL8) to 
be nonzero we must have a E r,, for some y with yi < pi, i = 1,2,..., k 
requiring xf=, yi ,< & /3t = m. But by the induction hypothesis (ii), 
since i$& , {...} can be nonzero only if xi yi > m. Hence the a-sum in 
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(2.8) may be restricted to 01 E r, with y E Z,(K, n). Since i Q! A, , (2.8) may 
then be written 
Now by the induction hypothesis, OL E r, implies $“) > 0 for each 
p E Z,(k, n). Moreover, by hypothesis, Bi is copositive. Hence z@+l) is 
nonnegative, and (i) is proved for the case m + 1. Now ~i~+l) = 0 and 
i 6 A,,, if and only if ub = 0 for all cx E I’, with & fli = m, and hence 
with xf==, /3i < m by the induction hypothesis, proving (ii) for the case m + 1. 
LEMMA 3. G&r the constraint x0 E 9, 
(i) (2.4, 5) * (2.3) 
(ii) (2.3) > (2.4) 
Proof. First, assume conditions (2.4, 5) are valid. Then Lemma 2 implies 
that for each index i, each point 4 E Q with ffi = 0, and all sufficiently small 
t > to, either xi@, t) = 0 or 
+, t) = ct -- ;O)* 
m. 
xp + 0 ((t - toyy 
for some m > 1 with zcirn), and therefore xi@, t), positive. Hence it is 
impossible that any trajectory leave the first orthant; thus (2.4, 5) implies 
(2.3). To show (2.3) implies (2.4), assume B” is not copositive so that 
0 > 1 b:y&x E S(k, 12 - 1)) 
forsome(n-l)-tupley~O.ButasyfO,s=y,+y,+~~~+y,_,>O, 
and 2 = s-l(yr ,ys ,..., yI1-r , 0) ED. Now 
fn(4) = Sk c bZy.(O! E S(k, n - 1)) 
so fn(2) < 0, and, for sufficiently small t > to, x,($ t - to) < 0. Since the 
choice of B” for the above argument was arbitrary, the implication follows. 
3. EXISTENCE AND LOCATION OF CRITICAL POINTS 
It is convenient to define the tensor P = {pi} by 
pi = ai, + k-l c “&,ajai” , for each i E (1, n) and 
j (3.1) 
01 = ci1cQ... o+a f W, 4, 
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where Si,i is the Kronecker delta. The normalization condition (l.lf) allows 
us to write system (1.1) in the alternative form (3.2): 
fit%) = --xi + &+& E W, 41, i = 1, 2 ,..., 11, (3.2a) 
where for each 01 E S(k, n), (pi, p,” ,..., pt) E Q, i.e., 
1 = CPj, for each 01 E S(k, n), and (3.2b) 
O,<p,“, foreach ;~(l,n) and mES(k,n), (3.2~) 
and where we also assume the symmetry condition: 
p; = p;, , for each i E (1, n> and pair OL, 0~’ E S(k, n) (3.2d) 
such that 01’ is a permutation of CL 
Now the critical points of system (1 .l) are clearly identical to the fixed 
points of the transformation x + x’ defined by 
x; = 1 pi X~(OL E S(k, n)). (3.3) 
But (3.3) is a continuous mapping of 9 into itself and therefore, by the 
Brouwer Fixed Point Theorem (see for example [Z8] p. 176), has a fixed 
point on J2. Hence 
THEOREM 3. S’mm (1.1) h as at least one critical point lying on 9. 
The following concept introduced in [I] is a generalization of the definition 
of an irreducible matrix given by Geiringer [Z9]: 
DEFINITION. An n-dimensional tensor T = {ti}, covariant of order k 
and contravariant of order 1, is irreducible, if for any two disjoint nonempty 
subsets I and J of (1, n) with I u J = (1, n) there exists an element tt # 0 
with i E I and a! E S(k, J). Otherwise, the tensor T is said to be reducible. 
Since the irreducibility of a tensor T does not depend upon elements 
t:,~,...ci, with CY~ = i for some j, we immediately have 
LEMMA 4. A is (ir)reducibZe, if and only if P is (ir)reducible. 
The main theorem of this section is a special case of [I], Theorem 1: 
THEOREM 4. If A is irreducible, then system (1.1) has an internal critical 
point. lVoreover, a necessary and su@cient condition for all critical points of 
system (1.1) on Sz to lie in l2 is that A be irreducible. 
From Theorems 3 and 4 we immediately have 
COROLLARY 2. A necessary and su$kknt condition for the existence of a 
critical point of system (1.1) on the boundary 852 of Q is that A be reducible, 
From Corollaries 1 and 2 it follows that if A is irreducible, the trajectories 
of (1.1) must leave the boundary of Sz. A more precise statement is given by 
THEOREM 5. A is irreducible, ;f and only if, for each x E al& xi = 0 
implies the existence of a first nonvanishing derivative dmldtm xi which is positive 
and 1 < m = m(x, i) < (h+l - l)/(k - 1). 
Proof. (Sufficiency). If A is reducible, then by Corollary 2 there exists 
a critical point x E X?. This implies dmjdtm xi = 0 for each i E (1, n) and 
all m = 1, 2,... . As xj = 0 for some j, the sufficiency follows. 
Proof. (Necessity). Let r,,‘ , A,,, be defined by (2.6), (2.7) respectively 
for some arbitrary x E aG. Let V(m), m = 0, l,..., denote the number of 
indices in the set A, . Clearly 1 < v(0) f v(1) < *** < v(n) < a** Q n. 
Suppose for some index m, u(m) < n. Then if system (1.1) is irreducible, 
v(hm T 1) > v(m). Indeed if A is irreducible, there exists an (Y E S(k, A,) 
such that a: > 0 for some i 6 (1, . Then by definition of A, , c1 E r,, for 
some sequence y of length k with yj < m, j = 1,2,..., k. Hence by Lemma 2 
(ii), i E AXm+l . 
Then as V(O) > 1, we obtain successively v(l) > 2, Y(K + 1) >, 3, or in 
general v((k* - l)/(k - 1)) b 4 + 1, Q = 0, 1,2,..., until v(m) = n. Hence 
u((h”-1 - 1)/(/z - 1)) = n. 
That this bound of b = (kn-l - l)/(k - 1) is the best possible is shown 
by the system 
fJx> = x& - xik, i = 1,2 ,..., n, (x0 E XJ 
Taking x = (l,O,..., O)r it is easily verified that 1 G To(x), 2 E TX(x), 
3 E rk+l(x),..., n E rb(x). 
For the case k = 1 where P = P is a nonnegative irreducible matrix, then 
it follows from the Perron-Frobenius Theorem (see for example [20], p. 124) 
that there exists a unique y E P such that Py = y. This is not true for k > 1 
in general as shown by the example (k = 2, n = 3): 
4 = -axIS + axz2 + xS2 - 5x,x, + 4x,x, , 
$2 = ax12 - ax22 + x,2 - 5X1X, + 4%%, (3.4) 
*2 = - 2x,2 I 10X,x, - 4X,X, - 4X& . 
For a = 413 (2/n - 3), f or example, system (3.4) has three critical points 
in the interior of 52: 
(l/3, l/3, l/3), l/VD(l, 2, -3 + d/m), lMi9(2, 1, -3 + l/m,, 
yet its defining tensor is irreducible. 
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4. STABILITY OF INTERNAL CRITICAL POINTS 
Throughout this section we assume 4 to be a critical point of (1.1) which 
lies in the interior s20 of Sz. The critical point is said to be: stable, if for any 
E > 0 there is a 6 = 6(r) > 0 such that x0 E J2 and (1 x(x”, to) - 6 (1 < S 
implies 11 x(x0, t) - 5 I( < E for all t > to; unstable, if it is not stable; 
asymptotically stable, if there exists a 8 > 0 such that x0 EQ and 
II x(x0, to) - 5 11 < 6 implies lim,,, x(x0, t) = 5; asymptotically stable in 
the large if lim,,, x(x”, t) = f for all x0 E Q. 
Let M be an m x m real matrix with eigenvalues c, , cr ,..., c,,, . Then the 
matrix M is said to be O-stable, if one ci = 0 and Re(c,) < 0 otherwise. 
As usual, we say M is stable, if each Re(c,) < 0, and unstable, if some 
Re(c,) > 0. If M is symmetric, then all ci are real and we say M is positiwe 
(or, negutiwe) 0-de$nite, if one cj = 0 and all other ci > 0 (or, ci < 0); as 
usual, M is said to bepositiwe (or, negatiwe) definite, if all ci > 0 (or, ci < 0). 
Liapunov proved ([ZZ], [23, p. 2221): 
THEOREM 6. If S is a stable matrix of order n, then to any negative definite 
matrix N of order n there corresponds a unique positive definite matrix D 
satisfying 
STD + DS = N 
Conversely, if for some negative definite matrix N of order n there exists as a 
solution to the above equation a positive definite matrix D, then S is stable. 
Ifwewritex=~+y,thenx~Qimpliesy~H=(z~E~I~ca~=O}. 
Then 3 = R and system (1.1) can be written 
3 = RCY + WI y I?) as liy II - 0, (4.1) 
where 11 . .. !I denotes the Euclidean norm and where R, = (rii) is an n x n 
matrix defined by 
rij = k 2 a$‘&? E S(k - 1, n)), i, j = 1, 2 ,..., tt. 
The following properties of R, are immediate: 
(4.3a) Ret = 0, 
(4.2) 
(4.3b) R, has zero column sums, i.e., RfTu = 0. 
For general (unconstrained) systems of the form 
9 = MY +4lrll) as II Y II - 0, (4.4) 
where y is an n-tuple and M is an n x n matrix, the following theorem was 
proved by Liapunov ([2Z] [18, pp. 92-931): 
505/41$-j 
558 JENKS 
THEOREM 7. The origin with respect to system (4.4) is 
(i) asymptotically stable, if the matrix AI is stable, 
(ii) unstable, if the matrix M is unstable. 
For constrained systems of form (4.1) the following result is analogous to 
Theorem 7: 
THEOREM 8. An internal critical point 5 is 
(i) asymptotically stable, if the matrix R, is O-stable; 
(ii) unstable, if the matrix R, is unstable. 
Proof. We apply Theorem 7 by reducing the constrained system of n 
variables to an unconstrained system of (n - 1) variables. To this end, we 
substitute 
yn = -y1 - y2 - -*- - yn-l 
into (4.1) and obtain an alternative expression for 3, namely 
(4.5) 
for S = (sij), a square matrix of order n - 1 defined by sii = rij - rin , 
i,j = 1, 2 ,..., n - 1, and up = rni - r,, , i = 1,2 ,..., n - 1. As xiji = 0, 
the problem of the stability of the origin is identical for the equivalent 
constrained systems (4.5), (4.1) and the unconstrained system 
2 L- Sz + O(ll z iI”) as II 2 I; - 0, z = (n , yz ,..., Y,+8 (4.6) 
Note that R’ has the 12 - 1 eigenvalues of S plus one zero eigenvalue. 
Hence by Theorem 7, the origin with respect to (4.6), and therefore (4.5) 
and (4.1), is (i) asymptotically stable, if R’ is O-stable; (ii) unstable, if R’ is 
unstable. It suffices to show that R, and R’ have the same eigenvalues. 
Indeed R’ has the same eigenvalues as 
HOMOGENEOUS MUTIDIMENSIOIWL DIFFERENTIAL SYSTEMS 559 
But R, = Q-lR”Q for 
1 
1 
-1 -1 . . . -1 -1 
and so R, , R”, and therefore R’ have identical eigenvalues. 
COROLLARY 3. A suficient condition for 8 to be asymptotically stable is 
that R, be irreducible with nonnegative off-diagonal elements. 
Proof, For d > 0 sufficiently large, R, f dI is an irreducible matrix. 
From the Perron-Frobenius Theorem it follows that zero is an simple 
eigenvalue of R, and that all other eigenvalues lie on or within the circle 
l.z+dj =d. 
Let V denote a real-valued function defined on D which has first partial 
derivatives there and for which we define 
r(x) = (grad W, f(x)>. 
Then. V is called a Liapunov function for 6 if I’(.$) = v(t) = 0 and if there 
exists an open region G of Q enclosing 6 such that 
V(x) > 0 for x E G - {-!h (4.7) 
V(x) 6 0 for x~G-@3 (4.8) 
If the inequality in (4.8) is strict we call V a strict-Liapunov function for E. 
Liapunov proved [ZZ]: If th ere exists a (strict-) Liapunov function for .$, 
then f is (asymptotically) stable. 
From Massera ([22], Theorem 3), follows 
THEOREM 9. A suficient condition for the existence of a Liapunov function 
V for f is that R, be O-stable, OY more generally, that R, have no esgenvalues 
with positive real part and that the elementary divisors corresponding to eagen- 
values with zero real parts be linear. Moreover V can be taken to be a quadratic 
form, say, V(x) = $(C.x, x). 
The following is the main result of this section: 
THEOREM 10. If R, is O-stable, there exists a strikt-Liapunov function V 
for 4 of the form V = $(Cx, x) for some n x n matrix C. Conversely, if 
V = Q(Cx, x) is a strict-Liapunov function for I, then M = Re*C + CR, 
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has at least one zero etgenvalue and all other eigenvalues are (real and) negative; 
moreover, if M is negative O-definite, then R, is O-stable. 
To prove Theorem 10 we need several results which follow. 
LEMMA 5. Let 8 be an (n - 1)-dimensional linear subspace not containing 
a given vector 7 E En, and let M be a real symmetric n x n matrix for which 
Ml = 0. Then M is negative definite on 0, i.e., (Mz, z) < 0 for all nontrivial 
z E 0, if and only if the matrix M is negative O-definite. 
Proof. Let p1 , pz ,..., pnB1, y/j/ 7 II denote an orthonormal set of eigen- 
vectors of M corresponding to eigenvalues cr , cs ,..., c,-r , 0, respectively. 
The “if” part then follows since any y E 0 can be expressed as a linear 
combination of r] and the pi . To prove the “only if” part we note T] 4 8 
implies pi + aiv = i 6 E 0 for some real a, and 0 > M(6, , SJ = ci . 
Let U denote the n x n matrix all of whose entries are unity. Then 
hEH={yEEnIxyi =O) implies Uh = UTh =0 so that for every 
scalar b and matrix M, (Mh, h) = ((M - bU) h, h). Hence 
COROLLARY 4. Let M be a real symmetric n x n matrix for which M.$ = bu 
(u = (1, l,..., l)T) for some scalar b. Then M is negative definite on H, if and 
only if the matrix M-bU is negative 0-dejnite. 
Simple examples of n x n positive O-definite matrices are I* = diag 
(1, l,..., 1 , 0) and J = I - 1 /n U, i.e., 
I= 
1-k -; . . . -;’ 
-I 1-f -; 
n 
. . 
. . 
1 1 -- -- . . . l-1 
n n n. 
(4.9) 
which is positive definite on H since J u = 0 and (Jh, h) = (I*h, h) = 
(h, h) > 0 for all h E H. As is easily verified, / and I* are similar matrices. 
The following result is analogous to Theorem 6. 
THEOREM 11. If A, is O-stable, then to any negative O-definite n x n 
matrix M with M[ = 0 there corresponds a unique positive O-definite matrix C 
with Ct = 0 satisfying 
R,=C + CR, = M. (4.11) 
Conversely, if for some negative 0-de$nite n x n matrix M with Me = 0 
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there exists a positive O-definite matrix C with C[ = 0 satisfying (4.l I), then 
R, is O-stable. 
Proof. Assume R, is O-stable and let Q denote an orthogonal matrix 
having [//I 6 11 as its tih column. Then 
Q’ (4.12) 
where S is a stable matrix of order n - 1 and where x denotes a possibly 
nonzero element. Let M satisfy the above assumptions. Then it readily 
follows that 
for iV a negative definite matrix of order n - 1. Here 0, denotes the 1 x 1 
zero matrix. Now by Theorem 6, there exists a positive definite matrix D 
of order n - 1 such that 
STD + DS = N. 
Moreover by direct calculation the matrix C = Q’(D @ 0,) Q is a positive 
O-definite matrix satisfying (4.11) and for which 
Cf = Q’(D @ O,)(QS) = QT(D @ 0,) en = 0 
(en = (0 ,..., 0, l)T). 
The proof of the converse is similar and is left to the reader. 
COROLLARY 5. A necessary and sujicient condition for R, to be O-stable 
is that the relation 
RtTC + CR, = -K, 
K = DJD for D = diag{l/& , I/& ,..., l/&n), have as a solution a positive 
O-definite matrix C with Cf = 0. 
Proof of Theorem 10. Consider the function V = $(Cx, x) where C is 
the matrix of Corollary 5. As C[ = 0, 
Vtt + h) = f(Ch, h), hEH, 
and since [ 4 H, 0 < V(f + h) for h E H - {0} by Lemma 5. Thus (4.7) 
is satisfied for G = @. 
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Also V(X) = (C.~,f(x)), so p(‘<n = 0. Expanding P about [ on Q one 
readily obtains 
V([ f h) = - +(Kh, h) + O([l h II”) as ;I h 1; + 0. 
Xow KE = 0 and -K is negative O-definite. From Lemma 5 relation (4.8) 
then follows for G taken sufficiently small. 
The proof of the second part of Theorem 10 is similar and left to the reader. 
5. A SPECIAL CASE 
We consider the special case where 
for which system (I. 1) has the form 
ki = fi(x) = 1 mijxjk, i = 1, 2 ,..., n 
(4.11) 
(4.12a) 
where the real n x n matrix M = (r+) satisfies 
0 = c mii , j = 1, 2 ,..., n, and 
* 
0 < mij , for all i # jE(l,n) 
(4.12b) 
(4.12~) 
THEOREM 12. A necessary and suficient condition for system (4.12) to have 
a critical point [ which is unique in 52 and which lies in LP is that the matrix M 
be irreducible. Moreover, if M is irreducible, then f is asymptotically stable in 
the large. 
Proof. The necessity follows from Theorem 4. Choose d > 0 sufficiently 
large that M + dI is a nonnegative matrix. If M is irreducible, so is M + dl 
and by the Perron-Frobenius Theorem there exists a simple eigenvalue r of 
M + dl of maximum absolute value which is real and positive and for which 
the corresponding eigenvector y is strictly positive. But each column sum 
of M + dI equals d and so r = d, ([23] p. 76). Hence (M + dl) y = dy, 
that is, iMy = 0 for a unique y > 0 normalized to lie in Sz. The sufficiency 
follows from choosing 
$ z y:l",/(y;l" + ye'!k + .-. + y;ik). 
The proof of the second part of the theorem follows from 
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THEOREM 13. Let system (4.12) have an internal critical point at 6. Then 
the function V defined by 
V(x) = &- T ($ - 6i) 
z 
is a Liapunov function for 6. Moreover, if M is irreducible, then e is asymp- 
toticalZy stabZe in the large. 
Proof. From ([20], Propositions 2.3.3,2.3.6, 2.3.3, p. 102), it follows that 
V is a convex function on Q, and therefore, as V(f) = 0, 
V(t + ;h) -=z HV(t + 4, for a11 ffhE9. (4.14) 
Also by direct calculation, 
V(S + h) = NC-4 4 + O(ll h T>, 5+heQ 
for C = diag(l/& , I/& ,..., l/tn}. Kow 5 > 0 implies that C is a positive 
definite matrix, and SO for x=[+hESZ, V(e+2+h)>O for a 
sufficiently large integer q > 0. Thus, from (4.14), 
0 < V([ + 2-*h) < ;V([ + 2-‘Q-l’h) < ... < 2-*V(5 + h) 
whence V(x) > 0 for all x E 52 - {t}. We now show -P(X) > 0 for x E B. 
Indeed, 
Nowf([) = 0 implies p(t) = 0. As 6 is a critical point, xi miifjk = 0, i.e., 
-?tl~ifik = C 7?l&jk, 
i#i 
and by hypothesis Cj mii = 0, SO -mii = Ci+i mji . Therefore 
It then follows that 
(4.15) 
which is nonnegative for all x E Q since mii > 0 for i # j and I...> vanishes 
for i = j. 
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If M is irreducible, there exists a sequence 1 = iii, . . . i, = 1 which 
includes all indices in (1, n) and such that iz f it+, and mici,+, > 0 for each 
1 E (1, q - 1). Now unless x = 5, at least one term in (4.15) is therefore 
positive. Thus -V(X) > 0 for all x E Q - (6). 
For the general case, the derivative r of V defined by (4.13) may be 
shown to satisfy 
which in general is not positive for all x E D since unless A has form (4.1 l), 
the above sum has terms involving afs(/3 E S(K - 1, n)) some of which must 
be negative by (l.lc, d). 
For additional work on systems such as (4.12) see [24], [2.5]. 
A future paper will deal with a classification of quadratic differential 
systems (K = 2). 
ACKNOWLBDGMJINT 
The author wishes to thank Professor Donald B. Gillies for his guidance in this 
work which is based in part on the author’s doctoral dissertation at the University 
of Illinois. 
1. JENKS, R. D., Irreducible tensors and associated homogeneous non-negative 
transformations. 1. Di$zmrrtial Eqs. 4 (1968), 566572. 
2. JENKS, R. D., Doctoral Thesis, University of Illinois, 1966. 
3. COLEMAN, C., “Equivalence of Differential Systems.” RIAS Tech. Report 64-14, 
June 1964. 
4. VOLTERRA, V., Letxms SW la thtkie nuzthkmatique de la lutte pour la vie. Paris, 1931. 
5. CARLEMAN, T., SW la &?orie de l’iquation int.&o-diflkmntielle de Boltzmann. 
Acta Math. 60 (1933), 91-146. 
6. MENTZEL, M. T., STEIN, P. R., AND U-1, S. M., “Quadratic Trumfonnutiom,” 
Part I. Los Alamos Scientific Laboratory Report, LA-2305, Los Alamos, New 
Mexico. 
7. STEIN, P. R. AND ULAM, S. M., Non-linear transformation studies on electronic 
computers, Roaprawy Mat. 39 (1964). 
8. COLEMAN, C., A certain claps of integral curves in 3-space, Ann. Math. 69 (1959). 
678-685. 
9. COLEWAN, C., Systems of dgerential equations without linear terms. In “Nonlinear 
Differential Equatims and Nonlinear Mechanics,” (1. La Salle and S. Lefschetz, 
eds.) Academic Press, 1963, p. 445. 
IO. SPSTAKOV, A. A., Asymptottk behavior of multidi~l systems of ordinary 
dsfferential eqwztians with a singular point of higher wder. (Russian), Mat. Z. 2 
(1961). 767-788* 
HOMOGENEOUS MULTIDIMENSIONAL DIFFERENTIAL SYSTEMS 565 
II. SESTAKOV, A. A,, The asymptotic behavior of multidimensional systems of &zrential 
equations. (Russian), Vsesojnzii Zaocnyi Institute Inzenerov Zeleznodorornogo 
Transporta Ucenge Zap&i, 7 (1961), 3-104. 
12. COPPEL, W. A., A survey of quadratic systems. J. D~&wntial Eqs. 2 (1966), 293-304. 
13. AR&MI, Josh, Sur le nombre de rr$gions nodales fern&s appartenant d un point 
sing&r multiple, C. R. Acad. Sci. Paris, 260 (1965), 2397-2398. 
14. REITBERGER, H., AND W.WNER, G., “Quadratic Differential Equations in Two 
Dimensions.” Innsbruck University, 1966. 
15. MARKUS, L., Quadratic dzflerential equations and non-associative algebras. In 
“Contributions to the Theory of Non-Linear Oscillations.” Vol. V, pp. 185-213, 
Princeton Univ. Press, 1960. 
16. ARIS, R., The algebra of second-order reactions. Industrial and Engineering Chemistry 
Fundamentals, 3 (1964), 28. 
17. MILLER, K. S., AND MURRAY, F. J., “Exi>tence Theorems for Ordinary Dilferential 
Equations.” New York Univ. Press, 1954. 
18. CESARI, L., Asymptotic behavior and stability problems in ordinary differential 
equations, Academic Press, New York, 1963. 
19. GEIRINGER, H., On the solution of systems of linear equations by certain iterative 
methods. Reissner Anniversary Volume, J. W. Edwards, Ann Arbor, Michigan, 
pp. 365-393, 1949. 
20. MARCUS, M., AND MINC, H., “Matrix Theory and Matrix Inequalities.” Allyn 
and Bacon, Boston, 1964. 
21. LIAPUNOV, A., Problkne g&n&al a% la stabilite’ du mouvement. Arm. Math. Studies, 
No. 17, Princeton Univ. Press, 1947. 
22. MASSERA, J. L., Contributions to stability theory, Ann. Math. 64 (1956), 182-204. 
23. GANTMACHER, F. R., “Applications of the Theory of Matrices.” Wiley (Interscience) 
New York, 1959. 
24. MO~~OVIC, S. M., Determination of the domain of attraction of some singular points 
of higher order. Vestnik Moskov. Univ. Ser. Math. Meh. Ash. Fiz. Him. 6 (1949), 
3-11 (Math. Rev. 22). 
25. EFENDIEV, A. R., On the domain of influence of a singular point of higher order. 
Vestnik Moskov. Univ. Ser. I Math. Meh. 1 (1963), 14-15 (Math. Rev., 27). 
