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DIFFUSION MAP-BASED ALGORITHM FOR GAIN FUNCTION
APPROXIMATION IN THE FEEDBACK PARTICLE FILTER∗
AMIRHOSSEIN TAGHVAEI† , PRASHANT G. MEHTA† , AND SEAN P. MEYN‡
Abstract. Feedback particle filter (FPF) is a numerical algorithm to approximate the solution
of the nonlinear filtering problem in continuous-time settings. In any numerical implementation of
the FPF algorithm, the main challenge is to numerically approximate the so-called gain function. A
numerical algorithm for gain function approximation is the subject of this paper. The exact gain
function is the solution of a Poisson equation involving a probability-weighted Laplacian ∆ρ. The
numerical problem is to approximate this solution using only finitely many particles sampled from
the probability distribution ρ. A diffusion map-based algorithm was proposed by the authors in
a prior work [60, 62] to solve this problem. The algorithm is named as such because it involves,
as an intermediate step, a diffusion map approximation of the exact semigroup e∆ρ . The original
contribution of this paper is to carry out a rigorous error analysis of the diffusion map-based algo-
rithm. The error is shown to include two components: bias and variance. The bias results from the
diffusion map approximation of the exact semigroup. The variance arises because of finite sample
size. Scalings and upper bounds are derived for bias and variance. These bounds are then illustrated
with numerical experiments that serve to emphasize the effects of problem dimension and sample
size. The proposed algorithm is applied to two filtering examples and comparisons provided with the
sequential importance resampling (SIR) particle filter.
Key words. Stochastic Processes, Nonlinear filtering, Poisson equation
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1. Introduction. This paper is concerned with a numerical solution of a certain
linear partial differential equation (PDE) that arises in nonlinear filtering problem in
continuous-time settings.
Nonlinear filtering problem: The standard model of the nonlinear filtering prob-
lem is given by the following stochastic differential equations (SDE) [67]:
State process: dXt = a(Xt) dt+ dBt, X0 ∼ p0(1.1a)
Observation process: dZt = h(Xt) dt+ dWt,(1.1b)
where Xt ∈ Rd is the (hidden) state at time t, Zt ∈ R is the observation, and Bt,
Wt are two mutually independent standard Wiener processes taking values in Rd and
R, respectively. The mappings a(·) : Rd → Rd and h(·) : Rd → R are known C1
functions, and p0 is the density of the prior probability distribution.
The objective of the filtering problem is to compute the posterior distribution of
the state Xt given the time history of observations (filtration) Zt := σ(Zs : 0 ≤ s ≤ t).
The problem is linear Gaussian if a(·), and h(·) are linear functions and p0 is a
Gaussian density. We use A and H to denote the matrices that define these linear
functions, i.e, a(x) = Ax and h(x) = Hx. The background on the linear Gaussian
problem, along with its solution given by the Kalman-Bucy filter [35], appears in [40].
Feedback particle filter (FPF) is a numerical algorithm to approximate the poste-
rior distribution in nonlinear non-Gaussian settings [69, 68]. The FPF algorithm is an
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alternative to the sequential importance resampling (SIR) particle filters [30, 25, 3, 22].
The distinguishing feature of the FPF is that the importance sampling step is replaced
with feedback control. Steps such as resampling, reproduction, death or birth of par-
ticles are altogether avoided. The particles in FPF have uniform importance weights
by construction. Therefore, the FPF does not suffer from the particle degeneracy
issue that is commonly observed in implementations of the SIR particle filters [25]. In
independent numerical evaluations and comparisons, it has been observed that FPF
exhibits smaller simulation variance and better scaling properties with the problem
dimension [9, 55, 57].
The construction of FPF is based on the following two steps:
Step 1: Construct a stochastic process, denoted by X¯t ∈ Rd, whose conditional
distribution (given Zt) is equal to the conditional distribution of Xt;
Step 2: Simulate N stochastic processes, denoted by {Xit}Ni=1, to empirically ap-
proximate the distribution of X¯t.
E[f(Xt)|Zt] Step 1= E[f(X¯t)|Zt]︸ ︷︷ ︸
exactness condition
Step 2≈ 1
N
N∑
i=1
f(Xit).
The process X¯t is referred to as mean-field process and the N processes {Xit}Ni=1
are referred to as particles. The construction ensures that the filter is exact in the
mean-field (N =∞) limit.
The details of the two steps are as follows:
Mean-field process: In the FPF, the mean-field process X¯t evolves according to
the SDE given by
(1.2) dX¯t = a(X¯t) dt+ dB¯t︸ ︷︷ ︸
propagation
+ Kt(X¯t) ◦ ( dZt − h(X¯t) + hˆt
2
dt)︸ ︷︷ ︸
feedback control law
, X¯0 ∼ p0,
where B¯t is a standard Wiener processes independent of X¯0 and hˆt := E[h(X¯t)|Zt].
The ◦ indicates that the sde is expressed in its Stratonovich form. The gain function
is Kt(x) := ∇φt(x) where φt is the solution of the Poisson equation:
(1.3) Poisson equation:
1
pt(x)
∇ · (pt(x)∇φt(x)) = −(h(x)− hˆt), ∀ x ∈ Rd,
where ∇ and ∇· denote the gradient and the divergence operators, respectively, and
pt denotes the conditional density of X¯t given Zt. The operator on the left-hand side
of the Poisson equation (1.3) is referred to as the probability-weighted Laplacian. It is
denoted as ∆ρ where the probability density ρ is the conditional density pt.
Particles: The particles {Xit}Ni=1 evolve according to:
(1.4) dXit = a(X
i
t) dt+ dB
i
t + K
(N)
t (X
i
t) ◦ ( dZt −
h(Xit) + hˆ
(N)
t
2
dt), Xi0
i.i.d∼ p0,
for i = 1, . . . N , where {Bit}Ni=1 are mutually independent Wiener processes, hˆ(N)t :=
1
N
∑N
i=1 h(X
i
t), and K
(N)
t is the output of an algorithm that approximates the solution
to the Poisson equation (1.3)
(1.5) Gain function approximation: K
(N)
t := Algorithm({Xit}Ni=1;h).
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The notation is suggestive of the fact that algorithm is adapted to the ensemble
{Xit}Ni=1 and the function h; the density pt(x) is not known in an explicit manner.
Development and error analysis of one such gain function approximation algo-
rithm is the subject of the present paper. Before describing the general case, it is
useful to review the filter for the linear Gaussian case where the solution of the Pois-
son equation is explicitly known.
FPF for Linear Gaussian setting: Suppose h(x) = Hx and pt is a Gaussian
density with mean m¯t and variance Σ¯t. Then the solution of the Poisson equation is
known in an explicit form [68, Sec. D]. The resulting gain function is constant and
equal to the Kalman gain:
(1.6) Kt(x) ≡ Σ¯tH>, ∀ x ∈ Rd.
Therefore, the mean-field process (1.2) for the linear Gaussian problem is given by:
dX¯t = AX¯t dt+ dB¯t + Σ¯tH
>( dZt − HX¯t +Hm¯t
2
dt), X¯0 ∼ p0.
Given the explicit form of the gain function (1.6), the empirical approximation
of the gain is simply K
(N)
t = Σ
(N)
t H
> where Σ(N)t is the empirical covariance of the
particles. Therefore, the evolution of the particles is:
(1.7) dXit = AX
i
t dt+ dB
i
t + K
(N)
t ( dZt −
HXit +Hm
(N)
t
2
dt), Xi0
i.i.d∼ p0,
for i = 1. . . . , N , where m
(N)
t is the empirical mean of the particles. The empirical
quantities are computed as:
m
(N)
t :=
1
N
N∑
j=1
Xit , Σ
(N)
t :=
1
N − 1
N∑
j=1
(Xit −m(N)t )(Xit −m(N)t )>.
The linear Gaussian FPF (1.7) is identical to the square-root form of the ensemble
Kalman filter (EnKF) [8, Eq. 3.3].
One extension of the Kalman gain is the so called constant gain approximation
formula whereby the gain Kt is approximated by its expected value (which represents
the best least-squared approximation of the gain by a constant). Remarkably, the
expected value admits a closed-form expression which is then readily approximated
empirically using the particles (see Remark 2.3 for derivation):
(1.8)
Const. gain approx: E[Kt(Xt)|Zt] =
∫
Rd
(h(x)− hˆt) x pt(x) dx
≈ 1
N
N∑
i=1
(h(Xit)− hˆ(N)t ) Xit .
The constant gain approximation formula has been used in nonlinear extensions of the
EnKF algorithm [21]. The connection to the Poisson equation provides a justification
for this formula. The formula is attractive because it provides a consistent (as the
number of particles N →∞) approximation of the Kalman gain in the linear Gaussian
setting.
4 A.TAGHVAEI, P. G. MEHTA, AND S. P. MEYN
Design and analysis of the gain function approximation algorithm (1.5) in the
general case is a challenging problem because of two reasons: (i) Apart from the
Gaussian case, there are no known closed-form solutions of (2.1); (ii) The density
pt(x) is not explicitly known. At each time-step, one only has samples {Xit}Ni=1. For
the purpose of this paper, these samples are assumed to be i.i.d drawn from pt. The
assumption is justified because in the limit of large N , the particles are approximately
i.i.d (by the propagation of chaos); cf., [58].
1.1. Contributions of this paper. The paper presents a diffusion map-based
algorithm for the gain function approximation problem. The algorithm is named as
such because it involves, as an intermediate step, a diffusion map approximation of
the exact semigroup e∆ρ . The following is a summary of specific original contributions
made in this paper:
(i) Error estimates that relate the exact semigroup to its diffusion map approx-
imation. The error estimates are derived by employing a Feynman-Kac rep-
resentation of the semigroup (Proposition 3.3);
(ii) A uniform spectral gap for the diffusion map based on the use of the Foster-
Lyapunov function method from the theory of stochastic stability of Markov
processes (Proposition 4.2); and
(iii) Error estimates for the empirical approximation of the diffusion map (Propo-
sition 3.4).
The results from (i) and (ii) are used to derive estimates for the bias and to show
that the bias converges to zero in a certain limit (Theorem 4.3). Results from (iii) are
used to prove the convergence of the variance error term to zero in the infinite-N limit
(Theorem 4.4). The paper contains numerical experiments that serve to illustrate the
effects of problem dimension and sample size. The algorithm is applied to two filtering
examples and comparisons provided with the sequential importance resampling (SIR)
particle filter.
1.2. Relationship to prior work. The gain function algorithm first appeared
in the conference version of this paper [60]. Its preliminary error analysis was reported
in the conference paper [62]. The important distinction is that the results in these
conference papers were preliminary in nature. The proofs were either altogether
omitted or based on formal arguments. The main techniques employed in this paper,
namely, (i) the use of Feyman-Kac representation to quantify the error due to the
diffusion map approximation of the exact semigroup, and (ii) the use of stochastic
stability theory to derive uniform spectral gap for the diffusion map, are original and
do not appear in the conference papers. These techniques are important to be able
to obtain precise estimates as enumerated above in the list of contributions. Since
the main technical tools are new, all the proofs, based on these techniques, are new
and original contributions of this paper. The diffusion map was introduced in [15], in
the context of spectral clustering [6, 65]. Results on its convergence analysis appears
in [32, 53, 15, 28, 31, 66, 7]. The use of diffusion map approximations for filtering
problems is originally due to the authors.
1.3. Literature survey. Apart from its direct relevance to numerical approxi-
mation of the FPF, there are three topics of current research interest that are relevant
to the subject of this paper: (i) ensemble Kalman filter; (ii) particle flow algorithms
for nonlinear filtering; and (iii) optimal transport. Specifically, the algorithms for gain
function approximation described in this paper are also directly applicable to these
other topics. These relationships are briefly discussed next:
GAIN FUNCTION APPROXIMATION IN THE FPF 5
Ensemble Kalman filter: The EnKF algorithm was first developed in the discrete-
time setting [27]. In the continuous-time setting, two formulations of the EnKF have
been developed: stochastic EnKF, and the more recent deterministic EnKF [8, 51].
As has already been noted, the deterministic EnKF is in fact identical to the FPF
algorithm (1.7) in the linear Gaussian setting [8, 59].
The EnKF algorithm provides a consistent approximation in the linear Gaussian
setting. Compared to the Kalman filter, the main utility of EnKF is that it does
not require propagation of the covariance matrix. This reduces the computational
complexity from O(d2) for the Kalman filter to O(Nd). This is clearly advantageous
in high dimensional problems when N << d. This property has made EnKF popular
in applications such as weather prediction in high dimensional settings [36, 47]. The
disadvantage of the EnKF algorithm, of course, is that it does not provide a consistent
approximation for nonlinear problems.
FPF represents a the generalization of the EnKF to the nonlinear non-Gaussian
setting [59]: With the constant gain approximation, the algorithms are identical.
Given this parallel, the problem of improving the EnKF algorithm in more general
nonlinear non-Gaussian settings is directly related to the problem of better approxi-
mating the gain function in the FPF. In an application software based on EnKF, it is
a relatively simple matter to replace the constant gain formula for the gain by more
sophisticated approximations described in this paper. Certain empirical evaluations
on the performance of FPF in high-dimensional settings are reported in [57, 55, 54, 9].
Error analysis and stability of EnKF is an active area of research; see [43, 41, 24]
for linear models and [21, 23, 37] for nonlinear models. The error analysis for the gain
function approximation reported in this paper is a step towards error analysis of the
FPF along these lines.
Particle flow algorithms: The following first-order (and hence an under deter-
mined) form of the Poisson equation appears in most types of particle flow algorithms:
∇ · (pt(x)K(x)) = (rhs),
where the righthand-side (rhs) is given and K(x) defines a vector field that must be
obtained to implement the particle flow. The PDE appears in the first interacting
particle representation of the continuous-time filtering in [17, 18] and the discrete-time
filtering in [19]. Stochastic extensions of these have also recently appeared in [20]
where approximate solutions are also described based on Gaussian assumption on the
density. The algorithm described here represent an approximation of a particular
gradient form solution of the first-order PDE.
Optimal transport: The mean-field SDE (1.2) represents a transport that maps
the prior distribution at time 0 to the posterior distribution at an (arbitrary) future
time t > 0. Synthesis of optimal transport maps for implementing the Bayes formula
appears in [50, 14, 26, 61, 33, 13]. The relationship with the Poisson equation is
through the ensemble transform filter which relies on a linear programming construc-
tion to approximate the optimal transport map [14]. As discussed in [59, Sec. 5.5], the
solution of the Poisson equation yields an infinitesimal optimal transport map from
the “prior” pt(x) to “posterior”
1
γ pt(x)e
−th(x). Another closely related approach is
transportation through Gibbs flow [33].
Directly related to the FPF, the Galerkin method for the numerical solution of
the Poisson equation appeared in original papers [68, 69]. The Galerkin algorithm
represents the ‘direct” PDE approach to construct a numerical approximation. The
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constant gain approximation is a particular example of a Galerkin solution. In general,
the main problem with the Galerkin approximation is that it requires a selection of
basis functions. This becomes intractable in high dimensions. To mitigate this issue,
a proper orthogonal decomposition (POD)-based procedure to select basis functions
is introduced in [11]. Other existing approaches are a continuation scheme for ap-
proximation [44], a probabilistic approach based on dynamic programming [48], and
a procedure based on expressing the gain function in a reproducible Hilbert kernel
space [49]. A comparison of different gain function approximation methods appears
in [10].
1.4. Paper outline. The outline of the remainder of this paper is as follows: The
mathematical problem of the gain function approximation together with a summary of
known results on this topic appears in section 2. The diffusion-map based algorithm is
described in a self-contained fashion in section 3. The main theoretical results of this
paper including the bias and variance estimates appear in section 4. Some numerical
experiments for the same appear in section 5. All the proofs appear in the Appendix.
1.5. Notation. For vectors x, y ∈ Rd, the dot product is denoted as x · y and
|x| := √x · x. The space of positive definite d × d matrices is denoted as Sd++. The
Borel σ-algebra on Rd is denoted by B(Rd). The indicator function, for a measurable
set A ∈ B(Rd), is denoted as 1A(·). The space of measurable functions f : Rd → R
such that ‖f‖Lp(ρ) :=
(∫ |f(x)|pρ(x) dx)1/p < ∞ is denoted as Lp(ρ). The inner
product on L2(ρ) is defined by
〈
f, g
〉
:=
∫
f(x)g(x)ρ(x) dx. The space H1(ρ) is the
space functions f ∈ L2(ρ) whose derivative (defined in the weak sense) is in L2(ρ).
For a (weakly) differentiable function f , ‖∇f‖Lp(ρ) :=
(∫ |∇f(x)|pρ(x) dx)1/p. For an
integrable function f , fˆρ :=
∫
f(x)ρ(x) dx denotes the mean. L20(ρ) := {f ∈ L2(ρ) |
fˆρ = 0} and H10 (ρ) := {f ∈ H1(ρ) | fˆρ = 0} denote the co-dimension 1 subspace
of functions whose mean is zero. L∞(Ω) denotes the space of bounded functions
on Ω ⊂ Rd with the sup-norm denoted as ‖ · ‖L∞(Ω). The space of continuous and
bounded functions on Ω ⊂ Rd and the space of continuous and smooth functions on
Ω is denoted as Cb(Ω) and C
∞
b (Ω) respectively. For a linear operator T , on a Banach
space X with norm ‖ · ‖X , the operator norm is denoted as ‖T‖X . The Gaussian
distribution with mean m and covariance Σ is denoted as N (m,Σ). The variance of
the random variable X is denoted as Var(X).
2. Gain function approximation.
2.1. Problem formulation. The mathematical problem is to numerically ap-
proximate the solution of the Poisson’s equation (1.3) introduced in section 1 and also
repeated below:
(2.1) −∆ρφ = h− hˆρ,
where the weighted Laplacian ∆ρφ(x) :=
1
ρ(x)∇ · (ρ(x)∇φ(x)); ρ(x) is an everywhere
positive probability density on Rd; h(x) is a real-valued function defined on Rd and
hˆρ :=
∫
h(x)ρ(x) dx. The function φ is referred to as the solution. Its gradient is
referred to as the gain function and denoted as K(x) := ∇φ(x). The PDE (2.1) is
referred to as the Poisson’s equation.
The numerical approximation problem is as follows:
Problem statement: Given N samples {X1, . . . , Xi, . . . , XN}, drawn i.i.d. from
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ρ, approximate the gains {K1, . . . ,Ki, . . . ,KN}, where Ki := K(Xi) = ∇φ(Xi). The
density ρ is not known in an explicit form.
2.2. Mathematical preliminaries. Assumptions: The following assump-
tions are made throughout the paper:
(i) Assumption A1: The probability density ρ is of the form ρ(x) = e−V (x)
where the function V (x) = 12 (x−m)>Σ−1(x−m) +w(x) for some m ∈ Rd, Σ ∈ Sd++,
and w ∈ C∞b (Rd);
(ii) Assumption A2: The function h : Rd → R is (weakly) differentiable with
‖h‖L4(ρ), ‖∇h‖L4(ρ) <∞.
Remark 2.1. Assumption A1 is used to prove the approximation result (Propo-
sition 3.3) and to derive the spectral gap (Proposition 4.2) for the diffusion map ap-
proximation first introduced in section 3. In prior literature, a similar assumption has
been previously used for studying functional inequalities to obtain Poincare´ inequality
with a constant that does not depend on the dimension [64, Ch. 8]. Assumption A1
is restrictive, e.g., a mixture of Gaussians does not satisfy the assumption. Based
on numerical experiments, it is conjectured that Assumption A1 can be relaxed. A
weaker assumption would be to assume ρ = ρg ∗ w, the convolution of a Gaussian
density ρg with a density w that has a compact support. Proving the theoretical
results under this weaker assumption is the subject of future work.
2.2.1. Spectral representation. Under Assumption (A1), the weighted Lapla-
cian ∆ρ has a discrete spectrum with an ordered sequence of eigenvalues 0 = λ0 <
λ1 ≤ λ2 ≤ . . . and associated eigenfunctions {en} that form a complete orthonormal
basis of L2(ρ) [5, Cor. 4.10.9]. The trivial eigenfunction e0(x) = 1, and for f ∈ L20(ρ),
the spectral representation yields:
(2.2) −∆ρf =
∞∑
m=1
λm〈em, f〉em.
The positivity of the smallest non-trivial eigenvalue (λ1 > 0) is referred to as the
Poincare´ inequality (or the spectral gap condition) [4]. The inequality is equivalently
expressed as ∫
Rd
(f − fˆρ)2ρdx ≤ 1
λ1
∫
Rd
|∇f |2ρdx, ∀ f ∈ H1(ρ),
where fˆρ =
∫
fρdx.
The Poincare´ inequality is important to show that the Poisson equation is well-
posed and a unique solution exists. The solution to the Poisson equation is defined
using the weak formulation.
2.2.2. Weak formulation. A function φ ∈ H10 (ρ) is said to be a weak solution
of (2.1) if
(2.3)
∫
∇φ(x) · ∇ψ(x)ρ(x) dx =
∫
(h(x)− hˆρ)ψ(x)ρ(x) dx ∀ ψ ∈ H1(ρ).
Equation (2.3) is referred to as the weak-form of the Poisson’s equation. The weak-
form is expressed succinctly as 〈∇φ,∇ψ〉 = 〈h−hˆρ, ψ〉 where 〈·, ·〉 is the inner-product
in L2(ρ). The existence and uniqueness of the solution to the weak-form of the Poisson
equation is stated in the following Proposition.
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Proposition 2.2. [42, Thm. 2.2.] Suppose ρ satisfies Assumption (A1) and
h satisfies Assumption (A2). Then there exists a unique function φ ∈ H10 (ρ) that
satisfies the weak-form of the Poisson equation (2.3). The solution satisfies the bound:∫
|∇φ(x)|2ρ(x) dx ≤ 1
λ1
∫
(h(x)− hˆρ)2ρ(x) dx.
Remark 2.3 (Constant gain approximation). The weak formulation (2.3) has led
to the Galerkin algorithm presented in the original FPF papers [68]. A special case of
the Galerkin solution is the constant gain approximation formula (1.8). The formula
is obtained upon choosing the test functions in (2.3) to be the coordinate functions:
ψm(x) = xm for m = 1, 2, . . . , d. Then,∫
∂φ
∂xm
(x)ρ(x) dx =
∫
(h(x)− hˆρ)xmρ(x) dx, for m = 1, . . . , d,
which yields the formula (1.8).
The diffusion map-based algorithm presented in this paper is based on the semi-
group formulation of the Poisson equation.
2.2.3. Semigroup. Let {Pt}t≥0 be the semigroup associated with the weighted
Laplacian ∆ρ. The semigroup allows for a probabilistic interpretation which is de-
scribed next. Consider the following reversible Markov process {St}t≥0 evolving in
Rd:
dSt = −∇V (St) dt+
√
2 dBt,
where V (x) := − log(ρ(x)) and {Bt}t≥0 is a standard Weiner process in Rd. Then
Ptf(x) = E[f(St)|S0 = x].
It is straightforward to verify that Pt : L
2(ρ) → L2(ρ) is symmetric, i.e., 〈Ptf, g〉 =
〈f, Ptg〉 for all f, g ∈ L2(ρ) and ρ(x) = e−V (x) is its invariant density. The semigroup
also admits a kernel representation:
Ptf(x) =
∞∑
m=1
e−tλm〈em, f〉em(x) =
∫
Rd
k¯t(x, y)f(y)ρ(y) dy,
where k¯t(x, y) :=
∑∞
m=0 e
−tλmem(x)em(y).
The spectral gap implies that ‖Pt‖L20(ρ) = e−tλ1 < 1. Hence, Pt is a strict
contraction on L20(ρ). For the special case of Gaussian density, the eigenfunctions are
given by the Hermite polynomials. This leads to an explicit formula for the kernel
k¯t(x, y) in the Gaussian case, as described in Appendix A.
Consider the heat equation
∂u
∂t
= ∆ρu+ (h− hˆρ), u(0, x) = f(x).
Its solution is given in terms of the semigroup as follows:
u(t, x) = Ptf(x) +
∫ t
0
Pt−s(h− hˆρ)(x) ds.
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Letting f(x) = φ(x) where φ solves the Poisson equation (2.1) yields the following
fixed-point equation for t = :
(exact fixed-point equation) φ = Pφ+
∫ 
0
Ps(h− hˆρ) ds.(2.4)
Equation (2.4) is referred to as the semigroup form of the Poisson equation (2.1).
The following Proposition shows that the weak form (2.3) and the semigroup
form (2.4) are equivalent. The proof appears in the Appendix B.
Proposition 2.4. Suppose ρ satisfies Assumption (A1) and h satisfies Assump-
tion (A2). Then the unique solution φ ∈ H10 (ρ) to the weak form (2.3) is also the
unique solution to the fixed-point equation (2.4).
The semigroup formulation has led to the diffusion-map based algorithm which
is the main focus of the remainder of this paper.
3. Diffusion map-based Algorithm. The diffusion map-based algorithm is
based on a numerical approximation of the fixed-point equation (2.4). The main
technique is to approximate the semigroup P in the following three steps:
1. Diffusion map approximation: A family of Markov operators {T}>0 are
defined as follows:
(3.1) Tf(x) :=
1
n(x)
∫
Rd
k(x, y)f(y)ρ(y) dy,
where n(x) :=
∫
k(x, y)ρ(y) dy is the normalization factor,
k(x, y) :=
g(x, y)√∫
g(x, z)ρ(z) dz
√∫
g(y, z)ρ(z) dz
,
and g(x, y) := e
− |x−y|24 is the Gaussian kernel in R. For small positive values
of , the Markov operator T is referred to as the diffusion map approximation
of the exact semigroup P [15, 32]. The precise statement of this approxima-
tion is contained in Proposition 3.3. For the special case of Gaussian density,
an explicit formula for the diffusion map appears in the Appendix A.
2. Empirical approximation: The operator T is approximated empirically
by {T (N) }>0,N∈N defined as follows:
(3.2) T (N) f(x) :=
1
n
(N)
 (x)
N∑
j=1
k(N) (x,X
j)f(Xj),
where n
(N)
 (x) :=
∑N
i=1 k(x,X
i) is the normalization factor and
k(N) (x, y) :=
g(x, y)√∑N
j=1 g(x,X
j)
√∑N
j=1 g(y,X
j)
.
Recall that Xi
i.i.d∼ ρ for i = 1, . . . , N . So, by law of large numbers (LLN),
T
(N)
 f represents an empirical approximation of the diffusion map T. The
precise statement of the empirical approximation is contained in Proposi-
tion 3.4.
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3. Approximation as Markov matrix: An N×N Markov matrix T is defined
with (i, j)-th element given by
(3.3) Tij =
1
n
(N)
 (Xi)
K(N) (X
i, Xj).
Finite-dimensional fixed-point equation: Using the three steps above, the orig-
inal infinite-dimensional fixed-point equation (2.4) is approximated as a finite dimen-
sional fixed-point equation
(3.4) Φ = TΦ + (h− pi(h)),
where h := (h(X1), . . . , h(XN )) is a N × 1 column vector, and pi(h) = ∑Ni=1 piih(Xi)
where the probability vector pii =
n(N) (X
i)∑N
j=1 n
(N)
 (Xj)
is the unique stationary distribution
of the Markov matrix T. The solution Φ is used to define an approximation to the
solution of the Poisson equation as follows:
(3.5) φ(N) (x) :=
1
n
(N)
 (x)
N∑
j=1
k(N) (x,X
j)Φj + (h(x)− pi(h)).
The approximation for the gain function is as follows:
(3.6) K(N) (x) = ∇
 1
n
(N)
 (x)
N∑
j=1
k(N) (x,X
j)(Φj + hj)
 .
Upon evaluating the gradient in closed-form, the following linear formula results for
the gain function evaluated at particle locations:
(3.7) Ki := K(N) (X
i) =
N∑
j=1
sijX
j ,
where
(3.8) sij :=
1
2
Tij(rj −
N∑
k=1
Tikrk), rj := Φj + hj .
The details of the calculation leading to the linear formula appear in the Appendix C.
Remark 3.1 (Numerical procedure). The fixed-point problem (3.4) is solved in an
iterative manner. The vector Φ is initialized to Φ0 = (0, . . . , 0) ∈ RN and updated
according to
(3.9) Φn+1 = TΦn + (h− pi(h)),
for n = 1, . . . , L for a finite number of L iterations. The procedure is guaranteed
to converge, with a geometric convergence rate, because T is a strict contraction on
L20(pi) (Proposition 4.1-(ii)). The overall algorithm is presented in Algorithm 3.1.
The proposed iterative procedure (3.9) is preferred to other numerical procedures
because (i) it is straightforward to implement and does not require matrix inversion;
(ii) it may be numerically more efficient than solving a system of N linear equations;
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and (iii) it allows one to use the solution obtained from the previous filter step,
as initialization for the iterative procedure (3.9), resulting in quick convergence –
typically in a few iterations. The reason for quick convergence is that the change in
the solution of the fixed point equation (3.4) is (typically) small from one filtering
step to the next. This is because the change in particle locations is (typically) small
for a small choice of time increment.
Algorithm 3.1 diffusion-map based algorithm for gain function approximation
Input: {Xi}Ni=1, {h(Xi)}Ni=1, Φprev, , L
Output: {Ki}Ni=1
1: Calculate gij := e
− |Xi−Xj |24 for i, j = 1 to N
2: Calculate kij :=
gij√∑
l gil
√∑
l gjl
for i, j = 1 to N
3: Calculate di =
∑
j kij for i = 1 to N
4: Calculate Tij :=
kij
di
for i, j = 1 to N
5: Calculate pii =
di∑
j dj
for i = 1 to N
6: Calculate hˆ =
∑N
i=1 pijh(X
i)
7: Initialize Φ = Φprev
8: for t = 1 to L do
9: Φi =
∑N
j=1 TijΦj + (h− hˆ) for i = 1 to N
10: end for
11: Calculate ri = Φi + hi for i = 1 to N
12: Calculate sij =
1
2Tij(rj −
∑N
k=1 Tikrk) for i, j = 1 to N
13: Calculate Ki =
∑
j sijX
j for i = 1 to N
Remark 3.2. The computational complexity of the diffusion-map based algorithm
is O(N2) because of the need to assemble the N ×N matrix T. The computational
complexity may be reduced using the sparsity structure of the matrix T and sub-
sampling techniques. Compared to the Galerkin algorithm with computational com-
plexity of O(Nd3), the diffusion-map algorithm is advantageous in high-dimensional
problems where d >> N .
3.1. Approximation results. The notation G(f)(x) :=
∫
g(x, y)f(y) dy is
used to denote the heat semigroup with a Gaussian kernel g(x, y), and
U :=
1
2
log(
G(ρ)
ρ2
), U := −1
2
log(ρ),(3.10a)
W :=
1

log(eUG(e
−U)), W := |∇U |2 −∆U.(3.10b)
The proof of the following proposition appears in Appendix E.
Proposition 3.3. Consider the family of Markov operators {T}>0 defined ac-
cording to (3.1). Let n ∈ N, t ∈ (0, t0) with t0 <∞, and  = tn . Then,
(i) The semigroup Pt and the operator T
n
 admit the following representa-
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tions:
Ptf(x) = e
U(x)E[e−
∫ t
0
W (Bx2s) dse−U(B
x
2t)f(Bx2t)],(3.11)
Tn f(x) = e
U(x)E[e−
∑n−1
k=0 W(B
x
2k)e−U(B
x
2n)f(Bx2n)],(3.12)
for all x ∈ Rd where Bxt is the Brownian motion with initial condition Bx0 = x.
(ii) In the asymptotic limit as → 0:
U(x) = U(x) + 2W (x) + ∆V (x) + 
2r(1) (x),(3.13a)
W(x) = W (x) + r
(2)
 (x),(3.13b)
where |r(1) (x)|, |r(2) (x)| = O(|x|2) and |∇r(1) (x)| = O(|x|) as |x| → ∞.
(iii) For all functions f such that f,∇f ∈ L4(ρ):
(3.14) ‖(Tnt
n
− Pt)f‖L2(ρ) ≤
√
t
n
C(‖f‖L4(ρ) + ‖∇f‖L4(ρ)),
where the constant C only depends on t0 and ρ.
The proof of the following proposition appears in Appendix H.
Proposition 3.4. Consider the diffusion map kernel {T}>0, and its empiri-
cal approximation {T (N) }>0,N∈N. Then for any bounded continuous function f ∈
Cb(Rd):
(i) (Almost sure convergence) For all x ∈ Rd
lim
N→∞
T (N) f(x) = Tf(x), a.s.
(ii) (Convergence rate) For any δ ∈ (0, 1), in the asymptotic limit as N →∞,
(3.15)
∫
|T (N) f(x)− Tf(x)|2ρ(x) dx ≤ O(
log(Nδ )
Nd
),
with probability higher than 1− δ.
Remark 3.5 (Related work). The key idea in the proof of the Proposition 3.3 is the
Feynman-Kac representation of the semigroup (3.11). To the best of our knowledge,
this representation has not been used before in the analysis of the diffusion map
approximation. Most of the existing results concerning the convergence of the diffusion
map are based on a Taylor series expansion that would lead to a convergence of the
form lim→0
f(x)−Tf(x)
 = ∆ρf(x) for each x ∈ Rd [32, 15, 28]. Convergence results of
the form limn→∞ ‖Tnt
n
f−Ptf‖L2(ρ) = 0 appear in [15, 63], based on functional analytic
arguments. The Taylor series type arguments typically require the distribution to be
supported on a compact manifold which not assumed here.
4. Convergence and error analysis. The analysis of the diffusion-map algo-
rithm involves the consideration of the following four fixed point problems:
(exact) φ = Pφ+
∫ 
0
Ps(h− hˆρ) ds,(4.1)
(diffusion-map approx.) φ = Tφ + (h− hˆρ),(4.2)
(empirical approx.) φ(N) = T
(N)
 φ
(N)
 + (h− pi(h)),(4.3)
(finite-dim.) Φ = TΦ + (h− pi(h)),(4.4)
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where hˆρ :=
∫
h(x)ρ(x) dx and ρ(x) :=
n(x)ρ(x)∫
n(x)ρ(x) dx
is the density of the invariant
probability distribution associated with the Markov operator T.
In practice, the finite-dimensional problem (4.4) is solved. The existence and
uniqueness of the solution for this problem is the subject of the following proposition
whose proof appears in Appendix D.
Proposition 4.1. Consider the finite-dimensional fixed point equation (4.4).
Then almost surely
(i) T is a reversible Markov matrix with a unique stationary distribution
(4.5) pii :=
n
(N)
 (Xi)∑N
j=1 n
(N)
 (Xj)
,
for i = 1, . . . , N .
(ii) T is a strict contraction on L20(pi) = {v ∈ RN ;
∑
piivi = 0}. Hence the
fixed point equation (4.4) has a unique solution Φ ∈ L20(pi).
(iii) The (empirical approx.) fixed point equation (4.3) has a unique solution
given by (see (3.5))
φ(N) (x) =
1
n
(N)
 (x)
N∑
j=1
k(N) (x,X
j)Φj + (h(x)− pi(h)).
Based on the results in Proposition 2.4 and Proposition 4.1, the exact solution
φ and the numerical solution φ
(N)
 are both well-defined. The remaining task is to
show the convergence of φ
(N)
 → φ as N →∞ and → 0. We break the convergence
analysis into two parts, bias and variance:
φ(N)
N↑∞−→
(variance)
φ
↓0−→
(bias)
φ.
Before describing the general result, it is useful to first introduce an example that
helps illustrate the bias-variance trade-off in this problem.
4.1. Example - the scalar case. In the scalar case (where d = 1), the Poisson
equation is:
− 1
ρ(x)
d
dx
(ρ(x)
dφ
dx
(x)) = h(x)− hˆ.
Integrating twice yields the solution explicitly
(4.6) Kexact(x) =
dφ
dx
(x) = − 1
ρ(x)
∫ x
−∞
ρ(z)(h(z)− hˆ) dz.
For the choice of ρ as the sum of two Gaussians N (−1, σ2) and N (+1, σ2) with
σ2 = 0.2 and h(x) = x, the solution obtained using (4.6) is depicted in Figure 1 (a).
Also depicted is the approximate solution obtained using the diffusion-map algorithm
with N = 200, for different values of . The constant gain approximation is evaluated
according to the explicit integral formula (1.8). As →∞ the approximate gain con-
verges to the constant gain approximation. As  becomes smaller, the approximation
becomes more accurate. However, for very small values of  the approximation is poor
due to the variance error.
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Fig. 1. Simulation results for the diffusion-map algorithm for the scalar bimodal example: (a)
Approximate gain function for different choices of  compared to the exact gain function (solid line).
The shaded area in the background is the bimodal probability density function ρ. The dashed line is
the constant gain approximation solution; (b) Gain function approximation error of the diffusion-
map algorithm as a function of the parameter . All the results are with N = 200 particles.
The bias-variance trade-off while varying the the parameter  is depicted in Fig-
ure 1 (b). The L2 error is computed as a Monte-Carlo average:
(4.7) m.s.e =
1
M
M∑
m=1
1
N
N∑
i=1
|K(m)(Xi)− Kexact(Xi)|2.
Figure 1 (b) depicts the error obtained from averaging over M = 1000 simulations as
a function of the parameter . It is observed that for a fixed number of particles N ,
there is an optimal value of  that minimizes the error.
The vector counterpart of this example appears in subsection 5.1.
4.2. Bias. The analysis of bias has two parts:
1. To show that the (diffusion-map) fixed-point equation (4.2) admits a unique
solution φ for all positive choices of ;
2. To show that φ → φ as  ↓ 0.
For n ∈ N, iterate the fixed-point equation (4.2) n times to obtain:
(4.8) φ = T
n
 φ +
n−1∑
k=0
T k (h− hˆρ).
We let  = tn for some t > 0 and study the solution of this fixed-point equation as
n→∞. Note that the solution to the iterated fixed-point equation (4.8) is identical
to the solution to the fixed-point equation (4.2).
The fixed-point equation (4.8) is the (discrete) Poisson equation that appears
in the theory of Markov chain simulation [29, 46] and stochastic control [45, Ch.
9]. Theory presented in these references illustrates how bounds on the solution are
obtained under a Foster-Lyapunov drift condition. A similar strategy is adopted here.
In the following proposition, an existence-uniqueness result is described for the
fixed-point equation (4.8). The technical step in the proof involves a Foster-Lyapunov
condition known as DV(3) [39]. The proof appears in Appendix F.
Proposition 4.2. Consider the family of Markov operators {T}>0 defined in
(3.1). Let n ∈ N, t ∈ (0, t0), and  = tn , with t0 < ∞. Then there exists positive
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constants a, b, R, δ, a probability measure ν, and a number n0 ∈ N such that for all
n > n0:
log(e−UTn e
U) ≤ −atU + bt,(4.9a)
Tn 1A(x) ≥ δν(A)1‖x|≤R ∀A ∈ B(Rd).(4.9b)
Consequently,
(i) The chain with transition kernel Tn is geometrically ergodic with invariant
density
(4.10) ρ(x) :=
n(x)ρ(x)∫
n(x)ρ(x) dx
.
(ii) Tn is reversible with respect to the density ρ It admits a spectral gap as
a linear operator Tn : L
2
0(ρ)→ L20(ρ) that is uniform with respect to . The spectral
gap is denoted as λ.
(iii) There exists a solution to (4.8) with the bound
‖φ‖L2(ρ) ≤
t‖h‖L2(ρ)
λ
.
The proof of the following main result appears in Appendix G.
Theorem 4.3. Suppose the assumptions (A1)-(A2) hold for the density ρ and the
function h, and φ denotes the exact solution of (4.1). Consider the approximation
of this problem defined by the (diffusion-map) fixed-point equation (4.2). For the
approximate problem:
(i) Existence-Uniqueness: For each fixed  > 0, there exists a unique
solution φ.
(ii) Convergence: In the asymptotic limit as → 0
(4.11) ‖φ − φ‖L2(ρ) ≤ O().
4.3. Variance. The analysis of the variance concerns the (empirical) fixed-point
equation (4.3) whose solution is denoted as φ
(N)
 . The parameter  is assumed to be
positive and fixed and N is assumed to be finite but large.
The existence-uniqueness of φ
(N)
 has already been shown as part of Prop. 4.1.
The convergence has only been shown below only for the case where the density has
a compact support.
Assumption A3: The distribution ρ has compact support given by Ω ⊂ Rd.
Theorem 4.4. Suppose the assumptions (A2)-(A3) hold for the density ρ and the
function h, and φ denotes the solution of the (kernel) fixed-point equation (4.2) for
a fixed positive parameter . Consider the approximation of this problem defined by
the (empirical) fixed-point equation (4.3). For the approximate problem:
(i) Existence-Uniqueness: For each finite N , there exists (almost surely)
a unique solution φ
(N)
 .
(ii) Convergence: The approximate solution φ
(N)
 converges to the kernel
solution φ
(4.12) lim
N→∞
‖φ(N) − φ‖L∞(Ω) = 0, a.s.
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The proof of the convergence φ
(N)
 → φ is based on classical results in the nu-
merical analysis of integral equations on a grid [1, 2]. It relies on the verification of
the following three conditions:
(i) The family of operators {T (N) }∞N=1 is collectively compact as linear opera-
tors on Cb(Ω).
(ii) For any function f ∈ Cb(Ω),
(4.13) lim
N→∞
‖T (N) f − Tf‖L∞(Ω) = 0, a.s.
(iii) The inverse (I − T)−1 exists and it is a bounded on C0(Ω) := {f ∈
Cb(Ω); fˆρ = 0}.
Once these three conditions have been verified, the convergence result (4.12) follows
from a standard result in the approximation theory of the numerical solutions of
integral equations [34, Thm. 7.6.6]. The proof appears in Appendix I.
Remark 4.5 (Convergence rate). The result in Theorem 4.4 establishes asymp-
totic convergence of the variance error to zero. However, it does not provide an explicit
form for the convergence rate. It is possible to obtain an explicit form based upon a
convergence rate estimate for the uniform convergence (4.13). The latter is difficult
because the existing result in [28] holds only under rather strong regularity conditions
on f and assumes that the distribution ρ is uniform.
Based upon the approximation result Proposition 3.4, suppose a convergence rate
holds for (4.13) with order O( 1
N1/2d/2
). In this case, it is straightforward to derive
the following explicit form of the convergence rate for the variance:
‖φ − φ(N) ‖L∞(Ω) ≤ O(
1
N1/21+d/2
).
The validity and tightness of this bound is studied using numerical experiments in
section 5.
Remark 4.6. (Unbounded domain) Analysis of the variance error for the case
where the support of ρ is unbounded has proved to be difficult. In the unbounded
case, it is more appropriate to consider T and T
(N)
 as linear operators on L2(ρ).
Following the same approach as used in the proof of Theorem 4.4, one would need
to verify the three conditions noted above. However, for the unbounded case, we
could not verify the condition (i) that {T (N) }∞N=1 is collectively compact on L2(ρ).
An alternative approach is to follow the spectral method as outlined in [38]. In this
approach, one examines the convergence of empirical matrix [k(Xi, Xj)]Ni,j=1 where
k(·, ·) is a given symmetric kernel. However, this approach does not directly apply to
the analysis of the empirical operator T
(N)
 . This is because the form of the kernel
k
(N)
 (·, ·), as it is used in the definition of T (N) , is not explicitly given. It too must
be empirically approximated as a ratio whose convergence analysis has proved to be
rather challenging.
4.4. Relationship to the constant gain approximation. Although the con-
vergence and error analysis pertains to the  ↓ 0 limit, an important property of the
diffusion-map approximation is that the numerical procedure yields a unique solution
for arbitrary values of  (see Proposition 4.1). In fact, more can be said: one recovers
the constant gain approximation formula in the →∞ limit.
Before stating the result, it is useful to recall the three formulae for the gain:
(i) Exact formula: K = ∇φ is defined using the exact solution φ;
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(ii) Kernel formula: K is defined using the solution φ to the (diffusion-map)
approximation fixed-point equation:
(4.14) K(x) := ∇x
[
1
n(x)
∫
k(x, y)(φ(y) + h(y))ρ(y) dy
]
.
(iii) Empirical formula: K
(N)
 is the empirical version of the kernel formula. It
was defined in (3.6) using the solution Φ of the finite-dimensional fixed-point problem.
The proof of the following Proposition appears in the Appendix J.
Proposition 4.7. Consider the fixed-point problems (4.2) and (4.3) in the limit
as →∞.
(i) The kernel formula of the gain is given by
lim
→∞K =
∫
(h(x)− hˆρ)xρ(x) dx.
(ii) For any finite N , the empirical formula of the gain is given by
lim
→∞K
(N)
 =
1
N
N∑
i=1
(h(Xi)− hˆ(N)ρ )Xi a.s.
This result serves to highlight the connection between the FPF and the EnKF:
With the diffusion map approximation of the gain, the FPF approaches EnKF in the
limit of large . The parameter  can then be regarded as the tuning parameter to
“improve” the gain. Of course, for any finite value of N , this can only be done up to
a point – where variance becomes dominant (see Figure 1).
5. Numerics.
5.1. Example - the vector case. A vector generalization of the scalar example
in subsection 4.1 is obtained by considering the following form of the probability
density function in d-dimensions:
ρ(x) = ρb(x1)
d∏
n=2
ρg(xn), for x = (x1, x2, . . . , xd) ∈ Rd,
where ρb is the bimodal distribution
1
2N (−1, σ2) + 12N (+1, σ2) introduced in sub-
section 4.1, and ρg is the Gaussian distribution N (0, σ2). Also suppose the function
h(x) = x1. The simple example is illustrative of realistic application scenarios where
the density has non-Gaussian features along certain (not necessarily apriori known)
low-dimensional subspace. The directions orthogonal to this subspace are modelled
here as Gaussian noise.
For this problem, the exact gain function is easily obtained as
Kexact(x) = (Kexact(x1), 0, . . . , 0),
where the function Kexact(x1) is given by the formula (4.6) in subsection 4.1. The
exact solution is used to compute error properties as dimension increases.
The diffusion-map algorithm (Algorithm 3.1) is simulated to approximate the
gain function for this problem. The number of iterations in Algorithm 3.1 set to L =
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103. For each particle Xi = (Xi1, . . . , X
i
d), the first coordinate X
i
1
i.i.d∼ 12N (−1, σ2) +
1
2N (+1, σ2) and other the coordinates Xin
i.i.d∼ N (0, σ2) for n = 2, . . . , d. The constant
gain approximation is evaluated according to the explicit integral formula (1.8).
Figure 2 depicts the m.s.e (4.7) computed from running M = 100 simulations. A
summary of these results is as follows:
1. Figure 2-(a) depicts the error as a function of the parameters  and d for
a fixed number of particles N = 1000. Also depicted is the error with the
constant gain approximation. The constant gain error serves here as baseline.
For large values of , the bias error is dominant, and as  → ∞ the error
asymptotes to the error for the constant-gain approximation. This is because
(see Proposition 4.7) the diffusion map gain approaches the constant gain as
 → ∞. For small values of , the variance error dominates. According
to Remark 4.5, the upper-bound for m.s.e is expected te be of the order
O( 1
Nd+2
). However, the numerical error in Figure 2-(a) is observed to be
O( 1
N0.16d+0.3
). Therefore, the upper-bound in Remark 4.5 is not tight for
this specific problem.
2. Figure 2-(b) depicts the bias-variance trade-off as a function of number of
particles N for the fixed d = 1. It is not a surprise that the error gets better,
for all choices of , as the number of particles increase. However, the optimal
value of  – at which the error is the smallest – is relatively insensitive to
changes in N .
3. Figure 2-(c) depicts the error as function of N for different values of . The
dimension d = 1 is fixed. The error goes down as O( 1N ) and asymptotes to the
O() bias. The O( 1N ) is due to the variance error obtained in Proposition 3.4
and O() bias error is consistent with the conclusion of the Theorem 4.3.
4. Figure 2-(d) depicts the run time comparison between the diffusion-map al-
gorithm and the constant gain algorithm. The scaling for the diffusion-map
algorithm is O(N2) which is significantly more expensive than the O(N) scal-
ing of the constant gain approximation.
Remark 5.1 (Selection of ). The numerical results in Figure 2 suggest that there
is an optimal value of  such that the error is smallest. Given the fact that the
constant gain approximation results in the limit as  → ∞, an optimal choice of 
may be possible more generally. At the optimal value, one optimally trades-off the
errors due to variance and bias. The difficulty, of course, is that the formula for this
optimal choice is not known and may not even be possible in general settings. Instead,
in the literature involving kernel methods, a popular heuristic is to set  = 4(med)
2
log(N)
where (med) is the median value of all pairwise distances {|Xi − Xj |}i 6=j [12]. The
justification is that, with such a choice, the matrix [g(X
i, Xj)]Ni,j=1 is not close to
the identity matrix (which represents the degenerate case).
Remark 5.2. It is worthwhile to also examine the limit as → 0 while N is fixed
at a finite value. In this limit, the Markov matrix T converges to the identity matrix.
As a result, the solution Φ to the fixed-point problem (4.4) is unbounded. However,
in practice, value of Φ is large but finite, because the equation (4.4) is solved in an
iterative manner with finite number of iterations. With a finite value of Φ and T
equal to identity, the gain function given by the formula (3.7) is zero. Consequently,
the feedback correction for each particle is zero.
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Fig. 2. Simulation results for the diffusion-map algorithm for the vector bimodal example: (a)
Gain function approximation error as a function of  for d ∈ {1, 2, 5, 10}. (b) Error as a function
of  for N ∈ {100, 200, 500, 1000}. (c) Error as a function of N for  ∈ {0.1, 0.2, 0.5, 1.0}; (d)
Comparison of the run-time
5.2. Filtering example. Consider the following filtering problem:
dXt = 0, X0 ∼ p0,
dZt = h(Xt) dt+ σw dWt,
where Xt ∈ R, Zt ∈ R, σW > 0, and {Wt} is standard Brownian motion, independent
of Xt. The prior distribution p0 is Gaussian N (0, 1) and the observation function
h(x) = |x|. For the static filtering problem, the posterior distribution is explicitly
given by:
p?t (x) = (const.)p0(x)e
1
σ2w
(h(x)Zt− t2h2(x)).
Three filtering algorithms are implemented for this problem: (i) the FPF algo-
rithm with the diffusion-map gain approximation; (ii) the FPF algorithm with the
the constant gain approximation (similar to EnKF); (iii) a sequential importance re-
sampling (SIR) particle filter [25]. The simulation parameters are as follows: The
measurement noise σw = 0.1. The simulation is carried out for T = 500 time-steps
with step-size ∆t = 0.001. Both the algorithms use N = 200 particles with identical
initialization. For the diffusion-map approximation, the kernel bandwidth was set to
 = 0.1, and number of iterations in 3.1 is set to L = 100.
The numerical results are depicted in Figure 3. The distribution of the particles
along with the exact posterior distribution are depicted in Figure 3-(a). It is observed
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(a) (b)
Fig. 3. Simulation results for the FPF algorithm for the filtering example: (a) The distribution
of the particles obtained using the diffusion-map approximation and the constant gain approximation
as compared to the exact distribution (dashed line); (b) Plot of the mean squared error in estimating
the conditional expectation of the function ψ(x) = x1x<0.
that the FPF algorithm with the diffusion map approximation provides a more ac-
curate approximation of the posterior distribution. In contrast, the constant-gain
approximation fails to reproduce the bimodal nature of the posterior distribution.
A quantitative estimate of the performance is provided in terms of a mean squared
error (m.s.e.). in estimating the conditional expectation of the function ψ(x) = x1x≤0.
A Monte Carlo estimate of the m.s.e. is depicted in Figure 3-(b) with M = 100 runs.
At time t, it is calculated according to
m.s.e.t =
1
M
M∑
m=1
(
1
N
N∑
i=1
ψ(Xm,it )−
∫
ψ(x)p?t (x) dx
)2
.
At time t = 0, the empirical distribution of the particles is an accurate approxi-
mation of the prior distribution, because the particles are sampled i.i.d. from the prior
distribution. Therefore, the m.s.e at t = 0 is small. As time progress, the difference
between the empirical distribution and the exact posterior becomes larger because
the filter update is not exact. For FPF, as the time-step ∆t is small, the main source
of the m.s.e. error is due to the error in the gain function approximation. Therefore,
the diffusion map FPF with its more accurate approximation of the gain yields better
m.s.e., compared to the EnKF using the constant gain approximation. The particle
filter, like FPF with diffusion map approximation, is able to capture the bi-modal
distribution. However, due to the stochastic noise, introduced from the resampling
step, it admits larger error.
5.3. Benes filter. Consider the following filtering problem:
dXt = µσB tanh(
µ
σB
Xt) dt+ σB dBt, X0 = x0,
dZt = (h1Xt + h1h2) dt+ dWt,
where {Xt}, {Zt} ∈ R are one-dimensional stochastic processes, {Bt} and {Wt} are
one-dimensional, independent, Brownian motions, x0 is a known initial condition,
and the constants µ, σB , h1, h2 ∈ R. This filtering problem has a finite-dimensional
analytical solution given by a mixture of two Gaussians [3]:
wtN (at − bt, σ2t ) + (1− wt)N (at + bt, σ2t ),
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Fig. 4. Simulation results for the FPF algorithm for the Benes filter example: (a) The dis-
tribution of the particles obtained using the diffusion-map approximation and the constant gain
approximation as compared to the exact distribution (dashed line); (b) Plot of the mean squared
error in estimating the conditional expectation of the function ψ(x) = x.
where
at = σBΨt tanh(h1σBt) +
h2 + x0
cosh(h1σBt)
− h2, bt = µ
h1
tanh(h1σBt),
σ2t =
σB
h1
tanh(h1σBt), Ψt =
∫ t
0
sinh(h1σBs)
sinh(h1σBt)
dZs, wt =
1
1 + e
2atbt
σB
coth(h1σBt)
.
The three filtering algorithms, as in the previous example, are also implemented
and evaluated for this problem. The simulation parameters are chosen according to the
values used in [16]: µ = 0.5, h1 = 0.4, h2 = 0, σB = 0.8, x0 = 1.0. The simulations are
carried out over the time horizon T = 10. The stochastic integrals are approximated
with a first-order Euler scheme using the discretization step-size ∆t = 0.01. For FPF
with DM gain approximation, the kernel bandwidth  is selected according to the rule
described in Remark 5.1 and number of iterations in Algorithm 3.1 is L = 100.
The numerical results are depicted in Figure 4. It is observed that the FPF with
DM and constant gain approximations admit almost the same accuracy. The reason
is that the exact bimodal posterior distribution quickly converges to an almost uni-
modal distribution. This is because the weight of one of the mixture modes converges
to zero. The accuracy of the SIR particle filter is poor because of the stochastic noise
introduced from resampling step.
6. Conclusions and Directions for Future Work. In this paper, the diffu-
sion map (DM) algorithm was presented for the problem of gain function approxima-
tion in the FPF. It was shown that the approximation error converges to zero in the
limit as the number of particles N →∞ and the kernel bandwidth parameter  → 0
(Theorems 4.3 and 4.4). In the limit as →∞, the gain obtained using the DM algo-
rithm was shown to converge to the constant gain approximation (Proposition 4.7).
Consequently, in this limit, the FPF using the DM algorithm reduces to an EnKF.
This is an important property because it suggests a path to improve the performance
of an EnKF algorithm by choosing an appropriate (finite) value of the parameter .
The bounds, scalings and the numerical experiments described in this paper provide
guidance on how to choose the parameter  for large but finite N . Some directions
for future work are as follows:
1. Relaxing the assumptions: The analysis is based on Assumption A1 which
is restrictive because it does not include the mixture of Gaussians. Relaxing
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this assumption, possibly as suggested in Remark 2.1, is one possible avenue
of future work.
2. Error analysis for the FPF: The error analysis in this paper concerns primarily
the convergence of function φ
(N)
 to the exact solution φ. Extending these
results to include the convergence analysis of the gain K
(N)
 = ∇φ(N) to the
exact gain K = ∇φ is important for the complete error analysis of the FPF
with finitely many particles.
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Appendix A. Exact semigroup and and its diffusion map approximation
for the Gaussian case. In this section, we provide explicit formulae for the
exact semigroup Pt and its diffusion map approximation T, for the special case when
the density ρ is a Gaussian N (m,Σ). For the Gaussian case, the semigroup is the
Ornstein-Uhlenbeck semigroup [5, Sec. 2.7.1] an its spectral representation is obtained
in terms of the Hermite polynomials. For notational ease, after an appropriate change
of coordinates, we assume m = 0 and Σ = diag(σ21 , . . . , σ
2
d) where σ
2
1 ≥ σ22 ≥ . . . ≥
σ2d > 0 are ordered eigenvalues of Σ.
Definition A.1. The Hermite polynomials are recursively defined as
}n+1(x) = x }n(x)− }′n(x), }0(x) = 1,
where the prime ′ denotes the derivative.
Proposition A.2. Suppose the density ρ is Gaussian N (0,Σ) with the variance
Σ = diag(σ21 , . . . , σ
2
d) and σ
2
1 ≥ σ22 ≥ . . . ≥ σ2d > 0. Then
(i) The exact semigroup Pt and the diffusion map T admit the following
integral representations:
Ptf(x) =
∫
Rd
d∏
j=1
1
(2piσ2j (1− e−2tσ
−2
j ))1/2
e
− |yj−e
−tσ−2
j xj |2
2σ2
j
(1−e−2tσ
−2
j ) f(y) dy,(A.1)
Tf(x) =
∫
Rd
d∏
j=1
1
(4pi(1− δj))1/2 e
− |yj−(1−δj)xj |
2
4(1−δj) f(y) dy,(A.2)
where δj := 
σ2j+4
σ4j+3σ
2
j +4
2 for j = 1, . . . , d.
(ii) The operators Pt and T each have a unique invariant Gaussian den-
sity given by N (0,Σ) and N (0,Σ), respectively, where Σ = diag(σ2,1, . . . , σ2,d) with
σ2,j =
2(1−δj)
δj(2−δj) for j = 1, . . . , d.
(iii) The eigenvalues and the associated eigenfunctions are as follows:
Spectrum of the semigroup Pt : λn =
d∏
j=1
e
−tnj
σ2
j , en(x) =
d∏
j=1
}nj (
xj
σj
),
Spectrum of the diffusion map T : λn =
d∏
j=1
(1− δj)nj , en(x) =
d∏
j=1
}nj (
xj
σ,j
),
for n = (n1, . . . , nd) ∈ Zd+.
(iv) The operator norm ‖Pt‖L2(ρ) = e
− t
σ21 and ‖T‖L2(ρ) = 1− δ1.
Proof. Omitted. See [62, Prop. 1].
Appendix B. Proof of Proposition 2.4.
Based on the use of the spectral representation (2.2), the weak solution of the
Poisson equation is readily seen to be
(B.1) φ =
∞∑
m=1
1
λm
〈em, h〉em.
GAIN FUNCTION APPROXIMATION IN THE FPF 27
This solution (B.1) also satisfies the fixed-point equation (2.4) because
Ptφ+
∫ t
0
Ps(h− hˆρ) ds =
∞∑
m=1
e−tλm〈em, φ〉em +
∫ t
0
∞∑
m=1
e−sλm〈em, h〉em ds
=
∞∑
m=1
e−tλm
λm
〈em, h〉em +
∞∑
m=1
1− e−tλm
λm
〈em, h〉em = φ.
The uniqueness of the solution to the fixed-point equation (2.4) follows from the
contraction mapping principle because ‖Pt‖L20(ρ) = e−tλ1 < 1.
Appendix C. Derivation of the linear form of the gain (3.7). By a direct
calculation,
∇x k
(N)
 (x,Xj)∑N
l=1 k
(N)
 (x,X l)
=
Xj−x
2 k
(N)
 (x,Xj)∑
l k
(N)
 (x,X l)
−
∑N
l=1
Xl−x
2 k
(N)
 (x,X l)∑
l k
(N)
 (x,X l)
k
(N)
 (x,Xj)∑
l k
(N)
 (x,X l)
,
which evaluated at x = Xi yields
∇x
(
k
(N)
 (x,Xi)∑N
j=1 k(x,X
j)
)∣∣∣∣∣
x=Xi
=
1
2
(
XjTij −
N∑
l=1
X lTilTij
)
.
Using the definitions (3.6) for K
(N)
 , and (3.8) for r and s,
K(N) (X
i) = ∇x
 1
n
(N)
 (x)
N∑
j=1
k(N) (x,X
j)(Φj + hj)
∣∣∣∣∣∣
x=Xi
= ∇x
(∑N
j=1 k
(N)
 (x,Xj)rj∑N
j=1 k
(N)
 (x,Xj)
)∣∣∣∣∣
x=Xi
=
1
2
 N∑
j=1
XjTij(rj −
N∑
l=1
Tilrl)
 = N∑
j=1
sijX
j .
Appendix D. Proof of Proposition 4.1.
(i) T is a Markov matrix because Tij =
1
n
(N)
 (Xi)
k
(N)
 (Xi, Xj) > 0 a.s. and
N∑
j=1
Tij =
1
n
(N)
 (Xi)
N∑
i=1
k(N) (X
i, Xj) =
n
(N)
 (Xi)
n
(N)
 (Xi)
= 1
The stationary distribution is pi because
N∑
i=1
piiTij =
N∑
i=1
n
(N)
 (Xi)∑N
k=1 n
(N)
 (Xk)
k
(N)
 (Xi, Xj)
n
(N)
 (Xi)
=
∑N
i=1 k
(N)
 (Xi, Xj)∑N
k=1 n
(N)
 (Xk)
=
n
(N)
 (Xj)∑N
k=1 n
(N)
 (Xk)
= pij .
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All entries of the Markov matrix are positive. Hence the Markov chain is irreducible
and aperiodic. Therefore, the stationary distribution is unique. It is reversible because
piiTij =
n
(N)
 (Xi)∑N
k=1 n
(N)
 (Xk)
k
(N)
 (Xi, Xj)
n
(N)
 (Xi)
=
k
(N)
 (Xj , Xi)∑N
k=1 n
(N)
 (Xk)
=
n
(N)
 (Xj)∑N
k=1 n
(N)
 (Xk)
k
(N)
 (Xj , Xi)
n
(N)
 (Xj)
= pijTji.
(ii) Denote δ := minij Tij . Then δ > 0 a.s. Therefore, ‖T‖L20(pi) ≤ 1 − Nδ2 < 1,
and is thus a contraction on L20(pi) [56, Ch. 5]). It follows, from the contraction
mapping principle, that the fixed point equation (3.4) has a unique solution.
(iii) Evaluating the definition (3.5) at x = Xi concludes φ
(N)
 (Xi) = Φi because,
φ(N) (X
i) =
1
n
(N)
 (Xi)
n∑
j=1
k(N) (X
i, Xj)Φj + (h(X
i)− pi(h))
=
N∑
j=1
TijΦj + (hi − pi(h)) = Φi.
Therefore φ
(N)
 solves the fixed-point equation (4.3), because
T (N) φ
(N)
 (x) =
1
n
(N)
 (x)
n∑
j=1
k(N) (x,X
j)φ(N) (X
j)
=
1
n
(N)
 (x)
n∑
j=1
k(N) (x,X
j)Φj
(3.5)
= φ(N) (x)− (h(x)− pi(h)).
Appendix E. Proof of the Proposition 3.3.
Proof. (i) Let U = − 12 log(ρ) and W = |∇U |2−∆U as defined in (3.10a)
and (3.10b). To obtain the representation (3.11) for the semigroup Pt, consider the
unitary transformation [5, Sec. 1.15.7]:
(E.1) e−U∆ρ eU = ∆−W.
Therefore, for any function f ∈ Cb(Rd),
e−U Pt eU (f) = et(∆−W )(f) = E[e−
∫ t
0
W (Bx2s) dsf(Bx2t)],
where the stochastic representation (second equality) follows from the Feynman-Kac
formula; Bxt is a Brownian motion initialized at x. Setting f(x) = e
−U(x)g(x),
Ptg(x) = e
U(x)et(∆−W )(e−Ug)(x) = eU(x)E[e−
∫ t
0
W (Bx2s) dse−U(B
x
2t)g(Bx2t)],
which is the representation (3.11).
Next, the representation (3.12) is obtained. Using the definitions, (3.1) of T and
(3.10a) and (3.10b) of U and W,
Tf(x) =
G(fe
−U)(x)
G(e−U)(x)
= eU(x)−W(x)G(e−Uf)(x)
= eU(x)−W(x)E[e−U(B
x
2)f(Bx2)],
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where the final equality follows from using the stochastic representation of the heat
semigroup G. The representation (3.12) is obtained by iterating this formula n times.
(ii) Without loss of generality, upon a change of coordinates, assume m = 0
and Σ = diag(σ21 , . . . , σ
2
d) in Assumption A1. Using the definitions
U(x) = U(x)− 1
2
log(ρ(x)) +
1
2
log(G(ρ)(x)).(E.2)
Now, log(ρ(x)) = log(ρg(x; Σ)) + w(x). So, the main calculation is to approximate
log(G(ρ)). Using the definition
G(ρ)(x) =
∫
Rd
g(x, y)ρg(y; Σ)e
−w(y) dy
=
∫
Rd
e−
∑d
n=1
|xn−yn|2
4
(4pi)d/2
e
−∑dn=1 |yn|22σ2n −w(y)∏d
n=1(2piσ
2
n)
1/2
dy
=
− 12
∑d
n=1
|xn|2
2(σ2n+2)∏d
n=1(2pi(σ
2
n + 2))
1/2
∫
Rd
e−
∑d
n=1
|yn−(1−δn)xn|2
4(1−δn)∏d
n=1(4pi(1− δn))1/2
e−w(y) dy
= ρg(x; Σ + 2I)G
(δ)
 (e
−w)((I − δ)x),
where δn =
2
σ2n+2
, δ = diag(δ1, . . . , δd) and G
(δ)
 is the semigroup associated with the
PDE ∂∂tG
(δ)
t f = G
(δ)
t (tr((I − δ)∇2f)).
The Taylor expansion of G
(δ)
 (e−w), about  = 0, is expressed as
G(δ) (e
−w)(x) = e−w(x) + Tr((I − δ)∇2e−w)(x)
+
∫ 
0
∫ τ
0
(
d∑
m,n=1
(1− δm)2(1− δn)2G(δ)s ∂2n∂2me−w)(x) dsdτ︸ ︷︷ ︸
2r(x)
,
where ∂2m :=
∂2
∂x2n
, and ∇2e−w denotes is the Hessian matrix of e−w.
Using the property that G
(δ)
s ∂nf = ∂nG
(δ)f , ‖G(δ)t (f)‖L∞ ≤ ‖f‖L∞ and the assump-
tion (A1) that w ∈ C∞b (Rd), we conclude that r ∈ C∞b (Rd). Therefore,
log(Gρ(x)) = log(ρg(x; Σ + 2I))−
(w − log(1 + tr((I − δ)ew∇2e−w) + 2ewr))|(I−δ)x︸ ︷︷ ︸
w
(1)
 (x)
.
The asymptotic expansion of w
(1)
 , as → 0, is obtained as
w(1) (x) = w(x)− 2x>Σ−1∇w(x)− ew∆e−w(x) +O(2),
where the remainder term has at most linear growth as |x| → ∞.
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Substituting the asymptotic expression for log(Gρ(x)) in (E.2),
U(x) = U(x)− 1
2
log(ρg(x; Σ)) +
1
2
w(x) +
1
2
log(ρg(x; Σ + 2I))− 1
2
w(1) (x)
= U(x) +

2
x>Σ−1(Σ + 2I)−1x− 
2
Tr(Σ−1)
+ x>Σ−1∇w(x) + 
2
(|∇w(x)|2 −∆w(x)) +O(2)
= U(x) +

2
|Σ−1x+∇w(x)|2 − 
2
(Tr(Σ1) + ∆w(x))︸ ︷︷ ︸
2W (x)+ 2∆V (x)
+O(2),
where the remainder O(2) error term has at most quadratic growth as |x| → ∞. This
concludes the proof of approximation (3.13a).
Based on this above calculation, the following estimate for an upper bound of the
function U is obtained (it is used in the proof of Proposition 4.2):
U(x) ≤ 1
4
x>Σ−1x+ (|Σ−1x|2 + ‖∇w‖2L∞ + ‖∆V ‖L∞) + 2(C1|x|2 + C2)
≤ 1
8σ21
|x|2 + σ
2
1
8
(‖∇w‖2L∞ + ‖∆V ‖L∞ +
C2σ
2
1
8
),(E.3)
where recall σ21 = λmin(Σ).
Next, the approximation (3.13b) is derived. Using the definition
W(x) = U(x) + log(Ge
−U(x)).
By repeating the steps, just used to approximate log(G(ρ)), it is shown
log(G(e
−U)) = log(ρg(x; 2Σ(I + δ)−1 + 2I))− w(2) (x),
where
w(2) (x) = w(x)−
1
2
w(1) (x)−

2
x>Σ−1∇w(x)− (1
4
|∇w(x)|2 − 1
2
∆w(x)) +O(2).
Therefore,
W(x) = − log(ρg(x; 2Σ(I + δ)−1)) + log(ρg(x; 2Σ(I + δ)−1 + 2I))
+ w(x)− 1
2
w(1) (x)− w(2) (x) +O(2)
=
2
4
x>(I + δ)Σ−1(2Σ(I + δ)−1 + 2I)−1x− 
2
Tr(Σ−1)
+ x>Σ−1∇w(x) + 
2
(
1
4
|∇w(x)|2 − 1
2
∆w(x)) +O(2)
=  (
1
4
|Σ−1x+∇w(x)|2 − 1
2
(Tr(Σ−1) + ∆w(x)))︸ ︷︷ ︸
W (x)
+O(2),
where the error term has at most quadratic growth as |x| → ∞. This concludes the
proof of the approximation (3.13b).
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Based on this above calculation, the following estimate for a lower bound of the
function W is obtained (it is used in the proof of Proposition 4.2):
W(x) =
1
4
|Σ−1x+∇w(x)|2 − 1
2
(Tr(Σ−1) + ∆w(x)) + r(2) (x)
≥ 1
8
|Σ−1x|2 − 1
2
(‖∇w‖2L∞ + Tr(Σ−1) + ‖∆w‖L∞)− (C1|x|2 + C2)
≥ α|x|2 − β,(E.4)
where α = 1
16σ4d
, β = 12 (‖∇w‖2L∞ + Tr(Σ−1) + ‖∆w‖L∞ + C28σ21 ) and  ≤
1
16C1σ4d
(where
recall σ2d = λmax(Σ)).
(iii) Let P˜t denote the semigroup for the weighted Laplacian ∆q with the
density q(x) = e−2U(x). We break the error into two parts:
‖Tn f − Ptf‖L2(ρ) ≤ ‖Tn f − P˜tf‖L2(ρ) + ‖P˜tf − Ptf‖L2(ρ).
The bounds for the two terms on the right-hand side are derived in the following two
steps:
Step 1. Using the stochastic representation (3.11)-(3.12),
(Tn − P˜t)f(x) = eU(x)E
[
e−U(B
x
2t)f(Bx2t) ζt
]
,
where ζt := e
−∑n−1k=0 W(Bx2k) − e− ∫ t0 W (Bx2s) ds. By the Cauchy-Schwartz inequality
|(Tn − P˜t)f(x)| ≤ eU(x) E[|f(Bx2t)|2e−2U(B
x
2t)]
1
2 E
[|ζt|2] 12 .
Next we obtain a bound for ζt. Upon using the inequality |e−x−e−y| ≤ e−min(x,y)|x−
y|,
|ζt| ≤ e−C
∣∣∣∣∣
n−1∑
k=0
(W(B
x
2k)−W (Bx2k))
∣∣∣∣∣+ e−C
∣∣∣∣∣
∫ t
0
W (Bx2s) ds−
n−1∑
k=0
W (Bx2k)
∣∣∣∣∣ ,
(E.5)
where C = tmin(minx∈RdW (x),minx∈RdW(x)). Now, C is finite because, as |x| →
∞, W (x) → ∞ (Assumption A1) and W(x) → ∞ (by (3.13b)). As a result, by
triangle inequality, E[|ζt|2] 12 ≤ e−CE[|(first term)|2] 12 + e−CE[|(second term)|2] 12 .
The expectation of the first term is bounded as follows:
E
∣∣∣∣∣
n−1∑
k=0
(W(B
x
2k)−W (Bx2k))
∣∣∣∣∣
2
 12 ≤ n−1∑
k=0
E[|W(Bx2k)−W (Bx2k)|2]
1
2
≤
n−1∑
k=0
2E[(C1|x+Bx2k|2 + C2)2]
1
2
≤
n−1∑
k=0
2(2C1|x|2 + 2C1E[|Bx2k|4]
1
2 + C2)
≤ t [2C1|x|2 + 6C1t+ C2] ,
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where the second inequality follows from the bound |W(x) −W (x)| = |r(2) (x)| ≤
(C1|x|2 + C2) for some constants C1, C2 (see (3.13b)).
The expectation of the second term in (E.5) is bounded as follows:
E
∣∣∣∣∣
∫ t
0
W (Bx2s) ds−
n−1∑
k=0
W (Bx2k)
∣∣∣∣∣
2
 12 ≤ (E[ ∫ t
0
|∇W (Bx2s)|2 ds
] 1
2
+ t‖∆W‖∞)
≤ (E
[ ∫ t
0
|C3|x+Bs|+ C4|2 ds
] 1
2
+ tC5)
≤ t 12 (C3|x|+ C3t+ C4) + C5t,
where the Taylor expansion of W (x) is used to obtain the first inequality, and for
the second inequality, Assumption (A1) is used to bound |∇W (x)| ≤ ‖Σ−1‖|x| +
‖∇w‖L∞ = C3|x|+ C4 and ‖∆W‖L∞ ≤ ‖Σ−1‖+ ‖∆w‖L∞ = C5.
Putting together the two expectation bounds ,
|(Tn − P˜t)f(x)| ≤ eU(x)E[f2(Bx2t)e−2U(B
x
2t)]
1
2Ct
1
2 (|x|2 + 1),
where C is a constant that only depends on t0. Upon taking the L
2(ρ) norm
‖Tn −P˜tf‖2L2(ρ)
≤ C2t
∫ ∫
f2(y)ρg(x− y; 2t)(|x|2 + 1)2e2U(x)−2U(y)ρ(x) dy dx
≤ C2t
∫ ∫
f2(y)ρg(x− y; 2t)(|x|4 + 1)e2(2W (x)+ 12∆V (x)+r(1) (x))ρ(y) dy dx
≤ C2t
∫
f2(y)(|y|4 + 12t2 + 1)e8W (y)+O(2)ρ(y) dy
≤ C2t
[∫
(|x|4 + 12t2 + 1)2e8W (x)+O(2)ρ(x) dx
]1/2 [∫
f4(x)ρ(x) dx
]1/2
≤ C2t‖f‖2L4(ρ).
Step 2. Because Pt and P˜t are semigroups with generators ∆ρ and ∆q, respectively,
we have the identity: Ptf − P˜tf =
∫ t
0
Pt−s(∆ρ −∆q)P˜sf ds. Upon taking the L2(ρ)
norm of both sides, using the triangle inequality, because Pt is contraction on L
2(ρ),
‖Ptf − P˜tf‖L2(ρ) ≤
∫ t
0
‖(∆ρ −∆q)P˜sf‖L2(ρ) ds.
Now,
‖(∆ρ −∆q)P˜sf‖2L2(ρ) = 4
∫
|(∇U(x)−∇U(x)) · ∇(P˜sf)(x)|2ρ(x) dx
≤ 4
[∫
|∇U(x)−∇U(x)|4 ρ(x)
q(x)
ρ(x) dx
]1/2 [∫
|∇P˜sf(x)|4q(x) dx
]1/2
≤ 42
[∫
|C1|x|+ C2|4e−2U(x)+2U(x)ρ(x) dx
]1/2
‖∇f‖2L4(q)
≤ C2‖∇f‖2L4(ρ),
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where the identity ∆ρf −∆qf = 2∇U · ∇f − 2∇U · ∇f is used in the first step, the
Cauchy-Schwartz inequality in the second step, and the bounds |∇U(x)−∇U(x)| ≤
(C1|x|+ C2) and ‖∇P˜sf‖L4(q) ≤ ‖∇f‖L4(q) in the third step.
Combining the two sets of bounds in steps 1 and 2, one obtains (3.14).
Appendix F. Proof of the Proposition 4.2.
Proof. (i) The Lyapunov condition (4.9a), known as DV(3) of [39], is the necessary
and sufficient condition for geometric ergodicity (and in fact the stronger U-uniform
ergodicity) [46, Thm. 15.0.1]. The distribution ρ is invariant because ∀f ∈ Cb(Rd),∫
Tf(x)ρ(x) dx =
∫ ∫
1
n(x)
k(x, y)f(y)ρ(y) dy
n(x)ρ(x)∫
n(z)ρ(z) dz
dx
=
1∫
n(z)ρ(z) dz
∫ ∫
k(x, y)ρ(x) dxf(y)ρ(y) dy
=
1∫
n(z)ρ(z) dz
∫
f(y)n(y)ρ(y) dy =
∫
f(x)ρ(x) dx.
(ii) The invariant density ρ is reversible because ∀f, g ∈ Cb(Rd)∫
g(x)Tf(x)ρ(x) dx =
∫ ∫
g(x)
k(x, y)
n(x)
f(y)ρ(y)
n(x)ρ(x)∫
n(z)ρ(z) dz
dy dx
=
1∫
n(z)ρ(z) dz
∫
Tg(y)n(y)f(y)ρ(y) dy
=
∫
f(y)Tg(y)ρ(y) dy.
The spectral gap follows from Lyapunov condition (4.9a) and the fact that the chain
is reversible [52, Thm 2.1]. The spectral gap is denoted as λ.
(iii) The solution φ satisfies the bound:
‖φ‖L2(ρ) ≤
‖∑n−1k=0 T k (h− hˆρ)‖L2(ρ)
1− ‖Tn ‖L20(ρ)
≤ n‖h‖L2(ρ)
1− ‖Tn ‖L20(ρ)
≤ t‖h‖L2(ρ)
λ
.
It remains to verify the Lyapunov condition (4.9a): Using (3.12)
e−UTn e
U(x) = E[e−
∑n−1
k=0 W(B
x
2k)] ≤ E[e−
∑n−1
k=0 (α|Bx2k|2−β)],
where the second inequality follows from using the lower bound W(x) ≥ α|x|2 − β
derived in (E.4).
We now claim that
(F.1) E[e−
∑m−1
k=0 (α|Bx2k|2−β)] = e−αm|x|
2+βm ,
for m = 1, . . . , n where {αm}nm=1 and {βm}nm=1 are defined using the recursions:
αm+1 = α+
αm
1 + 4αm
, α1 = α
βm+1 = βm + β− 1
2
log(1 + 4αm), β1 = β.
Assuming for now that the claim is true
log(e−UTn e
U (x)) ≤ log(E[e−
∑n−1
k=0 (α|Bx2k|2−β)]) = −αn|x|2 + βn.
An upper-bound for βn and a lower-bound for αn are obtained as follows:
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1. For the sequence {βm}nm=1,
βm+1 ≤ βm + β, ⇒ βn ≤ β1 + (n− 1)β = βt.
2. For the sequence {αm}nm=1,
αm+1 ≤ αm + α, ⇒ αm ≤ α1 + (n− 1)α = αt.
Therefore,
αm+1 ≥ αm
1 + 4αt
+ α, α1 = α.
It then follows
αn ≥ αte−4αt2 .
Upon using the two bounds
log(e−UTn e
U(x)) ≤ −αte−4αt2 |x|2 + βt ≤ −atU(x) + bt,
where the second inequality follows from using the upper bound U(x) ≤ 18σ21 |x|
2+
σ21
8 C
derived in (E.3). The following estimates are obtained for constants
a = 8σ21αe
−4αt20 , b = β + Cσ41αe
−4αt0 .
It remains to prove the claim (F.1). The constants α1 and β1 for m = 1 are easily
verified by direct evaluation and for m > 1,
E[e−
∑m
k=0(α|Bx2k|2−β)] = E[e−α|x|
2+βe−αm|B2|
2+βm ]
= e−α|x|
2− αm1+4αm |x|
2+β+βm− 12 log(1+4αm).
The minorization inequality (4.9b) is obtained next. For |x| ≤ R:
Tn 1A(x) = e
U(x)E[e−
∑n−1
k=0 W(B
x
2k)e−U(B
x
2t)1Bx2t∈A]
≥ e
min|x|≤R U(x)
emax|x|≤R+10(U(x)+tW(x))
Prob([Bx2t ∈ A] ∩ [ sup
s∈[0,2t]
|Bs| ≤ 10]) ≥ δν(A),
where
ν(A) = Prob({Bx2t ∈ A}|{ sup
s∈[0,2t]
|Bs| ≤ 10})
δ =
emin|x|≤R,∈(0,1) U(x)
emax|x|≤R+10,∈(0,1)(U(x)+tW(x))
(1− 2e− 50t0 ),
because Prob( sup
s∈[0,2t]
Bs ≥ 10) ≤ e− 1002t ≤ e−
50
t0 .
Appendix G. Proof of the Theorem 4.3.
Proof. (i) The existence of the solution is proved in Proposition 4.2.
(ii) We break the error into two parts:
‖φ − φ‖L2(ρ) ≤ ‖φ − φ˜‖L2(ρ) + ‖φ˜− φ‖L2(ρ),
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where φ˜ is the solution to the fixed point equation φ˜ = Pφ˜+ (h− hˆρ) with the exact
semigroup P. The bounds for the two terms on the right-hand side are derived in
the following two steps:
Step 1. Iterating the formula φ˜ = Pφ˜+ (h− hˆρ) for n = b 1 c times yields,
φ˜ = Pn φ˜+
n−1∑
k=0
P k (h− hˆρ),
and subtracting this from (4.8) gives
φ − φ˜ = Tn (φ − φ˜) + (Tn − Pn )φ˜+
n−1∑
k=0
(T k − P k )h+ t(hˆρ − hˆρ).
This forms a (discrete) Poisson equation whose solution exists and is bounded accord-
ing to Proposition 4.2:
(G.1)
‖φ−φ˜‖L2(ρ)
≤ n
λ
(
‖(Tn − Pn )φ˜‖L2(ρ) + ‖
n−1∑
k=0
(T k − P k )h‖L2(ρ) + n|hˆρ − hˆρ |
)
≤ Cn
λ
(
‖(Tn − Pn )φ˜‖L2(ρ) + ‖
n−1∑
k=0
(T k − P k )h‖L2(ρ) + n|hˆρ − hˆρ |
)
,
where we used ‖ ·‖L2(ρ) ≤ C‖ ·‖L2(ρ) in the second step. This is true because ρ(x) =
e−U(x)G(e−U)(x) = ρ(x)e−3W (x)−∆V (x)+O(
2) ≤ Cρ(x) using the formula (3.13a).
It remains to bound the three terms inside the bracket in (G.1):
‖Tn φ˜− Pnφ˜‖L2(ρ) ≤ C
√
n(‖φ˜‖L4(ρ) + ‖∇φ˜‖L4(ρ))
‖
n−1∑
k=0
(T k − P k )h‖L2(ρ) ≤ C(n)
√
n(‖h‖L4(ρ) + ‖∇h‖L4(ρ))
|hˆρ − hˆρ| ≤
∫
|h(x)|ρ(x)|e−3W (x)−∆V (x)+O(2) − 1|dx ≤ C‖h‖L2(ρ),
by using the error estimates Proposition 3.3-(iii). Therefore,
‖φ − φ˜‖L2(ρ) ≤ C(‖h‖L4(ρ) + ‖∇h‖L4(ρ) + ‖φ˜‖L4(ρ) + ‖∇φ˜‖L4(ρ)).
Step 2. Both φ and φ˜ are solutions with the exact semigroup P. Using the spectral
representation (2.2),
φ =
∞∑
m=1
1
λm
〈h, em〉em, φ˜ =
∞∑
m=1

1− e−λm 〈h, em〉em.
Therefore,
‖φ˜− φ‖2L2(ρ) = 2
∞∑
m=1
(
1
1− e−λm −
1
λm
)2|〈h, em〉|2 ≤ 2‖h‖2L2(ρ),
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and thus ‖φ˜− φ‖L2(ρ) ≤ C‖φ˜− φ‖L2(ρ) ≤ 2C‖h‖2L2(ρ).
Combining the estimates from steps 1 and 2,
‖φ − φ‖L2(ρ) ≤ C(‖h‖L4(ρ) + ‖∇h‖L4(ρ) + ‖φ˜‖L4(ρ) + ‖∇φ˜‖L4(ρ)).
Appendix H. Proof of the Proposition 3.4.
Proof. Denote ηj = (
√
(g∗ρ)(Xj)
1
N
∑N
l=1 g(X
j ,Xl)
− 1) and express:
T (N) f(x) =
∫
k(x, y)f(y)ρ(y) dy + ξ
(N)
1 + ζ
(N)
1
n(x) + ξ
(N)
2 + ζ
(N)
2
,
where
ξ
(N)
1 =
1
N
N∑
j=1
k(x,X
j)f(Xj)− E[k(x,Xj)f(Xj)], ζ(N)1 =
1
N
N∑
j=1
k(x,X
j)f(Xj)ηj
ξ
(N)
2 =
1
N
N∑
j=1
k(x,X
j)− E[k(x,Xj)], ζ(N)2 =
1
N
N∑
j=1
k(x,X
j)ηj .
(i) To prove the part-(i) of the Proposition 3.4, the strategy is to show that
as N → ∞ the stochastic terms ξ(N)1 , ξ(N)2 , ζ(N)1 , ζ(N)2 converge to zero almost surely.
We do this in two steps below, ξ
(N)
1 , ξ
(N)
2 in step 1, and ζ
(N)
1 , ζ
(N)
2 in step 2.
Step 1: Convergence of ξ
(N)
1 and ξ
(N)
1 follows from direct application of the strong law
of large numbers (SLLN). The SLLN applies because the summand for ξ
(N)
1 and ξ
(N)
2
are independent and identically distributed (i.i.d) and moreover have finite variance:
Var (k(x,X)f(X)) ≤ C
d/2
‖f‖2∞ρ(x)
(g ∗ ρ)2(x)(H.1)
Var (k(x,X)) ≤ C
d/2
ρ(x)
(g ∗ ρ)2(x) ,(H.2)
where we used g2 (x, y) ≤ C−d/2g/2(x, y).
Step 2: In order to show the almost sure convergence of ζ
(N)
1 and ζ
(N)
1 to zero, we
first show that in the limit as N →∞,
|ηi| ≤ C
√
log(Nδ )
Nd/2q(Xi)
, ∀i = 1, . . . , N,(H.3)
with probability larger than 1− δ for any arbitrary choice of δ ∈ (0, 1). Assuming for
now that the claim is true, it then follows
ζ
(N)
1 ≤
√
C log(Nδ )
Nd/2
 1
N
N∑
j=1
k(x,X
j)
|f(Xj)|√
g ∗ ρ(Xj)
 ,(H.4)
with probability larger than 1 − δ. The term inside the bracket converges almost
surely to its limit E[k(x,X)
|f(X)|√
g∗ρ(X)
], by SLLN, because
E
(
k(x,X)
|f(X)|√
g ∗ ρ(X)
)
≤ C‖f‖∞ρ(x)
(g ∗ ρ)3/2(x) .
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The proof that ζ
(N)
1
a.s.−→ 0 is completed by an application of the Borel-Cantelli lemma.
Indeed, choose a sequence {δN}∞N=1 given by δN = 1N2 . Then
∑∞
N=1 Prob(ζ
(N)
1 >
N ) ≤
∑∞
N=1 δN <∞ where N =
√
C log(N3)
Nd/2
. Because N → 0, then ζ(N)1 a.s→ 0. The
proof of ζ
(N)
2
a.s→ 0 is identical.
It remains to prove the claim (H.3), which can be established using the Bernstein
inequality as follows. We have for any a > 0:
Prob (ηi ≥ a) = Prob
(√
(g ∗ ρ)(Xj)
1
N
∑N
l=1 g(X
j , X l)
≥ 1 + a
)
≤ Prob
(
(g ∗ ρ)(Xj)
1
N
∑N
l=1 g(X
j , X l)
≥ 1 + a
)
= Prob
(
(g ∗ ρ)(Xj)− 1N
∑N
l=1 g(X
j , X l)
(g ∗ ρ)(Xj) ≥
a
1 + a
)
,
The random variables g(X
i, Xj) are i.i.d, bounded by (4pi)−
d
2 , and the variance
E
[|g(Xi, Xj)|2|Xj] ≤ 1
(8pi)d/2
(g/2 ∗ ρ)(Xj).
Therefore by Bernstein inequality,
|ηi| ≤ C
√
(g/2 ∗ ρ)(Xj) log(2δ )
N(8pi)d/2(g ∗ ρ)(Xj)2 ,
with probability higher than 1 − δ. The result is obtained by union bound for i =
1, . . . , N and ‖ g/2∗ρg∗ρ ‖∞ <∞.
(ii) Collecting the estimates (H.1), (H.2), and (H.4) and application of the
Bernstein inequality yields:
|ξ(N)1 | ≤
√
C‖f‖2L∞ log (1δ )ρ(x)
Nd/2(g ∗ ρ)2(x) , |ξ
(N)
2 | ≤
√
C log (1δ )ρ(x)
Nd/2(g ∗ ρ)2(x)
|ζ(N)1 | ≤
√
C‖f‖2L∞ log(Nδ )ρ2(x)
Nd/2(g ∗ ρ)3(x) , |ζ
(N)
2 | ≤
√
C log(Nδ )ρ
2(x)
Nd/2(g ∗ ρ)3(x) ,
with probability larger than 1− 4δ. Therefore one obtains the bound:
|T (N) f(x)− Tf(x)| ≤
√
C log(Nδ )ρ(x)
Nd/2(g ∗ ρ)2(x)n2(x)
,
with probability larger than 1 − 4δ. Upon squaring and integrating both sides with
respect to ρ(x) proves the rate:
‖T (N) f − Tf‖L2(ρ) ≤
√
C log(Nδ )
Nd/2
(∫
ρ(x)
(g ∗ ρ)2(x)n2(x)
ρ(x) dx
)1/2
≤
√
C log(Nδ )
Nd/2
(∫
e−2|∇V (x)|
2+ 32 |∇V (x)|2 dx
)1/2
≤
√
C log(Nδ )
Nd
.
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Appendix I. Proof of the Theorem 4.4. In the proof of Theorem 4.4, the
function space of interest is Cb(Ω), the Banach space of continuous bounded functions
on (a compact set) Ω ⊂ Rd equipped with the ‖ · ‖L∞(Ω) norm. Also, define the space
C0(Ω) := {f ∈ C(Ω) |
∫
fρ = 0}, as subspace of functions in Cb(Ω) with zero mean.
Consider T and T
(N)
 as linear operators from Cb(Ω) to Cb(Ω).
Part-(i) has already been proved as part of the Proposition 4.1. The proof of
part (ii) relies on the verification of the following three conditions:
(i) The family of operators {T (N) }∞N=1 is collectively compact, as linear oper-
ators on Cb(Ω).
(ii) For any function f ∈ Cb(Ω),
(I.1) lim
N→∞
‖T (N) f − Tf‖L∞(Ω) = 0, a.s.
(iii) The operator (I − T)−1 is a bounded operator on C0(Ω).
Once these three conditions have been verified, the convergence result (4.12) fol-
lows from a standard result in the approximation theory of the numerical solutions of
integral equations [34, Thm. 7.6.6].
The proof of the three conditions is as follows:
(i) Condition (i) holds if the set S = {T (N) f ; ∀f ∈ Cb(Ω), ‖f‖∞ ≤ 1, N ∈ N}
is relatively compact. Relative compactness follows from an application of the Arzela-
Ascoli theorem. In order to apply Arzela-Ascoli theorem, we need to show that S is
uniformly bounded and equicontinuous. The two conditions hold because
(unif. boundedness) |T (N) f(x)| ≤ ‖f‖∞
∑N
i=1 k
(N)
 (x,Xi)∑N
i=1 k
(N)
 (x,Xi)
≤ 1,
(equicontinuous) |T (N) f(x)− T (N) f(x′)| ≤
L

|x− x′|e L2 |x−x′|,(I.2)
for all x, x′ ∈ Ω and f such that ‖f‖L∞ ≤ 1. The detailed calculation to obtain the
second inequality appears at the end of the proof.
(ii) Fix a function f ∈ Cb(Ω). From Proposition 3.4-(i), we know that T (N) f(x)
converges to Tf(x) almost surely pointwise for all x ∈ Ω. Because Ω is compact and
{T (N) f} is equicontinuous, pointwise convergence implies uniform convergence (I.1).
(iii) From parts (i) and (ii) above, it can be concluded that T is a compact
operator. Therefore, using the Fredholm alternative theorem, in order to show (I −
T)
−1 is bounded, it is enough to show that I − T is injective. The injectivity
property is shown by contradiction. Suppose there exists a function f ∈ C0(Ω) such
that f−Tf = 0. Let x0 ∈ Ω be a point that achieves the maximum of the function f .
Such a point exists because f is continuous and Ω is compact. Evaluating f−Tf = 0
at x = x0 yields
0 = f(x0)− Tf(x0) = 1
n(x0)
∫
k(x0, y)(f(x0)− f(y)) dy.
Because k(x0, y) > 0 and f(y) ≤ f(x0), this implies f(y) = f(x0) for all y ∈ Ω.
Therefore, the function f is a constant. But the only constant function in C0(Ω) is
zero. Hence I − T is injective and its inverse (I − T)−1 is bounded.
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It remains to prove the equicontinuity inequality (I.2) which is done next:
|T (N) f(x)− T (N) f(x′)| ≤ |
∑N
i=1 k
(N)
 (x,Xi)f(Xi)∑N
i=1 k
(N)
 (x,Xi)
−
∑N
i=1 k
(N)
 (x′, Xi)f(Xi)∑N
i=1 k
(N)
 (x′, Xi)
|
≤ 2‖f‖L∞(Ω)
∑N
i=1 k
(N)
 (x,Xi)|1− k(x
′,Xi)
k(x,Xi)
|∑N
i=1 k(x,X
i)
≤ 2 max
i=1,...,N
|1− k(x
′, Xi)
k(x,Xi)
| ≤ L

|x− x′|e L2 |x−x′|,
where the last inequality is obtained as follows
|1− k(x
′, Xi)
k(x,Xi)
| = |1− g(x
′, Xi)
g(x,Xi)
| = |1− e− (x
′−x)·(x′+x−2Xi)
4 | ≤ R
2
|x− x′|e R2 |x−x′|,
where R = maxx,y∈Ω |x− y| is the diameter of Ω.
Appendix J. Proof of Proposition 4.7.
(i) Consider first the finite-N case. In the asymptotic limit as →∞, we have
(2pi)d/2g(x, y) = 1 +O(
1
 ). Therefore,
k(N) (x, y) =
g(x, y)√
1
N
∑N
j=1 g(x,X
j)
√
1
N
∑N
j=1 g(y,X
j)
= 1 +O(
1

)
n(N) (x) =
1
N
N∑
i=1
k(N) (x,X
i) = 1 +O(
1

),
and
T (N) f(x) =
1
N
∑N
j=1 k(x,X
j)f(Xj)
n
(N)
 (x)
=
1
N
N∑
j=1
f(Xj) +O(
1

).
It is also easy to see, e.g., by using a Neumann series solution, that in the asymptotic
limit as →∞, the solution of the fixed-point equation (4.4) is given by
Φ = (h− 1
N
N∑
l=1
hl) +O(1).
Therefore,
r = Φ + h = 2h− ( 1
N
N∑
l=1
hl) +O(1)
sij =
1
2
Tij(rj −
N∑
k=1
Tikrk) =
1
N
(hj − 1
N
N∑
l=1
hl) +O(
1

),
and using the gain approximation formula (3.7),
Ki =
N∑
j=1
sijX
j =
1
N
N∑
j=1
(hj − 1
N
N∑
l=1
hl)X
j +O(
1

).
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(ii) The calculations for the kernel formula are entirely analogous. In the asymp-
totic limit as →∞,
Tf(x) =
∫
f(x)ρ(x) dx+O(
1

)
φ(x) = (h(x)− hˆρ) +O(1),
and, using θ(x) = x to denote the coordinate function and · to denote function
multiplication, the gain approximation formula (4.14) evaluates to
K(x) =
1
2
[
T(θ · φ + (h− hˆρ))− T(θ)T(φ + (h− hˆρ))
]
=
1
2
T(θ · φ

+ h− hˆρ)− 1
2
T(θ)T(
φ

+ h− hˆρ) +O(1

)
= T(θ · h− hˆρ)− T(θ)T(h− hˆρ) +O(1

)
=
∫
x(h(x)− hˆρ)ρ(x) dx+O(1

).
