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Summary
Within the inflationary paradigm, our patch of the universe near the end of inflation is highly
homogeneous and isotropic as necessitated by cosmic microwave background observations. This patch,
however, is also in a cold and non-thermal state. A successful model of an inflationary primordial universe
should account for how the universe transitioned from an inflationary to a radiation-dominated, hot, thermal
phase required for the production of light elements via big-bang nucleosynthesis. It is desirable for such
a model also to include a mechanism for the generation of the observed matter-antimatter asymmetry and
perhaps a primordial mechanism for the generation of cosmic magnetic fields.
The transition from an inflationary to a radiation-dominated, thermal phase (reheating) is likely to
be phenomenologically rich. Reheating could include explosive particle production and various other
non-perturbative, non-linear and non-equilibrium phenomena. Reheating can leave its own observational
signatures in the form of gravitational waves and non-Gaussianities. Importantly, reheating can also affect
the observational predictions of the preceding phase of inflation. Reheating remains an active field of
research, with significant gaps in our understanding of the process. This thesis is an attempt to improve our
understanding of the period following inflation, including reheating, through an exploration and analysis of
realistic post-inflationary models with the aid of detailed numerical simulations. The focus of the studies is
on aspects of the models with potential observational implications.
In Part I of this thesis, we provide an overview of inflation and its end, concentrating on our current
understanding of reheating and the challenges we face in trying to constrain reheating observationally.
In Part II, we consider the post-inflationary expansion history in a broad class of
observationally-favoured single-field models of inflation. In general, the ambiguity in the expansion
history of reheating can cause significant uncertainty in predictions for inflationary observables such as
the spectral index, ns, and the tensor-to-scalar ratio, r. The work in this part considers the full non-linear
evolution of the inflaton during the initial stages of reheating and places bounds on the post-inflationary
expansion history when perturbative couplings of the inflaton to other relativistic fields are included.
In Part III, we investigate non-perturbative particle production and non-linear dynamics after inflation in
models where the inflaton is charged under global and local symmetries. We first explore the effects of the
non-linear inflaton dynamics for the generation of matter-antimatter asymmetry in the case where a global
U(1) symmetry of the inflaton is weakly broken. We find a parameter range in which the model successfully
predicts the observed baryon-to-photon ratio. We then consider the particle production during and after
inflation in models with a charged inflaton under Abelian,U(1), and non-Abelian, SU(2) andU(1)×SU(2),
gauge symmetries (at the linearized level). We find the magnitude of the generated magnetic fields and
charge perturbations on large scales to be below the current observational bounds. Finally, we present a
novel algorithm for evolving the full set of coupled, non-linear equations of motion for the U(1) charged
inflaton and accompanying gauge fields on a lattice in an expanding universe. The novel feature here is that
the gauge constraints are satisfied to machine precision when the gravitational dynamics are self-consistently
included at the background level, and there are no restrictions on the order of the time-integrators.
In Part IV, we present the conclusions and future prospects.
ii
iii
To Elena and my big loving family
iv
v
Declaration
This dissertation is the result of my own work and includes nothing which is the outcome of work done in
collaboration except as declared in the Preface and specified in the text. It is not substantially the same as
any that I have submitted, or, is being concurrently submitted for a degree or diploma or other qualification
at the University of Cambridge or any other University or similar institution except as declared in the Preface
and specified in the text. I further state that no substantial part of my dissertation has already been submitted,
or, is being concurrently submitted for any such degree, diploma or other qualification at the University of
Cambridge or any other University of similar institution except as declared in the Preface and specified in
the text. The choice to write this dissertation in the first-person-plural point of view conveys my stylistic
preference.
The chapters of this dissertation based on collaborative, published or submitted work are as follows:
• Chapter 6
The Equation of State and Duration to Radiation Domination After Inflation,
K. D. Lozanov and M. A. Amin, Phys. Rev. Lett. 119, 061301 (2017)
Self-resonance after inflation: oscillons, transients and radiation domination,
K. D. Lozanov and M. A. Amin (in preparation)
• Chapter 7
End of inflation, oscillons and matter-antimatter asymmetry,
K. D. Lozanov and M. A. Amin, Phys. Rev. D 90, 083528 (2014)
• Chapter 8
The charged inflaton and its gauge fields: preheating and initial conditions for reheating,
K. D. Lozanov and M. A. Amin, JCAP 1606, 032 (2016)
This dissertation is less than 60000 words in length, including footnotes, captions and bibliography.
vi
vii
Acknowledgements
I would like to express my deepest gratitude to Mustafa Amin for his guidance, patience, support and
tutelage for the past three years. I would also like to thank Anthony Challinor for introducing me to and
supporting my first steps in the field of cosmology. Without them this thesis would have not been possible.
Throughout my PhD at University of Cambridge, I have benefited much from discussions on various
topics in physics and cosmology with Daniel Baumann, David Daverio, George Efstathiou, Andrew Fabian,
Jonathan Gair, Martin Haehnelt, David Khmelnitskii, Paul Shellard and Debora Sijacki, as well as fellow
PhD students, in particular Sarah Bosman, Sebastian Cespedes, Johnathan Hung, Patricia Larsen, Deyan
Mihailov and Bjoern Soergel. I am grateful to Debora Sijacki for her generosity regarding the use of her
computational resources under the Cambridge COSMOS Consortium.
I also thank all of my friends, for showing me that life in Cambridge is not only about work, but
also about unforgettable experiences, including Alex, Angel, Deyan, Dimitur, Ivan, Jordan, Katya, Martin,
Momchil, Nenko, Richard, Rumen, Stanislav, Victor and all of the members of CantaBG.
This would not be a proper acknowledgement without thanking my first science teacher Mrs Maria
Vurbanova, who instilled in me the love of physics from a very young age, and of course Mr Teodosii
Teodosiev, whose dedication to his students knows no bounds and whose brilliance has inspired many.
Finally, last but not least, I am immensely thankful to Elena for staying beside me all these years
and continuing to support unconditionally all my endeavours – I cannot imagine a life without her
encouragement; and to my dear parents, siblings, grandparents, aunt, uncles and cousins for putting up
with my extended absences, and their limitless love and support.
viii
ix
Notation
We use natural units in which ~ = c = kB = 0 = 1. In these units, the reduced Planck mass is given by
mPl = 1/
√
8piG.
Greek indices µ, ν and so on go over the four space-time coordinates xµ = [x0, x1, x2, x3]T with x0 for the
time coordinate.
Minkowski metric is given by ηµν = diag[1,−1,−1,−1].
Latin labels i, j, k and so on go over the three spatial coordinates.
Spatial vectors are written in boldface.
Summation over repeated indeces is assumed unless otherwise stated.
The spatial Fourier transform of a field f(x) is fk =
∫
f(x)e−ik·xd3x/(2pi)3 and the inverse transform is
f(x) =
∫
fkeik·xd3k.
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Introduction
1
2
Over the past decades, the understanding of our cosmic history has improved spectacularly. Precise
measurements of the temperature anisotropies in the cosmic microwave background (CMB) [1, 2] have
revealed a homogeneous and isotropic universe on large scales with tiny (if any) spatial curvature, ΩK , and
nearly scale-invariant primordial curvature perturbations. The observations provide compelling evidence
for an inflationary phase in the early universe [3–8], implying a connection between gravity and quantum
mechanics. Measurements of the relative abundances of light-elements are also in excellent agreement with
our expectations [9]. The predictions of big-bang nucleosynthesis (BBN), based on the well-understood
physics of nuclear reactions, point towards a hot and dense universe, in local thermal equilibrium at late
times. They tell us that the first light-elements started forming at cosmic time tBBN & 1 s at equilibrium
temperature TBBN ∼ EBBN ∼ 1 MeV.
Connecting these two remarkable epochs, however, could be challenging. Since the energy scale at
the end of inflation can be as high as Einf ∼ 1016 GeV, with the duration of inflation corresponding
to ∆tinf & 10−36 s, there is a huge range of energy (and time) scales which is poorly understood and
poorly observationally constrained. Current cosmological experiments cannot probe the period between
inflation and BBN. This is because typically the effects from the interesting post-inflationary dynamics are
on subhorizon scales due to causality and are washed out by the later non-linear evolution of structure.
The thermal state of the universe, required for BBN, also hides information about earlier times. Collider
experiments can shed light on some intermediate-energy phenomena, e.g., the electro-weak symmetry
breaking and QCD phase transitions, EEW ∼ 102 GeV and EQCD ∼ 102 MeV, respectively, but they will
not be able to cover the entire energy range in the foreseeable future.
Nevertheless, it is crucial that we try to understand the period between inflation and BBN better, for
both theoretical and observational reasons. In the standard lore, the universe at the end of inflation is
cold and dark, virtually empty of particles and dominated by the approximately homogeneous inflaton
field. The energy of the inflaton that drove inflation, must be somehow transferred to other species of
matter, eventually populating all relevant degrees of freedom of the Standard Model, leaving a hot, thermal,
radiation-dominated universe, setting the scene for BBN. Importantly, this reheating process explains not
only the cosmic origin of the matter that we are made of, but it also accounts for the production of cosmic
relics such as photons and neutrinos, and perhaps dark matter and gravitational waves, as well as the
generation of the observed matter-antimatter asymmetry in our universe (baryogenesis). Any unified theory
of high-energy physics must include a complete understanding of inflation, reheating and the later evolution
of the universe.
Given the current and planned advances in observational cosmology and the improvement of constraints
on inflation, reheating will be an integral part of research in the coming years. Arguably, one of the most
important observational implications of the post-inflationary dynamics is its effect on the expansion history
of the universe between inflation and BBN. It determines how we map perturbation modes from their exiting
the Hubble horizon during inflation to horizon re-entry at late times. Thereby, the poorly constrained
and understood post-inflationary expansion history influences directly the predictions for cosmological
observables of specific models of inflation. For instance, it leads to significant uncertainties in the predictions
for the spectral index, ns, and the tensor-to-scalar ratio, r, in different models. It is critical that we
understand these uncertainties better, if we wish to narrow the range of the observationally-allowed models
of inflation. Works on reheating have also shown the possibility of formation of relics such as solitons and
cosmic defects, helping us further constrain the variety of scenarios.
The initial stage of reheating, also known as preheating, can involve highly non-perturbative processes,
during which the universe gets populated via parametric resonances. They cannot be described with
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the usual perturbative expansions in coupling constants, even if the couplings are weak [10–17]. Such
resonances arise as the inflaton condensate (or generally any light scalar, that has attained a non-zero
vacuum expectation value during inflation) begins to oscillate about the origin, soon after inflation. The
oscillations induce an effective time-dependence in the couplings of the inflaton to the other species of
matter. While the background inflaton field dominates the energy budget of the system, the evolution of
the remaining fields it is coupled to can be linearised. As the effective frequencies of the individual Fourier
modes of the daughter fields change non-adiabatically every time the inflaton crosses the origin, we observe
‘explosive’ (or resonant) particle production. This can be quite efficient, since it involves the collective
decay of many inflatons from the condensate. When the energy of the newly-populated degrees of freedom
becomes comparable to the background, back-reaction effects become important. Typically, the condensate
fragments and the subsequent evolution is non-linear. It can be studied in the classical approximation, using
classical lattice simulations, since all relevant modes have large occupancies and hence quantum effects
are negligible.1 The non-linear dynamics can lead to many interesting phenomena, e.g., the production
of solitons that can delay the thermalisation required as an initial condition for BBN, field configurations
evolving self-similarly in a turbulent manner [18, 19], non-thermal phase transitions and the production of
cosmic defects [20–22].
Research in the field of reheating has been divided into three main areas. On the theoretical side, there
is a need to consider more realistic high-energy physics models [23–32], including fermions and gauge
bosons, in addition to the more traditional scalars, in the quest for a unified description of our cosmic history.
Another direction for future work concerns the phenomenology of the many stages of reheating: from the
non-perturbative particle production during preheating and the following non-linear classical evolution, to
the late-time approach to a radiation-dominated period of expansion in local thermal equilibrium [32–41].
A lot of effort has been dedicated to observational signatures of reheating [22, 27, 42–44], as well as their
important implications for inflationary observables [34, 45–51]. These three areas have also formed the
common thread of our research.
The first part of this thesis is meant to serve as a generic introduction to the field of reheating after
inflation, starting with a brief summary of the inflationary paradigm (Chapter 1), followed by a review of the
different preheating mechanisms (Chapter 2) and the ensuing non-linear evolution (Chapter 3), and finally
considering some high-energy physics (Chapter 4) and observational (Chapter 5) aspects of reheating. The
rest of the thesis (Chapters 6 - 9) is based on our original research.
We begin in Chapter 6 with a calculation of the equation of state parameter, w, soon after inflation in
the simplest and most natural models of inflation favoured by observations. After a careful study of the
non-linear dynamics following self-resonance during preheating, we arrive at a rather simple and general
result for the expansion history: unless the inflaton has a substantial bare mass (much greater than the
Hubble parameter), the universe reaches radiation-dominated expansion at sufficiently late times. We also
derive analytical estimates for the relevant time-scales, taking into account the interactions of the inflaton
with other species of matter. This improved understanding of the post-inflationary expansion history leads
to a reduction in the uncertainty in the predictions of many inflationary models. The case of a more common
massive inflaton is also discussed.
Chapters 7 and 8 are based on our work on preheating with a charged inflaton, published as Refs.
1However, since the universe at the beginning of BBN is in local thermal equilibrium, late-stage reheating analysis should
eventually include a full quantum mechanical computation of the approach of all relevant degrees of freedom to states with maximal
local entropy such as Bose-Einstein or Fermi-Dirac distributions [18, 19].
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[52] and [32], respectively. The main motivation is to consider the observational and phenomenological
consequences of more realistic embeddings of reheating. In Chapter 7 we study a scenario in which
the inflaton is responsible for both the generation of primordial curvature perturbations and the observed
matter-antimatter asymmetry in the universe. This model of reheating baryogenesis assumes a charged
inflaton under a global symmetry that is broken dynamically for a short period of time after inflation.
This allows for the post-inflationary non-linear dynamics to generate an asymmetry between the number
of inflatons and anti-inflatons which can be eventually transferred into ordinary matter if we allow for the
inflatons to decay into baryons. Through semi-analytical and numerical means, we show that the non-linear
dynamics on small scales, after inflation in observationally-consistent models, can affect predictions for
global observables such as the baryon-to-photon ratio, η. In Chapter 8 we turn our attention to the case of
a charged inflaton under local (gauged) symmetries. These models are particularly interesting, since such
interactions appear in the Standard Model and its extensions. We carry out the linear calculation of the
evolution of Abelian and non-Abelian gauge fields during inflation and preheating, taking into account the
gauge constraints and the quantum nature of the fields, as well as metric perturbations. We show for the
first time that not only the transverse, but also the longitudinal modes of the vector bosons can be resonantly
produced during preheating, clarifying contradicting claims in the literature. We also discuss observational
aspects such as the generation of primordial magnetic fields and gravitational waves. The generated charge
fluctuations on cosmological scales are within the observational bounds, so the possibility of an electrically
charged inflaton is not ruled out. However, the magnetic fields are found to be very small and cannot account
for the observed extragalactic ones [53]. Initial conditions for the subsequent non-linear stage of reheating
and estimates for the time when it ensues are also provided.
Finally, in Chapter 9 we propose a new algorithm, based on symplectic integration techniques, for
studying the non-linear dynamics in models with a charged inflaton under a local symmetry. It can be used
to simulate the classical dynamics of Abelian-Higgs systems on a co-moving lattice. The expansion rate is
calculated self-consistently, whereas the appropriately discretized gauge constraints are conserved exactly
(i.e., to machine-precision) regardless of the order of the time integrator. To the best of our knowledge, this is
the only existing numerical scheme that works to arbitrary order of the time integrator. Another advantage
of the numerical method is that, unlike conventional integrators based on Lattice Field Theory [22, 54],
it is second-order accurate in space, but can be higher order in time (up to 8-th order is practical). This
allows for machine-precision energy conservation with reasonable time steps. Symplectic integrators do not
require additional storage of intermediate results (unlike the more common Runge-Kutta schemes), which
can be also crucial for large 3d lattice simulations. Our scheme is particularly well-suited for reheating
studies. We can study the post-inflationary expansion history in models with gauge fields, to understand the
important uncertainties in predictions for inflationary observables due to the formation of non-linear objects
such as defects (e.g., cosmic strings) and solitons (e.g., gauged oscillons and Q-balls). Other applications
are discussed in Chapter 9.
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Chapter 1
Inflation and initial conditions for reheating
‘With the new cosmology the universe must have been started off in some very simple
way. What, then, becomes of the initial conditions required by dynamical theory?
Plainly there cannot be any, or they must be trivial. We are left in a situation
which would be untenable with the old mechanics. If the universe were simply the
motion which follows from a given scheme of equations of motion with trivial initial
conditions, it could not contain the complexity we observe. Quantum mechanics
provides an escape from the difficulty. It enables us to ascribe the complexity to
the quantum jumps, lying outside the scheme of equations of motion. The quantum
jumps now form the uncalculable part of natural phenomena, to replace the initial
conditions of the old mechanistic view.’
P. A. M. Dirac (1939)
1.1 Standard cosmology, its puzzles and why we need inflation
Standard cosmology is based on the empirical observation that the universe is homogeneous and isotropic
on large scales [1]. In the context of General Relativity, it means that the space-time metric takes the
Friedmann-Robertson-Walker (FRW) form
ds2 = dt2 − a(t)2
(
dr2
1−Kr2 + r
2dθ2 + r2 sin2 θdφ2
)
, (1.1)
where t is the cosmic time and a(t) is the Robertson-Walker scale factor. The term in brackets represents
the line element of the three-dimensional homogeneous and isotropic space. For positive, zero and negative
K this hypersurface can be considered as a 3-dimensional sphere embedded in a 4-dimensional Euclidean
space, a 3-dimensional Euclidean space and a 3-dimensional hypersphere embedded in a 4-dimensional
pseudo-Euclidean space, respectively [55]. The positive, zero and negative cases are better known as the
closed, flat and open universes, respectively.
The evolution of a(t) is determined by the Einstein equations
Rµν − 12gµνR =
Tµν
m2Pl
+ gµνΛ . (1.2)
7
1. Inflation and initial conditions for reheating
Here Λ is the cosmological constant, introduced by Einstein to make the universe static. Henceforth,
we set Λ = 01. Near the origin of locally Cartesian co-moving coordinates, the components of the
energy-momentum tensor, Tµν , in a homogeneous universe are functions of t only. Isotropy also imposes
the additional constraints T i0 = 0 and T ij ∝ δij . Conventionally, the energy density, ρ, and the pressure, p,
of the perfect fluid filling the homogeneous and isotropic universe are defined locally as
T 00 = ρ(t) , T ij = −a(t)−2δijp(t) . (1.3)
Then only the 00 and the ii Einstein equations, eq. (1.2), do not vanish
H2 =
ρ
3m2Pl
− K
a2
,
a¨
a
= −ρ+ 3p
6m2Pl
,
(1.4)
and are known as the Friedmann and Raychaudhuri equations, respectively. The Einstein equations, eq.
(1.2), also imply the conservation of the energy-momentum tensor T νµ;µ = 0. Due to isotropy the
momentum-conservation law T iµ;µ = 0 is automatically satisfied. The energy-conservation T 0µ;µ = 0
yields
ρ˙+ 3H(ρ+ p) = 0 . (1.5)
This expression could be derived from a combination of the Friedmann and Raychaudhuri equations, eq.
(1.4). For an equation of state of the form p = wρ, the energy-conservation law implies ρ ∝ a−3−3w. Using
this result in eq. (1.4) we find the power-law solution
a(t) ∝ t2/(3+3w) . (1.6)
In standard cosmology the typical sources of gravity are non-relativistic matter (dust) and relativistic matter
(radiation). If one of these components is dominant, then
for dust : a ∝ t2/3 , ρ ∝ a−3 , w = 0 ,
for radiation: a ∝ t1/2 , ρ ∝ a−4 , w = 1/3 .
(1.7)
The second column also applies for individual species, even if subdominant, provided they are
self-interacting only. Note that the universe always decelerates, a¨ < 0.
The Friedmann equation, eq. (1.4), can be rewritten as
Ω− 1 = K
a2H2
, (1.8)
where the energy density makes up a fraction Ω = ρ/ρc of the critical energy density, ρc = 3m2PlH
2.
Similarly, one often writes the spatial curvature term as ΩK = −K/(a2H2). Cosmological observations
give very tight constraints on this quantity, consistent with zero. The 95% limit, from the most recent
1Observations favor a small, but non-zero value of Λ, unjustifiable by Quantum Field Theory (QFT) if interpreted as the energy
of the vacuum. This drawback of standard cosmology and QFT is known as the Cosmological constant problem. The contribution
of the Λ term to the energy budget of the universe (known as dark energy) becomes significant only at very late times, at a redshift
of about 1, so it is safe to ignore Λ at earlier epochs.
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measurement of the anisotropies in the CMB [1], on the spatial curvature today is |ΩK,0| < 0.005. This
small value leads to one of the fine-tuning problems in standard cosmology. Since a¨ < 0, aH = a˙ increases
when going backwards in time. Hence, ΩK becomes even smaller at earlier times, or in other words, the
energy density tends to the critical one, Ω → 1, with unnaturally high precision. To get some rough idea
about the degree of fine-tuning in the initial condition for Ω at some early time, tearly, required by current
measurements, consider the ratio
∣∣∣∣Ωearly − 1Ω0 − 1
∣∣∣∣ = ( a0H0aearlyHearly
)2
=
(
a0H0
aeqHeq
)2( aeqHeq
aearlyHearly
)2
∼ 1 + zeq
(1 + zearly)2
. (1.9)
We assume the universe to be radiation dominated at early times, tearly < t < teq, and matter dominated
after the epoch of radiation-matter equality teq < t < t0. For tearly ∼ tBBN, |ΩBBN−1|  10−17, assuming
TBBN ∼ 1 MeV and zeq ∼ 103. At the GUT epoch, TGUT ∼ 1016 GeV, |ΩGUT − 1|  10−55. Unless the
initial conditions are set very precisely, the universe either collapses too quickly or expands too fast before
large-scale structure can form. This is known as the flatness problem.
The deceleration of the scale factor in standard cosmology also leads to contradictions with
measurements of the causal structure of the observable universe. The physical length, lphys = al, of a given
co-moving length-scale l, increases as the universe expands. On the other hand, its ratio with the Hubble
radius lphys/H−1 = a˙l decreases with time, since a¨ < 0. Hence, any co-moving length-scale becomes
much greater than the Hubble scale at sufficiently early times. This implies that the causally-connected
region in the universe today should lie deep inside the Hubble volume. We can easily calculate the expected
size of this region at the epoch of recombination. Ignoring spatial curvature, the physical size of the region
at recombination is equal to the particle horizon drec = arec
∫ trec
tearly
dt/a(t). For a ∼ tn, 0 < n < 1 and
trec  tearly the upper bound of the integral determines its value. For dust or radiation or any mixture
of the two, drec ∼ H−1rec . We also have drec = arecrrec∆θ, where the co-moving distance to the CMB
is rrec =
∫ t0
trec
dt/a(t) ∼ 1/(a0H0) and ∆θ is the angular size of the causal region. Assuming matter
domination between recombination and today, ∆θ ∼ (1 + zrec)−1/2, which corresponds to about 1o for
zrec ∼ 103. This is in conflict with observations of the microwave sky, showing the same temperature to
high accuracy in all directions [1]. Within standard cosmology this isotropy of the CMB cannot be accounted
for, since there is no way for points separated by more than a degree to be in thermal equilibrium (and in
causal contact) before the epoch of last-scattering. This constitutes the horizon problem.
The tiny anisotropies measured in the CMB have a nearly scale-invariant power-spectrum, even on large,
causally disconnected at the time of last-scattering, scales [1]. They reflect small variations in the matter
density at the epoch of recombination. Later on, these density fluctuations act as seeds for the formation of
large-scale structure. Hence, standard cosmology also fails to explain the deviations from the FRW metric.
High-energy physics theories take the view that the physical laws look simpler at higher energies. This
implies that gauge symmetries inevitably get broken during the evolution of the early universe, leaving
behind them topological defects such as monopoles. The density of monopoles is bounded from below, due
to the existence of a maximal correlation length determined by the causal length, i.e., the particle horizon,
during the phase transition. This presents a serious problem for standard cosmology. If these relics do
not annihilate efficiently, their abundance on sub-horizon scales can become large after the phase transition.
Furthermore, these massive relics behave as dust. Their energy density can become the dominant component
at dangerously early times, e.g., before or around BBN, since it decays more slowly with a(t) than that of
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radiation. This is known as the monopole problem2.
All of the above problems can be shown to have the same origin – the expansion with time of the
co-moving Hubble sphere, (aH)−1 = a˙−1, following from a¨ < 0. One can resolve all of these puzzles by
postulating the existence of an earlier stage of inflation, during which the universe undergoes accelerated
expansion and the co-moving Hubble sphere shrinks [3–5]. The most common expansion history of inflation
is the quasi-exponential one, i.e., a ∼ exp(Ht), with H varying very slowly with time. Another possibility
is power-law inflation, a ∼ tn, n > 1. For n 1, H again varies very slowly with time.
The measured tiny value of |ΩK,0| is in fact a prediction of inflation. If we assume that |ΩK,init| at the
beginning of inflation is of order unity then from eq. (1.8) follows∣∣∣∣Ωinit − 1Ω0 − 1
∣∣∣∣ > 1 . (1.10)
For a constant expansion rate during inflation, Hinf , the number of e-folds of expansion until the end of
inflation, N = ln(aend/ainit), is bounded to be
eN >
aendHinf
a0H0
. (1.11)
Making the tentative assumption of tend ∼ tearly, see eq. (1.9), i.e., of the universe becoming radiation
dominated immediately after the end of inflation, we find that for tearly ∼ tBBN we need at least about 40
e-folds to resolve the flatness problem, whereas for tearly ∼ tGUT, N has to be over 60.
To account for the isotropy of the CMB, we need to make sure that the co-moving particle horizon at
recombination is greater than the co-moving distance photons travel after recombination until today, i.e.,∫ trec
tinit
dt
a(t)
>
∫ t0
trec
dt
a(t)
. (1.12)
Note that
∫
dt/a(t) =
∫
d ln a/a˙. Hence, each integral is dominated by the smallest a˙, i.e., the moment
when the co-moving Hubble sphere is the largest. It implies for the right-hand side of eq. (1.12) a value
∼ 1/(a0H0) as already shown above and ∼ 1/(ainitHinf) for the left-hand side. Thus, the condition in eq.
(1.11) also applies to the horizon problem.
The scale-invariance of the power-spectrum of the small density fluctuations, imprinted on the CMB
as tiny anisotropies, is also a consequence of the accelerated expansion during inflation. At the beginning
of inflation, small-scale perturbations, lying deep inside the Hubble radius, are generated by Minkowski
space-time quantum fluctuations (since the space-time curvature can be neglected). As the universe
undergoes accelerated expansion, perturbations of fixed co-moving wavelength cross outside the shrinking
co-moving Hubble sphere. As they become superhorizon, the Hubble friction term starts to dominate
and they become over-damped. Since H is approximately constant during inflation and is the only scale
determining the evolution of perturbations after Hubble exit, the perturbations which leave the Hubble
sphere during inflation have an almost scale-invariant power-spectrum. As the co-moving Hubble radius
begins to increase after inflation, perturbations of a given co-moving wavelength start to re-enter the horizon,
accounting for the observed approximate scale-invariance of density perturbations over a range of different
scales. By letting the Hubble sphere shrink during inflation and then begin to expand as the universe becomes
2This issue plagues all theories featuring massive relics, e.g., gravitinos, Kaluza-Klein particles and moduli fields.
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radiation and then matter dominated we provide a causal mechanism for producing seemingly-acausal
correlations in the density perturbations. Basically, inflation opens up the past light cones for fundamental
observers (those who are stationary with respect to the cosmic grid).
Inflation also provides a straightforward solution to the monopole problem. If the phase transition occurs
during or before inflation, we need to make sure that there is sufficient number of e-folds of accelerated
expansion after the transition to dilute the concentration of the relics. If the gauge symmetry is broken
after inflation, the correlation length at the phase transition, equal to the particle horizon, is substantially
increased in comparison to standard cosmology and we can again put a lower bound on the duration of
inflation. For instance, let us consider the generation of monopoles after spontaneous symmetry breaking
at the GUT scale, EGUT = 1016 GeV, immediately after the end of inflation. The number density of
monopoles is determined by the correlation length of the scalar fields, which is set by the particle horizon
and is ∼ aend/(ainitHinf) = eN/Hinf . On the other hand, Hinf ∼ E2GUT/mPl. Hence, there is roughly one
monopole perE−6GUTm
3
Ple
3N . Assuming the universe becomes radiation dominated and reaches local thermal
equilibrium soon after the formation of monopoles, the number density of photons at that time is ∼ E3GUT.
Ignoring subsequent processes that can change the number of photons and annihilation of monopoles,
the ratio of the number densities of monopoles and photons remains constant, since each ∝ a−3. Thus,
nmon0 /n
γ
0 ∼ e3NE3GUT/m3Pl = 10−9e3N . For less than 10−39 monopoles per photon [55], as suggested by
terrestrial experiments, N > 23. An identical bound is obtained if GUT scale monopoles are generated
during or before inflation. A possibility that cannot be resolved by inflation is the production of massive
particles during the reheating process after inflation. If the reheating temperature is low enough, thermal
particle production of dangerous massive relics, that can ruin the successful BBN in standard cosmology,
can be evaded. On the other hand, non-thermal production has to be dealt with on a case-by-case basis.
1.2 Dynamics of inflation and setting the scene for reheating
The semi-classical theory of inflation provides not only a solution to the horizon, flatness and monopole
problems, but more importantly predicts the generation of density perturbations exhibiting a nearly
scale-invariant power-spectrum. These act as seeds for the large-scale structure in the late universe.
The inflationary paradigm can be interpreted in at least two different ways. We could think of it as
an approximate description (some sort of a parametrisation), which does not capture the actual physical
laws, due to its semi-classical nature. We could also argue that the universe genuinely underwent a stage
of accelerated expansion, driven by a scalar condensate whose origin can be traced back to any of the
high-energy models going beyond the Standard Model of Particle Physics. This way of thinking makes
inflation the link between quantum gravity or/and extensions of the Standard Model, and the well-understood
physics of BBN in standard cosmology.
In this work, we consider the most common (and consistent with observations [2]) models of inflation,
in which a single scalar field φ, called the inflaton, sources the accelerated expansion of the universe, with
action
S =
∫
d4x
√−g
[
−m
2
Pl
2
R+
1
2
∇µφ∇µφ− V (φ)
]
+ Smatter . (1.13)
We limit ourselves to models, minimally coupled to gravity, with canonical kinetic terms3. The matter action
3There are examples of non-minimal and non-canonical models in which a conformal transformation or a field redefinition can
reduce the action to the form given in eq. (1.13).
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term, Smatter, contains the entire information regarding the other constituents of the matter sector, including
the Standard Model Lagrangian as well as the terms describing the couplings of the inflaton to other fields.
1.2.1 Homogeneous dynamics of inflation
Isotropy and homogeneity require that the dominant component of the scalar field depends on t only, φ¯(t).
This scalar condensate provides the classical background configuration during inflation (and the initial stages
of reheating). The energy density and the pressure of the isotropic and homogeneous scalar fluid are simply
ρφ¯ =
1
2
˙¯φ
2
+ V (φ¯) , pφ¯ =
1
2
˙¯φ
2 − V (φ¯) . (1.14)
To have acceleration, a¨ > 0, the Raychaudhuri equation, eq. (1.4), demands ρφ¯ + 3pφ¯ < 0. This means that
inflation occurs as long as ˙¯φ
2
< V (φ¯). The Friedmann equation, eq. (1.4), and the Euler-Lagrange equation
for φ¯ following from the action in eq. (1.13) are
H2 =
1
3m2Pl
[
1
2
˙¯φ
2
+ V (φ¯)
]
, ¨¯φ+ 3H ˙¯φ+ ∂φ¯V (φ¯) = 0 . (1.15)
1.2.2 Slow-roll inflation
Having derived the equations of motion and shown that accelerated expansion is possible, we need to find
what conditions V has to satisfy to have enough number of e-folds of inflation to solve the horizon and
flatness problems. Note that a¨ = a(H˙ +H2), hence
H ≡ − H˙
H2
< 1 , (1.16)
has to hold to have a¨ > 0. Inflation ends when H = 1, corresponding to a¨ = 0. Since H−1 is the
characteristic time-scale for one e-fold of expansion (recall dN = d ln a = Hdt), known as the Hubble time,
H = −d lnH/dN < 1 implies that the time-scale over which the fractional decrease in H is significant
is greater than a Hubble time. Or in other words the rate of decrease of H must be slower than the rate of
expansion of the universe in order to have inflation. To achieve sufficiently many e-folds (at least 40 up to
60, see Section 1.1) of inflation we need H to be much less than 1 for a long enough period, implying that
for most of the time H  1. The parameter quantifying the rate of change of H is
ηH ≡ ˙H
HH
=
d ln H
dN
. (1.17)
For H to increase slowly, over many Hubble times, |ηH | has to be less than unity. But because of the
large number of e-folds required by observations, |ηH |  1 has to hold4. All of this basically means that
H ≈ const for most of inflation, and that the scale factor increases quasi-exponentially. That is why this
period is also called quasi-de Sitter expansion. Current observational constraints are roughly H < 0.01 and
ηH ≈ 0.03± 0.01 [2] and are in support of this picture.
4If ηH ∼ O(1), inflation still takes place for roughly ∆N ∼ ln(1/H). If H is several orders of magnitude less than unity,
the number of e-folds of inflation is much less than the one required by observations.
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Using the Friedmann equation, eq. (1.4), the energy conservation equation, eq. (1.5), and the expressions
for the energy density and pressure of the inflaton condensate, eq. (1.14), we find that H = 3 ˙¯φ
2
/(2ρφ¯).
Thus, H  1 implies a negligible contribution of the kinetic energy density to the total energy density of
the condensate, which also means that ˙¯φ
2
/2 V (φ¯) during inflation, consistent with our comments under
eq. (1.14). Hence, V has to be very flat, for φ¯ to roll sufficiently slowly. This is called slow-roll inflation.
For slow-roll inflation to last long enough, we need the kinetic energy density to remain small. This means
that the fractional change in ˙¯φ during one expansion time H−1, | ¨¯φ/ ˙¯φ|H−1, has to be much less than 1. It
implies, given H  1, that |ηH |  1, since one can show that ηH = 2H + 2¨¯φ/( ˙¯φH).
Finally, we are in a position to put constraints on the form of V that can support inflation for sufficiently
long periods. Applying ˙¯φ
2
/2  V (φ¯) to the first expression in eq. (1.15), yields H2 ≈ V/3m2Pl, whereas
substituting | ¨¯φ/ ˙¯φ|H−1  1 in the second expression in eq. (1.15) gives 3H ˙¯φ ≈ −∂φ¯V (φ¯). Hence, H ≈
(m2Pl/2)(∂φ¯V/V )
2. Taking the time derivative of 3H ˙¯φ ≈ −∂φ¯V (φ¯) yields H − ¨¯φ/( ˙¯φH) ≈ m2Pl∂2φ¯V/V .
These two ratios of V and its derivatives are conventionally denoted as
V ≡ m
2
Pl
2
(
∂φ¯V (φ¯)
V
)2
, ηV ≡ m2Pl
∂2
φ¯
V (φ¯)
V
, (1.18)
and are known as the potential slow-roll parameters (similarly, H and ηH are known as the Hubble slow-roll
parameters). H and |ηH |  1 is equivalent to V and |ηV |  1.
To see that within the slow-roll approximation, the expansion during inflation can be exponentially large
consider5
eN ≡ aend
ainit
= exp
[∫ tend
tinit
H(t)dt
]
= exp
[∫ φ¯end
φ¯init
H(φ¯)
dφ¯
˙¯φ
]
≈ exp
[
−m−2Pl
∫ φ¯end
φ¯init
V (φ¯)
∂φ¯V (φ¯)
dφ¯
]
,
(1.19)
where we assume 0 < V (φ¯end) < V (φ¯init) and ∆φ¯ ≡ φ¯init − φ¯end > 0, implying a positive argument in
the last exponential. The slow-roll condition V  1 leads to N  ∆φ¯/mPl. If the value of the inflaton
changes by ∼ mPl, we definitely get a huge number of e-foldings. Note that such large field values do not
mean that the quantum nature of gravity becomes important. For this to happen the energy density of the
condensate must be ∼ m4Pl. This can be easily avoided, even for φ¯ & mPl, if V (φ¯) is proportional to a
sufficiently small coupling constant. None of the potential slow-roll parameters, eq. (1.18), depends on it.
We can find the approximate trajectory of the inflaton during inflation. Since, during slow-roll H ≈
V  1, φ˙ ≈ −mPl∂φ¯V/
√
3V . As a test case, we consider the simplest form for the inflaton potential,
i.e., V (φ) = m2φ2/2. In general, all monomial potentials satisfy the slow-roll conditions, eq. (1.18), for
some ∆φ¯ & mPl. These models belong to the class of Chaotic inflation [56, 57]. It encompasses all models
having V that supports slow-roll inflation for ∆φ¯ ∼ O(mPl) or smaller. In this thesis, we will concentrate
on Chaotic inflation models6. For the quadratic potential the slow-roll trajectory and the expansion law take
5The total number of e-folds of inflation is defined as the first integral with H(tinit) = H(tend) = 1 and H(t) < 1 for
tinit < t < tend.
6Examples of single-field models that do not belong to Chaotic inflation include Small-field models in which necessarily
∆φ¯  mPl, models in which higher-order kinetic terms or higher-order curvature terms, instead of V , drive inflation and models
in which phase transitions stop or trigger inflation, e.g., Old and New inflation, respectively.
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the simple approximate analytic form (tinit = 0)
˙¯φ ≈ −
√
2
3
mPlm, a ≈ ainit exp
[
mt√
6mPl
(
φ¯init − mPlm√
6
t
)]
. (1.20)
It breaks down towards the end of inflation, φ¯end ≈ mPl for which the slow-roll conditions in eq. (1.18) are
violated. This solution is also known as the attractor solution, since one can show that for a broad range of
φ¯init [58, 59], even for large ˙¯φinit such that H(tinit) > 1, the field velocity decays very rapidly and φ¯(t)
and a(t) quickly approach eq. (1.20). This goes to show how broad the set of initial conditions is that can
lead to an inflationary stage in chaotic models.
Speaking of initial conditions, the term ‘chaotic’ derives from the possibility of having initially a scalar
field varying randomly with position, i.e., having almost arbitrary initial conditions for the inflaton, and
still getting slow-roll inflation after that. Even if the value of the inflaton varies from one spatial region
to another, there should be a patch of space in which the inflaton looks uniform enough and has a value
for which the slow-roll conditions in eq. (1.18) are satisfied, e.g., a super-Planckian value for monomial
potentials [58]. One can easily show that the initial physical size of the homogeneous patch, Linit = ainitl,
has to obey HinitLinit  φ¯init/mPl for the gradients to be negligible. For monomial potentials, this implies
that a sufficiently large uniform patch has to be super-Hubble initially7 (and super-Planckian after imposing
the condition of sub-Planckian Vinit).
1.2.3 End of slow-roll inflation
For inflation to be successful it must feature a graceful exit into the deceleration stage of standard cosmology;
otherwise the homogeneity and isotropy of the universe are destroyed. A famous example of non-graceful
exit is Alan Guth’s Old inflation [3] in which the inflaton is initially trapped in a false vacuum. As the inflaton
leaks through the potential barrier and forms bubbles of true vacuum, the energy released in the transition
ends up concentrated within the bubble walls. If the bubbles are able to merge, a homogeneous and isotropic
universe emerges. However, the bubbles never collide, since the background false-vacuum space in which
they formed, never stops inflating. Hence, for an observer located inside a bubble the universe would appear
highly anisotropic and inhomogeneous, since structure has to grow out of the energy concentrated in the
bubble walls. The graceful exit problem is naturally avoided in Chaotic inflation. For power-law potentials,
the homogeneous inflaton background simply begins to oscillate about the potential minimum. One can
easily determine the oscillatory attractor solution for a quadratic minimum. We put φ¯ =
√
6H(mPl/m) cos θ
and ˙¯φ =
√
6HmPl sin θ to satisfy the first expression in eq. (1.15). After differentiating it with respect to
time and using the second expression in eq. (1.15) we find H˙ = −3H2 sin2 θ. This implies that H decays
during the oscillatory stage as t−1. Taking the time derivative of the new definition of φ¯ in terms of θ and
using the definition of ˙¯φ in terms of θ we find θ˙ = −m − (3/2)H sin(2θ). The second term on the right
decays with time, so θ ≈ mt up to a constant for mt  1. We can use this result in the expression for H˙ .
After integration we find
H ≈ 2
3t
(
1 +
sin(2mt)
2mt
)
, and φ¯ ≈ 2
√
2mPl cos(mt)√
3mt
(
1 +
sin(2mt)
2mt
)
. (1.21)
7Which is interpreted as a requirement for fine-tuning of the initial conditions for inflation by some authors [60, 61].
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This decaying scalar field condensate provides the classical background during the reheating phase. Note
that a ∝ t2/3 up to subdominant decaying oscillating terms, which implies that the universe is in a
dust-dominated state of expansion. Ultimately, the universe has to reheat itself to reach eventually a
radiation-like state of expansion, with the inflaton energy transferred into radiation, baryons and leptons.
Also note that even if the oscillating terms are very small, they can play an important role for the space-time
curvature (neglecting the spatial curvature for simplicity)
R = −6
(
a¨
a2
+
a˙2
a2
)
≈ − 4
3t2
(1 + 3 cos(2mt)) . (1.22)
Before moving forward, we should point out that the state of expansion of a universe dominated by a
homogeneous oscillating scalar, about the minimum of its potential, depends on the form of V . For simple
power-laws, V ∝ |φ|2n, where n need not be an integer, one can easily determine the temporal mean
equation of state during the oscillatory phase. Ignoring expansion, since H decays with time after inflation,
and multiplying by φ¯ the second expression in eq. (1.15), we find 〈φ¯∂φ¯V 〉 = −〈φ¯ ¨¯φ〉 = 〈 ˙¯φ
2〉. The angle
brackets represent time averaging over many oscillations. The last equality follows from virialization, i.e.,
0 = 〈d(φ¯ ˙¯φ)/dt〉 = 〈 ˙¯φ2〉+ 〈φ¯ ¨¯φ〉. Thus, assuming 〈pφ¯/ρφ¯〉 ≈ 〈pφ¯〉/〈ρφ¯〉, we find [62]
〈w〉 ≈ 〈
˙¯φ
2〉/2− 〈V 〉
〈 ˙¯φ 2〉/2 + 〈V 〉
=
〈φ¯∂φ¯V 〉/2− 〈V 〉
〈φ¯∂φ¯V 〉/2 + 〈V 〉
=
n− 1
n+ 1
. (1.23)
For quadratic potentials, n = 1, we have the expected w = 0 matter-like equation of state, whereas for
quartic potentials, n = 2, we have a radiation-like equation of state, w = 1/3. When n ≤ 1/2, w ≤ −1/3,
and eq. (1.6) tells us that a¨ > 0 – the universe inflates. However, consistency requires that the inflaton
oscillates around a potential that has a non-singular first derivative at its minimum, for the equation of
motion to be well-defined for all field values, implying the condition n > 1/2, i.e., the potential has to be
steeper than linear at the minimum. Oscillations about such minima always lead to a decelerating stage of
expansion with w > −1/3.
1.2.4 Cosmological perturbations from inflation
Having described what the homogeneous and isotropic universe looks like at the end of inflation, we now
consider the small deviations from the FRW approximation. After all, these small departures enable us to
distinguish between different models. As mentioned above, the tiny anisotropies measured in the CMB,
as well as the seeds for Large Scale Structure (LSS) can be explained within the inflationary paradigm, as
being microscopic quantum fluctuations, stretched to cosmic sizes during inflation. As we will see in later
sections, they also laid down the seeds for particle production during reheating. To understand the initial
conditions for this process, we need to consider their evolution during inflation.
We expand the metric and the energy momentum tensor about their background values [63]
gµν(xα) = g¯µν(t) + δgµν(xα) , Tµν(xα) = T¯µν(t) + δTµν(xα) , (1.24)
where g¯µν(t) is given in eq. (1.1) and we set the spatial curvature, K, to zero, since during inflation it
quickly becomes negligible. While we know the non-zero components of T¯µν(t), see eq. (1.3), it is easier
to work with a co-variant form for the tensor. Since the FRW universe is filled with a perfect homogeneous
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fluid, i.e., a fluid that looks the same in all directions for all co-moving observers at equal cosmic times,
the rank-2 tensor T¯µν(t) has to be a linear combination of ρ¯(t)g¯µν(t), p¯(t)g¯µν(t), ρ¯(t)u¯µ(t)u¯ν(t) and
p¯(t)u¯µ(t)u¯ν(t), where u¯µ(t) is the 4-velocity of a co-moving observer. The only linear combination that
respects homogeneity and isotropy is T¯µν(t) = (ρ¯+ p¯)u¯µu¯ν − g¯µν p¯, where we used [1, 0, 0, 0]T for u¯µ(t).
More generally, in an arbitrary gravitational field, a perfect fluid is a medium, with energy momentum tensor
Tµν(xα) = [ρ(xα) + p(xα)]uµ(xα)uν(xα)− gµν(xα)p(xα) . (1.25)
We now write the actual forms of the perturbations δgµν(xα) and δTµν(xα). We use the conformal
time, dτ ≡ dt/a(t), which simplifies the background metric, g¯µν(τ) = a2(τ)ηµν . The most general metric
perturbations are
ds2 = (g¯µν + δgµν)dxµdxν
= (1 + 2ϕ) a2(τ)dτ2 + 2 (∂iB + Si) a2(τ)dxidτ
− [ (1− 2ψ) δij − 2∂i∂jE − ∂jKi − ∂iKj − h˜ij]a2(τ)dxidxj , (1.26)
where ϕ(xσ), B(xσ), ψ(xσ), E(xσ) are scalar perturbations, Si(xσ), Ki(xσ) are divergence-free 3-vector
perturbations, and h˜ij(xσ) is a traceless transverse 3-tensor perturbation. Consistency requires the energy
density, pressure and 4-velocity fields to be also perturbed
ρ(xα) = ρ¯(t) + δρ(xα) , p(xα) = p¯(t) + δp(xα) , uµ(xα) = u¯µ(t) + δuµ(xα) , (1.27)
where u¯µ = [a, 0, 0, 0]T , δuµ ≡ [δu0, ∂iδu‖ + δu⊥i ]T and ∂iu⊥i = 0. Since the 4-velocity of an observer is
normalized, i.e., g¯µν u¯µu¯ν = 1 and gµνuµuν = 1 one can show to linear order that δu0 = aϕ. In deriving
this expression, we have used δgµν = −g¯µαδgαβ g¯βν , which also holds to linear order for g¯µν g¯να = δαµ and
gµνg
να = δαµ . This also implies u
µ = a−1[1 − ϕ,−a−1∂iδu‖ − a−1δu⊥i − ∂iB − Si]T , to first order in
perturbations. The perturbations in the energy momentum tensor then take the form
δTµν = (δρ+ δp)u¯µu¯ν − δpδµν − (ρ¯+ p¯)u¯µδuν − (ρ¯+ p¯)δuµu¯ν ,
δT 00 = δρ , δT 0i = −(ρ¯+ p¯)a−1(∂iδu‖ + δu⊥i ) ,
δT ij = −δpδij , δT i0 = (ρ¯+ p¯)a−1(a−1∂iδu‖ + a−1δu⊥i + ∂iB + Si) .
(1.28)
Decomposing perturbations into scalars, divergence-free vectors and traceless transverse tensors, also
known as the scalar-vector-tensor decomposition, is very useful since the Einstein equations decouple the
three kinds of modes to linear order. This is a consequence of the symmetries of the FRW background. The
Einstein equations are also invariant under diffeomorphisms, i.e., space-time coordinate transformations
xµ → x′µ = xµ + ξµ(xα). (1.29)
We assume ξµ = [ξ0, ∂iξ‖ + ξ⊥i ]
T to be small, of the order of the metric and energy momentum tensor
perturbations. Since the metric transforms as
g′µν(x
′α) =
∂xβ
∂x′µ
∂xγ
∂x′ν
gβγ(xα) , (1.30)
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the metric perturbations at xα transform, to linear order, as8
∆δgµν(xα) = g′µν(x
α)− gµν(xα) ≈ g′µν(x′α)−
∂gµν
∂xβ
ξβ − gµν(xα)
≈ −g¯βν(xα)∂ξ
β
∂xµ
− g¯µβ(xα)∂ξ
β
∂xν
− ∂g¯µν(x
α)
∂xβ
ξβ .
(1.31)
Similarly,
∆δTµν(xα) ≈ T¯ βν(xα)∂ξ
µ
∂xβ
− T¯µβ(xα)∂ξ
β
∂xν
− ∂T¯
µ
ν(xα)
∂xβ
ξβ . (1.32)
From this follows that perturbations depend on our choice of space-time coordinates, e.g.,
∆ψ = Hξ0 , ∆δu‖ = −aξ0 . (1.33)
This issue can be resolved by working in diffeomorphism invariant quantities that take the same values for
all choices of coordinates, i.e., in all gauges. For instance, the quantity
R = ψ + H
a
δu‖ , (1.34)
is gauge invariant. It is known as the co-moving curvature perturbation. We can construct other
gauge-invariant quantities, e.g.,
Φ = ϕ− 1
a
∂τ [a (B − ∂τE)] ,
Ψ = ψ +H (B − ∂τE) ,
(1.35)
known as Bardeen variables. We can either calculate such quantities directly, by solving their equations of
motion, or we can fix the gauge first by imposing conditions on the gauge dependent perturbations and then
solve for the metric and energy momentum tensor perturbations. No matter what gauge we choose in the
latter case, the gauge-invariant quantities always have the same values.
To make further progress, we need to specify the energy momentum tensor. In single-field inflation,
see eq. (1.13), the contribution from the matter action term to the energy momentum tensor vanishes at
linear order. Hence, the scalar metric perturbations are coupled to linear order only to the perturbation in
the inflaton
φ(xα) = φ¯(t) + δφ(xα) . (1.36)
The unperturbed energy momentum tensor is
Tµν = ∇µφ∇νφ− gµν
[
1
2
∇αφ∇αφ− V
]
, (1.37)
from which follows that
δT 0i =
∂τ φ¯
a2
∂iδφ . (1.38)
Given the expressions for the background pressure and energy density in eq. (1.14), the scalar velocity
perturbation can be found directly by using eq. (1.28) to be
δu‖ =
aδφ
∂τ φ¯
, (1.39)
8It is understood that g¯µν(xα) = g¯′µν(xα), i.e., eq. (1.29) yields δgµν(xα)→ δg′µν(xα) = δgµν(xα) + ∆δgµν(xα).
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implying R = ψ + Hδφ/∂τ φ¯. We can calculate this quantity during inflation, working in the slow-roll
approximation. The most suitable gauge for analytical analysis is the spatially-flat gauge defined as ψ =
E = 0 (fixing the two scalar perturbations removes the gauge freedom due to ξ0 and ξ‖). This implies that
the scalar modes in δgij vanish. The second order terms in the action in eq. (1.13) which couple the non-zero
scalar metric perturbations, δg00 and δg0i, to the inflaton perturbations, coming from the gµν∂µφ∂νφ/2 term
are proportional to ˙¯φ, whereas those coming from
√−gV are∼ ∂φ¯V . This means that all couplings between
metric perturbations and inflaton perturbations are slow-roll suppressed and can be ignored during inflation.
The effective mass term due to the inflaton potential also vanishes in the slow-roll limit, ∂2
φ¯
V ∼ ηVH2.
Thus, the second order action for the Fourier components of the inflaton perturbations, without the slow-roll
suppressed terms, reduces to
S(2)sr =
∫
dτL(2)sr (τ) =
∫
dτ
∫
d3k bsr(k, τ)
[
1
2
|∂τδφk|2 − 12ω
2
sr(k, τ)|δφk|2
]
,
bsr(k, τ) = a2 , ω2sr(k, τ) = k
2 .
(1.40)
Note that the due to the bsr pre-factor the kinetic term in the action is not canonically-normalized. If one
wishes, bsr can absorbed into a field re-definition which makes the kinetic term canonical.
Having derived the second order action for the inflaton fluctuations, we can now quantize them. First
we need the conjugate momentum density
pisrk (τ) =
δ
(
L
(2)
sr (τ)
)
δ (∂τδφ−k)
= bsr∂τδφk , (1.41)
where we have taken the functional derivative of the Lagrangian and made use of the reality of the inflaton
fluctuations, i.e., δφ∗k = δφ−k. In the Heisenberg picture, the field operators δφˆ
I
k and their conjugate
momenta operators pˆisrk satisfy the equal time commutators:[
δφˆk(τ), δφˆq(τ)
]
= 0 ,
[
pˆisrk (τ), pˆi
sr
q (τ)
]
= 0 ,
[
δφˆk(τ), pˆisrq (τ)
]
= i (2pi)−3 δ(k + q) . (1.42)
The only non-vanishing commutator and the expression for the conjugate momentum in eq. (1.41) yield[
δφˆk(τ), ∂τδφˆq(τ)
]
= i (2pi)−3 (bsr(k, τ))−1 δ(k + q) . (1.43)
The quantized perturbations δφˆk can be written in terms of operators aˆk and mode functions uk(τ) as
δφˆk(τ) = aˆkuk(τ) + aˆ
†
−ku
∗
k(τ) . (1.44)
The two mode functions, uk(τ) and its complex conjugate, span the space of solutions to the classical
equation of motion for δφk obtained by varying the action in eq. (1.40), i.e.,
∂2τuk + (∂τ ln bsr) ∂τuk + ω
2
sruk = 0 . (1.45)
Given a set of initial conditions for the mode functions, we can evolve them forwards in time. To
calculate δφˆ and ultimately Rˆk we need to know not only the initial conditions for the mode functions,
but also the commutators for aˆk and aˆ
†
k. Since, during inflation the co-moving Hubble sphere shrinks,
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observationally-relevant co-moving modes lie inside the sphere at early times and cross out of it at some
point before the end of inflation. Hence, at very early times, the physical wavelength of these modes is much
shorter than the Hubble radius, and they are not affected by the space-time curvature. At these early times,
the mode functions should resemble those of free fields in flat space-time, while the aˆk and aˆ
†
k operators
should be interpreted as creation and annihilation operators. Note that the latter are time-independent,
meaning their commutation relations remain the same even after Hubble exit. We can show all of this
rigorously.
Consider eq. (1.45). Since we work in the slow-roll approximation, we can set H = ∂τa(τ)/a2 =
const, implying a(τ) = −1/(Hτ). We can then find the general solution exactly
uk = ck1τ
(
1− i
kτ
)
e−ikτ + ck2τ
(
1 +
i
kτ
)
eikτ . (1.46)
The two constant coefficients, ck1 and ck2, can be found by imposing that at early times, when modes are
still sub-Hubble, k/aH = −kτ  1, δφˆ behaves as a free, massless9 scalar with creation and annihilation
operators satisfying
[aˆk, aˆ−q] = 0 ,
[
aˆk, aˆ
†
−q
]
= δ(k + q) . (1.47)
Using eq. (1.43), we find ck1 = −(2pi)−3/2H/
√
2k and ck2 = 0. This means that mode functions of
co-moving modes that are still sub-Hubble are of the form e−ikτ/a, i.e., plane waves with a decaying
amplitude, scaling inversely with a(τ). The scale factor is simply a consequence of the non-canonical kinetic
term in the action in eq. (1.40). One can easily check that the rescaled field aδφ has a canonically-normalized
action and the equation of motion for its mode functions is of the form given in eq. (1.45), with bsr = 1 and
ω2sr = k
2−∂2τa/a. The plane wave factor can also be checked to enforce the vacuum state that is annihilated
by aˆk, |0〉, as the ground state of the second order Hamiltonian. This state is known as the Bunch-Davies
vacuum. Conventionally, it is assumed that observationally-relevant modes started in the Bunch-Davies
vacuum while lying deep inside the Hubble sphere during inflation. As the universe expands these modes
become super-Hubble and according to eq. (1.46), for k/aH = −kτ → 0, uk ≈ i(2pik)−3/2H/
√
2, i.e.,
the inflaton perturbations freeze. The canonically-normalized field, aδφˆ, then simply grows linearly with
scale factor, whereas its conjugate momentum is equal to aHδφˆ, and therefore the two effectively commute.
Hence, the superhorizon inflaton perturbations behave classically, and can be treated as a classical stochastic
field. The quantum expectation value with respect to the Bunch-Davies vacuum translates into the classical
ensemble average over field realizations drawn from a Gaussian probability distribution. Since we work in
the spatially-flat gauge, the curvature perturbation, Rˆ = Hδφˆ/ ˙¯φ, on super-Hubble scales is Gaussian, too.
Its power-spectrum, ∆2R, is defined as follows
〈0|R(τ,x)R(τ,x)|0〉 =
∫
4pik2dk
H2
˙¯φ2
|uk(τ)|2 ,
≡
∫
d ln k∆2R(k, τ) .
(1.48)
Note that the expressions on the right do not depend on the arbitrary space coordinate x. It can be understood
in terms of the isotropy and homogeneity of the universe. On super-Hubble scales during inflation the
9During slow-roll ∂2φ¯V  H2.
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power-spectrum is scale-invariant, i.e., independent of k, ∆2R ≈ H2/(8pi2m2PlH) and constant in time if
we assume ηH = ˙H/HH = 0. This result was derived in the de Sitter approximation in which H is
approximated to be constant. The conservation of the co-moving curvature on super-Hubble scales can be
proven to hold more generally, independently of the assumption of de Sitter expansion. We will discuss it
further below. However, it is important to note that since H and H vary slowly with time during inflation,
the conserved value for ∆2R is slightly different for different k. Essentially, the value of the conserved
power-spectrum is determined by the value of H and H at horizon exit, k = aH . This introduces a weak
scale-dependence. The power-spectrum of the co-moving curvature perturbation generated during slow-roll
inflation is
∆2R(k) ≈
H2
8pi2m2PlH
∣∣∣
k=aH
. (1.49)
This result is obtained in the spatially-flat gauge, ignoring interactions of the inflaton perturbations with
those in the metric due to slow-roll suppression. The approximation breaks down towards the end of
inflation, when the slow-roll coefficients become of order unity. However, this does not affect eq. (1.49) for
observationally-relevant modes, since the expression is evaluated at the time of Hubble horizon exit, when
the slow-roll approximation still holds.
One can derive the above results by working in gauge-invariant variables only. Under the
diffeomorphism given in eq. (1.29), the inflaton perturbation transforms as ∆δφ = −∂τ φ¯ξ0. We then
define the gauge-invariant inflaton perturbation
δφ˜ = δφ− (∂τ φ¯) (B − ∂τE) . (1.50)
The gauge-invariant co-moving curvature perturbation can be then expressed only in terms of
gauge-invariant quantities, R = Ψ + Hδφ˜/ ˙¯φ; see eq. (1.35). The linearised equation of motion for the
gauge-invariant field perturbation is
∂2τ δφ˜k + 2H∂τδφ˜k + k2δφ˜k + a2
∂2V
∂φ¯2
δφ˜k − ∂τ φ¯ (3∂τΨk + ∂τΦk) + 2a2∂V
∂φ¯
Φk = 0 , (1.51)
and the linearised Einstein equations yield
Φk = Ψk ,(
∂τH−H2 + k2
)
Ψk =
1
2m2pl
[
−∂τ φ¯
(
∂τδφ˜k +Hδφ˜k
)
+ δφ˜k∂2τ φ¯
]
,
∂τΨk +HΨk = 12m2pl
δφ˜k∂τ φ¯ .
(1.52)
These equations can be most easily derived in the Newtonian gauge, B = E = 0, in which the only
non-zero scalar metric perturbations ϕ and ψ are equal to Φ and Ψ, respectively, whereas δφ = δφ˜ and
therefore, the gauge-invariant quantities should obey the same equations of motion as the perturbations in
the Newtonian gauge. In the equation of motion for the gauge-invariant inflaton perturbation, eq. (1.51),
the couplings to the Bardeen variables are slow-roll suppressed. Similarly, the source terms involving the
inflaton perturbation in the Einstein equations, eq. (1.52), are also slow-roll suppressed (they also vanish
in the limit k/aH  1). Thus, the evolution of the gauge-invariant δφ˜ is identical to the one of δφ in the
spatially-flat gauge. Furthermore, since the source terms for Ψ vanish during slow-roll inflation and the
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contribution of δφ˜ to R dominates due to division by √H , we find the same value for ∆2R(k) as in eq.
(1.49), but this time using gauge-invariant variables. We should also point out that Ψ (as well as Φ) plays
the role of an auxiliary field. One can see this most easily by substituting for the scalar metric perturbations
in eq. (1.51), using eq. (1.52)
∂2τ δφ˜k + 2H∂τδφ˜k + k2δφ˜k + a2
∂2V
∂φ¯2
δφ˜k
+
2
m2Pl
(H∂τ φ¯+ a22 ∂V∂φ¯
) δφ˜k∂2τ φ¯− ∂τ φ¯(∂τδφ˜k +Hδφ˜k)
∂τH−H2 + k2 −
(
∂τ φ¯
)2
δφ˜k
 = 0 .
(1.53)
This is a second-order ordinary differential equation for δφ˜. Its quantized solution is of the form given in
eq. (1.44). This means that the scalar metric perturbations do not have their own creation and annihilation
operators. They can be expressed in terms of δφ˜ according to eq. (1.52) and do not represent gravitational
radiation. It is also obvious that during slow-roll, only the first three terms in eq. (1.53) are important, as
expected, so the same considerations as before apply to the initial conditions for the mode functions and
ultimately the expression in eq. (1.49) can be shown to hold.
So far we have shown thatR is conserved on super-Hubble scales during single-field slow-roll inflation.
Using eqs. (1.51) and (1.52), we can obtain the equation of motion for the co-moving curvature perturbation
a−4−1H ∂τ
(
a2H∂τRk
)
+
k2
a2
Rk = 0 . (1.54)
This equation, often rearranged in a different form, is referred to as the Mukhanov-Sasaki equation. In the
limit of k/aH  1 it has a constant solution and a decaying solution going like ∫ dτ/(a2H). The constant
solution is the relevant one for observations. It remains constant even after the end of slow-roll of inflation.
In fact, a theorem due to Weinberg [55] states that no matter what the constituents of the universe are,
for scalar and tensor perturbations about an FRW background, in the limit k/aH  1 there always exist two
adiabatic solutions, one constant and one decaying. Adiabatic solutions have the same ratio δs/ ˙¯s for any
4-scalar, s.10 In single-field inflation, there is only one degree of freedom, δφ˜ (the scalar metric perturbations
are auxiliary fields), which implies that there are two solutions to its second-order differential equation.
Since there are only two solutions, they must approach the adiabatic limit for k/aH  1 according to
Weinberg. One can check this by considering the gauge-invariant quantity known as the non-adiabatic
pressure, δpnad = δp − δρ ˙¯p/ ˙¯ρ. In single-field models, it can be shown to vanish on super-Hubble scales.
However, in multi-field models, the non-adiabatic pressure does not vanish necessarily. When it does not,
the equation of motion forR has an additional source term, due to the non-adiabatic (entropy) perturbations.
There are more than two solutions forR, implying thatR is not generally conserved in these cases.
The tensor metric perturbations given in eq. (1.26), h˜ij , are gauge invariant and evolve independently
of the matter instabilities. The h˜ij represent gravitational waves. There are no constraint equations on them
and they represent the gravitational degrees of freedom. Since the 3-tensor h˜ij is traceless and transverse,
it has two degrees of freedom only. They are frequently denoted as h+ = h˜11/
√
2 = −h˜22/
√
2 and h× =
h˜21/
√
2 = h˜12/
√
2 and referred to as the + and× polarizations, respectively. In this notation h3i = hi3 = 0
10This can occur if the universe is in thermal equilibrium even when perturbed, so that δp(T ) = p¯′(T )δT and δρ(T ) = ρ¯′(T )δT
from which follows δρ/ ˙¯ρ = δp/ ˙¯p = δT/ ˙¯T , hence the name.
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(the transverse plane waves are propagating along the z-direction). Perturbing the Einstein-Hilbert term in
the action in eq. (1.13), one can show that the second order action governing each polarization state is of the
form given in eq. (1.40) with b = m2Pla
2 and ω2 = k2. Note that in deriving the gravitational waves action
we do not make the slow-roll assumption. We can then follow the standard quantization procedure, eq.
(1.41–1.45), separately for each polarization state. The equation of motion governing the mode functions
reduces to
∂2τu
(+,×)
k + 2H∂τu(+,×)k + k2u(+,×)k = 0 , (1.55)
manifesting the free nature of the tensor perturbations. The calculation of the mode function evolution
during inflation is then identical to the one in the spatially-flat gauge for the scalar perturbations after
ignoring slow-roll suppressed terms. At early times, for modes lying deep inside the Hubble sphere, one
can show that u(+,×)k = (2pi)
−3/2e−ikτ/(a
√
2kmPl), corresponding to the ground state of the Hamiltonian
calculated in the Bunch-Davies vacuum |0〉, annihilated by aˆ(+,×)k . Later on, as k/aH = −kτ  1, the
mode function freezes to a constant u(+,×)k ≈ i(2pi)−3/2H/(
√
2mPl). Like in the scalar perturbations case,
one can again show that on superhorizon scales the canonically-normalized tensor perturbation operators
hˆ
(+,×)
c = amPlhˆ(+,×) become proportional to their conjugate momenta. Hence, the gravitational waves
become classical and Gaussian. Their total power is then given by
〈0|4h+(τ,x)h+(τ,x) + 4h×(τ,x)h×(τ,x)|0〉 =
∫
4pik2dk
(
4|u+k (τ)|2 + 4|u×k (τ)|2
)
,
≡
∫
d ln k∆2t (k, τ) ,
(1.56)
where in the last line we define the tensor power-spectrum. Similarly to the power-spectrum of the
co-moving curvature perturbation, see eq. (1.49), the tensor power-spectrum generated during slow-roll
inflation is
∆2t (k) ≈
2H2
pi2m2Pl
∣∣∣
k=aH
. (1.57)
The tensor perturbations are generally conserved in the limit k/(aH) 1, just like the co-moving curvature
perturbation. One can see that most easily from eq. (1.55), which shows that the mode functions become
overdamped in the super-Hubble limit. Hence, again there is a constant and a decaying solution.
The weak scale-dependences in ∆2R(k) and ∆
2
t (k) are characterised by their logarithmic derivatives
ns − 1 ≡ d ln ∆
2
R
d ln k
, nt ≡ d ln ∆
2
t
d ln k
. (1.58)
In other words, one can approximate the scale-dependences by simple power-laws
∆2R ≈ As
(
k
k?
)ns−1
, ∆2t ≈ At
(
k
k?
)nt
. (1.59)
The quantities ns and nt are known as the scalar and tensor spectral indices, respectively, k? is the pivot
scale, and As and At are the amplitudes of the scalar and tensor power-spectra, respectively. Normally, the
tensor amplitude is normalized by the scalar amplitude
r =
At
As
. (1.60)
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The quantity is known as the tensor-to-scalar ratio.
Slow-roll inflation predicts small values for the logarithmic derivatives in eq. (1.58), ns−1 = −2H−ηH
and nt = −2H . All slow-roll parameters are evaluated at Hubble exit of the pivot scale, k? = aH , during
inflation. In deriving these expressions, we have made use of the identity d/d ln k|k=aH ≈ H−1d/dt|k=aH ,
which follows from the assumption that during slow-roll inflation d ln a/d ln k|k=aH ≈ 1 as H ≈ const.
The scalar and tensor amplitudes can be also written in terms of the Hubble slow-roll parameters during
inflation, As = H2/(8pi2m2PlH), At = 2H
2/(pi2m2Pl) and r = 16H with again all quantities evaluated
at k? = aH . Note that r = −8nt and is known as the consistency relation for slow-roll inflation. To
connect with the shape of the inflaton potential in models of single-field slow-roll inflation, we recall that
ηH/2 + ηV = 2H ≈ 2V and H2 ≈ V/(3m2Pl), implying
ns − 1 ≈ −6V + 2ηV , r = −8nt ≈ 16V , As ≈ V24pi2m4PlV
, (1.61)
with all potential and potential derivative terms evaluated at φ¯ = φ¯?, corresponding to the inflaton value at
the Hubble exit of the pivot scale. CMB observations [2] yield As = 2.2 × 10−9, ns = 0.968 ± 0.006 and
the constraint r < 0.11 at 95 % confidence level. They are consistent with adiabatic primordial fluctuations,
as predicted by single-field inflation.
In the above analysis of cosmological perturbations, we made several approximations. We ignored the
contribution to δTµν due to anisotropic stresses, Πµν . They are a complimentary source of perturbations to
the isotropic pressure term, i.e., Π00 = Π0i = Πii = 0, while Πij 6= 0 for i 6= j. The anisotropic stress
in single-field inflation is zero at linear order. Multi-field models involving scalar fields only, also have
Πij = 0 at the linear level. More complicated models with vector fields in some homogeneous and isotropic
background configuration for instance, can feature a non-negligible Πij . Even in the presence of anisotropic
stresses, according to the Weinberg theorem, there always exist a constant and a decaying solution for the
scalar and tensor perturbations on super-Hubble scales. We have also not talked about the vector metric
perturbations. The reason is that according to Einstein equations, the vector metric perturbations are always
redshifted away in the absence of sources.
The aim of this section was to show that inflation can make the universe homogeneous and isotropic at
the level required by observations. However, this comes at a price. At the end of inflation, the universe is in
a cold and non-thermal state. On the other hand the successful theory of big-bang nucleosynthesis calls for
a universe very close to thermal equilibrium at temperatures at least around 1 MeV. That is why reheating
is an integral part of inflationary cosmology. Any successful theory of inflation must give an account of
the production of Standard Model matter out of the energy stored overwhelmingly in the oscillating inflaton
condensate at the end of the period of accelerated expansion. Reheating should also include baryogenesis
and perhaps the production of dark matter. In the remaining chapters in this part of the thesis we review
our current understanding of reheating. The early transfer of energy, from the inflaton condensate to the
fields it is coupled to, is the subject of the next chapter. The main focus is on preheating – the exponential
particle production due to non-perturbative resonances and tachyonic instabilities. Chapter 3 discusses
the non-linear dynamics ensuing after the fragmentation of the inflaton condensate, and the approach to
thermalization. Chapters 4 and 5 connect phenomenological models of reheating with High-Energy Physics
models and cosmological observations. We should point out that the details of the reheating process depend
on the underlying particle physics theory beyond the Standard Model. Since there are so many possible
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extensions of the Standard Model, it makes more sense to begin by studying simple toy models inspired
by High-Energy Physics to clarify the relative importance of different reheating mechanisms. Many toy
models of reheating allow for a thermal universe at the epoch of big-bang nucleosynthesis. To some this is
disappointing, since it shows that the current precision of observations does not let us distinguish between
different models of inflation and reheating, but to others it is encouraging, since it advocates the inflationary
scenario.
24
Chapter 2
Preheating: the decay of the inflaton
condensate
‘The career of a young theoretical physicist consists of treating the harmonic
oscillator in ever-increasing levels of abstraction.’
Sidney Coleman
Around the end of inflation, H = 1, the homogeneous inflaton begins to oscillate about the minimum of
its potential. The inflaton condensate must decay into other forms of matter and radiation, eventually giving
the particle content of the Standard Model and perhaps dark matter. These more familiar forms of matter and
radiation must eventually reach thermal equilibrium at temperatures greater than 1 MeV in order to recover
the successful big-bang nucleosynthesis scenario. The transition of the universe from the supercooled state
at the end of inflation to the hot, thermal, radiation dominated state required for big-bang nucleosynthesis is
called reheating. The subject of this chapter is the early transfer of energy from the inflaton condensate to
the fields it is coupled to. We begin with the perturbative theory of reheating – historically, the process was
first treated this way. We then show the importance of non-perturbative effects arising from the coherent
nature of the inflaton condensate. They include parametric resonances and tachyonic instabilities, all of
which lead to exponential growth in the occupation numbers of the fields the inflaton decays to (i.e., the
decay products). These kinds of rapid decay are called preheating, with the decay products in a highly
non-thermal state. Finally, we discuss the implications from coupling these decay products to additional
matter fields for the energy transfer from the inflaton condensate.
2.1 Perturbative treatment of reheating
Originally, reheating was studied as a perturbative process [64] in which individual inflaton particles were
assumed to decay independently of each other. Interaction rates and decay rates were calculated in the usual
manner, using perturbative coupling expansions. For illustrative purposes we consider inflaton interactions
of the form Smatter ⊃
∫
d4x
√−g(−σφχ2 − hφψ¯ψ), where χ and ψ are some scalar and fermion decay
products. These sort of couplings arise in gauge theories with spontaneously broken symmetries. We avoid
tachyonic instabilities in χ by assuming that its mass, mχ, is greater than
√
σ|φ|. The inflaton potential is
assumed to be V = m2φ2/2. To tree-level order, for decay products much lighter than the inflaton quanta,
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the decay rates are [65]
Γφ→χχ =
σ2
8pim
, Γφ→ψ¯ψ =
h2m
8pi
. (2.1)
The total width, Γtot ≡ Γφ→χχ + Γφ→ψ¯ψ, is supposed to determine the decay rate of the number of inflaton
quanta in a fixed co-moving volume
d
(
a3nφ¯
)
dt
= −Γtota3nφ¯ , (2.2)
where nφ¯ = ρφ¯/m is the number density of inflaton particles in the condensate. Hence, a
3(t)nφ¯(t) ∼
exp(−Γtott). Since after inflation m  H ∼ t−1, the homogeneous inflaton undergoes many oscillations
during one Hubble time. If Γ−1tot  m−1, then we can approximate φ¯ ≈ Φ¯(t) cos(mt), where Φ¯(t) varies
much more slowly than the phase. Using eq. (1.14), we then find that nφ¯ ≈ mΦ¯2/2. Thus, Φ¯(t) ∼
a−3/2(t) exp(−Γtott/2), which agrees with eq. (1.21) to leading order up to an extra exponential factor.
We can check that this additional exponential decrease due to particle production can be roughly taken into
account by including a friction term into the background equation of motion
¨¯φ+ (3H + Γtot) ˙¯φ+m2φ¯ = 0 . (2.3)
Having m  H ∼ Γtot, one can write the WKB ansatz φ¯ ≈ Φ¯(t) cos(mt) assuming the phase varies
much faster than the amplitude. Neglecting ¨¯Φ and H ˙¯Φ terms, we then find that 2 ˙¯Φ + (3H + Γtot)Φ¯ = 0
as required. Even if m  H  Γtot one can still show that the second order WKB solution is
a−3/2(t) exp(−Γtott/2) cos(mt).
For small coupling constants, as required for radiative corrections to not spoil the flatness of the potential
during inflation, typically Γtot  H . At the beginning of the oscillatory phase, the inflaton condensate
mainly loses energy due to the expansion of space. Once the Hubble rate has decreased to H . Γtot,
the particle production becomes effective. Thus, the energy density transferred into decay products is ∼
3m2PlΓ
2
tot. Note that H . Γtot is one of the conditions for establishing thermal equilibrium between the
inflaton particles and (at least one of) the decay products. Setting the decay rates into individual species
to be comparable to each other, i.e., Γφ→χχ ∼ Γφ→ψ¯ψ, all decay products can be in thermal equilibrium
provided they have sufficiently high concentrations. Thereby, we can find an upper bound on the reheating
temperature. It is safe to assume that most of the energy has been transferred into the light (with respect to
m) decay products. Assuming they are relativistic as well, the energy density of the universe is pi2g∗T 4/30,
where g∗ is the number of relativistic degrees of freedom, of order 102 for the Standard Model. The maximal
reheating temperature is
Treh ∼
(
90
g∗pi2
)1/4√
mPlΓtot . (2.4)
Recalling eq. (1.49) and the CMB bound on the tensor-to-scalar ratio we find that Treh < 1015 GeV,
implying that the GUT symmetries cannot be restored after inflation and the solution to the monopole
problem is not in danger. However, this does not rule out the production of other dangerous massive relics
such as gravitinos. They could ruin the predictions of the successful big-bang nucleosynthesis by leading
to an unwanted matter dominated state of expansion at the beginning of the epoch or by releasing excessive
amounts of entropy close to it. One needs to make sure that in this sort of models, the reheating temperature
is low enough to avoid the thermal production of such relics.
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We should point out that since each Γ is proportional to the square of the small coupling constants, the
perturbative decay is actually quite slow and can take many e-folds of expansion after inflation before the
Hubble rate becomes small enough for perturbative particle production to become efficient.
2.1.1 Limitations
There are many issues with the above perturbative analysis. The heuristic equation of motion in eq. (2.3),
while capturing the qualitative behaviour, does not provide a consistent description of even the perturbative
decay of the condensate. It violates the fluctuation dissipation theorem which states that dissipation
inevitably leads to fluctuations within the system at hand. The effects of these fluctuations on the effective
mass of the inflaton condensate are not included in eq. (2.3) [14].
Another problem with the above perturbative approximation is that it does not account for the Bose
condensation effects. Even if the couplings of the inflaton to bosons, e.g., to χ, are small enough to allow
for a perturbative coupling expansion, if the phase space of bosonic decay products, e.g., of χ particles, is
densely populated Bose condensation effects can greatly enhance the decay rate. We discuss this situation
in Section 2.1.2.
Most importantly, for larger couplings (but still small enough for radiative corrections to be negligible)
the perturbative methods fail. Particle production has to be treated as a non-perturbative effect. The inflaton
condensate is a coherent oscillating homogeneous field, implying that particle production has to be treated
as a collective process in which many inflaton particles decay simultaneously, not independently of each
other. Due to the large occupation number, we can treat the condensate classically. However, the decay
products have to be described quantum mechanically, since they have vanishing occupation numbers at the
end of inflation (due to the enormous dilution of space during the accelerated expansion). It is justified to
use their vacuum state as an initial condition for the ensuing quantum mechanical particle production in the
classical inflaton background. The periodic time-dependence of the effective masses of the decay products
in the classical oscillating background can have a powerful effect on their production rates in the form of a
parametric resonance, which will be the subject of Section 2.2.
Despite all of these problems, the perturbative analysis in this section can be applied to the late stages of
reheating, e.g., to the decay of remnant inflaton particles after most of the energy has been transferred into
relativistic species. Note that such decay channels are crucial to include, so that the energy transfer can be
completed. Otherwise, we can face another relic problem.
2.1.2 Bose condensation of decay products in the perturbative limit
We finish this section with a short discussion of the Bose condensation effects in the perturbative limit,
σ  m2/Φ¯. By a perturbative limit, we mean that the tree-level order Feynman diagram gives the
dominant contribution to the decay of the condensate into χ particles. Higher-order Feynman diagrams
are subdominant. They can describe the simultaneous decay of more than one inflaton particles from
the condensate and are negligible in the perturbative limit to leading order. To avoid significant radiative
corrections to the Lagrangian we also put σ  m. Taking into account that the condensate is comprised of
particles at rest with large occupation number nφ0, the decay rate to a pair of χ particles at tree-level order is
proportional to
|〈nφ0 − 1, nχk + 1, nχ−k + 1|
(
aˆχk
)† (
aˆχ−k
)†
aˆφ0|nφ0, nχk, nχ−k〉|2 = (nχk + 1)(nχ−k + 1)nφ0 , (2.5)
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whereas the rate of the inverse process is proportional to
|〈nφ0 + 1, nχk − 1, nχ−k − 1|
(
aˆφ0
)†
aˆχkaˆ
χ
−k|nφ0, nχk, nχ−k〉|2 = nχknχ−k(nφ0 + 1) . (2.6)
Note that the occupation number is the number of occupied states per (2pi)3 phase space volume. The only
exception is the inflaton condensate for which nφ0/Vcom = nφ¯ = mΦ¯
2/2, whereas for the χ particles the
number density, nχ, is related to the occupation number in the standard way nχ =
∫
d3k nχk/(2pi)
3. Note
that nχk = n
χ
−k and are independent of the direction of k. From now on we put them to be equal to n
χ
k .
Roughly speaking, due to energy and momentum conservation, a stationary inflaton particle decays into
a pair of χ particles, each of which has energy m/2 and momentum [m2/4 − m2χ − 2σφ¯(t)]1/2. Since
m mχ > σΦ¯, all particles are produced within a thin spherical momentum shell in phase space, centred
near m/2 and of width 4σΦ¯/m. Hence, nχk=m/2 = nχ/[4pi(m/2)
2(4σΦ¯/m)/(2pi)3] = (pi2Φ¯/σ)(nχ/nφ¯).
Then the rate of change of χ particles within a given co-moving volume is
d
(
a3nχ
)
dt
=
2a3
Vcom
Γφ→χχ
[
(nχk + 1)(n
χ
−k + 1)n
φ
0 − nχknχ−k(nφ0 + 1)
]
≈ 2a3Γφ→χχnφ¯
[
1 + 2nχk
] ≈ 2a3Γφ→χχnφ¯
[
1 +
2pi2Φ¯
σ
nχ
nφ¯
]
.
(2.7)
where nφ0  {nχk , 1} and |k| = m/2. For nχk > 1, i.e, nχ > σnφ¯/(pi2Φ¯), the second term inside the
brackets in the last line in eq. (2.7) becomes important, which is a manifestation of Bose condensation
effects becoming relevant. Since ρχ/nχ ∼ m = ρφ¯/nφ¯, Bose effects should be considered for fractions
of energy stored in the decay product satisfying ρχ/ρφ¯ > σ/Φ¯. For small coupling constants and large
amplitudes, the right-hand side can be much less than unity and the equality can be satisfied shortly after
inflation. Bose effects become important and the perturbative treatment presented in the beginning of this
section breaks down. For high occupancies, nχk  1, after ignoring the expansion of space, and using eq.
(2.1) we can integrate eq. (2.7) to get
nχ ∼ exp
(
piσΦ¯t
2m
)
. (2.8)
Bose effects lead to an exponential increase of the decay efficiency. We have shown it for small enough
couplings which allow for a perturbative treatment. When couplings are increased, non-perturbative effects
become important, but the exponential increase in the decay efficiency remains. This is shown in the next
two sections. A discussion of the effects on the particle production rate due to the expansion of the universe
is also included.
2.2 Parametric resonance
As shown at the end of the previous section, Bose condensation effects can exponentially enhance the rate at
which energy is transferred from the oscillating inflaton condensate to the bosonic fields it is coupled to. We
worked in the perturbative limit in which the coupling is small, e.g., σΦ¯  m2 in the trilinear interaction
model V (φ, χ) = m2φ2/2+m2χχ
2/2+σφχ2, with m mχ >
√
σΦ¯. In this limit a perturbative coupling
expansion makes sense. If the amplitude of inflaton oscillations and/or the coupling constant become large,
e.g., σΦ¯ > m2 in the trilinear case, high-order Feynman diagrams give comparable predictions to the
28
2.2. Parametric resonance
lowest-order ones and the problem has to be approached non-perturbatively. Note that simultaneous decays
of more than one inflaton particles from the condensate are described by high-order diagrams. Such decays
are a consequence of the coherent nature of the oscillating condensate and the non-perturbative calculation
presented below captures them, unlike the perturbative one in the previous section. It turns out that Bose
effects still exponentially enhance the rate of energy transfer. It is more efficient than in the perturbative
limit, due to contributions from the simultaneous decays of more than one inflaton particle. The phenomenon
can be understood most easily in the language of parametric resonance. Of course, the method can be applied
to the perturbative case as well.
At the end of inflation, matter fields can be treated as fluctuations on top of the oscillating homogeneous
inflaton background. Typically, they start in the vacuum state, since inflation has diluted the corresponding
particle densities to vanishing values. Ignoring the expansion of space for now, the linearised equations of
motion take the form
¨ˆχk + ω2(k, t)χˆk(t) = 0 , (2.9)
where the angular frequency is periodic, i.e., ω2(k, t) = ω(k, t+ T )2; T is the period of oscillations of the
condensate. In the trilinear model, ω2(k, t) = k2 +m2χ+2σΦ¯ cos(mt) and T = 2pi/m. Unlike the previous
section, here we do not assume anything about the relative values of m, mχ and
√
σΦ¯. The equation of the
form given in eq. (2.9) with ω a periodic function of time is known as the Hill’s equation [66, 67]. In the
triliniear case ω evolves harmonically and the equation can be reduced to the Mathieu equation form
d2
dz2
χˆk + [Ak + 2q cos(2z)] χˆk(z) = 0 , (2.10)
with Ak, q and z dimensionless and determined by the form of ω. In the trilinear model, Ak = 4(k2 +
m2χ)/m
2, q = 4σΦ¯/m2 and z = mt/2.1
2.2.1 Floquet theory
The action leading to the Hill’s equation, eq. (2.9), is that of a harmonic oscillator with a periodic angular
frequency
S(2)χ =
∫
dtd3x
[ |χ˙k|2
2
− ω2(k, t) |χk|
2
2
]
. (2.11)
We can follow the quantization procedure outlined after eq. (1.40). Now the mode functions of χˆk obey the
Hill’s equation
u¨k + ω2(k, t)uk(t) = 0 . (2.12)
The Floquet theorem [66] states that the most general solution of the Hill’s equation is given by
uk(t) = eµktPk+(t) + e−µktPk−(t) , (2.13)
where µk is called the Floquet exponent and Pk±(t) = Pk±(t + T ). If <(µk) 6= 0 one of the two terms
increases exponentially with time. This is called parametric resonance. Let’s prove eq. (2.13) [17, 68] and
show how to find numerically µk [17, 69], knowing the form of ω(k, t).
1Another popular model that can be described with the Mathieu equation is V (φ, χ) = m2φ2/2 +g2χ2φ2/2 +m2χχ2/2 [14],
for which z = mt, Ak = (k2 +m2χ)/m2 + 2q, 2q = g2Φ¯2/(2m2).
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If uk(t) is a solution to eq. (2.12), then so must be uk(t + T ). Hence, if uk1(t) and uk2(t) are two
linearly independent solutions, their time-shifted counterparts must be linear combinations of them, i.e.,
uki(t+T ) =
∑2
j=1Bijukj(t) withBij a constant 2×2 invertible matrix. We can diagonalize the expression
to get vki(t+ T ) =
∑2
j=1 λ
B
i δijvkj(t) where λ
B
i are the two eigenvalues of Bij and vki(t) are independent
linear combinations of uki(t). From this follows that vki(t+T ) = λBi vki(t), i.e., a time sift t→ t+T leads
to a rescaling by an eigenvalue. The most general solutions having this property are vki(t) = (λBi )
t/TPki(t),
where Pki(t+ T ) = Pki(t). Since the Wronskian, W [uk1, uk2] ≡ uk1u˙k2 − u˙k1uk2, of the Hill’s equation,
eq. (2.12), is constant, W˙ [uk1, uk2] = 0, so must be W˙ [vk1, vk2] = 0. On the other hand, W [vk1, vk2](t +
T ) = λB1 λ
B
2 W [vk1, vk2](t), implying λ
B
1 = 1/λ
B
2 ≡ λB . This completes the proof of eq. (2.13). The
Floquet exponent is simply µk = ln(λB)/T , whereas each of the periodic functions Pk±(t) is some linear
combination of Pk1,2(t).
To find the Floquet exponent, we just need to calculate the eigenvalues ofBij , which, as we just showed,
has a unit determinant. To do that we choose two orthogonal initial conditions {uk1(t0), u˙k1(t0)} = {1, 0}
and {uk2(t0), u˙k2(t0)} = {0, 1} at some initial time t0. This implies that {Bi1, Bi2} = {uki(t0 +
T ), u˙ki(t0 + T )}. Hence, after evolving the Hill’s equation forward for one period T for the two sets
of initial conditions we can find the eigenvalues
λB1,2 =
1
2
{
uk1(t0 + T ) + u˙k2(t0 + T )±
√
[uk1(t0 + T )− u˙k2(t0 + T )]2 + 4u˙k1(t0 + T )uk2(t0 + T )
}
.
(2.14)
Using the fact that for our choice of initial conditions W [uk1, uk2](t0) = 1 and that W [uk1, uk2](t0 +
T ) = λB1 λ
B
2 W [uk1, uk2](t0), one can easily show that this expression is consistent with Bij having a unit
determinant.
The initial conditions are relevant for the efficiency of the parametric resonance. Essentially, if both
the initial field and field velocities are zero, parametric resonance does not lead to any growth. We
can see this most easily by re-writing eq. (2.13) as a linear combination of the linearly independent
vk1,2(t) = exp(±µkt)Pk1,2(t), i.e., uk(t) = c1vk1(t) + c2vk2(t). If both uk(t0) and u˙k(t0) are zero, then
the only possibility for the constant pre-factors is c1 = c2 = 0. Hence, unlike ordinary resonance where the
forcing term leads to a rapid growth even if initially the field displacement and velocity are zero, parametric
resonance does not allow for any resonant excitations if no energy is stored in the fluctuations initially. That
is why vacuum fluctuations, albeit small, play a crucial role for particle production after inflation as seeds
for parametric resonance.
2.2.2 Narrow resonance
As an exercise, we can now calculate the dimensionless Floquet exponent, µ˜k, of the Mathieu equation eq.
(2.10). The magnitude of the real part of µ˜k is plotted in Fig. 2.1 as a function of the parameters Ak and
q. We call plots of this type instability charts. There is a series of regions of stability in which <(µ˜k) = 0.
They are surrounded by ‘unstable’ regions in which <(µ˜k) > 0. For |q|  1 and Ak > 0, the regions of
instability become narrow and approach A(n)k = n
2 as q → 0 (n is an integer). In the first narrow band
the peak value of the Floquet exponent is < (µ˜k)(1)max ≈ |q|/2, while A(1)k ≈ 1 ± |q| [66]. For the triliniear
model, this corresponds to resonant production of χ particles with momentum in the range m/2 ± σΦ¯/m
(assuming mχ = 0) and mode functions growing as exp(σΦ¯t/m) (see also Fig. 2.2). Since the χ particles
are described with the action of a time-dependent simple harmonic oscillator, eq. (2.11), the energy stored
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Figure 2.1: The instability chart of the Mathieu equation, eq. (2.10). The dark areas correspond to vanishing real part of
the Floquet exponent and are regions of stability. Narrow parametric resonance occurs for Ak = n2 and |q| → 0 (n is
an integer) and broad resonance takes place when Ak < 2|q| as well as Ak − 2|q|  |q|1/2. Resonant decay of the
inflaton condensate into χ particles in the trilinear model, V (φ, χ) = m2φ2/2 + m2χχ2/2 + σφχ2, can be understood
in terms of the Mathieu equation – the equation of motion for χk (after ignoring the expansion of space) can be mapped
onto the Mathieu equation with Ak ≥ 0 and q ≥ 0, i.e., the square region with northeast white lines (see also Fig. 2.2).
Resonant production of χ particles in another common toy model, V (φ, χ) = m2φ2/2 + m2χχ2/2 + g2φ2χ2/2, can
be also mapped onto this chart – for g2 > 0, the wedge-shaped region with vertical white lines, whereas for g2 < 0 the
region with northwest white lines, cover the relevant ranges of Ak and q (see also Figs. 2.3 and 2.4).
in a given k mode is simply
Eχk =
1
(2pi)3
(
nχk +
1
2
)
ω(k, t) =
|u˙k|2
2
+ ω2(k, t)
|uk|2
2
, (2.15)
where nχk can be interpreted as the mean occupation number (mean, because it is evaluated by taking
the expectation value of the Hamiltonian with respect to the Bunch-Davies vacuum). Hence, for q =
4σΦ¯/m2  1, modes lying near the peak in the first narrow instability band have occupation numbers
growing as nχ|k|≈m/2 ∝ exp(2σΦ¯t/m). This is in good agreement with the perturbative treatment of Bose
condensation from the previous section, see, e.g., eq. (2.8). Thus, in the perturbative limit, σΦ¯/m2  1,
the Bose effects, due to the population of χ modes, in the leading order φ → χχ Feynman diagram can be
described as a parametric resonance due to the first, n = 1, narrow, q  1, instability band. Higher order,
n > 1, narrow bands lead to production of particles with momentum in the range k(n) = nm/2 ≥ m. They
correspond to higher order Feynman diagrams describing the simultaneous decay of n φ particles from the
condensate into a pair of χs, taking into account the Bose effects due to the dense populations of the χ
modes, nχ|k|=nm/2 > 1. Since this happens in the perturbative limit, one should be able to describe it using
the methods from the previous section, leading to eq. (2.8). In summary, resonance from the narrow bands,
|q|  1, describes perturbative decays of particles from the inflaton condensate in the trilinear model, taking
into account the occupation of χ modes. This type of parametric resonance is known as narrow resonance.
It corresponds to |q|  1 for the Mathieu equation, but for the general Hill’s equation it corresponds to the
parametric resonance in some region of parameter space which features a narrow instability band.
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Figure 2.2: The instability chart featuring the real part of the Floquet exponent normalized by the inflaton mass (left) and the
Hubble rate (right), characterizing the χ particle production rate in the trilinear model, V (φ, χ) = m2φ2/2 +m2χχ2/2 +
σφχ2. The equation of motion for χk can be reduced to the Mathieu equation, eq. (2.10), with Ak = 4(k2 +m2χ)1/2/m,
q = 4σΦ¯/m2, where Φ¯ is the amplitude of inflaton oscillations (see also Fig. 2.1). In FRW space-time Φ¯ ∝ a−3/2 and
k ∝ a−1, implying that a given co-moving mode flows towards the bottom left corner of the chart as the universe expands
as indicated with the white lines in the second chart (drawn for mχ = 0 for simplicity). Note that resonance is efficient if
<(µk)/H ∼ σmPl/m2  1.
2.2.3 Broad resonance
Similarly, the term broad resonance is used to describe parametric resonance in broad instability bands in
parameter space. For instance, it occurs if |q| & 1 for the Mathieu equation, see Fig. 2.1. This corresponds
to the non-perturbative limit in the trilinear model. In this limit, the only means for calculating the particle
production is by solving the mode equation, eq. (2.12), and a very intuitive way of describing its solutions
is the Floquet analysis we have developed. Broad resonance is much more efficient than narrow resonance
since a broad, continuous range of k modes is excited. The typical rate of excitation is comparable to the
background oscillation rate, |<(µk)| ∼ T−1, and is much greater than in narrow resonance. The reason why
the period of inflaton oscillations is the characteristic time-scale for particle production can be understood
from the fact that in broad resonance, particles are produced in bursts, rather than smoothly as in the narrow
resonance. Those bursts are separated in time by ∼ T . They occur every time the adiabadicity condition
ω˙(k, t)
ω2(k, t)
 1 , (2.16)
is violated. Since broad resonance occurs in the non-perturbative regime, where interactions with the
inflaton background determine ω(k, t), and since their magnitude varies with period T , the adiabadicity
condition is violated each time the background value of the inflaton is such that the interaction terms vanish
– then ω˙(k, t)  ω2(k, t). For an oscillating field, this happens twice a period, implying a rate of particle
production comparable to T . Note that in the narrow resonance the adiabadicity condition is always satisfied,
since interactions are weak (they can be treated perturbatively) and ω2(k, t) ≈ k2 = const always. The only
reason for resonance there is the dense occupation of χmodes, which leads to a smooth exponential increase
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Figure 2.3: Same as Fig. 2.2, but for V (φ, χ) = m2φ2/2 +m2χχ2/2 + g2φ2χ2/2, for which Ak = (k2 +m2χ)/m2 + 2q,
2q = g2Φ¯2/(2m2). The charts are for g2 > 0, see Fig. 2.1. Broad resonance occurs only for Ak − 2q  q1/2, i.e., for
low-momentum modes (k2 +m2χ)/m2  gΦ¯/m, for specific ranges of gΦ¯/m.
in the occupation numbers of particular modes. The reason why the case of broad resonance is different can
be understood qualitatively by considering the mode functions in the adiabatic and non-adiabatic regimes.
In the adiabatic limit, the WKB solutions to eq. (2.12) are
uk(t) =
1
(2pi)3/2
[
αk√
2ω(k, t)
e−i
R
ω(k,t)dt +
βk√
2ω(k, t)
ei
R
ω(k,t)dt
]
. (2.17)
The vacuum state mode functions which minimize the Hamiltonian corresponding to the action in eq. (2.11)
and which are such that the commutators in eqs. (1.42) and (1.47) are satisfied for χˆk and pˆi
χ
k , and a
χ
k and a
χ†
k ,
respectively, have |αk| = 1 and βk = 0 [70]. More generally, mode functions satisfying the field-momentum
commutator in eq. (1.42), given eq. (1.47), correspond to |αk|2 − |βk|2 = 1. One can show that this
expression is consistent with the constancy of the Wronskian, since W [uk, u∗k] = i(|αk|2 − |βk|2)/(2pi)3
and is equal to i/(2pi)3 if we start in the vacuum. The mean occupation number, see eq. (2.15), is simply
nχk = |βk|2, i.e., an adiabatic invariant and equal to zero in the vacuum state. We should note that for
|βk| > 0, the Bunch-Davies vacuum is no longer an eigenstate of the Hamiltonian.
For instance, the adiabaticity condition, eq. (2.16), for the Mathieu equation reduces to
2q sin(2z)
(Ak + 2q cos(2z))3/2
 1 , (2.18)
implying that ifAk . 2|q|, the inequality is not satisfied near zj = pi/4, 3pi/4, ... and the WKB solution, see
eq. (2.17), does not hold. Away from these zj , the WKB solution is a good approximation. If Ak & 2q > 0,
adiabadicity can be also violated for Ak − 2q  q1/2 near zj = pi/2, 3pi/2, ... (similar expressions hold
for Ak & −2q > 0; this provides a qualitative explanation of the broad bands in Figs. 2.1, 2.2, 2.3, 2.4).
In general, since |αjk|2 − |βjk|2 = |αj+1k |2 − |βj+1k |2 = 1, where the superscript j labels the coefficients
between the jth and (j+ 1)th violation of adiabadicity, etc., the connection between these Bogolyubov type
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Figure 2.4: Same as Fig. 2.3, but for g2 < 0, (see also Fig. 2.1). Note the prominent broad resonance bands, corresponding
to Ak . 2q < 0, not present in the instability chart given in Fig. 2.3 for g2 > 0.
coefficients is (
αj+1k e
−iθjk
βj+1k e
iθjk
)
=
(
1/Djk R
j∗
k /D
j∗
k
Rjk/D
j
k 1/D
j∗
k
)(
αjke
−iθjk
βjke
iθjk
)
, (2.19)
where θjk =
∫ tj
t0
ω(k, t)dt is the accumulated phase until the jth violation of adiabadicity, and the reflection
and transmission coefficients must obey |Rjk|2 + |Djk|2 = 1, to preserve the Bogolyubov nature of the αs
and the βs. The calculation of the reflection and transmission coefficients is tedious – one has to derive
connection formulae for the WKB solution on both sides of the non-adiabatic region [71] for a given form
of ω(k, t). Nevertheless, one can use the general expression in eq. (2.19) to study particle production. If
we assume that we start in the vacuum state, i.e., βj=0k = 0, there will be particle production after the first
violation of adiabadicity – nχ,j=1k = |βj=1k |2 = |Rj=1k /Dj=1k |2. In general,
nχ,j+1k =
∣∣∣∣∣RjkDjk
∣∣∣∣∣
2
(nχ,jk + 1) +
∣∣∣∣∣ 1Djk
∣∣∣∣∣
2
nχ,jk + 2
∣∣∣∣∣ RjkDjkDj∗k
∣∣∣∣∣
√
nχ,jk (n
χ,j
k + 1) cos(θ
j
k + ∆θ
j
k) , (2.20)
where ∆θjk = arg(R
j
kα
j
kβ
j∗
k ). In the limit n
χ,j
k  1, we can write nχ,j+1k = e2µ
j
knχ,jk , where
µjk = ln
∣∣∣∣∣∣∣∣
1 + |Rjk|ei(θ
j
k+∆θ
j
k)√
1−
∣∣∣Rjk∣∣∣2
∣∣∣∣∣∣∣∣ . (2.21)
The argument of the logarithm can take values greater or smaller than unity. µjk > 0 corresponds to
non-adiabatic particle production at event j. We note that violation of adiabaticity is a necessary, but not
sufficient condition for particle production. The actual form of ω(k, t) must be such that Rjk and θ
j
k + ∆θ
j
k
allow for µjk > 0, at least on average. That is why regions in parameter space in which the adiabatic
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condition is not satisfied can still contain stability bands, e.g., see the narrow regions of stability forAk . 2q
in Fig. 2.1 for the Mathieu equation.
2.2.4 Classical limit
The last point we wish to make for parametric resonance after inflation and preheating in general, is that
the exponentially amplified modes can be treated classically. Intuitively, this can be understood from the
large occupation numbers of these modes. Quantitatively, we can see it by considering the field-momentum
commutator
χˆk(t)pˆiq(t) = pˆiq(t)χˆk(t) + i(2pi)−3δ(k + q) . (2.22)
The expectation values of the operator products on the left and right hand sides of the expression grow as
e2|<(µk)|t and can become much greater than unity. Their difference, however, remains small and constant.
It is equal to the delta-function term. We can check this by evaluating the commutator explicitly
[χˆk(t), pˆiq(t)] = W [uk(t), u∗k(t)]× [ak, a†−q] = W [uk(t), u∗k(t)]δ(k + q) . (2.23)
Since the Wronskian W [uk(t), u∗k(t)] = const for any equation of the form given in eq. (2.12), and
since we start with vacuum fluctuations (βk = 0) W [uk(t), u∗k(t)] = i/(2pi)
3 always, even if each of
the terms has grown exponentially. This proves that even though the commutation relation is respected,
the quantum correction delta-function term affects the expectation value of χˆk(t)pˆiq(t) negligibly for the
resonantly amplified k. Hence, the quantum expectation value with respect to the Bunch-Davies vacuum
of any function of the densely populated χˆk mode can be treated as a classical ensemble average over field
realizations drawn from a Gaussian probability distribution. The variance of a (zero-mean) field in the WKB
regime at some time t is
〈χ2(t,x)〉ens =
∫
d3kd3q〈χk(t)χq(t)〉ensei(k+q)·x
≈ 〈0|χˆ2(t,x)|0〉 =
∫
d3kd3qδ(k + q)u∗k(t)uq(t)e
i(k+q)·x ,
(2.24)
where (2pi)3|uk(t)|2 = [1 + 2nχk + 2
√
nχk(n
χ
k + 1) cos(γk)]/(2ω(k, t)) ≈ 2nχk cos2(γk/2)/ω(k, t) for
nχk  1, where γk = arg(αkβ∗k). Similar considerations apply to more complicated functions which
depend on time derivatives of χˆk(t) as well.
In the following section we discuss how gravity and additional oscillating background fields can affect
the resonant particle production described here.
2.3 Stochastic resonance
In the previous section we showed that parametric resonance can play an important role in the preheating
phase. We considered the growth of matter fields, represented as fluctuations in an oscillating background,
by applying Floquet analysis to the linear equations of motion with periodic coefficients. In doing so, we
made several simplifying assumptions. In this section we re-introduce some of the ignored effects and show
that they lead to a phenomenon known as stochastic resonance.
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Neglecting gravity and assuming that the inflaton is the only field that has a background value allows for
the possibility of having strictly periodic linear equations of motion, with exponentially growing solutions.
One expects that any extension beyond this set-up can spoil the exact periodicity and, in general, counteract
the growth of perturbations.
2.3.1 Metric fluctuations
Actually, incorporating gravity is not difficult. The metric perturbations remain negligible while particle
production takes place. One can see that from the generalized Poisson equation (which follows from a
combination of the Einstein equations)
∆Ψ
a2
=
δρm
2m2Pl
, (2.25)
where, Ψ, is the Bardeen potential, see eq. (1.35), and δρm ≡ δρ + [ρ¯′(τ)/a(τ)]δu‖ is the co-moving,
gauge-invariant, density perturbation.2 After defining the co-moving overdensity field δm = δρm/ρ¯, we
can say that the linearized equations of motion governing the perturbations hold for small δm  1. The
Fourier transform of eq. (2.25) is Ψk = (3/2)(aH/k)2δmk, implying Ψk → 0 as aH/k  1 for small
δmk. Hence, metric perturbations remain vanishingly small on sub-Hubble scales during the preheating
phase. During this phase, the super-horizon metric perturbations also do not grow in single-field models of
inflation according to Weinberg’s adiabatic theorem [55].
2.3.2 Expansion of space
Unlike the metric perturbations, the background space-time curvature cannot be easily neglected during
preheating. The FRW expansion of space causes the amplitude of inflaton oscillations to decay, while
co-moving wave-numbers are red-shifted to smaller physical values. Going back to our parametric
resonance approach, we can see that the equation of motion for the scalar matter fields, eq. (2.9), can
still be reduced to the form of a simple harmonic oscillator with a time varying frequency. Using the
canonically-normalized field χˆc(t) = a(t)3/2χˆ(t), where t is cosmic time, we obtain
¨ˆχck + ω2(k, t)χˆck(t) = 0 . (2.26)
In the trilinear model, see Sections 2.1 and 2.2, ω2(k, t) = (k/a)2 +m2χ + 2σ
2Φ¯(t) cos(mt)− (3H/2)2 −
(3/2)H˙ , implying that this is not the Hill’s equation any more. Nevertheless, one can depict qualitatively
the effects from FRW expansion on particle production by adding flow lines to the Floquet chart, tracing the
evolution of particular co-moving modes. Since, in m2φ2/2, Φ¯(t) ∼ a(t)−3/2 and 3H2 ≈ −2H˙ a given
co-moving mode k flows exactly along Φ¯ ∼ k3/2phys ≡ (k/a)3/2 curve in the kphys − Φ¯ plane, see right panel
in Fig. 2.2 (see also Figs. 2.3, 2.4 for other models). Empirically, a condition for parametric resonance (both
narrow and broad) to result in significant particle production is
|<(µk)|
H
 1 , (2.27)
for sufficiently long times. This is another way of saying that particle production occurs only in those bands
in which the resonant growth is rapid on the Hubble time-scale. Using the heuristic picture of Floquet
2Under a diffeomorphism, eq. (1.29), δu‖ transforms according to eq. (1.33), while from eq. (1.32) follows ∆δρ = ρ¯′(τ)ξ0
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theory, we can conclude that depending on the model, broad resonance can be enhanced or shut off by the
expansion of space. When more and more co-moving modes are redshifted towards a broad instability band,
we observe a temporary increase in the net particle production, see bottom left corner of right panel in Fig.
2.2, but as they eventually leave the instability regions the resonance gets completely shut-off.
As we showed in the previous section, broad resonance can be described as a series of particle creation
events in which the adiabaticity condition, eq. (2.16), is violated. Taking into account the effects of the
expansion of space, implies that the quantities appearing in eq. (2.21) will be time-dependent. The reflection
coefficient, Rjk, should have some model dependent and usually monotonic time-dependence, whereas the
phase, θjk+∆θ
j
k, can be assumed to vary randomly in the interval [0, 2pi) . The fact that the Floquet index µ
j
k
in eq. (2.21) can change stochastically between successive particle creation events is the reason why broad
resonance in an expanding space is called stochastic resonance. On average µjk ≈ (1/2) ln[(1+ |Rjk|2)/(1−
|Rjk|2)] > 0, implying an increasing number of particles, in agreement with entropic arguments. Note that
due to the randomness of the phase, µjk on average can be smaller than in the Minkowski space-time limit.
This is a curious feature of stochastic resonance, where particle production occurs on time-scales much
shorter than the Hubble time, but still the expansion of space affects the final result.
On the other hand, the efficiency of narrow resonance is severely degraded by the FRW expansion.
As one can see in the Floquet charts in Figs. 2.2, 2.3, 2.4, co-moving modes cross the narrow instability
bands much faster than in the broad resonance regime. Thus, expansion takes particles out of the thin
resonance layers and the occupation numbers boosting the Bose condensation effect become smaller than
in the Minkowski limit. If the rate of escape of particles is greater than the rate of their production, i.e., eq.
(2.27) does not hold, then Bose effects play no role. The efficiency of narrow resonance is sensitive to other
suppressing effects such as the re-scattering of the newly created particles out of the resonance layer, as well
as the shift of the resonance region from its original location due to the change of the inflaton effective mass
as a consequence of particle production.
We also note that after including the expansion of space we are still allowed to treat the heavily populated
modes classically. In particular, the analysis after eq. (2.22) still holds for the canonically-normalized field
χˆc(t).
2.3.3 Multi-field preheating
The periodicity of the time-dependent background can be violated also if there are several oscillating
homogeneous fields. Even without expansion of space, unless the motion at the background level in the
multi-field space occurs along special trajectories such as Lissajous curves or effectively one-dimensional
oscillatory trajectories, the time-dependent coefficients in the linear equations of motion governing the
fluctuations are not exactly periodic. This can again lead to stochastic resonance if the adiabaticity condition,
eq. (2.16), is violated [72]. Note that this time both the reflection coefficient, Rjk, and the phase, θ
j
k + ∆θ
j
k,
can be assumed to vary randomly between successive non-adiabatic events. Even the length of the time
intervals separating such events can vary randomly. Nevertheless, just like in the case of an expanding
space, we could approximate the motion in field space at the background level as being periodic to check if
substantial instability (both broad and narrow) bands exist.
We should point out that there is an alternative description of resonant particle production when the
number of oscillating homogeneous fields is much greater than one. In this case the effective masses
of the daughter fields evolve with a random component to a very good approximation. This reduces the
efficiency of the particle production, but resonance still takes place. It occurs at all wavenumbers, not
37
2. Preheating: the decay of the inflaton condensate
only within particular resonance bands. The alternative way to see why this happens is to note that there
is a duality between the equation of motion of daughter fields, see eq. (2.26), and the time-independent
one-dimensional Schrodinger equation. The duality interchanges time and space, the mode-function with
the wavefunction, the time-dependent effective mass squared with the space-dependent one-dimensional
potential energy and k2 with the eigenenergy. Then recalling the celebrated condensed matter phenomenon
of Anderson localization, in which small random impurities make eigenfunctions exponentially localized in
space, we expect that in the case of preheating, time-dependent masses with random components give rise
to exponentially growing modes at all wavelengths; for more details on the condensed matter analogue and
the random resonance see [72].
We have shown that realising a strictly periodic motion at the end of inflation is difficult. The FRW
expansion and the possibility of having more than one oscillating homogeneous fields can lead to a
quasi-periodic motion at the background level. This can lead to stochastic resonance if the adiabaticity
condition, eq. (2.16), is not respected. Even if it is, there could be still some particle production due to
perturbative decays. However, as opposed to the strictly periodic case, the Bose enhancement of decays into
scalar fields is normally not significant. Despite all that, Floquet analysis remains an important first step
towards understanding the instabilities in the evolution of matter fields during preheating.
2.4 Tachyonic decay
So far we have assumed that the effective frequency, ω2(k, t), of the matter fields, χc, changes (quasi)
periodically with time due to the inflaton oscillations. This need not be the case always. For instance,
towards the end of Hybrid inflation [73], V (φ, χ) = λχ(χ2 − v2)2 + g2φ2χ2 + Vinfl(φ), as the inflaton
becomes smaller than a critical value, φ2 < λχv2/g2, but is not oscillating, the sign of ω2(k, t) changes
from positive to negative for long-wavelength modes and can remain such for an extended period of time.
Since one of the two imaginary frequency solutions to eq. (2.26) is exponentially growing with time, χc ∝
e|ω|t, we again have exponential particle production. A negative squared frequency, ω2(k, t) = (k/a)2 +
m2χeff < 0, implies an imaginary effective mass, m
2
χeff < −(k/a)2 < 0. That is why this mechanism for
particle production is dubbed tachyonic preheating. Importantly, all modes whose momenta are less than
the magnitude of the imaginary effective mass are unstable, and in the limit k → 0 the exponential index
approaches the maximal value of |mχ,eff |. Tachyonic instabilities in fluctuations always occur in symmetry
breaking models for small background field values, e.g., in Hybrid inflation for small enough φ. Tachyonic
instabilities can be also observed in the fluctuations of the inflaton field itself, e.g., when it has a symmetry
breaking self-interaction potential or in field ranges where the self-interaction potential is shallower than
quadratic.
Just like in the case of resonant particle production, to have efficient tachyonic decay of the inflaton
condensate,
|mχ,eff |
H
 1 (2.28)
must hold for a sufficiently long time. Otherwise, the expansion of space drives m2χ,eff to its equilibrium,
positive value (implying positive ω2(k, t)) before substantial energy can be transferred from the condensate
to fluctuations.
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In general, tachyonic instabilities can be achieved in models with negative couplings. For instance, in
the trilinear model in Sections 2.1 and 2.2, the interaction term σφχ2 implies that even if the inflaton is
oscillating, half of the period small k modes will be tachyonic. This corresponds to the 0 < Ak < 2q region
in the Mathieu instability chart in Fig. 2.1, and explains why there the stability bands are so narrow (see
also Fig. 2.2). They correspond to the small parameter region in which effectively only the exponentially
decaying imaginary frequency solution is excited. Note that the expansion of space blurs the boundaries
between different regions in the Floquet chart and the narrow stability bands in the tachyonic region go
away. Another example of negative coupling resonance is the models with a g2φ2χ2/2 interaction, where
g2 < 0, see Fig. 2.4. This implies q < 0 in the notation of the Mathieu equation, see Fig. 2.1. Note that
in models like this, where interaction terms are always negative to ensure stability we should add higher
order positive potential terms. In this case, we can add quartic potential terms, that dominate at large field
values, but are unimportant during preheating. In terms of the Mathieu instability chart the tachyonic region
corresponds to 2|q| ≥ Ak ≥ 2q, where the latter bound comes from the q-dependence of Ak in this model,
see Figs. 2.1, 2.4. Compared with the standard resonant preheating scenario (g2 > 0) where µmaxk . m, see
Fig. 2.3, tachyonic preheating can be much more efficient, with maximal exponential index ∼ |g|Φ¯. Even if
the couplings are small, |g|  1, to ensure negligible radiative corrections, we can still have |g|Φ¯  m at
the end of inflation. Typically, Φ¯ ∼ mPl, and even with small couplings it can take less than one oscillation
of the condensate for the tachyonic growth of the long-wavelength modes to lead to interesting non-linear
dynamics.
2.5 Instant preheating
The time-dependent nature of the effective mass of fluctuations can give rise to another preheating
mechanism. Normally, for a coupling of χ to some fermion ψ of the Yukawa form, hχχψ¯ψ, the decay
χ → ψ¯ψ is kinematically forbidden if the corresponding bare masses are such that mχ < 2mψ.
However, if the scalar is coupled to the inflaton via g2φ2χ2/2 (assume g2 > 0) then the effective mass,
m2χeff = m
2
χ + g
2φ2, can become significantly bigger. And even for a scalar of vanishing bare mass, the
decay can be kinematically allowed. For an oscillating inflaton with large enough amplitude, Φ¯ > 2mψ/g,
the decay rate, see also eq. (2.1),
Γχ→ψ¯ψ =
h2χg|φ¯|
8pi
, (2.29)
vanishes when φ¯ ≈ 0, and is maximal as the oscillating inflaton reaches its maximal value |φ¯| = Φ¯. In the
large coupling limit,
√
q = gΦ¯/m  1, we have broad resonance, or in other words non-adiabatic particle
production every time the non-adiabaticity condition given in eq. (2.16) is violated. This happens when
φ¯ ≈ 0, implying that Γχ→ψ¯ψ is maximal half-way between two consecutive particle production events.
Hence, even if a significant amount of χ particles are produced at each creation event, they can all decay
into fermions before the next one. This mechanism is called instant preheating. In it, the back-reaction of χ
particles on the φ condensate is slowed down and the efficiency of the resonance maintained for very long
times. Furthermore, for g ∼ 10−2 and Φ¯ ∼ mPl the light inflaton, m ∼ 10−6mPl, can decay to heavier
scalars and fermions, as heavy as the GUT scale ∼ 1016 GeV. The return of the GUT scale into play
obviously presents a threat to inflationary models. Far-from-equilibrium production of topological defects
can take place, thus allowing cosmological observations to place bounds on different preheating scenarios.
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Chapter 3
Non-linear reheating
‘The world is richer than it is possible to express in any single language.’
Ilya Prigogine
As inflation ends, non-perturbative phenomena such as stochastic resonances and tachyonic preheating
can amplify quantum fluctuations of the matter fields, creating particles in a far-from-equilibrium state. The
instabilities grow exponentially fast on cosmological time-scales. Such exponential growth cannot proceed
forever. Eventually, the produced particles back-react on the preheating process. Mode-mode couplings and
non-linear interactions become important. Soon the inflaton condensate fragments and non-linear dynamics
takes over. The subsequent evolution of the bosonic fields can be rather non-trivial and a lot of interesting
things can happen. Towards the end of this out-of-equilibrium evolution, the fields must thermalize, marking
the end of reheating and setting the scene for big-bang nucleosynthesis.
This chapter begins with a discussion of the end of preheating. We talk about the various places
back-reaction can arise in and terminate preheating. We then focus on the non-linear dynamics following the
initial burst of particle production and the fragmentation of the inflaton condensate. We survey the different
numerical techniques available for tackling the non-linear evolution, and also review the various non-trivial
structures that have been studied. We finish with a discussion of the approach to thermalization which can
include the turbulent evolution of scalar fields.
3.1 Back-reaction: the end of preheating
Resonant particle production and tachyonic instabilities can be terminated in various ways. If the expansion
of space does not intercept the non-perturbative particle production, then the back-reaction of the produced
particles eventually shuts it off. Back-reaction effects are associated with higher order in field fluctuations
correction terms to the equations of motion in the approximate picture of preheating in which the inflaton
condensate is treated as a time-dependent classical background with quantum field fluctuations on top of it.
3.1.1 Back-reaction at the background level
The equation of motion describing the evolution of the classical inflaton background, eq. (1.15), can have
corrections due to non-vanishing spatial averages of interaction terms. For instance, in the V (φ, χ) =
m2φ2/2 + g2φ2χ2/2 model, the presence of χ particles alters the effective squared mass of the inflaton
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condensate oscillations by ∆m2
φ¯
= g2〈χ2〉. The angle brackets represent a volume average of the classical
χ (classical in the sense described at the end of Section 2.2). From now on, when discussing back-reaction
and non-linear dynamics, we shall treat all bosonic fields classically and drop their hats. If there are
exponentially unstable modes, then
〈χ2〉 =
∫
d ln k
2pi2
k3|χk|2 ∝ e2µt , (3.1)
where µ is some effective growth index, close to the maximal one µmaxk .
1 The coefficient of proportionality
varies slowly with time (apart from an oscillating modulation, it decays monotonically due to the expansion
of space). Hence, back-reaction effects become important, ∆m2
φ¯
∼ m2, within, up to logarithmic factors,
∆tbr ∼ µ−1 , (3.2)
from the beginning of particle production. For broad resonance, µ ∼ m H , and so ∆tbr is very short in
comparison to the Hubble expansion time-scale. Physically, the effect on the condensate from the increase
in its effective mass is that its amplitude of oscillations, Φ¯, decreases whereas its frequency increases. In the
Mathieu equation notation, the resonance parameter q = g2Φ¯2/m2
φ¯
rapidly decreases and soon it is difficult
for the resonant production of χ particles to continue further.
3.1.2 Re-scattering and non-linearity
The equations of motion describing the field fluctuations are also affected by the particle production.
Working in the mean-field/Hartree approximation in which different modes and fields evolve independently
(are uncorrelated in time), i.e., 〈χ∗k−qχk〉time ≈ 0 if q 6= 0, 〈δφ∗k−qχk〉time ≈ 0 for all q, etc.,2 there
are only correction mass terms, ∆m2χ = g
2〈δφ2〉 and ∆m2δφ = g2〈χ2〉, for χ and the inflaton fluctuations,
respectively. They may change the evolution of the field fluctuations slightly, e.g., shift χ particles out of
resonance bands. However, as the number of particles increases, the mean-field/Hartree approximation stops
being a good description. The coupling between different Fourier modes becomes important, heralding the
true beginning of the non-linear stage. The mode-mode coupling between different momentum modes is
called re-scattering and is what actually leads to the fragmentation of the inflaton condensate. For instance,
there is an additional non-vanishing source term in the equation of motion for the inflaton fluctuations
∼ g2Φ ∫ d3k〈χ∗k−qχk〉time ∝ e2µt. Having an inhomogeneous equation with exponentially growing
source term, implies that its particular solution also grows exponentially, i.e., δφq ∝ e2µt. Thus, due to
the interactions of pairs of χ particles with particles in the condensate, inflaton fluctuations grow twice
as fast. The growth is a manifestation of inflaton particles being scattered out of the inflaton condensate.
They are low-momentum excitations, predominantly. When 〈δφ2〉 & Φ2, we say that the condensate is
substantially fragmented and if Φ ≈ 0 we say that it is completely fragmented or destroyed. Re-scattering
also re-distributes the energy stored in the χ particles. Parametric resonance leads to the excitation of χ
momentum modes lying in instability bands. The re-scattering transfers energy from the amplified modes
to modes with momenta lying in the stability regions. This may slow down the resonant particle production.
1Note that according to the Ergodic theorem [55], the spatial average of χ2 is also equal to the ensemble average over
realizations of the stochastic field. This is what the vacuum expectation value of the quantum field tends to, since 〈0|χˆ(t)2|0〉 =R
k3|uk(t)|2d ln k/(2pi2) ∝ e2µt, where we integrate mode function.
2The time average is taken over several oscillations of the more slowly oscillating Fourier transform.
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Even if it completely shuts off the resonance, re-scattering becoming important is a sign of the ensuing
non-linear evolution and fragmentation of the inflaton condensate.
We should point out that having a fragmented inflaton condensate, 〈δφ2〉 & Φ2, does not necessarily
imply that the energy stored in it is negligible. However, we can say with certainty that re-scattering and
fragmentation kick in when the energy stored in interaction terms and/or fluctuations is comparable to
the energy of the classical background. Hence, non-perturbative particle production ends and non-linear
evolution begins with either most or at least a non-negligible fraction of the total energy being stored in field
fluctuations.
Before moving forward to different approaches for studying the non-linear stage, we consider the
possibility of having a second field that has a small, but non-vanishing background value, e.g., Φ |χ¯| > 0.
While the back-reaction mechanisms remain largely unchanged, the preceding linear evolution during
preheating can exhibit novel behaviour. Essentially, there are additional mixing terms, ∼ g2Φχ¯δφk and
∼ g2Φχ¯χk, in the equations for χk and the inflaton fluctuations, respectively. They lead to chaotic evolution
of the field fluctuations. The strong dependence on the initial value of χ¯ can give rise to observational
signatures of preheating, as we will discuss in Section 5.3.
We now proceed with the non-linear stage of reheating, following the back-reaction of the produced
particles on the inflaton condensate and the breakdown of the linear analysis.
3.2 Non-linear evolution
Preheating ends when the occupation numbers of excited bosonic field modes become large and
back-reaction effects render the linearized approximation not applicable. The inflaton and the fields it
is coupled to start evolving as a combined system. Non-linear interactions lead to the transfer of power
between different wavenumbers. This non-linear phase is dynamically rich and can be studied numerically.
3.2.1 Numerical approach
The standard approach in numerical analysis is to solve the classical evolution equations, e.g.,
φ+ ∂φV (φ, χ) = 0 , χ+ ∂χV (φ, χ) = 0 , Rµν − 12gµνR =
Tµν
m2Pl
. (3.3)
There are several publicly available codes created for this purpose. Most of them use a finite-difference
method for solving the equations. The fields are discretized on a cubic co-moving spatial grid, with periodic
boundary conditions. The time evolution is then a matter of evolving forward a system of coupled ordinary
differential equations. For numerical integration in time LATTICEEASY [74] uses the simplest symplectic
integrator – the leapfrog scheme, which is fast (no need for storage of field and field time derivatives
simultaneously during a time step) and second order accurate in time. DEFROST [75] and HLATTICE [76]
use higher order symplectic integrators. GABE [77] uses a second order Runge-Kutta method which stores
field and field time derivatives on the same time slices, unlike symplectic integrators. Although, this requires
more time to run the simulations and more physical memory, it allows for non-canonical kinetic terms.
CUDAEASY [78] and PYCOOL [79] are GPU-accelerated codes based on DEFROST. A pseudo-spectral
code, PSpectre [80], is also available, which evolves the Fourier transforms of the fields. In it, unlike
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in finite-difference codes, Laplace terms are dealt with straightforwardly. Each contributes a single term,
e.g., k2φk, to the Fourier transformed equations of motion with no computational cost, whereas ∆xφ(x) in
finite-difference codes is more costly, since one has to compute the differences with neighbouring points for
each lattice site. However, non-linear interaction terms in the equations of motion, e.g., g2φ2(x)χ(x), are
easy to deal with in finite-difference codes, whereas for pseudo-spectral codes they present a problem, since
there one has to calculate multidimensional integrals.
We should also point out that most publicly available codes do not include metric perturbations, i.e.,
they evolve the fields in pure FRW space-time. In addition to the Klein-Gordan equations, they solve one
equation for the evolution of the scale factor, a(t). Note that the Einstein equations yield two equations for
the evolution of a(t), namely the Friedmann and Raychaudhuri equations given in eq. (1.4), with ρ(t) = 〈ρ〉
and p(t) = 〈p〉 averaged over the simulation box. Programs typically evolve the Raychaudhuri equation and
treat the Friedmann equation as a constraint that has to be satisfied after each time step. Violations of the
Friedmann equation≥ 0.1 % indicate poor energy conservation and render the simulations unreliable. Some
studies simplify matters further, by assuming a fixed time-dependence of a(t). This means that the expansion
of space is not calculated self-consistently, e.g., by solving the Raychaudhuri. Common choices are a ∝ tn
with n = 2/3, 1/2 for matter and radiation-dominated backgrounds, respectively. But still the Friedmann
equation is treated as a constraint that has to be checked after each time step. Approximating the space-time
to be FRW is justified, since the lattice size of typical simulations is sub-horizon and just like during
preheating, metric perturbations are suppressed on these scales and do not affect the non-linear evolution of
the fields. The reason why sub-horizon scales are of main interest are the causal mechanisms which drive the
non-linear evolution of the fields. Causally disconnected Hubble patches evolve independently and almost
identically, implying that it is sufficient to capture one Hubble volume in numerical simulations. Otherwise,
the only publicly available code that can include metric perturbations is HLATTICE.
Of course, the FRW approximation is non-viable if large sub-horizon inhomogeneities, that can lead
to the formation of primordial black holes, are present during preheating. However, such inhomogeneities
rarely form due to matter field instabilities [15, 69]. They either occur in models in which significant
super-horizon inhomogeneities generated during inflation re-enter the horizon during preheating, or are
induced by gravitational instabilities which become important long after the end of inflation.
We should also point out that all publicly available codes are written for scalar fields. The GABE code
can be adapted for gauge field dynamics, but its ability to respect the gauge constraints has not been fully
tested yet, especially with charged scalar fields. We should also note that DEFROST differs from the other
finite-difference codes. In it, instead of directly discretizing the equations of motion, the Lagrangian is
discretized and then the corresponding equations of motion are evolved numerically. We shall adopt this
approach to study non-linear dynamics in the Abelian-Higgs system in Chapter 9.
3.2.2 Non-linear dynamics
Non-linear effects can become important even in the simplest models of reheating in which the interactions
of the inflaton with other fields are negligible. If self-interaction terms, e.g.,∝ φn, n 6= 2, become important,
the inflaton condensate can fragment after self-resonance. It can form non-trivial field configurations such
as oscillons which can lead to long periods of matter-dominated state of expansion [36], or form Q-balls
if the inflaton is a complex scalar [81]. Oscillons (as well as Q-balls) can also affect predictions in
baryogenesis models with a complex inflaton [52], as we will show in Chapter 7. If the inflaton is very
light, but self-interacting, it inevitably fragments and attains a radiation-like equation of state [34]. This
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can have important observational consequences as will be shown in Chapter 6. Gravitational waves can
also be generated due to fragmentation induced by self-interactions [44, 82]. Even if the inflaton is not
self-interacting, the condensate inevitably fragments due to gravitational instabilities [83].
Coupling the inflaton to other fields can lead to very rich phenomenology. Interaction with scalar fields
can lead to the formation of metastable bubble-wall-like configurations [84], whose size is not much smaller
than H−1. After they collide the density is transferred to much smaller scales. This could be interpreted
as upscattering of modes to higher momenta due to non-linear interactions. Scalar field theories can also
feature the formation of solitons and defects, such as domain walls and metastable global cosmic strings [20].
Models that include gauge fields lead to new phenomena as well [22]. Non-equilibrium phase transitions
can lead to the formation of stable topological defects, whereas models with conformal couplings feature
large-scale magnetic fields and a faster approach to a radiation dominated state of expansion [31, 37].
The reason why topological defects can be produced during preheating, in theories which allow them, is
non-equilibrium restoration of broken symmetries [21, 85, 86]. Just like in phase transitions, a negative
bare mass squared can receive significant positive contributions from large field variances leading to a
positive effective mass squared and temporary restoration of a symmetry. This can happen either during
back-reaction and re-scattering, or after the fields enter the full non-linear regime. Once the expansion of
space dilutes the energy enough, the symmetry is re-broken and topological defects can be produced. For
instance, in models allowing the formation of cosmic strings, one has to wait for the mean energy density
to become less than the potential energy in the central unstable maximum, filling the ring at the bottom
of the potential. This mechanism leads to the production of strings on both sub and super horizon scales
[20]. The sub-horizon strings are transient – they evaporate due to the emission of classical radiation. In
general, the density of topological defects arising in such non-equilibrium phase transitions is determined
by the correlation length of the fields shortly before the symmetry is restored. For inhomogeneous
configurations, the correlation length scale can be considerably smaller than the Hubble scale unlike in the
Kibble mechanism. Thus, preheating provides a mechanism for copious production of dangerous topological
defects, even at GUT scales, which can have implications for inflationary models.
3.3 Turbulent scaling
The early stage of the non-linear evolution, following back-reaction and re-scattering, in models with scalar
fields is dynamically rich and chaotic. Various transient non-trivial field configurations can form, wiping out
details on initial conditions from inflation and preheating. Unless long-lived objects form, e.g., oscillons,
stable defects, black holes, etc., the state of the fields eventually enters a highly inhomogeneous phase which
can persist for very long times, much longer than the preheating and transient phases. It is characterised
by a slow, but steady transfer of energy to higher momenta. Essentially, straight after the transient stage
the field occupation numbers in the infrared quickly saturate to a power-law, n(k) ∝ k−3/2, with a UV
cut-off not much greater than the typical wavenumber of excited particles during preheating [18, 19]. The
power-law is non-thermal – for a thermal distribution of relativistic weakly interacting bosons we expect
n(k) ∝ k−1 in the infrared. It then slowly propagates towards higher momenta. Typically, the cascading of
the distribution towards the UV can be characterized as turbulent scaling in which the occupation numbers
evolve self-similarly, n(k, τ) = (τ/τ0)−q1n0(kτ−q2), where q1 and q2 are some positive powers, determined
by the form of the interactions and τ0 is the conformal time when the scaling regime begins. This slow
fragmentation proceeds until the occupation numbers of the highest k-modes belonging to the power-law
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distribution become of order unity. Then the classical description breaks down and quantum effects become
important. Note that the energy density in a given mode is ρ(k) ∝ k4n(k), implying that the high-k modes
belonging to the power-law dominate the energy budget. That is why, if present, their quantum behaviour
cannot be neglected.
3.4 Thermalization
3.4.1 Two stages
None of the preheating mechanisms described in Section 2, nor the subsequent non-linear evolution yield
a thermal spectrum of decay products. However, measurements of the anisotropies in the CMB and the
relative abundances of light elements tell us that the Standard Model degrees of freedom were in thermal
equilibrium at the beginning of the big-bang nucleosynthesis and that the universe at that time was in a
radiation-dominated state [1]. The moment when the universe achieves thermal equilibrium for the first time
after the end of inflation, at some reheating temperature, Treh ≥ TBBN ∼ 1 MeV, in a radiation-dominated
state of expansion, w ≈ 1/3, marks the end of thermalization and the reheating epoch. The value of Treh can
have an impact on the production of dangerous relics, such as gravitinos, or on the formation of topological
defects from thermal phase transitions and the gravitational waves they generate. The expansion history of
the universe during reheating, and in particular the moment when the equation of state approaches 1/3 can
have important implications for the uncertainties in predictions of inflationary models as will be shown in
Chapter 6.
Thermalization can be a long process, much longer than the preceding preheating, transient and turbulent
phases. In principle, the universe can attain a radiation-like equation of state during or shortly after the
turbulent stage, i.e., it can satisfy one of the two criteria for thermalization quite early. However, reaching
a state of Local Thermal Equilibrium (LTE) can take much longer and involve particle fusion and off-shell
processes. We say that the universe is in a prethermalized state if w ≈ 1/3, but LTE is not established
yet. Prethermalization can be delayed by the formation of long-lived objects like oscillons and Q-balls.
They behave as pressureless dust and therefore must decay into relativistic matter to achieve a radiation-like
equation of state before BBN. Similar considerations apply to massive scalar field condensates. For instance,
if there is some remnant inflaton condensate, even if subdominant in energy during thermalization, it can
make the universe re-enter a matter-dominated state of expansion before BBN. To avoid this, one must
ensure the complete decay of the condensate. Introducing perturbative decays through three-leg interactions
like Yukawa couplings, hφψ¯ψ, proves to be a reliable way for the absolute removal of φ¯. That is why, albeit
unimportant during the early non-perturbative stages of reheating, perturbative decays of φ¯ are vital for the
late stage of thermalization.
In a state of LTE the local value of the entropy, i.e., the entropy per unit volume, s, is maximized.
LTE is achieved by particle species which are both in kinetic and chemical equilibrium. This requires
both the re-distribution of momentum and energy between different particles, as well as an increase
in their total number. Hence, both number-conserving and number-violating (off-shell process, particle
fusion) reactions are involved. Negligible interactions between different species lead to Bose-Einstein
and Fermi-Dirac distributions for bosons and fermions, respectively, in kinetic equilibrium. Kinetic
equilibrium entails efficient exchange of energy and momentum between particles, i.e., it is sufficient to
have number-conserving interactions only. On the other hand, chemical equilibrium can be achieved only
by changing the number of particles. If number-violating interactions are suppressed (this could occur if
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the particles mediating the number-violating interactions acquire a large mass at early times) the state of
kinetic equilibrium is also known as a quasi-thermal state. However, as number-violating processes become
efficient and particles flow to lower chemical potentials until the sum of chemical potentials of reacting
particles becomes equal to the sum of the chemical potentials of the products in every reaction, s can be
truly maximized and full LTE reached.
3.4.2 Perturbative limit
If after the end of inflation Bose effects and non-adiabatic particle production are unimportant, i.e., the
inflaton condensate undergoes perturbative decays as described at the beginning of Section 2.1, then the
decay is completed when ρ ∼ Γ2m2Pl. In the trilinear model, V (φ, χ) = m2φ2/2 + σφχ2, the perturbative
decay rate is Γ = Γφ→χχ, see eq. (2.1), and to ensure no parametric resonance q = σΦ/m2 . σmPl/m2 
1. Hence, ρ ∼ (σ4/m2)m2Pl  m4(m/mPl)2  m4. The momentum of the massless χ particles will
be m/2, implying a particle energy 〈E〉 = m/2  ρ1/4. On the other hand, the χ particles number
density is n = ρ/〈E〉  ρ3/4. Note that in LTE 〈E〉LTE ∼ T and ρLTE ∼ T 4, implying nLTE =
ρLTE/〈E〉LTE ∼ T 3 ∼ ρ3/4LTE. Thus, perturbative preheating leads to a non-equilibrium dilute universe
containing very energetic particles. To ensure the completion of thermalization, we should now introduce
number-conserving and number-violating interactions, which are efficient even in a dilute plasma. When
the universe reaches a radiation-dominated state of expansion, and the rate of these interactions is >H ,
reheating is completed.
3.4.3 Non-perturbative effects
Resonant and/or tachyonic decays of the inflaton condensate are also highly non-thermal processes. They
yield non-equilibrium spectra, with peaks lying in instability bands n(k) ∝ e2µkt at the end of preheating.
After the phase of exponential growth is terminated by back-reaction and re-scattering, and after a brief
period of chaotic evolution of inhomogeneous field configurations, the spectrum of a scalar field typically
relaxes into a continuous band, n(k) ∝ k−1, going all the way to k → 0 and having an increasing UV
cut-off, kc(τ) = kc0(τ0)(τ/τ0)q2 , as described in Section 3.3. After the front of the distribution, which
dominates the energy budget of the universe, starts behaving quantum mechanically, n(kc(τ)) = O(1), the
matter spectra should relax into Bose-Einstein and Fermi-Dirac (for fermions weakly coupled to the scalars)
distributions. We can then use the results obtained from the classical field theory analysis to put a lower
bound on the duration of reheating. Assuming the radiation-dominated state of expansion begins soon after
the end of inflation, a(τ)/a(τ0) = τ/τ0 = ρ(τ0)1/4/ρ(τ)1/4 and putting (kc(τreh)/a(τreh))4 ∼ T 4reh (recall
n(kc(τreh)) = O(1) and ρ(k) ∼ (k/a)4n(k)) and kc0/a(τ0) ∼ m(
τreh
τ0
)q2
=
kc(τreh)
kc(τ0)
∼ Treh
m
a(τreh)
a(τ0)
∼ ρ(τ0)
1/4
m
=
(
a(τreh)
a(τ0)
)q2
∼
(
ρ(τ0)1/4
Treh
)q2
,
(3.4)
we find that
Treh ∼
(
m
ρ(τ0)1/4
)1/q2
ρ(τ0)1/4 . (3.5)
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Puttingm = 10−6mPl and ρ(τ0)1/4 ∼ 1015 GeV and q2 = 1/7 [18, 19] yields Treh ∼ 103 eV. This estimate
gives an unacceptably low reheating temperature, implying that additional interactions, e.g., decays into
fermions, become important before the non-linear evolution of the scalar fields drives them into thermal
equilibrium. The calculation of the reheating temperature in such models with highly inhomogeneous scalar
field configurations remains an open challenge.
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Reheating and High-Energy Physics models
‘Is the universe ‘elegant’, as Brian Greene tells us? Not as far as I can tell, not the
usual laws of particle physics, anyway. I think I might find the universal principles
of String Theory most elegant – if I only knew what they were.’
Leonard Susskind
Accelerator experiments such as the LHC have given us information about the governing particle
theory up to O(10 TeV). This is many orders of magnitude below the highest reheating scale allowed
by observations. Measurements of the CMB anisotropies [2] constrain r < 0.11, implying that the energy
scale at the end of inflation, see eq. (1.61), must be V 1/4end < 10
15 GeV. This is also the upper bound on
Treh. At such high energy scales we could ignore GUT-mass particles (approximately) and stringy states,
but have to include all other degrees of freedom. Hence, there is a huge theoretical uncertainty regarding the
actual model of reheating.
Since there is a great ambiguity regarding the degrees of freedom and their interactions at the high
energy scales relevant to reheating we can just focus on the particle content of the Standard Model for
simplicity. Ignoring the effects from extensions that account for baryogenesis and the generation of dark
matter, one can study the evolution of the Standard Model degrees of freedom during preheating, assuming
they were all spectator fields during inflation. Furthermore, coupling non-minimally the Standard Model
Higgs field to gravity allows it to play the role of the inflaton field. This model is known as Higgs-inflation
[87]. It is quite interesting since in it all couplings of the inflaton to the Standard Model degrees of freedom
are known, allowing for a complete calculation of the thermal history of the visible universe. Studies of
the non-perturbative preheating dynamics (in the linear approximation) [23, 24] have shown that non-linear
effects become important soon after the end of Higgs-inflation and a further detailed numerical investigation
is required for the calculation of Treh.
The exploration of extensions of the Standard Model, motivated by e.g., supersymmetry and/or
supergravity, can introduce many new degrees of freedom. Unfortunately, they come with new interactions
and parameters, many of which are poorly constrained, if at all. The vast landscape of string theory is a
good example of the level of theoretical uncertainty one has to deal with when building models of reheating.
To make further progress in constraining the particle physics of reheating we should turn to observations.
A determination of the exact model of inflation through observations of the CMB could give us some
insight into the physical laws governing the dynamics of reheating. Another possibility is the detection
of a reheating signal that cannot be mimicked by any inflationary model. The observational consequence of
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Figure 4.1: The instability chart featuring the real part of the Floquet exponent normalized by the effective inflaton mass (left)
and the Hubble rate (right), characterizing the χ particle production rate in the Vanilla model of preheating, V (φ, χ) =
λφ4/4 + g2φ2χ2, g2 > 0 [88]. In FRW space-time Φ¯ ∝ a−1 and k ∝ a−1, implying that co-moving modes do not
flow across the chart as the universe expands unlike in Figs. 2.2, 2.3, 2.4. The resonance is virtually unaffected by the
expansion of space.
reheating are the subject of the next chapter.
Despite the fact that we do not know the exact particle physics model describing reheating, it is safe
to say that in any realistic scenario there will be a large number of scalar fields, fermions, vector fields,
and perhaps non-minimal couplings to gravity and operators that are suppressed below some energy cut-off
scale. In the rest of this chapter we briefly discuss their effects on various aspects of the non-perturbative
linear dynamics of preheating by considering simple toy models. We also talk about some generic models
of (p)reheating.
4.1 Scalar fields
Historically, non-perturbative effects during preheating were first studied in the context of scalar field
dynamics [10–12, 14]. In Sections 2.2 and 2.3 we also used scalar fields to introduce the concept of resonant
particle production. We showed that oscillations of the scalar condensate induce a time-dependence in the
effective mass of the daughter scalar fields. Depending on the strength of the interactions, the occupation
numbers of the decay products can grow either gradually in narrow momentum ranges for small couplings
or in bursts in broad momentum ranges for large couplings, but in both regimes exponentially fast. We
showed that this kind of particle production can be understood qualitatively using Floquet theory and, in
particular, if the inflaton is massive – in terms of the instability chart of Mathieu equation. In this section
we just wish to point out that although it is often enough to approximate the inflaton potential during
the oscillatory phase of preheating by Taylor expanding around its minimum to quadratic order, there are
models with massless inflatons that do not fall into this category. A famous example is the Vanilla model,
V (φ, χ) = λφ4/4 + g2φ2χ2. The interesting thing about this model is that the Floquet analysis provides
a virtually exact description of the resonant particle production [88]. Essentially, a certain choice of field
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and time redefinitions can lead to the absorption of all terms containing the scale factor, a(t), and higher
order derivatives of it (provided we ignore the small oscillations in a(t)). The expansion of space can be
transformed away, converting the equations of motion into Minkowski form. In this case the background
equation is strictly periodic, whereas the equation for the field fluctuations is known as the Lame equation.
The instability chart of the Lame equation, see Fig. 4.1, describes quite accurately the instabilities in the
daughter fields and there is no need for the introduction of any flow lines, unlike the case of the Mathieu
equation.
As we discussed in Section 2.3, stochastic resonance arises when we include the background expansion
of space (apart from the Vanilla model). The effective masses of the daughter fields vary quasi-periodically
with time and are modulated by powers of a(t). The momentum range of unstable modes is increased, at the
expense of decreasing the rate of particle production. The same phenomenon is observed if several scalar
fields are oscillating at the background level. If any of the ratios of their frequencies is different from one
the effective masses of the daughter fields rarely go to zero (non-adiabatic events are rare) and if the ratio is
an irrational number, the motion is not periodic at all. When the number of the oscillating background fields
is 1, we still get resonant particle production, see Section 2.3.3. We note that it is quite natural for a large
number of scalar fields to acquire VEVs during inflation in supersymmetric models.
4.2 Fermions
Interactions of the inflaton with fermion fields is a natural thing to consider. As already discussed at the
end of Section 3.4, they can have important implications for the last stage of reheating. Interactions of, e.g.,
Yukawa form, are needed to ensure that any massive remnants of the inflaton decay into pairs of fermions
and anti-fermions at late times, making it possible for the universe to become radiation-dominated.
We should point out that while the inflaton condensate oscillates, the fermions acquire a periodically
varying mass and this can lead to fermionic preheating [89]. The resonance is not as efficient as in the
case with daughter scalar fields, since the Pauli exclusion principle enforces the occupation number of a
given mode to be ≤ 1. Nevertheless, the resonance can excite a broad range of modes, enhancing the decay
rate in comparison with the standard perturbative estimate. In supergravity models, the gravitino can be
non-perturbatively produced during reheating. Thermal production can take place after that as well. The
danger of overproducing this massive relic can put constraints on its interactions and Treh [90].
4.3 Gauge fields
Similar to scalars, gauge bosons can be resonantly amplified quite efficiently during preheating. If the
inflaton is a gauge singlet, it can be coupled to gauge fields through conformal factors
Smatter ⊃
∫
d4x
√−g [−W1(φ)FµνFµν −W2(φ)µνησFµνFησ] , (4.1)
without violating the gauge invariance of the action. The first term can lead to very efficient resonant
transfer of energy to the massless gauge fields [37] during preheating. The second term violates parity
and can generate chiral gravitational waves [91]. The second term naturally arises in models where the
inflaton is an axion, e.g., in Natural inflation, with W2(φ) ∝ φ. Axions are the Goldstone bosons, appearing
whenever an axial symmetry is spontaneously broken. An axion possesses an almost exact shift symmetry,
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so it naturally couples to total derivative terms such as µνησFµνFησ with µνησ the totally anti-symmetric
tensor. Note that the mass dimension of both terms in eq. (4.1) is > 4 and they must be suppressed by some
energy cut-off.
If the inflaton is charged under a gauge symmetry, the covariant derivative can give rise to novel types
of interaction. For instance, if the inflaton is a complex scalar, charged under an Abelian U(1) symmetry,
the kinetic term in the action
Smatter ⊃
∫
d4x
√−g Dµφ(Dµφ)∗ =
∫
d4x
√−g [∂µφ∂µφ∗ + 2gA=(φ∂µφ∗)Aµ + g2A |φ|2AµAµ] ,
(4.2)
yields a term that couples the complex phase of the inflaton with the gauge fields, in addition to a g2φ2χ2
type of term. It turns out that the two transverse components of the spatial part of the gauge field appear
only in the final term and their evolution during preheating is identical to that of χ and has been studied
extensively [28, 92–94]. However, the longitudinal spatial component of the gauge field, the complex phase
of the inflaton and A0 are all coupled through the 2gA=(φ∂µφ∗)Aµ term. Due to the complexity of the
interaction, their evolution during preheating used to be approximated or ignored [28, 92–94] until very
recently. Our paper [32] provided the first accurate treatment of the resonant particle production of these
degrees of freedom, taking into account the redundancy introduced by the gauge freedom. It showed that
all approximate treatments were insufficient for capturing the dynamics. The rigorous analysis will be
presented in Chapter 8 and examples involving Abelain and non-Abelian gauge fields will be considered.
Preheating of a U(1) gauge field can be applied to the generation of the observed large scale magnetic
fields [53]. Conformal couplings like the ones in eq. (4.1) can generate strong magnetic fields soon after the
end of inflation [95, 96]. They can act as primordial seeds for the galactic dynamo mechanism which can
amplify them to the observed values today [53]. On the other hand, parametric resonance in models with an
electrically charged inflaton fail to produce strong enough seed fields [32, 92–94]. It is worth pointing out
that at the high energy scales relevant to preheating, the U(1) symmetry of electromagnetism is unified with
the weak force, making it necessary to consider the full electroweak gauge theory SU(2) × U(1) [32, 93].
This is included in Chapter 8.
4.4 Non-minimal couplings to gravity
The inflaton and the rest of the matter fields can have non-minimal couplings to gravity, which can become
important at the high energies relevant to inflation and preheating. The simplest interaction one can consider
is of the form ξχ2R, where χ could be the inflaton or a daughter scalar field, R is the Ricci scalar and ξ
is a dimensionless coupling constant. If it was the inflaton, than for field values & mPl/
√
ξ the expansion
of space will be affected by the interaction term, e.g., Higgs-inflation [87]. Otherwise, in general, since
R oscillates during preheating, see eq. (1.22), this type of interaction provides a new way for amplifying
scalar field fluctuations. If |ξR| ∼ |ξ|H2 & the oscillating effective mass squared of field fluctuations
(the mass induced by non-gravitational interactions), the parametric resonance could be affected. And if the
gravitational interaction provides the dominant contribution to the effective mass, than it can induce resonant
particle production on its own. We note that models with inflaton interaction terms that are linear in R can
be studied in the Einstein frame, which is related to the original frame, also known as the Jordan frame,
via a conformal transformation. The conformal transformation automatically makes coupling constants
time-dependent during preheating. The resonant particle production in the Einstein frame has been studied in
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[23, 24] for the Standard Model degrees of freedom, in [97–99] for scalar field fluctuations after multi-field
inflation and in [100] for gauge fields.
4.5 Non-conventional interactions
We refer to all operators that have some cut-off scale, ΛUV, below which they are suppressed, as
non-conventional. They can be important during preheating. For instance the non-minimal coupling to
gravity discussed in Section 4.4 falls in this category and becomes negligible for field values mPl/
√
ξ ≡
ΛUV. All terms of higher than 4 mass dimension also have a cut-off scale, e.g., the terms in eq. (4.1). If
the inflaton is an axion, we can write W2(φ) = φ/ΛUV; ΛUV should be associated with the Peccei-Quinn
scale and the gauge fields with the gluons to resolve the Strong CP problem. Another example is the
case of non-canonical kinetic terms, f(φ/ΛUV)∂µφ∂µφ, with limx→0 f(x) = 1. They automatically
arise in models with non-minimal coupling to gravity, see Section 4.4, after transformation to the Einstein
frame. Similar patterns are observed in models with non-local interactions where the Fourier transformed
kinetic terms are non-canonical f(k/kUV)|∂τφk|2. The longitudinal component(s) of gauge field(s) in
models with a charged inflaton have kinetic terms of this form with the role of the cut off played by the
Compton wavenumber of the gauge field [32], as will be shown explicitly in Chapter 8. Another situation
where suppression can occur is when high-derivative interactions are present (∂µφ∂µφ)1+n/ΛnUV, e.g., DBI
inflation [101].
A common feature of all non-conventional interactions is that they modify the effective mass of the field
fluctuations (after canonical normalization) above the cut off scale. This typically changes the resonance
structure – it alters the shapes of the instability bands, but never degrades the efficiency of the resonant
particle production. In fact non-conventional interactions can provide an alternative channel for resonant
preheating.
4.6 Miscellaneous
Inflation and the subsequent stage of reheating allow for the testing of low energy models of particle physics
(e.g., supersymmetric models), constrained by colliders. Even if all fields are negligibly coupled to the
inflaton during inflation and reheating, they can still exhibit non-perturbative preheating dynamics or even
lead to new phenomenology. Fields that have negligible interactions with the inflaton sector are known as
spectator fields.
Light spectator scalar fields during inflation (having masses H) develop an effective non-zero vacuum
expectation value. Basically, the equation of motion for long-wavelength modes is overdamped during
inflation. Once vacuum fluctuations cross outside the Hubble radius, they freeze and their amplitude
is determined by the Hubble rate which is approximately constant, yielding a nearly scale-invariant
power-spectrum
∆2χ ≈
(
H
2pi
)2 ∣∣∣∣
k=aH
. (4.3)
The mechanism is similar to the one which generates the curvature perturbations. In fact, the fields evolve
identically to the inflaton fluctuations in the spatially-flat gauge in the slow-roll approximation, see eq.
(1.40).
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As inflation ends the preheating dynamics of the spectator field χ is reminiscent of that of the inflaton.
On small scales, comparable to or shorter than the Hubble radius at that time, the field can be approximately
separated into background and inhomogeneous parts, i.e., χ(x) = χ¯+δχ(x), with χ¯ drawn from a Gaussian
distribution with variance1 ∆2χ, δχ(x) being vacuum sub-horizon fluctuations and |x| < H−1. This is
known as the separate universe approach. The homogeneous value of the spectator, χ¯, does not evolve until
the Hubble rate becomes smaller than its effective mass. Then it starts to oscillate about the bottom of its
potential.
If χ is coupled to other fields, e.g., if it is the Standard Model Higgs, which is coupled to the charged
leptons, W and Z bosons, its oscillations can lead to resonant particle production [28], followed by a
non-linear period [26, 29], generating a stochastic gravitational wave background [27, 102]. More generally,
a complex χ¯, embedded within, e.g., a supersymmetric model, can lead to baryogenesis, according to the
Affleck-Dine mechanism [103], and the non-linear dynamics following the resonant stage can involve the
formation of Q-balls [104, 105].
If χ¯ eventually comes to dominate the energy budget of the universe (e.g., if it oscillates about a quadratic
minimum with its energy being redshifted as ∼ a−3), it has to decay into radiation to be in agreement with
the big-bang nucleosynthesis scenario. If we assume that χ¯ 6= 0 on cosmological length scales, than the
radiation will have the inhomogeneities of the field imprinted on it. This is the essence of the curvaton
scenario [106–108]. In it, the final primordial density fluctuations are generated after inflation and depend
on the physics during reheating. Observations of the CMB give a constraint on the combination of the initial
fluctuations from inflation and the post-inflationary ones coming from the decay of the curvaton field, χ.
Another possibility for a light spectator, χ, to lead to the generation of primordial curvature perturbations
after inflation is if it affects the decay rate, Γ, of the inflaton into other fields. The fluctuations in χ will
lead to a spatial variation in Γ. Hence, the final primordial curvature perturbation imprinted on the decay
products is a consequence of the spatially varying couplings and any initial fluctuations generated during
inflation. This mechanism is known as modulated reheating [109] and was first discussed in the context of
Superstring theory models.
1Ignoring any scale-dependence in the inflationary power-spectrum due to departures from perfect de Sitter.
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Chapter 5
Observational implications and signatures
of reheating
‘The recent developments in cosmology strongly suggest that the universe may be
the ultimate free lunch.’
Alan Guth
Despite being a very important and phenomenologically rich period, reheating and the high-energy
physics laws governing it are hard to constrain observationally. Just like inflation and all other epochs
preceding recombination, reheating cannot be observed directly, since it is hidden by the opaque thermal
baryonic plasma. Similarly to the case of inflation, one should look for observational signatures of reheating
that survive thermalization and could be inferred from various cosmological measurements. Inflation
predicts the stretch of microscopic quantum fluctuations to super Hubble scales, generating a superhorizon
curvature perturbation, which is conserved and eventually imprinted on the CMB. Unfortunately, during the
decelerating phase of reheating, co-moving modes re-enter the horizon and only the sub-horizon scales are
affected by the non-linear dynamics. The length-scales on which the curvature perturbation is affected are so
short, that the change is completely concealed by the later non-linear evolution of cosmic structure, making
it impossible (for now) to be inferred from the CMB. Another reason why reheating is difficult to connect
with observations is that by the time of BBN at the latest, all Standard Model species must be thermalized,
hiding away the details of the earlier stages when they were produced.
Still, reheating can yield signatures, potentially observable in the future. These include the generation
of relics and metric perturbations, which could be observed directly. In effect, the early universe takes the
role of an accelerator for poor people, allowing us to probe roughly, yet freely, the fundamental physics at
otherwise virtually inaccessible energy scales.
Indirect signatures are also possible. For instance, the mapping of co-moving modes between horizon
exit during inflation and re-entry at later times depends on the entire expansion history between the two
events. Thus, the confirmation of a particular model of inflation can give us information about reheating,
e.g., constrain its expansion history. Or vice versa, a better understanding of reheating can reduce the
uncertainties in predictions of simple inflationary models.
In the rest of this chapter we discuss different observational implications of reheating, starting with the
indirect expansion history effect.
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5.1 Expansion history of reheating and the CMB
The expansion history of reheating is largely uncertain. We only know that between the end of inflation and
the time the universe thermalizated completely (i.e., achieved chemical and local thermal equilibrium), the
mean equation of state is
∫ tth
tend
dtw(t)/(tth − tend) ≡ w¯int > −1/3. This implies various possibilities for
N? – the number of e-folds of expansion before the end of inflation, when the pivot scale crossed outside
the Hubble radius, k? = a?H?. N? can take a range of different values, depending on the expansion history
of reheating. Hence, the predictions of any model of inflation have an inherent uncertainty, due to the
poorly constraint period of reheating. Before discussing inflationary observables in detail we consider the
uncertainties inN?. Given a co-moving pivot scale that has re-entered the horizon at late times, having some
fixed physical wavenumber today, say k?,phys0 = k?/a0, we discuss how N? depends on the details of the
inflaton potential, w¯int, ρth and gth – the last two being the energy density and the number of relativistic
degrees of freedom at thermalization.
We start with the free parameters
N? , {qi} , (5.1)
where {qi} are the parameters entering the inflaton potential, i.e., V = V ({qi}, φ). By definition
N? ≡ ln
(
aend
a?
)
=
∫ aend
a?
d ln a =
∣∣∣∣∫ φend
φ?
dφ
H
φ˙
∣∣∣∣ ≈ ∣∣∣∣∫ φend
φ?
dφ
mPl
1√
2V
∣∣∣∣ , (5.2)
where the last expression follows from eq. (1.18) and the discussion above it. The value of the inflaton at the
end of slow-roll inflation, φend, is to a very good approximation insensitive to the initial conditions and the
inflationary dynamics, implying φend = φend({qi}).1 Hence, φ? = φ?(N?, φend, {qi−1}) = φ?(N?, {qi}).
This and eq. (1.61) imply that the measured magnitude of curvature perturbation As = As({qi}, φ?) =
As({qi}, N?), from where we can determine one of the potential parameters, e.g., q1 = q1({qi−1}, N?, As).
Given all that we can write
V? = V?({qi}, φ?) = V?({qi − 1}, N?, As) . (5.3)
Note that for a single-parameter model, e.g., V = m2φ2/2, this implies a one-to-one correspondence
between V? and N? (and likewise for derivatives of V?), since As is known from observations. For a
two-parameter model of inflation, e.g., V = Λ4 tanh2(φ/M), there is a one-parameter set of solutions,
etc.
To find N? and V? (given {qi− 1}) we need to match the pivot scale today to the time it left the horizon,
i.e., k?/(a0H0) = (a?H?)/(a0H0). Taking the log of both sides of this equality, one can show that
N? = 66.89− ln k?
a0H0
+
1
4
ln
V 2?
m4Plρend
+
1
12
ln
 1
gth
(
ρth
ρend
) 1−3w¯int
1+w¯int
 , (5.4)
making the only assumption that entropy, s ∼ gT 3, is conserved, sa3 = const, after thermalization, a >
ath. The derivation is given in Section 6.4.1. Since ρend = ρend({qi}), after substituting V? from eq. (5.3)
1In fact, the end of inflation, a¨ = 0, is near V = 1, implying that φend ≈ φend({qi − 1}), i.e., the number of parameters is
reduced by one due to the cancellation inside the squared brackets in eq. (1.18).
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Figure 5.1: The figure illustrates how the uncertainty in the expansion history of reheating is translated onN? = ln(aend/a?)
– the number of e-folds of expansion before the end of inflation when the pivot scale crossed outside the Hubble radius,
H−1. For simplicity we fix ρth and ath, and vary only the mean equation of state of reheating, w = w¯int (reheating
takes place while ath > a > aend). We consider single-parameter models of inflation, e.g., V = m2φ2/2, for which
N? = N?(w¯int) and V? = V?(N?(w¯int)) = V?(w¯int). This implies that choosing an energy scale of inflation, V?,
uniquely determines N? and w¯int, unlike in multi-parameter models of inflation where we have additional degrees of
freedom, see Fig. 5.2. For plotting purposes, we have approximated the inflationary and the dark energy stages as de Sitter
expansions, and the two periods preceding and following radiation-matter equality as radiation and matter dominated,
respectively. None of the conclusions depend on these simplifications. Note that H ≡ d(lnH−1)/d(ln a) = 3(1+w)/2.
into eq. (5.4), we find that
N? = N?
(
{qi − 1}, As, ρ
1−3w¯int
1+w¯int
th /gth
)
. (5.5)
Reheating affects N? only through the specific combination of quantities appearing in the last argument.
Note that the gth dependence contains the information about the time of thermaliztion, ath. Essentially,
the conservation of entropy implies that gth = ((pi2/30)g
4/3
0 T
4
0 /ρth)
3(ath/a0)12, where T0 = 2.725 K
and the effective number of relativistic degrees of freedom in entropy is g0 = 43/11. In other words, N?
depends on a combination of the energy scale, ρth, and the time, ath, of thermalization, as well as the mean
equation of state, w¯int, of reheating (holding for ath > a > aend). We depict this effect in Fig. 5.1 for a
single-parameter model of inflation, e.g., V (m,φ) = m2φ2/2. For simplicity, we fix ρth and ath (fixing
these two quantities fixes gth) and vary only w¯int. We plot the Hubble radius, H−1, in orange and the
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physical wavenumber corresponding to the pivot scale, aλ?, in blue. Both have some fixed values today,
H−10 and a0λ?, respectively. For plotting purposes, we approximate the dark energy dominated universe
today and inflation as stages of de Sitter expansion, i.e, for a > ade and a < aend, H = H0 = const and
H = H? =
√
V?/3/mPl = const, respectively. We also assume w = 0 between radiation-matter equality
and dark energy domination, ade > a > aeq, and w = 1/3 between thermalization and radiation-matter
equality aeq > a > ath. Note that for the single-parameter m2φ2/2 inflation, {qi − 1} ∈ ∅. Given
that As = 2.2 × 10−9, eq. (5.5) implies N? = N?(w¯int). This is shown in the figure with the three
orange solid, dashed and dotted lines corresponding to three different choices of w¯int. Note that we also
have V? = V?(N?(w¯int)) = V?(w¯int), see eq. (5.3). Hence, in single-parameter models of inflation, w¯int
uniquely defines V? and N? (provided ρth and ath are fixed). This is a peculiar feature of single-parameter
models. In multi-parameter models of inflaton there is a degeneracy, as we discuss below. Note that even
in the single-parameter models of inflation, the uncertainty in the equation of state of reheating translates
into an uncertainty in the energy scale of inflation. This could be turned the other way round – a possible
confirmation of a single-parameter model of inflation with a given V? uniquely determines N? and hence
w¯int if ρth and ath are known (if they are not, it at least uniquely determines the combination of ρth, ath
and w¯int on which N? depends). So pinning down the model of inflation could give us information about
reheating.
We now repeat the analysis for a two-parameter model of inflation, e.g., V (M,Λ, φ) = Λ4 tanh2(φ/M).
This time, we have one additional degree of freedom, i.e., {qi − 1} = q1. For fixed ρth and ath this implies
N? = N?(q1, w¯int) and V? = V?(q1, N?(q1, w¯int)) = V?(q1, w¯int). The dependence is depicted in Fig.
5.2. As mentioned above, unlike the single-parameter models, multi-parameter models possess additional
degeneracy due to the extra parameters. It explains the additional lines in Fig. 5.2. Essentially, there is
not a one-to-one correspondence between V? and N?, i.e., a particular V? gives a range of N?. Note that in
two-parameter models, having fixed V? and N?, uniquely determines w¯int. Conversely, one has to measure
or calculate V? and w¯int separately, to uniquely determine N? in two-parameter models of inflation.
Hence, the uncertainty in the expansion history of reheating leads to an uncertainty in N?. This has
consequences for spectral observables such as ns and r, see eq. (1.61). The slow-roll potential parameters
at the time of horizon exit are V ? = V ?(φ?, {qi − 1}) and ηV ? = ηV ?(φ?, {qi − 1}). The reason for
having one fewer qi is because we take ratios of the inflaton potential and corresponding derivatives in
eq. (1.18). Substitution for φ? = φ?(N?, {qi}) implies V ? = V ?(N?, {qi}) and ηV ? = ηV ?(N?, {qi}).
However, the measured magnitude of curvature perturbation reduces the number of free parameters by one,
e.g., q1 = q1({qi − 1}, N?, As). The first two expressions in eq. (1.61) then imply
ns = ns(N?, {qi − 1}) , r = r(N?, {qi − 1}) . (5.6)
In single-parameter models of inflation, ns and r are only functions ofN?. The reheating related uncertainty
in N? translates into a bar in the ns-r plane, as shown in Fig. 5.3 for m2φ2/2 inflation. In two-parameter
models of inflation, ns and r are functions of N? and an additional degree of freedom. This transforms the
bars in the ns-r plane into bands as shown in Fig. 5.4 for Λ4 tanh2(φ/M) inflation.
5.2 Relics
The out-of-equilibrium dynamics of reheating may lead to the generation of various relics. These include
stable ones, e.g., topological defects, that have not been observed yet, tantalizing ones, e.g., dark matter and
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Figure 5.2: Same as Fig. 5.1, but for two-parameter models of inflation, e.g., V = Λ tanh2(φ/M). The extra parameter in
the inflaton potential introduces an additional degree of freedom, N? = N?(q1, w¯int) and V? = V?(q1, N?(q1, w¯int)) =
V?(q1, w¯int). This means that unlike in the single-parameter models of inflation, choosing an energy scale of inflation,
V?, allows for a range of N? and w¯int.
primordial magnetic fields, for which there is some experimental evidence, and observed ones, such as the
baryon asymmetry. In the following we briefly talk about each of these applications of reheating.
5.2.1 Baryon asymmetry
Models of baryogenesis try to explain the observed baryon-to-photon ratio
η ≡ nb
nγ
≈ 6× 10−10 , (5.7)
where nb = nB − nB¯ and nγ are the (net) number densities of baryons and photons, respectively. There
are many high-energy physics models that explain the value of η with some dynamical mechanism, none
of which is singled out by observational tests. It is indeed very interesting to try to connect baryogenesis
to reheating. We should point out that since the net number of baryons in the late universe, certainly after
BBN, is conserved, then nb ∝ a−3. Furthermore, since after the epoch of electron-positron annihilation,
which also happened around BBN, nγ ∝ a−3, this means that η = const. At earlier times η was still
conserved, apart from the moments when a relativistic particle species went out of thermal equilibrium and
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Figure 5.3: Red: the predictions for ns and r in V = m2φ2/2. Since this is a single-parameter model of inflation, ns =
ns(N?) and r = r(N?), hence the bar-like prediction for 50 < N? < 60. Here the inflaton mass is not a free parameter;
instead m = m(N?, As). Light and dark blue: the 68 % and 95 % confidence level regions for ns and r from Planck and
other data sets [2].
became non-relativistic – then it changed in a step-like manner by a factor that is determined by the ratio
of the old and new number of relativistic degrees of freedom. However, what remained always constant in
thermal equilibrium was the ratio nb/s which is ∼ η0. The Standard Model of particle physics ensures the
net conservation of baryons and cannot explain why there are so many photons (or so much entropy) per
baryon today, assuming that the universe started in a natural state with no baryons nB = nB¯ = 0, or with
no net baron number, nb = 0. To explain the puzzling observed asymmetry in the amount of matter and
antimatter, one has to invoke physics beyond the Standard Model. It must allow for physical processes that
meet the following three criteria, known as Sakharov’s conditions [110]: (i) non-conservation of the baryon
number, b; (ii) violation of C and CP invariance; (iii) departure from thermal equilibrium. While condition
(i) is obvious – to generate a net baryon number starting from nb = 0 we need reactions that violate baryon
number conservation – it is not enough. Condition (ii) is necessary to ensure different decay rates into
baryons and anti-baryons. Consider a baryon number violating reaction X → Y + Z. The violation of C
invariance ensures that the rates of the reaction and its charge conjugated counterpart are different
Γ(X → Y + Z) 6= Γ(X¯ → Y¯ + Z¯) , (5.8)
i.e., the b violating process that creates more baryons than anti-baryons is not counterbalanced by its
conjugate that creates more anti-baryons than baryons. Taking into account the helicity of the baryons,
e.g., a reaction of the form X → qL + qL, CP violation ensures that Γ(X → qL + qL) 6= Γ(X¯ → q¯R + q¯R)
and Γ(X → qR + qR) 6= Γ(X¯ → q¯L + q¯L). Otherwise, the amount of produced left-handed baryons equals
the amount of produced right-handed anti-baryons and vice versa, implying that the net baryon number does
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Figure 5.4: Same as Fig. 5.3, but the predictions for ns and r are for V = Λ4 tanh2(φ/M). Since this is a double-parameter
model of inflation, we have an additional degree of freedom in comparison with single-parameter models, see Fig. 5.3.
This means we can write ns = ns(M,N?) and r = r(M,N?), with M being a free parameter and Λ = Λ(N?, As,M).
Hence, the wide band prediction for 50 < N? < 60.
not change
Γ(X → qL + qL) + Γ(X → qR + qR) = Γ(X¯ → q¯L + q¯L) + Γ(X¯ → q¯R + q¯R) , (5.9)
despite C invariance being violated and (i). The reason for condition (iii) is slightly less obvious. It comes
from the fact that the equilibrium number densities of particles and anti-particles depend on their chemical
potentials. In thermal equilibrium µqL = −µq¯L , etc (recall that baryons and anti-baryons can annihilate into
photons). However, since the baryon number is not conserved by the interactions, µqL = µq¯L = 0. Hence,
particles and anti-particles in thermal equilibrium have equal number densities despite conditions (i) and
(ii).
Many high-energy physics models that satisfy the three criteria have been put forward to explain the
observed baryon asymmetry. GUT-scale baryogenesis models rely on superheavy particles (with GUT-scale
masses) decaying into baryons through C and CP violating reactions. As discussed in Section 2.5, such
superheavy particles can be produced non-perturbatively after inflation, out of thermal equilibrium, making
(p)reheating the ideal setting for these models. Leptogenesis, the generation of a number asymmetry,
nl = nL − nL¯, between leptons and antileptons, can also account for the observed baryon-to-entropy
ratio. The lepton number, l, can be converted into the baryon number via Standard Model sphalerons –
transitions between degenerate topologically different SU(2) electroweak gauge field configurations – they
become suppressed at temperatures < 300 GeV. Essentially, for sphaleron transitions (you can think of
them as reactions) b − l = const, but b 6= const and l 6= const. Thus, if one starts with nb = 0, by
the end of the transition it is converted into nb ∼ nb−l. This is an example of electroweak baryogenesis
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and preheating can provide a way for generating the initial lepton asymmetry. Another possibility is
the Affleck-Dine baryogenesis mechanism. It involves a complex scalar field, X , that carries a baryon
number and whose non-equilibrium dynamics does not conserve b. The field normally starts in a spatially
homogeneous configuration in which invariance under C and CP may or may not be spontaneously broken.
Then it evolves into a non-thermal configuration, in which the C and CP symmetries are spontaneously
broken, with a final non-zero b, which is eventually converted into baryons. A version of this model where
the inflaton plays the role of the scalar field is the subject of Chapter 7. There we show that the non-linear
dynamics of reheating can play an important role for the prediction of η [52].
5.2.2 Magnetic fields
Magnetic fields are abundant in our universe [53]. They have been observed in galaxies B10−102 kpc ∼
10−5 G and galaxy clusters B0.1−1 Mpc ∼ 10−6 G. There is a (conservative) lower bound on the strength
of magnetic fields with cosmic scale correlation lengths B>1 Mpc > 10−17 G. While galactic fields can
be accounted for by the amplification of seed fields via the dynamo mechanism [111], the origin of those
seeds, as well as the large-correlation-length fields that are unaffected by magnetohydrodynamic processes
remains an open problem. It can be explained by a primordial magnetic field component. CMB observations
have put upper bounds on it Bprim1 Mpc < 10
−9 G [112], whereas the seed amplitude needed for the dynamo
mechanism is model and scale-dependent.
It is difficult to connect the causal non-linear dynamics of reheating with the large scale magnetic fields.
However, the linear stage of preheating can provide the perfect setting for magnetogenesis. Low momentum
magnetic field modes can be resonantly amplified [92] or undergo tachyonic instabilities [95, 96]. The
biggest challenge is to avoid back-reaction of small-scale modes before low-momentum modes have been
sufficiently amplified [32, 113]. Tachyonic instability can be achieved quite easily. A conformal coupling
of the form LMaxwell = −f(τ)FµνFµν/4 yields
ATk ′′ +
(
k2 − f
′′
f
)
ATk (τ) = 0 , (5.10)
whereATk (τ) = a(τ)f(τ)ATk (τ) are the canonically-normalized transverse (Fourier) modes. f tends to 1 at
late times, but if it is ∝ τα earlier on, certain choices of α and the magnitude of f could lead to a successful
magnetogenesis via tachyonic preheating [114].
5.2.3 Miscellaneous
In many dark matter models, the relic abundance is determined by the self-interactions of a thermalized dark
matter sector. After the inflaton resonantly excites the Standard Model and dark matter degrees of freedom
during preheating, the two sectors can attain different equilibrium temperatures – a phenomenon known as
asymmetric reheating, which can be sensitive to the non-linear dynamics of reheating [115]. A detection of
a temperature difference can put constraints on the inflaton mass and couplings [116].
The non-linear dynamics of reheating can lead to the formation of stable topological defects, see Section
3.2, for which there are no observational evidence [1]. Overproduction of such defects could overclose the
universe or affect CMB anisotropies. In fact, CMB measurements provide the tightest constraints [1].
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5.3 Metric fluctuations
Departures from the FRW universe described by matter and metric perturbations are at the heart of modern
cosmology. Within current observational limits, an adiabatic curvature perturbation (a scalar mode) with
Gaussian statistics can explain the measured CMB temperature anisotropies [1]. Furthermore, the detection
of polarization B-modes generated by primordial tensor fluctuations in the metric (gravitational waves) is
one of the main goals of the upcoming Stage-4 CMB experiments [117]. The linear and non-linear stages
of reheating can give rise to gravitational waves, as well as entropic and non-Gaussian contributions to the
curvature perturbation. Their non-detection constrains different reheating scenarios, as we discuss in the
remainder of this section.
5.3.1 Gravitational waves
Shortly after it was appreciated that non-perturbative particle production during preheating can lead to
the fragmentation of the inflaton condensate, it was shown that the non-linear dynamics can give rise
to a stochastic gravitational wave background [118] in addition to the one generated during slow-roll
inflation. Unlike the gravitational waves from inflation [119], whose origin is quantum mechanical and
power-spectrum scale-invariant, the gravitational waves from reheating are sourced by the classical evolution
of inhomogeneities on sub-horizon scales and their power-spectrum is strongly peaked around a single
frequency. Typically, the frequency of the peak is determined by the fragmentation lengthscale, which can
be estimated from the linear analysis of preheating. Taking into account the expansion of the universe
between reheating and today, one can show, see Section 6.4.3 and [17],
f0 ∼ β−1
√
Hbr
mPl
× 4× 1010 Hz , ΩGW,0 ∼ 10−6β2 , (5.11)
where f0 and ΩGW,0 are the peak frequency and gravitational energy density per logarithmic frequency
interval normalized by the critical energy density, respectively. Both quantities are evaluated today. Hbr
is the Hubble rate at back-reaction – the time when most of the signal is generated, and βH−1br gives
the physical wavelength of the excited mode causing the back-reaction on the condensate. Typically,
β = O(10−2 − 10−3), thus for efficient preheating after GUT-scale inflation f0 ∼ 1010 − 1011 Hz and
ΩGW,0 ∼ 10−10 − 10−12. These frequencies lie above the highest frequency ranges 103 − 104 Hz of
planned gravitational wave detectors [120]. Decreasing the back-reaction energy scale drives the peak
frequency towards the observable range, but the small amplitude of the signal is outside the reach of any of
the upcoming gravitational wave observatories.
When the inflaton condensate fragments as a result of the resonant particle production of light scalar
fields, the gravitational wave background can get tiny modulations on large scales [121, 122]. In addition
to the prominent peak corresponding to the fragmentation (sub-horizon) lengthscale, the gravitational wave
power-spectrum features a small component on low frequencies, too. The latter is a consequence of the
superhorizon scale-invariant power-spectrum of light degrees of freedom developed during inflation, see
eq. (4.3), which can be interpreted as the light fields having non-zero vevs that vary between different
Hubble patches as discussed in Section 4.6 (recall that individual, causally disconnected, patches evolve
independently of each other). The preheating and subsequent non-linear dynamics, including the amplitude
of the generated gravitational waves, can be sensitive to these vevs, leading to a super-horizon modulation
of the stochastic gravitational wave background. When a light scalar remains a spectator during inflation
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and reheating, i.e., remains decoupled from the inflaton, similar effects are observed if it is allowed to decay
non-perturbatively. This was shown for the gravitational waves produced out of the resonant decay of the
Standard Model Higgs into W and Z bosons and their subsequent non-linear evolution [27], assuming no
coupling between the inflaton and the Standard Model sector.
Stochastic gravitational wave backgrounds from reheating with additional features can be generated as a
consequences of the formation of defects [123] and non-topological solitons [44, 81, 82]. Even if non-linear
effects never become important during reheating, different expansion histories affect the spectrum of the
gravitational wave background generated during inflation [124].
5.3.2 Non-Gaussianities
Scalar metric perturbations can also be generated during reheating. While the adiabatic curvature
perturbations are unaffected by reheating, see eq. (1.54) and the subsequent discussion, the generation of
an entropy (or isocurvature) perturbation, S, during reheating could modify the total curvature perturbation,
R. A significant growth of super-Hubble modes of R occurs if on these scales ∆2S & ∆2R [16]. However,
in models with interacting fields (prone to peheating), e.g., V = λφ4/4 + g2φ2χ2/2, the super-Hubble
power-spectra at the end of slow-roll single-field inflation are ∆2S  ∆2R ∼ 10−9, where S = (H/ ˙¯φ)χ
[15, 69]. Even if the entropy perturbation is resonantly amplified during preheating, back-reaction
takes place while on super-Hubble scales ∆2S . ∆2R [43] and the observationally-relevant part of the
power-spectrum ofR is affected weakly (at most).
On the other hand, important statistical properties of the curvature perturbation, such as the bispectrum
of its non-Gaussianities [125, 126], can be affected significantly by the resonant entropy production during
preheating and the subsequent non-linear dynamics. The same mechanism responsible for large-scale
modulations in the gravitational wave spectrum from preheating (see the above discussion of gravitational
waves) also leads to strong non-Gaussianities in the curvature perturbation [43]. Essentially, extreme
sensitivity is shown to the vevs of light fields within individual Hubble patches by the expansion of these
patches. The latter is equivalent to the curvature perturbation, implying, e.g.,
R(x) = RG(x) + FNL (χG(x)) , (5.12)
where RG is the standard nearly Gaussian adiabatic mode from single-field slow-roll inflation and the last
term comes from the back-reaction and non-linear dynamics following the resonant amplification of the
nearly Gaussian and scale-invariant (at the end of inflation) χG, see eq. (4.3). As shown in [43], the transfer
function FNL is highly non-linear and describes non-Gaussianities very different from the standard (weak)
local ones
R(x) = RG(x) + 35fNL(R
2
G(x)− 〈R2G(x)〉) . (5.13)
The FNL term can in principle lead to non-Gaussian components that could be observable in the CMB
[43] and their non-detection [127] constrains preheating scenarios. Other reheating scenarios that lead to
potentially observable levels of non-Gaussianity include curvaton reheating (where curvature perturbations
are generated by the decay of a slightly inhomogeneous curvaton field after inflation) and modulated
reheating (where curvature perturbations are generated due to the dependence of the decay rate of the
inflaton on the local value of a spatially varying field). Evolution of non-Gaussianity during reheating
after multi-field inflation was studied in [128, 129].
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We should point out that the modification of large-scale curvature perturbations during preheating is
consistent with causality, since it involves no transfer of energy across super-Hubble scales. Entropy
perturbations are simply resonantly amplified and then converted into curvature perturbations.2
Even when the reheating dynamics is perturbative and no strong resonances take place, the local
non-Gaussianity prediction in single-field inflationary scenarios [130]
fNL ∼ ns − 14 , (5.14)
depends on the expansion history of reheating, see eqs. (5.5) and (5.6).
2Conversely, if during reheating all particle species enter thermal equilibrium, having a common temperature and vanishing
chemical potentials, the super-horizon curvature perturbations become purely adiabatic and no isocurvature perturbations are
present at late times.
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Part II
Expansion history after inflation
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As discussed in Section 5.1, the post-inflationary expansion history can affect observational predictions
of inflationary models. In this part of the thesis, we present a study of the post-inflaionary dynamics in a
broad class of observationally favoured models of inflation aimed at reducing the model dependence in the
reheating epoch and the uncertainty in inflationary and post-inflationary observables.
67
68
Chapter 6
Self-resonance after inflation: oscillons,
transients and radiation domination
Abstract
Homogeneous oscillations of the inflaton after inflation can be unstable to small spatial
perturbations even without coupling to other fields. We show that for inflaton potentials∝ |φ|2n
near |φ| = 0 and flatter beyond some |φ| = M , the inflaton condensate oscillations can lead to
self-resonance, followed by its complete fragmentation. Using detailed numerical simulations,
we find that for non-quadratic minima (n > 1), shortly after back-reaction, the equation of
state parameter, w → 1/3. If M  mPl, radiation domination is established within less than
an e-fold of expansion after the end of inflation. In this case self-resonance is efficient and the
condensate fragments into transient, localised spherical objects which are unstable and decay,
leaving behind them a virialized field with mean kinetic and gradient energies much greater
than the potential energy. This end-state yields w = 1/3. When M ∼ mPl we observe slow
and steady, self-resonace that can last many e-folds before back-reaction eventually shuts it off,
followed by fragmentation and w → 1/3. We provide analytical estimates for the duration to
w → 1/3 after inflation, which can be used as an upper bound (under certain assumptions)
on the duration of the transition between the inflationary and the radiation dominated states of
expansion. This upper bound can reduce uncertainties in CMB observables such as the spectral
tilt, ns, and the tensor-to-scalar ratio, r. For quadratic minima (n = 1), w → 0 regardless
of the value of M . This is because when M  mPl, long-lived oscillons form within an
e-fold after inflation, and collectively behave as pressureless dust thereafter. For M ∼ mPl, the
self-resonance is inefficient and the condensate remains intact (ignoring long-term gravitational
clustering) and keeps oscillating about the quadratic minimum, again implying w = 0. Finally,
we discuss the likelihood of (primordial) black hole formation seeded by the oscillons and the
unstable spherical objects, as well as the role of the fragmented condensate as a gravitational
wave source.
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6.1 Introduction
Inflationary cosmology [3, 4, 6, 131] provides a consistent framework for calculating the initial conditions
responsible for the observed temperature fluctuations in the cosmic microwave background [2]. However,
there is a gap in our understanding of how inflation ends and ultimately leads to a radiation-dominated,
thermal universe before the production of light elements. The poorly constrained post-inflationary equation
of state of the universe and the duration before radiation domination influence the interpretation of
inflationary observables and the reheating temperature, Tth, [45–47, 51, 132–142]; they affect predictions
for baryogenesis and primordial relics [38, 143, 144].
In this chapter we calculate the equation of state parameter w soon after the end of inflation by
accounting for the full non-linear dynamics of the inflaton field using 3+1 dimensional lattice simulations.
Using our results, we can calculate an upper bound on the duration to radiation domination. Under
the assumption of perturbative decay to other massless fields, this upper bound reduces the uncertainty
in the interpretation and calculation of inflationary and post-inflationary observables such as ns and r.
Non-perturbative decay to light daughter fields is unlikely to change our results, though we cannot show
this exhaustively.
The equation of state for oscillating homogeneous condensates in an expanding universe has been well
understood since the 1980’s [62]; however, general results for the cases where the scalar field undergoes
significant fragmentation are not easily found in the literature. Detailed earlier works on the equation of
state including non-linear dynamics certainly exist, e.g., [35], but are usually limited to quadratic and quartic
inflaton potentials coupled to light fields. We allow for general shapes of the inflaton potential, ignore
couplings to other light fields in our simulations, but include them in the bounds on the duration to radiation
domination.
Our detailed studies of the nature of the self-resonance and the post-inflationary evolution of the inflaton
reveal various behaviours in different regions in the parameter space. When M ∼ mPl, the amplitude of
inflaton oscillations, φ¯(t), is rapidly redshifted towards the V ∝ |φ|2n region. For n > 1 we observe slow
and steady particle production from narrow resonance bands (similar to [18, 19, 145]), which eventually
leads to the fragmentation of the condensate and the virialization of the inflaton. The n = 1 minimum
does not lead to significant particle production – it describes a free scalar, hence the inflaton condensate
remains intact and keeps oscillating about the quadratic minimum. The situation drastically changes as we
decrease the scale M  mPl. The universe expands slowly and φ¯(t) spends many oscillations outside the
power-law region, |φ| > M . Particles are produced by a broad, low-momentum resonance band and the
inflaton fragments in spherical localized objects. These are of transient nature for n > 1 – they decay away
quickly leaving a completely virialized inflaton, whereas for n = 1 the objects are very stable and known as
oscillons. To the best of our knowledge this is the first time the formation of transients in models with steeper
than quadratic minima is reported. On the other hand, oscillons and their cosmological implications have
been extensively studied in the literature [146, 147]. They can lead to long periods of matter dominated
state of expansion [36, 146, 147] and stochastic gravitational wave backgrounds [44, 82]. Formation of
light primordial black holes (PBHs) through collisions [148–150] and their evaporation through Hawking
radiation can provide additional constraints on reheating or another channel for it [151]. The consequences
of the fragmentation of the inflaton condensate for PBHs formation after inflation have been investigated
in the context of interacting theories [152–157] but not in the self-resonating limit, where all, but the
self-interactions of the inflaton field can be neglected and density fluctuations grow predominantly on
subhorizon scales (however, cf. [158]). We find that it is very unlikely for transients and oscillons formed
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after self-resonance to collapse into black holes.
The chapter is organized as follows. In Section 6.2 we briefly review the models we study and how
observations constrain them. Then we move on to the particle production after the end of inflation. We start,
in Section 6.3.1, with a linear stability analysis and show through semi-analytic means how the oscillating
inflaton condensate can resonantly and non-perturbatively amplify its own inhomogeneities. This eventually
leads to back-reaction and the subsequent evolution is non-linear. We present our lattice studies of the
non-linear dynamics in Section 6.3.2, including the evolution of the equation of state and the likelihood of
formation of PBHs. The implications of our investigations for CMB observables, the reheating temperature
and stochastic gravitational wave backgrounds are given in Section 6.4. We conclude in Section 6.5, with a
summary of our results and plans for future work.
6.2 Models
Our main focus will be on single-field models of inflation, minimally coupled to gravity, with inflaton
potential that has an observationally favoured plateau region, see Fig. 6.1. We consider three different
parametrizations: the α-attractor T-models [159, 160]
V (φ) = Λ4 tanh2n
( |φ|
M
)
=
Λ4
∣∣∣ φM ∣∣∣2n |φ| M ,
Λ4 |φ| M ,
(6.1)
the α-attractor E-models [159, 160]
V (φ) = Λ4
∣∣∣∣1− exp(−2φM
)∣∣∣∣2n
=
Λ4
∣∣∣2φM ∣∣∣2n |φ| M ,
Λ4 φM ,
(6.2)
and Monodromy type potentials [161, 162]
V (φ) = Λ4
(1 + ∣∣∣∣ φM
∣∣∣∣2n
) q
2n
− 1

=
Λ4
q
2n
∣∣∣ φM ∣∣∣2n |φ| M ,
Λ4
∣∣∣ φM ∣∣∣q |φ| M .
(6.3)
We shall consider values of the parameter n ≥ 1, for which ∂φV and ∂2φV are well-defined when φ = 0,
i.e., the elementary quanta of the inflaton always have well-defined mass1. The mass scale in eqs. (6.1,6.2)
is related to the conventional α-parameter [159, 160, 164–173] through M =
√
6αmPl, whereas the
1See [163] for the stability analysis of some models with n < 1.
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| | ⇠M
Figure 6.1: The generic profile of the inflaton potential, studied in this chapter. According to observations, slow-roll inflation
is realised while the inflaton condensate is in one of the flat regions, rolling slowly towards the minimum.
additional parameter in eq. (6.3), q, should not exceed 1 to be consistent with CMB measurements [2].
As usual, inflation takes place while the inflaton condensate is rolling slowly down the shallow region of V ,
φ¯(t)M . Using the slow-roll approximation and the measured amplitude of scalar fluctuations, we find a
connection between the two dimensionful parameters in our potentials, Λ and M , cf. eqs. (1.61) and (5.2):
As ≈

N2?m
2
Pl
3pi2M2
(
Λ
mPl
)4
T and E ,
1
12pi2
Λ4M2
q2m6Pl
(
2qN?
m2Pl
M2
) q
2
+1
Mon ,
≈ 2.2× 10−9 ,
(6.4)
whereN? is the number of e-folds of accelerated expansion between the horizon crossing and end of inflation
of the largest scales observed in the CMB. It is assumed to lie in the range 50 < N? < 60, to resolve the
horizon and flatness problems. Note also that eq. (6.4) holds for all n. This is a consequence of the
slow-roll approximations we adopt. From now on, we shall treat M , n and q as free parameters, and Λ
will be determined from eq. (6.4) for a given N?. The most recent constraints on the tensor-to-scalar
ratio, r0.002 < 0.11 [2], bound M from above, M < 10mPl. The embedding in Supergravity of the T
and E models has stability issues for M <
√
2mPl [166], which in principle narrows the parameter space
significantly. However, we shall ignore this lower bound and consider inflation with V as given in eqs. (6.1,
6.2, 6.3) at the phenomenological level, and take M < 10mPl only.
The fact that we have the same expression for the T and E models in eq. (6.4) explains why we have
chosen to include the additional factor of 2 in the parametrization in eq. (6.2). This way, for a given M we
get the same slow-roll parameters for the T and E models2. However, the behaviour after the end of slow-roll
inflation is affected by this parametrization – it depends on the transition scale in the potential which is M
for the T and M/2 for the E models.
6.3 Particle production
6.3.1 Linear analysis
After inflation φ¯(t) begins to oscillate around the minimum of V . This may lead to non-adiabatic production
of inflaton particles of definite co-moving momentum, i.e., preheating (cf. Chapter 2). It can be most easily
2It could be seen most easily from limx1 tanh2n (x) = (1− e−2x)2n.
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Figure 6.2: The instability regions and Floquet exponents for the T (first row), E (second row), Monodromy q = 0.5 (third
row) and q = 1 (fourth row) models. On the horizontal axis is the dimensionless physical wavenumber κ = k/(am) and
on the vertical axis the amplitude of inflaton oscillations. The effective mass, m, is defined in eq. (6.7), and determines
the characteristic frequency of oscillations. As the universe expands, a given co-moving mode k flows across the chart as
the white lines indicate. The factor of
√
2n on the horizontal axis is chosen to make the narrow instability bands appear
at roughly the same place for different n, see also Fig. 6.3. Although, the broad low momentum instability bands seem
to vanish for large n, they never go away. It can be shown by a different rescaling of the horizontal axis. In the T and E
models slow-roll inflation ends at φend ∼ M and the amplitude of inflaton oscillations lies in the range φ < M . In the
Monodromy models φend . mPl and the initial amplitude of inflaton oscillations can exceed M .
understood in terms of the linearized field equations
∂2t δφk +
[
k2 + ∂2φ¯V (φ¯)
]
δφk = 0 , (6.5)
where we have ignored expansion for simplicity, but shall include it shortly. Since ∂2t φ¯+ ∂φ¯V = 0, ∂
2
φ¯
V is
a periodic function of time and Floquet theory [66] tells us (see Section 2.2.1) that the general solution to
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Figure 6.3: The first panel depicts the first narrow instability band for a monomial potential of the form V = λn|φ|2n. The
next three panels give the Floquet charts for n = 1.5, 2, 3. Thanks to our choice of κ the instability bands are exactly
vertical, independent of the amplitude of inflaton oscillations (the values on the vertical axis). The additional rescaling by√
2n makes the first narrow instability band appear at roughly the same place and have roughly the same height, both of
which are maximal for n = 2, see also Fig. 6.4. For n = 1.5 and 3 we have a series of decreasing in height and width
instability bands for larger κ. In fact there are four (three) bands in the second (fourth) panel. Interestingly, the second,
third, etc. instability bands vanish for n = 2.
eq. (6.5) is of the form
δφk = Pk+(t) exp(µkt) + Pk−(t) exp(−µkt) . (6.6)
Pk±(t) are also periodic functions and are determined by the initial conditions. µk are the Floquet
exponents. If <(µk) 6= 0, then there is an ‘unstable’ solution, exponentially growing with time which
is a manifestation of non-adiabatic (or resonant) particle production. In Fig. 6.2 we show the instability
regions for the inflaton potentials from eqs. (6.1, 6.2, 6.3), for n = 1, 1.5, 2, 3 for the T, E and Monodromy
models (for q = 0.5, 1). The n = 1 case features a broad low-k instability region going all the way down to
φ¯ = 0 and a series of high-k narrow bands, vanishing towards the bottom of the plot. This is common for
all slightly flatter than quadratic potentials near φ = 0 [36]. For n > 1 the broad low-k band is absent for
φ¯ . M . The narrow bands near the bottom of the charts are reminiscent of those for V ∝ |φ|2n, see Fig.
6.3. We have defined a mass scale
m2 ≡

2nΛ2
(
Λ
M
)2 ( φ¯
M
)2(n−1)
T ,
22n+1nΛ2
(
Λ
M
)2 ( φ¯
M
)2(n−1)
E ,
qΛ2
(
Λ
M
)2 ( φ¯
M
)2(n−1)
Mon ,
(6.7)
which is what ∂φ¯V/φ¯ tends to when φ¯  M and is what sets the period of φ¯. We have also defined a
dimensionless physical wavenumber κ = k/(am). This helps us incorporate the expansion of the universe
qualitatively. We recall the general result for the amplitude decay of the inflaton field oscillating in V ∝
|φ|2n, φ¯ ∝ a−3/(n+1). Hence a given Fourier mode, k, flows through a number of Floquet bands as shown
in Fig. 6.2. The mode will grow if the expansion rate, H , is much less than |<(µk)|. Empirically, strong
resonance occurs for |<(µk)|/H ∼> 10. For the broad, low-k band, we find [|<(µk)|/H]max = f(n)mPl/M ,
where f(n) is of order unity. Hence, the expansion of the universe allows for broad self-resonance only for
M  mPl for all n.
ForM ∼> mPl, the amplitude of inflaton oscillations is rapidly redshifted by the expansion of the universe
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Figure 6.4: The height and width of the first narrow instability band (cf. eq. (6.12) and Fig. 6.3) for V = λn|φ|2n and
applying also to the T, E and Monodromy models when φM . Curiously, d× κ/∆κ→ 1.
to the φ¯  M region, i.e., to the bottom of the Floquet charts3. Since there are no instability bands in this
region for n = 1, we do not expect significant particle production. This is anticipated since the condensate
is oscillating about a quadratic minimum, and behaves as a free scalar. However, for n > 1, we have a
series of narrow resonance bands as a consequence of the intrinsic non-linearity. They decrease in height
and width for higher κ, cf. Figs. 6.2, 6.3. Hence, the first narrow band plays the dominant role. The particle
production can be understood in terms of the white flow lines in Fig. 6.2. The flow lines cross the first
narrow band from right to left (n < 2), left to right (n > 2) or never leave it (n = 2). While it is obvious
that the narrow resonance will persist until non-linear effects become important in the n = 2 case, after a
closer look one can argue that the same holds for n < 2 and n > 2. In these two cases
|κ˙| ≈ |4− 2n|
n+ 1
Hκ , (6.8)
and since H is decreasing, at some point a given k-mode will spend enough time within the first narrow
band for self-resonance to become efficient. This eventually leads to back-reaction on the condensate.
We can estimate the moment when this happens. Roughly speaking two conditions have to be met: (i)
|<(µ1k)|max∆tres  1 for sufficient particle production and (ii) |κ˙|∆tres  ∆κ for the given k-mode to
have spent enough time, ∆tres, within the first narrow resonance band of width ∆κ and height |<(µ1k)|max.
Hence at the time of back-reaction
|<(µ1k)|max =
Hbr
δ
κ
∆κ
, (6.9)
where the small dimensionless number δ  1 will be determined numerically from our non-linear analysis
in the next section. Recalling that H ∼ mφ¯/√2nmPl and that the initial amplitude of oscillations is ∼ M ,
at the end of inflation for M ∼ mPl, i.e.,
φ¯ ≈
(aend
a
)3/(n+1)
M , (6.10)
3Recall that the decay rate of the amplitude of φ¯ is set by H , whereas the typical frequency of oscillations is m. Since
H/m ∼ φ¯/mPl ∼M/mPl at the end of inflation, then M ∼ mPl leads to a rapid decay of the amplitude, within a few oscillations.
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then the predicted number of e-folds of expansion is4
∆Npredbr ≡ ln
(
abr
aend
)
≈ n+ 1
3
ln
[
1
dδ
κ
∆κ
M
mPl
|4− 2n|
n+ 1
]
.
(6.11)
The ratios κ/∆κ and
d ≡ |<(µ
1
k)|max
m/
√
2n
, (6.12)
for the first narrow instability band are given in Fig. 6.4 (also see Fig. 6.3). Curiously, their product is
approximately equal to 1.
For power-laws in the region of n = 2 condition (ii) is changed to H∆tres  1, leading to
|<(µ1k)|max =
Hbr
δ
, (6.13)
whence
∆Npredbr ≡ ln
(
abr
aend
)
≈ ln
[
1
dδ
M
mPl
]
. (6.14)
This semi-analytic linear analysis suggests that self-resonance, i.e., inflaton particle production out of the
coherent oscillations of the inflaton condensate, can occur after inflation for all values ofM . In the following
section we investigate numerically the linear and non-linear stages of the post-inflationary evolution. We
find that when strong resonance takes place (M  mPl), i.e., the inflaton spends enough time in the low-k
band, the condensate fragments completely into long-lived (oscillons, n = 1) or short-lived (transients,
n > 1) objects. We also find that even if expansion is significant, i.e., when M ∼ mPl, narrow resonance
leads to back-reaction and fragmentation.
6.3.2 Non-linear dynamics
In this section we present our results from numerical simulations of the post-inflationary universe. As usual,
we map the problem of the inflaton decay onto a classical one [145] which we solve numerically through
classical lattice simulations. We use LatticeEasy [74] and adopt the standard picture at the time of the
beginning of preheating, i.e., a homogeneous inflaton condensate φ¯(t) with vacuum fluctuation, δφk, on top
of it. The spatial 3d lattice is fixed in co-moving space. The subsequent inflaton evolution and the expansion
of the universe are calculated self-consistently, according to the Klein-Gordan, φ + ∂φV = 0, and
Friedmann equations. We consider subhorizon scales only, since non-adiabatic resonant particle production
happens predominantly on these scales. Ignoring metric fluctuations is also justified. We initialize the
simulations around the end of inflation, defined as the first instance when a¨(t) = 0 (the results are insensitive
to the exact time of initialization as long as it is near the end of inflation). We set N? = 60, to find the
parameters from eq. (6.4).
As discussed in Section 6.3.1, the interplay between parametric resonance and the Hubble expansion
can be divided into two regimes, depending on whether the rate of oscillations is slower (M ∼ mPl) or faster
(M  mPl) than the expansion rate of the universe at the end of inflation. Below, we consider each one in
turn.
4We use M/2 in the place of M for the E-models here and in eq. (6.14).
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Figure 6.5: The power-spectra of the inflaton field when the rate of oscillations is fast enough for back-reaction to take
place (left) and slow enough for the expansion of the universe to shut off the particle production before the condensate
can fragment (right). The data is for the T-model. On the vertical axes we have the inflaton power-spectrum which is
a measure of the two-point correlation function on co-moving scales ∼ k−1 or a measure of the autocorrelation per
logarithmic k interval. It has been deliberately rescaled by the amplitude of inflaton oscillations – this way if the peak of
the power-spectrum reaches unity, the variance becomes comparable to the mean and back-reaction occurs. The subscript
‘c’ stands for conformal – the Fourier modes are rescaled by a3/(n+1) whereas φ¯cm is the conformal amplitude, cf. Fig.
6.11, andmc ≡ m(φ¯cm). In both panels time runs from red to purple. Initially, we see particle production due to the broad
low-momentum instability band. In the left the growth is eventually shut off by back-reaction and fragmentation, whereas
in the right the particle production is quenched by the rapid expansion of the universe, which leads to the quick redshifting
of the amplitude of inflaton oscillations below the instability band, cf. Fig. 6.2. In the latter case the condensate remains
intact and keeps oscillating, while the energy in the excited modes becomes increasingly subdominant and never leads to
back-reaction. The broad peak in the power-spectrum, formed in the case with back-reaction, is slowly shifted towards
higher co-moving wavenumbers as the universe expands at late times. This is an indication for the formation of stable
objects of fixed physical size – oscillons, cf. left column in Fig. 6.6.
Oscillons & matter domination
For n = 1 when the universe expands slowly with respect to the rate of oscillations of φ¯(t) strong resonance
takes place. One can see that from Fig. 6.2 which implies that for M . 10−2mPl the broad low-k instability
band is important, since φ¯(t) undergoes a great number of oscillations while in it. Our simulations indeed
confirm the expectation from the linear analysis. Initially, we observe the development of a broad low-k peak
in the spectrum of the inflaton, cf. left panel in Fig. 6.5. When the energy of the peak becomes comparable
to that of the condensate, back-reaction takes place. The back-reaction process is very efficient in the sense
that the condensate fragments completely. However, the fragmentation is followed by the formation of
interesting non-linear structures of fixed physical size, cf. first column in Fig. 6.6. They remain intact for
the entire duration of the simulations. That is why the peak in the power-spectrum never goes away and is
only slowly shifted towards higher co-moving wavenumbers.
These non-linear objects are called oscillons [36]. They normally form if V is quadratic near the origin
and flatter away from it. Oscillons are long-lived pseudo-solitonic objects. Their field profile is such that the
non-linear terms from ∂φV essentially cancel the dispersion term in the equation of motion, i.e., ∂2t φosc +
m2φosc ≈ 0 (for a more detailed explanation cf., e.g., [36, 146, 147]). φosc(r, t) is spherically symmetric,
peaking at the centre of the oscillon and approaching monotonically zero away from it. The profile is
oscillating with time, hence the name. All points oscillate in phase at the same frequency, so one can
approximately write φosc(r, t) = R(r)T (t). The energy contained in oscillons, however, is constant with
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Figure 6.6: The three columns show snapshots of density contours at 5× the mean for M ≈ 0.775 × 10−2mPl for three
different n for the T-model. After the inflaton fragments it can form very stable objects (oscillons, n = 1) lasting millions
of oscillations or transient objects (n > 1) lasting tens of oscillations. They are highly overdense regions, containing a
substantial fraction of the energy of the universe for many e-folds of expansion (n = 1) or for O(1) e-folds (n > 1).
The inflaton becomes virialized after transients decay. The physical size of the co-moving boxes is given in terms of
m(φ = M). The boxes are always subhozrion.
time. They can lock a substantial fraction of the energy of the universe. Oscillons behave as pressureless
dust, thereby giving rise to a matter-dominated stage of expansion, cf. Fig. 6.7, where we plot the equation
of state parameter defined as
w ≡ 〈p〉s〈ρ〉s =
〈φ˙2/2− (∇φ)2/6a2 − V 〉s
〈φ˙2/2 + (∇φ)2/2a2 + V 〉s
, (6.15)
where, ρ and p are the energy density and pressure of the inflaton field, respectively. The symbol 〈. . .〉s
stands for spatial average over the lattice. The equation of state often rapidly oscillates compared to the
characteristic expansion time-scale – a time average over many oscillations should be assumed when we
refer to w unless otherwise stated. The number of e-folds of expansion after inflation is defined as ∆N =∫ a(t)
aend
d ln a. Note that w is not exactly 0, but rather decays towards it. This is because there is some energy
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Figure 6.7: The evolution of the equation of state for different M and n in the T-models. On the vertical axes we have the
equation of state and on the horizontal axes the number of e-folds of expansion after the end of inflation. In blue we
have the expected homogeneous equation of state and in black the equation of state for a radiation dominated universe.
In orange and green we give data from representative lattice simulations. In the orange cases (M ≈ 7.75 × 10−3mPl),
the resonance is efficient since it leads to the complete fragmentation of the condensate within less than an e-fold of
expansion. Afterwards w settles to 0 for a quadratic minimum (since oscillons behave as pressureless dust) or 1/3
for steeper power-laws (after the transient objects decay away). For n > 1 there is a brief intermediate period with a
matter-like equation of state, due to the transients (which, like oscillons, behave as pressureless dust). On the other hand,
in the green cases (M ≈ 2.45mPl) the resonance is inefficient since the condensate can oscillate for very long times.
In fact, if n = 1 the condensate never fragments due to self-resonance, cf. Fig. 6.5, whereas if n > 1 back-reaction
eventually occurs and the equation of state quickly settles to 1/3 in a step-like manner.
stored in relativistic modes outside the oscillons. However, since the energy in oscillons redshifts as matter,
ρ ∝ a−3, whereas in relativistic modes as ∝ a−4 it does not take long for w → 0. Note how efficient the
entire process is – it takes less than an e-fold of expansion for the field to fragment and form oscillons and
reach a matter-like equation of state in the T and E models. In these models the inflaton starts to oscillate
in the broad band immediately after inflation, cf. Fig. 6.2 (in the Monodromy models it can take up to
2 e-folds for the amplitude of inflaton oscillations to be redshifted to the broad instability band peak near
φ ∼ M ). For the universe to reach a radiation dominated state necessary for successful BBN, we need
extra ingredients in the way of daughter fields coupled to the inflaton which eventually lead to the decay of
the oscillons into relativistic matter. We must point out that φosc(r, t) is not actually an exact solution to
the equations of motion, but only approximate. Oscillons are expected to decay through classical [174] (or
quantum [175]) radiation eventually. Nevertheless, oscillons are very long-lived and stable objects that can
last for millions of oscillations (corresponding to many Hubble times).
The development of non-linear structures could potentially seed PBHs. We proceed with a qualitative
study of the gravitational field induced on the surfaces of the oscillons to roughly estimate how likely it is
for them to collapse under their own gravity and form PBHs. We use our lattice simulations which account
for gravity only at the background level. For our purposes it is sufficient to solve the Poisson equation within
the simulation box, subject to periodic boundary conditions:
∆ψN =
ρ
2m2Pl
, (6.16)
where ψN is the Newtonian gravitational potential and ρ is the local energy density. If the gravitational
potential on the surface of a spherical lump is ψsN ∼> 1, then the formation of a PBH should be expected
and a more detailed investigation carried out. We can actually estimate the typical ψsN from very simple
considerations. The oscillons are spherically symmetric. A good guess for the gravitational potential on the
surface of an individual object would be ψsN ∼Ms/(m2PlRs) ∼ ρcR2s /m2Pl, whereMs andRs are its mass and
79
6. Self-resonance after inflation: oscillons, transients and radiation domination
0 5 10
Figure 6.8: A histogram of the gravitational field, g, at ∆N = 1, after oscillons have formed and settled, for the T-model
with n = 1, M ≈ 0.775× 10−2mPl. If the Newton potential on the surface of the oscillons ψsN & 1, they could become
the seeds of primordial black holes. g has its maximum near the surface of the oscillons, r ∼ Rs, hence gmax,boxRs ∼
gsRs ∼ ψsN. Our simulations are in agreement with our expectations – vertical dashed line at gsRs ∼ 10−1× (M/mPl)2,
cf. eq. (6.17). Since oscillons cannot form from self-resonance for M > 10−2mPl, they cannot lead to the formation of
black holes.
radius, respectively, and ρc is the core energy density. Oscillons formed as a consequence of self-resonance
have φc . φ¯br, where φ¯br is the amplitude of the oscillating inflaton at the time of back-reaction (or
fragmentation). Hence, ρc . ρ¯br and ψsN . H2brR2s . According to this criterion only superhorizon objects
at the time of back-reaction can collapse and form PBHs. The broad low-k resonance band has a typical
lengthscale Rres ∼ m−1 ∼ Rs/10, cf. Fig. 6.2. It is subhorizon at the time of back-reaction since normally
φ¯br ∼M < 10−2mPl, while the Friedmann equation tells us H2br ∼ m2φ¯2br/(6m2Pl). Therefore, it is unlikely
for the pseudo-solitonic lumps to have ψsN ∼> 1 and collapse due to their own gravitational field and form
PBHs. The actual numerical solution to eq. (6.16) using data from our lattice simulations confirms that,
cf. Fig. 6.8. There we show a histogram of the magnitude of the gravitational field, g = |∇ψN|, for
M ≈ 0.775× 10−2mPl at ∆N = 1 for the T-model. We can clearly see that our naive upper bound for ψsN
describes quite well the data. We estimate that gs ∼ ψsN/Rs ∼ (M/mPl)2m ∼ 10 × (M/mPl)2/Rs, which
indeed corresponds to the maximal value of g up to a factor of order unity.5 Hence
ψmaxN . 10×
(
M
mPl
)2
. 10−3 . (6.17)
Transients & radiation domination
Even if V is steeper than quadratic near the minimum (n > 1) we also observe the formation of non-linear
objects, when the universe expands slowly with respect to the rate of oscillations of φ¯(t). We refer to them
5We found that the profiles of individual oscillons can be approximated as Gaussian. The maximum of the gravitational field
is always near their surface.
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Figure 6.9: The evolution of the fraction of energy, f , stored in gradient (blue), potential (orange) and kinetic (green) terms.
The red (dotted) line is the right hand side of the virial expression, cf. eq. (6.18), divided by the total energy. All
curves represent time averages over many oscillations and volume averages over the simulation box. The data is for the
T-models. In the case on the left, the universe expands slowly enough for the broad instability band to play an important
role. The condensate fragments rapidly into transient objects, surviving for about an e-fold of expansion, as one can tell
by the initial plateau in fgrad. After that the transients decay away and the inflaton field becomes virialised. In the right
panel, the amplitude of inflaton oscillations is redshifted quickly towards the power-law minimum. Only the first narrow
instability band is relevant. It leads to slow but steady particle production. The condensate oscillates for over 5 e-folds,
as indicated by the initial plateaus in the three fs. Eventually, the excited modes backreact and the condensate fragments.
Interestingly, the field remains completely virialised throughout its evolution. In both cases the self-interaction energy
becomes increasingly subdominant with time.
as transients since they are much shorter-lived than oscillons – they survive for tens of oscillations only, cf.
second and third columns in Fig. 6.6 and first column in Fig. 6.10. Still, they can dominate the energy
budget of the universe for up to an e-fold of expansion, cf. Fig. 6.7, and hence can be of cosmological
relevance. Their effect on the equation of state of the universe is quite interesting. Before they decay w
is matter-like (since transients, like oscillons, behave as matter), whereas after that it is that of radiation,
w = 1/3, for all n > 1. This could be understood if one looks at the evolution of the fraction of energy
stored in the form of kinetic, gradient and potential energies, cf. Fig. 6.9. Numerically, we find that after
the transients decay, they leave a completely virialized [176] inflaton
1
2
〈φ˙2〉s,t = 12〈(∇φ/a)
2〉s,t + n〈V 〉s,t . (6.18)
This implies6
w =
1
3
+
2
3
(n− 2)
(n+ 1) + 〈(∇φ/a)
2〉s,t
〈V 〉s,t
. (6.19)
6If we assume that
D
〈...〉s
〈...〉s
E
t
=
〈...〉s,t
〈...〉s,t , which turns out to be an excellent approximation at late times.
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Figure 6.10: Representative power-spectra for n > 1. The data is for the T-models (cf. Fig. 6.5 for notation). The left column
is for sufficiently smallM , allowing for the broad instability band to generate enough particles to fragment the condensate
and form transients. As the objects decay, the broad peaks in the power-spectra go away and UV and IR modes become
excited. The right column is for larger M , for which the first narrow instability band leads to slow, but steady particle
production in a narrow co-moving band whose peak shifts with time towards higher (n < 2), lower (n > 2) co-moving
modes or stays fixed (n = 2) at k ≈ 1.27mc, cf. Figs 6.2, 6.3. The growth is eventually shut off by back-reaction and
fragmentation (without the formation of any transient non-linear objects). For n = 3, the chosen M is not too large
and allows for some initial particle production due to the lower regions of the broad instability band (the bump around
k ∼ 0.5mc). In all six panels, power cascades slowly towards the UV at late times. Since there is a subdominant remnant
oscillating condensate, cf. Fig 6.11 there is also some particle production due to the first narrow instability band at late
times, clearly visible in the first column and not so much in the second column.
Since 〈V 〉s,t  〈φ˙2〉s,t, 〈(∇φ/a)2〉s,t, cf. Fig. 6.9,w → 1/3 – a somewhat unexpected result for n < 2. The
reason why it is surprising is the following. Recall that the density of a condensate oscillating in V ∝ |φ|2n
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Figure 6.11: The evolution of the volume average of the inflaton field for the T-models. φ¯init is its initial value, at the
beginning of the simulations (around the end of inflation, when a¨ = 0 for the first time). We plot the rescaled ‘conformal’
value φ¯c(t) ≡ (a/ainit)3/(n+1)φ¯(t) – the prefactor compensates for the decay of the amplitude of inflaton oscillations
due to the expansion of the universe. The left panel is for a case when the mass M is small enough for the broad
instability band to play a major role and lead to the formation of transients. Shortly after initialization, the condensate
undergoes several oscillations with a nearly constant conformal amplitude, φ¯c,m ≈ 0.5φ¯init (for Monodromy models,
it can undergo 10s of oscillations). During this period, the broad instability band excites multiple modes, eventually
causing back-reaction. The oscillating condensate disappears for about an e-fold of expansion, reflecting its complete
fragmentation and the formation of localized transients. As the objects decay away, a part of the condensate reappears,
because a non-trivial dynamical equilibrium is established [18, 19, 145]. The new condensate, however, is increasingly
subdominant in energy. The right panel is for a case when M is so large, that only the first narrow instability band plays
an important role. The condensate undergoes many oscillations with conformal amplitude very close to φ¯init (this is
typical for M & mPl). As the slow, but steady particle production due to the first narrow band causes back-reaction, the
condensate fragments partially. Non-linear transient objects do not form in this case, but just like after their decay in the
other case, the remnant condensate becomes energetically less important with time.
redshifts as ρ ∝ a−6n/(n+1),7 i.e., slower than radiation for n < 2. Hence, for such n, whatever condensate
(coherent low-k modes) is left after the decay of the transients, its energy should redshift slower than the
energy stored in the relativistic modes and eventually become the dominant component, yielding7
whom =
n− 1
n+ 1
. (6.20)
Instead, numerically we find that power cascades slowly towards the UV akin to the turbulent evolution
described in [18, 19] and that the energy stored in the relativistic modes always dominates over the remnant
condensate, leading to w → 1/3, for all n > 1. This is a purely non-linear effect.
The formation of transients is somewhat unexpected, too. We could try to make a connection with
oscillons and assume that the dispersion term is cancelled by all but the lowest order term from ∂φV in the
equation of motion, i.e., ∂2t φtr + m
2φtr ≈ 0. However, this equation does not permit separable solutions.
It is impossible to get an approximate solution of the form φtr(r, t) = R(r)T (t), since m2 ∝ φ2n−2tr and
therefore the frequency of oscillations will be amplitude dependent, implying that different points of the
7For a rapidly oscillating scalar condensate in an expanding universe 0 = 〈φ(φ¨+ ∂φV )〉t = −〈φ˙2〉t + 〈φ∂φV 〉t, from which
follows 〈φ˙2〉t = 2n〈V 〉t. After substitution in eq. (6.15) we obtain eq. (6.20), whereas using energy conservation ρ˙+3H(ρ+p) =
0, we arrive at ρ ∝ a−6n/(n+1).
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Figure 6.12: On the left we show the number of e-folds of expansion after the end of inflation when back-reaction takes place
due to particle production from the first narrow instability band. On the horizontal axis we plot the predicted values (eq.
(6.11) for 1 < n 6= 2 and eq. (6.14) for n = 2) and on the vertical axis the measured values from lattice simulations, for
different M and n. The orange squares are for the T-models, the green rhombi are for the E-models and the red triangles
are for the Monodromy models for q = 0.5, 1. We find that for all models and parameters, the data fits the 45o degree
line for δ ≈ 0.126. We also found that changing δ to 0.100 describes well the time the equation of state approaches
wrad = 1/3, as shown on the right.
profile will oscillate at different rates. In our simulations we indeed observe the formation of ripples on top
of the oscillating φtr(r, t), which radiate away the energy of the objects, explaining their transient nature.
We can in fact go a step further and generalize this statement and claim that any V ∝ |φ|2n (n > 1) near
the origin and flattening out away from it can support such transients. To the best of our knowledge this is
the first time they have been reported in the literature. It is interesting to think about the longevity of this
objects if there is a mechanism which forces their profile to resemble a top-hat (akin to the flat-top oscillons
[177]). The constancy of the amplitude within an extended region should suppress the formation of ripples
and prolong the lifetime of the transients. We leave this investigation for a future work.
We have also analysed the gravitational field created by the transients. We arrive at qualitatively similar
results to n = 1, cf. eq. (6.17) and Fig. 6.8, i.e., they are very unlikely to seed PBHs. On the other
hand, transients decay away quickly, in a non-spherical manner. Hence, unlike the cases when we have
oscillons in which gravitational waves (GWs) are not generated after oscillons are formed [82], the decay of
the transients can act as an additional source of GWs and we hope to address this issue in the near future.
1st band & radiation domination
Let us proceed with the case when the expansion of the universe immediately after inflation is more
important than the particle production from the broad resonance band, M ∼> 10−2mPl. For all n the
amplitude of φ¯ decays rapidly, and it does not undergo a significant number of oscillations while the low-k
modes lie in the broad instability band, cf. Fig. 6.2. Our simulations indeed reveal that all δφk do not grow
much initially. They experience brief excitations due to the crossing of multiple instability bands, but not
large enough to back-react on the condensate. φ¯(t) continues to oscillate around the bottom of V ∝ |φ|2n.
However, as Fig. 6.2 suggests, despite the fast expansion of the universe, narrow resonance effects play
an important role at late times for n > 1. Co-moving modes within the narrow bands remain unstable
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as Hubble expansion drives φ¯ → 0. However, the unstable k-modes cannot grow indefinitely. Roughly
speaking, when their energy becomes comparable to that of the condensate, non-linear effects become
important and lattice simulations become essential. We show in the right column in Fig. 6.10 the inflaton
spectra at different times. After a short period of excitation of low-k modes, φ¯ has decayed significantly
(due to expansion) for the narrow bands to become important. The modes within the first narrow resonance
band grow ever faster when compared to the expansion time-scale, since |<(µk)| ∝ m and H ∼ mφ¯/mPl,
i.e., |<(µk)|/H ∝ mPl/φ¯, developing a prominent narrow primary peak that is shifted towards higher
co-moving wavenumbers (n < 2), towards lower co-moving wavenumbers (n > 2) or is fixed in co-moving
space at k1 = κ1a(t)m(t) = const, κ1 ≈ 1.27 (n = 2). Interestingly, before the deposited energy in
the primary peak becomes comparable to that of the condensate, a series of secondary peaks develops.
Initially at k near 0 and then at ever higher k. We call them secondary because they do not follow from
the linear analysis (the linear analysis yields a much slower growth near the secondary peaks). They result
from re-scattering processes (we confirmed their re-scattering origin by removing the initial fluctuations
above a certain cut-off, e.g., k > 1.2k1 for n = 2). The k close to 0 appears first as a consequence of
the strongest re-scattering – between particles from the primary peak and the condensate. The higher k
peaks then follow from ‘primary-primary’ and ‘primary-secondary’ re-scattering processes. The parametric
resonance is eventually shut off by the back-reaction on the condensate. All peaks smear out and again (just
like in the transients case) the field is virialized, cf. Fig. 6.9, the power cascades slowly towards the UV
and the energy stored in the relativistic modes always dominates over the remnant condensate, leading to
w → 1/3. This is a purely non-linear process that has been observed in pure λφ4 theory [18, 19, 145]. Note
that φ¯ never disappears completely, cf. Fig 6.11 – it is in a non-trivial dynamical equilibrium with the highly
occupied modes and if it is removed artificially it reappears due to Bose condensation (for more details see
the references). Importantly, the inflaton field is again virialized, having kinetic and gradient energies much
greater than the potential energy, which implies a w ≈ 1/3. We find that the fragmented inflaton almost
immediately reaches a radiation dominated state of expansion, i.e., ∆Nrad & ∆Nbr. The expected time from
the linear analysis in Section 6.3.1, cf. eqs. (6.11,6.14), agrees well with the lattice simulations, cf. Fig.
6.12, when the first narrow instability band plays an important role. The moment of back-reaction obtained
from our lattice simulations fits the predictions for δ ≈ 0.126, for all four models (T, E and Monodromy
q = 0.5, 1). We also find that decreasing the small parameter to 0.100 describes well the data for the time
when w settles to 1/3. When the broad instability band causes the fragmentation of the condensate into
transient objects we find that ∆Nrad & ∆Nbr ∼ 1 (2.5) for the T and E (Monodromy) models. These simple
results have significant implications for the constraints on ns and r, cf. Section 6.4.
For n = 1 when M ∼> 10−2mPl, we do not observe sufficient particle production to fragment the
condensate. This could be understood again from the stability chart in Fig. 6.2 – since the narrow bands
vanish as φ→ 0, there should not be any particle production at late times. Our lattice simulations verify this,
cf. right panel in Fig. 6.5. The condensate remains intact and keeps oscillating about a quadratic minimum,
implying a matter dominated stage of expansion, w = 0, cf. Fig. 6.7.
Numerics
We have carried out various numerical checks. We have tested the robustness of our results against changes
in the IR and UV resolutions of our simulations. While often a 2563 lattice turned out to be large enough to
cover the relevant dynamical range, we typically ran 5123, sometimes going up to 10243 to make sure that
finite resolution effects do not lead to spurious results.
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Figure 6.13: The evolution of the power-spectrum for a case when transients form and then decay away. The data is from
three simulations, differing in their IR resolution. The solid lines are for a 10243 run, the dotted for a 5123 run and the
dashed for a 2563 run. After the initial particle production in a broad co-moving band, the condensate fragments and
forms transient objects, as indicated by the broad peak at intermediate times. As the transients decay, the broad peak goes
away, power cascades towards the UV, with low-energy long wavelength modes also being excited. Importantly, the IR
cut-off does not affect the evolution of the intermediate and short wavelength modes which dominate the energy budget.
For n = 1 the simulations were relatively straightforward. For M ∼ mPl, very little energy is transfered
from the homogeneous inflaton to relativistic modes, back-reaction never takes place due to self-resonance,
the condensate remains intact and keeps oscillating (however, if gravity is included at first order, the
condensate must eventually fragment [83]; this is beyond the scope of our work). When M < 10−2mPl
and oscillons form, the only challenges are to make sure that the full width of the broad low-momentum
instability band is captured (setting the IR cut-off) while the UV cut-off allows for the resolution of the
small (with respect to the horizon) objects. Since the lattice is fixed in co-moving space, i.e., expands along
with the universe, and oscillons have fixed physical size, we inevitably run out of resolution on small sales.
A 5123 run with the product of the physical length of the edge of the lattice and the Hubble parameter at the
time of back-reaction (LH)br ∼ 0.1, allows to keep track of the oscillons for about an e-fold of expansion
after their formation, while resolving the broad resonance band at earlier times.
When n > 1 and transients form we are faced with the same challenges as in the oscillons case.
However, as the transient objects decay and the broad peak in the inflaton field power-spectrum goes away
and most of the power is transfered to high-k modes, some energy goes to the IR modes, too. We have
verified that the IR cut-off does not affect the dynamics on small scales and the features on intermediate
scales, cf. Fig. 6.13. The former can be understood from the fact that the IR modes are much less energetic
than the UV modes (typically suppressed by a factor of k2) and the latter from the non-trivial dynamical
equilibrium [18, 19, 145] between the energetic (i.e., UV) and subdominant (i.e., intermediate and IR)
modes. Hence, the IR cut-off does not affect the evolution of the equation of state, which is determined
by the high energy modes. The only quantity that we find to be affected is the spatial average of the
inflaton, φ¯(t), after transients decay, cf. Fig. 6.11. Basically, the amplitude of the oscillations of the
condensate that forms after transients go away turns out to vary weakly (normally decreases) as we improve
the IR resolution. This is reasonable, since we capture more long wave modes (the non-trivial dynamical
equilibrium also implies in general some variation in the occupation number of the IR modes). But again,
since the IR modes and the condensate in particular are subdominant in energy, their sensitivity on the IR
86
6.4. Observational implications
0 5 6.4 6.8
0.0
0.2
0.4
0.6
0.8
1.0
Figure 6.14: The evolution of the equation of state for a case when M is large enough for particle production from the first
narrow instability band to cause back-reaction and fragmentation. The green solid and the red dotted lines are for two runs
with the same IR cut-off, but different UV resolution. The inflaton dynamics and w are not affected by the UV cut-off for
the duration of the simulations.
resolution has a negligible effect on the inflaton dynamics. On the other hand, since in the cases of radiation
domination, energy always cascades slowly towards high-k modes it was also important to verify that the
UV cut-off does not affect the inflaton dynamics and the evolution of the equation of state, cf. Fig. (6.14).
We found that with 2563 and 5123 boxes with the same IR cut-off, effects due to the finite UV resolution
become important after 2 e-folds after back-reaction for n . 2 and much later for n > 2, i.e., always long
after radiation domination is established.
6.4 Observational implications
6.4.1 CMB observables
The numerical studies presented in the previous section give us a new look on the expansion history of
our universe. We have shown that for all potentials that are steeper than quadratic near the origin, n > 1,
and any value of M , the oscillating inflaton condensate fragments due to self-resonance. The equation
of state approaches that of a radiation dominated universe at sufficiently late times. In fact, the time it
takes for the universe to make the transition from an inflationary to a radiation dominated state, in the
case of negligible couplings between the inflaton and light species of matter, can be used as an upper
bound on the duration of this intermediate period. It is justified because if interactions are stronger (but
still perturbative), than the production of relativistic daughter particles is even more effective than due to
self-resonance, and the transition is faster. Even with non-perturbative decay to massless fields (say via
bi-quadratic interactions), our statement about the upper bound is not expected to change [33].8 All of
8However, care is needed in interpreting our claim. The decay to sufficiently massive fields or non-perturbative dynamics of
massless fields coupled to the inflaton when (for example) defects form can change this conclusion.
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these insights can help us improve the uncertainties in the predictions of individual models of inflation in
a rather general way, without the need for a specific reheating model. In the remainder of the section we
derive the improved predictions for two cosmological observables – the scalar spectral index, ns, and the
tensor-to-scalar ratio, r, and compare them to the most recent constraints from measurements of the CMB.
Slow-roll inflation yields a nearly scale-invariant power-spectrum of the curvature perturbation, R, see
eq. (1.59). The amplitude of the curvature perturbations, As ≈ 2.2 × 10−9, is measured at the pivot scale
k? = 0.05 Mpc−1, whereas the observed running of the scalar spectral index, dns/d ln k, is consistent with
0 [2].
On the other hand, the best constraints on the tensor-to-scalar ratio, r, are evaluated at a pivot scale of
k? = 0.002 Mpc−1 and are shown in Fig. 6.17, together with those for ns. Note that the quoted values of ns
are for measurements carried out at a different pivot scale – 0.05 Mpc−1. However, since there is no running
in the scalar spectral index, it is safe to assume that the same constraints on it hold for k? = 0.002 Mpc−1
[2]. Henceforth, we will use 0.002 Mpc−1 as the value of the pivot scale when calculating predictions for
ns and r.9
In the slow-roll approximation, see eq. (1.61),
ns = 1− 3m2Pl
(
V ′?
V?
)2
+ 2m2Pl
V ′′?
V?
,
r = 8m2Pl
(
V ′?
V?
)2
,
(6.21)
where V? ≡ V (φ?), etc. and φ? is the value of the inflaton field at the time when the co-moving pivot scale
crossed out the Hubble radius k = k? = a?H?. The number of e-folds of expansion before the end of
inflation, N?, when this happened, is, cf. eq. (5.2),
N? =
∣∣∣∣∫ φend
φ?
V
V ′
dφ
m2Pl
∣∣∣∣ . (6.22)
Here φend is the value of the inflaton field at the end of inflation, a¨ = 0.10 In conventional studies of
reheating N? is effectively treated as a free parameter in the range 50 < N? < 60 due to uncertainties
related to the post-inflationary expansion history. Comparisons with observations can lead to constraints on
the duration of the transition from an inflationary to a radiation dominated state, ∆Nrad, and the reheating
temperature, Tth, for a given expansion history, w(∆N), and inflaton potential parameters [45–47, 51, 134,
135, 137–142]. In this chapter, we tackle the problem from the opposite direction. Thanks to our numerical
studies, we have a better understanding of w(∆N) and an upper bound on ∆Nrad. Thus, we can treat N? as
a known quantity (with a known variation) and use it to actually constrain inflaton potential parameters. To
this end we need to derive an expression forN? from mapping modes between horizon crossing, k? = a?H?,
9For the calculation of the inflaton potential parameters in Section 6.3.2, we have used the value of As measured at k? =
0.05 Mpc−1. We have checked that our results do not change with the variation of the model parameters for pivot scales in the
range 0.002 Mpc−1 ≤ k? ≤ 0.05 Mpc−1, assuming eq. (1.59).
10In principle, one can calculate φend from the inflaton dynamics during inflation. Nevertheless, a good estimate, sufficient for
our purposes, can be obtained from setting the potential slow-roll parameter, V = m
2
Pl (V
′/V )2 /2, to 1.
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during inflation and re-entry, k? = a0H0, at late times. We start from
k?
a0H0
=
a?H?
a0H0
=
a?
aend
aend
arad
arad
a0
ρ
1/4
rad
H0
ρ
1/4
end
ρ
1/4
rad
H?
ρ
1/4
end
,
(6.23)
where N? ≡ ln(aend/a?) and ∆Nrad ≡ ln(arad/aend). Note that ρrad is the mean energy density at the
beginning of radiation domination, w → wrad = 1/3, which is captured by our lattice simulations. The
universe need not be in thermal equilibrium at that time. In fact, thermal equilibrium could be reached much
later and we can determine the exact moment from
ρ
1/4
radarad = ρ
1/4
th ath , (6.24)
where we assume that the universe is dominated by relativistic degrees of freedom while arad < a < ath.
Taking the log of eq. (6.23) after plugging-in eq. (6.24) and H2? ≈ V?/(3m2Pl) yields
N? = ln
(
ρ
1/4
th√
3H0
ath
a0
)
+
1
4
ln
(
V 2?
m4Plρend
)
− ln
(
k?
a0H0
)
−∆Nrad + 14 ln
(
ρrad
ρend
)
.
(6.25)
The value of the first term is generally known, since it is determined by the physics of the late universe,
while the second term depends only on the inflaton potential parameters and As through the constraint in
eq. (6.30). The third term is a function of the pivot scale which we have already fixed, whereas the fourth
and fifth terms can be extracted from the results of our lattice simulations for a given model. Therefore, N?
is solely a function of the inflaton potential parameters!
Note that the ratios ath/arad and ρth/ρrad do not appear in eq. (6.25). Their absence is a manifestation
of the importance of the expansion history over the thermal history of the universe in the context of mapping
cosmological perturbation modes to early times. It is sufficient to know the evolution of the scale factor
and the moment when w → 1/3. The value of the redshift at which the universe reached local thermal
equilibrium has no effect on the mapping of the modes (as long as w = 1/3, while arad < a < ath which is
a reasonable assumption). Thus, one can, in principle, employ classical lattice simulations to calculate the
expansion history up to a = arad and, thereby, connect inflationary predictions with observations without
having to worry about thermalization, Tth and the end of reheating as a whole. To show that this is indeed
the case, let us calculate the first term in eq. (6.25). The entropy, s ∼ gT 3, (g being the number of effective
bosonic degrees of freedom in thermal equilibrium) is conserved between the end of reheating and today
stha
3
th = s0a
3
0 , (6.26)
whence,
ρ
1/4
th√
3H0
ath
a0
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(
pi2gthT
4
th/30
)1/4
√
3H0
(
g0T
3
0
gthT
3
th
)1/3
=
(
pi2
30
)1/4
g
1/3
0 g
−1/12
th√
3
T0
H0
≈ e66.89g−1/12th ,
(6.27)
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Figure 6.15: The figure illustrates our assumptions about the expansion history of reheating (see also Fig. 5.1 for notation).
We assume that after w = wrad = 1/3, the equation of state remains constant until thermalization, i.e., for arad < a <
ath. We also assume that w = whom = (n − 1)/(n + 1) between the end of inflation and radiation domination, i.e.,
aend < a < arad. The solid orange line shows the maximal value of ∆Nrad ≡ ln(arad/aend), determined by our lattice
studies (for some value of the power in the range 1 < n < 2; for n > 2 see Fig. 6.16) of self-resonance. Perturbative
decays to relativistic daughter fields decrease ∆Nrad. The dashed line depicts the case of instantaneous transition to
radiation domination, ∆Nrad = 0, whereas the dotted line stands for some intermediate value of ∆Nrad. Note that the
dotted and solid orange lines are parallel to each other. Recall that d(lnH−1)/d(ln a) = 3(1 + w)/2.
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Figure 6.16: Same as Fig. 6.15, but for n > 2. Note that the dotted and solid orange lines are parallel to each other.
where T0 = 0.235 meV is the CMB temperature today, g0 = 43/11, H0 = 67.6 km s−1 Mpc−1, 1 Mpc =
3.086× 1019 km. gth is largely unknown. At the time of big-bang nucleosynthesis, gBBN = 106.75. In the
analysis below, we let gth = 1−105. Luckily, due to the small power it is raised by in eq. (6.27), gth affects
the predictions for ns and r negligibly.
In general, the time of a = arad depends on the specific model of reheating, e.g., the form and strength
of the interactions of the inflaton with the other species of matter. Each model has to be dealt with on
an individual basis, by carrying out expensive lattice simulations. Furthermore, the broad range of possible
interactions leads to various expansion histories, increasing the range ofN? values for fixed inflaton potential
parameters significantly. However, this is not the case for all observationally consistent models with n > 1.
As we showed in Sections 6.3.2 and 6.3.2, in these models the approach to w = wrad can be realised
even with an isolated inflaton, completely decoupled from all other species of matter, evolving under the
influence of its self-interactions and gravity only. Since any additional (perturbative) decay channel to
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Figure 6.17: Top row from left to right: α-attractor T and E models. Bottom row from left to right: Monodromy models,
q = 0.5, 1. The recently reported constraints on r and ns by the Planck Collaboration [2] are shown with the blue shaded
regions. Our predictions for n = 1.5, 2, 3 are given by the thick green, orange and red lines for different values of
M . As the straight arrows indicate, as we increase M we move up the lines. The width of each thick line reflects the
uncertainty from our analysis – ∆Nrad ≤ ∆N lattrad , i.e., the uncertainty from coupling the inflaton to other light fields. The
black edges are for the upper bound. On the other hand the broad green, orange and red striped bands give the standard
predictions for the same M and n. The width of each band accounts for the standard reheating-related uncertainties –
50 < N? < 60. Our bounds on the expansion history after inflation, reduce the uncertainties in N? significantly and
hence in the predictions for the two CMB observables, as can be seen in the figures.
daughter particles (which are typically relativistic) speeds up the approach tow = wrad, the ∆Nrad obtained
for an isolated inflaton can serve as an upper bound on the duration to radiation domination. Moreover,
the expansion history takes a very simple form: w = whom if 0 < ∆N < ∆Nrad and w = wrad if
∆N > ∆Nrad, where ∆N is the number of e-folds of expansion after inflation. The form of the evolution
of w does not change if we turn on the (perturbative) interactions with daughter particles; only ∆Nrad can
decrease (down to 0 at most), see Figs. 6.15 and 6.16. This expansion history implies
ρenda
6n/(n+1)
end = ρrada
6n/(n+1)
rad , (6.28)
finally leading to
N? = 66.89− 112 ln (gth) +
1
4
ln
(
V 2?
m4Plρend
)
− ln
(
k?
a0H0
)
+
n− 2
2(n+ 1)
∆Nrad .
(6.29)
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Recalling
As =
1
12pi2
V 3?
m6PlV
′
?
2
, (6.30)
we can now solve eqs. (6.22,6.29,6.30) simultaneously for N?, Λ and φ?, for given values of M , n (and
q) and substitute the results in eq. (6.21). The obtained values for ns(M,n) and r(M,n) are shown in
Fig. 6.17 as thick green, orange and red lines for n = 1.5, 2, 3, respectively.11 The width of each line
reflects the uncertainty from coupling to other light fields, i.e., ∆Nrad ≤ ∆N lattrad (M,n). For comparison we
also give the predictions for the same M , n (and q), assuming the standard reheating related uncertainties
50 < N? < 60, with the shaded broad bands. The width of each band reflects the uncertainty in N?. The
figures clearly indicate that our analysis significantly reduces the theoretical uncertainties in the predictions
for the CMB observables – from the standard broad lines to the thick lines that we have.
6.4.2 Reheating temperature
The analysis in the previous section emphasizes the importance of the expansion history in the determination
of the inflationary observables such as the scalar spectral index ns and the tensor-to-scalar ratio r. While
it does not tell us much about the thermal history of the universe, it still allows us to calculate an upper
bound on Tth for an ‘isolated’ inflaton (i.e., an inflaton whose couplings to additional light fields can be
neglected during aend < a < arad) when n > 1 and n 6= 2. If we assume that soon after the approach to
a radiation-dominated state of expansion the universe reaches thermal equilibrium, i.e., abr . arad . ath,
then
ρth =
pi2
30
gthT
4
th . 3m2PlH2br ≈
m2brφ
2
br
2n
, (6.31)
whence, for the case when the first narrow instability band plays a major role,12
Tth .
√
bmPlM
(pi2gth/30)
1/4
[
mPl
M
∆κ
κ
dδ
n+ 1
|4− 2n|
]n/2
. (6.32)
The new parameter appearing under the square root is defined as
b ≡ m/
√
2n
mPl(φ¯/M)n−1
. (6.33)
From eqs. (6.4,6.7) it follows that
b ≡

√
3pi2As/N2? T ,
2
√
3pi2As/N2? E ,√
6qpi2As/n
(2qN?m2Pl/M2)
q/4 (qmPl/M)
2 Mon .
(6.34)
This upper bound on the reheating temperature holds when the thermal equilibrium is reached after the end
of self-resonance when w = 1/3. If the inflaton is coupled strongly enough to additional light fields and
w = 1/3 is reached earlier, due to the inflaton decays into other relativistic degrees of freedom, then the
reheating temperature can be even higher, with the upper bound set by the energy scale of inflation.
11We have used gth = 103, however, letting it vary in the range 1− 105, does not change the location and the thickness of the
lines in any visible way.
12In eqs. (6.32,6.33) we use M/2 in place of M , for the E-models.
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Figure 6.18: The upper bound on the reheating temperature, Tth, as a function ofM and n in the limit when the self-couplings
of the inflaton dominate over its couplings to other species of matter. The red areas in the upper right corners in each
panel represent regions in parameter space for which the upper bound on Tth for an isolated inflaton is less than the lower
bound (1 MeV) imposed by the big-bang nucleosynthesis scenario. The horizontal black bands near n = 2 remind us
that we cannot arrive at an upper bound on the reheating temperature on the basis of the expansion history alone for a
quartic potential. The monotonic decrease of Tth with n and M/mPl for n > 2 can be understood from the duration
of the self-resonance due to the narrow instability band. As upon increasing any of the two parameters it takes longer
for fragmentation to take place, the energy density would be redshifted to lower values at the time of back-reaction, too,
hence the observed dependence.
On the other hand, BBN provides a lower bound: Tth > TBBN ∼ 1 MeV. If it saturates the upper one in
eq. (6.32), then we know that significant couplings to additional light fields have to be introduced explicitly,
to make sure that energy is transfered early enough from the condensate to relativistic species of matter
and the reheating temperature can be raised to the observationally allowed region. In Fig. 6.18 we plot the
numerical values of Tth from eq. (6.32) along with the constraints from BBN. They become important only
for large n and M/mPl. Qualitatively, this can be understood from the nature of the self-resonance. Since
∆Nbr increases monotonically with n and/or M/mPl for n > 2, cf. eq. (6.11), then the energy scale at
back-reaction (and the upper bound on Tth) will decrease because of the prolonged oscillatory period during
which the energy of the condensate is redshifted. These dependences can be seen directly in the square
brackets in eq. (6.32). Note that the additional M term appearing under the square root in front of the
square brackets comes from the energy scale of inflation and has opposite effect, i.e., the higher M is the
greater the energy scale at the end of inflation is and hence the greater Tth is. However, this effect is not
sufficiently strong and the overall dependence on M is determined by the duration of the self-resonance.
Another use of the expression in eq. (6.32) is that it gives us an estimate for the characteristic energy
scale at the time of back-reaction and fragmentation. This then tells us the typical frequency of gravitational
waves emitted due to the non-linear dynamics. For instance, since the planned mHz gravitational wave
detector LISA [120] is expected to probe early universe phase transitions at characteristic temperatures
102− 103 TeV, then from Fig. 6.18 follows that for n & 5 and M & mPl the peak in the power-spectrum of
the stochastic gravitational wave background from phase transitions occurring shortly after self-resonance
should be in the 1 mHz range today. We present a more detailed discussion in the following section.
6.4.3 Gravitational waves
The fragmentation of the inflaton condensate due to resonant particle production during preheating can
lead to the generation of a stochastic gravitational wave background (GWB) [118, 178–180]. For narrow
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self-resonance, the power-spectrum of the GWB (at the time of its generation) is peaked near the typical
physical momentum of produced particles. In this section we will estimate the frequency of the peak today,
as well as its height, for different models and parameters.
Let us start with a derivation of the frequency observed today of a signal with co-moving wavenumber
k, generated during the time of back-reaction. The frequency (in Hz) can be written as
f =
1
2pi
k
a0
=
1
2pi
k
abrρ
1/4
br
(
ρbr
ρrad
)1/4 abr
arad
arad
a0
ρ
1/4
rad .
(6.35)
We now make the mild assumption that ρa4 = const for arad < a < ath, define a mean equation of state
ρa3(1+w) = const for abr < a < arad and recall that entropy conservation for a > ath implies
ρ
1/4
th ath
ρ
1/4
rel,0a0
=
(
gth
g0
)−1/12
, (6.36)
where ρrel,0 is the energy stored in relativistic degrees of freedom today. All of this yields
f =
1
2pi
k
abrρ
1/4
br
(
abr
arad
)(1−3w)/4(gth
g0
)−1/12
(3Ωrel,0)
1/4
√
mPlH0 . (6.37)
It can be further simplified, by substituting for the known parameters Ωrel,0 = 4.3× 10−5h−2100, h100 = 0.67
and again assuming gth = 103 and abr ≈ arad, to
f =
k
abr
1
ρ
1/4
br
× 4× 1010 Hz . (6.38)
The planned GW detectors LISA, BBO and Ligo O5 [120, 181] will have their best sensitivities in the mHz,
Hz and 102 Hz ranges, respectively. We would like to see for what model parameters f will fall into these
ranges. By looking at eq. (6.38) one can see two competing effects. The first factor giving the physical
wavenumber at the time of the generation of the GWB is proportional to the Hubble parameter at that
moment. The earlier the GWB is generated, the smaller the horizon at that time is and hence the higher the
frequency is. The energy density in the second term has the opposite effect. The more efficient the resonance
is (i.e., the earlier the time of back-reaction is) the greater the mean energy density of the universe is and
hence the lower the frequency is. This second effect is a manifestation of the redshifting of the gravitational
waves – the earlier in time they are generated the longer they are redshifted to lower frequencies. Overall, the
first effect wins, since the Hubble parameter is proportional to the square root of the mean energy density.
Hence, if we wish to drive f from eq. (6.38) to small enough values to be of observational interest, we
need to consider ‘inefficient’ self-resonance (i.e., sufficiently slow particle production). This can be seen
explicitly from the following expressions
k
abr
∼ mbr√
2n
≡ β−1Hbr , (6.39)
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f ∼ β−1
√
Hbr√
3mPl
× 4× 1010 Hz . (6.40)
Finally, after applying what we have learned for the fragmentation of the condensate from the previous
sections we find that
β = dδ ×
{
(∆κ/κ)(n+ 1)/|4− 2n| , n 6= 2 ,
1 , n = 2 ,
(6.41)
and that the frequency reduces to13
f ∼
(mPl
M
)(n−1)/2
β(n−2)/2
√
b× 1010 Hz , (6.42)
where we have ignored factors of order unity. We will use the last expression to calculate predictions for the
gravitational wave signal in the remainder of this section. However, the frequency as written in eq. (6.40)
can shed some light on what values of the parameters n and M fall in the mHz–102 Hz range. The typical
value of β for self-resonance is 10−3, hence an energy scale of back-reaction ∼ 102 − 103 TeV leads to
f ∼ 1 Hz. According to Section 6.4.2, such energy scales are expected for n & 5 and M & mPl.14
To check whether GWBs, whose peak falls in the observationally interesting frequency range, can be
indeed probed with upcoming experiments, we need to consider the actual strength of the signal itself.
Normally, it is characterized by the ratio of the GW energy density by logarithmic co-moving momentum
interval and the critical energy density of the universe today, i.e.,
ΩGW,0h2100 =
h2100
ρc,0
dρGW,0
d ln k
. (6.43)
We are again interested in the value of this quantity for the peak of the GWB. Since ρGWa4 = const one
can easily show that
ΩGW,0h2100 = ΩGW,br
(
abr
arad
)1−3w (gth
g0
)−1/3
Ωrel,0h2100 . (6.44)
Since
ρGW,br ∼ h˙2ijm2Pl ∼
(∇hij
abr
)2
m2Pl , (6.45)
and
h¨ij ∼ ∆hij
a2br
∼ [∂iφ∂jφ]
TT
m2Pl
(6.46)
and if we assume that a fraction δgrad of the mean energy density at the time of back-reaction is stored in
the form of gradients then
ρGW,br ∼ H2brm2Pl
(
Hbr
k/abr
)2
δ2grad
∼ ρc,br
(
Hbrδgrad
mbr/
√
2n
)2
= ρc,brβ2δ2grad ,
(6.47)
13We again use M/2 in the place of M for the E-models.
14Note that for phase transitions β ∼ 1 and such energy scales lead to f ∼ 1 mHz.
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Figure 6.19: The contemporary typical gravitational wave energy density from fragmentation due to particle production from
the first narrow instability band (vertical axes) as a function of its frequency today (horizontal axes). The light gray, gray,
dark gray lines are for M = 10mPl, mPl, 10−2mPl, respectively, for different values of n. The green, blue and orange
‘buckets’ give the target regions for planned gravitational wave detectors [120, 181].
implying ΩGW,br ∼ β2δ2grad. After substituting for it in eq. (6.44) we arrive at
ΩGW,0h2100 ∼ β2δ2grad
(
abr
arad
)1−3w (gth
g0
)−1/3
Ωrel,0h2100 . (6.48)
Plugging in the values of the known parameters and setting abr ≈ arad, finally yields
ΩGW,0h2100 ∼ 10−5β2δ2grad . (6.49)
In the calculations below we will use δgrad = 1/3 for a virialised scalar field. The typical values of
ΩGW,0h2100 < 10
−10 are quite small. Qualitatively, this could be understood from the following reasoning.
The factor of 10−5 in eq. (6.49) comes from Ωrel,0. Since gravitational waves redshift as radiation (or
relativistic matter) we expect ΩGW to scale linearly with Ωrel, which has been decreasing since the epoch of
equality. The additional β suppression is a consequence of the suppression of GW production on subhorizon
scales sourced by the anisotropic part of the energy momentum tensor of the scalar field, cf. eq. (6.47).
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Our estimates for the peak of the stochastic GWB, due to the fragmentation of the condensate after
particle production from the first narrow instability band, are summarized in Fig. 6.19. The shape for a set
of n and fixed M does not change significantly as we vary M . The prominent maximum at n = 2 and the
decrease as we move away from it can be understood in terms of β(n). Unfortunately, most of the parameter
space is unlikely to be probed by planned GW detectors. Only 5 < n < 6 and M > mPl lies within the
target space of BBO. However, a natural justification for this values of the parameters is not clear, whereas
observations of the CMB introduce additional constraints: M < 10mPl. Furthermore, in this scenarios
slow-roll inflation occurs at high energies ∼ 1015 GeV. Then the inflaton oscillates for ∼ 25 e-folds before
particle production from the first narrow instability band can cause back-reaction and fragmentation, again
posing some serious questions about the naturalness of this scenario.
6.5 Conclusions
We investigated the post-inflationary dynamics of the inflaton field governed by observationally consistent
potentials that are sufficiently flat away from the origin and going as simple power-laws, ∝ |φ|2n, near
it. Through a combination of semi-analytic and numerical methods we showed that self-resonance can be
important even when the inflaton is not coupled to other fields. We observed that for different parts of
parameter space, the inflaton can fragment through a narrow self-resonance or broad self-resonance. In
the latter case, the complete fragmentation of the inflaton in combination with the profile of its potential
lead to the formation of pseudo-solitonic objects, that are long-lived (short-lived) for n = 1 (n > 1). The
long-lived objects, also known as oscillons [36, 146, 147] dominate the energy budget of the universe, and
since they behave as dust, w ≈ 0, and can survive for many e-folds of expansion, the inflaton needs to have
an additional channel to decay into relativistic matter and set the stage for BBN. The short-lived objects also
behave as dust and can survive for up to O(1) e-folds of expansion. We have shown that the objects cannot
collapse under their own gravity and form black holes. Nevertheless, it might be worthwhile to include
gravitational interactions in simulations that run for much longer times to see if sufficient local densities can
be build up by accretion and collisions to produce a population of blackholes, or at least additional structure
on small scales [148–150].
As the transients decay away, the universe becomes radiation dominated. A similar trend is observed
for back-reaction after narrow self-resonance for n > 1, although we do not observe the formation of any
transient objects. In both cases, we find that at late times the field evolves in a turbulent manner [18, 19, 145]
and that the relativistic modes dominate the energy budget of the universe, leading to a radiation-dominated
period of expansion15, w → wrad = 1/3. We show that this simple result can be relevant for the bounds
on CMB observables such as ns and r. The fact that a completely decoupled inflaton from the rest of the
matter sector attains a radiation-like equation of state allows us to put limits on the duration of the transition
between the inflationary and radiation-dominated states of expansion. The length of the period, ∆Nrad, is
maximal if we ignore couplings of the inflaton to other light fields and is set by self-resonance, whereas it
can decrease (down to 0 e-folds of expansion) if we introduce (perturbative) interactions with other light
fields. We provide analytical expressions for the upper bound on ∆Nrad. This is then transferred on the
number of e-folds, N?, before the end of inflation when the pivot scale left the Hubble horizon and leads to
substantial reduction in the uncertainties in the predictions for ns and r.
15This is a purely empirical result which calls for a further analytical study.
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Figure 6.20: A summary for the asymptotic equation of state without coupling to additional fields. The numerical results
from lattice simulations are shown as green circles for M ≈ 2.45mPl, and orange squares for M ≈ 7.75 × 10−3mPl.
The dotted blue line is the expectation from a homogeneous, oscillating condensate.
We have shown that our results hold for quite general potential profiles. In this work we considered
symmetric (asymmetric) models – α-attractor T (E) models [159, 160], which are extremely flat away from
(only on one side of) the origin, as well as power-law potentials inspired by Monodromy inflation [161, 162].
The only requirement for broad self-resonance to be efficient and for formation of localized objects is the
potential profile to be flatter than ∝ |φ|2n in some region away from the origin. The field scale where the
potential makes the transition from flat to power-law,M , has to be also mPl in order for the expansion rate
of the universe to be much lower than the resonant excitation rate. Otherwise, when M ∼ mPl the amplitude
of inflaton oscillations decays away faster than the particle production rate due to the broad instability band.
But still, at late times the condensate oscillates in the V ∝ |φ|2n region, and the non-linearities give rise to
narrow instability bands and to a slow and steady particle production. However, the potential with n = 1
does not feature any narrow instability bands and the condensate remains. Hence, for a quadratic minimum,
no matter what the value of M in terms of mPl is, the inflaton always ends up with a matter-like equation
of state, w = 0. To ensure the transition to a radiation-dominated state of expansion, required as an initial
condition for primordial nucleosynthesis, we need to introduce couplings to other light fields [35]. We plan
to return to this issue in a future work.
In the n = 1 case, when coupling to other massless fields is included, the dynamics can be quite complex,
especially for M  mPl due to the existence of oscillons [31, 36, 182]. For general n, the inclusion of
additional decay channels to massive fields and non-minimal couplings [23, 25, 97], gravitational effects
[83, 183], as well as certain quantum aspects [184] not captured by our classical simulations can influence
predictions from this epoch. Finally, note that for n > 1, our results hold even if the inflaton has an
additional small mass as long as this mass is much smaller than the effective mass due to the curvature of
the potential during the approach to radiation domination. Eventually, this small mass as well as the masses
of the daughter fields the inflaton is coupled to, might play a role in the decays and the equation of state.
We have also estimated the peaks in the power-spectrum of stochastic gravitational wave backgrounds
generated by the gradual fragmentation for M ∼ mPl, n > 1 and found small ranges in parameter space that
could be probed with future gravitational wave detectors. We leave the investigation of gravitational waves
emitted by the decay of the transients when M  mPl, n > 1 for a future work.
In summary, for the class of observationally consistent models considered in this chapter, we have
determined the post-inflationary equation of state of the universe by taking the fragmentation of the inflaton
99
6. Self-resonance after inflation: oscillons, transients and radiation domination
field into account. We found a rather general result at sufficiently late times:
w →
{
0 if n = 1 ,
1/3 if n > 1 ,
(6.50)
i.e., for potentials with non-quadratic minima, the equation of state parameter reaches 1/3 even without
couplings to other massless fields; for quadratic minima, the equation of state is zero with or without
fragmentation, see Fig. 6.20. Under the stated assumptions, we provided an upper bound on the duration to
radiation domination as a function of general features of the potential using a linear stability analysis, and
verified this time-scale using numerical simulations. Finally, we showed that such bounds can reduce the
uncertainty in inflationary observables.
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Part III
Reheating with a charged inflaton
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In this part of the thesis we consider different natural models of reheating in which the inflaton is charged
under a symmetry. We consider non-perturbative particle production in the linear stage of preheating and
also the ensuing non-linear evolution. We begin in Chapter 7 with a study of a reheating baryogenesis
model in which the inflaton is a complex scalar, showing that post-inflationary non-linear dynamics should
not be ignored when calculating global quantities such as the baryon-to-photon ratio, η. We then proceed in
Chapter 8 with an investigation of the resonant particle production of gauge fields in models with an inflaton
charged under a local symmetry. We pay particular attention to technical issues such as choice of gauge
and initial conditions from inflation for parametric resonance in order to rigorously study non-perturbative
production of gauge fields during the linear stage of preheating. In Chapter 9 we present a numerical scheme
for studying the subsequent non-linear evolution of the combined inflaton gauge fields system.
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Chapter 7
Generating the observed matter-antimatter
asymmetry
Abstract
The dynamics at the end of inflation can generate an asymmetry between particles and
anti-particles of the inflaton field. This asymmetry can be transferred to baryons via decays,
generating a baryon asymmetry in our Universe. We explore this idea in detail for a complex
inflaton governed by an observationally consistent – “flatter than quadratic”– potential with
a weakly broken global U(1) symmetry. We find that most of the inflaton asymmetry is
locked in non-topological soliton like configurations (oscillons) produced copiously at the
end of inflation. These solitons eventually decay into baryons and generate the observed
matter-antimatter asymmetry for a range of model parameters. Through a combination of
three dimensional lattice simulations and a detailed linearized analysis, we show how the
inflaton asymmetry depends on the fragmentation, the magnitude of the symmetry breaking
term and initial conditions at the end of inflation. We discuss the final decay into baryons, but
leave a detailed analysis of the inhomogeneous annihilation, reheating and thermalization to
future work. As part of our work, we pay particular attention to generating multifield initial
conditions for the field fluctuations (including metric perturbations) at the end of inflation for
lattice simulations.
7.1 Introduction
Can the observed matter-antimatter asymmetry in our Universe be connected to the dynamics at the end of
inflation? An affirmative answer would allow us to connect the earliest stages of the Universe’s history to
this intriguing asymmetry in our Universe.
Inflation provides the necessary initial conditions for the formation of structure in our Universe [3, 4].
However, once inflation ends the energy of the inflaton must eventually be converted into standard model
particles as well as dark matter (reheating). Reheating connects inflationary physics with better understood
physics of the Standard Model, possibly via intermediaries. The end of inflation and reheating can be
complex, with non-linear dynamics giving rise to a number of distinctly non-perturbative phenomena such
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as inflaton fragmentation, explosive particle production, defect formation etc. [11, 14, 36]. It also has a
number of challenging but important observational consequences (see for example [16]).
Experiences from our immediate surroundings, as well as from cosmological observations tell us that
there are more baryons than anti-baryons in our Universe [185]. Moreover, the number of baryons compared
to photons is extremely small [2]
η ≈ 6× 10−10. (7.1)
These observations beg the question of how such an asymmetry was generated. Sakharov [110] (see
Sec. 5.2.1) provided the conditions necessary to generate such an asymmetry (i) departure from thermal
equilibrium (ii) CP and C violation (iii) non-conservation of baryon number. Within the Standard Model,
baryogenesis is difficult [186]. A number of ideas for the generation of baryon asymmetry, with ingredients
from beyond the Standard model have been put forth (see for example [187, 188]). Amongst the many
proposals, the Affleck-Dine mechanism [103] is often invoked to generate the requisite asymmetry using
extra scalar fields. Such fields are easily available in supersymmetric extensions of the Standard Model.
Recently, a variation of the Affleck-Dine mechanism using the inflaton as the Affleck-Dine scalar field
was proposed in [38, 189] (for an earlier, related work, see [190]). The authors provide an elegant analysis
of asymmetry generation from the homogeneous dynamics of the inflaton at the end of inflation and provide
possible particle physics embeddings to generate the observed baryon asymmetry. While the homogeneous
analysis is sufficient for the quadratic inflation scenario (analyzed in detail in these papers), such an analysis
is insufficient when nonlinearities in the potential are present and lead to fragmentation of the inflaton.
The main goal of this chapter is understanding the effects of inflaton fragmentation on the generated
asymmetry. We will show that when nonlinearities in the potential are present, the asymmetry can be
qualitatively and quantitatively different from the homogeneous scenario. Moreover, the fragmentation leads
to copious formation of pseudo-solitonic configurations (oscillons [177, 191–194]) after inflation which lock
up most of the energy density as well as the asymmetry. Some of these oscillons have an inflaton excess,
others have an anti-inflaton excess. They eventually decay to generate the observed baryon asymmetry in
the Universe.
We model the inflaton as a complex scalar field with a potential motivated by monodromy inflation
[161, 162, 195–197]. As in [189], we add a small U(1) breaking term to generate the inflaton/anti-inflaton
asymmetry. While we focus on this particular model for concreteness, we expect our qualitative results to
hold for a much broader class of “flatter than quadratic” potentials because of the results in [36].
In this chapter, we focus on the non-linear aspects of the inflaton asymmetry generated at the end
of inflation. We provide an estimate of the generated baryon-to-photon ratio under some simplifying
assumptions. However, we leave the problem of detailed quark/baryon dynamics, annihilation and
thermalization for future work. The highly inhomogeneous nature of the field configurations of the
inflaton, the particle physics details of decay to quarks/baryons and their diffusion along with subsequent
annihilations make a more detailed calculation necessary.
We briefly review some of the previous work related to this chapter. This review is not exhaustive;
our aim is to try and put our work in the context of previous literature. Inhomogeneous fragmentation
of the inflaton and soliton formation, but without baryogenesis, has been analyzed before (for example
see [36, 198, 199]). Q-ball [200, 201] formation has also been analysed in the context of Affleck-Dine
baryogenesis with supersymmetric flat directions (for example see [104, 105]). In our case, the inflaton
acting as the Affleck-Dine field fragments into oscillons (rather than Q-balls) which carry most of the
asymmetry. The connection between Q-balls and baryogensis has been discussed extensively in the literature
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[104]. Oscillons have been found in a number of reheating studies as well (for example [36, 147, 199, 202]).
In this chapter, our focus has been inflaton fragmentation, soliton formation and asymmetry generation
within the context of the scenario in [189]: inflationary asymmetry generation due to a small breaking of
globalU(1) symmetry. We also believe that our work provides the first explicit connection between oscillons
and baryogenesis. For a different inhomogeneous baryogenesis scenario, see for example [203]. For further
reviews on baryogenesis see [187, 204]
The rest of the chapter is organized as follows. In Sec. 7.2 we explicitly write down the complex inflaton
model along with the U(1) symmetry breaking term and define the inflaton asymmetry. In Sec. 7.3 we
discuss initial conditions for our lattice simulations, linear instability in the oscillating inflaton condensate
and the non-linear dynamics of the complex inflaton field. In this section we also discuss the formation
of oscillons. In Sec. 7.4 we show how the inflaton asymmetry is generated in the homogeneous and fully
fragmented case. We discuss the dependence of the asymmetry on the parameters of the model. We also
discuss the decay into baryons, as well as the relation of the baryon asymmetry to the inflaton asymmetry.
We conclude in Sec. 8.8, with a summary of our work, comments on additional observational implications
and future directions. In Appendix A, we provide a formal, linearized calculation of the asymmetry.
We will assume an approximately Friedmann-Robertson-Walker (FRW) universe with a metric of the
form1
ds2 = [1 + 2Ψ(t,x)] dt2 − a2(t) [1− 2Ψ(t,x)] dx2, (7.2)
where a(t) is the scalefactor. We include the metric perturbations for the calculation of initial conditions
for our lattice simulations. However, for subsequent non-linear evolution after the end of inflation (on
subhorizon scales), we assume an FRW metric.
7.2 Inflaton model and asymmetry
In this section we model the inflaton, the breaking of global U(1) symmetry and define some relevant
measures of the inflaton/anti-inflaton asymmetry.
7.2.1 The inflaton model
We model the inflaton as a complex scalar field φ, whose action is given by
S =
∫
d4x
√−g
[
−m
2
Pl
2
R+ gµν∂µφ∂νφ∗ − V (φ, φ∗)
]
, (7.3)
where gµν is the metric, g is the determinant of gµν and R is the Ricci scalar. The equation of motion of the
inflaton φ is
gµν∇µ∇νφ+ ∂φ∗V (φ, φ∗) = 0. (7.4)
The conjugate of eq. (7.4) yields the equation of motion for φ∗.
The potential V (φ, φ∗) consists of two parts:
V (φ, φ∗) = Vs(|φ|) + Vbr(φ, φ∗), (7.5)
1We set the two metric potentials equal to each other. This is valid for a linear calculation in both the metric and the field
fluctuations for canonical scalar fields.
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where Vs(|φ|) respects the global U(1) symmetry: φ → eiθφ. This part of the potential controls the
dynamics of the field during and after inflation (though there are some corrections from Vbr). Vbr(φ, φ∗) on
the other hand, breaks the global U(1) symmetry, and is chosen to be subdominant, at least energetically, at
all times. For concreteness, we assume the following form for Vs(|φ|):
Vs(|φ|) = m2M2
[√
1 + 2
|φ|2
M2
− 1
]
,
=

m2|φ|2 − m2
2M2
|φ|4 + . . . |φ| M
√
2m2M |φ| −m2M2 + . . . |φ| M.
(7.6)
During inflation |φ| & mPl M  m. The form of the potential is motivated by the monodromy inflation
scenarios [161, 195–197]. Such “flattened” potentials are not only well motivated theoretically, but are
consistent with observations [2].
For the symmetry breaking term, Vbr(φ, φ∗), we can choose
Vbr(φ, φ∗) =
c3
3
m2
M
(
φ3 + φ∗3
)
. (7.7)
This is the lowest dimension symmetry breaking term considered in [189] (note that in terms of notation,
our c3 is different from the one defined there). The cubic power ensures that the symmetry breaking term
is subdominant at late times after the end of inflation when the inflaton potential is Vs(|φ|) ≈ m2|φ|2. The
coefficient m2/M is chosen to make c3 dimensionless. For the large field values (i.e. during inflation), this
symmetry breaking term might dominate unless c3 is small enough. To avoid this, we must have
c3  1
N
(
M
mPl
)2
, (7.8)
where N is the number of e-folds of inflation. For N = 55 and M = 10−2mPl we get c3  10−6.
However, if we do not want c3 to be very small, Vbr can be modified as
Vbr(φ, φ∗) =
c3
3
m2
M
(
φ3 + φ∗3
)
f(|φ|) ,
f(|φ|) =
(
1 + 2
|φ|2
M2
)2
.
(7.9)
Since f(|φ|) 1 during inflation, it naturally suppresses the symmetry breaking term during inflation.2 We
prefer to work with this form of the symmetry breaking term since we wish to explore the c3 dependence,
even when c3 is close to 1. While appearing innocuous here, this also leads to an extra suppression of this
term in inhomogeneous regions with large field values (even after the end of inflation).
For future reference, note that at the end of inflation |φ|end ∼ mPl  M . Hence Vs(|φ|end) 
Vbr(φend, φ∗end).
2One could imagine such a factor arising due to a conformal transformation from the Jordan to Einstein frame.
108
7.2. Inflaton model and asymmetry
7.2.2 Inflationary constraints
In our potential, we have two mass scales: m and M . If one of them is chosen, the other is determined
based on the amplitude of the curvature fluctuations observed in the cosmic microwave background [2] (see
eq. (1.61)):
As =
1
12pi2
(
m
mPl
)2(M
mPl
)
(2N?)3/2,
≈ 2.2× 10−9,
(7.10)
where we have ignored the symmetry breaking term during inflation. More explicitly for N? = 55 we have
m = 1.5× 10−5
(mPl
M
)3/2
M. (7.11)
For example with M = 10−2mPl, we get m = 1.5 × 10−4mPl. For the rest of the chapter, we will only
consider M as a free parameter.
For our model (with N? = 55), we get a scalar spectral index ns = 0.97 and the tensor-to-scalar ratio
r0.002 = 0.07; consistent with Planck [2] (see Fig. 6.17).
7.2.3 Inflaton asymmetry
The difference between the number of inflaton and anti-inflaton particles can be written in terms of the fields
as follows3
∆Nφ = Nφ −Nφ∗ = i
∫
d3xa3(φ∗φ˙− φ˙∗φ). (7.12)
In absence of a symmetry breaking term, this number is conserved. Using the equations of motion we get
d
dt
∆Nφ = i
∫
d3xa3 [φ∂φ − φ∗∂φ∗ ]Vbr. (7.13)
For the particular symmetry breaking term defined in eq. (7.9), we get
d
dt
∆Nφ = ic3
m2
M
∫
d3xa3
(
φ3 − φ∗3)
f(|φ|) ,
= −2c3m
2
M
∫
d3xa3
|φ|3 sin 3θ
f(|φ|) ,
(7.14)
where we used φ = |φ|eiθ. We define a spatially averaged asymmetry density and a spatially averaged
energy density:
∆nφ(t) ≡ ∆Nφ
a3Vcom
,
ρ¯φ(t) ≡
∫
d3xa3
[
|φ˙|2 + a−2|∇φ|2 + V (φ, φ∗)
]
(a3Vcom)
,
(7.15)
3We define this quantity assuming an FRW metric. As we discuss later, this is justified since the asymmetry generation from
fragmentation happens on subhorizon scales where the metric perturbations can be ignored.
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Figure 7.1: A qualitative picture of the homogenous evolution of the complex inflaton field. During inflation, the symmetry
breaking term is suppressed. As a result θi = θinf = constant. Note that the field typically starts spiraling around
|φ| . mPl.
where Vcom is the comoving volume of interest. A dimensionless ratio characterizing the inflaton asymmetry
[189] is given by
Aφ(t) =
∆nφ
(ρ¯φ/m)
. (7.16)
From now on, we will refer to this ratio as the inflaton asymmetry. For future convenience, we define another
useful spatially dependent quantity, an “asymmetry density” as follows:
Aφ(t,x) = φ
∗(t,x)φ˙(t,x)− φ˙∗(t,x)φ(t,x)
(ρ¯φ/m)
. (7.17)
7.3 Inflaton dynamics
The equation of motion for the scalar field is given by eq. (7.4). Both for numerical and analytic calculations,
we find it is convenient to decompose the field into its “cartesian components”:
φ =
ϕ1 + iϕ2√
2
. (7.18)
The equation of motion can then be written as
gµν∇µ∇νϕJ + ∂JV = 0, (7.19)
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where J = 1, 2. Note that the covariant derivatives include the homogeneous and the inhomogeneous parts
of the metric. The potential in terms of the two fields is as follows:
V = Vs + Vbr,
Vs = m2M2
[√
1 +
δIJϕIϕJ
M2
− 1
]
,
Vbr = c3
3
√
2
m2
M
(ϕ1)3 − 3ϕ1(ϕ2)2
f(ϕ1, ϕ2)
.
(7.20)
As usual, repeated indices are summed over.
We can solve eq. (7.19) along with appropriate Einstein equations on a lattice, without further
approximations. However, it would be a waste of computational resources to use the lattice simulations
when the perturbations are small. For evolution during inflation and up to the end of inflation (or until
the fluctuations in the field remain small compared to the background), we will solve the above system
after linearizing in the field fluctuations. We include the metric fluctuations here since they are important
for perturbations on horizon and superhorizon scales. At the end of inflation, we switch to a lattice code,
which solves the full non-linear field equation, but ignores the fluctuations of the metric. This is reasonable
because although the field becomes highly nonlinear, the metric fluctuation still remains small. Moreover,
we chose a simulation volume which is comparable to the comoving size of the horizon at the end of
inflation since fragmentation happens on subhorizon scales (for the model considered). After the end of
inflation modes never leave the horizon since the horizon grows faster than the scale factor. As a result,
horizon related metric effects only matter right at the end of inflation for our simulation volume, and can
be ignored thereafter. With these considerations, we include metric fluctuations in calculating the initial
conditions for the fluctuations at the end of inflation, but ignore them in the lattice simulation.
7.3.1 Homogeneous inflaton dynamics
The homogeneous dynamics of the field and the metric are controlled by
ϕ¨I + 3Hϕ˙I + ∂IV = 0,
H2 =
1
3m2Pl
[
1
2
δIJ ϕ˙
I ϕ˙J + V
]
.
(7.21)
Recall that ϕ1 =
√
2|φ| cos θ and ϕ2 = √2|φ| sin θ. Solving the above system numerically, we find that in
the ϕ1 − ϕ2 plane, the field maintains a constant angle during inflation when the symmetry breaking terms
are subdominant:
θinf = tan−1(ϕ2/ϕ1) = const. (7.22)
After the end of inflation θ can vary, but its variation is suppressed by the size of the symmetry breaking
term. In Fig. 7.1 we show a typical homogeneous trajectory. Note that this is a qualitative picture, the spiral
is invisible for typical values of our chosen parameters.
In the usual Affleck-Dine baryogenesis, the Affleck-Dine condensate is rotating in the complex plane.
In contrast, the homogeneous mode here maintains a collinear motion in the complex plane.
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7.3.2 Linearized perturbations
For this section, our results are valid for N real fields. For the case at hand, N = 2.
When the field fluctuations are small, we can linearize the equations of motion for the field perturbations
around the homogeneous values: ϕI + δϕI . In Fourier space, the linearized equations of motion become
δϕ¨Ik + 3Hδϕ˙
I
k +
[
δIJ
k2
a2
+ ∂I∂JV
]
δϕJk = −2Ψk∂IV + 4Ψ˙kϕ˙I . (7.23)
The potential Ψk and its derivative Ψ˙k are determined from the linearlized Einstein equations:
Ψ˙k +HΨk =
1
2m2Pl
δIJ ϕ˙
IδϕJk,(
H˙ +
k2
a2
)
Ψk =
1
2m2Pl
δIJ
[−ϕ˙Iδϕ˙Jk + δϕJkϕ¨I] . (7.24)
One can substitute the gravitational potential Ψk and its derivative Ψ˙k into the field equations for δϕJk to get
a (coupled) linear system for δϕJ . Formally, we can write this linear system as
Lk(t) · δ~ϕk(t) = 0, (7.25)
where
δ~ϕk(t) =
[
δϕ1k(t), . . . , δϕ
N
k (t)
]T
. (7.26)
In the above equation Lk(t) is a linear, second-order-in-time differential operator that depends on k and t.
It is a N ×N matrix. For our case the operator Lk has the form
Lk · δϕk(t) = δ ~¨ϕk(t) + 3Hδ~˙ϕk(t) + k
2
a2
δ~ϕq +M(t) · δ~ϕk
+
1
m2Pl
[
X(t, k) · δ~ϕk +
(
aH
k
)2
Y(t, k) · δ ~˙ϕk
]
= 0.
(7.27)
The above system includes scalar gravitational perturbations (terms ∝ m−2Pl ). The matrices X(t, k) and
Y(t, k) have the propertyX(t, k), HY(t, k) (m2PlH2)(k/aH)2 as k/aH →∞.
The solution to this linear system can be written formally as
δ~ϕk(t) =
N∑
n=1
akn~un(t, k) + a∗−kn~u
∗
n(t, k), (7.28)
where for each n,
~un(t, k) =
[
u1n(t, k), . . . , u
N
n (t, k)
]T
,
Lk(t) · ~un(t, k) = 0.
(7.29)
Note that the solution has 2N constants of integration and 2N “vector” solutions. The appearance of a∗−nk
is due to our assumption that δϕJk are Fourier transforms of real fields. In component form
δϕJk(t) =
N∑
n=1
aknu
J
n(t, k) + a
∗
−knu
J∗
n (t, k). (7.30)
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Figure 7.2: Different components of the power-spectra of the fields at the end of inflation (with θi = 0.7 × pi/3). Inside
the horizon, the diagonal components match the Minkowski space power-spectrum, whereas the cross spectra are small.
Outside the horizon, the perturbation spectra (diagonal spectra (orange) and cross spectra(green)) are much larger that
the Minkowski space approximations (dashed line). Starting from Bunch-Davies initial conditions deep inside the
horizon during inflation, we evolved the perturbations including metric perturbations self consistently. Ignoring metric
perturbations underestimates the spectra on superhorizon scales.
Quantization and power-spectra
We now follow the usual canonical quantization procedure and elevate ank and a∗nk to operators
akn → aˆkn,
a∗kn → aˆ†kn,
(7.31)
that satisfy the following commutation relations
[aˆqn, aˆkm] = 0,[
aˆqn, aˆ
†
km
]
= δ(q− k)δnm.
(7.32)
Notationally, this means putting “hats” on δϕJk and {ank, a∗−nk} in the mode expansion in eq. (7.30). This
expansion in terms of creation and annihilation operators is consistent with the one provided in the last
chapter of [55].4 Following [55], we chose the Bunch-Davies vacuum as initial conditions. When the modes
are sufficiently deep inside the horizon during inflation
uJn(t, k)→ δJn
exp
[
−ik ∫ ttin dτa(τ)]
(2pi)3/2a(t)
√
2k
. (7.33)
Here, tin stands for a time when modes of interest are deep inside the horizon.
4We thank D. Kaiser, M. Hertzberg and J. Karouby for discussion on two field initial conditions. A further discussion of
multifield initial conditions is presented in the review article [17].
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We can now evolve uJn(t, k) from deep inside the horizon during inflation, through horizon crossing and
up to the end of inflation. It is convenient to decompose the complex uJn in terms of two real functions as
follows
uJn(t, k) =
1
(2pi)3/2a(tin)
√
2k
[
fJn (t, k)−H(tin)gJn(t, k)− i
k
a(tin)
gJn(t, k)
]
. (7.34)
The benefit of using fJn and g
J
n is numerical ease. They are real functions satisfying
fJn (tin, k) = g˙
J
n(tin, k) = δ
J
n ,
f˙Jn (tin, k) = g
J
n(tin, k) = 0.
(7.35)
The Bunch-Davies initial conditions are taken care of using the k dependent coefficients. Evolving fJn and
gJn we can obtain the mode functions as well as the power-spectra at any time where the linearized analysis
is valid. Once we have the mode evolution, we can calculate correlation functions for the fields on any scale.
Using the commutation relations, the correlation functions for the fields are then given by
〈0|δϕˆIq(t)δϕˆJ†k (t)|0〉 = δ(q− k)P IJ(t, k), (7.36)
where
P IJ(t, k) =
N∑
n=1
uIn(t, k)u
J∗
n (t, k). (7.37)
Note that the cross correlations are not necessarily zero and can be important, especially on superhorizon
scales. This aspect has been ignored in the literature for setting up initial conditions for lattice simulations
(to the best of our knowledge).5
For our two field model at hand, we plot the different components of the power-spectra at the end of
inflation in Fig. 7.2. Note that the diagonal spectra converge to the Minkowski one deep inside the horizon,
whereas the cross-spectra have an interesting plateau like behavior resulting from higher order corrections
in aH/k (which can be derived by a careful WKB analysis):
P II(k, t)→ 1
(2pi)3a2(t)2k
k  aH,
P IJ(k, t)→ O[(aH/k)3] I 6= J, k  aH.
(7.38)
Above we assume that k/a is larger than the effective mass from the potential and from gravitational effects.
On superhorizon scales, the departure from Minkowski space power-spectrum as well as the effect of metric
perturbations is significant. Moreover the cross spectra are also non-negligible on superhorizon scales.
Once we obtain P IJ(t, k) at the end of inflation, we can populate the modes on the lattice assuming a
Gaussian distribution of amplitude with uncorrelated phases. To do so, it is convenient to chose a basis where
P IJ(tend, k) is diagonal. After populating the lattice using the above spectra, we rotate back to the original
basis in the complex plane. This rotation back to the original basis is necessary. The final asymmetry
generated depends on the breaking of U(1) symmetry, and is sensitive to the angle of the homogeneous
trajectory in the complex plane.
5Multifield mode evolution for calculating for example, cosmic microwave background observables, has been done before. See
for example [205–208].
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Figure 7.3: Floquet charts for field fluctuations: parallel to the motion of the homogeneous field (left) and perpendicular to
the motion of the homogeneous field (right). The vertical axis is the amplitude of oscillation of the homogeneous mode
(assumed to be in the ϕ1 directions). Lighter colors correspond to unstable regions. The legend shows the magnitude of
the real part of the Floquet exponent: <(µk)/m. Note that the parallel perturbations have a broad, strong instability band
near k . 0.5m which is not present for the perpendicular perturbations.
Note that we have decided to self-consistently evolve mode functions with Bunch-Davies initial
conditions from the time that modes are deep inside the horizon during inflation, up to the end of inflation.
We could have chosen an instantaneous lowest energy state for each mode at the end of inflation. However,
such a lowest energy state becomes ill-defined for modes outside the horizon [70]. While other prescriptions
might be possible, we believe that our prescription is unambiguous and physically well-grounded because
we start with initial conditions deep inside the horizon where all gravitational effects as well as interactions
can be ignored.
Once the initial conditions are set, we use LatticeEasy [74] to evolve the fields. Before presenting
the results of our simulations, we provide a linear analysis of the instabilities in the oscillating inflaton
condensate. For the interested reader, we also provide the formalism to calculate the inflaton asymmetry
based on the linearized fluctuations in Appendix A.
Floquet analysis
Soon after inflation ends, the almost homogeneous inflaton field starts oscillating around the minimum.
The nonlinearities in the potential lead to an instability in the field fluctuations. The instability can be
understood in terms of Floquet theory (see Section 2.2.1) that applies to linear equations of motion with
periodic coefficients. Our linearized equations of motion for the fluctuations do not have strictly periodic
coefficients because of expansion as well as due to the symmetry breaking terms. For sufficiently subhorizon
scales and rapid growth, we can ignore the Hubble expansion (i.e. we set H = 0 and a = 1 for this section).
For this section we also assume that Vbr  Vs. With these assumptions, as a first approximation, we arrive
at
δϕ¨Ik +
[
δIJk
2 + ∂I∂JVs
]
δϕJk ≈ 0. (7.39)
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In absence of the symmetry breaking term, one can always rotate our field axes so that the homogeneous
field is entirely along the ϕ1 direction. In this case the equations of motion become:
δϕ¨1k +
[
k2 +
m2
(1 + (ϕ1)2/M2)3/2
]
δϕ1k ≈ 0,
δϕ¨2k +
[
k2 +
m2√
1 + (ϕ1)2/M2
]
δϕ2k ≈ 0.
(7.40)
As the field oscillates, the coefficients of both equations are periodic in time. According to Floquet theory,
for each equation, the growing solution can be written as
δϕJk(t, k) = PJk+(t)eµ
J
k t + PJk−(t)e−µ
J
k t, (7.41)
where PJk±(t) are periodic functions of time whereas µJk are Floquet exponents. For a simple algorithm
to calculate the exponents, in similar notation, see Appendix A of [209]. If the Floquet exponents have
a real part, then we have exponentially growing solutions. We plot the real part of the Floquet exponents
as a function of the amplitude of oscillations of the background field and the wavenumber k in Fig. 7.3.
The lighter regions are regions of instability. It is evident, that fluctuations along ϕ1 (i.e. parallel to
the direction of the field) have broad regions of instability in contrast with the direction perpendicular to
ϕ1.6 For the remainder of this section we concentrate on δϕ1k. In an expanding FRW universe, expansion
of space counteracts the exponential growth discussed above. For the instability to be efficient in an
expanding universe, we have to compare the Floquet exponents (the growth rate of perturbations) to the
rate of expansion. If this ratio is large compared to 1 then we get a rapid growth of perturbations even in an
expanding universe.
For the case at hand, the nonlinearities in the potential become important when |φ| ∼ M . For |φ| =
ϕ1/
√
2 ∼ M , H ∼ m(M/mPl). From the results of Floquet analysis we get <[µk] . m for ϕ1 ∼ M .
Putting in the appropriate numerical factors, the condition for efficient growth of perturbations is given by[<(µ1k)
H
]
max
≈ 1
4
mPl
M
 1. (7.42)
For the factor of 1/4 above, see [36]. Thus for fragmentation we need M  mPl. From the full lattice
simulations we find that fragmentation is efficient when mPl/M & 40.
7.3.3 Non-linear dynamics
Inflaton fragmentation
Soon after the beginning of parametric resonance, the perturbations become non-linear and back-react on
the homogeneous field marking a breakdown of our linearized analysis. About 20 oscillations after the end
of inflation, the inflaton field fragments. This fragmentation leads to the formation of long-lived, localized
pseudo-solitonic “lumps”. The fragmentation of the inflaton and formation of these pseudo-solitonic lumps
is shown in Fig. 7.4. The “lumps” are highly over-dense regions, the contours in the above plots are drawn at
6Very recently, an analysis for linearized, uncoupled perturbations in the parallel and perpendicular directions was also provided
by [40, 41].
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Figure 7.4: The homogeneous inflaton condensate starts fragmenting within ∼ 20 oscillations after the end of inflation. The
fragmentation is driven by parametric resonance in the fluctuations along the direction of motion of the field. After the
perturbations become nonlinear, localized, long-lived field configurations called oscillons form and dominate the energy
density of the inflaton field. The oscillons once formed maintain a fixed size and density, and can be very long lived with
lifetimes m−1, H−1. They are highly over dense regions, the contours in the above plots are drawn at 5× the average
density. Most of the inflaton asymmetry is locked in these oscillons although they occupy a small fraction of the volume.
The co-moving size of the box is comparable to the Hubble horizon at the end of inflation.
5× the average density. Their central densities are often more than an order of magnitude above the average
density. The lumps maintain a fixed central density and physical size as the universe expands.
A closer analysis of the lumps, reveals that they are “oscillon-like” configurations [191–193]. Oscillons
are field configurations that are localized in space and oscillatory in time. Their field configuration rather
than specific parameters in the Lagrangian controls their longevity [174, 175].
Oscillons are similar to Q-balls [200] in that they are localized, non-topological solitons [201]. However
unlike Q-balls, the fields do not rotate in the complex plane and do not have a conserved charge. Below, we
provide justification for why we call our “lumps” oscillons rather than Q-balls.
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Oscillons vs. Q-balls
Ignoring the influence of the symmetry breaking terms, the general form of oscillons and Q-balls is given
by
φosc(r, t) =  [f1(r) + if2(r)] sinωt+O[3],
φQ(r, t) = f(r)eiωt,
(7.43)
where ω < m and  characterizes the amplitude of the oscillon. Heuristically, both objects arise when
the scalar potential is effectively “shallower-than-quadratic” for some field values [194, 201, 210]. For
oscillons, the field oscillates along a particular direction in the complex plane (in essentially 1 dimensional
motion), whereas for Q-balls, the field rotates in the complex plane. Note that in the literature oscillons are
usually defined for real fields. We have generalized this definition to a complex field. For oscillons, the
higher order terms neglected here can be important when their central amplitude is large.
To determine whether our localized overdensities in our simulation are Q-balls or oscillons, we carried
out the following two tests for a sample of 10 objects selected at random from our simulations. For the first
test, we focus on the behavior of the field profiles. Note that
|φosc(r, t)|2 =
[
f21 (r) + f
2
2 (r)
]
sin2(ωt) + . . . ,
|φQ(r, t)|2 = f2(r).
(7.44)
We found that for our sample of solitons, the magnitude-squared of the field profile matched better with a
sinusoidal time-dependence. 7
Furthermore, the ratio of the real and imaginary parts of the field inside the two types of pseudo-solitons
is given by
<(φ)
=(φ) ≈
{
const, oscillons,
tan(ωt), Q-balls.
(7.45)
Again, for our sampled objects we found that this ratio was constant, consistent with oscillons.
For the length of the simulation, we found that our sample objects were oscillons. However, [198] have
argued that similar fragmentation, albeit in a different potential and without a symmetry breaking term,
generates Q-balls. We cannot rule out the possibility that if one waits for a longer time (t 300m−1) some
of the oscillons will become Q-balls.
We note that the motion of the field inside the scalar field lumps cannot be purely radial, since in this
case the asymmetry is obviously zero. Some deviation from collinear motion in the complex plane, sourced
by the symmetry breaking term and/or by non-linear couplings between the radial and tangential directions,
is necessary for there to be non-zero asymmetry. The exact nature of “oscillon like” solutions and their
corresponding asymmetry is left for future work. We will continue to call our overdensities oscillons in
what follows.
Although we are dealing with a two field model (or one complex field), the dynamics is very similar
to a single real field scenario discussed in [36]. We find that the oscillons are ∼ 10m−1 in width with
varying amplitudes &M . The fields inside oscillons oscillate in phase with a frequency . m. The detailed
profiles of oscillons and their lifetimes [175, 177, 210, 211], interactions [212, 213], their size distribution
[146, 147] etc. will be studied elsewhere.
7We also note that the oscillons we find here have a breathing mode (as seen in [36]) making the higher order terms ignored
above also relevant.
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Figure 7.5: Evolution of the inflaton/anti-inflaton asymmetry as a function of time. The asymmetry is zero at the end of
inflation (t = 0). Asymmetry is generated during the explosive dynamics after the end of inflation. After the inflaton
fragments into localized solitons (t ∼ 150m−1), the asymmetry settles down to a constant value. We have not checked
the asymmetry for significantly longer time-scales due to numerical considerations. Although not shown above, a similar
plot for the asymmetry for the homogeneous case continues to show large oscillations and settles down at a much later
time t ≥ 103m−1.
Simulation details
We carry out a 3+1 dimensional lattice simulation of the fields in an expanding universe using a modified
version of LatticeEasy [74]. As noted earlier, we ignore metric perturbations in the lattice code (although
we include them in the initial conditions). Explicitly we solve the following equations in their discretized
form
ϕ¨I + 3Hϕ˙I − ∇
2
a2
ϕI + ∂IV = 0,
H2 =
1
3m2Pl
[
1
2
δIJ
(
ϕ˙I ϕ˙J +
∇ϕI
a
· ∇ϕ
J
a
)
+ V
]
avg
,
(7.46)
where I, J = 1, 2 and the potential is defined in eq. (7.20). The right-hand side of the H2 equation is
spatially averaged.
Our initial simulation volume was chosen to be L = 25m−1, whereas the Hubble horizon at this initial
time is H−1 ≈ 23m−1. We also varied the initial size of the box between L = 25m−1 and L = 50m−1 and
found no significant difference between the results. This is due to the fact that resonance in our model is
restricted to subhorizon scales. ForL = 50m−1, the initial power-spectrum on superhorizon scales is needed
so as to not underestimate the power on those scales. While for this particular model, this superhorizon
power does not affect the answers significantly, this need not be the case in general.
We ran our simulations for a period of 300m−1 after the end of inflation during which the universe
expands by a factor of ≈ 12 (and the simulation volume continues to remain sub-Hubble). Beyond this
point, we run into resolution issues, mainly because oscillons maintain a fixed physical size as the ‘grid’
expands. It is certainly feasible to run longer, higher resolution simulations. But for our purposes, we found
a lattice with 1283 points to be sufficient. We have checked that up to t − tend ∼ 300m−1 there were no
qualitative difference between a 2563 and 1283 run.
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Figure 7.6: The ratio of the inflaton asymmetry in regions with twice the average density to the total asymmetry (orange curve
is smoothed over a few oscillations). After t ≈ 150, the over dense regions are composed of localized pseudo-solitons
(oscillons). Once oscillons are formed, most of the asymmetry is locked inside them with a final value ofAosc/Atot ≈ 0.7.
A qualitatively similar behavior is found if we consider regions with ten times the average density instead. For that case
we get Aosc/Atot ≈ 0.6.
7.4 Inflaton asymmetry
In the previous section we could have ignored the symmetry breaking term Vbr in setting up the initial
conditions (though we did not). The term was included in the lattice simulations, but the results discussed
so far have not depended significantly on Vbr. In both cases the dominant contribution to the quantities of
interest: the power-spectrum for initial conditions and overdensities from lattice simulations, were primarily
determined by the U(1) symmetric piece Vs of the Lagrangian. We now turn to the inflaton asymmetry,
whose value is explicitly zero when evaluated using Vs alone.
As a reminder, recall that we defined a dimensionless measure of the difference between inflaton and
anti-inflaton particle numbers as follows (see Sec. 7.2.3):
A(t) =
m
ρ¯φ(t)Vcom
∫
d3x
[
ϕ˙1ϕ2 − ϕ˙2ϕ1] . (7.47)
Note that we have written the asymmetry in terms of two real fields: the real and imaginary parts of a
complex inflaton.
7.4.1 Asymmetry generation
The dimensionless asymmetry (defined in eq. (7.47)) generated at the end of inflation is shown in Fig. 7.5.
The asymmetry is zero during inflation, and is generated after the end of inflation. After fragmentation is
completed, the asymmetry settles to a fixed value. This behavior is evident in Fig. 7.5. We have checked
that similar qualitative behavior is seen for a wide range of parameters.
Apart from the total asymmetry, we explored the spatial distribution of the asymmetry using the
asymmetry density: A(t,x) defined in equation (7.17). After fragmentation more than 50% of the
asymmetry is locked in regions which are at least two times overdense compared to the average density.
More precisely, for overdensities more than twice the average density, the ratio of asymmetry in the
overdensity compared to the total is 70%, whereas for 10× the average density, the ratio is 60%. Thus,
the energy overdensity and asymmetry density are spatially localized within the oscillons. A ratio of the
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Figure 7.7: Inflaton asymmetry as a function of the initial angle made by the homogeneous inflaton field in the complex plane
for different values of c3. The black curve corresponds to the homogeneous case, whereas the orange points are results of
lattice simulations. This sinusoidal behavior seen for c3 = 10−2 is seen for all c3  1. The pi/3 period is related to the
form of the symmetry breaking term. When c3 . 1, both the homogeneous and fragmented curves become much more
complicated, no longer remaining sinusoidal. However, the pi/3 period is still respected.
asymmetry inside significant overdensities (oscillons) to the total spatially averaged asymmetry is shown in
Fig. 7.6. Note the ‘jump’ in overdensity and subsequent stabilization of the ratio around t ≈ 150m−1.
7.4.2 Parameter dependence
In this section we describe how the asymmetry depends on the parameters in the Lagrangian based on (i)
the full lattice simulations (ii) an analysis assuming a homogeneous inflaton. For the full lattice simulations,
we find that for c3  1 and M  mPl we get
Aφ ∼ O[102] M
mPl
c23 sin 3θi, (7.48)
whereM is the scale where the potential changes shape, c3 is the coefficient of the symmetry breaking term,
and θi is the initial angle of the trajectory in the ϕ1 − ϕ2 plane. We discuss each of these dependencies in
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Figure 7.8: Inflaton asymmetry as a function of symmetry breaking parameter, with all other parameters fixed (θi = 0.7 ×
pi/3,M = 10−2mPl). The black points correspond to the homogeneous case, whereas the orange points correspond to
the results from a full lattice simulation. For c3  1, in both casesAφ ∝ c23, with the inhomogeneous value always being
below the homogeneous one.
turn below. The parameter m does not make an appearance because in our simulations, once M is chosen,
m is determined based on the constraints on the amplitude of curvature fluctuations observed in the cosmic
microwave background (see eq. (7.11)).
For comparison with the asymmetry from lattice simulations, the homogeneous asymmetry is (for c3 
1)
Ahomφ ∼ O[10−1]
mPl
M
c23 sin 3θi. (7.49)
Note that the dependence of mPl/M is reversed between the homogeneous and the fragmented cases.
Dependence on initial conditions
The asymmetry is a strong, but simple function of the initial angle of the trajectory in ϕ1 − ϕ2 for the
homogeneous and fragmented case when c3  1. For small enough c3, the dependence is sinusoidal
Aφ ∝ sin(3θi) where the number 3 is related directly to the power of the fields in the asymmetry term
Vbr ∝ (φ3 +φ∗3). This dependence is shown in Fig. 7.7. As c3 approaches 1 the behavior of the asymmetry
in the homogeneous as well as the fully fragmented cases becomes much more complicated.
Dependence on magnitude of the symmetry breaking term
When c3  1 we find that Aφ ∝ c23 for both the homogeneous and fragmented cases, with a smaller value
for the fragmented case. However, as c3 approaches 1, we start seeing deviations from this behavior. In Fig.
7.8 we show the dependence of Aφ on c3 with a fixed initial angle and fixed M . Similar behavior is seen for
different choices of θi.
The quadratic dependence on c3 helps in reducing the value of the asymmetry when c3  1. This is
different from the linear dependence on c3 found for m2|φ|2 inflation [189]. The quadratic dependence on
the small parameter is also different from the linear dependence discussed in [40] where they considered a
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Figure 7.9: Asymmetry as a function of mPl/M (with all other parameters fixed). The black points and curve correspond
to the homogeneous case, whereas the orange points correspond to the results from lattice simulations. Note that the
difference between the homogeneous and lattice case becomes larger and larger as mPl/M increases. The ratio mPl/M
can be interpreted as the fragmentation efficiency parameter (see eq. (7.42)). However, the symmetry breaking term
also gets suppressed in the high density regions resulting from fragmentation. Hence both the fragmentation into high
density regions and the suppression of asymmetry in high density regions due to the form of the symmetry breaking term
determine the decrease in asymmetry as a function of mPl/M seen in the above figure.
symmetry breaking term of the form φ4 + φ∗4. For small c3, we expect symmetry should go as ∼ c3X1 +
c23X2 + . . .. For the case at hand, and for the range of c3 chosen, the linear term is c3X1  c23X2.
Dependence on fragmentation
The parameter M controls the field value where the potential changes from a quadratic, to a non-linear
potential (see Sec. 7.2). In terms of the dynamics of the inflaton the ratio ∼ mPl/M controls the efficiency
with which the inflaton fragments due to parametric resonance in an expanding universe (see Sec. 8.4.1). We
plot the dependence of the asymmetry on mPl/M in Fig. 7.9. The asymmetry for the fragmented scenario
starts deviating from the homogeneous case when mPl/M & 50. After that point, as the fragmentation
efficiency increases the asymmetry decreases. This shows the importance of considering a full lattice
simulation for calculating the asymmetry compared to the homogeneous case.
While it is clear that fragmentation plays a role, the actual reason behind the asymmetry suppression
when M  mPl is nontrivial. The symmetry breaking term, Vbr ∝ |φ|3/(1 + |φ|2/M2)2. For |φ| M , we
get Vbr ∝ M/|φ|. As a result in large field amplitude regions generated by fragmentation, the effect of the
symmetry breaking terms (and hence the asymmetry) is suppressed.
7.4.3 Inflaton asymmetry to observed baryon-to-photon ratio
So far we have discussed the inflaton asymmetry in great detail. However, the observable we are ultimately
interested in is the baryon asymmetry, more specifically the baryon-to-photon ratio η. The discussion below
is based on [189], however a fragmented inflaton introduces additional subtleties. Along with the field
fragmentation, note that a matter dominated phase that results in our scenario before reheating would lead
to additional non-linear structure formation (for a low enough reheating temperature). Our main aim here
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is to connect the inflaton asymmetry to η observed today. We will comment on the differences between the
homogeneous case (studied in [189]) and our highly fragmented scenario as we present a sketch of how the
decay might proceed below.
First, at some time tφ the asymmetry Aφ freezes out as seen in Fig. 7.5. Thereafter, the
inflaton/anti-inflatons decay into baryons and anti-baryons8, by some time
tΓ ∼ Γ−1φ , (7.50)
where Γφ is the decay rate of the inflaton to baryons. Within any particular particle physics embedding
(see for example [189]) we can calculate Γφ for “incoherent” decay. However, the high density, coherent
oscillon/Q-balls configurations might affect the decay rate [175, 214, 215] significantly. We treat Γφ as a
free parameter in what follows. 9After tΓ we assume that there are no baryon number violating processes.
At tΓ we have
Nb −Nb¯ = bφ(Nφ −Nφ∗)tΓ , (7.51)
where bφ = 1 or 1/3 is the baryon number associated with the inflaton particles. For the right-hand side,
we assume that (Nφ − Nφ∗) is approximately constant between tφ and tΓ. We can write it in terms of our
asymmetry parameter as follows:
(Nφ −Nφ∗)tΓ =
(
Aφ
Eφ
m
)
tΓ
=
(
Aφ
Eφ
m
)
tφ
, (7.52)
where we used the definition of the inflaton asymmetry and Eφ is the energy of the inflaton field(s) in the
volume of interest. The expression evaluated at tφ is what we have calculated in the previous sections.
On the left-hand-side of eq. (7.51), the number of baryons minus the number of anti-baryons is fixed,
after tΓ. Hence this quantity is constant and can be evaluated at late times (after thermalization, and after
photon number changing processes have become inefficient):
Nb −Nb¯ = (ηNγ)late, (7.53)
where Nγ is the number of photons for the volume of interest. Using eqs. (7.51, 7.52 and 7.53) and using
spatially averaged densities, we have
ηlate = bφm−1
(
Aφa
3ρ¯φ
)
tφ or tΓ
(a3n¯γ)late
. (7.54)
Note that this relates the Aφ we have calculated carefully to the observable ηlate. However evaluating the
denominator is a bit subtle.
After tΓ the baryons and anti-baryons produced by the decay will annihilate to produce photons. The
annihilation within the solitons might be rapid, but the excess baryons/anti-baryons left over would have
to diffuse through the “plasma” to find their anti-particles to annihilate. It is unclear how long this process
takes.
8More precisely, quarks rather than baryons since the energy scale at this time 200MeV. For simplicity we will continue to
refer to baryons
9It is possible to imagine tφ  tΓ or they might be comparable depending on the details of the decay.
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Furthermore, the inflaton also decays into other particles and radiation, with the entire mix eventually
reaching thermal equilibrium with a radiation like equation of state at some time treh (equivalently a
reheating temperature, Treh). It is not easy to estimate the time-scale of this process and to what value
(a3n¯γ)late eventually settles. As a result, without a careful analysis, we cannot provide a good estimate of
the denominator.
To make further progress, we have to make some strong assumptions. We will assume that
tlate ∼ treh ∼ tΓ. (7.55)
This essentially means that annihilations and thermalization happen rapidly after tΓ, and photon number
changing processes also become inefficient soon after. In this case, we can evaluate the denominator and
numerator at the same time t ∼ tΓ and get an expression for the late time baryon-to-photon ratio, ηlate, in
terms of the inflaton asymmetry, Aφ, the reheating temperature, Treh, and the inflaton mass, m.
Under the assumption in eq. (7.55), we get
(ρφ)tΓ ∼ (ρφ)treh ∼
pi2
30
g∗T 4reh,
(n¯γ)late ∼ (n¯γ)treh ∼
2ζ(3)
pi2
T 3reh,
(7.56)
where g∗ is the number of relativistic degrees of freedom at that time. Using eq. (7.56) in eq. (7.54) we have
ηlate = β × bφpi
4g∗
60ζ(3)
Aφ
(
Treh
m
)
. (7.57)
The factor β is meant to account for a number of simplifications we have made such as rapid annihilation,
reheating and thermalization. Assuming g∗ the numerical pre-factor is ≈ 160. The inflaton asymmetry Aφ
is the value of the asymmetry at tφ (i.e. after it settles down). The details of annihilation, decay rates etc.
are hidden in Treh and β.
We are finally ready to compute a numerical value of ηlate and how it relates to the parameters that
determine the inflaton asymmetry. Note that the observed value of ηlate ≈ 6 × 10−10. Hence Aφ  1
and/or Treh  m. Both are rather natural and possible. Below we provide a combination of parameters that
allows us to get the desired ηlate:
ηlate ∼ 10−9β
(
102
M
mPl
)( c3
10−2
)2 (
10−4
mPl
m
)( Treh
104TeV
)
sin 3θi. (7.58)
In general, if we want a high reheating temperature, c3 has to be small and vice-versa. Although we have
not used that relationship above, m and M are related via the constraint on the amplitude of curvature
fluctuations.
7.5 Summary and future directions
We have investigated the generation of matter/antimatter asymmetry from the complex and rich dynamics at
the end of inflation. We have shown that in a class of models with a complex inflaton and a small breaking
of U(1) symmetry, the inflaton fragments into localized soliton-like configurations called oscillons. These
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configurations not only contain most of the energy density of the inflaton, they also carry most of the
inflaton/anti-inflaton asymmetry. The oscillons decay into baryons/anti-baryons eventually giving rise to
the observed baryon-to-photon ratio in our Universe for a broad range of parameters.
We took care in specifying multifield initial conditions on the lattice on super/subhorizon scales. Instead
of using the instantaneous lowest energy state at the end of inflation, we self-consistently evolved all
independent mode functions with Bunch-Davies initial conditions from deep inside the horizon during
inflation up to the end of inflation. We carried out a linearized analysis of the field fluctuations with
and without gravitational perturbations where applicable (see Sec. 7.3.2 and Appendix A). Because of
the structure of resonance in our model, the details of the initial power-spectra on superhorizon scales were
not relevant for us. However, we note that multifield initial conditions on horizon and superhorizon scales
could be important for setting initial conditions for lattice simulations in other models.
We carried out detailed numerical simulations using a modified version of LatticeEasy to explore the
non-linear dynamics of the inflaton field and the asymmetry generation. We explored how the asymmetry
depends on the parameters of the Lagrangian, as well as the fragmentation dynamics. We found that the
fragmentation does affect the inflaton asymmetry significantly. The value of the asymmetry as well as its
spatial distribution are qualitatively and quantitatively different from the homogeneous case. In general, the
asymmetry in the fragmented case is smaller than the one derived by ignoring the fragmentation. Inspite of
the complex dynamics, we were able to provide a simple (empirical) formula for the inflaton asymmetry,
expressing it in terms of the parameters of the Lagrangian and initial conditions in a physically transparent
manner (see eq. (7.48)).
While we provided a detailed analysis of the asymmetry generation in the inflaton, we provided
a comparatively simple analysis of the decay to quarks/baryons. How this decay takes place in a
highly inhomogeneous inflaton field configuration, and the details of subsequent annihilation of the
quarks/anti-quarks (baryons/anti-baryons) is left for future work. We provided an estimate for the
baryon-to-photon ratio (see eqs. (7.57) and (7.58)) under simplified assumption of rapid thermalization
(amongst others). This estimate should be checked by a detailed analysis of the inflaton decay,
inhomogeneous annihilation and subsequent thermalization.
On the theoretical side a few additional problems need to be addressed. While we argued heuristically
for the form of the inflaton asymmetry, a more detailed understanding is needed. We have not explored
the properties of oscillons generated here in detail. Their lifetimes, distribution of amplitudes, sizes and
interactions would be useful. Importantly, longer time-scale simulations (with an initial higher resolution)
are needed to quantify the long term behavior of the asymmetry. It would be a useful check to carry out these
simulations using other existing codes (besides LatticeEasy), each with their own benefits [75, 76, 78–80].
The results for the inflaton asymmetry and the baryon-to-photon ratio should be sensitive to the form of
Vbr. It will be interesting to test if successful baryogenesis can be realised with different Vbr in the presence
of oscillons.
7.5.1 Additional observational consequences
Beyond the baryon-to-photon ratio, the scenario for baryogenesis is rich in terms of other potential
observational implications. We briefly discuss a few of them below.
Isocurvature modes are generated during inflation due to the presence of the light “angular” component
of the complex field [189]. For our model, this leads to an isocurvature fraction, αII ∼ 2.6 × 10−4, which
is two orders of magnitude below the current constraints [2]. Note that these isocurvature modes are not due
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to fragmentation.10 Another connection between baryogenesis during inflation and isocurvature modes is
discussed in [217, 218].
The initial fragmentation, and soliton formation can lead to the generation of gravitational waves (see
for example [81, 82, 219]). In addition, a long phase of soliton domination leads to a matter dominated
expansion history before reheating takes place. This change in the expansion history affects the mapping
of modes between horizon exit during inflation and re-entry at late times, thus affecting our interpretation
of inflationary observables [133, 139, 220] (see Chapter 6). The long matter dominated phase also leads to
additional gravitational structure formation in the early Universe before the inflaton decays away.
The solitons found in the simulation might be extremely long lived, serving as dark matter candidates
[221]11 or they might decay into dark matter [222].
The inhomogeneous annihilation, if it is inefficient might lead to signatures during big bang
nucleosynthesis or in the late Universe [223]. We hope that our work will motivate a more detailed analysis
of inhomogeneous decay, annihilation and subsequent thermalization in similar models.
10Note that in a number of Affleck-Dine Baryogeneis scenarios the isocurvature modes are unacceptabely large for high energy
scale inflation (see for example [216]). However, the large vacuum expectation value of the inflaton field (which doubles as the
Affleck-Dine field) suppresses the isocurvature modes [39].
11These authors considered Q-balls rather than oscillons. Q-balls are likely to live longer than oscillons because of their
(approximately) conserved U(1) charge.
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Chapter 8
Gauge fields production
Abstract
We calculate particle production during inflation and in the early stages of reheating after
inflation in models with a charged scalar field coupled to Abelian and non-Abelian gauge
fields. A detailed analysis of the power-spectra of primordial electric fields, magnetic fields and
charge fluctuations at the end of inflation and preheating is provided. We carefully account for
the Gauss constraints during inflation and preheating, and clarify the role of the longitudinal
components of the electric field. We calculate the time-scale for the back-reaction of the
produced gauge fields on the inflaton condensate, marking the onset of non-linear evolution
of the fields. We provide a prescription for initial conditions for lattice simulations necessary
to capture the subsequent non-linear dynamics. On the observational side, we find that the
primordial magnetic fields generated are too small to explain the origin of magnetic fields on
galactic scales and the charge fluctuations are well within observational bounds for the models
considered in this chapter.
8.1 Introduction
Particle production during inflation [3–6] and reheating [10–12, 14–17, 224] sets up the initial conditions
for the formation of observed structure and the beginning of the hot big bang. Particle production in models
with gauge fields is particularly interesting because of the ubiquity of gauge fields in the Standard Model
(SM) and their natural appearance in extensions beyond the SM. Gauge fields coupled to scalar fields can
have important consequences for the generation of curvature [225–251] and charge perturbations [38, 39,
52, 247, 252–254], gravitational waves [27, 91, 242, 244, 255–261] as well as seeding primordial magnetic
fields [53, 253, 262–275] during inflation. Such gauge fields can significantly affect the transition to a
radiation dominated universe after inflation [37, 276] and can lead to novel non-perturbative phenomena
[26, 29, 277–282].
An analysis of particle production with gauge fields in the early universe has been undertaken in many
previous studies. For example, gauge field production during inflation and its consequences was reviewed
in [283]. Non-perturbative gauge field production during and after inflation was explored in [24, 28, 92, 94–
96, 247, 284–287] (see also Section 4.3), whereas non-linear dynamics of gauge fields after inflation was
considered in [21, 22, 26, 37, 276, 288, 289] for Abelian fields and [29, 277–281] for non-Abelian ones.
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In this chapter we re-visit particle production in locally gauge invariant models with Abelian and
non-Abelian fields coupled to charged scalar fields. In these models we assume that a component of the
charged scalar field plays the role of the inflaton condensate. Care has to be taken with gauge fields because
they have to satisfy certain constraint equations (along with the usual evolution equations). The natural
gauge redundancy can lead to complications in quantization or to spurious gauge modes during numerical
evolution. The non-zero vacuum expectation value (vev) of the inflaton condesate during inflation and
reheating changes some of the common results for gauge fields coupled to scalar fields with zero vevs.
Moreover, certain common gauge choices become ill-defined when the inflaton condensate starts oscillating
at the end of inflation. Finally, if significant particle production occurs, back-reaction becomes important
and classical lattice simulations are needed to fully explore the non-linear dynamics of the fields. Initial
conditions for such lattice simulations can be nontrivial because of the constraints on the different variables
that must be satisfied. We pay special attention to all of these issues in this work. While we restrict ourselves
to “minimal” models consistent with local gauge invariance, our techniques and results should carry over to
more complicated scenarios such as [24, 286].
We calculate particle production during inflation using gauge invariant variables and with proper
accounting for the constraints (Section 8.3). The use of gauge invariant variables naturally avoids issues with
spurious gauge degrees of freedom and makes the quantization and subsequent evolution of perturbations
particularly transparent. We provide power-spectra for the electric and magnetic fields at the end of inflation,
along with simple analytic estimate for their shape. In Appendix B we explain their shape via approximate
analytic calculations.
While useful during inflation, gauge invariant variables become ill-defined when the inflaton starts
oscillating. We argue for the use of well defined Coulomb gauge variables for analysing non-perturbative
particle production during preheating at the end of inflation. In Section 8.4, we carry out a Floquet like
analysis for the resonant production of the gauge fields. Here, we point out some minor discrepancies in the
literature regarding the productions of the gauge invariant longitudinal component of the electric field. We
then estimate the end of preheating by calculating the time when back-reaction of the resonantly produced
gauge fields becomes important (Section 8.4.2). In Appendix C we provide technical details for quantizing
and calculating the back-reaction in the Coulomb gauge.
Once non-linear effects become important, simulations become essential. Non-linear simulations with
gauge fields (especially non-Abelian fields) can be challenging because of the large number of components
and the necessity of satisfying constraint equations. In Section 8.5 of this work we provide a simple
prescription for setting up initial conditions for such lattice simulations which can be applied in any gauge.
In our prescription, the lattice initial conditions naturally satisfy the necessary gauge constraints. We
note that our initial conditions accurately account for metric perturbations, field interactions and gauge
constraints to linear order. We provide an example of lattice initial conditions in temporal gauge which is
a common choice for simulations. We arrive at these initial conditions via gauge invariant variables; this
serves as a model to set up initial conditions in any gauge. We will carry out detailed lattice simulations in
future work (a novel algorithm for simulating Abelain gauge fields is presented in Chapter 9).
We have tried to make the present chapter self-contained, so that it can be used for future reference
easily. To this end, we provide the necessary equations for the perturbations of metric and matter fields
(scalar and gauge fields) in position and Fourier space for gauge invariant variables. While we work with
gauge invariant variables as far as possible, we also provide a dictionary to translate our results to other
popular gauges.
For pedagogical purposes, we carry out the analysis for Abelian fields first (Section 8.2). We show in
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the later half of the chapter (Section 8.6) how the non-Abelian analysis can be reduced to an analysis of
multiple copies of the Abelian case in the linear regime. Hence, the analysis for the Abelian case, including
the setting up of the lattice initial conditions, can be easily carried over to the non-Abelian case. We show
how to apply the developed techniques to a SU(2) model and its extension: a SU(2)× U(1) model.
We discuss the observational consequences of a charged inflaton and its gauge fields in Section 8.7. We
summarize our results in the Conclusions section and discuss future directions.
8.2 The Abelian model
We consider an action with matter minimally coupled to gravity
S = −m
2
Pl
2
∫
d4x
√−gR+ Sm , (8.1)
where R is the Ricci scalar, g is the determinant of the metric. The matter action contains a complex scalar
field ϕ and the gauge field Aµ:
Sm =
∫
d4x
√−gLm =
∫
d4x
√−g
[
(Dµϕ) ∗ (Dµϕ)− V(|ϕ|)− 14FµνF
µν
]
, (8.2)
where the field tensor Fµν for the gauge fields and the gauge-covariant derivative Dµϕ are given by
Fµν(A) = ∇µAν −∇νAµ , Dµϕ =
(
∇µ + igA2 Aµ
)
ϕ . (8.3)
In the above equations,∇µ is the usual Levi-Civita connection. The action Sm is invariant under local U(1)
gauge transformations
ϕ→ e−i
g
A
2
α(xν)ϕ , Aµ → Aµ +∇µα(xν) , (8.4)
where α(xν) is an arbitrary real function of space and time. The total action is also invariant under
space-time differomorphisms. The gauge symmetry implies that not all of the components of the 4-vector
Aµ and the real and imaginary parts of the scalar field are physical degrees of freedom (dof). We remedy
this redundancy by working in the appropriate set of gauge invariant variables or by fixing the gauge. The
redundancy due to space-time diffeomorphisms is handled in a similar fashion.
We will present our answers as power-spectra of the electric and magnetic fields, which are defined in
the usual way [290]:1
Ei ≡ F0i = ∇0Ai −∇iA0 , Bi ≡ 12
ilmFlm =
1
2
ilm (∇lAm −∇mAl) . (8.5)
8.2.1 U(1) gauge invariants
When the field ϕ 6= 0, it can be written in polar co-ordinates as
ϕ(xµ) =
1√
2
ρ(xµ)ei
g
A
2
Ω(xµ) . (8.6)
1ijk is the antisymmetric Levi-Civita tensor. It does not raise or lower (spatial) indices.
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Under the local U(1) gauge transformation (see eq. (8.4)) ρ→ ρ and Ω→ Ω− α. It is convenient to work
in local U(1) gauge invariant variables given by the following five fields:
ρ(xν) and Gµ(xν) ≡ Aµ(xν) +∇µΩ(xν) . (8.7)
In these variables the matter action becomes
Sm =
∫
d4x
√−g
[1
2
∇µρ∇µρ+ 12
(gAρ
2
)2
GµG
µ − V (ρ)− 1
4
Fµν (G)Fµν (G)
]
, (8.8)
where V (ρ) = V(|ϕ|). It is worth noting that the variable Ω appearing in eq. (8.6) does not make an
appearance in the above action. There is no need to worry about the U(1) gauge redundancy when working
with gauge invariant variables.
Note that the E and B fields are invariant with respect to U(1) transformations and their expressions in
terms of Gµ are identical to those in terms of Aµ:
Ei = ∇0Gi −∇iG0 , Bi = 12
ilm (∇lGm −∇mGl) . (8.9)
8.2.2 Diffeomorphism invariants
We will work in a perturbed Friedmann-Roberston-Walker space-time with the metric:
ds2 = (g¯µν + δgµν)dxµdxν
= (1 + 2φ) a2(τ)dτ2 + 2 (∂iB + Si) a2(τ)dxidτ
− [ (1− 2ψ) δij − 2∂i∂jE − ∂jKi − ∂iKj − h˜ij]a2(τ)dxidxj , (8.10)
where φ(xσ), B(xσ), ψ(xσ), E(xσ) are scalar perturbations, Si(xσ), Ki(xσ) are divergence-free 3-vector
perturbations, and h˜ij(xσ) is a traceless transverse 3-tensor perturbation.
In this perturbed space-time, we define the perturbations of the following U(1) invariant variables:
ρ(xµ) = ρ¯(τ) + δρ(xµ) ,
Gµ(xµ) =
[
G0(xµ), ∂iG‖(xµ) +G⊥i (x
µ)
]
,
(8.11)
where G0(xσ) and G‖(xσ) are scalars and G⊥i (x
σ) is a divergence-free 3-vector. Note that the
gauge fields vanish at the background level: the spatial components are zero from isotropy of the
Friedmann-Robertson-Walker (FRW) background and the equations of motion will set the background
temporal component to zero. Hence we will work at the linear level in Gµ.
For our scenario, there are two physical scalar metric perturbations, with scalar field perturbation and
scalar parts of the gauge field adding three more. We choose to work with the following five diffeomorphism
invariant combinations:
Φ = φ− 1
a
∂τ [a (B − ∂τE)] ,
Ψ = ψ +H (B − ∂τE) ,
δρ˜ = δρ− (∂τ ρ¯) (B − ∂τE) ,
G0 ,
G‖ ,
(8.12)
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where H = ∂τ ln a. The first two are the standard Bardeen variables. G0 and G‖ are diffeomorphism
invariant since the gauge field vanishes at the background level.
Similarly, for the vectors we chose to work with the following diffeomorphism invariant combinations
V˜i ≡ Si − ∂τKi ,
G⊥i ,
(8.13)
where V˜ and G⊥ are divergence free.
The traceless, transverse 3-tensor perturbation h˜ij is already diffeomorphism invariant. Similarly, the
electric and magnetic fields defined in eq. (8.9) are already diffeomorphism invariant. It is convenient to
split the electric and magnetic fields into divergence-free and curl-free parts
Ei(xµ) = ∂iE‖(xµ) + E⊥i(xµ) , Bi(xµ) = B⊥i (x
µ) . (8.14)
Note that B‖ = 0 from the definition of Bi in eq. (8.9).
8.2.3 Equations of motion
The general equations of motion for the matter and metric fields in curved space-time take the following
form:
DµD
µϕ+
∂V
∂ϕ∗
= 0 ,
∇µFµσ + igA2 (ϕ (D
σϕ)∗ − ϕ∗Dσϕ) = 0 ,
Gµν = 1
m2Pl
Tµν ,
(8.15)
where Gµν is the Einstein tensor and the energy momentum tensor is given by
Tµν = 2
(
D(µϕ
)∗
Dν)ϕ− FµαFνα − gµν
[
(Dαϕ)∗Dαϕ− V − 14FαβF
αβ
]
. (8.16)
In terms of the U(1) gauge invariant variables defined in Section 8.2.1, the above equations become
∇µ∇µρ+ ∂V
∂ρ
− ρ
(gA
2
)2
GµG
µ = 0 , (8.17)
∇µFµσ (G) +
(ρgA
2
)2
Gσ = 0 , (8.18)
Tµν = ∇µρ∇νρ−
(gAρ
2
)2
GµGν − Fµα(G)Fνα(G)
− gµν
[
1
2
∇αρ∇αρ− 12
(gAρ
2
)2
GαG
α − V (ρ)− 1
4
Fαβ(G)Fαβ(G)
]
.
(8.19)
Equation (8.18) implies the following definition of the conserved 4-current:
jµ =
(ρgA
2
)2
Gµ , ∇µjµ = 0 . (8.20)
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The equivalent of Maxwell’s equations for the electric and magnetic fields are
∇iEi =
(ρgA
2
)2
G0 = j0 , ilm∇lBm −∇0Ei =
(ρgA
2
)2
Gi = ji . (8.21)
Next, we write down the equations of motion for the background (space independent) fields and linearized
perturbations around these background fields in terms of gauge invariant variables.
Background
Assuming the scalar field plays the role of the inflaton and treating the gauge fields as perturbations, the
evolution of ρ¯(τ) can be determined from eq. (8.17):
∂2τ ρ¯+ 2H∂τ ρ¯+ a2
∂V
∂ρ¯
= 0 , (8.22)
whereH is given by the 00 background Einstein equation
H2 = a
2
3m2pl
(
(∂τ ρ¯)
2
2a2
+ V
)
. (8.23)
The electric and magnetic fields vanish at the background level.
Linearized perturbations in position space
From eq. (8.17) and eq. (8.18) we get the equations of motion for diffeomorphism and U(1) gauge invariant
scalar perturbations:
∂2τ δρ˜+ 2H∂τδρ˜−∆δρ˜+ a2
∂2V
∂ρ¯2
δρ˜− ∂τ ρ¯ (3∂τΨ + ∂τΦ) + 2a2∂V
∂ρ¯
Φ = 0 , (8.24)
∂2τG
‖ + a2
( ρ¯gA
2
)2
G‖ − ∂τG0 = 0 , (8.25)
∂τ∆G‖ −∆G0 + a2
( ρ¯gA
2
)2
G0 = 0 , (8.26)
where eq. (8.26) is the linearized version of the Gauss constraint. Note that the scalar components of the
gauge fields G0 and G‖ do not couple to the metric perturbations.
The evolution of the U(1) gauge and diffeomorphism invariant vector perturbations involving matter
fields can be obtained from
∂2τG
⊥
i −∆G⊥i + a2
( ρ¯gA
2
)2
G⊥i = 0 . (8.27)
The perturbations G⊥i also do not couple to metric perturbations. As mentioned earlier, the tensor
perturbations are also decoupled from the matter fields at the linear level. We shall not consider tensor
perturbations any further in this chapter.
We now turn to the Einstein equations. The energy-momentum tensor in eq. (8.19) is quadratic in theGµ
(with Gµ = 0 at the background level). Hence, to linear order in the perturbations, the energy-momentum
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tensor depends only on the perturbations in ρ and the metric. Also T ij = 0 for i 6= j; there is no anisotropic
stress. The linearised Einstein equations (for scalar perturbations) yield
Φ = Ψ ,(
∂τH−H2 −∆
)
Ψ =
1
2m2pl
[−∂τ ρ¯ (∂τδρ˜+Hδρ˜) + δρ˜∂2τ ρ¯] ,
∂τΨ +HΨ = 12m2pl
δρ˜∂τ ρ¯ .
(8.28)
Note that the gauge fields are completely decoupled from the scalar metric perturbations.
The picture for vector perturbations is even simpler - the linearized Einstein equations for the vector
perturbations involve only metric perturbations:
∆V˜i = 0 and ∂τ
(
∂j V˜i + ∂iV˜j
)
+ 2H
(
∂j V˜i + ∂iV˜j
)
= 0 , (8.29)
which do not affect the matter vector perturbations.
At the linearized level, the equations of motion for the electric and magnetic fields defined in eq. (8.9)
are simple2
−∆E‖ = a2
( ρ¯gA
2
)2
G0 = a2j0 ,
− ∂τE‖ = a2
( ρ¯gA
2
)2
G‖ ≡ a2j‖ ,
ilm∂lB⊥m − ∂τE⊥i = a2
( ρ¯gA
2
)2
G⊥i ≡ a2j⊥i .
(8.30)
On the right-hand sides of the last two equations, we have defined the scalar perturbations and
divergence-free vector perturbations in the 3-current density, respectively.
Linearized perturbations in Fourier space
For calculational purposes, we move to Fourier space. Fourier space is also particularly convenient for
solving the various constraint equations, which essentially become algebraic in the relevant variables.
We begin with the equations of motion for the scalar perturbations. From the (Fourier space version
of the) constraints, eqns. (8.28), we can substitute the gravitational potential Ψk and its derivative into the
evolution equation for δρ˜k (cf. eq. (8.24)) to obtain an equation of motion which only involves δρ˜k:
∂2τ δρ˜k + 2H∂τδρ˜k + k2δρ˜k + a2
∂2V
∂ρ¯2
δρ˜k
+
2
m2Pl
[(
H∂τ ρ¯+ a
2
2
∂V
∂ρ¯
)
δρ˜k∂
2
τ ρ¯− ∂τ ρ¯ (∂τδρ˜k +Hδρ˜k)
∂τH−H2 + k2 − (∂τ ρ¯)
2 δρ˜k
]
= 0 .
(8.31)
The remaining scalar perturbations,G0 andG‖, are governed again by an evolution equation, eq. (8.25), and
a constraint, eq. (8.26). Before moving to the Fourier transformed versions of these equations we define the
longitudinal (i.e., curl-free) component of the space-like part of Gµ:(
GL
)
i
= ∂iG‖ . (8.32)
2Note that in FRW background with conformal time∇µFµν = gνα∇µFµα = gνα∂µFµα.
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The Fourier transform ofGL can be expressed in terms of a longitudinal polarisation vector, Lk , as follows:
GLk = 
L
kG
L
k , (8.33)
where we shall call the scalar GLk , the longitudinal mode. The polarisation vector has the following
properties:
Lk = 
L∗
−k , 
L∗
k · Lk = 1 , ik · Lk = k , ik× Lk = 0 . (8.34)
The Fourier transformed equations, eqns. (8.25) and (8.26), then take the form(gA ρ¯a
2
)2
G0k = −k2G0k − k∂τGLk , (8.35)
∂2τG
L
k + k∂τG0k +
(gA ρ¯a
2
)2
GLk = 0 . (8.36)
There is a similarity between the pairs
(
GLk , G0k
)
and (δρ˜k,Ψk). GLk and δρ˜k are both dynamical fields,
evolved according to second order in time equations of motion, eq. (8.36) and eq. (8.24), respectively. Each
of these perturbations has its own auxiliary field, G0k and Ψk respectively, determined by a constraint
equation. Substituting the auxiliary field (i.e., G0k) into the equation of motion we obtain the following
expression in terms of GLk only:
∂2τG
L
k + 2
(
H+ ∂τ ρ¯
ρ¯
)
∂τG
L
k
1 +
(
g
A
ρ¯a
2k
)2 + [k2 + (gA ρ¯a2 )2
]
GLk = 0 . (8.37)
We now turn to vector perturbations. The matter vector perturbations are decoupled from the metric
vector perturbations. Similarly to the longitudinal case, we introduce a pair of transverse polarisation vectors
T±k which satisfy
T±k = 
T±∗
−k , 
Tλ′∗
k · Tλk = δλ
′λ , ik · T±k = 0, ik× T±k = ±kT±k . (8.38)
The divergence-free perturbations in terms of these polarization vectors are
G⊥k (τ) =
∑
λ=±
Tλk G
Tλ
k (τ) , (8.39)
with the equations of motion
∂2τG
T±
k +
[
k2 +
(gA ρ¯a
2
)2]
GT±k = 0 . (8.40)
The fact that Hubble friction does not appear in the evolution equations for the transverse modes is because
of conformal invariance of massless gauge fields. However, the longitudinal components (which exist when
the gauge field is effectively massive) do feel Hubble friction.
One can also rewrite the electric and magnetic fields, and the 3-current, in terms of longitudinal and
transverse modes, e.g.,
Ei = ∂iE‖ + E⊥i = (E
L)i + E⊥i , (8.41)
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which in terms of the polarization vectors in Fourier space becomes
Ek = LkE
L
k +
∑
λ=±
Tλk E
Tλ
k . (8.42)
Similar expansions hold for ji and Bi with the exception BLk = 0. Below we give the expressions used in
the subsequent sections to calculate the primordial power-spectra of the longitudinal and transverse modes
of E and B
ELk = kG0k + ∂τG
L
k =
(
ρ¯g
A
2
)2
k2
a2
+
(
ρ¯g
A
2
)2∂τGLk ,
ET±k = ∂τG
T±
k , B
T±
k = ±kGT±k .
(8.43)
The charge and current densities can also be expressed in terms of the G field’s longitudinal and transverse
modes
j0k =
( ρ¯gA
2
)2
G0k =
−
(
ρ¯g
A
2
)2
k2
a2
+
(
ρ¯g
A
2
)2 ka2∂τGLk , jLk = ( ρ¯gA2 )2GLk , jT±k = ( ρ¯gA2 )2GT±k . (8.44)
The first identity is simply −kELk = a2j0k, i.e., the Gauss constraint. In a consistent quantum analysis of
the perturbations during and after inflation, one cannot set j0k and jLk to zero by hand (this differs from the
treatment in [269], [291]). This is because the vacuum fluctuations in GLk can be enhanced due to horizon
crossing during inflation or non-adiabatic particle production during preheating. We shall see this aspect in
detail in the subsequent sections.
8.2.4 Gauge transformations
In the upcoming sections we will use either the gauge invariant variables discussed above or work in some
particular gauge depending on which approach is best for the problem at hand. In this short section we
provide the relationships between variables in some of the popular gauges used in the literature and the
gauge invariant ones. These relationships can also be used to move from one gauge to another. When the
variables are well defined, we can use the equations of motion and the solutions in the gauge invariant case to
recover the corresponding expressions in our gauge of choice. Occasionally, some of the variables become
ill-defined or the relationships between variables require a patching up of co-ordinate maps (for example
during reheating). Such cases can be dealt with on an individual basis, or one simply derives the equations
of motion and solutions directly from the equations of motion themselves.
In different gauges (but not the gauge invariant case) the complex scalar field is represented as ϕ =
(ϕ0 + iϕ1)/
√
2, and the gauge fields by Aµ. For perturbations, we will always work around an FRW
background. Using the global U(1) invariance, we set the homogeneous, imaginary part of ϕ, ϕ¯1 = 0. That
is ϕ = (ϕ¯0 + δϕ0 + iδϕ1)/
√
2. For the homogeneous part ϕ¯0 = ±ρ with the ± sign accounting for the
change in sign during an oscillation through zero. In Fourier space, the transverse modes and the scalar
perturbations along the direction of motion of the homogeneous field (in all the gauges discussed below) are
related to the gauge invariant variables as follows:
δϕ0k = δρk , A
T±
k = G
T±
k , (8.45)
136
8.3. Inflationary dynamics
with the equations of motion for δϕ0k and A
T±
k being identical to the gauge invariant case with ρ→ ϕ¯0.
Coulomb gauge:
In this gauge ∂iAi = 0. In Fourier space we get
δϕ1k = −
ρ¯gA
2k
GLk , A0k = G0k +
1
k
∂τG
L
k , A
L
k = 0 . (8.46)
Unitary gauge:
In this gauge ϕ1 = 0, which yields
δϕ1k = 0 , A0k = G0k , A
L
k = G
L
k . (8.47)
The equations in the Unitary gauge are identical to those in the gauge invariant one.
Temporal gauge:
In this gauge A0 = 0. However, the theory is still invariant under the time-independent transformation
Ai → Ai + ∂iα(x) and δϕ1 → δϕ1 − ϕ¯0gAα(x)/2, which in Fourier space translates to ALk → ALk − kαk
and δϕ1k → δϕ1k − ϕ¯0gAαk/2. Hence, we completely fix the gauge by choosing an α such that at some
moment of time, τ = τin, δϕ1k(τin) = 0. With this condition, we have
δϕ1k =
ρ¯gA
2
∫ τ
τin
G0k(η)dη , A0k = 0 , ALk = G
L
k + k
∫ τ
τin
G0k(η)dη . (8.48)
Lorenz gauge:
In this gauge∇µAµ = 0. In this case
δϕ1k = ρ¯gA(A
L
k −GLk)/(2k) , A0k = G0k + ∂τ (GLk −ALk)/k ,
ALk =
∫
G(τ, η) (∂η + 2H(η))
(
kG0k(η) + ∂ηGLk(η)
)
dη ,
(8.49)
where G(τ, η) is the Greens function of the linear operator Lτ ≡ ∂2τ + 2H(τ)∂τ + k2. Arriving at the above
form of the relationship between variables requires a bit of explanation. In Fourier space the Lorenz gauge
condition translates to ∂τA0k + 2HA0k − kALk = 0, and the equation governing ALk yields LτALk = (∂τ +
2H)(kG0k+∂τGLk). This equation yields the particular solution above only if we can set the complementary
solution to zero. This can always be done since there is a residual degree of freedom χ such that under the
transformations Aµ → Aµ + ∇µχ and δϕ1 → δϕ1 − ϕ¯0gAχ/2, the theory remains invariant; provided χ
obeys ∇µ∇µχ = 0. In Fourier space we get Lτχk = 0. Since the operator evolving χk is identical to the
one evolving ALk , we can always choose χk such that the complementary part of A
L
k vanishes, thus arriving
at the particular solution provided above.
8.3 Inflationary dynamics
The background dynamics are relatively straightforward during inflation. At the phenomenological level,
with an appropriate choice of the potential V and initial conditions we can easily arrange for −∂tH/H2 =
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−a∂τ (H/a)/H2  1 for sufficient number of e-folds. For simple models, this corresponds to H =
(H/a) ≈ const and ρ¯ ≈ const during inflation. Inflation ends when ∂τH = 0, when accelerated expansion
stops and the field starts rolling quickly. Assuming such a background solution has been found, we focus
on the quantum fluctuations around this classical background. Quantization of constrained systems, like the
problem at hand, can be tricky. We find that by working in Fourier space with gauge invariant variables and
substituting the constraints before quantizing, the process becomes straightforward. Once the appropriate
quantized solutions for the scalar and gauge fields are available, we construct the power-spectra of the
electric and magnetic fields at the end of inflation.
8.3.1 Quantized scalar and vector perturbations
For the purposes of quantization, it is convenient to write down the action for the Fourier components of
the dynamical perturbation variables left after imposing the constraints. The equations of motion for these
variables δρ˜k, GLk and G
T±
k were provided in the previous section (see eqns. (8.31), (8.37) and (8.40)). The
total quadratic action of these variables naturally splits into four parts:
S(2)m = S
ρ + SL + ST+ + ST− =
∑
I
SI , (8.50)
where SI are the quadratic actions for the perturbations in the I-th variable f I with
SI =
∫
dτLI(τ) =
∫
dτ
∫
d3k bI(k, τ)
[
1
2
|∂τf Ik|2 −
1
2
ω2I (k, τ)|f Ik|2
]
. (8.51)
The explicit forms of bI(k, τ) and ωI(k, τ) will be provided below for the different components. We first
outline the general quantization procedure common to all of the components. The conjugate momentum
density of the I-th variable
piIk(τ) =
δ
(
LI(τ)
)
δ
(
∂τf I−k
) = bI∂τf Ik , (8.52)
where we have made use of f I∗k = f
I
−k. The field operators fˆ
I
k along with their conjugate momenta operators
piIk must obey the standard equal time commutators:[
fˆ Ik(τ), fˆ
J
q (τ)
]
= 0 ,
[
pˆiIk(τ), pˆi
J
q(τ)
]
= 0 ,
[
fˆ Ik(τ), pˆi
J
q(τ)
]
= i (2pi)−3 δIJδ(k + q) . (8.53)
Note that our fields are not canonically normalized. The non-vanishing commutator and eq. (8.52) imply[
fˆ Ik(τ), ∂τ fˆ
J
q (τ)
]
= i (2pi)−3 (bI(k, τ))−1 δIJδ(k + q) . (8.54)
The field operators fˆ Ik can be expanded in terms of operators aˆ
I
k and mode functions u
I
k(τ) as
fˆ Ik(τ) = aˆ
I
ku
I
k(τ) + aˆ
I†
−ku
I∗
k (τ) , (8.55)
where each of the mode functions uIk(τ) satisfies the corresponding field equations of motion obtained by
varying the action SI (same equations as those satisfied by f Ik)
∂2τu
I
k + (∂τ ln bI) ∂τu
I
k + ω
2
Iu
I
k = 0 . (8.56)
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The final ingredient needed for evolving the mode function uIk(τ) (and hence the field operators), are the
initial conditions for the mode functions. Their normalization will in turn also determine the commutation
relation for the operators aˆIk. We will determine the initial conditions by constructing WKB solutions for
the mode functions satisfying eq. (8.56) at very early times.
To proceed to the WKB solutions for the initial conditions we need the explicit forms of bI(k, τ) and
ωI(k, τ), which are provided below. For I = ρ, i.e., when f
ρ
k = δρ˜k we have
bρ(k, τ) = a2 exp
[
1
2m2Pl
∫ τ
τi
dτ
(
∂τ (∂τ ρ¯)2
∂τH−H2 + k2
)]
,
ω2ρ(k, τ) = k
2 + a2∂2ρ¯V −
1
m2Pl
[
∂2τ ρ¯
(
∂2τ ρ¯−H∂τ ρ¯
∂τH−H2 + k2
)
+ 2(∂τ ρ¯)2
]
.
(8.57)
Similarly, for I = L, T±, i.e., when f Ik = GLk , GT±k we have
bL(k, τ) =
[
1 +
(
2k
ρ¯gAa
)2]−1
, ω2L(k, τ) = k
2 +
( ρ¯gAa
2
)2
,
bT±(k, τ) = 1 , ω2T±(k, τ) = k
2 +
( ρ¯gAa
2
)2
.
(8.58)
One can check that extremising the action in eq. (8.50) with respect to each of the field perturbations gives
the corresponding equations of motion from the previous section, namely eqns. (8.31), (8.37) and (8.40).
At early enough times during inflation as a → 0, a given k mode of interest will be deep inside the
horizon k  H and will dominate all other physical scales (for example, k  (ρ¯gAa)) as a → 0. At
such early enough times during inflation ∂2τ ln bI , (∂τ ln bI)
2  ω2I . This hierarchy can be verified by
noting that for each component ω2I → k2 and (∂τ ln bρ,L)2 , ∂2τ ln bρ,L → O[H2], ∂τ ln(bT±) = 0. With this
information at hand, the WKB solution of eq. (8.56) at early enough times during inflation is3
uIk(τ)→
1
(2pi)3/2
√
2
1√
bI(k, τ)ωI(k, τ)
exp
(
−i
∫ τ
τin
dτ ′ωI(k, τ ′)
)
, (8.59)
where for the WKB solution to be valid∣∣∣∣∣∂τ
[
ω2I −
1
2
∂2τ ln bI −
1
4
(∂τ ln bI)2
]−1/2∣∣∣∣∣ 1 . (8.60)
The time independent normalization of the mode functions (
[
(2pi)3/2
√
2
]−1
) was chosen so that the usual
commutation relation for the creation and annihilation operators is satisfied. That is, using the above mode
functions in eqns. (8.54) and (8.55) implies that at early times[
aˆIk, aˆ
J
−k
]
= 0 ,
[
aˆIk, aˆ
J†
−q
]
= δIJδ(k + q) . (8.61)
Since these operators are time-independent, these relationships remain true at all times. Thus by starting with
the initial conditions for the mode functions uIk in eq. (8.59), we can evolve them using eq. (8.56) to any later
3This can be obtained by making the usual transformation to eliminate the “friction term” from eq. (8.56) and then using the
general form of the 1st order WKB solution. The final form also assumes that ω2I dominates over other terms in the WKB solution.
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time and obtain the necessary power-spectra. The forward time evolution will take the initially sub-horizon
and/or ultra-relativistic (k  H and/or k  ρ¯gAa) solutions to superhorizon and non-relativistic ones.
Before ending this section we make some general comments about the early time solutions for the mode
functions uIk during inflation written explicitly below:
uρk(τ)→
e−ikτ
(2pi)3/2 a(τ)
√
2k
,
uLk (τ)→
(
2k
ρ¯g
A
)
e−ikτ
(2pi)3/2 a(τ)
√
2k
,
uT±k (τ)→
e−ikτ
(2pi)3/2
√
2k
.
(8.62)
The early time solution for the mode function uρk of δ ˆ˜ρk reflects the fact that at early enough times, we are
simply dealing with an effectively massless (k2  a2∂2ρV ) field on subhorizon k  H scales where metric
perturbations are negligible. The early time solution is identical to the mode functions for the Minkowski
vacuum apart from the trivial a(τ) scaling. The mode function uLk of the longitudinal component of the
gauge fields GˆLk is related to u
ρ
k in a simple way: u
L
k =
(
2k
ρ¯g
A
)
uρk. The rescaled field (ρ¯gA/2k)Gˆ
L
k behaves
as a massless scalar field, which is a manifestation of the Goldstone Boson Equivalence Theorem. The
scalefactor does not appear in the early time mode functions uT±k of the transverse gauge field modes Gˆ
T±
k .
This reflects the fact that massless transverse modes of gauge fields are conformally invariant.
Finally, we note that the above early solutions were constructed assuming slow roll inflation. However,
for large enough k these solutions remain valid even at the end of inflation as is to be expected, albeit with
slightly different conditions on k. The conditions for these solutions to be valid are k2  H2, a2∂2ρV for
uρk; k  ∂τ (aρ¯)/(aρ¯), aρ¯gA/2 and k2  |∂2τ (aρ¯)/(aρ¯)| for uLk ; and k  aρ¯gA/2 for uT±k . These are useful
for checking the ultra-relativistic solutions at the end of inflation.
8.3.2 Inflationary power-spectra
Let us now use the developed formalism to compute the power-spectra of the matter fields at the end of
inflation – the first moment when ∂τH = 0.4 We will calculate the power-spectra of the gauge invariant
electric and magnetic fields.
The correlation functions of the electric and magnetic fields can be written in terms of the longitudinal
and transverse mode functions as follows:
〈0| EˆjqEˆ†jk |0〉 = δ (q− k)
(∣∣∣uELk ∣∣∣2 + ∑
λ=±
∣∣∣uETλk ∣∣∣2
)
,
〈0| BˆjqBˆ†jk |0〉 = δ (q− k)
∑
λ=±
∣∣∣uBTλk ∣∣∣2 , (8.63)
4Which is equivalent to the standard expression a¨(t) = 0, where t is cosmic time.
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where from eq. (8.43)
uE
L
k =
[
1 +
(
2k
ρ¯gAa
)2]−1
∂τu
L
k , u
ETλ
k = ∂τu
Tλ
k , u
BT±
k = ±kuT±k . (8.64)
The power-spectra of the electric and magnetic fields are defined as5
∆2ET± = 4pik
3 |uE
T±
k |2
a4
, ∆2BT± = 4pik
3 |uB
T±
k |2
a4
, ∆2EL = 4pik
3 |uE
L
k |2
a4
. (8.65)
For concreteness, we compute these power-spectra at the end of inflation for the chaotic inflation scenario
with V (ρ) = (1/2)m2ρ2. However, our results hold more generally. For an analytic understanding of the
features in the power-spectra we solve the equations of motion in de Sitter space to zeroth order in slow-roll
(i.e., we ignore time derivatives of the inflaton) in Appendix B. We assume that inflation lasts 60 e-folds and
take the inflaton mass to be m = 10−6mPl. The longitudinal and transverse fields, GˆLk and Gˆ
T±
k are evolved
numerically from very early times when they are deep inside the horizon with k  H, k  aρ¯gA/2 and
k2  ∣∣∂2τ (aρ¯)/aρ¯)∣∣, and have corresponding electric and magnetic WKB power-spectra (cf. eqns. (8.62),
(8.64), (8.65))
∆2ET± =
H4
4pi2
(
k
H
)4
, ∆2BT± =
H4
4pi2
(
k
H
)4
, ∆2EL =
H4
4pi2
(
k
H
)2(kC
H
)2
. (8.66)
The power-spectra of the electric and magnetic fields at the end of inflation are shown in Fig. 8.1. To
understand these plots, a ‘Compton wavenumber’ kC corresponding to the effective mass is particularly
important:
kC ≡ aρ¯gA/2 , (8.67)
where the time-dependent quantities on the right-hand side are all evaluated at the time of interest (usually
at the end of inflation). The spectra behave differently based on the relative size of kC and the Hubble scale
H. When the Compton wavenumber of GˆLk and GˆT±k is subhorizon, i.e., kC & H, we have
∆2BT± ≈
H4
4pi2
×
{
(k/H)4 (k/kC ) , if k  kC ,
(k/H)4 , if k  kC ,
∆2ET± ≈
H4
4pi2
×
{
(k/H)3 (kC/H) , if k  kC ,
(k/H)4 , if k  kC ,
∆2EL ≈
H4
4pi2
×
{
(k/H)3 (kC/H) , if k  kC ,
(k/H)2 (kC/H)2 , if k  kC .
(8.68)
As is evident from the above scalings, the magnetic field and both the transverse and longitudinal electric
field power-spectra have double power-law forms, with kC setting the break in all three of them. This is
indeed expected for ∆2
ET± , ∆
2
BT± , since Gˆ
T±
k cares only about kC (cf. eq. (8.40)). However, Gˆ
L
k is affected
5The two transverse modes would have different power-spectra if there was axion coupling which we do not consider here.
The way we have split the transverse modes into states ± with well-defined helicities makes our analysis easily extendible to the
case of charged Higgs with an additional axion-like interaction.
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by the expansion rate as well. From its equation of motion we would expect to see something in ∆2
EL
near
kC and the Hubble scale, H. The reason why there are no features in ∆2EL near H in the strong coupling
regime is given in Appendix B.
On the other hand when kC . H, we find that
∆2BT± ≈
H4
4pi2
(
k
H
)4
,
∆2ET± ≈
H4
4pi2
×
{
(k/H)2 (kC/H)2 , if k  k2C/H ,
(k/H)4 , if k  k2
C
/H ,
∆2EL ≈
H4
4pi2
×
{
Tk (k/H)2 (kC/H)2 , if k  H ,
(k/H)2 (kC/H)2 , if k  H .
(8.69)
In this regime, the transverse modes are still unaffected upon crossing the Hubble horizon. ∆2
ET± is again a
double power-law. However, this time the break is at k = kC (kC/H). The additional suppression of kC/H
is unexpected, at least if one looks at the equation of motion of GˆT±k , eq. (8.40). For the interested reader,
we explain this in Appendix B. Also note that in this regime ∆2
BT± is a single power-law, given by the deep
subhorizon Minkowskian power-spectrum. For 0.1 < kC/H < 1 there is a crossover behaviour from a
double power-law of the kC  H regime to the single power-law of kC  H. The power-spectrum for the
longitudinal component of the electric field ∆2
EL
exhibits a power excess on super-Hubble scales, with the
correction factor found numerically to be 1 < Tk < 2 at the end of inflation. On super-Compton scales,
k < kC , Tk ≈ 2. We also do not see any features in the range kC < k < H in ∆2EL because the k-dependent
pre-factor multiplying ∂τ GˆLk in the definition of Eˆ
L
k , eq. (8.43), cancels the additional k-dependence. Note
that Tk is time-dependent and Tk → 1 in de Sitter space-time (see Appendix B for the evaluation of the
power-spectra in de Sitter space-time). The deviation of Tk from 1 is observed towards the end of inflation.
It is thus important to solve for the mode functions in a background that deviates from de Sitter in order to
capture this effect and obtain the correct power-spectra at the end of inflation.
We also give the power-spectra calculated under the assumption that H = 0 and ρ¯ = const (hence
kC = const), cf. dashed lines in Fig. 8.1. These are ‘quasi-Minkowski’ conditions in the sense that the
effects of expansion are ignored. We can then calculate the evolution of the mode functions and obtain the
following expressions for the power for electric and magnetic fields:
∆2ET± =
H4
4pi2
(
k
H
)4(
1 +
k2
C
k2
)1/2
, ∆2BT± =
H4
4pi2
(
k
H
)4(
1 +
k2
C
k2
)−1/2
,
∆2EL =
H4
4pi2
(
k
H
)2(kC
H
)2(
1 +
k2
C
k2
)−1/2
.
(8.70)
When kC  H expansion is important for superhorizon modes k < H. However, if kC ≥ H the effects due
to expansion are negligible and eq. (8.70) is a good approximation to the power-spectrum in the electric and
magnetic fields.
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Figure 8.1: The power-spectra of the transverse and longitudinal electric and magnetic fields at the end of inflation for
m2|ϕ|2 inflation (solid lines) for different strengths of the couplings gA between gauge fields and the inflaton condensate.
Power-spectra at the end of inflation ignoring the effects of expansion (dashed lines) are shown for comparison. We show
three different spectra: the longitudinal electric field, ∆2EL (green), the transverse electric field, ∆
2
ET± (black), and the
magnetic field, ∆2BT± (orange). The mode functions of the fields responsible for these spectra can have two distinct
forms depending on the magnitude of the scale kC ≡ aρ¯gA/2 where ρ¯ is the magnitude of the inflaton field at the end of
inflation. For the upper row with kC . H, ∆2EL (green) and ∆2BT± (orange) are nearly single power-laws, whilst ∆2ET±
(black) is a double power-law with a break k ∼ kC (kC/H). For the lower row with kC & H, all three power-spectra have
double power-law forms, with a break at k ∼ kC . Note that one can also use these plots to read-off the power-spectrum of
the charge density, ∆2j0 = (k/a)
2∆2EL . More detailed expressions for the spectra are provided in eqns. (8.68) and (8.69).
An analysis of these spectra in de Sitter space (which explains the different power-laws) is provided in Appendix B. Note
that the Hubble parameter H (and its conformal counterpart H) at the end of inflation was used to make the relevant
quantities dimensionless on the horizontal and vertical axes.
8.4 Preheating dynamics
At the end of inflation the inflaton field begins to oscillate around the minimum of its potential. The
linearised equations describing the evolution of the fluctuations in the inflaton and gauge fields will then
contain oscillating terms. Such oscillating terms can lead to an exponential growth of matter fluctuations.
As we discussed in Chapter 2, this preheating period begins soon after the end of inflation and its end is
marked by the back-reaction of the fluctuations on the inflaton condensate and/or the moment when the
linearised analysis of the fluctuations stops being a good approximation.
The power-spectra of electric and magnetic fields at the end of the preheating era are shown in Fig. 8.2.
These spectra are calculated numerically (for quadratic inflation) and properly account for the quantum
nature of the fields, effects of expansion and metric perturbations. A detailed understanding of these spectra
is the main goal of this section. As we will see, calculating these spectra using gauge invariant variables
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Figure 8.2: The power-spectra of the transverse and longitudinal electric and magnetic fields after a few inflaton oscillations
at the end of inflation: the longitudinal electric field, ∆2EL (green), the transverse electric field, ∆
2
ET± (black), and the
magnetic field, ∆2BT± (orange). Each plot was evaluated for a different coupling gA , and the result is presented at a fixed
time tbr ≈ 102 m−1 after inflation. tbr is the time of back-reaction for the specific coupling gAmPl/m = 103 (lower
right corner). The effects of non-adiabatic particle production during preheating is clearly visible in the lower row (large
coupling) for k/H . pm/HpkC/H ∼ pkC/H. The boundary between small and large coupling gAmPl/m ≈ 1,
can be understood via a Floquet analysis of the instabilities. A requirement of broad resonance [14], leads to the upper
bound on k. The features in the top row (small couplings) can be also understood in terms of the inflaton oscillations. We
have rescaled ∆2ET± and ∆
2
BT± by a
4, and rescaled ∆2EL by a
5 (with a = 1 at the end of inflation) to roughly separate
the effects of resonant particle production from the expected red-shifting of the fields. We also plot the power-spectra
before resonant particle production begins, i.e., right at the end of inflation (dashed lines) for comparison. For ease of
comparison with Fig. 8.1, H (and its conformal counterpart H) at the end of inflation was used for constructing the
relevant dimensionless ratios on the horizontal and vertical axes. Note thatHbr ≈ 0.25H, that is k/Hbr ≈ 4k/H, so the
main features in the lower row are all significantly subhorizon at the time of evaluation.
(and Unitary gauge variables) becomes somewhat unwieldy (in particular for the longitudinal components
of the gauge fields). The Coulomb gauge turns out to be well suited for this calculation.
In Section 8.4.1, we will use Floquet theory to explore the instabilities in matter perturbations using
gauge invariant variables and gauge dependent variables. In Section 8.4.2, a Hartree approximation is used to
understand the effects of back-reaction on the homogeneous condensate and quantify a time when preheating
ends.
8.4.1 Floquet analysis
We ignore metric perturbations for the Floquet analysis of the instabilities in the matter perturbations. This
is a plausible approximation since the vector and tensor metric perturbations are decoupled from matter
anyway, while the scalar metric perturbations are suppressed on subhorizon scales. We also ignore expansion
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at the background level since the universe does not expand much during the short period of preheating. For
notational simplicity we drop quantum operators from our expressions while carrying out Floquet analysis.6
The linearized equations of motion for the Fourier modes of the matter fields have the general form (cf.
Section 8.3.1, but now ignoring expansion, quantum operators and metric perturbations)
∂2τf
I
k + (∂τ ln bI) ∂τf
I
k + ω
2
If
I
k = 0 , (8.71)
where ωI(k, τ) and bI(k, τ) are periodic because of the oscillating inflaton. Floquet theory tells us (see also
Section 2.2.1) that eq. (8.71) has solutions of the form
f Ik(τ) = PIk+(τ) exp(µIkτ) + PIk−(τ) exp(−µIkτ) , (8.72)
where PIk±(τ) are periodic functions having the same period T as the inflaton, and µIk is the Floquet
exponent. The Floquet exponents and the periodic functions can be calculated by solving the equation of
motion for f Ik twice in the interval τ0 ≤ τ ≤ τ0 +T with
(
f
I(1)
k , ∂τf
I(1)
k
)
= (1, 0) and
(
f
I(2)
k , ∂τf
I(2)
k
)
=
(0, 1) as initial conditions. The real part of the Floquet exponents is given by
<[µk] = 1
T
ln
∣∣∣∣∣12
(
f
I(1)
k + ∂τf
I(2)
k +
√{
f
I(1)
k − ∂τf I(2)k
}2
+ 4f I(2)k ∂τf
I(1)
k
)∣∣∣∣∣ (8.73)
where f I(i)k and ∂τf
I(i)
k are evaluated at τ = τ0 + T . The effects of the more general initial conditions
(for example, those from the end of inflation) can then be incorporated by appropriately scaling the periodic
solutions.
Gauge invariant analysis
For the gauge invariant variables, the specific forms of the coefficients bI and ωI in eq. (8.72) are quite
simple in flat spacetime. For the inflaton perturbations fρk = δρk, (cf. eq. (8.57), with a = 1, m
2
Pl →∞)
bρ = 1 , ω2ρ = k
2 + ∂2ρ¯V (ρ¯) . (8.74)
Similarly, for the transverse components of the gauge fields fT±k = G
T±
k ,
bT = 1 , ω2T = k
2 +
(gA ρ¯
2
)2
. (8.75)
In both of these cases, one can calculate the respective Floquet exponents µρk and µ
T±
k once ρ¯(τ) is
obtained from the background dynamics using the usual techniques.7 For a chaotic inflation potential
V (ρ) = (1/2)m2ρ2, <[µρk] = 0 whereas <[µTk ] is shown in Fig. 8.3.
6More explicitly, we could have done the calculation with the mode functions with operators coming along for the ride rather
than notationally using classical Fourier modes of the fields. However, this gets rather cumbersome.
7From the background equation of motion for ρ¯ near the minimum of V (ρ¯), eq. (8.22), one might infer that ρ¯ is oscillatory
with positive and negative values. This seems apparently at odds with the positive definiteness of ρ¯ as implied by its definition
as a “radial” variable. This is of course a minor inconvenience due to our choice of “radial” gauge invariant variables and can be
understood in terms of a discontinuous jump of the angular variable at the origin which we have ignored. There is the other issue
of the definition Gµ when ρ¯ = 0, cf. eq. (8.7), though it remains well defined away from this point.
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Longitudinal mode: The analysis of the longitudinal mode of the gauge field fLk = G
L
k is a bit
more subtle. For this case
bL(k, τ) =
[
1 +
(
2k
ρ¯gA
)2]−1
, ω2L(k, τ) = k
2 +
(gA ρ¯
2
)2
. (8.76)
To deal with the singularity, ρ¯ = 0, in the coefficient ∂τ ln bL of ∂τGLk (the “damping” term) appearing in
eq. (8.71), we make the following change of variables
GLk(τ) = hˇ(ρ¯(τ))Gˇ
L
k(τ) where hˇ(ρ¯(τ)) =
√
1 +
(
2k
gA ρ¯(τ)
)2
. (8.77)
Thereby, we lose the singular damping term in eq. (8.71) for fLk = Gˇ
L
k , at the expense of the singularity in
hˇ(ρ¯(τ)). The explict form of the coefficients after the transformation are
bˇL(k, τ) = 1 , ωˇ2L(k, τ) =
3
(
g
A
∂τ ρ¯
2k
)2
[
1 +
(
g
A
ρ¯
2k
)2]2 −
∂2τ ρ¯
ρ¯
1 +
(
g
A
ρ¯
2k
)2 + k2 + (gA ρ¯2 )2 . (8.78)
We note that the second term in ωˇ2L, proportional to ∂
2
τ ρ¯(τ)/ρ¯(τ), is never singular provided ρ¯
−1∂ρ¯V (ρ¯) is
well-defined at the origin ρ¯ = 08,9, which is usually the case. Hence the solutions
GˇLk(τ) = PˇLk+(τ) exp
(
µLk τ
)
+ PˇLk−(τ) exp
(−µLk τ) , (8.79)
are well behaved with no singularities present in the Floquet exponents or in the periodic functions.
Reverting back to the original variables, cf. eq. (8.77), we have
GLk(τ) = PLk+(τ) exp
(
µLk τ
)
+ PLk−(τ) exp
(−µLk τ) ,
PLk±(τ) = hˇ(ρ¯(τ))PˇLk±(τ) .
(8.80)
The Floquet exponents, µLk , remain unaffected and singularity-free and are shown in Fig. 8.3. Only the
periodic functions, PLk±(τ), are singular (or have ‘spikes’) at the zeroes of ρ¯, because of the hˇ(ρ¯(τ)) factor.
Importantly, the physical observables: the longitudinal electric fieldELk and the charge and current densities,
j0k and jLk , are immune to the singularities because of the ρ¯-dependent pre-factors in their definitions cancel
appropriately (cf. eqns. (8.43) and (8.44)).
We note that an identical analysis holds for the Unitary gauge (=[ϕ] = 0) as well. In that gauge,
the equation of motion for the ALk has bL and ωL given in eq. (8.76) with ρ¯ → <[ϕ¯] (cf. Section 8.2.4).
Hence ALk grows exponentially as well with periodic spikes occurring whenever <[ϕ¯] = 0. This still leads
8Recall that ∂2τ ρ¯/ρ¯ = −ρ¯−1∂ρ¯V (ρ¯).
9If we are in a broken-symmetry, static state with ∂ρ¯V (ρ¯)|ρ¯6=0 = 0 and ∂τ ρ¯ = 0, the effective equations of motion GLk
(seen more easily with GˇLk ) and G
T±
k are equal. Equal effective masses and similar behaviors for G
L
k and G
T±
k were assumed for
example in [24, 286]. However, since during preheating ∂ρ¯V (ρ¯)|ρ¯ 6=0 6= 0 and ∂τ ρ¯ 6= 0 and hence GLk and GT±k have different
effective masses (although the masses still remain comparable).
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Figure 8.3: The above figures show Floquet exponents µk of the transverse (left) and longitudinal (right) modes of the
gauge fields during preheating as a function of the physical wavenumber k and the scaled amplitude of the inflaton
field oscillations. The gauge fields are coupled to an inflaton with a coupling strength gA , and the inflaton potential is
m2|ϕ|2. Note that there is no qualitative difference between the longitudinal and transverse modes. As the universe
expands, a rough estimate of the amount of particle production in a given Fourier mode can be made by flowing across
this plot towards the origin along the white lines (momentum k on the horizontal axis redshifts as a−1 and the inflaton
field amplitude decays on the vertical axis as ∼ a−3/2). Note that in the light colored bands the ratio of the “local”
Floquet exponent µk and the instantaneous expansion rate H is: <[µk]/H ∼ gAmPl/m, with mPl/m ∼ 106 from CMB
observations. However, whether a given Fourier mode passes through these bands depends on gA . To see this note that at
the beginning of preheating |ϕ¯| ≈ 0.1mPl, hence gA |ϕ¯|/m . 105gA . Hence, for gA . 10−5, most of the low momentum
modes start “below” the lowest resonance bands and never experience significant growth. For gA  10−5 the unstable
momentum modes pass through many Floquet bands as the universe expands and this can lead to significant particle
production.
to spike-free exponential growth of the longitudinal electric field and charge and current densities. We
also confirm this result below by carrying out the calculation in the Coulumb gauge where no singularities
are present in the equations of motion. Our conclusion is different from that of [28], where the authors
argued that the coefficient, ∂τ ln bL, of the ∂τALk would drive A
L
k(τ) → 0 due to its large amplitude near
<[ϕ¯(τ)] = 0. We also note that the authors in [93] argued that there should be strong resonance in the
longitudinal modes (stronger than the transverse modes), though they did not pursue this issue in detail. We
find that the resonance in both longitudinal and transverse modes is comparable.
Coulomb gauge analysis
One might be troubled by the presence of singularities in the intermediate steps of the gauge invariant
analysis, especially if one wishes to carry out numerical calculations. In the Coulumb gauge the calculation
of the physical observables ELk , j
0
k and j
L
k , is ‘clean’ throughout, i.e., no singularities arise whatsoever in
the intermediate steps.
For more details on the well defined field content and the equations of motion in the Coulomb gauge see
Section 8.2.4 and Appendix C.
The equations of motion for perturbations δϕ0k and A
T±
k in the Coulumb gauge are identical to the ones
for δρk andGTk , respectively, in the gauge invariant scenario (with ρ¯→ ϕ¯0). For a chaotic inflation potential
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V (ϕ¯0) = (1/2)m2(ϕ¯0)2, <[µ0k] = 0 whereas <[µT±k ] is shown in Fig. 8.3 and are identical to the related
Floquet exponents in the gauge invariant case.
In the Coulumb gauge we need to analyse δϕ1k instead of the longitudinal mode A
L
k . For f
1
k = δϕ
1
k in
eq. (8.72), the coefficients are
b1(k, τ) =
[
1 +
(
gAϕ¯
0
2k
)2]−1
, ω21(k, τ) = −
∂2τ ϕ¯
0
ϕ¯0
+
2
(
g
A
∂τ ϕ¯0
2k
)2
1 +
(
g
A
ϕ¯0
2k
)2 + k2 + (gAϕ¯02
)2
. (8.81)
Both coefficients are non-singular (assuming
(
ϕ¯0
)−1
∂ϕ¯0V (ϕ¯0) is well-defined at the origin ϕ¯0 = 0 as is
usually the case). We can calculate the Floquet exponents based on this equation, however, we shall change
variables and remove the damping term for reasons that will become clear below. We make the non-singular
transformation
δϕ1k(τ) = lˇ(ϕ¯
0(τ))δϕˇ1k(τ) where lˇ(ϕ¯
0(τ)) ≡
√
1 +
(
gAϕ¯
0(τ)
2k
)2
, (8.82)
which yields bˇ1 = bˇL and ωˇ1 = ωˇL with ρ¯ → ϕ¯0 (cf. eq. (8.78)). This identification immediately yields
δϕˇ1k = Gˇ
L
k where Gˇ
L
k was provided explicitly in eq. (8.79). Finally undoing our transformation of variables
in eq. (8.82), we have the solution
δϕ1k(τ) = P1k+(τ) exp
(
µLk τ
)
+ P1k−(τ) exp
(−µLk τ) , (8.83)
with P1k±(τ) = lˇ(ϕ¯0(τ))PˇLk±(τ). The Floquet exponent µLk is identical to the one in eq. (8.79). A numerical
computation of this exponent assuming a chaotic inflationary potential is shown in Fig. 8.3. Also note that
now the periodic functions, P1k±(τ), have no troublesome spikes since lˇ is non-singular everywhere. This is
an improvement over the gauge invariant analysis. In that case, GLk = hˇGˇ
L
k , had singular spikes because hˇ
was singular.
Hence, the Coulomb gauge allows us to calculate δϕ1k(τ), in a safe, singularity-free way. It is well suited
for numerical computations. There is no problem with calculating physical variables such as ELk , B
T±
k and
ET±k . For example the longitudinal electric field (cf. Appendix C)
ELk =
gAk
2
[
δϕ1k∂τ ϕ¯
0 − ϕ¯0∂τδϕ1k
]
k2 +
(
g
A
ϕ¯0
2
)2 , (8.84)
has no singularities in it.
Before moving on to back-reaction, let us revisit the features seen in Fig. 8.2 in light of what we
now understand from our Floquet analysis. The resonance structure of the transverse mode, eq. (8.75),
is identical to that of χ in the popular g˜2ϕ2χ2 toy model [92]. Making use of well-known results about
this model (see for example Fig. 2.3 and [292]), the parametric excitation of transverse modes is expected
to be most efficient in the broad resonance regime gA |ϕ¯|/m ∼ gAmPl/m  1 for modes in the range
k . m
√
gA |ϕ¯|/m ∼ m
√
gAmPl/m. This should be true for the longitudinal mode as well based on
the Floquet plots shown in Fig. 8.3. The lower three plots in Fig. 8.2 show how for gAmPl/m  1,
the transverse and longitudinal modes in the range k/H . √m/H√kC/H ∼ √kC/H are significantly
enhanced, in agreement with the analysis of this section (once expansion is appropriately included).
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8.4.2 Back-reaction and end of preheating
So far we have extensively relied on a linear analysis of perturbations. As we have seen, during preheating,
the covariant derivative coupling between the gauge fields and the inflaton causes resonant Fourier modes
of electric and magnetic fields to grow exponentially fast. This growth cannot proceed forever. The
resonance is eventually shut-off by the gauge field’s back-reaction on the oscillating inflaton condensate,
which ultimately leads to the condensate’s fragmentation and our linear analysis stops holding any more.
To estimate the time of back-reaction, we shall investigate the effective equation of motion of the inflaton
condensate in the Hartree approximation. We shall work in the non-singular Coulomb gauge, and include
the background expansion as well (but ignore metric perturbations). Assuming that the slow-roll inflation
happens along the real ϕ¯0 axis, the effective condensate equation in the Hartree approximation becomes
∂2τ ϕ¯
0 + 2H∂τ ϕ¯0 + a2
[
m2 −
(gA
2
)2 〈0| AˆµAˆµ |0〉] ϕ¯0 =
a2
gA
2
<
[
2 〈0| ∂µδϕˆ1Aˆµ |0〉+ 〈0| δϕˆ1∂µAˆµ |0〉+ 2H〈0| δϕˆ1Aˆ0 |0〉
]
.
(8.85)
During preheating the occupation numbers become much greater than one, and the fields are expected to
approach the classical limit. In this limit, the commutators of non-commuting variables are unimportant
and the ambiguity regarding operator ordering is not significant. Moreover, note that the expectation
values of non-commuting operators above can be complex. However, taking the real part is a reasonable
approximation since in the classical limit the imaginary part becomes negligible compared to the real one
(we have verified this numerically as well).
Our next step is to derive expressions for the expectation values in eq. (8.85) in terms of mode functions
for the different fields. In the Coulomb gauge, and in Fourier space, the temporal component of the gauge
field can be written in terms of δϕ1k (see Appendix C):
Aˆ0k =
gA
2
[
δϕˆ1k∂τ ϕ¯
0 − ϕ¯0∂τδϕˆ1k
]
(
k
a
)2
+
(
g
A
ϕ¯0
2
)2 , (8.86)
and its first derivative, after taking into account the equations of motion, conveniently reduces to
∂τ Aˆ0k = a2
gA
2
ϕ¯0δϕˆ1k . (8.87)
These then translate to the mode functions, u1k(τ) and u
A0
k (τ), of the quantised fluctuations
δϕˆ1(x, τ) =
∫
d3keik.xδϕˆ1k(τ) =
∫
d3keik.x
[
aˆLku
1
k(τ) + aˆ
L†
−ku
1∗
k (τ)
]
, (8.88)
Aˆ0(x, τ) =
∫
d3keik.xAˆ0k(τ) =
∫
d3keik.x
[
aˆLku
A0
k (τ) + aˆ
L†
−ku
A0∗
k (τ)
]
. (8.89)
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This immediately yields the following expectation values:
〈0| Aˆ0Aˆ0 |0〉 =
∫
dkk2
2pi2
( gA
2a
)2 ∣∣∣∣∣∣∣
∂τ ϕ¯
0u1k − ϕ¯0∂τu1k(
k
a
)2
+
(
g
A
ϕ¯0
2
)2
∣∣∣∣∣∣∣
2
,
〈0| ∂µδϕˆ1Aˆµ |0〉 = 〈0| ∂τδϕˆ1Aˆ0 |0〉 =
∫
dkk2
2pi2
gA
2a2
∂τu
1
k
[
∂τ ϕ¯
0u1∗k − ϕ¯0∂τu1∗k
]
(
k
a
)2
+
(
g
A
ϕ¯0
2
)2 ,
〈0| δϕˆ1∂µAˆµ |0〉 = 〈0| δϕˆ1∂τ Aˆ0 |0〉 =
∫
dkk2
2pi2
gA
2
ϕ¯0
∣∣u1k(τ)∣∣2 ,
〈0| δϕˆ1Aˆ0 |0〉 =
∫
dkk2
2pi2
gA
2a2
u1k
[
∂τ ϕ¯
0u1∗k − ϕ¯0∂τu1∗k
]
(
k
a
)2
+
(
g
A
ϕ¯0
2
)2 .
(8.90)
The only term which involves transverse modes is
〈0| AˆjAˆj |0〉 = −
∫
dkk2
2pi2
a−2
[
|uT+k |2 + |uT−k |2
]
, (8.91)
defined in the Coulomb gauge as
Aˆj(x, τ) =
∫
d3k
∑
λ=±
eik.x(Tλk )jAˆ
Tλ
k (τ) =
∫
d3k
∑
λ=±
eik.x(Tλk )j
[
aˆTλk u
Tλ
k + aˆ
Tλ†
−k u
Tλ∗
k
]
. (8.92)
With these expressions, we can now calculate back-reaction effects iteratively. We first evolve the mode
functions from vacuum initial conditions in eq. (8.62), using the background solution ϕ¯0 of eq. (8.85) with
the correction terms (quadratic in the perturbations) ignored. These then allow us to get the necessary
expectation values explicitly. Next, we re-evaluate the background solution, now including the correction
terms (quadratic in the perturbations) in eq. (8.85). The moment when the new background solution deviates
from the uncorrected one (see the left panel in Fig. 8.4) back-reaction has become important. For large
couplings, gA > 10
−4 in the Chaotic inflation model (V = m2ρ2/2, m = 10−6mPl), we get the following
expression for the number of e-folds of expansion after the end of inlation when gauge fields back-react on
the condensate ∆Nbr ≈ 1.72g−0.1A . We caution that this scaling is to be taken as a very rough guide in the
range of 3 × 10−4 < gA < 2.5 × 10−3 (see the right panel in Fig. 8.4), the true dependence is likely non
monotonic. Below the lowest value of gA we have considered, the Hubble expansion quickly redshifts all
modes below the lowest resonance band and we see negligible gauge field production.
8.5 Initial conditions for lattice simulations
In this section we give a concise description of initial conditions for numerical lattice studies of reheating.
Our linearlized calculations including expansion, metric perturbations and the quantum nature of the fields
were sufficient during inflation and preheating. However, after preheating the dynamics of matter fields on
subhorizon scales can become highly non-linear. Since (i) the matter field occupation numbers grow rapidly
during preheating, (ii) predominantly on subhorizon scales, while (iii) the metric perturbations remain
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Figure 8.4: Left: The evolution of the homogeneous inflaton field as a function of number of e-folds after the end of inflation
with no back-reaction (orange) and with back-reaction taken into account (black) for gA ≈ 1.26 × 10−3. Right: The
number of e-folds after the end of inflation for the back-reaction to become important as a function of gA .
small, one can evolve the classical equations of motion of the matter fields numerically after preheating
using subhorizon 3+1d lattice simulations including gravity only at the background level. This standard
approximation captures all of the relevant physical phenomena during the non-linear stage of reheating.
There are two distinct parts to setting up initial conditions on the lattice. First, for making the transition
from quantized fluctuations to classical ones in the continuum limit, a prescription is needed. The classical
field fluctuations must also satisfy the necessary constraints. The second is discretizing these initialized
continuous fields on the lattice. We first focus on getting from quantized fluctuations to classical ones, with
an accounting for the constraints. We will move from gauge invariant variables to variables in the temporal
gauge (a popular choice of lattice simulations), but the prescription is applicable in any gauge.
Working in the local U(1) gauge invariant variables, the matter fields with the quantized fluctuations at
the end of preheating, written in terms of the mode functions in Fourier space (in the continuum limit) are
as follows. In the expressions below, the time τ is the time of specification of the initial conditions on the
lattice (this could be the end of inflation or some time before back-reaction).
δρˆ(x, τ) =
∫
d3keik·xδρˆk(τ) =
∫
d3keik·x
[
aˆρku
ρ
k(τ) + aˆ
ρ†
−ku
ρ∗
ρk(τ)
]
,
GˆLj (x, τ) =
∫
d3keik·x
(
Lk
)
j
GˆLk(τ) =
∫
d3keik·x
(
Lk
)
j
[
aˆLku
L
k (τ) + aˆ
L†
−ku
L∗
k (τ)
]
, (8.93)
GˆTj (x, τ) =
∫
d3k
∑
λ=±
eik·x
(
Tλk
)
j
GˆTλk (τ) (8.94)
=
∫
d3k
∑
λ=±
eik·x
(
Tλk
)
j
[
aˆTλk u
Tλ
k (τ) + aˆ
Tλ†
−k u
Tλ∗
k (τ)
]
, (8.95)
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Gˆ0(x, τ) = −
∫
d3keik·x
∂τ Gˆ
L
k(τ)
k2 +
(
ρ¯(τ)g
A
a(τ)
2
)2 = −∫ d3keik·x
[
aˆLk∂τu
L
k (τ) + aˆ
L†
−k∂τu
L∗
k (τ)
]
k2 +
(
ρ¯(τ)g
A
a(τ)
2
)2 . (8.96)
We also need time derivatives of the above expressions. In that case, the mode functions uIk get
differentiated; the creation and annihilation operators (aˆIk, aˆ
I†
k ) are time independent. By switching from the
quantum two point function in real space 〈0|fˆ I(x)fˆJ(x + r)|0〉 to the classical 2-point correlation functions
in real space 〈f I(x)fJ(x + r)〉 = V −1 ∫ d3xf I(x)fJ(x + r) with V →∞, we switch from a quantum to
a classical description.10 We now treat the creation and annihilation operators as complex numbers
aˆIk → aIk and aˆI†k → aI∗k , (8.97)
with phases distributed uniformly on [0, 2pi), and with a Rayleigh distributed amplitudes set in the following
manner [293]: ∣∣aIk∣∣ = √− ln (XIk) /2 and arg (aIk) = 2piY Ik . (8.98)
Here XIk is a uniform deviate on (0, 1) and Y
I
k is a uniform deviate on [0, 1). The amplitude is governed
by the requirement of consistency with the quantum 2-point function. The index I denotes the field under
consideration, i.e., I = {ρ, L, T+, T−}. Note that the complex numbers aLk in eq. (8.93) and eq. (8.96) are
the same.
So far the analysis have been carried out in a gauge invariant framework. It is not difficult to find the
initial conditions for lattice simulations in a particular gauge. For example, in the A0 = 0 (temporal) gauge
– the common gauge choice for numerical simulations, the conversion between gauge invariant variables
and gauge dependent fields is given in eqns. (8.45) and (8.48). For convenience one can choose τin = τ in
eq. (8.48), so that δϕ1k(τ) = 0 and A
L
k(τ) = G
L
k , but ∂τδϕ
1
k(τ) = ρ¯gAG0k/2 and
∂τA
L
k(τ) = ∂τG
L
k + kG0k . (8.99)
We note that despite the random nature of the complex numbers in eq. (8.98), the Gaussian constraint
on the lattice is automatically satisfied to linear order in the perturbations, since the expression for G0(x, τ)
in eq. (8.96), in terms of the complex aLk , takes care of the first order terms in eq. (8.18).
If one wishes the Gauss constraint to be met to machine precision on the lattice, a simple correction has
to be made. After initialising δρ(x, τ), ∂τδρ(x, τ), Gi(x, τ), ∂τGi(x, τ), G0(x, τ) we define the corrected
time derivative
∂τG
L,corr
j (x, τ) =
∫
d3keik·x
(
Lk
)
j
∂τG
L,corr
k (τ) , (8.100)
where
∂τG
L,corr
k = −kG0k −
j˜0k
k
, j˜0k =
∫
d3x
(2pi)3
e−ik·x(ρ¯+ δρ)ρ¯
(gAa
2
)2
G0 . (8.101)
10That is, we replace the creation and annihilation operators with stochastic complex numbers (with Gaussian probability
distribution) whose covariance matrix is determined by the mode functions. This holds for fields whose mode functions have
increased (are occupied) significantly [293]. This is not necessarily true for the gauge fields at the end of inflation. However, if
gauge field modes are resonantly excited during preheating, the stochastic approach becomes consistent.
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Note the δρ appearing on the right-hand side of the last equation. We then use ∂τG
L,corr
j (x, τ) in place of
∂τG
L
j (x, τ) to generate the necessary gauge dependent variable in eq. (8.99).
We remind the reader that all expressions so far in this section are for fields on a continuous space-time
manifold. The reason is transparency of the transition from quantum to classical fields accounting for the
constraints. For completeness we outline the discrete lattice counterparts to the continuous variables. Let
∆ be the separation between neighbouring lattice points and L the length of the lattice. Then the following
substitutions should be used to define the fields on the lattice11
x→ xn = n∆ ,
k→ kn = 2pi
L
n ,
(8.102)
where n = [nx, ny, nz] with −L/(2∆) ≤ nx,y,z ≤ L/(2∆). For example
δρ(xn, τ) =
(
2pi
L
)3/2∑
kn
eikn·xnδρkn(τ) =
(
2pi
L
)3/2∑
kn
eikn·xn
[
aρknu
ρ
kn
(τ) + aρ∗−knu
ρ∗
kn
(τ)
]
.
(8.103)
There is a minor subtlety in the definition of the polarisation vectors. Consider a finite difference lattice
code in which the discrete divergence of a vector is given by12
(∇ ·G) (x, τ)→ 1
∆
∑
i=x,y,z
[
Gi(x + iˆ
∆
2
, τ)−Gi(x− iˆ∆2 , τ)
]
. (8.104)
Then the continuous directional definitions of the longitudinal and transverse polarisation vectors from
eq. (8.34) and eq. (8.38) should be modified to
ik · T±k = 0→ 2i
sin
(
k∆2
)
∆
· T±k = 0 ,
ik× Lk = 0→ 2i
sin
(
k∆2
)
∆
× Lk = 0 .
(8.105)
These modifications hold for the spatial discretization stencil in eq. (8.104). For other stencils one can
derive similar expressions for the orientation of polarisation vectors (eq. (9.52)). We stress that if the spatial
discretization is not accounted for by polarization vectors, there will be a violation of the Gauss constraint.
8.6 The non-Abelian models
We now show that the developed techniques in the previous sections can be used for more complicated
non-Abelian models. The main purpose here is to reduce calculations of these complicated models (as
far as possible) to the ones we have carried out in the Abelian case. We shall first consider the case of
SU(2) non-Abelian gauge fields and then extend to SU(2) × U(1), describing the Electroweak sector of
the Standard Model.
11The normalization factor of (2pi/L)3/2 is needed to make sure that the two-point correlation function on the lattice is equal
to the continuous one [74].
12E.g., in the standard Wilsonian approach to lattice gauge theories, gauge fields live on space-time links, Gµ(xµ + µˆ∆2 ) and
scalar fields live on the nodes of the space-time lattice, ρ(xµ). Here µˆ is the space-time unit vector and ∆ is the separation between
two neighbouring points on the space-time lattice.
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8.6.1 SU(2) gauge fields
We consider the following action for a charged scalar doublet
Sm =
∫
d4x
√−gLm =
∫
d4x
√−g
[
(Dµϕ) † (Dµϕ)− V(|ϕ|)− 12tr F
2(A)
]
, (8.106)
where
Dµϕ = ∇µϕ+ igAAµϕ ,
Fµν = ∇µAν −∇νAµ + igA (AµAν − AνAµ) .
(8.107)
The action is invariant under the local SU(2) transformation
ϕ→ Uϕ = e−igAβ(xν)ϕ ,
Aµ → UAµU−1 + i
gA
(∇µU) U−1 ,
(8.108)
where the non-Abelian gauge fields are Aµ = Aaµσa/2, and β(xν) = βa(xν)σa/2, with
{
σ1,σ2,σ3
}
being the three Pauli matrices. The repeated indices are summed over (both for field and spacetime indices).
It is possible to write the above action in terms of local SU(2) invariant fields (analogous to the Abelian
case). We will show below that these gauge invariant fields decouple from each other at the linear level and
the problem reduces to three identical copies of the Abelian model. The quantisation scheme, preheating
analysis as well as setting up of lattice initial conditions discussed in the previous sections then carries over
without any difficulty.
We begin by writing the scalar doublet as [292]
ϕ =
ρ√
2
M
(
0
1
)
, (8.109)
where ρ will be our real scalar field which forms a condensate during inflation (e.g., the inflaton), and M is
a unitary matrix of unit determinant
M = exp
(
i
gA
2
Ωaσa
)
. (8.110)
This {ρ,Ωa} decomposition is similar to the polar one give in eq. (8.6) for the Abelian model. In a now
familiar way, cf. eq. (8.7), we proceed to define SU(2) invariant non-Abelian fields
Gµ ≡M−1AµM− i
gA
M−1∇µM . (8.111)
More explicitly, Gµ = Gaµσa/2, which in component form is
Gµ =
1
2
(
G3µ G
1
µ − iG2µ
G1µ + iG
2
µ −G3µ
)
. (8.112)
The action in eq. (8.106) then simplifies to
Sm =
∫
d4x
√−g
[
∇µρ∇µρ
2
− V (ρ) + g
2
A
ρ2
8
GaµG
aµ − 1
4
F aµν(G)F
aµν(G)
]
, (8.113)
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where the interactions between the gauge bosons are hidden in the definition of the field tensor
F aµν(G) ≡ ∇µGaν −∇νGaµ − gAabcGbµGcν . (8.114)
We will again work at the linear level inGaµ, since the arguments for the vanishing backgrounds of the gauge
fields used in the Abelian model apply to this case as well. The inflaton fluctuations (δρ) are decoupled from
the gauge fields,Gaµ. Furthermore δρ is the only field coupled to the metric perturbations. At linear order we
can ignore the interactions between the gauge bosons, i.e., the last term in (8.114). Thereby, the three gauge
fields, Gaµ, are decoupled from each other and each of them is treated as the gauge field from the Abelian
model. The quadratic action for the matter perturbations splits into (cf. eq. (8.50))
S(2)m = S
ρ +
3∑
a=1
(
SaL + SaT+ + SaT−
)
=
∑
I
SI . (8.115)
Each SI is of the general form given in eq. (8.51). The coefficients bρ(k, τ), ωρ(k, τ) are those in eq. (8.57),
and baL(k, τ), ωaL(k, τ) and baT±(k, τ), ωaT±(k, τ) are equal to the longitudinal and transverse ones in
eq. (8.58), respectively. Therefore, the inflationary power-spectra will be those of three identical copies of
longitudinal modes and six identical copies of transverse modes (i.e., one longitudinal and two transverse
modes per gauge field). The quantization procedure is identical to the Abelian case with no additional
subtleties.
The inflaton oscillations during preheating again present a problem for the gauge invariant fields. The
gauge invariant fields, Gaµ, are ill-defined when Ω
a are ill-defined which happens every time ϕ = 0. In
analogy with the Abelian case, we will work in the Coulomb gauge. In terms of its “cartesian” components,
ϕ(xµ) =
1√
2
(
δϕ2 + iδϕ1
ϕ¯0 + δϕ0 − iδϕ3
)
, (8.116)
where we have used the global SU(2) invariance of the action to rotate the internal ϕ axes to align with
the direction of motion of the homogeneous field. We have taken this direction to be along ϕ¯0, with all the
other homogeneous components set to zero.13 In the Coulomb gauge for each a = 1, 2, 3, the longitudinal
modes AaLk = 0 from the gauge condition ∂iA
ai = 0. The relevant perturbative degrees of freedom in this
gauge are {δϕ0k, δϕak} and the transverse components of the gauge field AaT±k . The equation of motion for
13Note that Ωa  1, and to linear order in perturbations, the scalar doublet in eq. (8.109) can be written as
ϕ(xµ) =
ρ¯+ δρ√
2
„ g
A
2
Ω2 + i
g
A
2
Ω1
1− i gA
2
Ω3
«
≈ 1√
2
„ g
A
2
ρ¯Ω2 + i
g
A
2
ρ¯Ω1
ρ¯+ δρ− i gA
2
ρ¯Ω3
«
. (8.117)
This explains the choice of signs and labeling of components in ϕ. The terms on the right-hand side in eq. (8.111) reduce to
M−1AµM =
1
2
„
A3µ A
1
µ − iA2µ
A1µ + iA
2
µ −A3µ
«
,
− i
gA
M−1∇µM = ∇µ
2
„
Ω3 Ω1 − iΩ2
Ω1 + iΩ2 − Ω3
«
.
(8.118)
Recalling eq. (8.112), one arrives at the familiar expression for the gauge invariant fields at linear order in perturbations (cf.
eq. (8.7)): Gaµ = Aaµ+∇µΩa. This relation, along with δϕa = gA ρ¯Ωa/2 and ρ¯ = ϕ¯0, then allows us to easily derive the equations
of motion for Aaµ and δϕa from the equations for Gaµ, since Gaµ = Aaµ +∇µ(2δϕa/gA ρ¯).
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ϕ¯0 and its perturbation in Fourier space (δϕ˜0k) is identical to eq. (C.1) and the first equation in eq. (C.2),
respectively. This field plays the role of the inflaton. The equations of motion for δϕak are copies of the
second equation in eq. (C.2).
8.6.2 The “Electroweak” sector: SU(2)× U(1)
Let us consider a more realistic scenario in which the scalar has SU(2)× U(1) charges
Sm =
∫
d4x
√−gLm =
∫
d4x
√−g
[
(Dµϕ) † (Dµϕ)− V(|ϕ|)− 14F
2(B)− 1
2
trF2(A)
]
, (8.119)
where
Dµϕ = ∇µϕ+ igAAµϕ−
i
2
gBBµϕ , (8.120)
and Fµν(B) and Fµν(A) are the field tensors defined in eqns. (8.3) and (8.107), respectively. The
coefficients in the covariant derivative are defined in this particular way, so that one can refer the scalar
doublet to the Standard Model Higgs field, whose hypercharge is −1/2. The action is invariant under the
local U(1) and SU(2) transformations
ϕ→ exp[igBα(xν)/2]Uϕ , Bµ → Bµ +∇µα(xν) , Aµ → UAµU−1 +
i
gA
(∇µU) U−1 ,
(8.121)
where U was defined in eq. (8.108).
We can write the SU(2) sector (but not the U(1) sector) in terms of gauge invariant variables, ρ and Gaµ,
by repeating the initial steps (eqns. (8.109)-(8.112)) from Section 8.6.1. We could have defined SU(2) and
U(1) invariant fields. However, following the standard treatment of the Electroweak sector of the Standard
Model of Particle Physics, we will fix the gauge for the U(1) sector. With an eye towards the preheating
analysis, we will choose Coulomb gauge for the U(1) fields, where ∂iBi = 0 (in Fourier space,BLk = 0). In
addition, instead of proceeding to quantization and then to a preheating analysis, we will work with certain
linear combinations of G and B fields to make contact with the Standard Model. To this end, we define the
charged W bosons as (cf. eq. (8.112)) W±µ = (G1µ ∓ iG2µ)/
√
2. The Z boson and the massless photon, A,
emerge after rotating in the G3B space(Aµ
Zµ
)
≡
(
cos θW sin θW
− sin θW cos θW
)(
Bµ
G3µ
)
, (8.122)
through the Weinberg angle
cos θW ≡ −
gA√
g2
A
+ g2
B
. (8.123)
The action from eq. (8.119) becomes
Sm =
∫
d4x
√−g
[
∇µρ∇µρ
2
−V (ρ) +
(
g2
A
+ g2
B
)
ρ2
8
ZµZ
µ − 1
4
F 2(A)− 1
4
F 2(Z)
+
g2
A
ρ2
4
W+µ W
−µ − 1
2
Fµν(W+)Fµν(W−)
]
,
(8.124)
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where the interactions between the gauge bosons are included into the definitions of the field tensors
Fµν(Z) ≡ ∇µZν −∇νZµ − igA cos θW
(
W−µ W
+
ν −W−ν W+µ
)
,
Fµν(A) ≡ ∇µAν −∇νAµ − igA sin θW
(
W−µ W
+
ν −W−ν W+µ
)
,
Fµν(W±) ≡ D±µW±ν −D±ν W±µ ,
(8.125)
where
D±µW±ν ≡ ∇µW±ν ± igAsinθWAµW±ν ± igAcosθWZµW±ν . (8.126)
Note that ρ,Aµ, Zµ andW±µ are invariant under SU(2) transformations, eq. (8.108). However,Aµ andW±µ
change under a U(1) transformation, eq. (8.121), as follows:
Aµ → Aµ + 1cosθW
∇µα(xν) , W±µ → e±igBα(x
ν)W±µ . (8.127)
That is why, to remove this redundancy, we choose BLk = 0, which implies ALk = ZLk tan θW , cf. eq.
(8.122). This is also a good place to point out that W±µ are a conjugate pair of complex fields. The ‘±’
should not be confused with the two transverse polarisation states.
We work at the linear level in δρ, W±µ , Zµ, Aµ (the arguments for the vanishing backgrounds of
the gauge fields used in the previous cases apply here as well). Once again the inflaton fluctuations δρ
are decoupled from the rest of the matter fields, and the only ones coupled to the metric perturbations.
Neglecting the interactions between the gauge bosons, i.e., the second order terms in eq. (8.125) and
expressing W±µ in terms of G1µ, G2µ, the second order in perturbations matter action splits into, cf. eqns.
(8.50) and (8.115),14
S(2)m = S
ρ + SZL + SZT+ + SZT− + SAT+ + SAT− +
2∑
a=1
(
SaL + SaT+ + SaT−
)
=
∑
I
SI .
(8.128)
The SI have the form shown in eq. (8.51). For I = ρ, bρ(k, τ) and ωρ(k, τ) are given in eq. (8.57). For
I = aL, aT± (with a = {1, 2}), the coefficient pairs {baL(k, τ), ωaL(k, τ)} and {baT±(k, τ), ωaT±(k, τ)}
are the longitudinal and transverse coefficients in eq. (8.58), respectively. The other coefficients are
bZL(k, τ) =
[
1 +
(
2k cos θW
ρ¯gAa
)2]−1
, ω2ZL(k, τ) = k
2 +
(
ρ¯gAa
2 cos θW
)2
,
bZT±(k, τ) = 1 , ω2ZT±(k, τ) = k
2 +
(
ρ¯gAa
2 cos θW
)2
,
bAT±(k, τ) = 1 , ω2AT±(k, τ) = k
2 .
(8.129)
Notice that only the transverse modes of the photon, A, contribute to the action. The longitudinal modes of
A do not contribute since the photon is massless - a manifestation of the Ward identity. We can now quantise
the transverse modes of A and the longitudinal and transverse modes of Z, G1, G2 as done in Section 8.3.1.
14While defined W±µ because of our desire to connect to the Standard Model, we write the action for the perturbations in terms
of G1µ and G2µ, because it brings part of the action in a form which looks like multiple copies of the Abelian case.
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Figure 8.5: Floquet exponents of transverse and longitudinal modes of W and Z bosons during preheating with non-Abelian
fields. The Floquet plot for the transverse modes on the left is the same as Figure 1 in [28]. Our analysis shows a
similar qualitative behavior for the longitudinal modes as well (right). For this plot the scalar field potential is taken to
be V (ρ) = λ(ϕ†ϕ)2 = λρ4/4. We use the same notation as in [28]: κ = k/
p
2λ|ϕ¯|2 = k/pλρ¯2, qW = g2A/4λ
and qZ = (g2A + g
2
B
)/4λ. The amplitude of the oscillating scalar field and the momentum redshift as a−1, rendering
κ redshift-independent. That is why the flow lines from Fig. 8.3 do not appear here. As the universe expands, Fourier
modes do not cross through multiple bands. This is a manifestation of the conformal nature of the quartic potential after
the end of inflation.
We remind the reader that the procedure outlined above is well-defined during inflation, when ρ2/2 =
ϕ†ϕ 6= 0. Similarly to the Abelian and the SU(2) cases, Gµ, are ill-defined when ρ = 0 and this can
generally happen during preheating. Once again the right prescription is to work in well-defined variables
in a non-singular gauge. In the Coulomb gauge, BL = 0 and AaL = 0, the longitudinal modes G1L, G2L
and ZL can be expressed in terms of the well-defined perturbations of ϕ: δϕ1, δϕ2 and δϕ3 respectively.
In this gauge, the transverse modes are even easier to handle: G1T± and G2T± reduce to A1T± and A2T±,
respectively; similarlyZT± → − sin θWBT±+cos θWA1T± andAT± → cos θWBT±+sin θWA1T±. Hence
we can keep the expressions for the transverse modes since they have no singularities in them with ρ→ ϕ¯0.
As usual, using the SU(2) global invariance, we have rotated our internal axes along the direction of motion
of the inflaton.
For purposes of comparison with the literature, we provide the Floquet charts for the longitudinal and
transverse modes of the W and Z fields which are excited by the oscillations of the Higgs condensate for the
case when V (|ϕ|) = λ (ϕ†ϕ)2 = λρ4/4, see Fig. 8.5. The longitudinal modes are excited parametrically
during reheating. The inflaton decay to transverse modes of the gauge fields mimics the well studied ϕ2χ2
scalar field model [84] (see also Fig. 4.1).
Without the longitudinal modes, the back-reaction of the transverse gauge fields would be identical to the
one in ϕ2χ2. However, recent numerical experiments [26] indicate that there are small differences between
the behaviour of the inflaton decaying to scalars and to Abelian gauge fields. This might be due to the
longitudinal modes being excited and playing a role in the back-reaction process. In general, calculations
during (p)reheating and estimation of the effects of non-Abelian interaction terms are convenient in the
Coulomb gauge (or some other well-defined gauge during preheating). The traditional unitary gauge is not
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a good choice because the inflaton oscillates through the origin. Although as we saw in the Abelian case, the
electric and magnetic fields can be well defined even when using gauge invariant variables, the intermediate
steps leading up their calculation often involve singular behaviour which at the very least leads to numerical
unpleasantness. The same comment holds for the unitary gauge since the equations of motion are identical
to those in gauge invariant variables.
8.7 Observational consequences
Particle production during and after inflation in models with a charged inflaton coupled to gauge fields may
leave potentially observable signatures such as primordial magnetic fields, charge fluctuations as well as
scalar and tensor metric perturbations. We schematically discuss each one in turn.
8.7.1 Magnetic fields
At the end of inflation the magnetic field power-spectrum on superhorizon scales is blue and given by a
power-law, see eqns. (8.68) and (8.69). If the gauge fields are ‘lighter’ than the co-moving Hubble scale
during inflation, i.e., for kC . H we have ∆BT± ∝ k2. If the gauge fields are “massive” enough, kC & H,
the power-spectrum is much steeper: ∆BT± ∝ k5/2. After inflation, the oscillating inflaton can resonantly
amplify the gauge fields. For the m2|ϕ|2 model considered in Section 8.3.2, the resonance is broad and
effective for kC/a ∼ gA |ϕ¯| & m, where ϕ¯ is the vev of the inflaton during the early stages of preheating at
the end of inflation.15
The above considerations show that the optimal range for production of magnetic fields on superhorizon
scales is kC . H during inflation and kC/a & m during preheating. However, for m2|ϕ|2 inflation,
kC/(am) & 1 during preheating implies kC/H & 1 during inflation, thus excluding the possibility of
broad resonance and a relatively shallow power law for the magnetic field spectrum. We reached the same
conclusion via a more detailed calculation whose results were summarized in Fig. 8.2. We have to settle
for two separate regimes: ∆BT± ∝ k2 which receives no resonant amplification during preheating, or
∆BT± ∝ k5/2 which can be resonantly amplified until it backreacts.
As discussed in Section 5.2.2, in the contemporary universe, observations indicate a magnetic field
strength of ∼ 10−6 G on 1 Mpc scales (for example, see [53]). If a seed magnetic field Bseed & 10−25 G
is present on comoving scales corresponding to 1 Mpc at the time of matter-radiation equality, the galactic
dynamo mechanism can potentially amplify Bseed to the observed values today [53]. As we show below,
the seed field generated in the models under consideration are far too small compared to what is required
observationally.
For the case when kC . H during inflation, the magnetic field has a shallow spectrum ∝ k2 on
superhorizon scales but is not resonantly amplified during preheating. At the time of decoupling we obtain
Bseed ∼ ∆decBT± ∼ (2pi)−1 (k/adec)2 ∼ 10−50 G (for example, see [269]) where we used adec ∼ 10−3,
k = few Mpc−1 ∼ 10−38 GeV and 1 GeV2 ∼ 1020 G . When kC & H, the magnetic field can be resonantly
amplified, with an amplification factor that can be as large as ∼ 104 − 105. The maximum value is set by
back-reaction considerations. However, there is a suppression factor
√
k/kC (see eq. (8.68)) which turns out
to be more important. The net effect is that Bseed is suppressed compared to the no-resonance scenario. For
15In the more popular notation, the parameter determining the strength of the resonance, q, is given by q = kC/(am). The
resonance is broad when q  1 and narrow or absent when q . 1 (see Section 2.2).
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the case when kC = 10
3H at the end of inflation (shown in Fig. 8.2), Bseed ∼ 10−58 G. For this estimate we
assumed that the back-reaction takes place 2.5 e-folds after inflation, and subsequently the magnetic field
redshifts in the usual way: a4∆2
BT± = const for another 57.5 e-folds.
We note that while broad resonance does not happen for kC . H for the m2|ϕ|2 models, it can occur
for kC < H for steeper potentials (e.g., λ|ϕ|4). It might be possible to boost the amplitude of the seed
field up to 10−45 G in such cases. However, this is still too small to be observationally relevant. Successful
magnetogenesis from reheating has been recently discussed in models different from ours (see for example,
[95, 96]).
8.7.2 Charge fluctuations
Just like the magnetic field, the charge fluctuations also have a blue power-spectrum at the end of inflation.
Recalling Gauss law, −kELk = a2j0k, we arrive at the useful expression ∆j0 = (k/a)∆EL . Indeed eqns.
(8.68) and (8.69) imply that on superhorizon scales ∆j0 ∝ k2 and k5/2 for kC . H and kC & H respectively,
reminiscent of the magnetic field spectrum. After inflation, parametric resonance can amplify the charge
fluctuations in the m2|ϕ|2 model, provided we are in the broad resonance regime gA |ϕ¯| & m (i.e., kC & H
with a spectrum ∝ k5/2 on superhorizon scales). Note that unlike the magnetic field case, we see some
production of charge fluctuations on superhorizon scales at the end of inflation even when m & gA |ϕ¯|. This
fluctuation production is related to the oscillation of the inflaton, but cannot be analysed with simple Floquet
analysis since it occurs on superhorizon scales where expansion plays a significant role.
If we imagine that the gauge field in question is the electromagnetic field and put gA = 2e one can
compare the charge fluctuations to the observational bounds from vorticity and cosmological magnetic fields
on the electrical charge asymmetry of the universe [294], namely that ∆j0/(enB ) . 10−26 on co-moving
scales corresponding to 102 kpc today, where nB ∼ 1.5 × 10−10 T 3 is the number of baryons and T is
the photon temperature. For kC < H, we can assume the universe reheats immediately after the end
of inflation and the charge fluctuation is transferred to a charge asymmetry in the ordinary matter. The
charge asymmetry will then redshift as a3∆j0 = const, akin to number density. Then the fractional
charge asymmetry ∆j0/enB ∼ 109 × (k/arhTrh)2 (gA |ϕinf|/Trh) ∼ 10−36 , where we used |ϕinf| ∼ mPl,
k = 10 Mpc−1, Tend ∼ 1016 GeV and aendTend ∼ T0 = 2.5× 10−4eV. 16 For the broad resonance regime,
kC & H, the amplitude of the charge fluctuations can be parametrically amplified up to 103−104. However,
there is also a suppression factor which dominates on the scales of interest. Explicitly, for kC = 10
3H
discussed in Fig. 8.2, if we assume that the universe reheats immediately after back-reaction has taken place
(2.5 e-folds after the end of inflation) and then the universe expands for another 57.5 e-folds, the suppression
factor is roughly ∼√exp(−2.5)k/kC , implying ∆j0/(enB ) ≈ 10−45.
Again, we recall that in the m2|ϕ|2 model, broad resonance does not happen for kC . H. For steeper
power-law potentials, parametric resonance is efficient for light gauge fields and the excess of charged
particles per baryon can go up to 10−32. We once again caution the reader that the calculations here are
meant to be schematic.
8.7.3 Metric perturbations
The production of gauge fields may affect the primordial metric perturbations, giving rise to (for example)
non-gaussianities and gravitational waves. Since the gravitational production of gauge fields during
16We caution the reader that this is a very rough estimate.
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inflation is not significant, they are not expected to give rise to any interesting signals. However, if the
post-inflationary dynamics include parametric amplification of fields then interesting signatures are possible.
For example, light scalar fields might develop a non-zero vev across the observable universe today along
with perturbations around this vev within each Hubble patch at the time of preheating. The details of the
following non-linear stage might depend on the vev in each separate universe. For instance, in [43, 125, 126]
it was shown that as the inflaton decays to a light χ field in φ2χ2 models, the back-reaction depends on the
initial vev χ¯i within the Hubble patch. This in turn affects the expansion history within the Hubble patch
and therefore may lead to non-gaussianities. χ¯i also affects the gravitational waves produced during the
non-linear evolution within the separate patches. This may lead to low-multiple corrections to the stochastic
gravitational wave background [121, 122].
For kC . H one can show that the gauge field sector has a light scalar with a scale-invariant
power-spectrum – it is δϕ1 in the Coulomb gauge, see eq. (8.46) and Appendix B. This implies that δϕ1
develops a non-zero vev across the sky with deviations from it within each Hubble patch at the time of
preheating. Its back-reaction should lead to similar effects to the ϕ2χ2 models, since the resonance structure
is similar. Note that for the m2|ϕ|2 model we have been considering, back-reaction cannot happen because
resonance is inefficient if kC . H (which was necessary for developing a vev for δϕ1 during inflation). The
absence of resonance for kC . H is a feature of m2|ϕ|2 model. For steeper potentials (e.g λ|ϕ|4), broad
resonance can occur for kC . H.
8.8 Conclusions
In this chapter, we carried out a self-contained analysis of particle production during and after inflation in
models with charged scalars coupled to Abelian and non-Abelian fields. We calculated the power-spectra of
the produced gauge fields in the regime where the equations of motion could be linearized. We also provided
a prescription for setting up initial conditions for lattice simulations to further evolve the fields nonlinearly.
To make our treatment self-contained, we provided the necessary equations for linear perturbations
(including metric fluctuations) in terms of gauge invariant variables, and provided a dictionary to relate
these variables to those in some common gauges. This should allow results to be translated between gauges
quite easily. For pedagogical purposes, we carried out the initial analysis for the Abelian model. In the later
half of the chapter we provided the explicit generalization to the non-Abelian cases.
We carried out the quantization and evolution of the perturbations during inflation in terms of gauge
invariant variables. After substituting the constraint equations into the original action, the quantization
and subsequent evolution was carried out in a straightforward manner. Gauge invariant variables have the
advantage of automatically dealing with the correct number of degrees of freedom; we never have to worry
about spurious gauge modes. We numerically calculated the electric and magnetic field power-spectra at
the end of inflation for a simple m2|ϕ|2 inflation (see Fig. 8.1). We provided an understanding of the
shape of the spectra (blue tilt and broken power law behavior – see eqns. (8.68) and (8.69)) in terms of
two scales: the co-moving Compton wavenumber of the gauge fields kC ≡ a|ϕ¯|gA/2 (ϕ¯ is the vev of the
inflaton condensate during inflation, gA is the coupling strength and a is the scalefactor) and the conformal
Hubble scale H. We found that the transverse modes are always dominant over the longitudinal ones on
sub-Compton scales, k & kC . For gauge fields with kC & H the longitudinal modes are as energetic as
the transverse ones on super-Compton scales, k . kC , whereas when kC . H the longitudinal modes
dominate on super-Compton scales. The longitudinal mode of the electric field is directly proportional to
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charge fluctuations, and hence charge fluctuations are also generated during inflation. While our numerical
calculations assumed a particular model, these results are expected to hold more generally for potentials
where the inflaton is rolling slowly. As a further check, we carried out a semi-analytic analysis in a de Sitter
universe and confirmed the shapes of the electric and magnetic field spectra.
While gauge invariant variables are suited for calculations during inflation, they become ill-defined when
the inflaton starts oscillating after inflation. After inflation, the Coulomb gauge turns out to be a particularly
well-suited for preheating studies. We carried out an explicit numerical calculation of resonant gauge field
production during preheating and provided power-spectra of the corresponding electric and magnetic fields
at the end of preheating (see Fig. 8.2). For an analytic understanding of the main features of the spectra, we
carried out a Floquet analysis of the instabilities with the gauge constraints included (see Fig. 8.3). In both
calculations, we found that the longitudinal modes are as prone to resonant excitation during preheating as
the transverse ones. The characteristic wavenumber range of the instability is k . m(gAmPl/m)1/2, whereas
the growth rate of fluctuations is determined by gAmPl/m. We also estimated that the gauge fields back-react
on the scalar condensate within about 10 oscillations in the case of a m2|ϕ|2 potential and for couplings,
gA ∼> 10−3 (see Fig. 8.4). For gA . 10−4 gauge fields are not produced significantly enough to back-react.
If back-reaction becomes important, the occupation numbers in the gauge fields are usually very high.
Further evolution, which is usually highly nonlinear, can be investigated by numerical lattice simulations
within the classical approximation. We provided a scheme for initializing such simulations with the gauge
constraints being violated only at second order in the perturbations. We also provide a work-around
enabling the gauge constraints to be satisfied more precisely at the expense of insignificant (second order
in perturbations) modification to the spectrum of the gauge fields. Our prescription for initial conditions
is not restricted to a particular gauge; we provide an explicit example of setting up such conditions in the
temporal gauge which is commonly used for simulations (see Section 8.5 and also Section 9.5). The derived
power-spectra as well as the initial conditions prescription might be useful for lattice simulations of Abelian
and non-Abelian fields at the end of inflation (for example, [21, 22, 26, 27, 29, 37, 276, 277, 279, 281]).
We considered two non-Abelian models. In the SU(2) model we showed that to linear order in
perturbations, the problem conveniently reduces to three decoupled identical replicas of the Abelian model.
We then extended the local group to SU(2) × U(1), with the Electroweak sector of the Standard Model of
Particle Physics in mind. Again, to linear order in the perturbations, the problem splits into three copies of
the Abelian model. There are two identical copies, describing the evolution of the massive W bosons, and a
similar one for the massive Z boson, the only difference being the coupling constants. The massless photon
A remains decoupled from the other sectors of the theory. The framework describing the longitudinal and
transverse modes in the Abelian model can be straightforwardly applied to the W and Z sectors, including
the scheme for initialising lattice simulations. We provided Floquet charts to capture the instability of these
fields during preheating, assuming the scalar condensate to be characterised by λ(ϕ†ϕ)2 self-interaction
(see Fig. 8.5). In this case, we again confirm that the longitudinal and transverse mode can be excited at a
comparable level.
Our analysis allowed us to estimate the magnetic field and charge fluctuations from inflation and
preheating in a self-consistent manner. We found that the charged inflaton produces a magnetic field that
cannot exceed ∼ 10−50 G on 1 Mpc scales today (consistent with [92]) for an m2|ϕ|2 potential. Parametric
resonance in models with steeper potentials, e.g., λ|ϕ|4 may boost the magnetic field by a factor of 105,
which is still not enough to seed an efficient galactic dynamo mechanism. The charge fluctuations are
shown to be also below the observational bounds, if the inflaton is assumed to be electrically charged. The
excess charged particles per baryon are found to be at most . 10−36 on 0.1 Mpc scales for an m2|ϕ|2
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potential. Preheating in models with steeper potentials, e.g., λ|ϕ|4 may amplify this by a factor of 104. This
is well within the observational bound of . 10−26 [294]. The possibility of an electrically charged inflaton
is not ruled out.
Our analysis also reveals that the azimuthal degree of freedom of the charged inflaton develops a
scale-invariant power-spectrum if the gauge fields are lighter than the Hubble scale. This gives us the
possibility of generating non-Gaussianities and gravitational waves [27, 43, 121, 122, 125, 126] from the
non-linear stage of reheating which we leave for future work.
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Chapter 9
Non-linear dynamics
Abstract
To understand inflation and the subsequent stage of reheating: the period when the Universe
first got populated with particles during the hot big bang, we need highly accurate numerical
methods. In this chapter we present a symplectic integrator for non-linear partial differential
equations describing the evolution of charged scalar fields coupled to abelian gauge fields in an
expanding universe.
9.1 Introduction
The non-perturbative particle production of preheating can lead to non-linear effects [17, 32] (see also
Chapter 8). To study the non-linear post-inflationary dynamics in models with a charged scalar field coupled
to gauge fields we have developed a novel, precise numerical scheme for the integration of the equations of
motion with the space-time curvature included at the back-ground level. The basic idea is that the action,
instead of the equations of motion, is discretized. This way the approximate problem is solved ‘exactly’,
rather than the exact problem approximately. To be specific, the action is discretized in space on a 3d cubic
lattice, first (keeping the time derivatives continuous). This allows us to use the Hamiltonian formalism.
Only after we derive the Hamiltonian for the problem we carry out the temporal symplectic discretization
of the equations of motion by operator splitting [295]. This allows us to have different order of accuracy in
space and time. The current version of the code is 2-nd order in space and could be much higher in time (so
far tested up to 8-th order).
Although, such discretization seems straightforward for scalar field models [75, 296], it is not clear
whether it could be applied to more complicated systems involving gauge fields. The issue is that with
gauge fields come non-dynamical equations (constraint equations) following from the gauge invariant action,
which have to be met exactly by the numerical integrator for consistency. That is why one of the most
common approaches is to use 2-nd order discretization of spatial and temporal derivatives, the Method of
Link variables [22, 54], which preserves the gauge invariance of the action, but could be quite expensive
to implement if one needs good accuracy in time. Another (not very common) alternative is to ignore the
constraint equations when discretizing, and integrate the system of equations, while keeping track of the
violation of the consistency of the theory [31, 37]. This method could work for short periods of time, but
inevitably breaks down and leads to spurious effects.
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What we have found is that if one works in a specific gauge (the temporal gauge) in the Abelian-Higgs
system in Friedmann-Robertson-Walker (FRW) spacetime, the temporal symplectic discretization of the
equations of motion by the operator splitting technique leads to the exact preservation of the constraint
(Gauss) equation, even if the universe expands self-consistently. To the best of our knowledge this is the first
algorithm that has this feature (none of the above mentioned methods have it). This lets us not only enjoy the
advantages of the symplectic integrators (separate control over space and time accuracy; no need for extra
storage of intermediate results unlike Runge-Kutta schemes, which can be vital for large three dimensional
simulations), but also answer physical questions related to the expansion history of our Universe. We can go
beyond the conventional Abelian-Higgs model and consider conformal couplings between the scalar and the
gauge fields and/or adding fermions on the lattice. We expect none of these extensions to cause any issues
with the Gauss constraint. Non-Abelian theories and/or the presence of Chern-Simons terms are problematic
in this respect. However, we could in principle still use our algorithm and keep track of the violation of
the Gauss constraint. We can even address non-Abelian problems such as reheating after Higgs-inflation,
since it is known that before and even during the non-linear phase the non-Abelain interaction terms are
suppressed, i.e., one can safely split the non-Abelian Lagrangian into identical copies of the Abelian-Higgs
model [23, 24, 26, 32].
We begin with a brief reminder of conservation laws in dynamical systems described by invariant
Lagrangians under continuous symmetry transformations, Section 9.2. The results from this section are
useful for the derivation of the Gauss law in the discretized Abelian-Higgs system, outlined in Sectoin 9.3.
The actual integrator is presented in Section 9.4. A prescription for physically accurate initial conditions,
taking into account the particle production during inflation and preheating, as well as the gauge constraints
is given in Section 9.5 (cf. also our earlier work [32] and Section 8.5).
9.2 Conserved currents and symmetries
9.2.1 Infinite d.o.f.
Let us begin with the action of a continuous classical system
S =
∫
d4x
√−ηL(fi(xµ), ∂µfi(xν)) , (9.1)
describing i fields, fi(xµ), each of which encodes an infinite number of degrees of freedom, in Minkowski
spacetime. If there exists a continuous transformation that leaves the Lagrangian density invariant,
infinitesimally written as
fi → fi + δfi , L → L , (9.2)
then according to the Noether theorem there exists a conserved current
∂µj
µ = 0 , jµ =
∑
i
(∂∂µfiL)δfi . (9.3)
The second expression can be obtained after assuming that the Euler-Lagrange equations
∂fiL = ∂µ∂∂µfiL , (9.4)
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are obeyed. The conservation of the current implies the existence of a constant net charge
Q =
∫
d3x j0 = const (9.5)
if lim|x|→∞ j(x) = 0.
9.2.2 Finite d.o.f.
The discrete counterpart of the above system has an action of the standard form
S =
∫
dτ L(fi(τ), f ′i(τ)) , (9.6)
describing i generalized coordinates, fi(xτ )1. If again there is a continuous symmetry, leaving the
Lagrangian invariant, written infinitesimally as
fi → fi + δfi , L→ L , (9.7)
then the quantity
J =
∑
i
(∂f ′iL)δfi , (9.8)
is conserved
J ′ = 0 , (9.9)
provided the equations of motion hold, ∂fiL = (∂f ′iL)
′. Note that the number of conserved quantities,
J = const, corresponds to the number of symmetry transformations leaving the Lagrangian, eq. (9.7),
invariant.
9.3 Abelian-Higgs in FRW
The system that we wish to solve is the Abelian-Higgs model (or the Ginzburg-Landau model with a general
Higgs potential)
S =
∫
d4x
√−gL =
∫
d4x
√−g
[
−m
2
Pl
2
R+ |Dqϕ|2 − 1
4e2
FµνF
µν − V(|ϕ|)
]
, (9.10)
in FRW spacetime, using conformal time2 ( ′≡ d/dτ )
gµν = a2ηµν , R = −6a
′′
a3
. (9.11)
The covariant derivative and the field tensor are defined as follows3
Dqµ = ∂µ + iqAµ , Fµν = Dq=1µ Aν −Dq=1ν Aµ . (9.12)
1The number of generalized coordinates does not correspond to the number of fields from Section 9.2.1.
2We assume spatially flat FRW, k = 0, for simplicity. The integrator derived in the following sections can be easily generalised
and works equally well for k 6= 0.
3Since the gauge field is Abelian, the field tensor reduces to Fµν = ∂µAν − ∂νAµ.
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Note that the actual coupling between the Higgs and the gauge fields is qe. You can think of e as the actual
charge, related to the ‘fine structure constant’ of the theory, whereas q is the fractional charge given in units
of e. This deliberate split makes it more convenient to generalize the algorithm we are going to derive below
to multiple scalar and gauge fields with arbitrary couplings.
Sometimes, it is more convenient to work in terms of the real and imaginary parts of the Higgs, redefining
its potential as well
ϕ =
1√
2
(ϕ1 + iϕ2) , V(|ϕ|) = V
(√
ϕ21 + ϕ
2
2
)
. (9.13)
The Lagrangian density, eq. (9.10), is invariant under the local (gauge) symmetry transformation
ϕ→ exp[−iqα(xν)]ϕ , Aµ → Aµ + ∂µα(xν) , L → L . (9.14)
In the next subsections we shall fix the gauge by making a specific choice for the gauge fields at the level
of the Lagrangian, rather than the equations of motion, and see what implications this approach has for the
non-dynamical constraint equations. Afterwards we shall discretize the Lagrangian on a 3d grid and discuss
the discrete constraint equations. As it will be shown in Section 9.4, our gauge choice and the discretization
scheme make symplectic integrators particularly suitable, preserving the constraint equations exactly.
9.3.1 Continuous case in A0 = 0 gauge
We choose to work in the temporal gauge, setting A0 = 0. The action, eq. (9.10), then reduces to
S =
∫
d4xLc
=
∫
d4x
[
−3m2Pla′2 +
(aϕ′1)2
2
+
(aϕ′2)2
2
− a2|Dqϕ|2 − a4V + A
′2
2e2
− (∇× A)
2
2e2
]
.
(9.15)
This specific gauge choice allows us to apply the Hamiltonian formalism straightforwardly, since all
variables are dynamical
ϕ1 = ϕ1(τ, x) , ϕ2 = ϕ2(τ, x) , A = A(τ, x) = [A1(τ, x) , A2(τ, x) , A3(τ, x)]T , a = a(τ) .
(9.16)
Their conjugate momenta densities defined as
pi1(τ, x) =
∂
∂ϕ1′
Lc , pi2(τ, x) = ∂
∂ϕ2′
Lc , piA(τ, x) = ∂
∂A′
Lc , pia(τ) = ∂
∂a′
Lc , (9.17)
reduce to
pi1 = a2ϕ′1 , pi2 = a
2ϕ′2 , piA = e
−2A′ , pia = −6m2Pla′ . (9.18)
Before we switch to the Hamiltonian description of the system it is worth thinking about what happens
to the constraint equation (Gauss constraint) after we set the non-dynamical variable A0 to zero at the level
of the Lagrangian, cf., e.g., [297]. Normally, the Gauss constraint follows after varying the action with
respect to the non-dynamical A0. However, since the action in eq. (9.15) has no A0 it is not clear whether
the constraint should be imposed additionally or that the evolution of the system governed by eq. (9.15) will
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obey it automatically, without any additional modifications to the action. The answer lies in the residual
gauge symmetry. Even after setting A0 = 0, we are free to make time-independent gauge transformations
ϕ→ exp[−iqα(x)]ϕ , A→ A +∇α(x) , Lc → Lc , (9.19)
written infinitesimally as
δϕ1 = ϕ2qα , δϕ2 = −ϕ1qα , δA = ∇α , (9.20)
if α(x) 1. As discussed in Section 9.2, it implies the existence of a conserved current
jµ =
∑
i
(∂∂µfiLc)δfi . (9.21)
The constant net charge is
Q =
∫
d3x j0 =
∫
d3x [piA ·∇α+ (pi1ϕ2 − pi2ϕ1)qα]
=
∮
αpiA · dS−
∫
d3xα [∇ · piA − q(pi1ϕ2 − pi2ϕ1)] ,
(9.22)
Since Q = const for all α(x), then
∇ · piA(τ, x)− q [pi1(τ, x)ϕ2(τ, x)− pi2(τ, x)ϕ1(τ, x)] = const , (9.23)
provided lim|x|→∞ α(x)piA(τ, x) = 0, which always holds, because both α and piA vanish separately at
spatial infinity – the former by the definition of a gauge transformation and the latter trivially. Hence, if we
make sure that the constant on the right hand side in eq. (9.23) is set to zero initially for all x, then the whole
equation reduces to the Gauss constraint and it is automatically preserved by the equations of motion.
9.3.2 Discrete case in A0 = 0 gauge
The last step we need to make before proceeding with the numerical integration of the Abelian-Higgs model
is to discretize the fields on a 3d spatial grid. We assume a cubic lattice with periodic boundary conditions
and N3 lattice points, the length of the edge of the unit cell being equal to b. The scalar fields, {ϕ1,x, ϕ2,x},
live on the lattice points with spatial coordinates x, whereas the gauge fields, Aj,x, live on the lattice links,
connecting the points x and x + nj . The unit vectors are defined as
n1 = [1, 0, 0]T , n2 = [0, 1, 0]T , n3 = [0, 0, 1]T . (9.24)
We now introduce the link variables, Uj,x, and the plaquettes, Pij,x, [54]
Uj,x = exp[ibAj,x] , Pij,x = Ui,xUj,x+nibU
∗
i,x+njbU
∗
j,x , Pij,x = P
∗
ji,x . (9.25)
We use them to derive the spatial derivative terms (no summation is implied over repeated indices)
(Dqjϕ)(x) →
U qj,xϕx+njb − ϕx
b
, (FijF ij)(x) →
2− Pij,x − Pji,x
b4
, (9.26)
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in the lattice version of the continuous action, eq. (9.15),
S =
∫
dτ L =
∫
dτ
{
− 3m2Pla′2N3 +
N3∑
x
(
(aϕ′1,x)2
2
+
(aϕ′2,x)2
2
− a4Vx + 12e2
1,2,3∑
j
A′2j,x
− 1
2e2b4
1,2,3∑
i,j
[1− Pij,x]− a
2
2b2
1,2,3∑
j
[
(ϕ21,x+njb + ϕ
2
2,x+njb) + (ϕ
2
1,x + ϕ
2
2,x)
−
(
(ϕ1,x − iϕ2,x)U qj,x(ϕ1,x+njb + iϕ2,x+njb) + c.c.
)])}
.
(9.27)
Note that we have carried out the summation over the lattice points and we have rescaled the action by
a factor of (dx)3 = b3 – an overall rescaling of the action does not affect Euler-Lagrange and Hamilton
equations of motions. The continuous system of five fields describing infinitely many degrees of freedom
and the scale factor has been transformed to one having 5×N3 + 1 generalized coordinates, with conjugate
momenta
pi1,x = a2ϕ′1,x , pi2,x = a
2ϕ′2,x , piAj,x = e
−2A′j,x , pia = −6m2Pla′N3 . (9.28)
The use of links and plaquettes also preserves the important invariance of the action on the grid, eq. (9.27),
under time-independent symmetry transformations, eq. (9.19). Their lattice version looks as follows
ϕx → Ωqxϕx , Uj,x → ΩxUj,xΩ∗x+njb , L→ L , Ωx = exp[−iαx] , (9.29)
and it can be written infinitesimally as
δϕ1,x = ϕ2,xqαx , δϕ2,x = −ϕ1,xqαx , δAj,x =
αx+njb − αx
b
, (9.30)
if αx  1. According to Noether theorem, cf. Section 9.2, for an arbitrary αx, there is a conserved current
J =
∑
i
(∂f ′iL)δfi =
N3∑
x
qαx(pi1,xϕ2,x − pi2,xϕ1,x) + 1,2,3∑
j
piAj,x
αx+njb − αx
b
 = const , (9.31)
which can be simplified, after relabeling the dummy indices under the second summation, to
J =
N3∑
x
αx
q(pi1,xϕ2,x − pi2,xϕ1,x)− 1,2,3∑
j
piAj,x − piAj,x−njb
b
 = const . (9.32)
Since J = const is valid for all αx, then
1,2,3∑
j
[
piAj,x − piAj,x−njb
b
]
− q(pi1,xϕ2,x − pi2,xϕ1,x) = const . (9.33)
This is the lattice version of the Gauss constraint from eq. (9.23), provided we set initially the right hand
side to zero at all lattice points. If we now evolve the generalized coordinates according to the classical
continuous in time Euler-Lagrange or Hamilton equations of motion, the Gauss constraint, eq. (9.33), will
be preserved automatically. The question that remains is whether there is a temporal discretization that leads
to the preservation of eq. (9.33) after carrying out the numerical integration of the discretized equations of
motion. As we show in the next section, there is a scheme based on symplectic discretization.
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9.4 Time evolution
To numerically integrate the Abelian-Higgs system with lattice action eq. (9.27) and meet the Gauss
constraint, eq. (9.33), everywhere on the lattice, we have discovered that we should use symplectic
integrators. To this end we need to switch from a Lagrangian to Hamiltonian description. The Legendre
transformation gives us the Hamiltonian of the system
H =
∑
i
pifif
′
i − L , (9.34)
which splits into three non-commuting parts4
H = H1 +H2 +H3 , (9.35)
each of which contains commuting terms only
H1 = − pi
2
a
12m2PlN3
, H2 =
N3∑
x
pi21,x
2a2
+
pi22,x
2a2
+ e2
1,2,3∑
j
pi2Aj,x
2
 ,
H3 =
N3∑
x
{
a4Vx +
1
2e2b4
1,2,3∑
i,j
[1− Pij,x] + a
2
2b2
1,2,3∑
j
[
(ϕ21,x+njb + ϕ
2
2,x+njb)
+ (ϕ21,x + ϕ
2
2,x)−
(
(ϕ1,x − iϕ2,x)U qj,x(ϕ1,x+njb + iϕ2,x+njb) + c.c.
)]}
.
(9.36)
The full Hamiltonian governs the evolution of the generalized coordinates and their conjugate momenta(
f ′i
pi′fi
)
= {·, H}Poisson
(
fi
pifi
)
. (9.37)
The numerical solution to this system can be made arbitrarily close to the true one if we use a symplectic
method of integration that is based on operator splitting techniques [295](
fi
pifi
)
(τ+∆τ)
= exp[K(k)∆τ ]
(
fi
pifi
)
(τ)
, (9.38)
where the k = 2-nd order operator is of the form
exp[K(2)∆τ ] ≡ exp[K1∆τ/2] exp[K2∆τ/2] exp[K3∆τ ] exp[K2∆τ/2] exp[K1∆τ/2]
= exp[{·, H}Poisson∆τ ] +O(∆τ3) ,
Ki = {·, Hi}Poisson .
(9.39)
Higher-order operators can be obtained recursively
exp[K(k+2)∆τ ] ≡ exp[K(k)∆τ/β] exp[K(k)∆τ(1− 2β−1)] exp[K(k)∆τ/β]
= exp[{·, H}Poisson∆τ ] +O(∆τk+3) ,
β = 2− 21/(k+1) .
(9.40)
4We use the usual Poisson brackets to calculate commutators.
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Thus, an integrator of arbitrary accuracy requires only the results of the operation of exp[K1∆τ ],
exp[K2∆τ ], exp[K3∆τ ] in some particular combination and taking the appropriate values for the time
interval ∆τ . To derive the expressions below, we have made an extensive use of the operator identity for
the Abelian-Higgs system: exp[Ki∆τ ] = 1 + Ki∆τ when applied to any fj or pifj , eq. (9.38). Thus after
acting with exp[K1∆τ/2] on all fj and pifj we get
a→ a−
(
∆τ
2
)
pia
6m2PlN3
, (9.41)
with the rest of the generalized coordinates and momenta unchanged. After acting with exp[K2∆τ/2]
ϕ1,x → ϕ1,x +
(
∆τ
2
)
pi1,x
a2
, ϕ2,x → ϕ2,x +
(
∆τ
2
)
pi2,x
a2
,
Aj,x → Aj,x +
(
∆τ
2
)
e2piAj,x , pia → pia +
(
∆τ
2
) N3∑
x
[
pi21,x
a3
+
pi22,x
a3
]
,
(9.42)
with the rest unchanged. Finally, the action of exp[K3∆τ ] yields
pi1,x → pi1,x + ∆τ
{
− a4 ∂Vx
∂ϕ1,x
− 6a
2ϕ1,x
b2
+
a2
2b2
1,2,3∑
j
[
U qj,x(ϕ1,x+njb + iϕ2,x+njb)
+ (ϕ1,x−njb − iϕ2,x−njb)U qj,x−njb + c.c.
]}
,
pi2,x → pi2,x + ∆τ
{
− a4 ∂Vx
∂ϕ2,x
− 6a
2ϕ2,x
b2
+
a2
2b2
1,2,3∑
j
[
− iU qj,x(ϕ1,x+njb + iϕ2,x+njb)
+ i(ϕ1,x−njb − iϕ2,x−njb)U qj,x−njb + c.c.
]}
,
piAj,x → piAj,x + ∆τ
{
a2q
2b
[
i(ϕ1,x − iϕ2,x)U qj,x(ϕ1,x+njb + iϕ2,x+njb) + c.c.
]
+
1
2e2b3
1,2,3∑
l
[iPjl,x + iPlj,x−nlb + c.c.]
}
,
pia → pia + ∆τ
N3∑
x
{
− 4a3Vx − a
b2
1,2,3∑
j
[
(ϕ21,x+njb + ϕ
2
2,x+njb) + (ϕ
2
1,x + ϕ
2
2,x)
−
(
(ϕ1,x − iϕ2,x)U qj,x(ϕ1,x+njb + iϕ2,x+njb) + c.c.
)]}
.
(9.43)
One can check that after each individual step, eq. (9.41) and/or eq. (9.42) and/or (9.43), the lattice version
of the Gauss constraint, eq. (9.33), is satisfied exactly. Hence, no matter the order of the time integrator,
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k, the Gauss constraint is always met to machine precision everywhere on the lattice5. To be physically
consistent, we need to make sure that the constant on the right hand side in eq. (9.33) is set to zero initially.
Initial conditions from inflation for reheating lattice simulations are discussed in the next section.
9.5 Initial conditions in A0 = 0 gauge
In the standard lore the Universe is dominated by the homogeneous inflaton field during and shortly after
the end of inflation. All existing particles can be viewed as small fluctuations on top of this background.
If we assume that the inflaton is the real part of the Higgs field in the Abelian-Higgs model (i.e., slow-roll
inflation happens along the real axis in field space, towards the minimum of the Higgs potential), then at the
beginning of our simulations of preheating, the initial form of the ‘fields’ on the lattice should be
ϕ1,x = ϕ¯1 + δϕ1,x , ϕ2,x = δϕ2,x , pi1,x = p¯i1 + δpi1,x ,
pi2,x = δpi2,x , a = 1 , pia = −2
√
3mPlN3
√
H2 +H3
N3
,
(9.44)
where the choice for the initial value of the scale factor is arbitrary, whereas the expression for pia is just the
Friedmann equation relating the Hubble parameter and the mean energy density, rewritten in terms of our
generalized coordinates. In fact, we use this expression to check the ‘energy conservation’ of our integrators;
we observe deviations that scale correctly with the size of the time step –O(∆τk) for k-th order integrators,
in agreement with eq. (9.40).
The Fourier conventions we are going to use on the lattice are
fi,x =
∑
k
eik·xf˜i,k , f˜i,k =
1
N3
∑
x
e−ik·xfi,x , (9.45)
implying f˜i,k = f˜∗i,−k if fi,x is real. The initial fluctuations for each lattice field can be expanded in terms of
Fourier modes, which in turn can be written in terms of mode functions and ‘stochastic’ complex numbers to
account for the quantum nature of the fluctuations (cf., e.g., Section 8.5 for the specific forms of the Fourier
5We stress that this is true only for Abelian fields. If one repeats the same analysis for a charged scalar field coupled to a
non-Abelian gauge field, the lattice version of the Gauss constraint is not respected by the symplectic integrator.
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modes)
δϕ1,x =
(2pi)3/2
L
3/2
lat
∑
k
eik·xδϕ1,k =
(2pi)3/2
L
3/2
lat
∑
k
eik·x
[
a1ku
1
k + a
1∗
−ku
1∗
k
]
, δϕ2,x = 0 ,
δpi1,x =
(2pi)3/2
L
3/2
lat
∑
k
eik·xδpi1,k =
(2pi)3/2
L
3/2
lat
∑
k
eik·x
[
a1ku
1
k
′ + a1∗−ku
1∗
k
′]
,
δpi2,x = qϕ¯1G0,x =
(2pi)3/2
L
3/2
lat
∑
k
eik·xδpi2,k = qϕ¯1
(2pi)3/2
L
3/2
lat
∑
k
eik·x
[
aLkG0k + a
L∗
−kG
∗
0−k
]
,
Aj,x =
(2pi)3/2
L
3/2
lat
∑
k
eik·x
L,T±∑
λ
λjkA
λ
k =
(2pi)3/2
L
3/2
lat
∑
k
eik·x
L,T±∑
λ
λjk
[
aλkG
λ
k + a
λ∗
−kG
λ∗
k
]
,
piAj,x =
(2pi)3/2
L
3/2
lat
∑
k
eik·x
L,T±∑
λ
λjkpi
λ
Ak =
(2pi)3/2
L
3/2
lat
1
e2
∑
k
eik·x
{
T±∑
λ
λjk
[
aλkG
λ
k
′
+ aλ∗−kG
λ∗
k
′]
+ Ljk
[
aLk
(
GL,corrk
′
+
κk · κk√
κk · κ∗k
G0k
)
+ aL∗−k
(
GL,corr−k
′∗
+
κ∗−k · κ∗−k√
κ∗−k · κ−k
G∗0−k
)]}
,
GL,corrk
′
= − κk · κk√
κk · κ∗k
G0k −
L
3/2
lat
(2pi)3/2
2aLk
j˜0k
κk·κk√
κk·κ∗k
, j˜0k =
1
N3
∑
x
e−ik·x(ϕ¯1 + δϕ1,x)ϕ¯1q2e2G0,x .
(9.46)
The ‘stochastic’ complex numbers which are the classical counterpart of the quantum creation and
annihilation operators take the following values
|ai,k| =
√
− ln (Xi,k) /2 , arg (ai,k) = 2piYi,k , (9.47)
where Xi,k is a uniform deviate on (0, 1) and Yi,k is a uniform deviate on [0, 1). For the mode functions, we
use the analytic expressions, cf., e.g., Section 8.3.2,
GT±k =
1√
2(k2 + k2
C
)1/4
exp
(
−i
√
k2 + k2
C
τ
)
, GLk =
(k2 + k2
C
)1/4√
2kC
exp
(
−i
√
k2 + k2
C
τ
)
,
u1k =
exp
(
−i
√
k2 + (∂2/∂ϕ21)V τ
)
√
2
(
k2 + (∂2/∂ϕ21)V
)1/4 ,
(9.48)
which describe well the modes of interest, i.e., subhorizon modes, k  H, at the end of inflation,
irrespective of the coupling strength, or in other words the value of the Compton wavenumber, kC = qeϕ¯1.
The normalization factor of (2pi)3/2/L3/2lat in eq. (9.46) is necessary to make the initial two-point function,
averaged over the lattice, independent of the lattice size, Llat = Nb, and equal to the continuous one, cf.,
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e.g., [74]. Finally, the transverse and longitudinal polarization vectors on the lattice6 are
T±k =
[−(κk)∗x(κk)z ± i(κk)y
√
κk · κ∗k , −(κk)∗y(κk)z ∓ i(κk)x
√
κk · κ∗k , κk · κ∗k − (κk)z(κk)∗z]T√
2κk · κ∗k(κk · κ∗k − (κk)z(κk)∗z)
,
Lk =
−iκk√
κk · κ∗k
,
(9.50)
where
κk = e−ikb/2
sin(kb/2)
b/2
. (9.51)
The last expression comes from our choice of forward finite differencing of the spatial derivatives. For
instance, with central finite differencing, eq. (8.104), we do not have the complex exponent. The polarization
vectors obey the usual identities
Lk = 
∗L
−k , 
∗L
k · Lk = 1 , iκk · Lk =
κk · κk√
κk · κ∗k
, iκk × Lk = 0 ,
T±k = 
∗T±
−k , 
∗Tλ′
k · Tλk = δλ
′λ , iκk · T±k = 0 , κ∗−k = −κk ,
(9.52)
which reduce to
Lk = 
∗L
−k , 
∗L
k · Lk = 1 , ik · Lk = k , ik× Lk = 0 ,
T±k = 
∗T±
−k , 
∗Tλ′
k · Tλk = δλ
′λ , ik · T±k = 0,
(9.53)
in the continuous limit limb→0 κk = k. These expressions can be quite useful when switching from
the continuum description to the lattice description, e.g., the familiar result from Section 8.2.3, G0k =
−k(GLk )′/(k2 + k2C ), becomes
G0k =
− κk·κk√
κk·κ∗k
(GLk )
′(
κk·κk√
κk·κ∗k
)2
+ k2
C
, (9.54)
on the grid. This accounts for the form of the κk terms in the last two lines in eq. (9.46).
The ‘z-helicity’ polarization vectors from eqs. (9.49,9.50) are singular when k2 = k2z . In this case, the
simple solution is to use ‘x-helicity’ and/or ‘y-helicity’ basis instead7. We should also point out that the
transverse polarization vectors on the lattice, eq. (9.50), are not actually of definite helicity8, i.e.,
iκk × T±k 6= ±
√
κk · κ∗kT±k , T±k 6= T∓∗k . (9.55)
However,
iκk × T±∗k = ∓
√
κk · κ∗kT∓k , (9.56)
6Their continuous counterparts are
T±k =
[−kxkz ± ikyk , −kykz ∓ ikxk , k2 − k2z ]Tp
2k2(k2 − k2z)
, Lk = −ik
k
. (9.49)
7If k = 0, the concept of helicity breaks down, but the homogeneous vector fields are still well-defined.
8In the continuum, b→ 0 or eq. (9.49), there are no such problems, ik× T±k = ±kT±k , T±k = T∓∗k .
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time
Figure 9.1: Formation of cosmic strings after a non-thermal phase transition during preheating. The boxes are from a
representative simulation, using our new algorithm, accounting for the expansion of the Universe self-consistently. In
each panel, we plot the complex phase of the Higgs field on a vertical slice through the box (from 0 (blue) to 2pi (red)).
The red contours are drawn around regions of magnetic field energy density≥ 7× the mean. During inflation, we assume
the inflaton rolls slowly down the real axis of a symmetry breaking potential of the form V = λ(|ϕ|2 − v2)2/4, near the
origin and flatter away from it. We choose the symmetry breaking scale to be much smaller than the value of the inflaton
at the end of inflation, v  |ϕend|. Thereby, the initial oscillations of the condensate lead to resonant particle production,
cf. Section 8.4, whose back-reaction temporarily restores the symmetry [20, 21]. As the Universe expands, the energy in
the excited particles is redshifted and eventually (within about 1 e-fold of expansion for v ∼ 10−2|ϕend|) the symmetry is
spontaneously broken, and cosmic strings form. The out-of-equilibrium phase transition happens at some point between
the first and the second panel. At that time, the physical size of the box is about half of the Hubble radius. We observe
the formation of a pair of strings of opposite topological charge (this is due to our choice of initial conditions) which
stretch across the box for the remainder of the simulation, cf. third panel. In fact, plotting the regions of non-zero winding
number, instead of magnetic field over-densities, reveals many more open strings and loops in the second panel, which
rapidly disappear due to gauge and Higgs radiation [298].
holds, just like ik × T±∗k = ∓kT∓k , for eq. (9.49). Hence, even though T±k on the lattice are not of
definite helicity, they still describe hermitian, mutually orthogonal, transverse modes and can be used in the
Fourier mode expansion of the gauge fields. To make them of definite helicity, we need to use central finite
differencing, rather than forward which is possible and can be done if needed, but leads to more cumbersome
expressions in general.
The initial conditions presented here, make the constant in the right hand side in eq. (9.33) vanish
everywhere on the lattice, which is necessary for our algorithm to yield physically consistent results.
9.6 Conclusions
We have derived a novel algorithm for the computation of the non-linear classical dynamics in the
Abelain-Higgs system in FRW spacetime. The symplectic integrator satisfies the consistency relations
(Gauss constraint) to machine precision, while the expansion of the Universe is included self-consistently.
Furthermore, the order of the integrator can be arbitrarily high.
We have carried out a number of small scale simulations, N3 = 1283, to test the robustness of our
scheme. For instance, we have observed the formation of cosmic strings from non-thermal phase transitions
at the end of inflation, cf. Fig. 9.1. The Gauss constraint is violated at levels less than O(10−10) at each
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point on the lattice, whereas the violation of the Friedmann equation, H = aρ¯/√3mPl, scales as expected,
cf. eq. (9.40), with the order of the integrator and the time step, O(∆τk).
The algorithm we have presented can be readily generalized to a system of multiple charged scalar
fields interacting with each other and with multiple gauge fields through the covariant derivative coupling.
Although, not shown here, the series of Gauss constraints are still satisfied exactly. The scheme performs
equally well in the cases of a fixed FRW background, i.e., when the evolution of the scale factor is set to
some constant power-law, e.g., a ∝ τ2 for a matter dominated Universe, a ∝ τ for a radiation dominated
Universe, or simply a = const if we wish to ignore expansion9.
Thanks to the self-consistent computation of the expansion history, we can now study how the formation
of various non-linear objects affects the post-inflationary equation of state parameter and thereby the
interpretation of inflationary observables, cf. Chapter 6. For reliable results, we shall need to carry
out simulations with sufficiently large dynamical range. E.g., to study the formation and evolution of
cosmic string networks and their effect on the expansion history, we need to consider much bigger boxes,
N3 = 10243, to capture at least five Hubble radii at the time of the phase transition – the box size in Fig.
9.1 is N3 = 1283 and corresponds to only half of the Hubble radius at the phase transition. Formation
of oscillons coupled to gauge fields is also particularly interesting in the context of the post-inflationary
expansion history. Oscillons behave as pressureless dust and can lead to long periods of matter dominated
expansion [36]. However, if there is a decay channel to gauge fields, e.g., through the covariant derivative
coupling in the Abelian-Higgs system, oscillons could transfer their energy rapidly into radiation. It is
not clear, if the transition to radiation domination is faster or slower than in the case of a homogeneously
oscillating condensate, resonantly amplifying gauge fields. To address the physical question of whether
charged oscillons speed-up or slow-down the approach to a radiation-dominated Universe, we again need
large simulation boxes. The IR cut-off is set by the copious production of low-momentum inflatons due
to self-resonance which eventually leads to the fragmentation of the condensate into oscillons [36]. The
subsequent oscillon decays produce high-momentum gauge fields, making us reach the resolution threshold
quickly for N3 = 1283, 2563. To improve the resolution, while keeping the IR-cut off fixed, we again
need to go to at least N3 = 10243. Simulations of this size and reasonable energy conservation for both
cosmic strings and oscillons cost at least about 5000 CPU hours and need to be run on large clusters. We
are currently working towards achieving this goal. The current version of the code can be used to study
the details of the non-linear dynamics in the simpler scenario in which the inflaton does not form any
non-linear long-lived objects, but resonantly decays into gauge fields which eventually backreact, leading to
the complete fragmentation of the condensate. This will be a natural continuation of the linear analysis in
Chapter 8 and it will be interesting to test the usual approximation of a gauge field by three massless scalar
fields during preheating, especially given the difference in the initial conditions from inflation, as well as in
the non-adiabatic production rate, of the longitudinal and transverse modes.
Possible extensions to the algorithm, which should not affect its performance, include the addition of
terms like f(|ϕ|)R and f(|ϕ|)F 2 to the Lagrangian. The latter are known for successful magnetogenesis
scenarios from reheating [95, 96], but no one has predicted the effect of non-linear dynamics in them.
The link variables we are using, allow us to add fermions as well [299]. This opens up a whole new
series of models that can be studied. A very intriguing one is reheating after Higgs-inflation [23, 24]
for which we know all relevant parameters. One should be in principle able to compute the expansion
9In the case of Minkowski spacetime, the relevant consistency relation whose violation scales as O(∆τk) is the conservation
of the total energy in the box.
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history of the early Universe without any assumptions. However, the complicated particle production after
Higgs-inflation (known as combined preheating [25]) is strongly affected by the expansion of the Universe
– this is the main reason why all analyses deal with the linear regime only and stop short of seeing the
full fragmentation of the system. The non-linear dynamics can be calculated with our algorithm, since it
is well-suited for self-consistent expansion computations. In principle the non-Abelian terms do not allow
us to apply our algorithm and maintain the Gauss constraint to machine precision for arbitrary order of the
symplectic time integrator. Nevertheless, there is an indication that non-Abelian non-linear terms might
become subdominant [26] and hence, it might be possible that our algorithm still gives reliable results even
in this case. At the very least, we can reduce the leading order of the time integrator and in the same time
reduce the order of the time step to get reasonable answers. This needs to be tested in detail.
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Chapter 10
Retrospect
This thesis is a collection of works on the period of reheating after inflation motivated by both cosmological
observations and theoretical considerations. In the thesis, we focused on different aspects of reheating
including how long it took the universe to reach a radiation-dominated state of expansion, an investigation
into a mechanism of generating the matter-antimatter asymmetry and the non-perturbative production of
gauge fields sourced by an inflaton charged under global and local symmetries.
We began this thesis with a brief introduction to cosmic inflation (Chapter 1), including a discussion of
the problems it resolves and the predictions it makes for the observable universe. We then concentrated on
the end of inflation with a review of our current understanding of reheating, beginning with an outline of
the different stages of the process, followed by a survey of the different mechanisms for particle production
(Chapters 2 & 3) and finally covering the challenges we face in trying to constrain reheating experimentally
and observationally (Chapters 4 & 5).
We then considered the effects of non-linear dynamics on the post-inflationary expansion history in
a broad class of observationally-favoured single-field models of inflation (Chapter 6). All models with
an inflaton potential that is shallower than quadratic away from its minimum fall into this class. If the
inflaton’s effective mass remains much smaller than the Hubble scale for sufficiently long times after the
end of infation, non-perturbative particle production can become effective and non-linear effects important.
If the inflaton potential has a quadratic minimum, the inflaton can fragment into long-lived non-linear
structures known as oscillons which behave as pressureless dust. For steeper minima, non-perturbative
particle production always becomes important eventually because the Hubble scale decays faster than the
effective mass. In these cases, non-linear dynamics drives the equation of state of the universe to 1/3 even in
the absence of couplings to other fields. We estimated the duration to radiation domination analytically and
confirmed the estimate with detailed numerical simulations. In the non-quadratic minima case, couplings
to additional light-enough fields can only decrease the duration to radiation domination. Under the stated
assumptions, the results from our work reduce the uncertainties in the expansion history of reheating and
thus reduce the theoretical uncertainties in predictions for inflationary observables such as the spectral index,
ns, and the tensor-to-scalar ratio, r (see Fig. 6.17). We also discussed other observational aspects of the
non-linear dynamics such as the generation of stochastic gravitational wave backgrounds, the formation of
primordial black holes and bounds on the reheating temperature.
In the remainder of this thesis we investigated the non-perturbative particle production after inflation
in models with physically-motivated inflaton interactions. We began with a study of the effects of the
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non-linear dynamics after inflation in a model with a charged inflaton under a globalU(1) symmetry, weakly
broken by a small, technically-natural, term (Chapter 7). Previous studies of this model [38, 41], ignoring
non-linear effects, have shown that the dynamics at the end of inflation can generate an asymmetry between
the number of inflatons and anti-inflatons which can be then transferred into the observed matter-antimatter
asymmetry in our universe if we allow for the inflatons to decay into baryons. We showed that including
non-linear dynamics changes the prediction for the inflaton number asymmetry, but that there still exists a
parameter range in which the model successfully accommodates the observed baryon-to-photon ratio, η (see
eq. (7.58)).
In Chapter 8, we considered the particle production during and after inflation, until non-linear effects
become relevant, in models with a charged inflaton under Abelian, U(1), and non-Abelian, SU(2) and
U(1) × SU(2), gauge symmetries. We showed that the transverse and longitudinal gauge modes can be
resonantly amplified, at similar rates (see Fig. 8.2), resolving minor points of confusion in the literature
[28, 93]. We also found that the magnitude of the generated magnetic fields and charge perturbations on
large scales to be below the current observational bounds. The results for the linearized evolution of the
fields can be then used as initial conditions for lattice studies of the subsequent non-linear dynamics. In the
last chapter in this part of the thesis (Chapter 9), we presented a novel algorithm for evolving the full set
of coupled non-linear equations of motion on an expanding lattice, with gravity included at the background
level in models with a charged inflaton under a local U(1) symmetry. The main benefit of the algorithm
is that the appropriately discretized gauge constraints are satisfied to machine-precision even as the the
time-integrator can be of arbitrary high order. We presented a preliminary study of the formation of Abelian
cosmic strings after inflation.
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Prospect
The work presented in this dissertation has many possible extensions, some of which we hope to address in
the future. The generalized results for the post-inflationary expansion history and the duration to radiation
domination from Chapter 6 hold for the broad class of observationally-favoured models. This study should
be followed by an investigation in a different direction. For example, in the case where the inflaton is
massive and fragments into oscillons (or other localized structures), there is a need to include perturbative
and non-perturbative decay to other fields to ensure completion of reheating. In the case where the decay is
to gauge fields, we can use the numerical method from Chapter 9. Another important result from Chapter
6 for the massless inflaton models is the unexpected emergence of transient objects, similar to oscillons in
energy, but much less stable. It will be interesting to see if they have any consequences for the prediction of
the matter-antimatter asymmetry in models, like the one with oscillons described in Chapter 7, or if during
their decay they can form primordial black holes, or give rise to an interesting gravitational wave signature.
A natural continuation to the linear analyses of gauge field production during preheating (Chapter 8)
will be the employment of the novel numerical technique, presented in Chapter 9, to study the ensuing
non-linear dynamics. The algorithm can be also used to examine the effects of not only oscillons coupled
to gauge fields, but also of other solitonic objects such as cosmic strings and Q-balls, on the expansion
history of the Universe and therefore on the uncertainty in inflationary observables. Among the many other
possible applications of the code is the investigation of the non-linear dynamics after Higgs-inflation where
the inflaton is played by a non-minimally coupled Standard Model Higgs field and the reheating of the
Universe happens directly without the need for any additional physics in the form of intermediaries.
By examining the dynamics in realistic models of reheating, we can tie together the well-understood
and well-tested high-energy physics from laboratory experiments and the more speculative physics of
inflation. We can determine not only how the Universe was populated with ordinary matter, but also
the origin (and perhaps the nature and the fundamental properties of) cosmic relics such as dark matter,
the baryon asymmetry, stochastic gravitational wave backgrounds, etc. The study of ever-more realistic
models of reheating has been successful in recent years, and this looks set to continue. With the upcoming
Stage-4 CMB experiments set to provide superb data to constrain further inflationary observables [117],
understanding reheating-related uncertainties will become increasingly important for narrowing the range
of viable models of inflation. We hope and expect that reheating will continue to be at the forefront of
research in theoretical cosmology in the coming years.
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Appendix A
“Linearized” asymmetry calculation
We can use the linearized equations of motion for uJn(t, k) to calculate the inflaton asymmetry (see Chapter
7) up to the point where the nonlinearities become important. Recall that
Aφ(t) = i
m
ρ¯φ(t)a3(t)Vcom
∫
d3xa3
[
φ∗φ˙− φφ˙∗
]
. (A.1)
We can also write these expressions in terms of the real and imaginary parts of the field (see eq. (7.18)):
Aφ(t) =
m
a3(t)ρ¯φ(t)Vcom
∫
d3xa3
[
ϕ˙1ϕ2 − ϕ˙2ϕ1] . (A.2)
Dividing the field into a homogeneous background and perturbations ϕJ(t,x) = ϕ¯J(t) + δϕJ(t,x), the
asymmetry can then be written as
Aφ(t) = A¯φ(t) + δAφ(t), (A.3)
where
A¯φ(t) =
m
ρ¯φ(t)
[
˙¯ϕ1(t)ϕ¯2(t)− ˙¯ϕ2(t)ϕ¯1(t)] ,
δAφ(t) =
m
ρ¯φ(t)Vcom
∫
d3x
[
δϕ˙1(x, t)δϕ2(x, t)− δϕ˙2(x, t)δϕ1(x, t)] ,
=
m
2ρ¯φ(t)Vcom
∫
d3xd3kd3qe−i(k−q)·x
[
δϕ˙1∗k (t)δϕ
2
q(t)− δϕ˙2∗k (t)δϕ1q(t) + c.c
]
.
(A.4)
In the second line, there are no terms linear in δϕ, since we assume that
∫
d3xδϕ = 0. In the last step
by adding the complex conjugate we make the “reality” of Aφ(t), which follows from the reality of ϕJ ,
manifest.
Using the correlator in eq. (7.36), as well as
〈δ ˙ˆϕIk(t)δϕˆJ†q (t)〉 = δ(k− q)
2∑
n=1
u˙In(t, k)u
J∗
n (t, k). (A.5)
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the expectation value of the asymmetry operator δAˆφ is given by
〈δAˆφ(t)〉 = (2pi)3 m
ρ¯φ(t)
2∑
n=1
∫
d ln k
k3
2pi2
[
u˙1n(t, k)u
2∗
n (t, k)− u˙2n(t, k)u1∗n (t, k) + c.c
]
,
=
m
2ρ¯φ(t)
2∑
n=1
∫
d ln k
2pi2
k2
a(tin)2
[
{f˙1n(t, k)−H(tin)g˙1n(t, k)}{f2n(t, k)−H(tin)g2n(t, k)}
+
k2
a2(tin)
g˙1n(t, k)g
2
n(t, k)− 1↔ 2
]
,
(A.6)
where in the second line we used our decomposition of uJn described in eq. (7.34). This expression is now
well-suited for calculating the asymmetry parameter using the linearized equations of motion.
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Gauge field perturbations in de Sitter space
Let us try to understand the electric and magnetic field power-spectra at the end of inflation in the model
presented in Chapter 8 using some simplified semi-analytic analysis. For this purpose, we approximate the
space-time to be de Sitter, H = const, and the inflaton to roll slow enough (so that d ln ρ/d ln a  1), or
more precisely, ρ→ const. The equations governing the evolution of the mode functions are then given by
∂2τu
T±
k +
(
k2 + k2
C
)
uT±k = 0 ,
∂2τu
L
k −
2
τ
∂τu
L
k
1 + (kC/k)2
+
(
k2 + k2
C
)
uLk = 0 ,
(B.1)
where kC = agA ρ¯/2 = −gA ρ¯/2Hτ . Note that kC depends on τ and that τ is negative during inflation.1
The analytic solutions for the transverse modes of constant mass in de Sitter space-time are known, e.g.,
cf. [284]. Using the WKB initial conditions, (8.62), we have
uT±k (τ) =
√−kτ
(2pi)3/2
√
pi
4k
H(1)z (−kτ) exp
(
iz
pi
2
+ i
pi
4
)
, (B.2)
whereH(1)z (−kτ) is the Hankel function of first kind, of order z =
√
(1/4)− (kC/H)2. Now the distinction
between the kC  H and kC  H regimes discussed in Section 8.3.2 becomes a bit more evident. For
kC/H > 1/2, z is purely imaginary. For kC/H < 1/2, z is purely real, and cannot exceed (1/2). The
asymptotes of the Hankel functions depend on z and its complex phase.
We shall now explain the double power-laws observed in the magnetic and transverse electric fields.
We will first focus on the kC/H > 12 , i.e., z2 < 0 regime. At early enough times k  kC (recall that kC
gets smaller at earlier times), the transverse mode functions uT±k ∼ e−ikτ/
√
k and ∂τuT±k ∼
√
ke−ikτ .
This can be verified analytically or just by solving the equations of motion, see Fig. B.1. Similarly at late
enough times when k  kC it is easy to verify from the analytic solution in eq. (B.2) and Fig. B.1 that
uT±k ∼ 1/
√
kC and ∂τu
T±
k ∼
√
kC . Recalling that a
4∆2
BT± ∼ k5|uT±k |2 and a4∆2ET± ∼ k3|∂τuT±k |2 one
1The equations look a lot simpler, and are easier to analyze by doing the following change of variables: x = −kτ and
α = kC/H. Doing this makes x = −kτ the only independent variable, with α acting as a time and scale independent parameter.
We do not use x and α in the presentation to avoid introducing too many new variables.
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finds the familiar scalings
∆2BT± ≈
H4
4pi2
×
{
(k/H)4 (k/kC ) , if k  kC ,
(k/H)4 , if k  kC ,
∆2ET± ≈
H4
4pi2
×
{
(k/H)3 (kC/H) , if k  kC ,
(k/H)4 , if k  kC .
(B.3)
We note two things. Firstly, the break in the double power-laws occurs where it did in the plots based on
the numerical calculation for V (ρ) = m2ρ2/2 evaluated at the end of inflation provided in Fig. 8.1 (cf. eq.
(8.68)). Secondly, the difference in the kC dependence implies that at late times (k  kC ) there will be more
power stored in the form of transverse electric field and less in the form of magnetic field. The product of
the transverse electric and magnetic power-spectra, however, is unchanged.
We repeat the same procedure for the magnetic and transverse electric fields in the weak coupling
regime, kC/H < 12 , i.e., 14 > z2 > 0. Initially, when k  kC , uT±k ∼ e−ikτ/
√
k and ∂τuT±k ∼
√
ke−ikτ .
Later on, k  kC , uT±k ∼ 1/
√
k. That is why in this coupling regime the magnetic power-spectrum is
described by a single power-law. The late time behaviour of the ∂τuT±k is slightly more intriguing. For
k2
C
/H  k  kC , ∂τuT±k ∼
√
k. However, when k  k2
C
/H, ∂τuT±k ∼ kC/
√
k, implying a double
power-law for the transverse electric field, at a scale defined by the square of kC . The actual power-spectra
again agree with what we found in Section 8.3.2 for the m2ρ2/2 inflation (cf. eq. (8.69))
∆2BT± ≈
H4
4pi2
(
k
H
)4
,
∆2ET± ≈
H4
4pi2
×
{
(k/H)2 (kC/H)2 , if k  k2C/H ,
(k/H)4 , if k  k2
C
/H .
(B.4)
The longitudinal mode is harder to approach analytically. It can be solved analytically only for k  kC
and k  kC . In the former (subhorison) limit the equation of motion reduces to
∂2τu
L
k −
2
τ
∂τu
L
k + k
2uLk = 0 . (B.5)
The exact solution is given by
uLk (τ) =
1
(2pi)3/2
√
2k
(
k
kC
− i
kCτ
)
exp(−ikτ) ,
∂τu
L
k (τ) =
1
(2pi)3/2
√
2k
(
− ik
2
kC
)
exp(−ikτ) ,
(B.6)
where we have used the WKB initial conditions, cf. eq. (8.62). Note uLk has two sorts of harmonic terms:
ones of constant amplitude and ones that are linear in−kτ (recall kC = −gA ρ¯/2Hτ in de Sitter space-time).
However, ∂τuLk has only terms of the latter kind
2 - this will be important when discussing the weak coupling
power-spectrum of ∆2
EL
on super-Hubble scales.
2This is independent on the initial conditions and holds for the general solution of eq. (B.5).
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In the superhorison limit, k  kC , the longitudinal mode is governed by
∂2τu
L
k −
2k2
τk2
C
∂τu
L
k + k
2
C
uLk = 0 . (B.7)
This equation has a general solution in terms of hypergeometric functions which is not very illuminative and
we shall not give here. It is more straightforward just to solve the full equation of motion eq. (B.1) for uLk
and from its evolution to infer ∆2
EL
. We did the same thing with the transverse modes.
We again start with the strong coupling limit, kC/H  12 . At early times, k  kC , uLk ∼ e−ikτ
√
k/kC
and ∂τuLk ∼ e−ikτk3/2/kC , as shown in Fig. B.1. See why the two are similar in eq. (B.6). At late times,
k  kC , uLk ∼ 1/
√
kC and ∂τu
L
k ∼
√
kC . Rewriting the longitudinal electric field power-spectrum as
∆2
EL
∼ k3|∂τuLk |2/[1 + (k/kC )2]2, we recover the familiar k-scalings (cf. eq. (8.68))
∆2EL ≈
H4
4pi2
×
{
(k/H)3 kC/H , if k  kC ,
(k/H)2 (kC/H)2 , if k  kC .
(B.8)
The final case we consider is the weak coupling regime of the longitudinal modes, kC/H  12 . At
the beginning, when k  H, uLk ∼ e−ikτ
√
k/kC . However, after the k-mode crosses out the Hubble
horizon, but is still shorter than the Compton wavelength, i.e., kC  k  H, uLk ∼ 1/
√
k. This transition
upon Hubble horizon exit for sub-Compton modes is not observed for ∂τuLk . Instead for all k  kC ,
∂τu
L
k ∼ e−ikτk3/2/kC , cf. eq. (B.6). Later on when k  kC , uLk ∼ 1/
√
k and ∂τuLk ∼ kC/
√
k. The
power-spectrum of the longitudinal electric field than becomes
∆2EL ≈
H4
4pi2
×
{
(k/H)2 (kC/H)2 , if k  kC ,
(k/H)2 (kC/H)2 , if k  kC .
(B.9)
Although, the k-scaling of ∆2
EL
in the weak coupling regime (cf. eq. (8.69)) is accounted for by our
calculations in de Sitter space-time, the power excess on super-Hubble scales seen in Fig. 8.1 is not. This
requires a more general consideration in which the time-dependences of H and ρ are included.
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Figure B.1: Numerical solutions to eq. (B.1), i.e., the field modes in de Sitter space-time with the inflaton assumed to be
constant. Fields are evolved backwards in x, from xin = (−kτ)in  α = kC/H = gA ρ¯/(2H).
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Appendix C
The Abelian model in Coulomb gauge
In Coulomb gauge ∂iAi = 0, for the models in Chapter 8 the background variables we consider are
(ϕ¯0, ϕ¯1) = (ϕ¯0(τ), 0) (using the U(1) gauge symmetry). The linearised perturbations in Fourier space are
δϕ˜0k, δϕ
1
k, A0k, A
T±
k . Note that we have not chosen a particular space-time slicing, i.e., we are working
in diffeomorphism invariant variables. E.g., δϕ˜0 is given by δρ˜ from eq. (8.12), with ρ¯ → ϕ¯0. The
corresponding equations of motion are as follows.
For the background dynamics, the equations of motion are
∂2τ ϕ¯
0 + 2H∂τ ϕ¯0 + a2∂ϕ¯0V (ϕ¯0) = 0 , (C.1)
and equations of motion for the perturbations in real and imaginary parts of ϕ are given by:
∂2τ δϕ˜
0
k + 2H∂τδϕ˜0k + k2δϕ˜0k + a2∂2ϕ¯0V (ϕ¯0)δϕ˜0k
+
2
m2Pl
[(
H∂τ ϕ¯0 + a
2
2
∂ϕ¯0V (ϕ¯
0)
)
δϕ˜0k∂
2
τ ϕ¯
0 − ∂τ ϕ¯0
(
∂τδϕ˜
0
k +Hδϕ˜0k
)
∂τH−H2 + k2 −
(
∂τ ϕ¯
0
)2
δϕ˜0k
]
= 0 ,
∂2τ δϕ
1
k + 2
H− ∂τ ϕ¯0ϕ¯0
(
g
A
ϕ¯0a
2k
)2
1 +
(
g
A
ϕ¯0a
2k
)2
 ∂τδϕ1k
+
 a
2
ϕ¯0
∂ϕ¯0V (ϕ¯
0) + 2
(
g
A
∂τ ϕ¯0a
2k
)2
+H (gAa2k )2 ϕ¯0∂τ ϕ¯0
1 +
(
g
A
ϕ¯0a
2k
)2 + k2 + (gAϕ¯0a2
)2 δϕ1k = 0 .
(C.2)
The equation of motion for the transverse modes in the gauge field are
∂2τA
T±
k +
[
k2 +
(
gAϕ¯
0a
2
)2]
AT±k = 0 , (C.3)
and finally, the constraint equation yields
A0k =
gA
2
[
δϕ1k∂τ ϕ¯
0 − ϕ¯0∂τδϕ1k
]
(
k
a
)2
+
(
g
A
ϕ¯0
2
)2 . (C.4)
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