The linear Boltzmann equation describes the macroscopic transport of a gas of non-interacting point particles in low-density matter. It has wide-ranging applications, including neutron transport, radiative transfer, semiconductors and ocean wave scattering. Recent research shows that the equation fails in highly-correlated media, where the distribution of free path lengths is non-exponential. We investigate this phenomenon in the case of polycrystals whose typical grain size is comparable to the mean free path length. Our principal result is a new generalized linear Boltzmann equation that captures the long-range memory effects in this setting. A key feature is that the distribution of free path lengths has an exponential decay rate, as opposed to a power-law distribution observed in a single crystal.
Introduction
The Lorentz gas, introduced by Lorentz in the early 1900s [12] to model electron transport in metals, has become one of the most prominent objects in non-equilibrium statistical mechanics. It describes a gas of non-interacting point particles in an infinite array of identical spherical scatterers. Lorentz showed, by adapting Boltzmann's classical heuristics for the hard sphere gas, that in the limit of low scatterer density (Boltzmann-Grad limit) the evolution of a macroscopic particle cloud is described by the linear Boltzmann equation. A rigorous derivation of the linear Boltzmann equation from the microscopic dynamics has been given in the seminal papers by Gallavotti [9] , Spohn [24] and Boldrighini, Bunimovich and Sinai [2] , under the assumption that the scatterer configuration is sufficiently disordered.
For scatterer configurations with long-range correlations, such as crystals or quasicrystals, the linear Boltzmann equation fails and must be replaced by a more general transport equation that takes into account additional memory effects. The failure of the linear Boltzmann equation was first pointed out by Golse [11] for periodic scatterer configurations. We subsequently provided a complete microscopic derivation of the correct transport equation in this setting [17] . An important characteristic is here that the distribution of free path lengths has a power-law tail with diverging second moment [4, 6, 1, 18] and the long-time limit of the transport problem is superdiffusive [22] . Surveys of these and other recent advances on the microscopic justification of generalized Boltzmann equations can be found in [11, 13, 14] .
Independent of these developments, Larsen has recently proposed a stationary generalized linear Boltzmann equation for homogeneous media with non-exponential path length distribution, non-elastic scattering and additional source terms. We refer the reader to Larsen and Vasques [10, 26, 27] and Frank and Goudon [8] for more details and applications. Prompted by a question of Larsen, the present paper aims to generalize our findings for periodic scatterer configurations [15, 16, 17, 18] to polycrystals.
The approach of this study combines the methods of [16, 17] with equidistribution theorems from [20] , which were originally developed to analyse unions of incommensurable lattices. We will argue that, in the Boltzmann-Grad limit, the time evolution of a particle cloud is governed by the transport equation
where f 0 (x, v) is the particle density in phase space at time t = 0 and p(x, v, ξ, v + ) is a stationary solution of (1.1). The variables ξ and v + represent the distance to the next collision and the velocity thereafter. By adapting our techniques for single crystals [16] , we will compute the collision kernel p 0 (v 0 , x, v, ξ, v + ) in terms of the corresponding kernel of each individual grain. The kernel yields the conditional probability measure
If the grain diameters are sufficiently small on the scale of the mean free path length, the collision kernel has an explicit representation in terms of elementary functions. This yields particularly simple formulas in dimension d = 2. The necessity of extending the phase space has already been observed in the case of a single crystal [7, 17] , finite unions [20] and in quasicrystals [19, 21] , where the collision kernel is independent of x. If the scatterer configuration is disordered and no long-range correlations are present, the dynamics reduces in the Boltzmann-Grad limit to the classical linear Boltzmann equation [2, 9, 24] .
The generalized linear Boltzmann equation (1.1) can be understood as the Fokker-PlanckKolmorgorov equation (backward Kolomogorov equation) of the following Markovian random flight process: Consider a test particle travelling with constant speed along the random trajectory
are the location, displacement and time of the nth collision, v n the velocity after the nth collision, and
is the number of collisions within time t. The above process is determined by the sequence of random variables (ξ j , v j ) j∈N and (x 0 , v 0 ), where
with f 0 now being an arbitrary probability density, and (ξ n , v n ) is distributed according to
and (x 0 , v 0 ).
Grains in a sample of the β-titanium alloy Ti-21S. The image is reproduced from ref. [23] by Rowenhorst, Lewis and Spanos.
The setting
Let {G i } i be a countable collection of non-overlapping convex open domains in R d , and {L i } i a collection of affine lattices of covolume one. We can write each such affine lattice as
We define a polylattice P as the point set (2.1)
where > 0 is a scaling parameter. We refer to G i as a grain of P . An example for {G i } i is a collection of convex polyhedra that tesselate R d , i.e., ∪ i G i = R d . In general we will, however, allow gaps between grains. The standing assumption in this paper is that the number of grains intersecting any bounded subset of R d is finite. The assumption that grains are convex will allow us to ignore correlations of trajectories that re-enter the same grain without intermediate scattering. It is not difficult to extend the present analysis to include these effects. The assumption that all lattices have the same covolume is made solely to simplify the presentation and can easily be removed. Figure 1 , reproduced from [23] , shows the grains of an actual polycrystal sample, the β-titanium alloy Ti-21S. The β-form of titanium has a body-centered cubic lattice, which can be represented as the linear deformation Z 3 M of the cubic lattice Z 3 , where
To model the microscopic dynamics in a polycrystal, we place at each point in P a spherical scatterer of radius r > 0, and consider a point particle that moves freely until it hits a sphere, where it is scattered, e.g. by elastic reflection (as in the classic setting of the Lorentz gas) or by the force of a spherically symmetric potential. We denote the position and velocity at time t by x(t) and v(t). Since (i) the particle speed outside the scatterers is a constant of motion and (ii) the scattering is elastic, we may assume without loss of generality v(t) = 1. The dynamics thus takes place in the unit tangent bundle T 1 (K ,r ) where K ,r ⊂ R d is the complement of the set B d r + P . Here B d r denotes the open ball of radius r, centered at the origin. We parametrize
1 , where we use the convention that for x ∈ ∂K ,r the vector v points away from the scatterer (so that v describes the velocity after the collision). The Liouville measure on
and dv = dvol S 
Free path length
The first collision time with respect to the initial condition (x, v) ∈ T 1 (K ,r ) is
Since all particles are moving with unit speed, we may also refer to τ 1 (x, v) as the free path length. The mean free path length, i.e. the average time between collisions, is for r → 0 asymptotic to
(the total scattering cross section in units of r); this calculation only takes into account the time travelled inside the grains. The scaling limit we are interested in is when the typical grain size is of the order of the mean free path length. We choose (without loss of generality) = r (d−1)/d and fix this relation for the rest of this paper. The mean free path length in these units is thus σ −1 .
Given
the entry resp. exit time for G iν . If x ∈ G i 1 , or if x ∈ ∂G i 1 and v points towards the grain, we set − 1 = 0. We furthermore define the sejour time for each grain by ν := + ν − − ν . Note that, if x ∈ G i 1 and s is suffciently small so that
is random, x, q ∈ R d are fixed and β : S d−1 1 → R d is some fixed continuous function. For x := x + q / ∈ P (the particle is not r-close to a scatterer), the free path length τ 1 (x ,r , v) is evidently well defined for r sufficiently small. If x ∈ P (the particle is r-close to a scatterer), we assume in the following that β is chosen so that the ray β(v)+R ≥0 v lies completely outside the ball
, as well as [25, Sec. 7.3] . We say that matrices
. .) are pairwise incommensurable, in the sense that for any i = j, c > 0 and ω ∈ R d , the intersection L i ∩ (cL j + ω) is contained in some affine linear subspace of dimension strictly less than d. A natural example in the present setting would be a sequence of matrices .2)) and incommensurable rotation matrices K i ∈ SO(d), corresponding to (body-centered) cubic crystal grains with pairwise incommensurable orientation.
The following two theorems comprise our main results for the distribution of free path length. The first theorem deals with generic initial data, the second when the initial position is near or on a scatterer, but still generic with respect to lattices in other grains.
We will in the following use the notation
for the complementary distribution function of the probability density Φ.
In the following we consider lattices
with an additional shift by −1 x. This looks artificial but is necessary for all subsequent statements to hold. [The problem becomes easier if we assume that ω i are independent random variables uniformly distributed
All of the statements below will also hold in this case.]
If (i ν ) ν∈N is the itinary of (x, v), then, for any Borel probability measure λ on S d−1 1 and any ξ ≥ 0,
where Φ(ξ) is the limit probability density of the free path length in the case of a single lattice and for generic inital data, see [18, 
where ζ(d) is the Riemann zeta function and the remainder is non-negative. In dimension d = 2 the error term in fact vanishes identically for ξ sufficiently small; indeed, for 0 < ξ ≤ we have [1, Theorem 2]
In dimension d = 3 we have [18, Corollary (1.6)] for 0 < ξ ≤ 1 4
and so
This means that the limit distribution Ψ(x, v, ξ) is completely explicit, if the diameter of each grain is bounded above by 
where e 1 := (1, 0, . . . , 0). We assume that K is smooth when restricted to S d−1 1 minus one point (see [16, footnote 3, p. 1968] for an explicit construction). We denote by x ⊥ the orthogonal projection of x ∈ R d onto the hyperplane perpendicular to e 1 . Theorem 2. Fix x ∈ G j for some j ∈ N, and, for all i ∈ N, let
ν∈N is the itinary of (x, v), then, for any Borel probability measure λ on S d−1 1 and any ξ ≥ 0,
where Φ 0 (ξ, w) is the corresponding limit probability density in the case of a single lattice, and
: v is pointing inwards} and (3.15)
We now extend the definition of Ψ 0 (x, v, ξ, w) to all x ∈ R d , ξ > 0, by setting
Let us furthermore define
and the differential operator D by (assume ξ > 0)
Note that we have DΨ(x, v, ξ) = v · ∇ x − ∂ ξ Ψ(x, v, ξ) wherever the right-hand side is well defined (which is the case on a set of full measure). In the case of a single lattice, we have [18, Eq. (1.21)]
In the case of a polylattice, (3.19) generalizes to
This relation follows from (3.6), (3.13) and (3.19) in view of the relations (3.2), (3.3).
The transition kernel
To go beyond the distribution of free path length, and towards a full understanding of the particle dynamics in the Boltzmann-Grad limit, we need to refine the results of the previous section and consider the joint distribution of the free path length and the precise location on the scatterer where the particle hits.
Given initial data (x, v), we denote the position of impact on the first scatterer by (4.1)
Given the scatterer location y ∈ P , we have
+y and therefore there is a unique point
As in Section 3, we will use the initial data (x ,r , v) = (x + q + rβ(v), v), where v ∈ S d−1 1 is random, x, q ∈ R d are fixed and β : S d−1 1 → R d is some fixed continuous function. We again have two theorems, the first for generic initial data, the second when the initial position is near or on a scatterer, but still generic with respect to lattices in other grains. Theorems 1 resp. 2 follow from Theorems 3 resp. 4 below by taking the test set U = S 1 d−1 . (∂U) = 0, and any 0 ≤ a < b, we have
where
Theorem 4. Fix x ∈ G j for some j ∈ N, and, for all i ∈ N, let
ν∈N is the itinary of (x, v), then for any Borel probability measure λ on S :
where Φ 0 (ξ, w, z) is the transition kernel for a single lattice, cf. [18, Sect. 1.1].
As above, we extend the definition of Ψ 0 (x, v, ξ, w, z) to all x ∈ R d by setting
We refer the reader to [16, 18] for a detailed study of Φ 0 (ξ, w, z), Φ(ξ, w) and Φ 0 (ξ, w), which are related via [17, Eq. (6.67)],
We have in particular [18, Eq. (1.18)], (4.10) where the remainder term is everywhere non-negative, and the implied constant is independent of w. As for the free path lengths, we have explicit expressions for these transition kernels in dimensions two and three, which will be discussed in Sections 7 and 8.
The generalization of (4.7) is
Its proof is analogous to (3.20).
The single-crystal transition kernel satisfies the following invariance properties [16] :
and for all R ∈ O(d − 1),
These relations imply
Random point processes and the proof of Theorems 1-4
We follow the same strategy as in [16] but use the refined equidistribution theorems for several lattices from [20] . Recall (2.1), namely
The idea is to consider the sequence of random point processes (with = r
(where v is distributed according to λ) and prove convergence, in finite-dimensional distribution, to a random point process as → 0. Note that the removal of the origin in (5.2) has an effect only when α i := ω i − qM
, and let µ be the unique G-invariant probability measure on Γ\G. We let Ω be the infinite product space Ω = i Γ\G (one factor for each G i ) and let ω be the corresponding product measure i µ. Let us define, for any (g i ) ∈ Ω and v ∈ S
Theorems 3 and 4 (and thus Theorems 1 and 2) follow from the next two theorems by the same steps as in [20, Sections 6 and 9] . 
, and let µ 0 be the unique G 0 -invariant probability measure on Γ 0 \G 0 ; then let Ω (j) = (Γ 0 \G 0 ) × i =j Γ\G and let ω be the corresponding product measure µ 0 × i =j µ. Finally let us define, for any (g i ) ∈ Ω (j) and v ∈ S
Theorem 6. Fix x ∈ G j for some j ∈ N, and, for all i ∈ N, let 
Theorems 5 and 6 are implied by [20, Theorem 10] by the same arguments as in [16, Section 6].
Tail estimates
We will now show that, unlike the case of single crystals, the distribution of free path lengths, as well as the transition kernels, decay exponentially for large ξ. This observation relies on the following bound.
Proof. Since 1 − x ≤ e −x for 0 ≤ x < 1, we have
where the second inequality follows from the positivity of the error term in (3.7).
By grain diameter we mean in the following the largest distance between any two points in a single grain. We define the gap function, gap(x, v, ξ), to be the total length of the trajectory {x + tv : 0 ≤ t ≤ ξ} that is outside ∪ j G j . Note that gap(x, v, ξ) ≤ ξ, and furthermore
for all s ≥ 0. Proposition 8. Assume that all grain diameters are uniformly bounded. Then there are constants C, γ > 0 such that for all x, v, ξ, w, z
The same bound holds for Ψ(x, v, ξ, w), Ψ 0 (x, v, ξ, w) and Ψ(x, v, ξ).
Proof. If the grain diameters are bounded above by > 0, we have i ≤ for all i, and hence in view of Lemma 7,
for all i, where γ = min(
2 ). The desired bound now follows from (4.5).
Therefore, if gap(x, v, ξ) ≤ δξ for some δ ∈ [0, 1), we have exponential decay in (6.4) with rate γ(1 − δ).
Explicit formulas for the transition kernel in dimension d = 2
In dimension d = 2 we have the following explicit formula for the transition probability [15] :
The same formula was also found independently by Caglioti and Golse [7] and by Bykovskii and Ustinov [5] , using different methods based on continued fractions. In particular, for all ξ ≤ 1 2 ,
which is thus independent of w, z. We have furthermore [15] , again for all ξ ≤ 1 2 ,
Recall that in dimension d = 2, the value 1 2 is precisely the mean free path length.
Explicit formulas for the transition kernel in dimension d = 3
The results in this section are proved in [18] . For 0 ≤ t < 1 set
where 
The transport equation
In order to prove that the dynamics of a test particle converges, in the Boltzmann-Grad limit r → 0, to a random flight process (x(t), v(t)) defined in (1.4)-(1.6), we require technical refinements of Theorems 3 and 4, where the convergence is uniform over a certain class of λ. This argument follows the strategy developed in [17] for single crystals. We will here not attempt to prove these uniform versions, but move straight to the description of the limit process which is determined by the transition kernel of Theorem 4.
As in the case of a single crystal [17] , the limiting random flight process becomes Markovian on an extended phase space, where the additional variables are (9.1) ξ(t) = T νt+1 − t ∈ R >0 (distance to the next collision) and
(velocity after the next collision).
The continuous time Markov process Ξ(t) = (x(t), v(t), ξ(t), v + (t)) is determined by the initial distribution f 0 (x, v, ξ, v + ) and the collision kernel p 0 (v j−1 , x j , v j , ξ j+1 , v j+1 ) which yields the probability that the (j +1)st collision is at distance ξ j+1 from the jth collision, with subsequent velocity v j+1 , given that the jth collision takes place at x j and the particle's velocities before and after this collision are v j−1 and v j . The collision kernel p 0 (v 0 , x, v, ξ, v + ) is related to the transition kernel Ψ 0 (x, v, ξ, w, z) of the previous sections by
are the exit and impact parameters of the previous resp. next scattering event.
The density f t (x, v, ξ, v + ) of the process at time t > 0 is given by
for suitable test sets A. Let us write
is the density of particles that have collided precisely n times in the time interval [0, t] . Then
and for n ≥ 1
and with x j , q n , T n as in (1.5). For general densities f 0 (x, v, ξ, v + ), relations (9.5)-(9.7) define a family of linear operators (for t > 0)
One can show that 
Explicitly, we have by (9.6), (9.7),
Dividing this expression by h and taking the limit h → 0, we obtain the Fokker-PlanckKolmogorov equation (or Kolmogorov backward equation) of the Markov process Ξ(t),
As for D, we observe that D = ∂ t + v · ∇ x − ∂ ξ at any point where the latter operator is well defined (which is the case for a full measure set). The physically relevant initial condition is
The original phase-space density is recovered via projection,
Note that (4.11) implies that f t (x, v, ξ, v + ) = p(x, v, ξ, v + ) is the stationary solution of (9.13), corresponding to f 0 (x, v) = 1. Uniqueness in the Cauchy problem (9.13)-(9.15) follows from standard arguments, cf. [17, Section 6.3].
The generalized linear Boltzmann equation (9.13) will also hold for other grainy materials, provided different grains are uncorrelated to guarantee the factorization of the individual grain-distribution functions in (4.5). We will discuss the simplest example, grains of a disordered medium, in Section 11. Note that it is not necessary that the transition probabilities Φ 0 (ξ, w, z) in each grain are identical-the modifications in (4.5) are straightforward: replace Φ 0 (ξ, w, z), Φ(ξ, w), etc. by the grain-dependent Φ (iν ) 0 (ξ, w, z), Φ (iν ) (ξ, w), etc. throughout.
A simplified kernel
Let us assume now that the transition kernel is given by a function (10.1) Ψ 0 (x, v, ξ) := σ Ψ 0 (x, v, ξ, w, z)
that is independent of w, z. As we have seen in Section 7, this holds in the two-dimensional setting provided the grain size is less than the mean free path length. Then of course also Ψ(x, v, ξ, w) is independent of w and related to the distribution of free path lengths by The stationary solution of (10.5) corresponding to f 0 (x, v) = 1 is g t (x, v, ξ) = Ψ(x, v, ξ).
Disordered grains
It is instructive to contrast the case of crystal grains discussed above with grains consisting of a disordered medium. We model the medium by scatterers centred at a fixed realisation of a Poisson point process L Poisson with intensity 1, rescale by and intersect with the grains as in (2.1) to produce the point set (11.1)
If there are no gaps between the grains, P is precisely a fixed realisation of a Poisson process with intensity 1, for which the convergence to the linear Boltzmann equation has been established in [2] . There do not seem to be any technical obstructions in extending these results to the setting with gaps. In particular, the above results for crystal grains remain valid, if we replace the relevant single-crystal distributions by their disordered counterparts (cf. [13, 14] ): For the transition kernels, we have 
