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1.1 Positionnement de la thématique de la thèse
La oneption d'un système de pereption, limité à l'analyse d'image ou intégrant
toutes les étapes de la vision, est un problème omplexe dont il onvient d'identier
lairement les diérents niveaux d'analyse. Les trois niveaux d'analyse [Mar82℄ des
systèmes de vision proposés par David Marr nous aident à situer les thématiques
abordées par ette thèse. Ces dernières sont au nombre de trois, et elles sont illustrées
gure 1.1.
1. Méthodologie. On herhe une méthodologie appliable en segmentation d'image
et plus largement en vision. L'identiation de nouvelles ontraintes est une orien-
tation dans la reherhe de nouvelles méthodologies.
Il est ependant néessaire de préiser la nature de es ontraintes, par onsé-
quent, dans le adre général des méthodologies systémiques, nous en proposons une
basée sur trois paradigmes : l'intégration, l'adaptation (foalisation) et la oopéra-
tion.
2. Arhiteture logiielle. À la manière des langages objets qui sont la tradu-
tion d'une méthodologie, nous proposons une arhiteture logiielle, basée sur des
agents situés dans l'image, permettant de penser et de mettre en ÷uvre notre
méthodologie.
3. Méthodologie logiielle. L'utilisation des SMA dans la oneption d'un sys-
tème d'information néessite l'emploi de méthodologies logiielles systémiques qui
mettent l'aent sur la oneption individuelle, les interations au sein d'une stru-
ture organisationnelle et les aratéristiques globales émergentes.
Nous n'avons pas omme objetif de proposer un nouvelle méthode de segmen-
tation, nos travaux se situent plus sur un axe transversal et méthodologique sur
lequel on herhe un adre oneptuel rihe et exible permettant une expression
harmonieuse et eae des ativités de la vision par ordinateur.
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Fig. 1.1 : Les trois niveaux d'analyse des systèmes vision, et, en grisé, les thèmes abordés
par la thèse.
Nous allons utiliser une métaphore issue de l'évolution des langages informatiques
pour illustrer nos préoupations. Deux programmes ont la même fontionnalité (le
quoi), le premier est érit en langage assembleur, le deuxième en langage objet (ils
dièrent sur la méthodologie de oneption et sur le omment logiiel). De nom-
breuses ritiques peuvent être adressées au programme onçu en objet (ainsi qu'à
notre approhe) : il est plus lent ; plus volumineux ; il réalise le même objetif ; e
n'est qu'un habillage oneptuel dans lequel des voables omme envoi de message
ont remplaé appel de fontion. Ces ritiques sont justiées sur le niveau d'ana-
lyse de la théorie omputationnelle, mais on ne peut négliger l'apport oneptuel et
méthodologique des méthodes objet au niveau de la réalisation logiielle.
Si et exemple n'est qu'une métaphore et que nous proposons bien une approhe
agent, et non simplement objet, il illustre bien le positionnement de nos travaux, les
apports que l'on peut en espérer et les ritiques que l'on peut leur adresser.
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1.2 État de l'art et identiation des besoins (ha-
pitres 2 à 5)
Les langages de ommuniation utilisés par les humains sont d'avantage qu'un
simple habillage de la pensée, ils la struturent. De la même manière, une arhite-
ture logiielle de ontrle doit fournir un adre méthodologique permettant une
intégration et une expression harmonieuse des diérents omposants du système.
Il est don indispensable d'identier au préalable les besoins et les problèmes
renontrés lors des diérentes étapes du traitement des informations par le système
de pereption. Cette étape onsiste à remonter au niveau de la théorie omputa-
tionnelle pour identier les besoins et les problèmes an de pouvoir fournir un outil
logiiel adapté.
• La segmentation d'image étant le domaine d'appliation entral de notre arhi-
teture de ontrle, nous lui onsarons les hapitres 2 et 3 (e dernier hapitre
étant dédié aux représentations pyramidales). L'étude de diérentes approhes de
segmentation nous a permis d'identier trois besoins renontrés à e niveau de la
vision :
1. les besoins d'adaptation loale des traitements ;
2. les besoins d'intégration et d'expression plus ou moins préise de l'information
a priori ;
3. les besoins d'approhes oopératives.
• Notre objetif futur étant d'intégrer les étapes du moyen et du haut niveau de
la vision, nous présentons un état de l'art des systèmes de vision au hapitre 4.
Plusieurs raisons justient ette étude :
 L'élargissement du domaine d'analyse est indispensable à la oneption d'un
module de segmentation dont la voation est d'être intégré dans un système
plus vaste.
 Les reherhes sur les systèmes de vision ont donné lieu à des réexions sur
une méthodologie plus générale de oneption des systèmes de vision inluant
l'étape de segmentation. Ces ourants de pensée, dont nous essayons de rendre
ompte, ont grandement inuené notre approhe.
 Les systèmes de vision fournissent des exemples d'arhitetures logiielles de
ontrle que nous ne pouvions ignorer. Le hapitre 5 leur est onsaré.
L'étude des systèmes de vision nous a permis d'identier trois types de besoins :
1. besoins d'intégration de modules hétérogènes traduisant des onnaissanes opé-
ratoires et desriptives ;
2. besoins de spéiation du problème du ontrle du système et des stratégies
de reonnaissane d'objets ;
3. besoins de formalismes pour la représentation des onnaissanes.
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1.3 Propositions (hapitres 6 à 10)
Comme évoqué au hapitre 6 (hapitre introdutif de la deuxième partie) les
propriétés des systèmes multi-agents situés dans l'image en font une approhe
adaptée à la oneption d'une arhiteture logiielle de ontrle permettant la mise
en ÷uvre des besoins identiés i-dessus. Ils sont l'expression en informatique d'un
ourant de pensée ontemporain (systémique, holisme, émergentisme) visant à om-
plexier l'analyse des systèmes par une observation globale d'interations loales.
On retrouve des traes de ette approhe, basée sur la dynamique et l'inarnation
des systèmes qui s'opposent à l'approhe analytique lassique, dans la reherhe en
systèmes de vision (vision ative, intentionnelle, animée).
Il nous semble pertinent d'insrire notre démarhe dans e ourant de pensée qui
fournit des pistes sur la manière de rendre ompte de la omplexité d'un système de
vision.
Nous présentons au hapitre 7 une plate-forme multi-agents générique pouvant
servir à d'autres appliations que l'image.
Nous utilisons ette plate-forme pour onstruire une arhiteture logiielle d'agents
situés dans l'image. La desription et l'analyse de ette dernière respete une mé-
thologie de oneption de logiiels artiulée en trois niveaux :
1. Desription globale et struturelle de l'organisation regroupant les agents.
Cette étape de desription, présentée au hapitre 8, s'attahe à établir les liens
entre agents. Nous proposons omme élément organisationnel la pyramide irré-
gulière qui va imposer sa struture à la population d'agents an de garantir un
omportement globalement ontrlable et onvergent de es derniers.
2. Desription loale et fontionnelle des agents omposant le système. Au ours du
hapitre 9 nous donnons une desription individuelle du ontrle des omportements
de l'agent et des interations loales ave ses voisins dans l'organisation évoquée i-
dessus.
Dans e adre oneptuel, nous proposons une mise en ÷uvre partiulière de l'ar-
hiteture logiielle de ontrle dans laquelle deux familles d'agents, qui traduisent
des primitives région et ontour, interagissent au sein de la pyramide.
Notre objetif est de montrer omment ette méthodologie permet une implémen-
tation rihe, exible et distribuée des aspets préédemment identiés ; à savoir :
l'adaptation loale, l'intégration et l'expression d'inertitudes dans l'information
a priori et des traitements oopératifs région/région et région/ontour.
3. Finalement, une analyse globale, omparative et fontionnelle présentée au ha-
pitre 10 vérie que l'ensemble des interations loales produit une bonne segmen-
tation des images. Nous omparons notre approhe ave d'autres méthodes de seg-
mentation sur des images médiales et des images de synthèse.
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La segmentation d'image étant le domaine d'appliation entral de notre arhi-
teture de ontrle, il est indispensable d'identier au préalable les besoins et les
problèmes renontrés lors de ette étape de traitement de l'image.
Dans e hapitre nous présenterons ertaines méthodes de segmentation puis nous
onlurons ave les approhes oopératives.
Lors de ette étude des tehniques de segmentation, nous identierons trois besoins
qui, selon nous, sont essentiels si l'on souhaite améliorer la qualité et la robustesse
de l'analyse d'image. Ces besoins sont :
1. les besoins d'adaptation loale des traitements ;
2. les besoins d'intégration et d'expression plus ou moins préisément de l'infor-
mation a priori ;




La segmentation est une étape essentielle du proessus de vision. Elle a pour
objetif de partitionner l'image en zones stationnaires qu'on espère les plus prohes
possible des objets ou régions d'objets réellement présents dans l'image. En règle
générale, les régions extraites ne orrespondent que partiellement aux objets et une
interation ave les ouhes haut niveau de vision , qui utilisent des onnaissanes
spéiques au domaine, s'avère néessaire.
Cette introdution de onnaissanes spéiques au domaine divise les herheurs
du domaine : ertains onsidérent que ette étape peut s'eetuer indépendamment
du domaine à l'aveugle, quitte à reporter la omplexité du traitement dans les
étapes de vision haut niveau ; d'autres herheurs, au ontraire, pensent qu'il faut y
introduire au plus tt de l'information a priori an d'éviter les erreurs de partition-
nement qui ompliquent ou même induisent en erreur l'interprétation onduisant,
dans le meilleur des as, à une reprise de la segmentation ave de nouveaux para-
mètres.
Quoi qu'il en soit, l'étape de segmentation doit transformer l'image en une infor-
mation quantitativement réduite ou/et qualitativement rehaussée. Cette transforma-
tion par regroupement ou lassiation est onfrontée aux problèmes d'ambiguïtés
et de bruit qui aete ertains pixels de l'image.
Les tehniques de segmentation peuvent être lassées en trois grandes familles :
1. les approhes de type lassiation dans lesquelles nous retrouvons des mé-
thodes monodimensionnelles (seuillage), multidimensionnelles et markoviennes ;
2. les approhes frontières ;
3. les approhes régions.
Les deuxième et troisième approhes étant duales, la frontière entourant haque
région dénit un ontour fermé et haque ontour fermé dérit une région.
Pour haque approhe de segmentation abordée, nous essayerons d'en dégager les
limites, puis nous évoquerons les solutions proposées en réponse à es problèmes.
Ces solutions s'artiulent souvent autour des trois prinipes suivants :
1. adaptation loale de la stratégie de segmentation ;
2. oopération de plusieurs tehniques ;
3. introdution d'informations a priori.
Ces trois prinipes justient en partie l'utilisation d'une arhiteture basée sur des
agents qui utilisent à bon esient des tehniques lassiques de segmentation. Par
à bon esient nous entendons : adaptation loale et ontextuelle des traitements
et des paramètres, aptitude à utiliser plusieurs approhes de façon oopérative et




2.2.1 Méthodes monodimensionnelles ou seuillage
L'attribut analysé est, dans la plupart des as, le niveau de gris. Une analyse de
l'histogramme de l'image permet de dégager automatiquement des lasses et don
des seuils séparant es lasses. Les seuils sont les minima loaux de l'histogramme
permettant de séparer les modes (lasses) entre eux. Pour les images dont l'histo-
gramme ne possède pas de vallées nettes (minima faibles ou loaux), des tehniques
[Ros82℄ permettent dans l'histogramme d'en dégager des modes.
Il est parfois néessaire d'adopter une approhe loale lorsque l'histogramme est
globalement inexploitable (histogramme global unimodal résultant de la superpo-
sition de plusieurs modes). Dans la méthode proposée par Nakagawa [Nak79℄, on
eetue une déoupe de l'image en blos de taille xe à dénir. Une analyse loale
de l'histogramme de haque blo est menée an d'extraire un seuil (as bimodal) ou
deux seuils (as trimodal). Si ette analyse ne permet pas de dégager des modes, les
seuils sont obtenus par interpolation des seuils des blos voisins. Ainsi on peut ee-
tuer une analyse d'histogramme alulé sur une sous-image résultant du déoupage
de l'image.
Ces approhes, f. [Sah88℄, ont l'avantage de la rapidité des traitements ; elles
appliquent pour la plupart le même traitement sur toute l'image. Elles néessitent
en tout as de xer des paramètres (seuils, nombres de lasses souhaitées, paramètres
des distributions) traduisant une information a priori onditionnant la qualité de la
segmentation obtenue.
2.2.2 Méthodes multidimensionnelles
Les approhes multidimensionnelles sont ouramment utilisées en analyse d'images
issues de la télédétetion [Lum83℄. Elle permettent de traiter (i)les images multi-
spetrales (ii) et les images texturées dont la simple analyse du niveau de gris se révèle
insusante. Nous abordons ii un ensemble d'outils de disrimination/lassiation
qui sont aussi employés dans la vision haut niveau. Nous nous onentrerons sur les
approhes de disrimination statistique. Les approhes neuronales de lassiation
seront abordées dans la setion portant sur l'interprétation.
Dans le as d'images texturées, il devient néessaire d'analyser haque pixel à
l'aide d'un groupe d'attributs alulés loalement, sur une fenêtre entrée sur le
pixel. On parlera alors de texel (abréviation de texture élément), omposé des oor-
données du pixel, de la taille de la fenêtre d'analyse et du veteur d'attributs. Ces
attributs peuvent être de simples moments statistiques omme la moyenne ou la
variane. Ils peuvent aussi prendre en ompte l'aspet anisotropique d'une texture
(matries de oourrene) et même l'aspet ontour si on leur ajoute les sorties de
ltres déteteurs de ontours (orientés ou non). Il devient alors possible de prendre
en ompte simultanément l'aspet ontour et région et don de mettre en ÷uvre
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une oopération simple région/ontour. La onstrution d'un outil de lassiation
omporte au moins les quatre étapes suivantes :
1. alul des attributs des texels ;
2. séletion des attributs disriminants ; ette étape est abordée i-dessous ;
3. onstrution du lassieur (phase d'apprentissage) ; ette phase est présentée
en annexe (A p. 249) ;
4. utilisation du lassieur sur l'ensemble des texels (phase d'exploitation) ;
La séletion des attributs disriminants par l'analyse en omposantes
prinipales. Cette séletion peut être faite par le traiteur d'images ou à l'aide
de méthodes omme l'analyse en omposantes prinipales (ACP Analyse en Com-
posantes Prinipales ou transformée Karhunen-Loeve). Nous verrons ultérieurement
l'usage de ette méthode (9.6.3 p. 187) an de permettre aux agents d'ajuster loa-
lement et automatiquement les oeients de pondération portant sur les attributs
région. À et eet, nous allons donner les prinipaux onepts de l'ACP. Une étude
approfondie peut être trouvée dans [Leb95℄.
On onsidère un nuage de n individus (les texels) dans l'espae des p attributs
(IR
p
). On herhe à déterminer un sous-espae vetoriel IR
q ⊂ IRp de dimension
faible (q << p) qui lorsque l'on y projette les individus, déforme le moins possible
les distanes entre individus projetés, ou autrement dit maximise l'inertie du nuage
projeté.
X =
les p attributs︷ ︸︸ ︷








xn1 . . . xnp

 les n individus
Dans l'analyse générale, on herhe tout d'abord un sous espae vetoriel à une
dimension passant par l'origine qui maximise l'inertie du nuage projeté et, don,
minimise, au sens des moindres arrés, la distane entre l'individu et sa projetion





























sous la ontrainte de normalisation : uTu = 1
On minimise le lagrangien :




En annulant la dérivée du lagrangien, on obtient :
XTXu = λu
u est don le veteur propre assoié à la valeur propre λ, omme
uTXTXu = λ
Il faut don que λ soit la plus grande possible. Il faut que les axes de projetion
hoisis soient les veteurs propres ui assoiés aux plus grandes valeurs propres de la
matrie XTX (matrie de variane/ovariane).
Dans l'analyse en omposantes prinipales, les axes ne passent pas forément






Fig. 2.2 : Axe de projetion maximisant l'inertie d'un nuage de point.
Ainsi traitée, notre matrie de variane/ovariane risque d'être mal ondition-
née. En eet, les attributs ayant une grande éhelle porteront les axes fatoriels
prinipaux. À et eet, on réduit notre matrie en divisant les valeurs des attributs
par l'éart type pour se ramener ainsi à une valeur sans éhelle. La matrie des don-





















Les q axes fatoriels prinipaux (eux assoiés aux plus grandes valeurs propres) de
RXX = Y
TY (matrie de orrélation) forment une base orthogonale du sous-espae
vetoriel portant l'essentiel de l'inertie du nuage des individus. L'analyse se fait don
dans un sous-espae de taille réduite (ex : q = 2), faisant intervenir seulement les
attributs les plus disriminants.
2.3 Approhes frontière
Nous allons présenter les diérents traitements de l'information ontour que nous
utilisons pour générer les agents ontour (8.5.2 p. 168).
Nous présentons en annexe A.3 un traitement omplémentaire (fermeture de
ontour) permettant de naliser une segmentation par approhe ontour.
Les approhes ontour ont pour objetif de déteter les disontinuités en ni-
veaux de gris, ouleurs ou textures dans l'image. On proède généralement en quatre
étapes :
1. appliation d'un opérateur de détetion de ontours (2.3.1) ;
2. loalisation des ontours, devant orrespondre aux frontières entre régions ho-
mogènes de l'image (2.3.2 p. 23) ;
3. suivi des points de ontour pour extraire les haînes de points qui onstituent
les frontières (2.3.3 p. 24) ;
4. fermeture des ontours an d'obtenir les régions dénissant ainsi une partition
de l'image (A.3 p. 255).
2.3.1 Les opérateurs de détetion de ontours
Les approhes dérivatives proèdent par une détetion des variations de lumi-
nane dans l'image. Une première tehnique onsiste à appliquer des ltres à réponse
impulsionnelle nie (RIF) qui alulent une approximation de la dérivée première
ou seonde du signal bidimensionnel assoié à l'image.
Les opérateurs de Prewitt & Sobel sont des masques de onvolution qui détetent
un gradient dans une diretion donnée. On peut de ette façon extraire la norme du
gradient et sa diretion.
L'opérateur de Marr-Hilbert (approhe dérivative de seond ordre) se présente
sous la forme d'un masque déni selon le laplaien d'une gaussienne et dont les
passages à zéro traduisent une disontinuité maximum.
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Ces opérateurs sont des ltres passe-haut qui ont tendane à amplier le bruit.
Cette sensibilité au bruit, enore plus forte pour les opérateurs de seond ordre (d'où
la gaussienne), peut être diminuée en augmentant la taille du masque, permettant par
là même un aroissement du rapport signal à bruit. Cette approhe a l'inonvénient
de multiplier les réponses orrespondant à un ontour donné, e qui nuit à la bonne
loalisation des ontours.
L'approhe de Canny [Can83℄ herhe un ltre optimal pour déteter un éhelon
noyé dans un bruit blan selon trois ritères :
1. une bonne détetion qui onsiste à avoir le meilleur rapport signal à bruit ;
2. une bonne loalisation du ontour qui suppose que la distane entre la réponse
maximale du ltre et le ontour réel doit être faible ;
3. la faible multipliité des réponses pour un seul ontour.
Canny propose une solution à base de ltres RIF [Can86℄ ombinant dérivée de gaus-
sienne omme réponse du ltre et laplaien de gaussienne pour la bonne loalisation
du ontour. Le résultat est seuillé par hystérésis puis étudié à diérentes éhelles (on
modie la variane de la gaussienne).
Les approhes paramétriques : on se dote d'un polynme modélisant une sur-
fae plane ou non ; puis on herhe les paramètres du polynme approximant au
mieux la surfae de l'image. Ce proédé est répété pour haque pixel en prenant en
ompte pour l'approximation un voisinage plus ou moins étendu et un polynme de
degré hoisi. Haralik propose le faet model [Har81℄ dans lequel haque faette re-
présente un polynme d'approximation. On doit ensuite omparer haque polynme
aux polynmes modélisant les ontours an de juger de la présene d'un ontour.
Cette approhe autorise une desription plus ne des ontours, permettant même
une étude sub-pixelique grâe à l'introdution d'une modélisation analytique du
ontour.
2.3.2 Loalisation des ontours
Certains déteteurs de ontour (approhe optimale) ont déjà pris en ompte le
problème de la bonne loalisation des ontours. Mais les tehniques de simple ltrage
de type Sobel fournissent une image de gradient qu'il onvient de traiter an de ne
onserver que les pixels de ontour orrespondant à une vraie frontière dans l'image.
Pour ertains problèmes, un simple seuillage peut souvent permettre d'extraire
les points de ontour signiatifs si l'on dispose de susamment d'informations
a priori. Le hoix d'un tel seuil est spéique au type d'image traitée : un seuil trop
bas laissera trop de points de ontour (ontours épais et faux ontours dus au bruit)
tandis qu'un seuil trop haut éliminera des points de ontours de façon préoe.
Un tel seuil global est don souvent diile voire impossible à déterminer. Une
approhe loale et adaptative peut souvent donner de bons résultats si l'on apporte
de nouvelles ontraintes (informations a priori ) à la séletion d'un point de ontour.
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Les ontraintes traduisent le fait qu'un point de ontour signiatif fait partie d'une
ligne de rête 'est-à-dire :
1. la réponse du ltre (le gradient) en e point doit être forte ;
2. le gradient le long de la ligne reste fort, autrement dit le gradient des sites
perpendiulaires à la diretion du gradient est fort ;
3. le gradient s'aaiblit à droite et à gauhe de la ligne de rête, autrement dit
le gradient des sites plaés dans la diretion (devant, derrière) du gradient est
plus faible qu'au site ourant.
De es ontraintes supplémentaires, a été extrait un ensemble d'algorithmes per-
mettant de loaliser les points de frontière. Citons l'algorithme de suppression des
non-maximums loaux [Son99℄ qui supprime tous les points dont la norme du gra-
dient n'est pas supérieure à elle des deux points situés dans la diretion du gradient.
Un seuillage par hystérésis proède dans une première étape à un marquage de
tous les sites dont la norme du gradient est supérieure à un seuil t1. Ce seuil doit
être susamment élevé pour éliminer les ontours dûs au bruit. Dans une seonde
étape, on analyse tous les sites dont la norme du gradient est supérieure à un seuil
t0 (ave t0 < t1) et qui ont un voisin marqué. On itère ette deuxième étape tant
qu'il y a au moins un nouveau site marqué.
2.3.3 Suivi de ontours
Les points de ontour signiatifs étant loalisés, il s'agit maintenant d'extraire
les haînes de points qui onstituent les frontières entre les régions de l'image. Il
existe un vaste éhantillon d'algorithmes traitant e problème, ayant en ommun une
approhe loale sur le hoix du prohain point de ontour à ajouter à une haîne.
Ils sont plus ou moins bien adaptés à une bonne prise en ompte de l'information
a priori qui onditionne la qualité du résultat obtenu. Prenons par exemple [Son95℄
le as de l'extration de veines (ou artères) qui sont des strutures nes omposées
de deux haînes de points de ontour parallèles ; ette information a priori peut
être intégrée omme ontrainte supplémentaire dans une proédure de onstrution
simultanée des deux haînes (de points de ontour) parallèles. Cette méthode est
ainsi plus robuste fae à un artefat loal sur une des deux haînes.
Le suivi de ligne de rête par approhe lassique [Pit93℄ herhe à fabriquer
une haîne de points de ontour à partir des sites où le gradient est maximum. An
d'éviter les ontours dûs au bruit, l'image des gradients est seuillée ; une alternative
onsiste à rajouter des ontraintes aux seuils portant sur les normes de gradient dans
les proédures expliquées i-dessous. Cette onstrution inrémentale s'appuie sur
les ritères énonés à la setion 2.3.2.
Soient |gi|, φi la norme et la diretion du gradient au site i qui est le site à l'ex-











Fig. 2.3 : Les deux sous-voisinages : V ⋆i et V
◦
i du site ourant (au entre) en fontion du
gradient gi en e site.
On partitionne le voisinage de site i en deux sous-voisinages V ⋆i et V
◦
i en fontion
de φi et du site préédent •prec de la haîne de ontour. On hoisit un site j parmi
V ⋆i , le site prolongeant au mieux le ontour 'est-à-dire elui qui optimise les ritères
suivants :
1. j = argmin |φi − φj| mod 2π
2. j = argmax |gj|
Les deux ritères donnent des résultats similaires, on pourra par exemple hoisir le
deuxième ritère dans un voisinage où l'on aura retiré les sites dont la diretion du
gradient varie trop, 'est-à-dire :
j = argmax |gj| tel que j ∈ V ⋆i − {k ∈ V ⋆i tel que |φi − φk| mod 2π > T}
2.3.4 Conlusion sur les approhes ontour
Ces approhes basées sur la détetion de ruptures de stationnarités ne peuvent
supporter à elles seules un système robuste de segmentation, ei pour plusieurs
raisons :
1. Elles ne sont pas adaptées aux images texturées, employées seules elles fourni-
raient un résultat sur-segmenté.
2. Elles sont sensibles au bruit de par leur nature passe-haut, e qui peut pro-
voquer la réation de faux ontours.
3. La fermeture de ontour est une tâhe ardue, ar de nombreuses erreurs sur
lesquelles il est diile de revenir, peuvent être ommises ; la fusion de deux
ontours distints en est un exemple. Une ertaine robustesse peut être ob-
tenue ave l'ajout d'un grand nombre d'informations a priori apportant des
ontraintes supplémentaires an d'éviter les erreurs. Par exemple, en segmen-
tation d'imagerie aérienne, l'extration des routes est failitée par la struture
parallèle des deux bords de la route.
Les approhes ontour apportent une information signiative sur la qualité des
ruptures tant en intensité (longueur et gradient le long d'une haîne de ontours)
qu'en loalisation, information qui doit être intégrée à travers un proessus de seg-
mentation par approhe région, et qui peut même servir en interprétation sur la
aratérisation de la forme d'une région.
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2.4 Approhes struturales ou agrégatives
Dans es approhes, les traitements sont transposés dans un univers s'appuyant
sur des strutures de données. On utilisera par exemple un arbre quaternaire
quadtree (3.3.1 p. 35) ou bien un graphe d'adjaene de région (RAG) (3.4 p.
37), e dernier pouvant même être utilisé dans une struture hiérarhique (pile de
graphes) [Mon91℄.
Les méthodes struturales [Har85, Ada94, Cha94℄ sont aussi appelées méthodes
agrégatives ou inrémentales [Bel98℄ ar elles herhent à onstituer de façon
itérative (par agrégation ou division) une partition de l'image en régions homogènes
Ri respetant un ritère d'homogénéité (H(Ri) = V RAI) à partir d'un ensemble de
régions initiales.
Elles fournissent un adre déisionnel rihe (prise en ompte aisée de l'infor-
mation a priori) et loal. Ce dernier point autorise une parallélisation des traitements
permettant de ontrebalaner l'important oût alulatoire propre à es approhes.
On distingue deux familles de méthodes :
1. les approhes desendantes : déoupe réursive (split) ;
2. les approhes asendantes de type aroissement de régions (région growing).
Les approhes varient suivant le ritère d'homogénéité adopté. Les approhes as-
endantes appliquent e prédiat sur l'union des régions andidates à la fusion. Les
approhes desendantes, quant à elles, l'appliquent à une région qui sera divisée si le
prédiat n'est pas respeté. Le prédiat d'homogénéité H() seuille le résultat d'une
fontion, évaluant l'homogénéité h() d'une région ou la similarité de deux régions :
H(Rp ∪ Rq) =
{
VRAI si h(Rp ∪ Rq) ≤ T
FAUX sinon
Voii les ritères les plus ouramment employés :
1. Une simple ontrainte sur la diérene entre la valeur maximum et minimum
des niveaux de gris dans la région :





2. Une mesure de similarité entre les moyennes des niveaux de gris de deux ré-
gions :
hmoy(Rp ∪ Rq) = |moy(Rp)−moy(Rq)|
3. Une mesure de similarité multidimensionnelle portant sur des attributs a-
ratérisant les textures respetives des deux régions omme par exemple les
matries de oourrene [Che78℄.
4. Une mesure du ontraste entre les deux régions. Soit Fpq les pixels de Rp ayant
dans leur 4-voisinage V4(xi) un voisin appartenant à Rq. Le ontraste mesure
les variations en niveau de gris le long de ette frontière (de longueur L(Fpq))
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5. Les ritères peuvent aussi porter sur des aspets géométriques. L'union de deux
régions doit, par exemple, être susamment ompate : alul du fateur de
irularité (périmètre/surfae).
2.4.1 Approhes desendantes par division réursive
Cette proédure réursive proposée par Horowitz et Pavlidis [Hor74℄ s'appuie sur
un arbre quaternaire quadtree (3.3.1 p. 35). Elle prend en paramètre une image
qui est divisée en quatre sous-images si un ritère d'homogénéité (prédiat) n'est
pas respeté. La proédure est appelée ave une fenêtre de la taille de l'image à
segmenter. Le résultat est le noeud raine de l'arbre.
split(image, fenêtre, noeud)
si (H(fenêtre, image) ou taille de la fenêtre = 1) noeud.fenêtre ← fenêtre
sinon
 noeud.NO←split(image,new fenêtre(i1,(i1 + i2)/2,j1,(i1 + i2)/2),new noeud)
 noeud.NE←split(image,new fenêtre(i1,(i1 + i2)/2,(i1 + i2)/2,j2),new noeud)
 noeud.SO←split(image,new fenêtre((i1 + i2)/2,i2,j1,(i1 + i2)/2),new noeud)
 noeud.SE←split(image,new fenêtre((i1 + i2)/2,i2,(i1 + i2)/2,j2),new noeud)
n si
retourne noeud
Algo. 2.1 : Segmentation desendante par déoupe réursive sur une struture de quad-
tree. Les strutures de données fenêtre et noeud sont présentées (3.3.1
p. 35).
Cette approhe top down est plus adaptée que les approhes asendantes aux
textures gros grain ar, ave un prédiat adapté, la division s'arrête à l'éhelle de la
texture sans provoquer de sur-segmentation. Cei est obtenu grâe à une estimation
des statistiques eetuée sur des zones étendues dès le départ.
Cependant, on onstate un eet de pavage des segmentations obtenues (voir
hap. 10). Cet eet est ausé par un seuil unique appliqué à toute l'image, e dernier
devant être susamment élevé pour éviter en ertains endroits une sur-segmentation,
mais qui sur d'autres zones de l'image provoque une sous-segmentation.
De plus, on peut obtenir deux régions onnexes Rp, Rq pour lesquelles le prédiat
est vérié H(Rp ∪Rq) = V RAI. Cette situation peut se produire si les deux régions
ne sont pas dans le même sous-arbre de déoupe réursive. D'où l'intérêt d'adjoindre
un algorithme de fusion de régions.
2.4.2 Approhes asendantes par fusion de régions region
merging
Cette approhe asendante va itérativement fusionner les régions dont l'union









Fig. 2.4 : Graphe d'adjaene de région (RAG) assoié à une partition initiale (obtenue
à l'aide d'un split) puis appliation de la proédure de fusion.
Le travail s'eetue sur un graphe d'adjaene de régions (RAG : Region Adjany
Graph) (3.4 p. 37). Outre le hoix du prédiat d'homogénéité, le point lé de et
algorithme est l'ordre dans lequel les fusions sont eetuées. Il est don néessaire
(omme le préise Bellet [Bel98℄) de trier les régions andidates à la fusion sur la
valeur de la fontion d'homogénéité an d'eetuer en premier les meilleures fusions.
Region Merging
{R1, R2, ..., Rn} ← eetuer une première (sur)segmentation (ex. : split)
G(S,A)← onstruire le graphe d'adjaene
pour tout(les ouples (sp, sq) tels que ∃(p, q) ∈ A)
 hpq ← h(Rp ∪ Rq) // fontion d'homogénéité
 si (hpq ≤ T ) insérer (sp, sq, hpq) dans liste par ordre de hpq roissant
n pour tout
tant que(liste n'est pas vide)
 fusionner le meilleur ouple : (sp, sq, hpq)← pop( liste ) ; sn = sp ∪ sq
 mettre à jour le graphe d'adjaene G(S,A) prenant en ompte le retrait de
sp, sq et l'ajout de sn
 aluler les attributs du noeud sn résultant de la fusion des sommets sp, sq
 retirer les ouples de liste où l'une des 2 régions sp ou sq intervient
 pour tout(les ouples (sn, sq) tels que ∃(n, q) ∈ A)
 hnq ← h(Rn ∪Rq)
 si (hnq ≤ T ) insérer (sn, sq, hnq) dans liste par ordre de hnq roissant
n pour tout
n tant que
Algo. 2.2 : Segmentation asendante par fusion de régions sur une struture de graphe
d'adjaene.
Une ombinaison de divisions et de fusions (algorithme split and merge[Hor74,
Pav77℄) permet de proter des avantages des deux approhes.
2.4.3 Approhes asendantes par agrégation de pixels
On fait roître des régions pixel par pixel à partir d'un ensemble de germes
déposés dans l'image. La proédure de roissane autour des germes déposés (régions
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initiales) est similaire à elle de la fusion de régions à ei près que l'entité de base
agrégée est le pixel.
2.4.4 Conlusion sur les approhes struturales
Jiang et Toriwaki [Jia93℄ proposent une analyse omparative des diérents opé-
rateurs. On peut dégager deux tendanes générales dépendant des méthodes d'agré-
gation :
 En terme de préision, on hoisira plutt les opérateurs d'agrégation de pixels
naturellement plus préis que les opérateurs de fusion de régions dont l'élément
primitif d'agrégation est une fenêtre arrée.
 En terme de sensibilité au bruit, la tendane s'inverse en faveur des fusions de
régions dont les attributs sont alulés sur un plus grand nombre d'éhantillons
permettant ainsi un lissage du bruit.
L'évaluation doit ensuite être diéreniée suivant le prédiat de fusion hoisi. En
terme de failité de paramétrage et de rapidité d'exéution, les approhes utilisant
des ritères simples de type htrivial donnent de meilleurs résultats que les approhes
multidimensionnelles ou utilisant des heuristiques. Les approhes simples (monodi-
mensionnel à un seuil global) produisent des images sur-segmentées sur des images
texturées ou même sur des images où la distribution globale des niveaux de gris
résulte d'une fusion de plusieurs distributions loales empêhant la détermination
d'un seuil global [Bev89℄.
Ces arguments jouent en faveur d'approhes hybrides adaptant loalement et tem-
porellement (temps d'exéution de l'algorithme de fusion) le ritère de fusion. Chang
et Li [Cha94℄ proposent un test d'homogénéité adapté à :
1. la distribution des niveaux de gris des régions loales, en faisant varier le seuil
autorisant la fusion ;
2. la taille des régions onsidérées, permettant ainsi la prise en ompte du nombre
d'éhantillons utilisés pour l'estimation des paramètres.
Beveridge et al. [Bev89℄ proposent de déouper l'image en seteurs permettant
une lassiation sur la base d'histogrammes alulés loalement. Un algorithme de
fusion de régions est ensuite appliqué pour fusionner les régions onnexes ne faisant
pas partie du même seteur.
2.5 Approhes oopératives
Les travaux omparatifs [Co95, Jia93℄ sur les diérentes tehniques de segmen-
tation n'ont pas dégagé une prééminene (indépendamment du type d'image) d'une
approhe partiulière. La tendane atuelle pour espérer une ertaine robustesse et
des qualités tout terrain onsiste don à faire oopérer diérents types d'algo-
rithmes. La rihesse de la littérature sur les proédures oopératives n'est pas en
adéquation ave l'apport qu'on pourrait en espérer. Ce manque est peut être dû
selon Pavlidis et Liow [Pav90℄ à la diulté du problème :
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The general priniple of integration is well aepted in vision. But ar-
rying out the general priniple is quite hallenging and this may explain
the sparsity of the literature on integrated tehniques.
Ou selon Pavlidis [Pav92℄ à la manière dont les herheurs du domaine abordent le
problème :
The main obstale to integration of methodologies is that various ap-
proahes are oered as panaeas rather than as member of a toolset.
La plupart des approhes oopératives exploitent la dualité ontour/région. Cette
dualité en traduit souvent une autre : la dualité loal/global [Cho97℄. En eet, les ap-
prohes ontour sont souvent loales, don plus sensibles au bruit, mais permettent
une bonne loalisation des ruptures. Au ontraire, les approhes s'appuyant sur l'ho-
mogénéité entre régions sont plus globales (de part la dénition de leurs seuils) et
robustes au bruit, mais elles aboutissent à une mauvaise loalisation des frontières
(on obtient souvent des frontières déhiquetées, voir hapitre 10). On distingue plu-
sieurs approhes oopératives, dérites i-après, exploitant la dualité ontour/région.
2.5.1 Coopération onfrontative par fusion de données
Dans ette première lasse de méthodes la oopération intervient omme un
onsensus ou une onfrontation a posteriori entre plusieurs segmentations onur-
rentes.
Chu et Aggarwal [Chu93℄ suggèrent l'intégration a posteriori de artes de segmen-
tation alulées en parallèle. Ces artes de ontours sont issues de l'appliation de
déteteurs de ontours et de l'extration des ontours après une segmentation par
approhe région. Ils utilisent, de plus, plusieurs soures de la même sène. L'intégra-
tion nale herhe à générer un onsensus entre les diérentes segmentations sur la
base d'une pondération, réglable par l'utilisateur, apportée à haune des artes.
Cho et Meer [Cho97℄ proposent une approhe basée sur le onsensus entre plusieurs
segmentations. Les résultats des diverses segmentations permettent la onstrution
d'un graphe (RAG) reétant pour haque paire de pixels la probabilité de oour-
rene, autrement dit, la probabilité d'appartenane à la même région. Le onsensus
est obtenu en traitant e RAG de façon lassique an de regrouper les pixels ayant
une forte probabilité d'appartenir à la même région.
2.5.2 Coopération intégrative
Dans ette deuxième lasse de méthodes, l'information ontour est intégrée sous
forme de ontrainte par une approhe région. La oopération n'est pas omplètement
dynamique en e sens que l'information de ontour est extraite de façon statique et
ne prote pas de l'information région.
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Pavlidis et Liow [Pav90℄ proposent un traitement en trois étapes :
1. l'image est sur-segmentée par une approhe de division-fusion sur arbre qua-
ternaire permettant ainsi de dégager une arte de ontours fermés à partir des
régions ;
2. les frontières entre régions onnexes sont éliminées sur des ritères de ontraste
et de hangement de diretion ;
3. es frontières sont ensuite déplaées an d'être mieux loalisées, ei à l'aide
d'une approhe par ontours atifs travaillant sur une image de ontours.
Wrobel et Monga [Wro87℄ eetuent une pré-segmentation an d'obtenir un RAG
initial dont les noeuds portent les attributs des régions et dont les arêtes sont pon-
dérées par une arte des ontours pré-alulée. Cette pondération ompte le nombre
de points de la frontière où le ontraste est supérieur à un seuil et la longueur
de ette frontière. Les fusions de deux régions dont le rapport (longueur de fron-
tière)/(nombre de points de ontraste) est inférieur à un seuil sont empêhées. On
obtient ainsi une oopération par ontrainte.
Anderson et al. [And87℄ utilisent une détetion de ontours pour initialiser et
assister une proédure de roissane de régions basée sur le alul d'un seuil de
similarité loale. Ce dernier est aussi inuené par des informations a priori omme
le nombre de régions dans l'image.
Xiaohan et al. [Xia92℄ utilisent une information de gradient loal pour ontrler
un proessus de roissane de région.
Bertolino [Ber96, Ber95℄ propose une approhe basée sur une pyramide de RAG
(pyramide irrégulière) où de l'information fournie par une arte de ontour (obtenue
par un déteteur 1D spéique) est prise en ompte lors de l'évaluation des fusions
entre régions voisines. L'information de ontour se présente omme un ouple (r, c)
qui pondère les arêtes du graphe d'adjaene ; r et c représentant respetivement le
nombre d'éléments de région (faible réponse au déteteur de ontour) et le nombre
d'éléments de ontour (forte réponse) à la frontière des deux régions. Une analyse
loale de r et c permet de forer ou d'interdire des fusions entre sommets adjaents
du RAG an d'éviter la réation d'artefats ou la disparition de détails signiatifs.
2.5.3 Coopération dynamique par inuene mutuelle
Dans ette dernière lasse de méthodes, les diérentes approhes s'inuenent
mutuellement et dynamiquement au ours du proessus de segmentation. C'est une
voie qui semble prometteuse ar l'information extraite par une méthode est utili-
sée au plus tt par les autres approhes. La diulté renontrée est le problème du
ontrle des modules et de la diusion de l'information en leur sein. C'est don natu-
rellement que les herheurs se sont portés vers des approhes utilisant l'intelligene
artiielle. L'IA propose une panoplie d'arhitetures et d'outils (tableaux noirs,
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agents, systèmes experts) permettant une intégration distribuée d'une onnaissane
omplexe et le ontrle entre les diérents modules de onnaissane.
Salotti, Bellet et al. [Bel94, Bel98℄ (5.5.3.1 p. 100) proposent une approhe à base
de proessus situés dans l'image. Certains de es proessus exéutent une roissane
de région tandis que les autres exéutent un suivi de ontour ; ils oopèrent de façon
opportuniste et dynamique pour faire émerger de l'information supplémentaire au
as où ils ne peuvent déider quel nouveau pixel peut être agrégé à la primitive en
onstrution.
Nazif et Levine [Naz84℄ proposent un système expert omportant des règles per-
mettant l'analyse de primitives région et ontour. Ces règles agissent sur les pri-
mitives en les divisant, fusionnant suivant les situations loales respetives des pri-
mitives en ondition dans les règles. Cei autorise la prise en ompte de primitives






Une arhiteture de ontrle à base de système multi-agents ne peut être globa-
lement analysée que si l'on a proédé à une spéiation rigoureuse de l'organisation
struturant la population d'agents.
Nous proposons d'utiliser la pyramide irrégulière omme élément struturant et
régulant l'ativité de es derniers.
Nous allons lors de e hapitre présenter les strutures pyramidales en analyse
d'image. Nous évoquerons d'abord les aspets multirésolution, puis nous détaillerons
plus partiulièrement les pyramides irrégulières, pour nir par évoquer les pyramides
duales.
Certaines aratéristiques des strutures pyramidales, omme le parallélisme, en
font un modèle organisationnel partiulièrement adapté à notre problématique.
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3.1 Introdution
Les strutures pyramidales ont été introduites par Tanimoto et Pavlidis [Tan75℄.
Il s'agit d'un empilement de strutures de données représentant à haque niveau
l'image (ou une bande de fréquenes de l'image) observée à une ertaine résolution.
On se dote d'une proédure de déimation (généralement réursive) pour passer du
niveau k à k + 1. En partant de la base qui représente l'image (ou l'image ltrée),
on aboutit progressivement, par simpliation de l'information, à l'apex, le dernier
niveau de la pyramide, omportant un minimum d'informations quantitatives. Sou-
lignons deux des prinipaux aspets liés à e type d'approhe :
Le parallélisme, inhérent à la struture pyramidale, permet une implantation
naturelle sur des mahines parallèles de type multigrilles aussi appelées mahines
pyramidales. La loalité des aluls permet ave un nombre de N2 proesseurs1
d'obtenir une omplexité en temps de O(logN). Thomson Leighton propose une
introdution générale aux arhitetures et mahines parallèles dans [TL92℄, tandis
que Mérigot dans [Jol01℄ hap. 6 traite plus partiulièrement de la vision parallèle.
On trouvera dans [Mér86℄ un exemple d'arhiteture pyramidale pour le traitement
d'image.
La multirésolution, obtenue par la simpliation niveau par niveau de la quan-
tité d'informations, permet de hoisir la résolution d'analyse la plus adaptée au
problème. À basse résolution, l'atténuation du bruit et les détails non signiatifs
permettent un traitement robuste et rapide. Les résultats ([Pav77, p.74℄ obtenus
à basse résolution peuvent être utilisés [Son95℄ omme informations a priori ou
ontraintes supplémentaires pour guider un traitement eetué à plus forte résolu-
tion dans un environnement bruité.
Toutefois, et aspet omporte deux inonvénients :
 la simpliation de l'information s'aompagne de la disparition de frontières
signiatives entre régions ;
 ette simpliation peut aussi générer et amplier, au fur et à mesure de la
roissane, l'apparition de frontières qui n'existent pas ou sont peu aentuées
dans l'image originale.
3.2 Aspet multirésolution : pyramides Gaussienne
et Laplaienne
La pyramide Gaussienne [Bur81℄ est onstruite suivant une approhe bottom
up où haque niveau Gk+1 est une opie basse résolution (ltrage passe-bas puis
déimation) du niveau inférieur Gk. Ce type de représentation présente les avantages
évoqués i-dessus : analyse rapide à basse résolution dont les résultats orientent ou/et
aélèrent les traitements aux plus fortes résolutions.
1N2 étant la taille de l'image
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Dans [Li97℄ une segmentation à base de hamps de Markov est eetuée à basse
résolution (niveau Gn). L'information olletée (hamps d'étiquettes) est propagée
vers le niveau inférieur Gn−1 omme information a priori , permettant une aéléra-
tion de la segmentation à e niveau. La proédure de propagation puis de segmenta-
tion est appliquée suessivement à haque niveau, de manière desendante, jusqu'à
l'obtention d'une segmentation de l'image soure.
Ce type de transformation pyramidale est aussi un outil utilisé dans le domaine
du odage (ompression) où le soui est d'exploiter les redondanes dans l'image
aussi bien loalement que sur de grandes étendues. C'est l'objetif de la pyramide
Laplaienne [Bur83℄ qui ne omporte que les erreurs de préditions propagées du
haut vers le bas.
Après obtention de la pyramide Gaussienne {G0, ..., Gk, ..., Gn}, on estime haque
niveau Gk à partir du niveau supérieur Gk+1 par un sur-éhantillonnage et une inter-
polation (une expansion de l'image). L'erreur entre l'estimation EXPAND(Gk+1)
et Gk représente un niveau de la pyramide Laplaienne :
Lk = Gk − EXPAND(Gk+1)
Finalement on ne transmet que {Gn, Ln−1, ..., L0}. Gn est une représentation om-
pate basse fréquene de l'image onentrant l'essentiel de l'énergie, les Lk sont
les erreurs d'estimation exploitant les redondanes sur de grandes puis de petites
étendues. La pyramide Laplaienne ontient des informations de type passe-bandes,
dont les valeurs sont souvent faibles ou nulles. Ce qui permet, à l'aide d'une om-
pression statistique et/ou d'une quantiation, de réduire signiativement le débit
assoié à l'image. Le odage par pyramide Laplaienne augmente la robustesse de
l'information en as de rupture de transmission.
3.3 Modèles de déomposition hiérarhique de l'image
Les pyramides interviennent ii omme un modèle de déomposition hiérarhique
de l'image. Ces pyramides servent de squelettes aux approhes de segmentation
struturales de type déoupe réursive (2.4 p. 26). Elles sont don onstruites de
façon desendante.
Nous allons maintenant évoquer les diérentes tehniques de partitionnement
géométrique et adaptatif de l'image. Un partitionnement est dit adaptatif si la po-
sition de l'élément de partition est fontion du ontenu informatif de l'image. Cette
adaptation au ontenu informatif est guidé par un algorithme de type déoupe ré-
ursive split.
3.3.1 Modèle rigide de partitionnement
Dans le quadtree [Hor74℄, l'élément de partitionnement est un arré. La pyramide
est réursivement onstruite par une approhe de déoupe réursive desendante
(2.4.1 p. 27).
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Fig. 3.1 : (a) une image segmentée ; (b) le résultat de la segmentation sous forme d'arbre
quaternaire ; () la struture d'un noeud non terminal puis (d) terminal.
Les partitionnements rigides ont omme inonvénient majeur la réation d'ar-
tefats reétant la géométrie de l'élément de partition (arrés pour les quadtree).
An de limiter es artefats, il est néessaire de plaer un grand nombre d'éléments
de petite taille.
3.3.2 Partitionnement non rigide
Les partitionnements non rigides permettent d'obtenir une meilleure partition
ave moins d'éléments (de plus grande taille).
(b)(a)
Fig. 3.2 : (a) Partitionnement de l'image par le diagramme de Voronoï en traits pleins,
la triangulation de Delaunay traits en pointillés ; (b) erles : nouveaux germes
pour la prohaine itération de segmentation par Voronoï en as de non homo-
généité.
Le diagramme de Voronoï partitionne l'image à l'aide d'un ensemble de régions
polygonales omportant un nombre de tés variables. On dispose d'un ensemble de
germes répartis dans l'image. Pour haque germe, il est réé une région omposée des
points (de l'image) les plus prohes du germe, d'où l'aspet de polygone onvexe. La
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segmentation, par déoupe réursive (2.4.1 p. 27), onsiste à débuter ave un en-
semble de germes peu nombreux, à aluler le prédiat d'homogénéité dans la région
polygonale assoiée au germe et, si le prédiat n'est pas vérié, à réer de nouveaux
germes qui induiront de nouvelles régions polygonales. Les nouveaux germes peuvent
être plaés au entre des tés du polygone.
La triangulation de Delaunay, struture duale du diagramme de Voronoï, par-
titionne l'image en triangles délimités par les segments joignant les germes.
Bertin propose [Ber94, p. 69℄ une omparaison entre diérentes méthodes de parti-
tionnement de l'espae 3D : Voronoï, Delaunay et Otree
2
. Les résultats, pouvant être
étendus à une image 2D, montrent que le diagramme de Voronoï est le plus adapté à
l'image ar il néessite beauoup moins d'éléments que la partition à base d'otree,
et sensiblement moins qu'une partition par triangulation de Delaunay. Cependant,
le temps de alul s'en trouve onsidérablement augmenté ; de plus, la mémorisation
des polygones néessite des strutures de données plus lourdes à stoker en mémoire
et plus omplexes à traiter. Cei permet de omprendre la popularité des quadtree
sahant que les outils de traitement d'images travaillent plus rapidement sur des
fenêtres retangulaires sans masque.
3.4 Introdution aux pyramides irrégulières et graphes
d'adjaene de région
Dans un premier temps, nous présenterons dans la setion suivante une intro-
dution aux pyramides irrégulières. Puis, dans un deuxième temps, nous préiserons
dans le détail la struture essentielle de es dernières : le graphe d'adjaene de
région.
Comme les autres strutures pyramidales, la pyramide irrégulière est un empile-
ment de strutures de données représentant haune l'image à une résolution dé-
roissante de la base au sommet. La partiularité des pyramides irrégulières tient au
fait que les ellules, omposant les niveaux, représentent haune une région dont
la forme n'est pas ontrainte par un motif géométrique (arré, triangle). En onsé-
quene, le nombre de voisins d'une ellule est variable.
La struture de données omposant haque niveau est le graphe d'adjaene de
région (voir i-dessous). La onstrution de la pyramide s'eetue de manière asen-
dante, en appliquant sur le graphe d'adjaene du niveau ourant les deux étapes
i-dessous pour obtenir le graphe du niveau suivant.
1. Première étape : déimation de ertains sommets du graphe du niveau ourant
an d'obtenir un sous-ensemble de sommets qui formeront les sommets du
graphe du niveau suivant (3.5 p. 38).
2
L'otree est le pendant 3D du quadtree, haque feuille représente un volume ubique, haque
noeud intermédiaire a 8 voisins.
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2. Deuxième étape : rattahement des sommets du niveau ourant à un sommet
du niveau suivant (3.6 p. 42).
Le graphe d'adjaene de région [Hor78, Pav77℄, RAG pour Region Ad-
jany Graph, est un graphe non orienté G(S,A) où S = {s1, s2, ..., sn} (ensemble
des sommets) représente les régions {R1, R2, ..., Rn} de l'image et A = {(sp, sq) ∈
S × S} est l'ensemble des arêtes.
Deux sommets sp, sq sont adjaents (∃(sp, sq) ∈ A) si et seulement si les deux
régions assoiées Rp, Rq sont onnexes, autrement dit : ∃xi ∈ Rp, xj ∈ Rq tels que
xi et xj sont voisins.
Remarque : en 4-onnexité les graphes d'adjaene sont planaires, e qui signie
que représentés dans un plan, leurs ars ne se oupent pas. Cette propriété n'est plus
vériée en 8-onnexité.
Informations portées par les sommets : haque sommet du graphe dispose
d'un ensemble d'informations permettant de aratériser la région qu'il représente :
1. Les attributs photométriques permettent aratériser la région représenté par
le sommet. Ce sont des attributs de région qui peuvent être de simples mo-
ments : moyenne, variane [Jol92℄. On peut néanmoins envisager des attributs
plus omplexes permettant de aratériser une texture, itons : les matries
de oourrene, déomposition fréquentielle, loi onditionnelle estimant au
mieux la texture au sens de hamps de Markov, . . .
2. Les attributs géométriques permettent de aratériser la forme de la région.
On peut y retrouver la surfae, le entre de gravité, le périmètre. Des attri-
buts plus sophistiqués peuvent aussi être envisagés itons, : des moments de
forme omme la ompaité, la diretion prinipale d'inertie, des desripteurs
de Fourier [Pav77, p. 154℄.
3. Diérentes variables utilisées par les algorithmes, itons : les variables p et q
de l'algorithme de déimation (3.5 p. 38) ; on pourra aussi retrouver les listes
d'adjaenes permettant la mise en ÷uvre des diérents graphes manipulés
omme le graphe d'adjaene, de similarité (3.6.1 p. 42), les relations père/ls
entre sommets des diérents niveaux.
3.5 Déimation sur un graphe
3.5.1 Introdution
Nous allons aborder la segmentation basée sur une pyramide de graphes d'adja-
ene. Il s'agit d'appliquer à haque niveau une ontration du graphe d'adjaene
du niveau k : Gk(Sk, Ak) an de passer au graphe du niveau k + 1 'est-à-dire :
Gk+1(Sk+1, Ak+1). Cette ontration doit être menée de façon distribuée en parallèle
sur le graphe d'adjaene suivant deux ontraintes :
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1. la ontration doit être signiative, e qui nous renvoie à la notion de sous-
ensemble stable (voir i-dessous) ;
2. mais haque sommet de Sk doit être représenté dans Sk+1, e qui nous renvoie
à la notion de sous-ensemble dominant.
Dénition 1 (Stable) Sk+1 ⊆ Sk est un stable de Gk si les sommets de Sk+1 sont
deux à deux non adjaents dans Gk :
∀s ∈ Sk+1,ΓGk(s) ∩ Sk+1 = ∅
Où ΓGk(s) est l'ensemble des voisins de s dans le graphe G
k(Sk, Ak) 'est-à-dire :
ΓGk(s) = {r ∈ Sk : (s, r) Ak}
Dénition 2 (Stable maximal) Sk+1 ⊆ Sk est un stable maximal si auun
sommet ne peut lui être rajouté sans perdre la stabilité.
Dénition 3 (Ensemble dominant) Sk+1 ⊆ Sk est un ensemble dominant de
Gk si haque sommet qui n'appartient pas à Sk+1 est adjaent à un sommet de Sk+1.
∀s ∈ Sk \ Sk+1,ΓGk(s) ∩ Sk+1 6= ∅
Dénition 4 (Ensemble dominant minimal) Sk+1 ⊆ Sk est un ensemble do-
minant minimal de Gk si auun sommet ne peut lui être enlevé sans rompre la
dominane.
Théorème 1 Un stable maximal est un ensemble dominant minimal.
La notion de stable maximal remplit les propriétés de bonne ontration et de re-
présentation évoquées i-dessus.
Meer, dans son artile [Mee89℄ sur les pyramides irrégulières stohastiques, aborde
le problème sous l'angle de la déimation d'éhantillons dans un signal, le proessus
de déimation élit des éhantillons (sous-éhantillonnage) survivants sur des infor-
mations uniquement loales (les états des deux éhantillons voisins) en imposant une
répartition régulière des éhantillons survivants.
3.5.2 Déimation stohastique
Meer propose de généraliser la proédure de déimation de signal à la déima-
tion dans un graphe. An d'obtenir une déimation régulière prenant en ompte
les relations spatiales entre sommets survivants et non-survivants, deux règles sont
xées :
Règle 1 Deux sommets adjaents dans Gk ne peuvent tous deux survivre dans
Gk+1 :
∀(si, sj) ∈ Ak ⇒ ¬(si ∈ Sk+1 ∧ sj ∈ Sk+1)
Cette règle garantit une déimation maximale et don une diminution signiative
du nombre de sommets au fur et à mesure de la roissane de la pyramide. Cette
règle est souvent appelée ontrainte [C1℄.
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Règle 2 Chaque non survivant si de G
k
doit avoir dans son voisinage ΓGk(si) un
sommet survivant dans Gk+1 :
∀si ∈ Sk : si /∈ Sk+1 ⇒ ΓGk(si) ∩ Sk+1 6= ∅
Cette règle oblige la déimation à être régulière et permet à haque sommet d'avoir
un voisin survivant auquel se rattaher an d'être représenté dans le niveau supé-
rieur. Cette règle est souvent appelée ontrainte [C2℄.
Le respet de es deux règles garantit à Sk+1 d'être un ensemble stable maximal
de Gk. Le hoix des survivants se fait de manière stohastique : on alloue à haque
sommet si un nombre aléatoire xi respetant une loi uniforme entre [0, 1]. Un sommet
survit s'il maximise dans son voisinage ette valeur (règle 1). Cette solution peut
produire des ongurations dans lesquelles un sommet n'a auun survivant dans son





non survivant non survivant
1 2 3 4 1 2 3 1 3
1 2 3 4x  =.6 x  =.7 x  =.9 x  =.3 
s s s s s s s s s4 2 4s s s
(a) (b) (c)
Fig. 3.3 : Exemple de déimation dans une onguration 1D : (a) les sommets et les
valeurs du tirage aléatoire (b) déimation triviale menant à un ensemble stable
mais non maximal ; () solution itérative menant à un stable maximal.
La déimation peut être eetuée par une proédure séquentielle qui s'appuie sur
une liste triée. On retire et séletionne le premier sommet de la liste puis l'on retire
de la liste tous les sommets voisins (dans le graphe) du sommet seletionné . On itère
ette proédure tant qu'il reste des sommets dans la liste. L'ensemble des sommets
séletionnés forme un stable maximal du graphe.
An de résoudre e problème de manière distribuée, Meer adopte un algorithme
itératif distribué (illustré g. 3.4) basé sur deux variables booléennes : pli et q
l
i, où i
représente le sommet et l l'itération de l'algorithme.
À l'initialisation pi et qi sont positionnés à 0. Si le sommet est un maximum loal
(équation 3.1) pi est positionné à 1 et si est survivant. Si le sommet n'a auun survi-
vant dans son voisinage et qu'il n'est pas lui-même survivant alors qi = 1 (équation
3.2 & 3.5), e qui signie que le sommet si est andidat à devenir survivant à la
prohaine itération. Lors des itérations suivantes, le sommet peut devenir survivant
(pi = 1) s'il est un maximum loal (équation 3.4) parmi ses voisins enore andidats.
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3 3 3graphe d’adjacence première itération deuxième itération
sommets survivants p=1
sommets candidats  q=1
valeur du tirage aléatoire ou de l’opérateur
d’intérêt
Fig. 3.4 : Proessus itératif de déimation sur un graphe.
Calul de p1i et q
1
i à la première itération :
p1i = 1 si xi ≥ max
(
xj : sj ∈ ΓGk(si)
)
(3.1)
q1i = 1 si (∀sj ∈ ΓGk(si) : p1j = 0) ∧ (p1i = 0) (3.2)
(3.3)
Puis à la l-ième itération :
pli = 1 si xi ≥ max
(
xj : (sj ∈ ΓGk(si)) ∧ (ql−1j = 1)
)
(3.4)
qli = 1 si (∀sj ∈ ΓGk(si) : plj = 0) ∧ (pli = 0) (3.5)
(3.6)
L'algorithme itère tant qu'il y a un sommet andidat 'est-à-dire ∃xi tel que qli = 1.
La rapidité de onvergene de ette proédure dépend de la distribution des xi ; la
gure 3.3 présente un as défavorable où l'on ne peut dégager rapidement des survi-
vants (sur la partie gauhe) et où l'on est obligé d'attendre une vague survivant/non
survivant. . . venant d'une partie du graphe dans lequel il y a un sommet loalement
maximum. Or es ongurations sont peu probables dans le as où xi est le résultat
d'un tirage aléatoire.
3.5.3 Déimation adaptative
Jolion et Montanvert proposent dans [Jol92℄ d'adapter la déimation au ontenu
de l'image. Par onséquent, le tirage aléatoire est remplaé par un opérateur d'in-





Suivant le hoix de l'opérateur
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L'opérateur hoisi est la variane de la région assoiée au sommet. Un sommet
pour survivre doit être un minima ou un sous-minima loal en termes de variane,
e qui revient à favoriser la survie des sommets assoiés à des régions homogènes. La
variane des sommets du premier niveau, si e premier niveau n'est pas issu d'une
pré-segmentation
4
, est alulée sur un voisinage 3× 3.
Ce hoix a un impat négatif [Jol92℄ sur le nombre d'itérations néessaires à la
onvergene. En eet, dans les zones homogènes de l'image, d'importantes zones du
graphe auront des varianes égales, empêhant ainsi de dégager des maximas loaux.
Il sera néessaire d'avoir reours à un hoix aléatoire.
3.6 Constrution du graphe du prohain niveau :
fusion des sommets
Nous avons évoqué la transposition de régions dans un graphe d'adjaene et
la manière de le ontrater en parallèle dans une approhe asendante. Dans l'op-
tique d'une segmentation d'image, il est néessaire que es regroupements autour des
sommets survivants se fassent sur des ritères d'homogénéité. L'algorithme (algo.
2.2 p. 28) propose une approhe de fusion séquentielle sur un RAG par la réation
d'une liste des sommets fusionables. Si l'on souhaite proter de l'aspet parallèle des
traitements pyramidaux, on doit se doter d'une struture de données reétant les
similarités entre sommets et supportant un traitement en parallèle.
3.6.1 Graphe de similarité
Le graphe de similarité Sim(S,B) est issu du graphe d'adjaene G(S,A), il
traduit les propriétés d'homogénéité loale et don de similarité entre régions.
Ce graphe est rarement onnexe (à moins d'être issu d'une image homogène) il
est onstitué de omposantes onnexes (représentant haune une région homogène
de l'image) dont les arêtes relient les sommets similaires deux à deux.
Ce graphe est pondéré ar les arêtes (as non orienté) ou les ars (as orienté)
portent une valeur alulée par une fontion h() évaluant la similarité entre deux
régions (2.4 p. 26). h() prend en paramètres les attributs de régions assoiés aux
sommets.
3.6.1.1 Graphe de similarité : seuillage global
Ce graphe, Sim(S,B) ⊆ G(S,A), est un graphe non orienté dont les sommets
respetent deux à deux un prédiat global d'homogénéité ou de similarité.
∀(sp, sq) ∈ A alors (sp, sq, h(sp, sq)) ∈ B ⇐⇒ h(sp, sq) ≤ Tg
h() étant dans e as une fontion globale, alors h(sp, sq) = h(sq, sp), e qui implique
que le graphe n'est pas orienté.
4
par exemple : utilisation d'une proédure de type split
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Fig. 3.5 : (a) graphe d'adjaene ; (b) graphe de similarité obtenu ave un seuil global
Tg = 5 ; () graphe de similarité obtenu ave un seuil loal.
An d'obtenir une analyse loalement adaptée, il peut être intéressant d'utiliser
un seuil loal. Le seuil global dénit un seuil en-deçà duquel deux régions ne sont
pas similaires. Le seuil loal est plus restritif (don inférieur) que le seuil global, il
traduit une notion de similarité en fontion de l'environnement loal.
Si l'environnement (le voisinage) de la région est favorable 'est-à-dire omposé
de régions qui lui ressemblent, on souhaite que la relation de similarité soit plus
exigeante. La gure 3.6 page 45 illustre e phénomène selon les as (b) et (). Dans
le as (), les fusions entre régions de similarité moyenne sont retirées du graphe de
similarité au niveau ourant. Si l'environnement est hostile alors le seuil loal se
relâhe ave omme borne inférieure le seuil global.
Dans ette approhe, les fusions moyennes peuvent s'eetuer à un niveau su-
périeur mais on fore d'abord les meilleures fusions. Cet aspet permet de pallier
un des inonvénients des pyramides où des fusions inadaptées (respetant de peu
le seuil global) font dériver progressivement niveau après niveau les aratéristiques
des régions issues des fusions, e qui a omme eet la réation de disontinuités
n'existant initialement pas dans l'image.
Montanvert et al. [Mon91℄ proposent une approhe supposant qu'il n'y a que
deux lasses dans le voisinage de haque sommet : eux qui lui sont similaires et
eux qui ne le sont pas. On se dote d'une distane h(sp, sq) entre deux sommets
alulée sur les attributs de haque sommet. Soit si le sommet ourant et ΓGk(si)
son voisinage, on range les distanes par rapport à si dans un ordre roissant :(
h(si, s1) < ... < h(si, sl) < ... < h(si, sn)
)
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On herhe la partition en deux lasses de ette liste maximisant un ritère de






Finalement le seuil loal Tl(si) vaut :
Tl(si) = min(Tm(si), Tg)
L'introdution du seuillage loal va générer un graphe orienté ar pour si, sj voisins,
Tl(si) 6= Tl(sj). La proédure de onstrution des relations de similarité est dérite
(algo. 8.2 p. 155).
3.6.2 Déimation sur le graphe de similarité
La déimation, an d'être adaptée au ontenu de l'image, s'eetuera désormais
sur le graphe de similarité. En eet, deux sommets non similaires ne sont pas en
ompétition pour représenter au niveau supérieur une zone homogène. Comme on
peut l'observer en omparant les as (a) et (b) (g. 3.6, p. 45), en (a) le sommet de
valeur 9 empêhe le sommet de valeur 8 de survivre, lequel aurait été un meilleur
représentant pour le sommet 6 que le sommet 7.
De e fait, les deux règles de déimation (3.5.2 p. 39) portent sur le graphe de
similarité, e qui signie que le voisinage ΓSimk(si) d'un sommet si est onsidéré
dans le graphe de similarité Simk.
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G   graphe d’ajacence niveau k
(a) (b) (c)
obtenu avec un seuil  global obtenu avec un seuil  local
Sim  graphe de similarité Sim  graphe de similarité
































Décimation & fusion sur Décimation & fusion sur
Graphes d’adjacence G   correspondant aux trois méthodes de décimation/fusion
Fig. 3.6 : Trois méthodes de déimation/fusion ; la valeur portée par les sommets est is-
sue d'un tirage aléatoire (as stohastique), ou de la réponse d'un opérateur
d'intérêt(as adapté).
3.6.3 Fusion sur le graphe de similarité
On dispose d'un ensemble de sommets survivants : Sk+1 et non-survivants : Sk−
Sk+1.
Chaque sommet si non-survivant doit se rattaher (hoisir un père) à un sommet
survivant père(si) de S
k+1
en s'adaptant au ontenu de l'image 'est-à-dire suivant
des ontraintes d'homogénéité. On sait qu'il existe un tel sommet dans le voisinage
ΓSimk(si) de si ar S
k+1
est un ensemble stable maximal (règle 2) du graphe de




h(si, sj) : sj ∈ ΓSimk(si) ∩ Sk+1
)
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3.6.4 Constrution du graphe d'adjaene du niveau supé-
rieur
Deux sommets du niveau k + 1 vont être liés dans le graphe d'adjaene Gk+1
s'il existe au moins un ar dans Ak liant un ls du premier sommet à l'un des ls de
l'autre sommet :
∀si, sj ∈ Sk+1, (si, sj) ∈ Ak+1 ⇐⇒ ∃(sp, sq) ∈ fils(si)× fils(sj) : (sp, sq) ∈ Ak
3.7 Constrution de la pyramide de graphes
La segmentation ave les pyramides irrégulières est don une onstrution as-
endante à partir d'une partition initiale, qui peut être l'image elle même. Chaque
graphe d'un niveau est obtenu en ontratant le graphe du niveau inférieur et en
rattahant les sommets non-survivants à un survivant de leur voisinage. Cette pro-
édure, que nous allons résumer i-dessous, est itérée tant que le nombre de sommets
déroît signiativement d'un niveau à l'autre.
Tant que (Card(Sk−1)− Card(Sk) ≥ ontration minimale)
1. Construire le graphe de similarité du niveau ourant Simk. On peut avoir re-
ours dans ette étape à un seuil global (graphe non orienté) ou loal (graphe
orienté) sahant que les solutions loales permettent de limiter ertains arte-
fats inhérents aux pyramides.
2. Déimer les sommets du graphe. Le graphe en question peut être le graphe
d'adjaene ou de similarité. La méthode de déimation pourra être stohas-
tique ou adaptée. On préférera en général une approhe de type déimation
adaptée sur graphe de similarité ar elle est plus adaptée au ontenu de l'image,
même si elle augmente sensiblement le nombre d'itérations pour atteindre la
onvergene.
3. Rattaher les non-survivants au sommet survivant de leur voisinage le plus
similaire.
4. k ← k + 1
5. ∀siSk, aluler les attributs de la région assoiée au sommet si. Cette étape
peut généralement être eetuée à partir des attributs des ls du sommet
ourant.
6. Construire le graphe d'adjaene du niveau ourant en fontion des adjaenes
des ls des sommets du niveau inférieur.
3.8 Perspetives et onlusions sur les pyramides de
graphes
Les pyramides irrégulières proposent une approhe élégante pour la segmentation
distribuée des images. Un de leurs atouts est le plongement du problème dans le
adre des graphes permettant don de s'appuyer sur leurs fondements théoriques et
d'utiliser le vaste outillage algorithmique mis à leur disposition.
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L'approhe débouhe sur une pile de graphes permettant aux phases d'analyse
ultérieures de hoisir un niveau de résolution adéquate. De plus, es graphes four-
nissent des informations sur la topologie entre régions, failitant les étapes de vision
haut niveau.
Cette approhe algorithmique permet d'introduire de nombreux points de ontrle
permettant d'intégrer de la onnaissane a priori et de guider au mieux les fusions.
Cependant, omme Bertolino le fait remarquer dans [Ber95℄ : d'une part des
disontinuités signiatives sur l'image originale ont tendane à disparaître ; d'autre
part des frontières apparaissent dans des régions assez homogènes.
L'enrihissement du adre déisionnel peut apporter une solution à es problèmes.
Par exemple, Bertolino et Montanvert [Ber96℄ proposent de prendre en ompte les
informations de ontours an de forer ou interdire des fusions. Montanvert, Cho
et Meer [Mon94, Cho97℄ proposent une segmentation par onsensus de plusieurs
pyramides obtenues à partir de la même image soure.
3.9 La pyramide irrégulière duale et les noyaux de
ontration équivalents
3.9.1 Introdution
Les pyramides sont des représentations hiérarhiques de l'image organisées en
pile de graphes dont le nombre de noeuds déroît lorsque la pyramide est parourue
de la base à l'apex. La pyramide irrégulière stohastique [Mee89℄ s'appuie non pas
sur des grilles rigides omme le font lassiquement les pyramides, mais plutt sur
des pavages irréguliers.
Cette exibilité se paie par un algorithme de déimation dont ni la struture
de données, ni le nombre d'itérations ne sont bornés. D. Willersinn propose des
pyramides irrégulières duales [Wil94℄ dont la déimation s'eetue sur le graphe
d'origine ainsi que sur son dual. Ces traitements opèrent sur une struture de données
bornée par un algorithme itératif dont le nombre d'itérations est lui aussi borné.
Les pyramides irrégulières ont obtenu des résultats prometteurs en segmentation,
néanmoins un problème réurrent est l'extration des régions de petite taille et des
régions de grande taille à des niveaux diérents.
Cette diulté peut être dépassée par l'usage d'un graphe de similarité [Mon91℄
qui permet de bloquer les ontrations indésirables. Un autre moyen est simplement
d'autoriser des fateurs de ontration diérents suivant la loalité. W.G. Kropatsh
y parvient par l'utilisation des noyaux de ontration équivalents [Kro95℄.
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Les setions 3.9.2 (dénition du dual), 3.9.3 (paramètres de déimation) et 3.9.4
(déimation duale) dénissent la pyramide duale à l'aide du formalisme de W. G.
Kropatsh, introduisant ainsi la setion 3.9.5 qui porte sur l'extension de son forma-
lisme aux noyaux de ontration équivalents. Finalement, la setion 3.9.6 propose
quelques perspetives oertes par de tels outils.
3.9.2 Graphe dual G∗
Soit un graphe planaire Gi(Ni, Ai), où Ni est l'ensemble des noeuds et Ai l'en-
semble des ars. Ce graphe peut être un graphe d'adjaene de régions obtenu di-
retement depuis l'image ou à l'aide d'une pré-segmentation. Ni est alors identié
aux régions et Ai aux relations binaires de voisinage entre régions. On observe des
faettes ; les arêtes sont des ars de Ai et les sommets des noeuds de Ni.
Le graphe dual G∗i (Fi, Di) est tel que Fi est identié à l'ensemble des faettes, et
Di à l'ensemble des relations binaires de voisinage entre faettes.
Deux faettes sont voisines si elles partagent une arête en ommun. De fato, il
existe une bijetion reliant les ars de Ai aux ars de Di. Supprimer un ar de Ai
revient à supprimer un ar de Di et réiproquement.
W. D. Kropatsh [Kro94℄ montre qu'en général ni Gi, ni G
∗
i ne sont simples, i.e.
ils possèdent des boules et des ars doubles. Or, travailler systématiquement ave
des graphes d'adjaene de régions simples orrespond à une mauvaise desription
de la topologie des régions, e qui se réperute dans la onstrution du dual.
3.9.3 Paramètres de déimation et ontraintes assoiées
La déimation duale proprement dite, tout omme la déimation lassique [Mee89℄,
ne ommene qu'après que les noeuds et les ars aient été partionnés en survivants
et non-survivants.
On note Si ⊂ Ni les sommets survivants et Ai,i+1 ⊂ Ai les ars non-survivants.
Ces ars relient haque non-survivant (s ∈ Ni − Si) à un de leur voisin survivant.
Connaissant G, le ouple (Si, Ai,i+1) sut à retrouver es deux partitions i.e. les
sommets survivants et non-survivants. Le ouple (Si, Ai,i+1) est appelé paramètre de
déimation [Kro94℄.
Des tehniques de séletion de (Si, Ai,i+1) sont détaillées dans [Mee89, Mon91,
Jol92, Ber93℄. Le ouple (Si, Ai,i+1) doit vérier des ontraintes que e soit pour la
pyramide irrégulière lassique [Mee89℄ ou duale [Wil94℄. Dans la pyramide irrégulière
(3.5.2 p. 39), les ontraintes sont les suivantes :
 deux noeuds de Si ne peuvent être voisins [C1℄ ;
 un ar de Ai,i+1 a pour extrémités, un noeud survivant et un autre non-
survivant. Chaque noeud non-survivant est assoié à un seul ar de Ai,i+1.
[C2℄
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Dans le adre de la pyramide duale, [C1℄ est abandonnée. On remarque alors que les
paramètres de déimation munis de la ontrainte [C2℄ forment une forêt reouvrante.
Les arbres prennent leurs raines parmi les noeuds Si et leurs branhes sont onsti-
tuées par les ars de Ai,i+1. Ces arbres sont appelés noyaux de ontration [Kro95℄.
La ontrainte [C2℄ impose aux arbres d'être de profondeur 1, e qui implique que le
fateur de ontration soit identique quel que soit le noyau de ontration onsidéré.
3.9.4 Déimation duale
La ontration duale (appelée aussi déimation duale) est une fontion C qui
assoie aux graphes (Gi, G
∗
i ) les graphes (Gi+1, G
∗
i+1) et dont le proessus est ontrlé
par les paramètres de déimation (Si, Ai,i+1). Une ontration peut être formulée de







i ), (Si, Ai,i+1)
]
Le proessus de déimation au sens large se ompose de 5 étapes [Wil94℄ [Kro94℄ :
1. séletion des paramètres de déimation (Si, Ai,i+1) ;
2. ontration des ars de Ai,i+1 :
 identiation des extrémités de haque ar de Ai,i+1 ;
 suppression des ars de Ai,i+1 et des ars duaux ;
3. séletion des paramètres de déimation (S∗i , A
∗
i,i+1) pour l'élimination des fa-
ettes inutiles :
 Toute faette dont le degré est supérieur à 2 appartient à S∗i ;
 S∗i et A
∗
i,i+1 vérient les ontraintes [C1℄ et [C2℄ ;
4. ontration des ars de A∗i,i+1 ;
5. retour en 3, tant qu'il existe des faettes de degré inférieur à 3.
L'étape (2.) rée des redondanes topologiques, i.e. des ars doubles et des boules.
Les étapes (3.), (4.) et (5.) sont hargées de les éliminer. D. Willersinn [Wil94℄ montre
que le voisinage d'une faette reste identique ou diminue au ours des déimations
suessives.
L'algorithme n'utilisant pas le voisinage des noeuds du grapheGi mais au ontraire
eux de son dual G∗i , la struture de données utilisée peut être bornée en espae
mémoire.
L'étape (4.) peut réer de nouvelles faettes à éliminer, 'est pour ela que l'on
réitère le proédé en (5.). L'apparition de es nouvelles faettes ne peut se faire que
dans un sous-graphe situé autour du lieu de la ontration (4.). La portée limitée
des eets de la ontration et le degré borné des faettes sont les arguments à la
base de la démonstration sur l'existene d'une limite sur le nombre d'itérations de
l'algorithme [Wil94℄.
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3.9.5 Noyaux de ontrations équivalents
On remplae la ontrainte [C2℄ par la ontrainte [C3℄ : un ar de Ai,i+1 a pour
extrémités un noeud survivant et un autre non-survivant ou deux noeuds non-
survivants. Chaque noeud non-survivant est relié à un unique noeud survivant par
un hemin onstitué des ars de Ai,i+1.
Les noyaux de ontration munis de la ontrainte [C3℄ deviennent alors des arbres
de profondeur quelonque. L'ensemble de es arbres forme toujours une forêt reou-
vrante [Kro95℄. On peut en tirer deux onséquenes :
1. il devient alors possible d'avoir des fateurs de ontrations multiples sur un
même niveau ;
2. la omposition de plusieurs ontrations devient elle-même une ontration.
Cela signie aussi que n'importe quel niveau de la pyramide duale est alulable




















En omposant toutes les ontrations néessaires pour obtenir une pyramide de sa
base à son apex, il en résulte un unique noyau de ontration équivalent, i.e. un
arbre reouvrant dont la raine représente l'apex. En déorant les noeuds et les ars
de et arbre par des labels désignant le niveau où ils deviennent non-survivants,
nous obtenons une autre représentation de la pyramide irrégulière. En se dotant
d'opérations modiant les labels et la struture même de l'arbre, il est alors possible
d'énumérer toutes les pyramides irrégulières duales existantes [Kro95℄.
3.9.6 Perspetives
Les travaux sur la pyramide duale ne semblent onerner qu'une implantation
matérielle parallèle. Néanmoins, l'abandon de la ontrainte [C1℄ et le remplaement
de la ontrainte [C2℄ par [C3℄ aélère la onvergene du proessus de déimation : il
n'y a plus de synhronisation globale portant sur tous les sommets d'un niveau avant
de passer au suivant. La pyramide duale permet une extration rapide des maximas
loaux 'est-à-dire des régions importantes et failes à extraire. Cette information
peut ensuite être utilisée dans une approhe desendante pour assister l'extration
des régions plus déliates.
Comme nous le verrons dans le hapitre 4 onsaré à la vision, on retrouve souvent
e prinipe d'un proessus guidé par les données se foalisant sur les zones les plus
failes à traiter. L'information extraite permet dans un seond temps d'apporter des




Les systèmes de vision
Notre objetif futur étant d'intégrer les étapes du moyen et haut niveau de la
vision, nous présentons dans e hapitre un état de l'art des systèmes de vision. Cette
étude permet un élargissement du domaine d'analyse indispensable à la oneption
d'un module de segmentation, dont la voation est d'être intégré dans un système
plus vaste.
Les reherhes sur les systèmes de vision ont donné lieu à des réexions sur une
méthodologie plus générale de oneption des systèmes de vision inluant l'étape de
segmentation. Nous ommenerons par évoquer es ourants de pensée qui ont gran-
dement inuené notre approhe. Nous montrerons que es approhes aboutissent
au adre pluridisiplinaire de la systémique que nous tâherons de résumer.
Nous dérirons ensuite (4.3 p. 58) les diérents omposants intervenant dans un
système de vision dans le adre de l'approhe traditionnelle. Ainsi, nous évoquerons
la théorie omputationnelle dérivant le modèle 'est-à-dire le pourquoi et le quoi
des entités alulées.
Puis, nous évoquerons les diérentes stratégies de navigation (4.5 p. 68) dans et
environnement d'informations et les diérentes approhes de mises en orrespon-
dane entre un modèle et des observations.
Finalement, nous aborderons le omment 'est-à-dire les tehniques de représen-
tation de la onnaissane (4.6 p. 72).
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4.1 Introdution
Un système de vision a pour objetifs de onstruire et maintenir une desription
utile du monde extérieur à partir d'images perçues. Le système proède par une mise
en orrespondane entre les informations perçues et un modèle.
Ce proessus est onfronté à des ambiguïtés dues à une information entahée
d'erreurs, subissant ainsi des distorsions. De plus, le problème à résoudre ne peut
être omplètement spéié, les objets herhés étant impréditibles et multiformes
(une maison n'a pas toujours le même nombre de fenêtres). C'est don un problème
inverse mal posé qui subit l'absene de bijetion entre un modèle et une observation.
Intuitivement, il onvient d'ajouter de nouvelles ontraintes an de lever au mieux
les ambiguïtés.
4.2 Méthodologies de l'analyse des systèmes de vi-
sion
Les diérentes méthodologies d'analyse du problème de la vision reètent les
diérents ourants de pensées philosophiques et sientiques d'analyse des systèmes
omplexes.
4.2.1 De l'approhe traditionnelle
La première approhe, le reonstrutionnisme, formalisée par Marr [Mar82℄ tend
à onsidérer le système de vision indépendamment des objetifs et du ontexte d'a-
quisition. L'objetif générique est de reonstruire en interne une représentation 3D
de la sène. On proède par l'approhe lassique de Desartes [Des37℄ qui onsiste
à déomposer le problème en autant de fois qu'il est néessaire pour obtenir des
sous-problèmes solubles.
Axe d'analyse suivant le détail dans les spéiations du système : Marr
propose de déomposer l'analyse du problème suivant un axe dénotant le détail dans
les spéiations. On y trouve trois niveaux :
1. La théorie omputationnelle onerne l'étude des entités à aluler, la
justiation et la logique de leurs aluls et les stratégies ommandant es
derniers. C'est le quoi et le pourquoi du système.
2. Les représentations et les algorithmes anent le premier point en préi-
sant la mise en ÷uvre logiielle sous forme de strutures de données et d'algo-
rithmes.
3. L'implémentation est la dernière étape dans laquelle l'on traite l'implémen-
tation matérielle.
Axe d'analyse suivant les niveaux de desription de l'information : à e
premier axe d'analyse s'ajoute un deuxième axe omplémentaire. Cet axe s'étend le
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long des niveaux de représentation des informations traitées par système de vision :
du numérique au sémantique en passant par le symbolique.
Nous avons hoisi une déomposition plus détaillée que elle fournie par Marr
traduisant les étapes généralement utilisées en vision (g. 4.3, p. 61) :
1. l'image, ou niveau signal est une grille 2D d'intensités lumineuses ;
2. le roquis élémentaire : niveau symbolique ou syntaxique qui est onstitué
des attributs 2D de l'image (régions, segments) ;
3. le roquis 2.5 D : niveau symbolique ou syntaxique dénotant les propriétés
tridimensionnelles loales des surfaes visibles omme leurs orientations et leurs
profondeurs par rapport à l'observateur ;
4. le roquis 3 D : niveau symbolique si 'est une simple desription des objets
physiques en termes de volume. Ce peut être le début du sémantique si à
l'instar de Marr on ajoute leur interprétation et leur organisation spatiale ;
5. l'interprétation : niveau sémantique interprétant les objets ou la sène ob-
servée. Certains auteurs fusionnent e niveau ave le préédent.
MClamrok propose une méthodologie d'analyse ombinant les deux axes, 'est-
à-dire une analyse suivant le premier axe pour haque niveau du deuxième axe.
Dans ette approhe, le système onsidéré est la sène, phénomène résultant, qui a
une existene intrinsèque indépendante de l'observation faite par l'outil de vision.
D'après Lewes [Lew75℄ les phénomènes résultants peuvent être abordés par une ap-
prohe analytique. Ainsi, la méthodologie selon les deux axes préédents onsiste
à onevoir un modèle analytique que l'on va onfronter à l'observation par une
suession de transformations asendantes de l'information. La validité des trans-
formations est fondée sur la validité du modèle analytique et statique de la théorie
omputationnelle.
Pour expliquer la lenteur des progrès en vision, Pavlidis [Pav92℄ évoque la simpli-
ité des modèles utilisés. Cependant, ette vision des hoses se trouve onfrontée à la
omplexité insurmontable de la oneption de tels modèles pour traiter un problème
mal posé (absene de bijetion sène/modèle).
Pour résoudre e problème, il s'agit plutt de trouver de nouvelles ontraintes à
appliquer à l'outil de pereption an de résoudre les ambiguïtés. La question est :
d'où pouvons nous tirer es nouvelles ontraintes ?
4.2.2 Vers une approhe systémique
À la question préédente, ertains herheurs préonisent de tirer es nouvelles
ontraintes des buts, de l'outil de vision lui-même et du proédé d'aquisition de
l'image.
Il onvient don d'adopter une attitude d'analyse plus globale (systémique) en
ajoutant au système qu'on analyse l'ensemble des éléments intervenant dans le trai-
tement de la sène 'est-à-dire les buts, le système de vision lui-même, et an de
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trouver de nouvelles ontraintes. Nous allons évoquer diérentes approhes qui in-
tègrent progressivement davantage d'éléments dans le système analysé.
La vision ative (Aloimonos [Alo88℄) propose un observateur atif se déplaçant
de manière onnue permettant d'enrihir l'information aquise et ainsi de mieux
ontraindre son traitement. Il utilise une reonstrution interne ne rompant pas
ave l'approhe reonstrutionniste.
La vision intentionnelle énonée par Aloimonos [Alo90℄ insiste sur les buts du
système de vision. De ette manière la vision sera guidée par des buts préis ne né-
essitant pas une reonstrution exhaustive de la sène. La prise en ompte expliite
de buts permet de ontraindre le proessus de vision selon le paradigme énoné par
Bajsy we do not see, we look. Aloimonos illustre ses propos à travers un système
de vision ative intentionnelle : Medusa.
Les deux approhes suivantes proposent des délinaisons autour de la vision
guidée par les buts en anglais : goal-driven ou purposive vision.
La pereption ative proposée par Bajsy [Baj88℄ enrihit l'approhe de la vision
ative en introduisant une boule de rétroation sur le module d'aquisition, guidée
par les buts de la pereption.
La vision animée proposée par Ballard [Bal91℄ étend la notion de pereption
ative en ne onsidérant le système que omme un élément onstitutif d'une entité
plus vaste interprétant un environnement, s'y déplaçant et y agissant. Cette approhe
rompt dénitivement ave le reonstrutionnisme et s'inspire de l'approhe béhavio-
riste de Brooks [Bro86℄ qui onsidère que la meilleure représentation du monde est
le monde lui même exluant ainsi tout modèle interne de elui-i.
L'approhe systémique proposée par Jolion [Jol94℄ énone expliitement le fait
que la vision est un élément d'un système plus global non réduit à l'analyse indé-
pendante de ses parties, [Jol01℄.
Le paradigme systémique fournit une approhe à la oneption d'une mé-
thodologie générale pour la ompréhension des systèmes, qui se veut non
rédutionniste, i.e. dans le sens de Desartes. Ce dernier proposait de dé-
omposer un problème en sous-problèmes, de résoudre es sous-problèmes
séparément et ensuite de revenir au problème initial. Au ontraire, la
systémique privilégie le système vu dans sa globalité et propose don que
elui-i soit étudié en premier".
Ce adre d'analyse permet de dégager de nouvelles ontraintes émergentes des
interations entre éléments du système global. Cei est fait en rendant expliite
l'existene de ontraintes de diérentes natures. En eet, l'approhe systémique
identie lairement plusieurs types de ontraintes :
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1. Les ontraintes objetives sont intrinsèques à l'objet et ne prennent pas en
ompte l'observateur. L'approhe traditionnelle a foalisé son attention sur e
type de ontraintes. Les travaux menés en segmentation d'image en sont aussi
un parfait exemple.
2. Les ontraintes idéalistes sont entrées sur l'observateur (le sujet). Elles
partent du prinipe que la sène est une réalité subjetive observée, l'observa-
teur dispose de proédures visuelles et d'une arhiteture spéique. L'analyse
de es spéiités apporte des informations permettant de ontraindre le sys-
tème de vision. Par exemple, l'analyse des spéiités et des limites du système
visuel humain est une importante soure d'inspiration.
3. Les ontraintes systémiques portent sur l'analyse globale du système et
sur les propriétés émergentes de l'interation entre ses parties. L'analyse des
interations entre omposants et impat global en résultant, évaluée en termes
d'optimalité, de robustesse ou d'eaité, doit permettre d'améliorer l'inté-
gration de es diérents omposants.
4.2.3 Disussion
4.2.3.1 Digression sur les diérents ourants de pensée
L'évolution des approhes en système de vision est symptomatique de l'évolution
de ourants de pensée forts et onvergeants du XXème sièle. De plus, les onepts à
la base des systèmes multi-agents, que nous utilisons, sont l'expression informatique
de es ourants de pensée. Nous allons don brièvement évoquer quelques points
aratérisant es derniers.
Fae à l'éhe de la méthodologie rédutionniste de Desartes pour l'analyse des
systèmes omplexes, les philosophes, épistémologues et sientiques ont suggéré la
néessité d'une approhe pluridisiplinaire et globale. Cette approhe s'appuie sur
le fait qu'une déomposition analytique (reonstrutionnisme en vision) transforme
l'objet étudié et ne permet pas d'envisager les aratéristiques émergentes de l'in-
teration de ses omposantes : le tout est plus que la somme de ses parties.
La systémique est don au arrefour d'un ensemble de ourant de pensée. Le ho-
lisme, par exemple, onçoit le réel omme onstitué d'un ensemble d'entités inter-
dépendantes. Il onentre son analyse sur les interations entre entités. L'émergen-
tisme quant à lui onsidère que les aratéristiques d'un système ne se retrouvent
dans auune de ses parties mais qu'elles sont propres à la totalité du système [Ber99℄.
Ce prinipe est bien illustré par la Gestaltpsyhologie ou psyhologie de la forme
apparue dans les année 20 en Allemagne qui énone le fait que les phénomènes
visuels sont perçus dans leur totalité. Appliqué aux ativités ognitives des êtres
vivants et plus partiulièrement à la onsiene humaine, e ourant de pensée dit
qu'une analyse ne peut être menée hors de leur adre de vie (le système analysé doit
inlure l'environnement). Fransiso Varela [Var98℄ insiste sur l'aspet inarné dans
un environnement au travers d'une interation dynamique omme prérequis nées-
saire au développement et à l'analyse des faultés ognitives. On retrouve e prinipe
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dans l'approhe de Ballard ainsi que dans l'approhe réative de Brooks [Bro86℄ qui
préonise un observateur sans mémoire propre (opposition au reonstrutionnisme
et au ognitivisme) utilisant à travers une interation dynamique l'environnement
omme mémoire externe. Ce mode de pensée est parfaitement illustré par la yber-
nétique de Norbert Wiener. Un problème omme le ontrle de la température dans
une pièe traité par une approhe analytique, néessiterait la modélisation des im-
pédanes thermiques des murs de la pièe, de la prise en ompte de la température
extérieure, du vent, et. Une approhe ybernétique, dynamique et inarnée règle
le problème très simplement à l'aide d'une boule de rétroation implantée sous la
forme d'un thermostat.
Donnons un autre exemple de la pensée systémique. Dans un bâtiment relati-
vement haut les usagers se plaignent de devoir attendre l'asenseur, les ingénieurs
optimisent les algorithmes de gestion de l'asenseur mais rien n'y fait, les usagers
se plaignent toujours. En omplexiant le problème 'est-à-dire en onsidérant les
usagers omme faisant partie du système, on ajoute des miroirs dans lesquels ils
peuvent se regarder à té des portes de l'asenseur. Les plaintes essent !
4.2.3.2 Quelle méthodologie ?
Le débat sur le hoix d'une méthodologie a donné lieu à une série d'artiles
[CVG94℄ opposant les reonstrutionnistes (itons Tarr et Blak [Tar94℄) aux sup-
porters de la vision intentionnelle (purposive vision) (itons Aloimonos [Alo94℄). On
reprohe à la reonstrution de vouloir bâtir un système de vision général à l'ins-
tar de la vision humaine sans intégrer les buts du système, se onfrontant ainsi à
l'extrême diulté de la oneption de modèles des entités à aluler (la théorie
omputationnelle).
On reprohe aux tenants de la vision guidée par les buts des oneptions trop
simplistes et spéialisées n'enrihissant pas une théorie générale.
Les tenants de la vision intentionnelle argumentent que leur approhe a donné
des résultats et qu'elle fournit une nouvelle approhe méthodologique (tendant vers
la systémique). Tandis que les reonstrutionnistes revendiquent une théorie générale
dont la vision guidée par les buts n'est qu'un as partiulier.
Nous pensons qu'on ne peut pas feindre d'ignorer le saut méthologique apporté
par la vision intentionnelle/ative dans son élargissement du système analysé et dans
son inarnation (vision animée). Cette étape vers une approhe systémique ainsi que
les nouvelles ontraintes générées garantissent la viabilité de l'approhe.
On ne peut pourtant ondamner l'aspiration à faire un système de vision général,
d'autant que les onepts qui y sont développés enrihissent la onnaissane du
domaine et ont parfois des retombées éonomiques (niveaux bas et intermédiaire du
système VISIONS [Han78℄). De plus, les niveaux de représentation introduisent une
progressivité dans l'interprétation et également une diminution de la omplexité des
aluls dont on peut diilement se passer dans ertains as omplexes.
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L'approhe systémique dépasse es deux approhes. Anrer l'analyse des systèmes
de vision dans un adre systémique permet d'identier plus lairement les diérents
omposants du système. Cependant, la omplexité résultante peut paraître dérou-
tante (par ex. le système de vision fait partie du système analysé), elle peut générer
des problèmes d'auto-référenes [Hof85℄ et d'obsurs débats du type tout est dans
tout, et réiproquement. Il est don néessaire de se doter de méthodes apables
d'appréhender ette nouvelle omplexité. Tostsos [Tso94℄ et Jolion [Jol94℄ proposent
des pistes artiulées autour de l'analyse des ontraintes.
Selon l'approhe systémique, la vision est un phénomène émergeant de l'in-
teration de la sène, des apteurs, des buts et du système de vision qui lui même
est omposé d'un ensemble de modules traduisant des onnaissanes très variées.
Il est don néessaire de se doter d'outils apables de traduire naturellement ette
méthodologie émergentiste de la même manière que la programmation objet tra-
duit une méthodologie de oneption de logiiels. Ces outils doivent permettre une
bonne intégration de es éléments et fournir une struture de ontrle exible.
Les approhes multi-spéialistes à base de tableaux noirs ou multi-agents proposent
des solutions élégantes permettant une modélisation expliite des interations entre
omposants.
Nous allons à présent retourner dans le adre traditionnel de l'analyse des sys-
tèmes de vision. Nous nous plaçons don dans la typologie proposée par D. Marr,
et nous ommenerons par évoquer le niveau oneptuel ou niveau de la théorie
omputationnelle.
Nous proposons trois axes de déomposition du niveau oneptuel :
1. l'axe des informations sur lequel on trouve le modèle et les observations (4.3
p. 58) ;
2. l'axe des fontionnalités sur lequel on trouve les tâhes ou proédures visuelles
(4.4 p. 64) ;
















Fig. 4.1 : Les trois axes de déomposition du niveau oneptuel.
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4.3 Les informations omposant la théorie ompu-
tationnelle
Nous allons dans ette setion évoquer l'ensemble des omposants intervenant
dans le proessus de vision par ordinateur selon l'approhe traditionnelle. Un sys-
tème de pereption a omme objetif de fournir une représentation utile des images
perçues. Les reonstrutionnistes se sont xé omme objetif de fournir une représen-
tation sémantique de la sène an de pouvoir en faire une interprétation. Sous et
aspet, la vision est un proessus de transformation d'une information quantitative
et numérique en une information qualitative et sémantique.
Cette transformation s'eetue généralement de manière progressive, à travers dif-
férents niveaux d'abstration dont le nombre dépend de l'appliation. Les onnais-
sanes aquises sur la vision humaine onrment et aspet des hoses : elle est om-
posée de ouhes de neurones hiérarhiquement struturées [Jol01, hap. 2℄. C'est e





























Fig. 4.2 : Les omposants d'un système de vision orienté reonstrution de onepts.
Chaque plan de ette représentation hiérarhique se déompose en deux sous-
parties (g. 4.3, p. 61) :
58
4.3. LES INFORMATIONS COMPOSANT LA THÉORIE
COMPUTATIONNELLE
1. Les onnaissanes a priori forment un prototype des entités (primitives
d'image, objets, sènes) que l'on souhaite identier dans l'image. On y retrou-
vera des ontraintes portant sur des valeurs attendues des attributs et des
relations spatiales (4.3.1 p. 59) & (4.3.2 p. 61). On utilise souvent le voable
de LTM (Long Time Memory) à l'image des règles dans un système à base de
onnaissanes.
2. Les observations obtenues en transformant l'information (l'image à l'origine)
niveau après niveau. Cette mémoire à ourt terme STM (Short Time Memory)
représente l'état ourant de pereption du système.
Les onnaissanes dans le système de vision peuvent aussi être distinguées selon
qu'elles sont desriptives ou opératoires :
1. Les onnaissanes desriptives se présentent omme une liste d'attributs
numériques et/ou symboliques dérivant les entités manipulées par le système.
Elles modélisent aussi les diérents types de relations entre es entités, relations
qui peuvent être spatiales, de omposition, de spéialisation ou de vue.
2. Les onnaissanes opératoires manipulent et ombinent les onnaissanes
desriptives pour en extraire de nouvelles. On utilise le voable de soure de
onnaissanes, tâhe ou KS (Knowledge Soure) pour les proédures purement
alulatoires : tâhe de segmentation par exemple. Ces KS traitent générale-
ment des informations du niveau bas ou intermédiaires, et sont indépendantes
du domaine d'appliation.
On utilise plutt le terme de stratégies pour les proédures liées au ontrle
du système, 'est-à-dire savoir quelle entité il est intéressant de traiter aux
vues des onnaissanes desriptives. Les stratégies manipulent plutt des in-
formations de haut-niveau et sont dépendantes du domaine. Les onnaissanes
opératoires sont la plupart du temps des onnaissanes à long terme, elles
peuvent être amenées à évoluer dans le adre de l'apprentissage.
4.3.1 Connaissanes desriptives symboliques
Les spéialistes bas-niveau (early vision) du niveau intermédiaire extraient une
desription intermédiaire symbolique (tokens en anglais) de l'image. On retrouve
ouramment le voable de primitives d'image pour qualier es données. On trouve
tout d'abord des primitives d'image qui traduisent des indies visuels intrin-
sèques à l'image. Puis, progressivement, le système ombine es primitives en les
onfrontant au modèle (LTM) pour onstruire des entités plus omplexes portant
par exemple des indies de profondeur ou d'orientation de surfae traduisant l'aspet
3D de la sène.
Voii un bref réapitulatif des entités que l'on peut trouver dans un système omme
VISIONS [Han78℄ (g. 4.3, p. 61) :
1. Régions issues d'étapes de segmentation représentées à l'aide de plusieurs at-
tributs :
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(a) attributs photométriques, omprenant la moyenne, la variane, l'histo-
gramme ou même les attributs de texture ;
(b) attributs géométriques omme la surfae, le périmètre, le défaut de ir-
ularité, l'axe prinipal, et.
2. Segments de ontours présents dans l'image, extraits par segmentation. On y
ode la longueur du ontour, son orientation, le ontraste le long du ontour.
3. Groupements de primitives obtenus en ombinant entre eux des primitives à
l'aide de proédures visuelles intermédiaires. On y trouve essentiellement des
haînes de segments de ontour, des lignes parallèles (perpendiulaires), et.
4. Les surfaes ne sont présentes que si l'on souhaite faire une reonstrution 3D.
Ces surfaes sont des régions auxquelles on ajoute des propriétés tridimension-
nelles loales omme l'orientation.
5. Des objets 3D de la sène traduisant la struture tridimensionnelle des objets.
Cette représentation intermédiaire et symbolique de l'image permet de réduire
la omplexité des traitements ultérieurs. Mais omme le souligne Draper [Dra89℄,
ette représentation intermédiaire peut être plus volumineuse que l'image elle même.
En eet, une segmentation préliminaire peut aisément extraire 300 régions et 4000
segments pouvant peser quelques méga-otets.
Le problème réurrent renontré à ette étape de la vision est l'explosion ombi-
natoire générée par les diérentes ombinaisons (groupements) entre es primitives.
L'aès intensif fait par les proédures visuelles intermédiaires néessite une organi-
sation eae. Les solutions existantes se présentent sous forme de bases de données
(par ex. ISR Intermediate Symboli Representation [Bro89℄), permettant une in-
dexation selon deux modes :
1. L'aès assoiatif qui orrespond à des requêtes appliquant des ontraintes sur
les attributs des primitives, par exemple : aès à toutes les lignes de fort
ontraste.
2. L'aès spatial qui orrespond à des requêtes iblées sur une zone d'image
préise.
Bouher [Bou99℄ suggère que l'aès à es strutures de données soit aussi libre
et ouvert que possible, permettant une mise en ommun préoe et aessible aux
proédures visuelles des onnaissanes extraites. Cette base de données peut alors
être vue omme un environnement modié par des entités des traitements qui y
aumulent de manière inrémentale des informations.
Certains systèmes [Han78℄ ajoutent à es primitives un ensemble de liens vers
d'autres onnaissanes desriptives. Ces liens peuvent traduire des relations d'ins-
taniation, de vue entre éléments de diérents niveaux de desription, de ontexte
spatial. Ces liens peuvent don traduire un ensemble de ontraintes de oourrene
entre primitives, il peut aussi permettre de propager des ertitudes au sein de e
réseau d'entités.
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Il est à noter qu'auun onsensus réel ne se dégage sur les strutures de es données.
En l'absene de standard, haque équipe adopte une solution ad ho empêhant













Fig. 4.3 : Les niveaux de desription selon Hanson & Riseman d'après [Han78℄.
4.3.2 Connaissanes desriptives sémantiques
Ce niveau propose une représentation délarative des sènes et des objets que
le système doit identier dans l'image. C'est à e niveau que les entités détetées
aquièrent leur sémantique, 'est don une onnaissane a priori fortement liée au
domaine d'appliation. On retrouve fréquemment le voable d'hypothèses à propos
de es données à ause du aratère inertain qui leur est souvent assoié.
61
CHAPITRE 4. LES SYSTÈMES DE VISION
Dans de nombreuses arhitetures [San95, Mat90, Dra89℄, e niveau se présente
omme un réseau hiérarhique des onepts (objet, sène) du monde observable.
Chaque sommet de réseau représente un ensemble de onnaissanes néessaires
à son identiation dans l'image. Ces onnaissanes sont de deux natures :
1. Les onnaissanes desriptives représentent un prototype de l'objet observable.
Elles peuvent être de deux types diérents :
(a) On utilise des attributs lorsque es onnaissanes sont diretement me-
surables, omme 'est le as pour les objets
1
non déomposables en sous-
parties, on utilise des attributs se référant à la photométrie ou la géométrie
de l'objet.
(b) On utilise des liens vers d'autres sommets pour représenter les diverses
relations spatiales existant entre objets.
Il faut distinguer les onepts observés ou détetés qui sont des instanes d'une
ertaine lasse de onepts et les lasses de onepts elles-mêmes. Les instanes
sont présentes en STM tandis que les lasses représentent des prototypes dans
la mémoire à long terme.
2. Les onnaissanes opératoires représentent les stratégies d'identiation de la
lasse d'objets que le sommet représente. Nous reviendrons plus en détail sur
e point en 4.5.
Les Shémas de VISIONS [Han78℄ et Shema System [Dra89℄ détaillés à la setion
(5.5.2.1 p. 98) illustrent bien notre propos.
Le Système SIGMA [Mat90℄ proède de façon similaire, haque onept étant
représenté par une lasse dont le formalisme relève à la fois des lasses au sens des
langages objet et des frames. Cette lasse ontient les onnaissanes desriptives et
opératoires néessaires à la détetion de l'objet.
Les liens entre sommets représentent les diérents types de relations pouvant
exister entre les onepts.
1. Les liens de spéialisation entre entités traduisent des relations sorte-de
(is-a en anglais). Par exemple, un sapin est une sorte d'arbre.
2. Les liens de omposition (part-of en anglais) entre entités traduisent la
déomposition hiérarhique d'une entité en ses sous-parties (voir g. 4.4).
3. Les liens onituels traduisent la non-onsistene de l'existene simultanée
et voisine de deux onepts.
4. Les liens de vues traduisent les relations entre un objet réel et son aspet
dans une image. Par exemple un ylindre vu de fae se voit omme un retangle
sur l'image.
1
Le terme objet ou onept dénote seulement le aratère sémantique de l'entité, il se peut que
l'objet onsidéré ne soit qu'une sous-partie d'un objet au sens ommun. Par exemple : dossier de
haise.
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Fig. 4.4 : Exemple de liens de ompositions (part-of) entre entités (Shémas) tiré de
[Dra89℄.
5. Les liens d'instaniation traduisent le proessus de mise en orrespondane
du modèle et des observations. Lorsque le système pense avoir identié une
lasse, il génère une hypothèse qui prend la forme d'une instane de la lasse
identiée. Nous reviendrons (4.5.3 p. 70) sur la génération d'hypothèses.
En plus d'anrer les onepts dans l'image, es liens expriment des ritères de ohé-
rene spatiale, omme par exemple les liens reliant un arbre à son tron et feuillage.
En eet, es liens permettent la propagation de deux notions duales :
1. Les ontraintes de non ompatibilité entre hypothèses peuvent être explii-
tement odées omme dans SIGMA [Mat90℄ sous forme d'ars exprimant un
onit entre deux hypothèses. Ces ontraintes peuvent aussi être propagées à
l'aide d'algorithmes de relaxation disrète permettant de réduire l'ensemble
des étiquettes possibles assoiées à un noeud. Dans [Ros76℄ Rosenfeld illustre
ette approhe de relaxation sur les étiquettes possibles à la reonnaissane
d'objets. Tenenbaum et Barrow [Ten77℄ utilisent une approhe similaire de
propagation de ontraintes sur les étiquettes s'appliquant dès la segmentation.
Cette méthode permet d'illustrer la manière dont le modèle (la onnaissane
a priori ) peut s'appliquer dès les étapes préoes de la vision.
2. La vraisemblane aetée à une hypothèse peut permettre de renforer la
vraisemblane des hypothèses voisines. Ce problème de fusion de données
est traité dans VISIONS [Han78℄ par une approhe Bayésienne à l'aide de
probabilités onditionnelles liant la vraisemblane d'un objet par rapport à
ses sous-parties. Exemple : ayant déteté une hypothèse roue ave une er-
taine vraisemblane, la onnaissane a priori de la probabilité onditionnelle
P(voiture|roue) va permettre de propager la vraisemblane de roue vers la
vraisemblane de voiture.
Le modèle doit satisfaire plusieurs ontraintes an de failiter l'ingénierie des
onnaissanes :
1. la distribution néessaire des onnaissanes permet une onstrution modu-
laire et inrémentale ainsi que l'intégration de onnaissanes très hétérogènes ;
2. la délarativité de es onnaissanes est néessaire an d'en autoriser une
évaluation a priori .
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Ces liens permettent aussi, omme nous le verrons plus tard, de guider la stratégie
d'interprétation du système. À la setion 4.6 p. 72, nous préiserons des outils omme
les réseaux sémantiques ou les frames souvent utilisés pour la mise en ÷uvre de es
strutures.
4.4 Les tâhes omposant la théorie omputation-
nelle
Nous allons faire une brève desription de l'ensemble des proédures visuelles in-
tervenant dans un système de vision. Ces tâhes représentent une onnaissane al-
ulatoire généralement proédurale. Ces proédures transforment les informations
omposant la théorie omputationnelle. Ces transformations permettent d'obtenir
d'autre données d'un niveau de représentation supérieur ou égal, voire parfois infé-
rieur.
On distingue les diérentes proédures visuelles sur la nature des données traitées
et sur la quantité de onnaissanes a priori des sènes à traiter qu'elles ontiennent.
On observe don dans la plupart des arhitetures un ensemble de proédures
allant de la vision bas-niveau jusqu'à parfois la vision haut-niveau. Cet ensemble
de proédures assure une transformation progressive des données permettant de
franhir le fossé quantitatif et qualitatif séparant les représentations bas-niveau des
représentations haut-niveau.
4.4.1 Les prétraitements
Les proédures de prétraitement opèrent en amont de la haîne de vision lors de
ette étape. Elles visent à améliorer la qualité d'une image dégradée par l'environne-
ment (par exemple, voile bleu en imagerie satellitaire) ou par la haîne d'aquisition.
Dans e domaine réservé aux traiteurs de signaux, on herhe à produire de nou-
velles images restaurées ou rehaussées en essayant de trouver un bon ompromis
permettant une amélioration de l'homogénéité des régions sans dégrader la netteté
les transitions.
Cette étape, souvent négligée omme peut l'être l'aquisition, doit être prise en
ompte dans le adre d'une analyse systémique, de nouvelles ontraintes pouvant
émerger de l'interation entre proédures de prétraitement et les proédures en aval
de la haîne de vision. En eet, omme ela est souligné dans [Co95℄, l'enhaîne-
ment et le paramétrage des opérateurs doivent être ontraints par des onnaissanes
a priori du ontenu de l'image.
4.4.2 Les tâhes d'analyse d'image
Ces tâhes opèrent au niveau signal, 'est-à-dire l'image, an d'en extraire une
desription symbolique intermédiaire : les indies visuels ou primitives d'images. On
trouve ii prinipalement les tehniques de segmentation (voir hap. 2) et d'estima-
tion de mouvements. Historiquement, on tend à onsidérer les tâhes de bas-niveau
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omme indépendantes vis-à-vis du type dimage traitée ; les aratéristiques à ex-
traire sont intrinsèques à l'image.
Ce dernier point explique en partie pourquoi la onnaissane à e niveau y est
essentiellement proédurale, les systèmes à base de onnaissanes pour la vision bas-
niveau étant relativement rares. Citons tout de même le système de Nazif et Levine
[Naz84℄.
4.4.3 Les tâhes de niveau intermédiaire
Les opérateurs de bas-niveau génèrent des primitives inomplètes : des bouts
de segments non reliés pour une ligne existante ou une sur-segmentation, 'est-à-
dire plusieurs régions pour une zone homogène. Les primitives peuvent aussi être
fausses : une haîne de points de ontours ayant pris un mauvais aiguillage dû à
une évaluation loale perturbée par le bruit (voir les proédures de suivi (2.3.3 p.
24) et fermeture (A.3 p. 255) de ontour). Les régions peuvent être sous-segmentées
reouvrant ainsi plusieurs régions réelles dans l'image.
Les ateurs du domaine s'aordent à dire [Dra89, Cre97℄ que le problème réur-
rent renontré à ette étape de la vision est l'explosion ombinatoire des groupements
possibles entre primitives. Les solutions proposées sont fondées sur l'utilisation mas-
sive de onnaissanes et de ontraintes an de lutter ontre ette ombinatoire, et
lever les ambiguïtés. On distingue ependant deux approhes :
1. Les approhes basées sur un modèle fort (strong model) [Boy00, p. 192℄ uti-
lisent au plus tt une onnaissane très pointue du domaine d'appliation an
de ontraindre et guider les regroupements. Sous et aspet, l'étape intermé-
diaire est orientée reonnaissane, et produit don des résultats à aratère
sémantique orrespondant aux objets de la sène.
2. Les approhes basées sur un modèle faible (weak model) utilisent une onnais-
sane plus générale sur l'apparene du monde visible pour ontraindre les
regroupements. Les résultats obtenus onservent souvent leur aratère syn-
taxique sans qu'il leur soit assoié de sémantique partiulière.
Pour les raisons que nous venons d'évoquer, le hamp d'ation de l'étape inter-
médiaire de la vision est assez mal délimité. Néanmoins, nous allons aborder les
diérentes natures de tâhes intervenant à e niveau de résolution.
L'organisation pereptuelle [Low85, Boy00℄ regroupe un ensemble de traite-
ments herhant à organiser les primitives sur les ritères de psyhologie pereptive
énonés par les psyhologues de la Gestalt (totalité en allemand). Cette éole al-
lemande des années 20 soutient que la pereption que l'humain a du monde n'est
pas une somme d'éléments séparés, mais qu'elle proède par une organisation de
formes globales qui donne un sens à e que nous voyons. Cette approhe déompose
la pereption en trois étapes [Dor99, p. 175℄ : une première étape préoe eetue un
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odage séparé et non attentif des diérents stimulis visuels ; la deuxième étape re-
groupe les informations en strutures plus globales suivant trois ritères ; la troisième
étape est proprement ognitive, elle identie les objets struturés par les deux étapes
préédentes. Le fait que le arré illusoire de la gure de Kanizsa (g. 4.5) soit perçu,
suggère qu'il parvient à la onsiene omme un produit ni (une totalité) et don
que l'attention ou le traitement guidé par des informations a priori ('est-à-dire le
modèle) n'intervient qu'ultérieurement.
Fig. 4.5 : La gure de Kanizsa : le arré illusoire.
Le groupement pereptuel des primitives s'eetue suivant des règles perep-
tuelles dont voii les trois plus ourantes :
1. la règle de proximité qui tend à regrouper les primitives prohes entre elles ;
2. la règle de ressemblane qui tend à regrouper les primitives qui se ressemblent ;
3. la règle de lture qui tend à ombler les éléments manquants d'une forme
familière.
La reonnaissane d'objets herhe à identier dans l'image des motifs (pat-
tern) onnus qui sont stokés dans la mémoire à long terme. Cette étape onnue
sous le voable de reonnaissane de forme (pattern reognition) est un point essen-
tiel et déliat du proessus de vision auquel est onsaré une abondante littérature
[Leb95, Thi97, Kun00, Bel92, The98℄.
Les approhes pour traiter e problème sont très variées :
 Les méthodes statistiques [Leb95, Kun00, The98℄ supposent que les obser-
vations suivent des lois. Dans l'espae des paramètres de es lois, on herhe à
séparer au mieux les diérentes lasses possibles. Nous abordons e problème à
la setion 2.2.2 p. 19, à propos des méthodes de segmentation par lassiation.
 Les méthodes stohastiques fournissent des modèles adaptés à la grande
variabilité des formes, les distanes sont remplaées par des probabilités. On
trouve entre autres les hamps de Markov ahés (Hidden Markov Model HMM)
et les hamps de Markov aléatoires (Markov Random Fields MRF) présentés
à la setion A.1.4 p. 253.
 Les méthodes neuronales [Thi97, The98, Kun00℄ sont à omparer aux ap-
prohes statistiques non paramétriques. En eet, on les utilise lorsque l'on ne
peut modéliser les lois que suivent les observations. On distingue plusieurs
familles de lassieurs neuronaux, itons :
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1. Les lassieurs supervisés non-linéaires dont les pereptrons multi-ouhes
(PMC) et les réseaux à fontions radiales (RFR) sont de bons représen-
tants.
2. Les lassieurs non supervisés, itons les artes topologiques, qui sont à
omparer ave l'algorithme des nuées dynamiques.
 Les méthodes struturelles [Kun00, Bel92℄ fournissent une modélisation ex-
pliite de la onnaissane qui peut don être évaluée a priori et qui peut fournir
a posteriori une expliation de l'éhe ou la réussite de la proédure. Dans es
méthodes, le modèle indique la struture que doit respeter une ombinaison
de symboles (primitives) pour être reonnue. Ce modèle prend généralement
deux formes :
1. Une struture de graphe qui sera onfrontée à la struture des primitives
observées à l'aide d'algorithmes d'isomorphisme de graphes ou de sous-
graphes [Bel92℄.
2. Une grammaire des formes possibles des objets que l'on souhaite reon-
naître [Kun00℄.
 Les systèmes à base de onnaissane utilisés dans Shema System [Dra89℄
et SIGMA [Mat90℄ sont à omparer ave les méthodes struturelles par leurs
aspets délaratifs. La mise en ÷uvre relève des stratégies d'interprétation
traitées (4.5 p. 68). Ces méthodes sont d'ailleurs souvent utilisées omme
outils d'intégration et de ontrle des autres méthodes préédemment itées.
Nous reviendrons sur les tehniques utilisées (4.6 p. 72).
4.4.4 Conlusion
Comme le préisent les onepteurs de VISIONS [Han78, p. 304℄ ainsi que Boissier
dans [Boi93℄, un système de vision doit permettre une intégration harmonieuse et
exible d'un grand nombre de proédures visuelles très hétérogènes. La modularité
entre es proédures doit être préservée an de permettre un développement séparé
sans aeter les performanes du système. C'est pour ette raison que de nombreux
herheurs ont opté pour une arhiteture à base de tableaux noirs (blakboard).
Ainsi, on retrouve souvent les voables de spéialistes, soures de onnaissanes
(Knowledge Soures KS) ou même tâhes pour qualier es proédures.
Le moment où la onnaissane a priori ('est-à-dire un traitement guidé par le mo-
dèle) doit être prise en ompte est un problème essentiel qui divise la ommunauté.
Ce problème fait ého au débat vision reonstrutionniste / vision guidée par les
buts. Certains pensent que la vision bas-niveau et intermédiaire doit être guidée par
les données an de fournir des opérateurs de traitement génériques et robustes fae à
un environnement imprévisible (don diilement modélisable). D'autres herheurs
onsidèrent que le modèle doit être utilisé au plus tt an de répondre eaement
à un problème préis.
Une solution médiane onsiste à introduire le modèle via un séquenement et un
paramétrage partiulier d'opérateurs génériques. C'est le rle des outils de plani-
ation d'opérateurs que nous abordons à la setion 4.5.5 p. 72.
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4.5 Les stratégies de navigation parmi les éléments
omposant la théorie omputationnelle
Lors des setions préédentes, nous avons abordé les diérents omposants onsti-
tuant la théorie omputationnelle, à savoir : des données struturées suivant les
niveaux de représentation et des proédures visuelles transformant es données à
travers les niveaux.
Nous abordons maintenant le problème de la stratégie de navigation dans les
éléments omposant la théorie omputationnelle an d'identier les sènes ou objets
reherhés.
Nous allons présenter les diérents modes asendants, desendants, mixtes et hé-
térarhiques ainsi que le paradigme de génération/ vériation d'hypothèses et de
résolution de onits entre hypothèses. Ce type d'approhe étant orienté onepts
(primitives, hypothèses) nous aborderons nalement l'approhe duale orientée pla-
niation de tâhes.
4.5.1 Stratégies asendantes & desendantes
Les stratégies ontrlent et paramètrent les proédures visuelles an de reon-
naître un objet ou une sène. Suivant les systèmes et les onepts à reonnaître, elles
varient autour de quatre modes diérents :
1. Les stratégies asendantes (bottom-up) proèdent par des transformations
progressives, via les proédures visuelles, des données à travers les niveaux de repré-
sentations. Cette approhe purement reonstrutionniste, guidée par les données
(data-driven), permet de faire émerger un grand nombre de représentations inter-
médiaires générales.
2. Les stratégies desendantes (top-down) sont guidées par les buts du sys-
tème. On herhe à déteter des onepts partiuliers dont le modèle permet de
ontraindre l'extration des informations. Dans ette approhe guidée par le mo-
dèle (model-driven), les proédures visuelles sont utilisées en mode requête déri-
vant préisément des entres d'intérêts.
Des systèmes omme BORG, OCAPI, LLVE de SIGMA ou GOLDIE de Shema
System (4.5.5 p. 72) permettent de traduire es requêtes en un plan de séquenement
d'opérateurs ave un paramétrage adapté.
Comme le suggèrent les tenants de la vision guidée par les buts, une reonstrution
exhaustive de la sène est rarement néessaire. En eet, le système de vision peut
être ontraint par les objetifs partiuliers du système plus général qui l'utilise.
Par exemple : un robot se déplaçant dans un environnement, donne à son système
de pereption des buts préis qui permettent de foaliser et don de ontraindre
l'attention sur des régions ou onepts d'intérêt.
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3. Les stratégies mixtes permettent de ombiner les avantages des deux ap-
prohes : lorsque l'on déouvre une sène sans a priori sur elle-i, une approhe
guidée par les données permet de faire émerger des aratéristiques potentiellement
intéressantes. Les primitives et hypothèses générées permettent d'ativer ertains
onepts du modèle délenhant une stratégie attentive ('est-à-dire ontraignante),
guidée par le modèle, et qui va tâher de vérier les hypothèses et d'en déouvrir de
nouvelles. Certains auteurs dont Rao et Jain [Rao88℄ font référene à la notion de
yle de pereption pour qualier ette alternane des deux modes.
4. Les stratégies hétérarhiques se distinguent des approhes préédentes en
rompant ave l'aspet hiérarhique : asendant, desendant ou alterné. Dans es
approhes entrées onepts, le système ontrle et foalise son attention sur un
onept puis délenhe une stratégie qui lui est adaptée. La stratégie va utiliser
les ars liés au onept pour vérier l'hypothèse ou en générer de nouvelles. Sui-
vant la nature des ars, ette stratégie peut mêler de façon opportuniste approhe
asendante ou approhe desendante.
4.5.2 La foalisation
La foalisation est le point lé du ontrle dans un système de vision. Elle permet
de onentrer l'attention du système sur les éléments les plus pertinents omposant
la théorie omputationnelle et ainsi de ontenir la ombinatoire de la reherhe dans
et espae. On distingue plusieurs types de foalisation :
1. La foalisation spatiale (R.O.I. Region Of Interest) permet de restreindre
des traitements à une zone de l'image. C'est une foalisation pereptive onentrant
l'attention du système sur le où. Elle intervient la plupart du temps dans une
démarhe desendante lorsque l'on herhe à vérier ou déteter une hypothèse.
Dans SIGMA [Mat90℄, lorsqu'une hypothèse, dont on prédit l'existene par une
approhe desendante, n'a pas enore été détetée, une requête de traitement (par
ex. re-segmentation) ontrainte par ette R.O.I est transmise au module LLVE par
le module MSE. Le système de Nazif & Levine [Naz84℄ illustre aussi ette approhe à
l'aide de méta-règles séletionnant des zones, foalisant l'attention des autres règles
sur les régions les plus rihes en information.
2. La foalisation sur un modèle (M.O.I. Model Of Interest) onsiste à hoisir
suivant l'état du système, la partie du modèle à développer.
Cette foalisation onentrant l'attention du système sur le quoi est très poly-
morphe :
1. Le hoix d'une hypothèse à développer parmi toutes elles qui sont existantes
dans le système. Il est généralement basé sur une heuristique : par exemple
dans MESSIE II [San95, p. 78℄, on hoisit les hypothèses les plus failes à
traiter. En eet, un grand objet ave une photométrie bien identiée posera
moins de problèmes qu'un petit objet texturé.
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2. La foalisation peut onsister à ltrer un ensemble de primitives sur un ritère
de vraisemblane ave des types d'objets reherhés. C'est l'autre rle du mo-
dule MSE (Model Seletion Expert) de SIGMA [Mat90℄. Par e proédé, on
évite la prolifération d'hypothèses peu vraisemblables en foalisant l'ativité
du système sur les plus vraisemblables.
3. La foalisation, omme dans VISIONS [Han78℄, peut aussi utiliser la vrai-
semblane et les probabilités onditionnelles reliant les onepts. Ayant une
hypothèse traduisant un onept, la stratégie pourra alors herher à déteter
les sous-parties du onept les plus importantes (approhe desendante). Elle
pourra aussi renforer la vraisemblane d'un onept dont l'hypothèse ourante
est une partie (approhe asendante).
4.5.3 Génération et vériation d'hypothèses
Le paradigme génération et vériation d'hypothèses se retrouve à quelques va-
riantes près dans tous les systèmes de vision. Ce paradigme prend essentiellement
deux formes :
1. La prédition d'hypothèses. Elle a lieu en mode desendant : si l'on dis-
pose d'une hypothèse se déomposant en sous-parties, on va générer (prédire) des
hypothèses reétant l'existene de es sous-parties.
a. Génération par prédition :
Dans Shema System [Dra89℄, supposons qu'une instane du shéma Maison
(g. 4.4, p. 63) herhe à se reonnaître dans l'image. Le shéma va pour ela
mettre en ÷uvre une stratégie spéique à la détetion des objets de type
maison en invoquant, par instaniation, les sous-shémas onstitutifs 'est-à-
dire Toit, Mur, Volet, Fenêtre. L'ordre dans lequel es invoations sont
faites relève de la foalisation. Ces instaniations traduisent un mode préditif
de génération d'hypothèses.
b. Vériation :
La vériation va don onsister dans un premier temps à rétablir une attahe
aux données en herhant à déteter ette hypothèse. Puis dans un deuxième
temps, elle testera la onsistane spatiale de l'hypothèse générée ave ses voi-
sines.
Pour ela, le shéma Toit va mettre en ÷uvre une stratégie spéique qui
onsistera à retrouver (ar le shéma Toit n'est plus déomposable en sous-
shémas) dans la base de données ISR, des primitives orrespondant à ses
onnaissanes desriptives. Si de telles primitives sont trouvées, le shéma
Maison devra vérier la onsistane spatiale de la nouvelle hypothèse Toit
ave ses voisines.
SIGMA [Mat90℄ proède de manière analogue en adressant au module MSE
(Model Seletion Expert) une requête aompagnée de ontraintes de foalisa-
tion sur le type reherhé et la région. Le module MSE transmet une requête
au LLVE (Low-Level Vision Expert) qui va onstruire un plan d'opérateurs
adapté à l'extration de ertaines primitives. Si la requête réussit, lors du pro-
hain yle d'interprétation, le module GRE Geometri Reasonning Expert
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tâhera de vérier la onsistane spatiale de la nouvelle hypothèse.
2. L'identiation d'hypothèses. Elle a lieu en mode asendant : si l'on dispose
d'un ensemble de primitives, le système va tâher d'identier les onepts qu'elles
représentent.
a. Génération par identiation :
Supposons que le système Shéma n'ait pas de but a priori , auquel as il
doit d'abord générer un ensemble d'hypothèses initiales à l'aide de la tâhe
IHS (Initial Hypothesis System) qui va attribuer à haque région d'une pré-
segmentation un degré d'appartenane aux diérentes lasses. Si l'une des ré-
gions a une vraisemblane susante pour appartenir à la lasse Toit, une
hypothèse Toit est générée en instaniant un shéma du même type.
b. Vériation :
Cette phase va onsister à onrmer ette identiation en vériant les ontraintes
relationnelles entre hypothèses (vériation de la onsistane mutuelle, propa-
gation de vraisemblane, et.).
La lasse de shéma Maison surveille à l'aide d'un démon l'apparition de l'hy-
pothèse Toit. L'apparition de l'hypothèse Toit délenhe la réation d'une
hypothèse Maison (génération asendante d'hypothèse), laquelle met en ÷uvre
une stratégie de génération préditive d'hypothèse (desendante) en générant
les hypothèses Mur, Volet, Fenêtre. Puis Maison va vérier la onsistane
de Toit ave les hypothèses voisines.
On voit bien une alternane opportuniste des modes asendants et desendants
dans la génération d'hypothèses aratérisant les stratégies hétérarhiques. En l'ab-
sene de onnaissane a priori , le mode asendant a un rle d'amorçage du système
qui, ensuite, doit s'appuyer le plus possible sur un modèle an de ontraindre par
foalisation ses reherhes.
4.5.4 Résolution de onits
Un onit apparaît lorsque le système donne deux interprétations (hypothèses)
non ompatibles pour une même zone de l'image. Le traitement du problème se
déompose en deux parties : la détetion du onit et sa résolution.
La détetion du onit néessite une ollision entre les deux hypothèses. La
mise en ÷uvre de ette ollision est don dépendante de l'arhiteture sous-jaente.
Dans le as des arhitetures à mémoire partagée, omme les tableaux noirs,
ette ollision est failement détetable en surveillant le tableau noir. Dans Shema
System [Dra89℄, haque hypothèse nouvellement générée est postée dans un tableau
noir global, permettant ainsi de vérier qu'il n'y a pas d'autre hypothèse onituelle.
Dans le as des arhitetures à mémoire distribuée, omme les systèmes multi-
agents n'utilisant que des envois de messages, la ollision est détetée grâe à l'exis-
tene d'un lien entre agents pouvant générer des hypothèses onituelles. Nous pro-
posons [Du00℄ un algorithme distribué permettant de déteter les onits à l'aide
d'un réseau de liens reliant les agents potentiellement en onit.
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2. La résolution est un problème dont la omplexité dépend du nombre d'hypo-
thèses simultanément onituelles. Dans Shema System [Dra89℄, il ne peut y avoir
que deux hypothèses onituelles, elle dont la vraisemblane est la plus forte est
onservée.
Dans le as d'une situation plus omplexe où une multitude de onits loaux
apparaissent, nous proposons [Du00℄ un algorithme basé sur le réseau de liens,
évoqué i-dessus, traduisant la topologie des onits loaux à travers les agents
(hypothèses). Un algorithme itératif distribué permet de résoudre le problème en
utilisant l'utilité des hypothèses (9.9 p. 202) omme ritère de séletion. Cette utilité
pouvant traduire la vraisemblane assoiée à une hypothèse, il n'y a pas de reours
à une zone de mémoire entralisée e qui permet d'éviter un goulet d'étranglement.
4.5.5 Planiation de tâhes
Nous avons abordé la navigation parmi les objets omposant la théorie ompu-
tationnelle à travers le problème de la onstrution de onepts. Nous allons briè-
vement aborder le problème dual d'une reherhe dans l'espae des tâhes. Le pro-
blème onsiste à trouver un plan d'opérateurs, 'est-à-dire une séquene ordonnée
d'opérateurs (tâhes) orretement paramétrés an de déteter des aratéristiques
spéiques dans l'image.
Un ensemble d'outils a ainsi émergé utilisant, pour onstruire leur plan, soit des
systèmes à base de onnaissanes, soit des algorithmes de reherhe de hemin à
oût minimal dans un graphe d'opérateurs.
Exemples : L'expert de bas-niveau LLVE (Low-Level Vision Expert) du système
SIGMA [Mat90, Mat89℄ permet de onstruire un plan d'extration de primitive et
de piloter l'exéution de e plan à partir de requêtes exprimant des ontraintes sur
les primitives à extraire.
Citons aussi quelques outils remplissant des objetifs similaires : BORG (le
système à base de onnaissane) [Clo99℄ & PANDORE (la librairie d'opérateurs)
[Pan01℄ du Grey à Caen ; GOLDIE [Kho87℄ (utilisé dans Shema System) ; et na-
lement l'outil OCAPI proposé par Clément [Clé93℄ (INRIA).
Une autre approhe [Cha91℄ onsiste à utiliser les tehniques de raisonnement
à partir de as (CBR Case-Based Reasonning) assoiant un plan à une situation
donnée (le as). Cette approhe permet d'intégrer un méanisme d'apprentissage.
4.6 Tehniques de représentation de la onnaissane
Après avoir abordé la justiation et la nature (le pourquoi et le quoi) des
diérents omposants de la théorie omputationnelle, nous allons traiter les teh-
niques permettant leur mise en ÷uvre 'est-à-dire le omment. Nous ommenerons
par évoquer les diérentes tehniques de représentation de la onnaissane [Gia89,
hap. 2℄, puis nous présenterons les arhitetures de ontrle.
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La représentation de l'information est un soui majeur dans tous les domaines
de l'informatique. Le soui initial était de permettre un traitement eae des in-
formations irulant au sein du système d'information. La omplexité des systèmes
grandissant ave la puissane des mahines, la première préoupation a progressi-
vement laissé la plae à une deuxième : fournir un formalisme failitant l'ingénierie
du système d'information.
4.6.1 Les diérents formalismes
4.6.1.1 Le formalisme proédural
Dans le formalisme proédural, un programme est onstitué de deux éléments
distints : les strutures de données et les proédures. Le soui réside dans la mo-
dularisation des proédures de traitement failitant l'ingénierie du système d'infor-
mation. Cette tendane est parfaitement visible lorsque l'on observe l'historique des
langages de programmation. Nous sommes passés des langages impératifs, regrou-
pant les diérents assembleurs, aux langages struturés assurant la modularité des
traitements évitant, entre autre l'aspet spaghetti provoqués par les fameux go-
to ou jump. Dans le formalisme proédural, les onnaissanes du domaine et la
manière de traiter es onnaissanes sont onfondues au sein d'une même entité : la
fontion ou la proédure.
4.6.1.2 Les langages objets
La préoupation de modularité ouplée à elle de disposer d'un langage dont
le formalisme s'éloigne du matériel et se rapprohe d'un mode de raisonnement hu-
main, a permis la réation des langages objets où données et traitements sont enap-
sulés dans une même entité oneptuelle : l'objet. L'objet fournit une palette d'outils
oneptuels (héritage, polymorphisme, enapsulation) failitant la maintenane et la
ompréhension des programmes. Ce dernier point est obtenu par une représentation
élatée et expliite des diérentes entités intervenant dans le système d'information.
La représentation expliite de la onnaissane rejoint une préoupation des her-
heurs en intelligene artiielle que l'on peut ressentir dans la ressemblane qu'il y a
entre langage objet et frames. Les formalismes objets et leur notion de spéialisation
ont été utilisés dans des systèmes tels que SIGMA [Mat90℄ ou MESSIE II [San95℄.
4.6.1.3 Les formalismes délaratifs
Les formalismes délaratifs sont issus des tenants de l'approhe ognitive [J.M94,
p. 31℄ des herheurs en intelligene artiielle. Elle met l'aent sur une représen-
tation expliite de la onnaissane s'apparentant ainsi à l'approhe reonstrution-
niste des systèmes de vision. La parenté des deux approhes se perçoit dans la ritique
faite par Rodney Brooks qui préonise, pour la vision, l'utilisation d'arhitetures
réatives omme l'arhiteture de subsumption [Bro86℄ au détriment des systèmes
de vision, disposant d'une représentation interne mise en ÷uvre à l'aide de systèmes
à base de onnaissanes.
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Remarquons au passage que la présene de herheurs omme Marvin Minsky et
Rodney Brooks dans l'IA et la vision illustre bien l'aspet fondamental posé par les
problèmes de la vision et ses réperussions (frames, arhiteture de subsumption)
sur l'IA.
Les points forts de la représentation délarative sont :
 le déouplage entre la onnaissane du domaine que l'on peut trouver dans
les règles et l'utilisation de es onnaissanes qui se trouve dans le moteur
d'inférene ;
 la délarativité permet l'ajout en vra de nouvelles onnaissanes ;
 la lisibilité permet de juger eaement et a priori de la validité des onnais-
sanes ;
 elle failite enn la maintenabilité et don l'ingénierie des onnaissanes.
Malheureusement les intentions des herheurs du domaine ne se sont pas toutes
onrétisées. En eet, le problème du ontrle des systèmes à base de règles, ou
frames, s'avère déliat à résoudre et néessite une bonne onnaissane du moteur an
d'ajuster les priorités entre les règles. De plus, omme le préisent Alliot et Shiex
dans [J.M94, p. 360℄, la notion de génie logiiel étant oue en IA, un système expert
omposé de milliers de règles dépasse les limites raisonnables de la maintenabilité. En
fait, pour de tels systèmes, les systèmes experts deviennent plus déliats à maintenir
que les approhes lassiques.
Nous allons maintenant présenter les trois approhes délaratives de représenta-
tion de la onnaissane les plus ouramment renontrées en image.
4.6.1.4 Les règles de prodution
Les règles de prodution [Gia89℄ proposent un formalisme répandu de représen-
tation délarative de la onnaissane. Dans e formalisme, on représente l'expertise
d'un domaine sous la forme de règles SI <ondition> ALORS <ation>. Cette base
de règles forme la onnaissane a priori ou mémoire à long terme du système qui
s'applique sur la base de faits ou mémoire à ourt terme du système. Le moteur
d'inférene se harge de l'appliation des règles en uniant la partie ondition d'une
règle à un fait ou motif (pattern mathing) de la base de faits, provoquant ainsi le
délenhement de la partie <ation> qui éventuellement peut produire de nouveaux
faits.
Ces systèmes peuvent être utilisés selon deux modes :
 le haînage avant, ou raisonnement guidé par les données, propose de déduire
tout e qui est dédutible à partir d'un ensemble de faits ;
 le haînage arrière, ou raisonnement guidé par les buts, propose de tester la
vérité d'un fait en essayant de trouver un hemin de dédutions logiques jus-
qu'aux faits présents initialement (frontière axiomatique).
Le déouplement onnaissanes (règles) et utilisation des onnaissanes (moteur
d'inférene) pose un problème de ontrle lorsque plusieurs règles sont appliables
en même temps ; on parle de l'ensemble des onits ou agenda des règles délen-
hables. Des systèmes omme OPS-5 ou CLIPS [Cli01℄ proposent alors diérentes
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stratégies de résolution basées sur des priorités assoiées aux règles ou des politiques
de reherhe en profondeur ou largeur d'abord.
Suetens et Oosterlink [Sue87℄ soulignent l'intérêt des systèmes experts en modéli-
sation de onnaissanes dans la vision par ordinateur. Cependant, les règles sont le
plus souvent employées pour modéliser :
 des onnaissanes de déisions, par exemple : les stratégies de SIGMA [Mat90℄ ;
 un savoir faire 'est-à-dire des onnaissanes sur les opérateurs an de onstruire
un plan d'exéution de tâhes : BORG [Clo99℄.
Elles sont plus rarement employées pour modéliser une sène, des objets ou même
un savoir pereptuel. Ce fait est en soi une information sur la apaité des règles à
modéliser des objets d'aspet multiforme.
Citons tout de même le système de Nazif et Levine [Naz84℄ qui proposent une
appliation à la segmentation d'image ou les règles modélisent une expertise perep-
tuelle des lois Gestalistes (voir groupements pereptuels 4.4.3 p. 65). Le système est
omposé de plusieurs modules ou spéialistes implémentés sous la forme de paquets
de règles :
 un superviseur ontrlant et ordonnant le délenhement des autres modules ;
 un module de foalisation omposé de méta-règles permettant de onentrer
l'attention des autres modules sur des zones rihes de l'image (foalisation
spatiale) ;
 un spéialiste des régions qui selon des ritères pereptuels (similarité, proxi-
mité, fermeture) fusionne ou divise les régions en utilisant aussi des informa-
tions de ontour ;
;; Exemple d'une règle de fusion de deux régions (règle 802)
IF (1) the region size is very low
(2) the adjaeny with another region is high
(3) the differene in region feature 1 is not high
(4) the differene in region feature 2 is not high
(5) the differene in region feature 3 is not high
THEN merge the two regions
 un spéialiste des lignes qui selon des ritères pereptuels (alignement, proxi-
mité, fermeture) fusionne, prolonge, eae les lignes en utilisant aussi des in-
formations de région.
;; Exemple d'une règle de fusion de deux lignes (règle 1504)
IF (1) the line end point is open
(2) the line gradient is not very low
(3) the distane to the line in front is not very high
(4) the two lines have the same region on the left
(5) the two lines have the same region on the right
THEN join the lines by forward expansion
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4.6.2 Inertitude et impréision
La représentation de l'inertitude (par ex. : je pense à 80% que Pierre mesure
1m85) et de l'impréision (par ex. : Pierre est grand) sont des problèmes réurrents
en vision du fait du bruit, de la variabilité des observations et de la faible apaité à
spéier les modèles. Le deuxième enjeu est la fusion de données due à l'utilisation de
plusieurs soures d'informations, ou de plusieurs traitements sur une même soure.















Fig. 4.6 : Les deux approhes de la fusion d'informations : fusion de déisions à gauhe
et fusion de données à droite.
Remarque : la néessité de disposer d'un formalisme de représentation pour om-
biner les informations suggère un ertain niveau de reonstrution s'opposant ainsi
partiellement aux approhes réatives (Brooks, arhiteture de subsumption [Bro86℄)
qui utilisent plutt la fusion de déision. Si l'argument d'une déision au plus tard
intégrant un maximum d'informations est légitime, on doit prendre en ompte les
inonvénients majeurs des formalismes supportant ette fusion d'informations. Ces
formalismes sont omplexes, impliquant des diultés de modélisation et un temps
de alul important. De plus, ils mènent parfois à des inohérenes logiques omme
le souligne Zadeh [Zad84℄ à propos de Dempster-Shafer.
4.6.2.1 Le modèle probabiliste
Le modèle probabiliste abordé dans le adre Bayésien [Hat91, hap. 4℄ [Leb95℄
permet de modéliser l'inertitude portant sur les variables du domaine et leurs rela-
tions de ausalité.
L'inférene Bayésienne utilise la règle de Bayes pour propager la ertitude a-
quise d'observation O vers une hypothèse H .
P (H|O) = P (O|H)P (H)
P (O)
Par exemple : un médein herhe une maladie Hi (hypothèse) observant un symp-
tme O (observation), l'expertise du médein onsiste à onnaître le symptme de
haque maladie 'est-à-dire P (O|Hi)∀i ; ainsi que la probabilité a priori de haque
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maladie : P (Hi)∀i. Il herhe à inverser le phénomène 'est-à-dire à induire la maladie
sahant le symptme :




i=1,n P (O|Hi)P (Hi)
La ombinaison d'évidenes utilise la règle de Bayes pour déduire et fusionner
les ertitudes aquises par plusieurs soures d'observations 0jj = 1, m vers une
hypothèse Hi.
P (Hi|O1 ∧ ...Om) = P (O1 ∧ ...On|Hi)P (Hi)
P (O1 ∧ ...Om)
P (Hi|O1 ∧ ...Om) = P (O1 ∧ ...On|Hi)P (Hi)∑
i=1,n P (O1 ∧ ...Om|Hi)P (Hi)
S'il y a indépendane onditionnelle des observations Oj vis-à-vis des hypothèses Hi
on obtient :
P (Hi|O1 ∧ ...Om) = P (O1|Hi) ∗ ...P (Om|Hi)P (Hi)∑
i=1,n P (O1|Hi) ∗ ...P (Om|Hi)P (Hi)
Replaçons nous dans le adre médial où un médein herhe une maladieHi sahant
qu'il observe m symptmes Oj. Les probabilités onditionnelles du terme de droite
de l'égalité préédente sont par exemple P (èvre|angine), P (inammation|angine)...
Les probabilités a priori P (Hi) sont données par le médein, par exemple P (angine),
mais peuvent aussi être la ertitude assoiée à une observation. La formule préédente
sert de formalisme de ombinaison d'informations où la déision intervient à la n.
On obtient le shéma de déision 4.7, similaire à la partie droite de la gure 4.6.
iP(O|H   ) P(H   )i









proba. cond. proba. a priori
Observations
Fig. 4.7 : Fusion d'informations et déision Bayésienne (inspiré de [Hat91℄).
Un réseau Bayésien [Be99℄ [Rus95, hap. 15℄ se présente sous la forme de
graphes de ausalité où les sommets représentent les variables aléatoires, et les ars
pondérés par des probabilités onditionnelles représentent les relations de ausalité
entre V.A. Les algorithmes d'inférene propagent l'inertitude au sein de e graphe.
L'inférene peut suivre les liens de ausalité mais elle peut aussi les remonter.
77
CHAPITRE 4. LES SYSTÈMES DE VISION
Ce modèle exige l'indépendane onditionnelle des observations, or les soures
d'informations sont souvent en partie orrélées. De plus, e modèle ne permet pas
de représenter l'inertitude. Le système VISIONS [Han78℄ illustre bien l'utilisation
du modèle probabiliste pour la propagation et la fusion d'informations.
4.6.2.2 Le modèle de Dempster-Shafer
Supposons qu'un système d'aquisition d'imagerie médiale renvoie une informa-
tion sur la nature d'un tissu pouvant être un tissu sain S, une tumeur T ou une
tumeur bénigne B. Le système nous indique qu'il a 40% de ertitude que le tissu
soit sain (P (S) = 0.4). Selon la théorie Bayésienne, ela implique que P (¬S) = 0.6
auquel as il faut tout de suite opérer le patient. Or es 60% ne représentent pas une
ertitude de la présene d'une tumeur, ils représentent de l'ignorane, 'est-à-dire
que le tissu peut être une tumeur ou du tissu sain.
Soit Θ l'univers des valeurs possibles mutuellement exlusives et P (Θ) l'ensemble
des parties de Θ ; le modèle de Dempster-Shafer [Sha76℄ permet de modéliser une
ignorane en n'imposant pas de distribuer les probabilités sur Θ. Dans e modèle la
onnaissane aquise onerne les éléments de P (Θ) pouvant être des singletons (ex.
{S}) ou des ensembles (ex. {T,B}). Cette onnaissane se traduit par une masse
de probabilité m distribuée à haun de es sous-ensembles. L'ignorane est rejetée
non pas sur le omplément de es sous-ensembles mais sur Θ, inluant aussi les sous-





Ce qui donne dans notre exemple : m({S}) = 0.4 et m(Θ) = m({S,B, T}) = 0.6
L'intervalle d'inertitude assoié à une partie A ⊆ P (Θ) est borné par deux
valeurs : la rédibilité CR(A) et la plausibilité PL(A). Cet intervalle va traduire
l'ignorane sur A.
certitude certitude du contraireincertitudeO 1
CR PL
Fig. 4.8 : La rédibilité et plausibilité enadrent l'inertitude.
La rédibilité est la somme des masses des sous-ensembles de Θ impliquant A
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Par exemple, CR({B, T}) = m(B) +m(T ) +m({B, T}) = 0 + 0 + 0 = 0.
La plausibilité est la somme des masses des sous-ensembles de Θ n'impliquant





Par exemple, PL({B, T}) = m(B) +m(T ) +m({B, T}) +m({S,B}), m({S, T}) +
m({S,B, T}) = 0+0+0+0+0+0.6 = 0.6. La plausibilité de A peut aussi s'érire :
PL(A) = 1− CR(¬A)
Il déoule du alul de la rédibilité et de la plausibilité les relations suivantes :
 CR(A ∨B) ≥ CR(A) + CR(B)− CR(A ∧ B)
 PL(A ∧B) ≤ PL(A) + PL(B)− CR(A ∨B)
 CR(A) + CR(¬A) ≤ 1
 PL(A) + PL(¬A) ≥ 1
 CR(A) ≤ PL(A)
L'analyse de l'intervalle [CR(A), PL(A)] nous donne une indiation sur le degré
d'inertitude que l'on a sur A. Par exemple :
 [0, 1] : rien n'implique A mais rien n'implique ¬A ⇒ ignorane totale ;
 [0, 0] : A est fausse ;
 [1, 1] : A est vraie ;
 [λ, λ] (λ ∈ [0, 1]) : il n'y a pas d'inertitude, on retrouve le as probabiliste où
P (A) = λ ;
 [λ, 1] on dispose d'une ertaine ertitude sur A ;
 [0, λ] on dispose d'une ertaine ertitude sur ¬A.
La ombinaison de masses de probabilité permet la fusion d'informations
provenant de diérentes soures. Cette ombinaison va déplaer les masses de pro-
babilité, de Θ vers les sous-ensembles d'hypothèses. Cela signie que l'on déplae les
masses de probabilité d'un ensemble ontenant toutes les possibilités (ignorane) vers
des sous-ensembles partiuliers d'hypothèses. En onséquene, l'intervalle d'inerti-
tude assoié à es sous-ensembles d'hypothèses va diminuer. L'information fournie
par deux soures de onnaissanes indépendantes se traduit par des fontions d'af-
fetation de masses de probabilité m1 et m2. Soit C une partie de Θ, on herhe
m12(C) = m1 ⊕m2(C) 'est-à-dire la masse de probabilité aetée à C, résultat de
la ombinaison (somme direte) des deux fontions m1 et m2.











Si A est un singleton on peut remplaer intersetant par ontenant.
79
CHAPITRE 4. LES SYSTÈMES DE VISION
Appliquons Dempster-Shafer à un notre as de diagnosti médial :
 Le premier examen (par ex. un sanner) avait donné ({S},Θ) = (0.4, 0.6).
Soient les intervalles d'inertitude assoiés à la soure 1 : {S}[0.4, 1]1 et {B, T}[0, 0.6]1.
 Les médeins déident de pratiquer un deuxième examen utilisant ette fois-
i l'IRM qui donne le résultat suivant : ({S}, {B, T},Θ) = (0.7, 0.1, 0.2).
Soient les intervalles d'inertitude assoiés à la soure 2 : {S}[0.7, 0.9]2 et
{B, T}[0.1, 0.3]2.
Combinons les deux soures : le tableau i-dessous représente l'intersetion des
sous-ensembles assoiés au produit des masses de probabilité.
m1({S}) = 0.4 m1(Θ) = 0.6
m2({S}) = 0.7 {S} : 0.28 {S} : 0.42
m2({B, T}) = 0.1 ∅ : 0.04 {B, T} : 0.06
m2(Θ) = 0.2 {S} : 0.08 Θ : 0.12
K = 1− 0.04 = 0.96 ; m12({S}) = 0.8125 ; m12({B, T}) = 0.0625 ; m12(Θ) = 0.125;.
Soient les intervalles d'inertitude assoiés à la ombinaison des deux soures :
{S}[0.8125, 0.9375]12 et {B, T}[0.0625, 0.1875]12.
On onstate que la ombinaison des soures a permis de réduire les intervalles d'in-
ertitude par rapport aux intervalles obtenus indépendamment. Si le seuil déidant
de l'opération est de 0.8, deux déisions indépendantes auraient foré à opter pour
l'opération, alors qu'une déision après fusion d'informations déide du ontraire. Le
alul de e seuil est un problème qui relève de la théorie de l'utilité [Rus95, hap. 16℄
qui onsisterait dans le as présent à quantier les risques assoiés à l'opération.
Comme le souligne Zadeh [Zad84℄, e modèle peut fournir des résultats inattendus.
L'exemple qu'il donne est le suivant : deux médeins eetuent deux diagnostis
diérents
 médein 1 : m1(méningite) = 0.99, m1(tumeur du erveau) = 0.01
 médein 2 : m2(ommotion) = 0.99, m2(tumeur du erveau) = 0.01
Remarquons que les médeins sont d'aord pour donner très peu de probabilité à
la tumeur mais ils divergent fortement sur le diagnosti. La masse de probabilité
ombinée résultante allouée à la tumeur est 1, e qui signie que le patient selon e
modèle doit être opéré d'une maladie qu'auun médein ne pronostique.
Il existe de nombreuses appliations de ette théorie, itons par exemple [Pro90℄
Hanson et Riseman qui ont aussi envisagé son utilisation dans VISIONS [Han78℄
pour hoisir nalement, omme le préise Draper dans [Dra89, p. 217℄, une approhe
plus simple à base d'heuristiques.
La omplexité alulatoire et de représentation d'un problème réel de ette ap-
prohe, ses failles logiques et la ontrainte d'indépendane des soures peuvent jus-
tier l'utilisation, omme l'a fait Draper, d'heuristiques plus simples.
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4.6.2.3 Le modèle des ensembles ous
Cette théorie proposée par Zadeh, fondée sur les ensembles ous [Zad65℄, permet
de modéliser l'impréision assoiée à une hypothèse. Une proposition impréise est
de la forme Paul est grand, e qui est diérent d'une proposition inertaine mais
préise de la forme : il y a 80% de hane que Paul mesure 1m 82.
Soit T le domaine des valeurs possibles, et F un ensemble ou, F est déni par
{(t, µF (t)) : t ∈ T} où µF (t) ∈ [0, 1] est la fontion aratéristique de l'ensemble ou
traduisant un degré d'appartenane à T . Les opérations ensemblistes, d'intersetion,
d'union, ... entre ensembles ous dénis permettent de onstruire un système de
raisonnement ou.
L'expert va dénir l'univers du disours omposé de variables linguistiques, par
exemple : taille ou poids pouvant prendre des valeurs omme petit, moyen,
grand. A es valeurs sont assoiés des ensembles ous s'appliquant sur le domaine
numérique des valeurs possibles. L'univers du disours peut aussi être enrihi de
modiateurs omme très, peu ... dont l'appliation sur un ensemble ou donne
un autre ensemble ou dont la fontion aratéristique est modiée.
On obtient ainsi un outil apable de modéliser une expertise dans un langage
haut-niveau à aratère symbolique dont la formalisation sous-jaente fournit une
transition doue entre les données numériques (quantitatives) et les données sym-
boliques (qualitatives). De plus, le modèle est apable d'intégrer et de ombiner
l'impréision.
La théorie des possibilités, [Dub87℄ issue de travaux sur les ensembles ous permet,
quant à elle, de représenter l'inertitude. Similaire à la théorie de Dempster-Shafer,
on y retrouve deux valeurs, la néessité : N(A) et la possibilité : Π(A) bornant
l'inertitude assoiée à une proposition A. Couplé à la logique oue, e modèle,
autorise une formalisation homogène de l'inertitude et de l'impréision.
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de ontrle et SMA
L'arhiteture logiielle de ontrle orhestre l'ativité des omposants atifs et
leur fournit un moyen d'éhanger et stoker les résultats de leurs ativités. Pour
hoisir ou évaluer un outil permettant la mise en ÷uvre d'un système de perep-
tion, nous allons tâher de dégager les diérentes ontraintes et propriétés que doit
respeter l'arhiteture logiielle.
Ensuite, nous évoquerons les diérents modèles proposés par l'intelligene arti-
ielle distribuée en insistant sur les Systèmes Multi-Agents (SMA).
Nous nirons e hapitre par une typologie des diérents systèmes de vision à base
de SMA.
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5.1 Problématique, ou pourquoi l'IAD?
Les systèmes de vision sont omposés d'un grand nombre d'entités traduisant des
onnaissanes hétérogènes, tant desriptives qu'opératoires. Il est don néessaire
de fournir un adre favorisant une intégration harmonieuse de es omposants que
nous nommerons agents. L'immense majorité des systèmes de vision utilisent une des
approhes de l'IAD (Intelligene Artiielle Distribuée) omme arhiteture logiielle
de ontrle ([Jol01, hap. 7℄). Les justiations d'un tel hoix sont nombreuses, elles
s'artiulent d'abord autour d'un soui d'intégration :
1. Préserver la modularité et l'ouverture. C'est une préoupation d'ordre
génie logiiel visant à ontrler la maintenabilité du système tout en garantissant
la apaité d'améliorer ou d'ajouter de nouveaux agents, sans dégrader les perfor-
manes du reste du système ou provoquer le besoin d'une réériture massive du
ode.
2. Permettre la diversité des formalismes. Le mythe de Babel ayant aussi
frappé les langages informatiques, les systèmes de vision sont des projets de grande
envergure pouvant s'étendre dans le temps omme VISIONS ou impliquer de nom-
breuses équipes omme le projet européen VAP (Vision As a Proess) [Cro89℄. Ainsi,
l'arhiteture sous-jaente, et plus partiulièrement son aspet de partage d'infor-
mations, doit être susamment segmentée pour permettre une ohabitation des
nombreux formalismes utilisés.
3. Flexibilité. Comme le souligne Boissier dans [Boi97℄, le ontrle doit être suf-
samment exible pour permettre, d'une part, une évolution en fontion des agents
présents et, d'autre part, installer dynamiquement des boules de ontrle entre eux.
Nous allons détailler e point sur deux aspets : la oopération et la oordination.
4. Foalisation et adaptation. L'élatement des onnaissanes opératoires et
desriptives favorise leur utilisation parimonieuse et adaptée au ontexte loal. La
foalisation et l'adaptation peuvent être spatiales : foalisation des agents sur des
régions rihes en informations [Liu99℄ ; ou adaptation des seuils et des paramètres en
fontion d'un ontexte loal de l'image (omme nous le proposons). Une approhe
élatée favorise également une foalisation sur les onepts à reonnaître omme le
proposent les shémas de Draper [Dra89℄.
5. Robustesse. Comme l'ont montré les approhes oopératives en segmentation
d'image (2.5 p. 29), une ertaine robustesse peut être obtenue en fusionnant l'ana-
lyse de plusieurs agents.
6. Calul distribué. L'aspet intrinsèquement distribué des agents est adapté à
l'utilisation d'arhitetures matérielles parallèles pour les étapes bas-niveau de la
vision omme pour les étapes haut-niveau [Dra89℄.
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5.2 L'intelligene artiielle distribuée
L'Intelligene Artiielle Distribuée (IAD) traite de la ompréhension et de la
modélisation distribuée des traitements et des onnaissanes. Deux familles d'arhi-
tetures ont vu le jour : les tableaux noirs et les systèmes multi-agents.
5.2.1 Les tableaux noirs
Les tableaux noirs [Erm80℄ ou blakboards permettent à diérentes soures de
onnaissanes (KS Knowledge Soures) (ou spéialistes) indépendantes de ollaborer
à la résolution d'un problème. Le tableau noir représente l'état de la résolution, il











Fig. 5.1 : Arhiteture générique d'un système à base de tableau noir.
Le tableau noir est don une mémoire partagée par tous les spéialistes. Ce
tableau noir est généralement segmenté en diérentes parties reétant la nature
hétérogène des données manipulées par les spéialistes. Bien qu'un spéialiste puisse
aéder à toutes les régions du tableau noir, il n'est généralement onerné que par
ertaines d'entre elles.
Chaque spéialiste détient une partie de la onnaissane opératoire néessaire à
la résolution du problème. Il peut être de nature proédurale ou délarative, il poste
et lit des messages dans le tableau noir sans savoir (en prinipe) qui a posté un
message ou qui lira un message posté. Chaque spéialiste dispose d'un méanisme
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l'avertissant si un événement attendu, ou qui le onerne, se produit dans le tableau
noir. Ce méanisme appelé démon, ou ondition, prend la forme d'un prédiat
alulé sur l'état du tableau noir, et qui, s'il est vérié, rendra le spéialiste exéu-
table en l'insrivant dans l'agenda du moniteur. L'ensemble de es onditions peut
être regroupé sous la forme d'un moniteur de tableau noir.
Le séqueneur doit hoisir à haque yle le ou les spéialistes à délenher parmi
eux qui sont présents dans son agenda, suivant l'état du tableau noir. Diérents
types de ontrle existent :
 ontrle proédural basé sur un alul dynamique de priorité (omme dans les
systèmes d'exploitation) pour HEARSAY II[Erm80℄ ;
 ontrle hiérarhique simple omme dans CRISALYS [Ter83℄ ; ou amélioré
ATOME [Lâa87℄ ;
 ontrle à base de tableau noir proposé par Barbara Hayes-Roth [HR85℄ utilise
un tableau de ontrle pour piloter l'exéution des tâhes du domaine. Le
système BB-1 [HR88℄ en est une appliation.
Les systèmes de vision à base de tableaux noirs sont nombreux ; itons VISION
[Han78℄ & Shema System [Dra89℄, SIGMA [Mat90℄ et MESSIE II [San95℄.
5.2.2 Les systèmes multi-agents
Les Systèmes Multi-Agents sont d'abord l'expression de préoupations teh-
niques : problèmes physiquement distribués, néessité d'élatement de la onnais-
sane pour ontrler la maintenabilité et l'expression de onnaissanes hétérogènes,
et. Ils sont aussi au ÷ur d'un ourant de pensée qui durant le sièle dernier a tra-
versé tous les domaines de la reherhe. Ce ourant de pensée abordé setion 4.2.3
p. 55, s'oppose à la vision analytique et rédutionniste de la pensée Desartienne ; il
suggère au ontraire que seule une analyse globale d'un système peut rendre ompte
de sa omplexité.
Qu'est qu'un système selon e ourant de pensée ? Pour répondre à ette ques-
tion, nous iterons Norbert Elias [Eli91℄, soiologue, qui en 1939 donna une méta-
phore de la soiété sous la forme d'un système rétiulaire ou réseau de ls entreroi-
sés :
Un let est fait de multiples ls reliés entre eux. Toutefois, ni l'ensemble
de e réseau ni la forme qu'y prend haun des ls ne s'expliquent à
partir d'un seul de es ls, ni de tous les diérents ls en eux-mêmes ;
ils s'expliquent uniquement par leur assoiation, leur relation entre eux.
Cette relation rée un hamp de fores dont l'ordre se ommunique à
haun de ses ls, et se ommunique de façon plus ou moins diérente
selon la position et la fontion de haque l dans l'ensemble du let. La
forme du let se modie lorsque se modie la tension et la struture de
l'ensemble du réseau. Et pourtant e let n'est rien d'autre que la réunion
de diérents ls ; en même temps haque l forme à l'intérieur de e tout
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une unité en soi ; il y oupe une plae partiulière et y prend une forme
spéique
Comment l'analyser ? Le fait de savoir si ette pensée omplexe fournit des
outils de ompréhension des systèmes est hors de notre propos atuel. Néanmoins
voii une piste simple d'analyse proposée par Marvin Minsky [Min88℄ :
 Il nous faut d'abord savoir omment fontionne haque partie séparée.
Ensuite, nous devons onnaître les interations de haque partie ave
elles auxquelles elle est onnetée. Enn, nous devons omprendre om-
ment toutes es interations loales se ombinent pour exéuter e que
fait le système"
Qu'est qu'un agent ? Nous reprendrons la dénition donnée par Ferber [Fer95℄ :
on appelle agent une entité physique ou virtuelle ...
1. qui est apable d'agir dans un environnement,
2. qui peut ommuniquer diretement ave d'autres agents,
3. qui est mue par un ensemble de tendanes (sous la forme d'objetifs individuels
ou d'une fontion de satisfation, voire de survie, qu'elle herhe à optimiser),
4. qui possède des ressoures propres,
5. qui est apable de perevoir (mais de manière limitée) son environnement,
6. qui ne dispose que d'une représentation partielle de et environnement (et
éventuellement auune),
7. qui possède des ompétenes et ore des servies,
8. qui peut éventuellement se reproduire, dont le omportement tend à satisfaire
ses objetifs, en tenant ompte des ressoures et des ompétenes dont elle
dispose, et en fontion de sa pereption, de ses représentations et des ommu-
niations qu'elle reçoit.
Les tableaux noirs et les SMA divergent don sur deux points : le ontrle en-
tralisé pour les premiers, distribué pour les seonds, et le mode de ommuniation
respetivement anonyme et point à point. De e fait, les spéialistes ne peuvent être
réellement qualiés d'agents sauf par abus de langage.
5.3 Types d'agents et strutures de ontrle
5.3.1 Agents réatifs
Les problèmes dus à la omplexité des agents utilisant des représentations in-
ternes symboliques ont poussé ertains herheurs, omme Brooks [Bro91℄, à privi-
légier le lien ave l'environnement onsidérant e dernier omme le meilleur des mo-
dèles possibles, s'opposant ainsi à toute représentation interne de l'environnement.
Dans les SMA réatifs, l'aent est mis sur l'aspet d'un omportement globalement
émergent de l'interation d'un grand nombre d'agents à ne granularité. Les agents
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réatifs vivent sous l'empire des sens, déidant des ations à mener uniquement en




Fig. 5.2 : Agent réatif.
Brooks propose l'arhiteture de subsumption [Bro86℄ empilant hiérarhiquement
un ensemble de omportements, haun assoiant à une entrée sensorielle une a-
tion en sortie (il peut ne pas y avoir d'ation). Plus on monte dans la hiérarhie
des omportements, plus ils deviennent simples et vitaux. L'ation en sortie d'un
omportement va inhiber les ations en sortie des omportements des ouhes infé-
rieures.
Cependant, omme le souligne Franiso Varela [Var98℄, l'amélioration de la boule
de rétroation de l'agent et l'auto-organisation résultante sont des éléments indis-
pensables à la viabilité de l'agent. Or et apprentissage peut néessiter un degré
primitif de mémorisation, e qui n'est pas en opposition ave l'approhe réative.
Brooks dans [Bro91℄ stipule seulement que l'agent ne doit pas avoir de méanisme
interne de représentation. Ainsi la frontière ave la ognition est oue ; 'est pour ela
que l'on emploie les termes de purement réatif ou agent tropique pour qualier
les agents sans mémoire.
L'approhe réative ou béhavioriste onsistant à favoriser l'inarnation d'entités
dans un environnement se retrouve dans les travaux de Ballard [Bal91℄.
5.3.2 Agents ognitifs
Les agents ognitifs ou délibératifs disposent d'une représentation interne du
monde sur laquelle ils peuvent raisonner. Elle regroupe l'ensemble des états men-
taux de l'agent. Un état mental ou ognition est une struture ognitive élémentaire.
Les états mentaux ou attitudes intentionnelles peuvent être de natures diérentes,
nous allons en évoquer deux.
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Fig. 5.3 : Agent ognitif.
5.3.2.1 États mentaux à aratère représentationnel
Les états mentaux représentationnels onernent les royanes que l'agent pos-
sède à propos du monde qui l'entoure. Elles peuvent porter sur l'agent lui même,
son environnement et ses aointanes, es dernières étant l'ensemble des agents
onnus par et agent.
L'agent n'étant pas omnisient, ses onnaissanes sont inomplètes et peuvent
diverger de elles de ses voisins. En réalité, les onnaissanes de l'agent ne sont que
des royanes loales. On modélise et aspet des hoses par des logiques modales
ou la logique des défauts [Rei80℄ (prise en ompte de l'inomplétude).
5.3.2.2 États mentaux à aratère motivationnel ou onatifs
Ces états mentaux représentent les diérentes motivations de l'agent. Elles sont
au ÷ur de la struture de ontrle de l'agent, permettant une séletion motivée
des ations à mener. La présene ou l'absene de ertaines attitudes, ou la apaité
à les dénir dynamiquement, vont onditionner la omplexité de l'arhiteture de
ontrle de l'agent.
1. Les buts de l'agent représentent sa raison d'exister. Peuvent-ils être dénis
dynamiquement par l'agent ou sont-ils xés ?
2. Le plan d'exéution d'un but donné peut-il être adapté en fontion du ontexte
ou est-il prédéni ?
L'intention est une attitude orientée vers l'ation : elle va onduire l'agent à her-
her les moyens et à mener des ations pour satisfaire ette intention. Si l'agent a
pour but, entre autres, de satisfaire d'autres agents, il pourra prendre, si on le lui
demande, des engagements vis-à-vis des demandeurs sur l'exéution d'une tâhe.
Le désir est une attitude voisine de l'intention. Cependant, sa durée de validité est
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plus ourte (par exemple, un seul yle de raisonnement). Le désir par opposition à
l'intention est une attitude hangeante à ourt terme. De plus, le désir n'engage pas
l'agent à l'ation : un agent peut avoir un désir sans jamais le satisfaire ; mais sous
ertaines onditions le désir peut devenir intention.
5.3.3 Arhitetures de ontrle des agents ognitifs
Nous présentons trois arhitetures de ontrle des agents ognitifs. Elles vont de
la plus simple, n'utilisant qu'un automate à états nis, jusqu'à des arhitetures plus
omplexes se basant sur les états mentaux à aratère motivationnel. Ces états sont,
en eet, les éléments prinipaux de l'ativité de ontrle de l'agent. Nous présentons
deux modèles de ontrle pour e type d'agents : la première (ASIC) illustre un
type d'arhitetures en ouhe, et elle a des appliations en système de vision via les
systèmes de vision MAVI [Boi94b℄ et MAGIC [Boi94℄ ; la deuxième, BDI, est assez
représentative des agents délibératifs et onnaît depuis quelques années une ertaine
popularité.
5.3.3.1 Automates à états nis
Les automates à états nis (ou AFD Automates Finis Déterministes) représentent
l'approhe la plus simple pour ontrler les ations de l'agent. L'automate est un
graphe où les sommets représentent les états possibles S de l'agent. Un ar entre
deux sommets si, sj symbolise la transition entre es deux états. Chaque transition
est étiquetée par le ouple <événement,ation> représentant l'événement (parmi
les événements possibles E) qui fait passer de l'état si à l'état sj et l'ation (parmi
les ations possibles A) à mener lors de ette transition. L'automate de ontrle est
don déni par :
A =< E, S,A, next, toDo, so >
Où next est la fontion de transition de l'automate hoisissant le prohain état en
fontion de l'état ourant et d'un événement :
next : S × E → S
Et toDo est la fontion d'ativité hoisissant l'ation à entreprendre lors de ette
transition :
toDo : S ×E → A
Cyle agent AFD (événement)
 ation ← toDo(état-ourant, événement)
 état-ourant ← next(état-ourant,événement)
 exéuter(ation)
Algo. 5.1 : Un yle d'exéution d'un agent ontrlé par un automate à états nis. Le
paramètre événement orrespond à la fontion de pereption de l'agent, qui
peut aussi être la réeption d'un message.
90
5.3. TYPES D'AGENTS ET STRUCTURES DE CONTRÔLE
Pour un grand nombre d'états et d'ations possibles, l'automate peut rapidement
devenir très omplexe ; de plus, la prise en ompte du parallélisme d'exéution y est
déliate. L'utilisation des Réseaux de Pétri (RdP) peut s'avérer néessaire.
5.3.3.2 ASIC
ASIC (Arhiteture for Soial and Individual Control), proposée par Boissier
[Boi93, Boi94a℄, se présente omme un modèle d'arhiteture de ontrle vertiale
en trois ouhes (g. 5.4, p. 91) inspirée de l'automatique et des strutures de ontrle
hiérarhique. La ouhe déision dénit l'objetif de l'agent. La ouhe adaptation
adapte la loi de ommande en fontion de l'évolution de l'environnement pour un
objetif donné. La ouhe ommande vise à déterminer la ommande à appliquer
au proessus par appliation de la loi de ommande préédemment dénie à un
ensemble d'observations en vue de satisfaire le but déni. Chaque ouhe ontrle






















Fig. 5.4 : À gauhe : modèle en trois ouhes du ontrle dans ASIC ; à droite : arhite-
ture d'une ouhe de ontrle. D'après [Boi93℄.
Les trois ouhes ne sont pas néessairement présentes. Par exemple, un agent
à but xe n'aura pas de ouhe déision ; un agent n'adaptant pas sa manière de
satisfaire ses buts selon le ontexte n'aura pas de ouhe adaptation. Chaque ouhe
respete la déomposition horizontale lassique pereption→raisonnement→ation.
Ces diérents modules agissent en fontion de l'état interne de l'agent, où RS est
l'état de raisonnement du système, 'est-à-dire la mémoire représentationnelle et
les plans et buts de l'agent, DS est l'état de déision regroupant les intentions
possibles (DS.possibilités) et hoisies (DS.hoix), CS représente l'état d'engagement
individuel (CS.ind) ou soial (CS.so) (absent sur la gure). Enn, dans KR on
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trouve les onnaissanes de l'agent pouvant être individuelles (KR.ind) ou soiales
(KR.so).
5.3.3.3 BDI
Les arhitetures BDI (Beliefs Desires Intentions) [Bra88, Rao91℄ artiulent leur
ontrle autour des royanes et des deux attitudes onatives que sont le désir et
l'intention. Les désirs sont les options que l'agent souhaiterait réaliser au vu de ses
royanes. Cependant, un agent agissant de la sorte serait très sensible au moindre
stimulus provoquant du désir et rendant diile voire impossible la réalisation d'ob-
jetifs à moyen ou long terme.
On dote don l'agent d'un omportement délibératif onsistant à hoisir parmi ses
désirs (ou options) eux qu'il souhaite onrétiser. Les hoix eetués et l'engage-
ment de réalisation qui leur est assoié sont des intentions [Coh90℄. En plus d'être
persistantes, les intentions guident diretement l'agent à l'ation. Les intentions une
fois adoptées vont modier l'ativité motivationnelle de l'agent 'est-à-dire les deux
fontions selet-options et deliberate. En eet, un homme marié (en théorie) n'a
pas le même omportement dans le hoix de ses options et intentions qu'un éliba-
taire.
Cyle agent BDI(Messages)
 B ← beliefs-revision(B , Messages)
 D ← selet-options(B , I )
 I ← deliberate(D , I )
 P ← planiation(I )
 exéuter(P )
Algo. 5.2 : Un yle d'exéution d'un agent ontrlé par une arhiteture BDI.
Néanmoins, l'agent ne doit pas être trop têtu, en e sens qu'il doit pouvoir aban-
donner une intention qu'une évolution de l'environnement a rendue obsolète. Cette
rapidité de reonsidération odée dans la fontion deliberate doit être réglée en
fontion du aratère que l'on souhaite donner aux agents et de la rapidité d'évolu-
tion de l'environnement.
5.4 Soiétés et organisations
Après avoir évoqué les diérentes natures et strutures d'agents, nous allons
analyser la façon dont ils se onstituent en soiété. L'organisation de la soiété
s'évalue suivant plusieurs ritères :
1. Y a-t-il des relations de type maître-eslave (ou ontrleur proessus selon
l'image de Boissier [Boi93℄) ? Si oui, on parlera d'organisation hiérarhique,
sinon elle est qualiée d'égalitaire.
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2. Les liens entre agents sont-ils xes (gés au début de l'exéution du système)
ou variables, évoluant selon les besoins ou les renontres faites dans l'environ-
nement ?
3. Les rles respetifs (relations abstraites) entre agents sont-ils prédénis ou
émergents ? Pour illustrer la diérene ave le as préédent, donnons un
exemple : supposons que dans une entreprise un adre C soit amené à tra-
vailler ave un employé E qu'il ne onnaissait pas. Un lien s'est réé entre
C et E, don 'est une organisation variable. Cependant, les rles respetifs
(relations abstraites) étaient prédénis.
Les agents sont en relation dans l'objetif d'interagir. En eet selon Ferber [Fer95,
p. 67℄ :
 Les interations sont non seulement la onséquene d'ations eetuées
par plusieurs agents en même temps, mais aussi l'élément néessaire à
la onstitution d'organisations soiales.
Nous allons examiner les deux formes prinipales d'interation que sont la oopéra-
tion et la oordination.
5.4.1 La oopération
L'arhiteture logiielle d'un système de vision doit permettre une mise en ÷uvre
naturelle et eae de méanismes de oopération entre agents. L'identiation de
es artiulations dans lesquelles intervient une oopération entre agents permet de
dénir l'organisation struturant les rles des diérents agents. Boissier [Boi93℄
propose de herher à identier les ouples ontrleur-proessus au sein du système,
e qui revient à identier les diérentes oopérations entre agents.
Il est don néessaire au préalable de dégager la nature des diérentes oopérations
pouvant intervenir, an de trouver une arhiteture adaptée à leur mise en ÷uvre .
Selon Ho [Ho96℄, il y a trois types de oopérations :
1. La oopération onfrontative
Dans e type de oopération, plusieurs ativités onurrentes onfrontent leurs
jugements ou les informations extraites à propos d'un même problème. On peut
proéder par fusion de données ou fusion de déisions (4.6.2 p. 76) & (g. 4.6,
p. 76). La plupart des approhes oopératives de segmentation fontionnent
selon e mode (2.5.1 p. 30).
2. La oopération augmentative
La oopération augmentative orrespond à une déomposition de la tâhe à
traiter en sous-tâhes, plus ou moins disjointes et de même nature, qui s'exé-
utent de manière onurrente. Cette oopération est émergente : les agents
remplissent des objetifs loaux sans intention expliite de oopération. Leurs
ativités modient loalement l'environnement inuençant par eet de bord
les agents voisins. La solution est l'union des sous-résultats loaux. La oopé-
ration n'existe que du point de vue de l'observateur, à l'image des soiétés
de fourmis. Cette oopération orrespond souvent en vision à une distribution
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spatiale du traitement, omme l'illustrent les agents situés dans l'image (5.5.3
p. 100).
3. La oopération intégrative
La oopération intégrative traduit la pensée de Desartes, qui onsiste à dé-
omposer le problème ou la tâhe à traiter en sous-tâhes de natures diérentes.
Cette oopération est intentionnelle ar elle néessite la réation d'un plan
d'ations onernant la réalisation de la tâhe. Les agents onernés vont alors
travailler selon e plan séquentiel, haque agent intégrant les résultats des
agents préédents. Certaines approhes oopératives en segmentation d'image
(2.5.2 p. 30) illustrent bien ette oopération. Les arhitetures de vision en-
trées tâhe (5.5.1) obéissent à e type de oopération.
Les systèmes réels résultent bien souvent d'un mélange de es trois types de
oopération.
5.4.2 La oordination
Lorsque des agents ont déidé de oopérer (oopération intentionnelle), la oor-
dination vise à organiser l'ativité des agents. Cette étape orrespond au ontrle
soial ou olletif du système. On proède en deux étapes : le hoix d'un plan d'exé-
ution entralisé ou distribué, puis le suivi par synhronisation des agents de e plan.
Cette oordination peut prendre essentiellement deux formes :
1. Coordination entralisée : dans e type de oordination, une seule entité, le
oordinateur, va être responsable de la bonne exéution d'un plan. Il va don, en
suivant son plan, envoyer des ordres d'ations aux agents eslaves et attendre un
ausé de réeption ou le résultat de l'exéution de l'ation pour ordonner l'ation
suivante. Cette oordination suppose don une hiérarhisation (qui peut être tem-
poraire) de l'organisation. Cette méthode failite la oneption du programme de
oordination ar elle permet d'éviter une dispersion des points de synhronisation.
Cependant, la entralisation des messages vers le oordinateur peut provoquer
un goulot d'étranglement ralentissant les performanes du système. De plus, ette
approhe plus naturelle aux informatiiens pousse à vider les agents eslaves de toute
omplexité qui se retrouve onentrée dans le oordinateur, diminuant ainsi l'intérêt
d'une approhe multi-agents.
On retrouve e méanisme dans les stratégies des shémas de Shema System
[Dra89℄, où la stratégie pilote l'exéution des diérentes soures de onnaissanes.
2. Coordination distribuée : plusieurs agents ont déidé de oopérer ; ils vont
don être responsables haun d'une partie du plan et des synhronisations les
onernant. Chaque agent va hoisir un protoole d'interation adapté à la oopéra-
tion qu'il souhaite mettre en ÷uvre . Ces protooles représentent des enhaînements
94
5.5. TYPOLOGIE DES SYSTÈMES DE VISION À BASE DE SMA
d'interations possibles sous la forme d'un automate à états nis ou d'un réseau de
Pétri.
Cette approhe vise à augmenter l'autonomie déisionnelle des agents, e qui,
omme le souligne Boissier [Boi93℄, améliore la exibilité et l'ouverture du système.
Son arhiteture agent ASIC [Boi94a℄ illustre d'ailleurs parfaitement e type d'in-
teration.
5.5 Typologie des systèmes de vision à base de SMA
Nous allons tenter de donner une typologie des systèmes de vision à base de
SMA. L'utilisation des SMA en vision a donné lieu à trois familles d'approhes se
distinguant dans la déomposition qu'elles font du problème. Nous allons dérire
l'organisation générale de haque famille ainsi que la nature des agents qui la om-
posent. Bien sûr, ertaines arhitetures relèvent de plusieurs familles ; mais haque
famille traduit une orientation que les onepteurs ont voulu donner à un système
et des points ommuns forts sur l'organisation et la nature des agents.
Nous allons présenter es trois familles illustrées pour haune d'elles par un ou
plusieurs systèmes. Toutes relèvent des SMA, hormis SIGMA et MESSIE-II qui sont
des arhitetures à base de tableaux noirs.
5.5.1 Les approhes entrées tâhe
Les diérents niveaux de représentations évoqués setion 4.2.1 p. 52, suggèrent
une déomposition en tâhes transformant les données d'un niveau vers le suivant.
Les organisations ainsi obtenues sont hiérarhiques (5.4 p. 92), les agents des
niveaux supérieurs adressant des requêtes aux agents des niveaux inférieurs. Le rle
respetif des agents est prédéni et les relations sont xées. L'organisation est don
de type xe - hiérarhique - prédénie.
Cependant, les relations entre agents pourraient varier en fontion d'un besoin
partiulier, omme par exemple un appel d'ore par diusion aux agents d'analyse
d'image (inonnus à l'avane) pour réaliser une opération de segmentation. Ce n'est
pas le as des arhitetures présentées i-dessous.
La oopération est généralement à aratère intégratif, les agents des niveaux
supérieurs intégrant les résultats des agents des niveaux inférieurs.
Type et nombre d'agents : es arhitetures sont onstituées de peu d'agents
ognitifs à forte granularité. L'objetif n'est pas d'obtenir des apaités d'auto-
organisation mais plutt des qualités en termes de génie logiiel, l'aent étant mis
sur la modularité et la exibilité.
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5.5.1.1 Le système MAVI : une variante de VAP
Le projet européen VAP [Cro89℄ a pour objetif la oneption d'un système inté-
gré de vision ative ; un des points saillants étant de maintenir une forte modularité
entre six modules de traitement an de permettre le développement séparé de haun
des modules, puis leur intégration.






Requêtes : nouvelle image



















Fig. 5.5 : Le système MAVI : une implémentation de VAP. D'après [Boi93, Boi97℄.
ASIC (Arhiteture for Soial and Individual Control) [Boi94a, Boi93℄ (5.3.3.2
p. 91) propose un évolution de l'arhiteture de ontrle des agents de VAP. MAVI
[Boi94b℄ est un sous-ensemble des agents VAP modiés selon le modèle de ontrle
d'ASIC. L'arhiteture de MAVI se présente sous la forme de quatre agents (g.
5.5, p. 96) traitant haun un niveau de représentation. Chaque agent se présente
omme le ontrleur de l'agent de la ouhe inférieure (qui est vu omme un proes-
sus), il peut lui adresser des requêtes de reherhe ou de vériation sur la présene
d'objets ou de primitives. Ces requêtes sont aompagnées de paramètres de foali-
sation spatiale (ROI, Region Of Interest) ou de paramètres partiuliers destinés aux
proédures de segmentation ou groupements pereptuels.
Ce yle de pereption n'est pas gé (stritement asendant ou desendant, ou as-
endant puis desendant), des boules de ontrle peuvent s'installer dynamiquement
au sein d'un ouple d'agent ontrleur/proessus. La oordination loale néessaire
à la mise en ÷uvre de es boules de ontrle est eetuée à l'aide de protooles,
assurant une grande exibilité de l'arhiteture.
5.5.1.2 SIGMA (blakboard)
SIGMA [Mat90℄, développé par Matsuyama pour l'interprétation d'imagerie aé-
rienne, propose trois spéialistes représentant la onnaissane opératoire néessaire
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à la reonnaissane des objets :
1. L'expert de vision bas-niveau LLVE (Low Level Vision Expert) onstruit des
plans dénissant un séquenement d'opérateurs et leur paramétrage en réponse
à une requête d'extration de primitives partiulières.
2. L'expert de séletion de modèle MSE (Model Seletion Expert) ltre les primi-
tives pour trouver les objets du modèle leur orrespondant (génération d'hypo-
thèses asendante par identiation) ; inversement il transforme la reherhe
d'un objet en requêtes d'extration de primitives partiulières adressées au
LLVE (détetion desendante).
3. L'expert sur le raisonnement géométrique GRE (Geometri Reasoning Expert)
raisonne, en utilisant les informations des lasses, sur les relations spatiales
entre objets. En mode asendant, il vérie la ohérene spatiale des objets
détetés (hypothèses) ou prédits par le MSE. Il utilise les liens entre les hy-
pothèses (instanes de lasses) pour aumuler de l'évidene sur l'existene
mutuelle d'hypothèses. En mode desendant, il prédit l'existene d'un objet
(génération d'hypothèses par prédition) sur la base d'une hypothèse existante



















Fig. 5.6 : Le système SIGMA. D'après [Mat90℄.
Cette suession opportuniste de yles d'interprétations illustre l'aspet hété-
rarhique de la stratégie d'interprétation de SIGMA.
Le modèle des objets (LTM) est onstitué d'un réseau de lasses représentant
haune une lasse d'objets. Une lasse du modèle SIGMA est un mélange de la
lasse, au sens de la programmation objet, et d'un frame. Elle ontient don une
onnaissane dérivant la forme de l'objet ainsi que des liens de omposition, de
spéialisation et de vue ave d'autres lasses, spéiant ainsi les relations attendues.
Des règles attahées aux lasses permettent de prédire l'existene d'un objet voisin
si la lasse ourante est instaniée sous ertaines onditions.
Ces règles leur donnent l'apparene d'objets atifs, sorte d'agents, mais ontrai-
rement aux agents, les lasses ne sont pas autonomes. En e sens SIGMA est aussi
orienté modèle ou onept.
97
CHAPITRE 5. ARCHITECTURES LOGICIELLES DE CONTRÔLE ET SMA
5.5.1.3 MESSIE-II (blakboard)
MESSIE-II [San95℄ a une déomposition similaire à SIGMA, mais, il est onstruit
sur un blakboard hiérarhique où oopèrent des spéialistes regroupés en trois fa-
milles. Chaun des spéialistes dispose des onnaissanes opératoires de traitement
des onepts de son niveau de desription. Il y a un spéialiste de la sène gérant
les relations spatiales, des spéialistes des objets (détetion d'objet et groupement
pereptuel) et des spéialistes bas-niveau (paramétrage des opérateurs d'analyse
d'image en vue d'extraire des primitives).
Le modèle se présente omme une hiérarhie de omposition de lasses d'objets
et de sènes mises en ÷uvre à l'aide de frames. Le modèle (LTM) et les hypothèses
(STM) sont stokés dans le tableau noir. La stratégie d'interprétation peut être
desendante en utilisant le méanisme de ontrle hiérarhique. La stratégie peut
aussi être asendante grâe à la notion d'événement permettant de délenher des
spéialistes de manière opportuniste.
5.5.2 Les approhes entrées modèle
Ces approhes soulignent l'importane du modèle hiérarhique des onepts (ou
hypothèses), es derniers étant les unités atives du système. Les onepteurs y
ont privilégié une représentation élatée, modulaire et inrémentale du modèle. Les
agents du modèle disposent de la onnaissane opératoire pour piloter les tâhes (ou
proédures visuelles) et pour oopérer suivant les liens existant entre eux.
Organisation : le rle respetif des agents est prédéni mais les relations entre
agents peuvent varier en fontion des reonnaissanes eetuées. L'organisation est
don de type variable - hiérarhique - prédénie.
La oopération est intégrative : une hypothèse d'un niveau supérieur intègre les
résultats de es sous-parties. La oopération est aussi onfrontative : les proédures
utilisant les ohérenes spatiales mutuelles tendent à onrmer ou à inrmer la
ertitude assoiée aux hypothèses.
Type et nombre d'agents : es arhitetures sont onstituées de quelques di-
zaines d'agents ognitifs de granularité moyenne à forte
1
(haque agent étant lui
même un blakboard).
Nous allons présenter les systèmes VISION/Shema System, néanmoins la onep-
tion de SIGMA et ses frames donnant l'apparene d'objets atifs, SIGMA pourrait
presque être lassé dans ette atégorie.
5.5.2.1 VISIONS/Shema System
VISIONS [Han78℄ développé par Hanson et Riseman s'insrit dans le adre d'un
projet à long terme prolongé par Shema System [Dra89℄. Shema System est om-
1
Draper n'est pas préis à e propos, mais son modèle ontenait en 1989 20 objets
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posé d'un modèle, d'un ensemble de spéialistes des tâhes visuelles, d'une base de
données stokant les primitives et d'un tableau noir général.
Le modèle se présente omme une struture hiérarhique de ompositions et de
vues dont les éléments (les shémas) sont les onepts à identier dans l'image.
Chaque shéma omporte des onnaissanes desriptives : attributs géométriques,
photométriques, liens éventuels vers ses sous-parties. Il omporte aussi des onnais-
sanes opératoires (stratégies) néessaires à la reonnaissane dans l'image des ins-
tanes de sa lasse. Les stratégies se présentent sous la forme de proédures pilotant
l'ativation des sous-shémas (suivant les liens part-of ), ou des spéialistes d'analyse
d'image. Lorsqu'un onept est déteté (bottom-up) ou prédit (top-down suivant les
liens part-of ) alors, une hypothèse est générée sous la forme d'une instane de la
lasse du shéma orrespondant au onept. Nous voyons don que la génération
des hypothèses (4.5.3 p. 70) peut fontionner en mode asendant (identiation)
ou desendant (prédition) selon une stratégie hétérarhique.
Le système regroupe une vingtaine de spéialistes d'analyse d'image de bas-niveau
et de niveau intermédiaire. Les spéialistes de bas-niveau produisent des résultats
dans la base de données intermédiaire ISR (4.3.1 p. 59). On trouve des spéialistes
de segmentation région, d'extration de aratéristiques des régions, d'extration
et de groupement de segments de ontours. Les spéialistes du niveau intermédiaire
traitent et produisent des données dans l'ISR. On trouve des spéialistes d'identia-
tion d'objets selon des ritères photométriques, d'appariement de régions similaires,
de groupement pereptuel, d'appariement de graphes et d'analyse des relations spa-
tiales entre primitives (région-région ou région-ontour). La plupart de es spéia-
listes peuvent être utilisés en mode guidé par les données ou en mode requête.
Ces spéialistes sont ativés à l'initialisation du système ave des paramètres par
défaut, en mode guidé par les données pour produire un premier jeu de primitives
dans l'ISR. Cela va permettre de générer quelques hypothèses (les plus simples)
'est-à-dire déteter les lasses d'objets que l'on pense être présents dans l'image.
Les shémas orrespondants sont instaniés et vont désormais orhestrer l'ativité
du système.
Le ontrle du système est totalement distribué au sein des shémas, le tableau
entral n'intervient que omme un environnement où les shémas déposent les hy-
pothèses dont ils sont sûrs. Ainsi, le tableau noir permet la détetion d'hypothèses
onituelles (4.5.4 p. 71).
5.5.2.2 SMA pour la reonnaissane de forme : approhe de Yanai &
Deguhi
Yanai et Deguhi [Yan98℄ proposent une modélisation d'un système de reon-
naissane sous la forme d'un SMA. Chaque agent dispose d'un module permettant
de reonnaître un onept partiulier dans l'image. Il dispose aussi d'un module de
ommuniation sur lequel va se bâtir une oopération entre agents. Ce module vérie
la onsistane des interprétations faites par le module de reonnaissane de l'agent
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ourant et les interprétations faites par les autres agents. Les modules de ommuni-
ation se tiennent au ourant des interprétations par un méanisme de diusion de
messages (broadast). La oopération prend alors deux formes :
1. En as de onit, un méanisme permet de hoisir la meilleure des deux inter-
prétations sur des ritères de forme et de respet par l'hypothèse des strutures
relationnelles de l'objet.
2. En utilisant les hypothèses déjà détetées et les liens relationnels entre agents,
alors de nouvelles hypothèses peuvent être générées.
5.5.3 Les agents situés dans l'image
Cette approhe, plus réente que les autres, s'applique pour l'instant essentielle-
ment à la vision bas-niveau. L'image y est vue omme un environnement ou territoire
analysé par une soiété d'agents distribués spatialement. Cette approhe est nova-
trie ar elle va à l'enontre de la oneption lassique entralisée et planiée des
tâhes d'analyse d'image. Ces arhitetures mettent en relief la distribution du al-
ul, l'adaptation loale des traitements et la rihesse des oopérations possibles entre
les aspets ontour et région.
Organisation : le rle respetif des agents est prédéni mais les relations entre
agents peuvent varier en fontion des renontres faites dans l'environnement qu'est
l'image. L'organisation est don de type variable - égalitaire - prédénie.
La oopération est globalement augmentative, les agents travaillant plutt de
façon disjointe. Mais elle peut prendre un aratère onfrontatif lorsque les agents
aumulent de l'information dans l'environnement et peuvent travailler sur des zones
ommunes. Finalement, elle peut aussi être intégrative lorsque des agents initialisent
d'autre agents dans l'image pour aller réolter pour eux de l'information. Dans e
as, des relations hiérarhiques sont réées.
Type et nombre d'agents. Ces arhitetures sont onstituées d'un grand nombre
d'agents faiblement ognitifs pouvant être réatifs et dont la granularité est généra-
lement moyenne ou faible.
5.5.3.1 Agents oopératifs à approhe inrémentale
Salotti [Sal94℄ puis Bellet [Bel98, Bel94℄ proposent une approhe distribuée à base
de proessus situés dans l'image. Ces proessus travaillent de façon inrémentale à
partir d'un germe en faisant roître une primitive. Cette primitive peut être une
région auquel as le proessus est de type roissane de région, mais elle peut aussi
être un ontour traité par un proessus de type suivi de ontour.
À haque instant, les proessus tiennent à jour une liste des pixels andidats à
l'agrégation. L'évaluation des pixels andidats se fait selon plusieurs ritères. Lorsque
l'évaluation des pixels andidats n'est plus satisfaisante, le proessus va tâher de
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faire émerger de l'information. Pour ela, il peut oopérer ave des proessus to-
pologiquement voisins, ou bien réer de nouveaux proessus ls qui devront faire
remonter l'information vers le père. Par exemple, un proessus de type suivi de
ontour peut souhaiter faire émerger deux régions de part et d'autre du ontour
an de onforter son hoix du prohain pixel à ajouter à l'extrémité du ontour. Un
proessus de type roissane de région peut souhaiter faire émerger de l'information
ontour devant lui an d'obtenir une bonne loalisation de l'endroit où il doit s'ar-
rêter. Les proessus de même nature seront également amenés à négoier entre eux
des fusions, an de regrouper au sein d'une même entité des moreaux de primitives
faisant partie de la même région ou du même ontour. En outre, ei permet de
diminuer la harge du système, qui est gérée par un méanisme de ontrle global
(similaire à un système d'exploitation multitâhe) d'alloation de ressoures.
Cette approhe permet d'introduire une oopération opportuniste dans laquelle
les diérents types de méthodes (ontour/région) s'inuenent mutuellement. Elle
fournit de nombreux points de ontrle, tant dans l'espae de l'image que dans le
temps de la roissane de primitive.
Bouher [Bou99℄ étend les proessus à des agents permettant de mieux identier
les strutures internes aux agents et leurs interations. Les agents disposent de quatre
omportements :
1. Le omportement de pereption explore son environnement et séletionne des
pixels andidats à l'agrégation.




3. Le omportement de diéreniation orrespond à une interprétation à va-
leur sémantique. Les agents représentent au départ des primitives région ou
ontour ; les informations aumulées sur eux-mêmes et dans un environne-
ment ommun vont leur permettre de déterminer la nature sémantique de la
primitive traitée.
4. Le omportement de reprodution, similaire à elui de Bellet, permet de réer
au besoin des agents à ertains endroits de l'image. Il onditionne la stratégie
d'exploration de ette image et don le ontrle du système.
Dans les travaux de Germond [Ger99℄ sur des images IRM du erveau, diérentes
oopérations sont dénies entre un modèle déformable, un système multi-agents et
un déteteur de ontour. Le modèle déformable est utilisé omme ontour grossier
du erveau. Il permet de positionner des germes agents (roissane de région) qui
vont segmenter, selon le proessus dérit i-dessus, la matière blanhe et la matière
grise du erveau.
Les ontours des régions obtenues vont être anés par d'autres agents ontour
herhant un hemin de ontour optimum (A*). La fontion de oût prend en ompte
à la fois le déteteur de gradient et les régions obtenues préédemment. Le nouveau
2
fontionnalité enore non implantée dans [Bou99℄
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ontour sert soit à améliorer la segmentation sur la même image, soit à segmenter
d'autres images du volume IRM initial.
5.5.3.2 Segmentation par agents migrateurs : approhe de Liu & Tang
Dans ette approhe [Liu99℄, des agents répartis aléatoirement dans l'image vont
migrer (se diuser) de pixel en pixel jusqu'à e qu'ils trouvent dans leur environne-
ment loal un motif reherhé. Une fois xé sur un pixel, l'agent l'étiquette puis se
reproduit en initialisant de nouveaux agents dans son voisinage et devient inatif.
Au ours de sa migration, l'agent va vieillir et peut mourir si le nombre de yles
de reherhe exède son temps de vie. Les auteurs ont aussi introduit la notion
d'évolution assoiée aux diretions de diusion et de reprodution. En eet, en as
de suès d'un des omportements dans une diretion, la pondération assoiée à ette
diretion sera renforée. Ainsi, les omportements de migration et reprodution de
ses desendants favoriseront ette diretion.
Les auteurs appliquent leur approhe à la détetion de segment de ontour ; les
agents migrent jusqu'à trouver un ontour, ils s'y xent, l'étiquettent et initialisent
de nouveaux agents qui auront de fortes hanes de trouver un ontour reherhé










Lors de e hapitre transitoire entre l'état de l'art et nos propositions, nous dis-
uterons des trois aspets (adaptation loale, intégration de l'a priori , oopération)
de la segmentation identiés lors des hapitres préédents.
Nous pensons qu'il est important qu'une arhiteture logiielle propose des onepts
adaptés à es trois aspets.
Nous illustrerons notre propos à l'aide d'un problème de segmentation d'une
image de sanner du sein. Puis nous étendrons brièvement l'analyse au problème de
la vision en général.
Finalement, nous présenterons les prinipes généraux de nos propositions.
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6.1 Problématique de segmentation et ébauhes de
solutions
L'IAD (hap. 5) est ouramment utilisée dans la oneption des systèmes de
vision pour les raisons évoquées à la setion 5.1 p. 84. Cependant, son utilisation en
vision bas-niveau sous la forme d'agents situés dans l'image (5.5.3 p. 100) est plus
rare. Nous allons dans ette setion (g. 6.1, p. 107) dégager trois problèmes lés de
la segmentation et essayer de montrer en quoi les aratéristiques des SMA énonées
(5.1 p. 84) peuvent fournir des solutions.
La gure 6.1 préise la démarhe évoquée en introdution de la thèse (1.1 p. 11).
Cette démarhe onsiste à déomposer notre analyse du problème (de la segmen-
tation et plus généralement de la vision) suivant un axe proposant trois niveaux
d'abstration. Pour haque niveau (exepté elui de l' implémentation matérielle)
on dégage une méthodologie permettant de ontraindre le niveau inférieur.
Pour l'analyse du niveau oneptuel, nous avons adopté une méthodologie ar-
tiulée autour de trois points : oopération, adaptation et intégration de l'a priori
.
Nous allons montrer que es trois aspets se traduisent au niveau de l'implémen-
tation logiielle par un ensemble de ontraintes :
1. modularité et ouverture ;
2. diversité des formalismes ;
3. exibilité et réation dynamique de boules de ontrle ;
4. foalisation et adaptation ;
5. robustesse des traitements ;
6. alul distribué.
6.1.1 Un problème partiulier : image de sanner du sein
Nous utiliserons des images de sanner de sein (g. 6.2, p. 108) an d'illustrer
notre propos sur un problème médial. Toutefois, il faut garder à l'esprit que nos
travaux se situent sur un niveau méthodologique et ne sont don pas dédiés à
une image partiulière. L'approhe propose un adre oneptuel enrihi permettant
de respeter les six ontraintes évoquées i-dessus.
Comme tout examen radiographique, la mammographie présentée est le reet de
l'absorption des rayons X par les diérents tissus.
Les tissus absorbant fortement le rayonnement X apparaîtront en blan sur
l'image et sont dit opaques (exemples : le tissu breux, glandulaire, tumoral ou
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Fig. 6.1 : Démarhe oneptuelle : d'une méthodologie portant sur le niveau oneptuel à
une organisation onrète d'agents.
Les tumeurs sont des tissus hyper-vasularisés se logeant dans la zone de tissu
glandulaire. La zone de Tissu Glandulaire (TG) est don la région d'intérêt
que nous souhaitons isoler an de pouvoir évaluer la surfae de manière automatique.
Comme le montrent les expérimentations menées au hapitre 10, les approhes
région ou ontour éhouent dans une segmentation robuste de ette image.

















min max moyenne éart-type
Musle 128 133 130 1.7
Tissu glandulaire (TG) 124 131 127 2.1
Tab. 6.1 : Attributs photométriques du musle et de la zone de tissu glandulaire.
6.1.2 La néessité de oopération
Les niveaux de gris de TG varient dans l'intervalle [124, 131] et eux du musle
dans [128, 133] ; ela rend ineae une lassiation monodimensionnelle ((f), g.
10.7, p. 219). Du fait de textures similaires, les approhes multidimensionnelles ne
réussissent guère mieux ((e), g. 10.7).
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Fig. 6.2 : (a) Une image de sanner de sein ; (b) une partition idéale faite à la main et
la légende des diérentes régions dont la zone de Tissu Glandulaire (TG), qui
est la région d'intérêt reherhée.
Un point de ontat entre le musle et TG (g. 6.3, p. 109) risque d'entraîner une
fusion des deux régions par des approhes struturales de type roissane ou fusion
de régions (g. 10.17, p. 231). En eet, le prol des niveaux de gris le long d'une
ligne traversant un point de ontat (g. 6.3) montre une rupture de faible intensité.
La faiblesse de la transition inférieure du musle, la présene de points de ontats
ave TG et surtout l'irrégularité et la faiblesse des frontières de TG ne permettent
pas d'envisager une approhe ontour ((d), g. 10.7, p. 219).
Intuitivement, le système de vision humain sépare les deux régions en exploitant
la ontinuité de la frontière basse du musle. Cette frontière est faible, interrompue
aux points de ontats musle/TG mais elle est étendue. Ainsi, il semble qu'une
approhe oopérative de type roissane de région ontrainte par les ontours (2.5
p. 29) puisse résoudre une partie du problème.
De manière duale, l'utilisation de ertaines approhes oopératives (2.5 p. 29) et
(5.4.1 p. 93) permettrait d'améliorer le suivi du ontour formant la frontière basse
du musle en s'appuyant sur les régions à sa droite et à sa gauhe.
Les entités impliquées dans les oopérations sont don hétérogènes (point 1 & 2 des
aratéristiques évoquées en début de hapitre) posant des problèmes d'intégration ;






















Profil de ligne :
indique où de l’information
contour est présente
Fig. 6.3 : Zoom sur la zone de ontat entre TG (Tissu Glandulaire) et le musle.
6.1.3 La néessité d'adaptation loale
Cependant, ette oopération n'apparaît possible que par une vision plus globale
des formes au sens de l'organisation pereptuelle (4.4.3 p. 65). En eet, avant de
disposer de régions susamment grandes pour apter l'information ontour présente
à gauhe et à droite de la zone de ontat, la roissane se doit d'être beauoup plus
prudente, et don d'adapter (point 4) sa tatique d'agrégation ou fusion.
L'adaptation spatiale évoquée i-dessus fait référene à une modiation de seuils
d'agrégation ou de fusion. Mais l'adaptation doit aussi permettre une modiation
en dynamique par rapport au ontexte (texture, bruit) des ritères de similarité, tant
pour les approhes de roissane de régions que pour les approhes de type suivi de
ontour.
L'adaptation peut aussi être envisagée omme le hoix d'opérateurs adaptés au
ontexte loal de l'image ; dans e as, le problème d'adaptation se réduit à un pro-
blème de fusion d'informations et, don, de oopération onfrontative entre plusieurs
formalismes (point 2) issus de l'appliation des diérents opérateurs.
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Ainsi, il semble pertinent de distribuer des entités intelligentes apables d'adap-
tation et de foalisation loale dans l'image. Elles doivent pouvoir oopérer an de
apter des aspets moins loaux et fusionner leurs résultats.
6.1.4 La néessité de représentation de l'a priori et de l'in-
ertitude
Intégration de l'a priori . Bien que la prise en ompte d'informations liées au
domaine lors de la segmentation divise enore les herheurs, notre opinion est que
toute information disponible doit être utilisée au plus tt an d'éviter des erreurs
diilement réparables. E. Saund dans [Boy00℄ utilise les termes : modèle fort et
modèle faible (4.4.3 p. 65) à propos de l'opposition des deux approhes.
L'IA a onnu un débat similaire opposant les méthodes faibles et tout terrain de
type exploration ombinatoire
1
aux approhes intégrant un maximum de onnais-
sanes omme les systèmes experts.
Les solutions nalement retenues (par ex. : les jeux d'éhes [J.M94℄) sont omme
souvent un ompromis entre les deux approhes où l'utilisation d'heuristiques très
perfetionnées, traduisant la onnaissane du domaine, guident la reherhe ombi-
natoire.
Il faut don herher des formalismes apables de mettre en ÷uvre des omporte-
ments par défaut, robustes et tout terrain, en l'absene d'information a priori , et
qui si ette dernière est disponible, peuvent l'intégrer harmonieusement en guidant
eaement le proessus de segmentation à la manière des heuristiques en IA.
L'inuene onrète du modèle en segmentation se traduit généralement par une
foalisation spatiale (4.5.2 p. 69) ainsi que par une paramétrisation et un séquen-
ement partiulier d'opérateurs (4.5.1 p. 68).
La prise en ompte de l'a priori se résume don à établir un lien privilégié
entre les éléments du modèle et les modules de segmentation, les premiers adaptant
(point 4) le omportement des seonds. Cette adaptation peut être obtenue grâe à
une boule de ontrle établie dynamiquement (point 3) d'une entité du modèle sur
une entité de segmentation.
En résumé, l'utilisation des informations du modèle peut se réduire à la mise en
plae d'interations (oopération) intelligentes ave le modèle, puis à une adaptation.
Intégration de l'inertitude. L'analyse des niveaux de gris de TG et du musle
ne permet pas de dégager un seuil de similarité global entre régions dans l'image.
En eet, si le traiteur d'image spéie un seuil de ressemblane trop grand (par ex.
7), ela risque de provoquer une fusion des régions musle et TG, un seuil trop petit
(par ex. 2) provoquera une sur-segmentation des deux régions empêhant de aluler
la surfae de la TG.
1
dont A* (algo. A.2 p. 257) est un représentant
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Il est don néessaire de fournir un adre d'expression expliite de l'inertitude,
favorisant sa détetion et sa prise en ompte par des omportements prudents et/ou
oopératifs.
6.2 Problématique étendue à la vision
Notre objetif dans le futur est de fournir un système de vision intégrant l'in-
terprétation de sènes xes 2D sur la base d'une organisation pyramidale d'agents.
Lors de nos travaux sur la segmentation, nous avons struturé notre démarhe dans
et objetif, e que reète bien l'état de l'art et surtout le hapitre 4.
L'utilisation de l'IAD en système de vision est ouramment admise (voir hapitres
4 & 5). Elle fournit en eet des outils de représentation élatée de la onnaissane
failitant ainsi son ingénierie et son intégration. Elle apporte des solutions de ontrle
permettant de supporter des stratégies asendantes, desendantes, mixtes et même
hétérarhiques.
Le loisonnement des disiplines, traitement du signal d'un té, sienes ogni-
tives de l'autre, a fait apparaître une frontière artiielle entre analyse d'image et
interprétation. Certes, il y a plusieurs étapes utilisant des outils diérents du trai-
tement de l'information, mais ette dihotomie nuit à une interation harmonieuse
entre le bas et le haut-niveau de la vision. En eet, si l'on représente le module de
segmentation omme un blo monolithique qui, après traitement, soumet ses résul-
tats à un autre blo monolithique qu'est le module d'interprétation, l'interation
entre es deux blos sera tardive, grossière et brutale. En onséquene, l'interpréta-
tion ne peut orriger la segmentation qu'après exéution de elle-i ; ette orretion
sera basée sur toute l'image et elle signiera quelque hose omme reommene à
zéro ave es nouveaux paramètres.
Nous souhaitons tendre vers une arhiteture homogène dans laquelle la segmen-
tation n'est qu'un as partiulier de reonnaissane de forme. Ainsi, la onfrontation
ave le modèle peut se faire dès les premières étapes de la vision, favorisant une
utilisation préoe des informations a priori se traduisant par une adaptation loale
des omportements de fusions de régions.
La similarité entre les shémas de Draper [Dra89℄ et les agents situés dans l'image
(5.5.3 p. 100) tout omme les travaux de Bouher [Bou99℄, suggèrent la manière de
relier harmonieusement le haut et le bas-niveau de la vision.
En onlusion, nous proposons un formalisme unié et homogène : des agents
situés dans l'espae et dans le modèle, qui interagissent ave leurs voisins an de
faire émerger des formes de plus en plus omplexes. Les stratégies ne doivent pas
être uniquement asendantes mais hétérarhiques.
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6.3 Cadre oneptuel
Les problèmes de oopération, d'adaptation et prise en ompte des onnaissanes
du domaine peuvent être reformulés omme un problème d'interation entre agents
hétérogènes situés dans l'espae et le modèle, et qui respetent un ensemble de
ontraintes.
Il faut néanmoins appliquer à ette soiété un modèle d'organisation struturant
les relations entre agents et régulant leurs ativités, an de garantir la onvergene
vers les objetifs globaux du système.
Nous proposons, omme le montre shématiquement la gure 6.4, d'utiliser la
struture de la pyramide irrégulière (hapitres 3 & 8) ar elle fournit un adre formel
d'organisation assurant une déroissane du nombre d'agents niveau après niveau et
don un ontrle de la ombinatoire des stratégies de reherhe dans l'espae des
segmentations et interprétations possibles.
112
6.4. PRINCIPES GÉNÉRAUX





















Fig. 6.4 : Cadre oneptuel de notre approhe.
6.4 Prinipes généraux
Des sommets aux agents : nous allons au hapitre 8 eetuer une transposition
d'une pyramide irrégulière, dont haque niveau est un graphe d'adjaene, vers une
pyramide irrégulière d'agents dont haque niveau est une organisation d'agents.
Les agents fusionnent à travers sept omportements : dans le hapitre 9,
nous dérirons en détails les divers omportements des agents et les interations entre
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agents voisins. Ces omportements, présentés shématiquement gure 6.5, sont au
nombre de sept :
1. Un omportement de marquage de territoire qui onsiste à anrer l'agent
dans l'image et à dénir la partie (primitive région ou ontour) de elle-i dont
il est le représentant.
2. Un omportement d'exploration permet aux agents de déouvrir leurs voi-
sins dans l'image. C'est ave ses voisins qu'un agent va interagir dans les om-
portements suivants. Ce omportement est l'équivalent agent de la onstrution
du graphe d'adjaene des pyramides irrégulières.
3. Un omportement de planiation de fusion : l'objetif d'un agent est
d'interagir ave ses voisins adjaents an de déterminer ave lesquels il souhaite
fusionner. Il va don onstruire un plan de fusion qui est l'équivalent agent du
graphe de similarité des pyramides irrégulières.
4. Un omportement oopératif : le plan de fusion préédemment élaboré
est entahé d'ambiguïtés : l'agent ne sait pas pour ertains de ses voisins s'il
doit fusionner ou non ave eux. An de lever es ambiguïtés, il va mettre en
÷uvre un omportement oopératif onsistant à demander l'avis d'agents pré-
sents dans son voisinage. Ces derniers pouvant représenter des primitives de
région ou de ontour, e omportement permet une oopération région/région
et région/ontour. Les modiations entraînées sur le plan de fusion sont l'équi-
valent agent d'un traitement visant à améliorer le graphe de similarité.
5. Un omportement de déimation vise à séletionner des survivants parmi
les agents du niveau ourant de la pyramide ; ette séletion est basée sur
l'utilité assoiée au plan de fusion préédemment alulé. Cei revient, dans le
adre des pyramides irrégulières, à favoriser la survivane des sommets ayant
de nombreux ars sortants de bonne qualité dans le graphe de similarité.
6. Un omportement de rattahement permet aux agents non-survivants de
se rattaher à un survivant an d'être représentés dans le niveau suivant de la
pyramide.
7. Un omportement de reprodution permet aux agents survivants de réer
un nouvel agent dans le niveau suivant de la pyramide. Ce nouvel agent repré-
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Fig. 6.5 : Les sept omportements des agents permettant fusion et déimation des agents
d'un niveau de la pyramide.
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Pour des raisons expliquées en introdution de e hapitre, les plate-formes dis-
ponibles au ommenement des travaux de thèse n'étaient pas adaptées à nos pro-
blèmes. Un important travail de développement logiiel a permis la mise au point
d'une plate-forme agent générique, indépendante du domaine appliatif.
Ce hapitre présente les diérents onepts de la plate-forme. Nous évoquerons le
miro-noyau du système qui fait la jontion ave les ouhes logiielles basses (Sys-
tème d'exploitation...) et le matériel. Nous préiserons les prinipaux omposants de
l'agent et la manière de modéliser son ontrle.
Ce hapitre n'est pas onsaré à l'image mais nous y expliquons le sens de ertains
termes employés lors des hapitres 8 et 9.
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7.1 Introdution
Au début des travaux de thèse en Janvier 1999, nous avons mené une étude sur
l'adéquation des diérentes plate-formes agents disponibles pour notre probléma-
tique. Auune, à l'époque, ne satisfaisait nos ontraintes pour une ou plusieurs des
raisons suivantes :
1. Non disponibilité des soures.
2. Chaque agent est assoié à un proessus entier posant des problèmes de mé-
moire dans le as d'une utilisation de plusieurs milliers d'agents.
3. La plate-forme onsidérée sous-tend un modèle partiulier d'agents ave, par-
fois même, un langage dédié. Or, e type d'approhe pose des ontraintes fortes
sur la nature des agents appliatifs. Par exemple, les agents devront être for-
ément de type BDI (5.3.3.3 p. 92) ne permettant pas une faible granularité
pour des agents simples. De plus, ette approhe ontraint le style de program-
mation à adopter, e qui est une qualité pour un langage mûr (ADA, Lisp)
mais un inonvénient majeur pour les langages enore immatures issus d'une
disipline réente que sont les SMA.
4. La plate-forme fournit des outils inadéquats (par exemple : un système à base
de règles d'ordre 0) et permet diilement l'utilisation d'autres outils, qui nous
semblent plus adaptés, sans amputer l'essentiel de l'intérêt de la plate-forme.
5. Le mode d'envoi de messages est inadapté : ertaines plate-formes utilisent sys-
tématiquement TCP/IP, même si les agents s'exéutent sur la même mahine,
e qui ralentit inutilement les performanes.
Cependant, depuis quelques temps, ertaines plate-formes, plus en adéquation ave
nos ontraintes, sont apparues, itons par exemple MadKit [Gut00℄ développée au
LIRMM de Montpellier.
L'expériene aquise lors des essais menés durant l'étude a permis de dégager
un ensemble de spéiations devant être respetées par une plate-forme agent, es
spéiations ne dérivent pas un modèle d'agents mais plutt un adre d'exéution
et un ensemble de servies devant être fournis par la plate-forme.
Le adre d'exéution onerne le SMA dans sa totalité et les apaités de parallé-
lisation transparentes lors de l'exéution. À et eet, nous utilisons une arhiteture
de type miro-noyau (7.3 p. 122) qui fournit un ensemble de servies minimaux
permettant la transparene vis-à-vis de l'implémentation sous-jaente.
Le adre d'exéution porte aussi sur une struture de ontrle minimale, exible
et standard interne à haque agent, qui permet de xer un adre le moins ontrai-
gnant possible lors de l'intégration de modules et d'outils au sein de l'agent.
An de failiter le développement d'agents, sans pour autant xer un modèle
agent trop ontraignant, la plate-forme fournit un ensemble de servies se présen-
tant omme une boîte à outils dans laquelle le onepteur des agents appliatifs
séletionne des fontionnalités plus ou moins omplexes, respetant ainsi le prinipe
de granularité variable.
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L'utilisation d'un miro-noyau, d'une struture de ontrle minimale interne à
l'agent et d'une boîte à outils reète une préoupation visant à ontraindre le moins
possible le onepteur de l'appliation au risque de débouher sur une simple appli-
ation distribuée. Cette orientation nous semble pour l'instant néessaire en regard
du niveau de maturité de la disipline. En eet, autant les notions de fontion ou de
boule sont ommunément admises pour les langages de programmation, autant la
sémantique, ou le type de mise en ÷uvre attahé à des onepts omme l'intention
ou l'environnement, peut varier d'un SMA à l'autre.
7.2 Caratéristiques et vue générale de la plate-forme
Nous allons évoquer les spéiations volontairement bas-niveau et génériques
que doivent respeter notre plate-forme :
1. Granularité variable : on doit pouvoir implanter des agents très légers, don
réatifs ou faiblement ognitifs, ou bien des agents plus lourds et fortement ognitifs.
Ainsi, nous ne xons pas a priori un méanisme de raisonnement pour l'agent. Seule
une struture de ontrle se voulant générique et exible est fournie. Celle-i pose un
adre d'intégration des savoirs et savoir faire de l'agent appliatif. L'élaboration de
e dernier est faite en séletionnant des fontionnalités dans une boîte à outils, par
instaniation, et en ajoutant les fontionnalités utilisateur liées à l'appliation.
2. Un grand nombre d'agents : plusieurs dizaines de milliers d'agents doivent
pouvoir prendre plae au sein du système. Cei exlut l'utilisation d'un proessus par
agent pour des ontraintes de mémoire mais suggère l'utilisation de proessus légers
(7.3.4.1 p. 129) ou threads. Cette ontrainte exlut aussi l'utilisation systématique
d'un modèle ognitif de raisonnement agent impliquant une onsommation mémoire
importante.
3. Un système distribué : étant donnée la grande quantité de aluls à eetuer,
on souhaite proter de l'aspet intrinsèquement distribué des agents pour répartir
le alul simultanément sur des arhitetures de type MIMD, Multiple-Instrution
Multiple-Data. Dans les arhitetures MIMD, plusieurs ux d'instrutions traitent
de manière indépendante plusieurs ux de données. Les arhitetures MIMD se dé-
omposent en deux familles [Tan94℄ :
a. Arhitetures à mémoire partagée(g. 7.1), les proesseurs disposent









Fig. 7.1 : Arhiteture à mémoire partagée.
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Les onits pour la possession du bus dégradent les performanes de es ar-
hitetures, on dote alors les proesseurs de mémoires ahes loales, petites
et rapides, dans lesquelles on stoke une portion de la mémoire partagée. Ces
mémoires surveillent les données éhangées sur le bus an de maintenir une
ohérene globale des données. Ce type d'arhiteture, désormais relativement
ourant et moyennement onéreux, se présente pour le grand publi sous la
forme de plusieurs (souvent 2 ou 4) proesseurs généralistes dont les rles sont
symétriques (il n'y a pas de notion de proesseur maître ou eslave). On parle
alors d'arhitetures SMP (Symetrial MutliProessing).
b. Arhitetures à mémoire distribuée (g. 7.2), haque proesseur dispo-
sant de sa propre mémoire loale, on obtient un ensemble d'ordinateurs ou de
alulateurs à part entière qui possèdent haun son système d'exploitation,









Fig. 7.2 : Arhiteture à mémoire distribuée.
Ce type d'arhitetures, désormais très ourant et peu onéreux, se présente
pour le grand publi sous la forme de mahines (PC ou station de travail)
mises en grappes ou luster. Les lusters permettent l'intégration inrémentale
de mahines hétérogènes et don une réutilisation des mahines plus ou moins
obsolètes.
An de bénéier des deux types de distribution, un miro-noyau va fournir une
abstration à l'implémentation sous-jaente permettant aux agents de ommuniquer
d'une manière transparente (g. 7.3, p. 121).
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Fig. 7.3 : Répartition des agents et modes de ommuniation aux sein d'arhitetures à
mémoire partagée (SMP) ; et à mémoire distribuée (luster).
4. Méanismes d'envoi de messages adaptés : il est peu eae d'utiliser
TCP/IP pour faire ommuniquer deux agents s'exéutant sur la même mahine,
alors que l'utilisation de la mémoire partagée ou même de l'espae d'adressage om-
mun (si les agents s'exéutent dans le même proessus) améliore onsidérablement les
performanes. Ainsi, suivant la situation physique respetive de deux agents voulant
ommuniquer (g. 7.3), un méanisme spéique d'envoi de messages sera utilisé.
C'est une des raisons qui a motivé l'utilisation d'un miro-noyau épaulé d'agents
systèmes, omme l'agent postier, au lieu d'une utilisation généralisée d'une implé-
mentation de CORBA[Gei99, COR01℄, PVM ou MPI.
5. La portabilité permet de déployer le système au sein d'arhitetures hétéro-
gènes, permettant de faire travailler ensemble des PC sous Windows, Linux ou même
des stations de travail. Cei est un point non négligeable lorsque l'on onsidère la
puissane de alul potentielle d'une salle de travaux pratiques d'une université.
Nous avons don hoisi de développer notre appliation en Java.
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Pourquoi Java ? Java est un langage équilibré, non sans défaut, dont voii les
aratéristiques qui ont motivé son utilisation :
 Bien que plus lent (3 à 15 fois) qu'un langage ompilé omme C ou C++,
l'utilisation de JIT (Just In Time ompiler), eetuant une ompilation du
byteode java, à la volée au moment de l'exéution, permet de ombler une
partie de la lenteur inhérente à un langage interprété.
 Java intègre dans le langage des fontionnalités intéressantes omme les Threads,
la sérialisation d'objets et une ertaine réexivité des objets.
 Le JDK (Java Developpment Kit) fournit un ensemble de librairies failitant
le développement. Citons, les strutures de données, les librairies réseau ou
graphique.
 C'est un langage généraliste, exellent nulle part mais bon partout. Il autorise
des traitements bas-niveau (numériques) eaes grâe à l'existene de types
de base (entier, double,...). Il permet aussi une approhe plus oneptuelle et
exlusivement objet en fournissant des méanismes standards et spéialisables
de manipulation et de omparaison de es objets (par exemple : traitements
sur les haînes de aratères).
 C'est un langage dynamique, assurant de trouver sur internet des outils répon-
dant à des besoins préis.
7.3 Le miro-noyau et les agents système
Le miro-noyau fournit une abstration minimale rendant transparente l'implé-
mentation sous-jaente. Le miro-noyau ne présuppose rien sur la nature des agents,
par exemple : il n'agit pas omme un environnement observé par les agents. Il ne
fait que deux hoses :
 fournir un environnement d'exéution aux agents ;
 faire transiter les messages entre agents.
De ette manière, nous respetons la philosophie des miro-noyaux [Tan94℄, dans le
sens où une fontionnalité supplémentaire prendra la forme d'un nouvel agent inséré
dans le système.
Remarque : si d'un point de vue oneptuel, notre approhe s'est inspirée des
miro-noyaux, les hoix tehnologiques (strutures de données, API, et.) ont été
inuenés par PVM [Gei94℄ et le noyau de Linux
1
[Bov01℄ garantissant ainsi des
solutions éprouvées à nos problèmes tehniques.
Comme nous le préisons à la setion 7.3.4.1 p. 129, l'unité d'exéution d'un agent
est le thread. Un proessus va don être une entité regroupant un ensemble d'agents
et un miro-noyau (g. 7.3) supportant l'interation entre agents et leur fournissant
un environnement d'exéution.
1
Linux étant, bien sûr, un dèle représentant des noyaux monolithiques, aspet qui a donné lieu
à une vive ontroverse entre Linus Thorvald et Andrew Tannenbaum.
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L'objet MiroKernel de la gure 7.4 présente les prinipaux hamps et méthodes
du miro-noyau. Les méthodes peuvent être omprises omme des appels systèmes
exéutés par l'ativité de l'agent. Le miro-noyau se doit don d'être réentrant, plu-
sieurs threads pouvant exéuter simultanément une de ses méthodes. Alors, ertaines
strutures de données sont protégées par un sémaphore booléen, ou mutex, garan-
tissant qu'un seul thread à la fois manipule une struture de données protégée.
Les zones de odes ritiques se devant être les plus nes possible pour limiter les
inter-bloages, il n'y a pas de mutex global portant sur tout l'objet MiroKernel
mais bien plusieurs mutex verrouillant haun une struture de données.
publi final lass MiroKernel{
/********** Gestion des agents ***********/
Hashtable loalAgents_ht;// table de hahage des agents loaux
ArrayList loalAgents_list;// liste des agents loaux
publi Integer insertAgent(BaseAgent agent){..}
publi boolean removeAgent(Integer agtId){..}
publi boolean setPriority(BaseAgent agent,int priority){..}
/********** Gestion des groupes **********/
Hashtable Groups;// table de hahage des groupes
publi void joinGroup(Integer agtId, String groupe){..}
publi void leaveGroup(Integer agtId, String groupe){..}
publi ArrayList getAgtOfGroup(String groupe){..}
/********** Envoi de messages ***********/
publi boolean sendMsg(Message msg){..}
publi boolean broadastMsg(Message msg){..}
publi boolean broadastMsg2group(Message msg,String groupe){..}
/********** Gestion du temps ***********/
int loalTime;





Fig. 7.4 : Classe d'implémentation du miro-noyau MiroKernel et ses prinipaux
hamps et méthodes.
7.3.1 Gestion des agents et des groupes
Gestion des agents : le miro-noyau tient à jour deux strutures de données dans
lesquelles il enregistre tous les agents atifs dans le proessus ourant,
 la table de hahage loalAgents_ht permet un aès rapide à un agent par-
tiulier ;
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 la liste loalAgents_list permet un aès séquentiel rapide à tous les agents.
Ainsi, insertAgent(BaseAgent agent) permet l'ajout d'un nouvel agent dans le
système en lui allouant un nouvel identiant unique. Le retrait se fait grâe à la
méthode removeAgent(Integer agtId).
Gestion des groupes : un groupe est omposé d'un nombre arbitraire d'agents,
un agent pouvant appartenir à plusieurs groupes. Cette abstration est utile vis-à-
vis du onepteur de l'appliation en failitant des opérations : envoi de message,
destrution d'agent sur un ensemble d'agents de manière simultanée. Le miro-noyau
stoke une table de hahage Groups ave, omme lé, le nom du groupe et, omme
valeur de retour, la liste des agents appartenant au groupe.
 joinGroup(Integer agtId, String groupe) l'agent d'identifant agtId se
joint au groupe ;
 leaveGroup(Integer agtId, String groupe) l'agent quitte un groupe ;
 getAgtOfGroup(String groupe) retourne la liste des identifants de tous les
agents du groupe.
La réation d'un nouveau groupe se fait lors du premier appel joinGroup(...) sur
un groupe n'existant pas déjà.
7.3.2 Les messages
Le format de message (g. 7.5, p. 124) que nous proposons a omme objetif
premier de répondre à des ontraintes d'aheminement des messages. On retrouvera
des hamps identiant le reeveur, l'émetteur, sa date, ainsi qu'une entête pour
distinguer les messages système ou utilisateur.
publi lass Message{
/* information bas-niveau pour l'aheminement des messages*/
Integer reeiver;//identifiant du reeveur
Integer sender; //identifiant de l'émetteur
int header; //header du message
int date; //date du message
/* information niveau appliatif */
Objet performatif;//performatif appliatif du message
Objet reply_with; //label à ommuniquer lors d'une réponse
Objet in_reply_to;//label ommuniqué lors d'une réponse
Objet ontent; //ontenu du message
Objet langage; //langage utilisé dans le ontenu du message
...
}
Fig. 7.5 : La lasse d'implémentation des messages Message et ses prinipaux hamps.
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Toutefois, notre plate-forme est plus qu'un simple système d'appliations distri-
buées, elle fournit un ensemble de servies sous la forme d'une boîte à outils dans
laquelle le développeur de l'appliation peut séletionner des éléments. Il est don
néessaire d'étendre sensiblement la sémantique d'un message. Nous avons hoisi de
alquer les hamps relatifs à l'appliation sur KQML[Fin93℄, qui est un langage de
niveau ommuniation (par opposition au niveau transport) entre agents.
On peut alors envisager à l'avenir un outil prenant la forme d'un spéialiste dont
la fontionnalité est d'interpréter les messages omme étant des messages KQML et
KIF [Gen91℄. Cependant, en l'absene d'un tel outil, les messages ne sont pas des
messages KQML, ils ont le sens que leur donne le développeur de l'appliation. Le
format de message a omme unique rle de rendre possible le fontionnement de
ertains méanismes (omme les handlers de messages) et de struturer, sans trop
ontraindre, le développement d'appliations.
7.3.3 Envoi de messages
Le miro-noyau est responsable du bon aheminement des messages, la méthode
sendMsg(Message msg) utilise le hamp reeiver d'un Message (g. 7.5, p. 124)
an de déterminer son destinataire.
 broadastMsg(Message msg) diuse un message à tous les agents du système ;
 broadastMsg2group(Message msg, String groupe) diuse un message à
tous les agents d'un ertain groupe.
Ces deux dernières méthodes utilisent la méthode sendMsg(Message msg) sur un
ensemble de destinataires qu'elles déterminent.
Remarque : lors de l'appel de sendMsg(Message msg), le ompteur yleAtive
est inrémenté si 'est le premier message reçu par l'agent à e yle. Ce ompteur
est utilisé pour la synhronisation (7.3.4.2 p. 132), pour savoir ombien d'agents
seront atifs lors du prohain yle.
Émission de messages : lors de la distribution d'un message, le miro-noyau
regarde si le destinataire est loal, 'est-à-dire s'il est dans le même proessus que
l'émetteur. Autrement dit, si l'émetteur et le réepteur du message s'exéutent sur
le même miro-noyau, elui-i peut aéder diretement à la boîte aux lettres du
réepteur ar elle se trouve dans le même espae d'adressage. Si e n'est pas le as,
le miro-noyau dépose le message dans la boîte aux lettres de l'agent PostAgent
qui va être responsable de l'envoi de messages vers les agents situés dans des miro-
noyaux distants.
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SendMsg(Message msg)
Agt←loalAgents_ht.get( msg.reeiver)




Algo. 7.1 : L'appel système MiroKenel.sendMsg(Message msg) réalisant l'envoi de
message.
L'agent système postier : en respetant la philosophie des miro-noyaux qui
onsiste à implanter un minimum de fontionnalités dans le noyau, es dernières
devant être implantées sous forme de proessus, la gestion des messages à destination
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bus = (réseau ex: TCP/IP) OU (Mémoire partagée)
Fig. 7.6 : L'agent système PostAgent : une abstration permettant de rendre transparents
aux agents et au noyau les méanismes de ommuniation réellement employés.
L'agent postier joue le rle d'une glue intermédiaire ou middleware entre les
diérents miro-noyaux. Ainsi, le méanisme d'envoi de messages entre miro-noyaux
réellement utilisé est ahé derrière l'agent postier, et permet de passer par exemple
de PVM à MPI ou CORBA par un simple remplaement de l'agent PostAgent.
La boîte aux lettres du PostAgent (g. 7.7, p. 127) & (g. 7.8, p. 128) est onsti-
tuée de messages à destination d'agents distants. En la vidant, PostAgent répartit les
messages dans un tableau de listes de messages outputMailBox, dans lequel haque
liste de messages ontient les messages à destination d'un miro-noyau partiulier.
Ce tri est eetué en utilisant une table de routage : routeTable pour savoir sur
quel miro-noyau s'exéute l'agent destinataire.
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publi lass PostAgent{
/********** Interation ave les miro-noyaux distants ***/
RouteTable routeTable;//table de routage des messages
ArrayList remoteMK;//table des identifiants des miro-noyaux distants
Hashtable outputMailBox;//buffers des messages à émettre(lassés
//par les identifiants des miro-noyaux)
ArrayList inputMailBox;//buffer des messages reçus
jPVM pvmTools;//toolbox PVM
// sérialisation/désérialisation des messages
publi ArrayList deserialize(byte[℄ messages){....}
publi byte[℄ serialize(ArrayList messages){....}
...
}
Fig. 7.7 : La lasse d'implémentation de l'agent postier PostAgent et ses prinipaux
hamps et méthodes.
À la n du yle ourant, l'agent système PostAgent va se harger d'envoyer tous
les messages présents dans outputMailBox. Nous avons hoisi d'utiliser PVM pour
remplir ette fontionnalité, mais un autre outil omme MPI ou une implémentation
de CORBA peut parfaitement prendre plae à et endroit préis du système sans
onséquene sur le reste.
Ainsi, le PostAgent sérialise haque liste de messages (ArrayList) présente dans
outputMailBox grâe à la méthode serialize(ArrayList messages). La sérialisa-
tion est un méanisme permettant de transformer, s'ils ont été prévus à et eet, des
objets ou objets omposés en ots d'otets séquentiels, pouvant de ette façon être
stokés sur disque ou envoyés par réseau. Java fournit un ensemble d'outils rendant
ette tâhe aisée.
Une fois haque liste de messages onvertie en autant de ots d'otets, le PostAgent
va plaer haun de es ots dans un des buers PVM destiné à un miro-noyau
distant partiulier. Cette opération est eetuée à l'aide de l'outil jPVM (le hamp
pvmTools) qui permet une interfae entre Java et PVM à l'aide de méthodes natives.
En Java, les méthodes natives sont des méthodes érites dans un langage ompilé C
ou C++, et présentes dans une librairie dynamique aessible en Java.
Réeption des messages : omme nous l'avons évoqué plus haut, les messages
loaux sont diretement adressés à la boîte aux lettres du destinataire par l'émetteur
via l'appel système sendMsg(Message msg). Nous allons don évoquer la réupéra-
tion des messages venant de miro-noyaux distants. Le PostAgent réupère dans
un buer PVM l'ensemble des messages qui sont destinés aux agents loaux ainsi
que ertains messages systèmes (de synhronisation) adressés entre agents système.
Ces messages se présentent sous la forme de ots d'otets qu'il est néessaire de
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désérialiser à l'aide de la méthode deserialize(byte[℄ messages) qui renvoie une
ArrayList, 'est-à-dire une liste de messages qui sont stokés dans inputMailBox.
PostAgent va nalement invoquer l'appel système sendMsg(Message msg) sur la
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Fig. 7.8 : Fontionnement interne de l'agent système PostAgent ave une utilisation de
PVM.
Conlusion sur le méanisme d'envoi de message. Notre approhe se justie
par trois points :
1. Lors de la oneption d'une appliation en groupant, dans la mesure du pos-
sible, les agents ommuniant entre eux dans le même proessus, on obtient un
méanisme d'envoi de messages très performant ar utilisant essentiellement
l'espae d'adressage du proessus.
2. Le méanisme d'envoi de messages distants (PVM) est totalement transparent
aux agents ; elui-i peut failement être remplaé par MPI ou une implémen-
tation de CORBA par modiation d'une partie de l'agent système PostAgent,
voir pointillés (g. 7.8, p. 128).
3. De même que nous ne voulions pas fournir un modèle type d'agent, nous ne
souhaitions pas imposer aux onepteurs d'appliations une norme de om-
muniation trop struturante omme CORBA et le langage IDL. En eet, il
risque d'y avoir une onfusion entre les deux niveaux d'abstration diérents
que sont un simple servie d'éhange de messages et la sémantique assoiée à
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es messages. Cependant, le onepteur d'une appliation agent reste parfai-
tement libre d'utiliser une norme omme CORBA et IDL à l'aide de librairies
qu'il insère dans ses agents.
7.3.4 Ordonnanement des agents et gestion du temps
Contrairement aux spéialistes des systèmes à base de tableau noir, les agents
sont des entités autonomes, ainsi le système d'ordonnanement des agents doit li-
miter son rle à répartir les ressoures que sont les proesseurs, le mieux possible,
suivant des onsignes (niveau de priorité).
Les agents peuvent être envisagés dans un adre temps réel, auquel as, on aura
reours à des algorithmes d'ordonnanement adaptés [Cot00℄. Dans notre as, nous
allons aborder le problème dans le adre lassique du temps partagé.
7.3.4.1 Proessus légers ou threads
Il est important de distinguer deux niveaux oneptuels diérents : le niveau
onept, ou entité logique, et le niveau de mise en ÷uvre . Nous avons déjà évoqué
ette distintion à propos des messages en opposant le niveau logique de messages
entre agents et le niveau mise en ÷uvre par CORBA ou PVM.
Cette onfusion peut aussi apparaître à propos de la notion d'agent (niveau
logique) et elle de tâhe informatique (niveau mise en ÷uvre ).
En eet, plusieurs agents peuvent parfaitement être exéutés par une même tâhe
informatique. Toutefois, il faut bien doter les agents d'un moteur d'exéution et il
nous semble que la notion de thread est bien adaptée ar elle permet de respeter
les spéiations de granularité variable et de parallélisme d'exéution (voir threads
système i-dessous) énonées à la setion 7.2.
La notion de proessus légers ou threads est désormais ourante dans les noyaux
des systèmes d'exploitation modernes, bien que leur mise en ÷uvre diverge signi-
ativement
2
. Un proessus est omposé d'un espae d'adressage et d'un hemin
d'exéution. Voii les prinipaux éléments de l'espae d'adressage :
1. le segment de ode ontenant les instrutions du programme ;
2. la zone des variables globales ;
3. le tas ou zone d'alloation de mémoire dynamique ;
4. la zone ontenant des informations système, par ex. : hiers ouverts, proessus
ls, et.
Le ontexte ou hemin d'exéution est omposé des éléments suivants :
1. les registres du proesseur (dont le ompteur ordinal qui pointe sur la prohaine
instrution à exéuter) ;
2
Les threads du système Solaris de Sun se distinguent de eux de Linux.
129
CHAPITRE 7. PLATE-FORME LOGICIELLE
2. la pile des variables loales des fontions appelées, ontenant aussi les valeurs
des ompteurs ordinaux avant appel de fontion. Elle sert également de lieu de
































Fig. 7.9 : (a) Proessus lassique ave un seul thread ; (b) proessus ave plusieurs threads
On appel thread ou proessus léger (déni par la norme Posix 1003.1) e
hemin d'exéution. La programmation multi-threads est devenue une néessité ave
l'apparition d'appliations (omme les serveurs web) néessitant la réation d'un
grand nombre d'ourrenes du même programme. La dupliation des proessus, et
don des espaes d'adressage supportant le même programme, onsomme inutile-
ment de la mémoire. Ce problème est partiellement résolu ave la apaité des OS
(Operating System) de faire partager des pages mémoires ommunes (segment de
ode) entre proessus. Le hangement de ontexte entre proessus est inutilement
oûteux ar il néessite le déhargement et hargement des espaes d'adressages. Les
threads d'un proessus vont tous partager le même espae d'adressage aélérant
le hangement de ontexte. Ce partage de l'espae d'adressage favorise une om-
muniation aisée entre threads sans la néessité d'avoir reours aux méanismes de
partage de mémoire (IPC Inter Proess Communiation). Ces deux derniers points
font du thread un outil adapté à la mise en ÷uvre du moteur des agents. Toutefois,
il faut distinguer deux types de threads :
1. Les threads utilisateur sont implantés à l'aide de librairies à l'intérieur d'un
proessus ne possédant qu'un seul thread système (voir i-dessous).
L'ordonnaneur (sheduler) du système d'exploitation alloue du temps proesseur
au thread système qui va répartir e temps, parmi les threads utilisateur, à l'aide
d'un ordonnaneur interne s'exéutant en mode utilisateur. Cette approhe possède
ertains avantages :
1. elle ore un moyen pratique au développeur de mettre en ÷uvre une program-
mation onurrente entre plusieurs ativités ;
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Fig. 7.10 : Les threads utilisateur.
2. le temps de ommutation de ontexte entre threads utilisateur est très ourt
provoquant une augmentation des performanes.
Néanmoins, ette approhe a des limites :
1. Une E/S (Entrée/Sortie) bloquante lanée par l'un des threads utilisateur va
bloquer le thread système, et don tous les autres threads utilisateur, puisque
du point de vue du noyau de l'OS il n'y a qu'un seul thread système.
2. Cette approhe ne permet pas de répartir les threads sur plusieurs proesseurs
puisque, du point de vue de l'OS, il n'y a qu'un seul thread système s'exéutant
sur un seul proesseur.
2. Les threads système sont répertoriés omme tels au niveau du noyau de
l'OS qui prend en harge leur ordonnanement. Une E/S bloquante eetuée par
un thread du proessus ne bloque pas les autres threads de e même proessus. De
plus, deux threads du même proessus peuvent s'exéuter de manière physiquement
parallèle sur deux proesseurs d'une mahine SMP (7.2 p. 119).
Lien ave Java. La lasse Thread [Oak99℄ du langage Java fournit un moyen
élégant et simple de manipuler les threads en Java. Les possibilités d'ations sur es
threads sont réduites du fait de l'aspet multi-plate-forme du langage empêhant
d'utiliser les spéiités d'une plate-forme partiulière. La plupart des JVM (Java
Virtual Mahine) proposent l'utilisation de threads utilisateur appelés green threads
dont le omportement des threads est plus ou moins similaire
3
quel que soit l'OS
sous-jaent. Certaines JVM proposent aussi l'utilisation de threads système appelés
native threads rendant possible une exéution parallèle des threads dans le as d'une
mahine SMP. Dans e as, le omportement des threads va varier en fontion de
l'OS utilisé, néanmoins une programmation rigoureuse faisant appel à de nombreux
3
Les spéiations du langage étant très vagues à e sujet.
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points de synhronisation permet d'obtenir un résultat globalement
4
déterministe
quel que soit l'OS et la JVM employée.
7.3.4.2 Synhronisation et yle d'exéution
La gestion du temps est un problème déliat dans un système distribué où les
entités peuvent agir les unes sur les autres. Pour résoudre e problème, on peut avoir
reours à un méanisme de synhronisation globale.
Systèmes globalement synhronisés ou adenés. Un système adené est
un système distribué où toutes les entités s'attendent pour faire évoluer un temps
ommun à l'aide d'une synhronisation globale.
À la date T, toutes les entités onsomment leurs messages (es messages inluent
les pereptions faites de l'environnement), elles eetuent un yle d'exéution in-
luant le raisonnement (plus ou moins sophistiqué) et le hoix des ations à entre-
prendre qui se traduit par des messages à émettre (es messages omprennent les
ations sur les autres agents et environnement). Cei fait, tous les messages de toutes
les entités sont envoyés et elles-i passent toutes au même moment, à la date T+1.
Si une entité travaille en adene, elle est assurée que tous les messages envoyés à
la date T sont bien partis à ette date et qu'il n'y a pas d'ambiguïté sur la notion
de temps. De plus si la transmission de messages est instantanée, à la date T+1, les
agents sont ertains d'avoir reçu tous les messages partis à la date T.
Systèmes non globalement synhronisés. Dans des arhitetures non aden-
ées, les messages sont estampillés ave la date de l'expéditeur. Chaque entité déide
à quel moment elle passe à la date suivante et il n'y a qu'elle qui onnaît réellement sa
date. Une entité peut reevoir des messages passés (elle est en avane sur d'autres),
des messages futurs (elle est en retard sur d'autres), des messages présents (elle est
à la même date que d'autres). Le problème de e type d'arhiteture est de savoir
quand eetuer une ation. Comment gérer le as où un message (de date T) essentiel
au hoix d'une ation (menée à l'instant T+1) arrive à l'instant T+2 ? Le message
peut être simplement ignoré or ette solution peut mener à ertaines inohérenes.
Imaginons deux agents A1 et A2 eetuant haun une pression simultanée de fores
égales et opposées sur un blo B situé en bord de table. B reçoit à T+1 l'ation
(datée T) de A1 le faisant tomber de la table, puis il reçoit à T+2 l'ation (datée T)
de A2 qu'il ignore. Logiquement, le blo aurait dû rester sur la table. Il faut don
pouvoir envisager des retours en arrière, si jamais dans le futur on réeptionne un
message passé important. Eetuer es retours en arrière est très oûteux, surtout
si l'entité en a inuené d'autres ; ette approhe n'est don pas viable.
Dans la pratique, les onepteurs de plate-formes SMA proposent très souvent
des arhitetures adenées ave des messages dont la durée du trajet est onsidérée
omme instantanée. Il est plus faile de réaliser es systèmes et ils fournissent de
4
Si e terme peut paraître hoquant à ertains il traduit la réalité de l'informatique appliquée
qui n'a de formelle que la phase de spéiation (laquelle est, dans e as, relativement vague).
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bonnes propriétés. Nous proposons don d'intégrer ette adene et ette instanta-
néité des messages omme propriétés intrinsèques de notre plate-forme.
Proposition d'un système adené : l'agent système Chronos. Une plate-
forme multi-agents est un système faisant ohabiter et interagir des agents. Comme
le signale Ferber [Fer95℄, es agents peuvent être de nature purement ommuniante,
situés dans un environnement, ou les deux à la fois. Le yle d'exéution de la plate-






















Fig. 7.11 : Cadenement global des agents : un yle d'exéution.
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Cyle synhro globale (date T)
1. L'agent Chronos réveille tous les agents ayant reçu un message au yle
préédent. Il eetue pour ei l'appel système wakeUpAllAtive(), ette
méthode parourt la liste loalAgents_list du noyau (g. 7.4, p. 123) et
envoie un signal de réveil par la méthode notify() à tous les threads dont
l'agent a reçu un message (hamp messageInMailBox de la lasse MailBox
(7.4.2 p. 144).
2. Les agents onsomment leurs messages (datés T-1) inluant les pereptions
du(des) environnement(s), ils raisonnent, ils hoisissent les omportements à
délenher et les délenhent, provoquant l'envoi de nouveaux messages da-
tés T. Ces messages inluent les ations menées sur le(les) environnement(s).
Puis haque agent exéute l'appel système endAtion(), dérémentant à
haque fois le ompteur yleAtive. Si e ompteur est à 0, un message
de ontrle est envoyé à l'agent Chronos qui provoquera son réveil.
3. L'agent Chronos est réveillé par un message de ontrle indiquant que tous
les agents atifs lors de e yle ont ni leur exéution. Il va maintenant
s'assurer que tous les messages devant être délivrés pour le yle prohain
sont bien arrivés. Pour ela, il envoie un message à l'agent PostAgent.
4. PostAgent est réveillé par un message lui indiquant qu'il doit vérier que
tous les messages destinés à des agents distants (sur d'autres miro-noyaux)
sont bien partis (et arrivés) et que tous les messages en provenane d'agents
distants et à destination d'agents loaux sont bien distribués. Cei fait,
l'agent PostAgent envoie un message de ontrle à l'agent Chronos.
5. Chronos va se synhroniser ave les agents Chronos des autres miro-noyaux,
par envoi de messages et ausé de réeption, ei fait, il passe à la date T+1
(variable loalTime) et retourne en 1.
Algo. 7.2 : Un yle de synhronisation globale mettant en jeu les agents systèmes
Chronos et PostAgent.
7.3.5 Conlusion sur le miro-noyau et les agents système
Nous proposons une arhiteture basée sur un miro-noyau aidé de deux agents
système, PostAgent et Chronos, modiables à souhait qui eetuent les tâhes sys-
tème périphériques. Ces deux agents système sont semblables aux autres agents, à
ei près qu'ils ont une utilisation d'appels système plus intensive et omplexe. De
plus, le moindre message dans leurs boîtes aux lettres les réveillent, ontrairement
aux autres agents.
Le modèle d'exéution artiulé autour de threads adenés par Chronos permet
une distribution physique de l'exéution des agents sur plusieurs proesseurs si la
JVM supporte bien les threads natifs/système. Dans le as ontraire, on peut tou-




Lors de la oneption de l'arhiteture, nous avons favorisé l'ouverture et la sim-
pliité au détriment d'une arhiteture orant des modèles souvent omplexes et
parfois trop struturants et ontraignants pour le développement d'appliations.
L'expériene nous a appris qu'à vouloir trop faire, on est tenté de développer des
fontionnalités omplexes, mal pensées et peu généralisables débouhant sur des
usines à gaz impossible à mettre au point et dont on utilise 5% des fontionna-
lités. Nous pensons que ette situation évoluera le jour où les SMA auront mûri
permettant l'émergene de onepts lairement identiables.
7.4 L'agent
Comme préisé préédemment, nous n'avons pas souhaité fournir un modèle
struturant le mode de raisonnement des agents. En eet, des agents simples et
prohes du réatif peuvent sure pour ertaines appliations tandis que d'autres
néessiteront des agents très ognitifs à forte granularité. De plus, les développeurs
ont des visions très diérentes des hoses. Ainsi, une arhiteture très struturante
peut s'avérer un bon squelette d'assemblage pour son onepteur mais un véritable
asse-tête pour un autre développeur qui peinera à y faire entrer ses idées.
Nous proposons, sous la forme d'une lasse Java, un squelette d'agent minimal
BaseAgent établissant une iruiterie entre les messages, les modules de traitements
(spéialistes) et la mémoire de l'agent (tableau noir loal). Nous proposons des im-
plémentations plus ou moins omplexes de e squelette, tout omme une boîte à
outils dans laquelle le développeur peut séletionner des modules pour façonner son
agent d'une manière adaptée à l'appliation.
7.4.1 Struture de ontrle
Les prinipaux éléments omposants l'agent sont :
1. des modules de traitement que nous nommerons spéialistes, qui dépendent de
l'appliation, lesquels sont fournis par le développeur de elle-i ;
2. une mémoire loale que nous nommerons tableau noir loal, qui ontient des
données relatives à l'appliation, ette mémoire peut être inexistante pour des
agents purement réatifs ;
3. des messages en provenane et en partane.
La struture de ontrle a pour objetif d'établir un squelette supportant et orhes-
trant l'interation entre tous es éléments.
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Mémoire (tableau noir local)
Messages
Agent
KS : sources de connaissances, ou spécialistes       R : raisonnement
Fig. 7.12 : Squelette de la struture de ontrle interne de l'agent.
Nous avons hoisi le tableau noir [Erm80℄ et (5.2.1 p. 85) omme struture
de ontrle de l'agent (g. 7.12, p. 136). Il permet la mise en ÷uvre d'agents à
granularité et aux apaités de raisonnement variables. En eet, nous souhaitons
à ourt terme intégrer des agents d'interprétation néessitant des fontionnalités
ognitives plus étendues que elles utilisées par les agents de l'appliation atuelle
(qui se situent dans le bas de l'éhelle des agents ognitifs).
Chaque omposant de ette struture de ontrle se présente sous la forme d'une
lasse de base que le développeur des agents appliatifs spéialise par héritage pour
obtenir le omportement souhaité. Le squelette générique de l'agent manipule les
lasses de base des omportements spéialisés grâe au polymorphisme d'héritage.




7.4.1.1 Les handlers de messages
La sémantique et le traitement des messages sont des ritères distinguant les
familles de langages qui y ont reours :
 Pour les langages objet, un message est un ordre traité de manière synhrone ;
 Pour les langages ateur [Agh86℄, un message est un ordre traité de manière
asynhrone ;
 Pour les langages agent, un message est une information à aratère desriptif,
onatif, ou autre, que l'agent a le hoix de prendre en ompte. Si le message est
une requête de traitement que l'agent souhaite satisfaire, elle-i sera eetuée
de manière asynhrone.
Notre plate-forme fournit don naturellement un servie de messages asynhrone que
les agents peuvent ignorer. Les handlers de message sont le premier élément d'une
iruiterie reliant messages et traitements asynhrones des messages.
publi lass MessageHandler{
proteted String performatif;
publi void readMessage(Message msg);
}
Fig. 7.13 : La lasse MessageHandler prend en harge les messages : 'est l'étape de
pereption de l'agent.
Pour haque type de message que l'agent peut traiter, le onepteur de l'applia-
tion doit réer un handler spéialisant la lasse MessageHandler (g. 7.13, p. 137).
Pour ela, il préise à l'aide du hamp performatif les messages qui seront inter-
eptés par e handler, e symbole devant orrespondre au hamp performatif de
la lasse Message (g. 7.5, p. 124).
Il donne aussi une spéialisation de la méthode readMessage(Message msg) pré-
isant la manière dont sont traités les messages. Si auune spéialisation n'est don-
née, la méthode readMessage(Message msg) fournie par défaut, plae es messages
dans une zone partiulière du tableau noir loal de l'agent.
Les handlers eetuent don un ltrage de la boîte aux lettres, ils peuvent avoir
une fontion de reformulation, de tri sur l'importane ou d'eaement des messages.
Cela peut permettre d'éviter à l'agent le traitement de messages inutiles reétant
le bruit
5
du système. Les handlers orrespondent à la fontion de pereption de
l'agent, qui, omme nous venons de le voir, peut être attentive ou sensible à ertains
types de messages, ette sensibilité pouvant varier dynamiquement en fontion de
l'état mental de l'agent 'est-à-dire des données présentes dans le tableau noir loal.
7.4.1.2 Le moniteur
Le moniteur surveille le tableau noir loal : mémoire représentationnelle, onative
et états de raisonnement, à l'aide de modules pouvant être proéduraux ou délara-
5
Messages onsidérés omme inutiles pour l'agent.
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tifs. En eet, omme nous le verrons (7.4.4 p. 148), un spéialiste (unité de trai-
tement de l'agent) est omposé de deux parties : un module attentif onditions()
et le orps d'exéution du spéialiste run(). Chaque nouveau spéialiste est signalé
au moniteur qui va désormais prendre en ompte la méthode ondition() de e
spéialiste. Cette méthode peut être de nature proédurale (souvent susante pour
des agents à faible granularité), ou omposée d'un ensemble de règles d'inférene.
Lorsque la partie ondition d'un spéialiste est vériée, le moniteur ommunique
à l'agenda du séqueneur le spéialiste délenhable.
7.4.1.3 L'agenda
L'agenda est une simple liste ontenant l'ensemble des spéialistes délenhables
à un moment donné, triés suivant leur degré de priorité. L'agenda fournit deux
méthodes : insert(KnowledgeSoure ks) pour l'insertion d'un nouveau spéialiste
suivant sa priorité, et getFirst() qui retourne le spéialiste le plus prioritaire. Ce
dernier est un omportement par défaut pouvant parfaitement être spéialisé au
besoin.
7.4.1.4 Le séqueneur
Le séqueneur est le entre de ontrle de l'agent, il est implémenté dans la
lasse BaseAgent (g. 7.14, p. 139) qui est la lasse de base de tous les agents,










/********** Gestion des spéialistes ******/
proteted KnowledgeSoures knowledgeSoures;
publi void addKS(KnowledgeSoure ks){...}
/********** Gestion des handlers **********/
proteted MessageHandlers messageHandlers;






Fig. 7.14 : La lasse BaseAgent : lasse de base des agents appliatifs à spéialiser au
besoin.
Les deux méthodes prinipales du séqueneur sont :
1. sheduleKS() (algo. 7.3 p. 139) : elle est responsable de l'ordonnanement des
spéialistes. La méthode par défaut fournie exéute les spéialistes délenhables par
ordre de priorité. Le séquenement s'eetue selon une politique en largeur d'abord,
'est-à-dire que l'on exéute tous les spéialistes délenhables avant d'interroger de
nouveau le moniteur (appel de monitor.run()). Cette méthode est réitérée tant











Algo. 7.3 : Ordonnanement des spéialistes suivant les priorités, selon un mode largeur
d'abord.
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2. runAgent() (algo. 7.4 p. 140) : elle représente la boule d'exéution prinipale de
l'agent. (1.) Elle ommene par suspendre l'agent sur sa boîte aux lettres en attente
de nouveaux messages et de l'appel système wakeUpAllAtive() venant de l'agent
Chronos. Puis (2.), tous les messages sont ltrés à l'aide des handlers des messages.
(3.) elle appelle la méthode implantant l'essentiel de l'ativité de l'agent qui va
ontrler l'exéution des spéialistes. Enn, (4.) tous les messages en partane sont
envoyés. Finalement (5.), l'agent exéute l'appel système endAtion() signiant au
noyau qu'il a ni son yle d'exéution.
RunAgent()







Algo. 7.4 : Boule prinipale d'exéution de l'agent.
7.4.1.5 Exemples de mise en ÷uvre du ontrle
Nous venons de dérire l'ensemble des éléments omposant (g. 7.12, p. 136)
le squelette d'un agent de notre plate-forme. An de mettre en ÷uvre les agents
appliatifs pour une appliation partiulière, le développeur proède en deux étapes :
1. spéialiser si besoin les omposants (handler, séqueneur, moniteur) an d'ob-
tenir le ontrle et le mode de raisonnement souhaité.
2. insérer les modules appliatifs sous la forme de spéialistes.
Nous proposons des pistes de oneption d'agents utilisant divers formalismes de
ontrle. Puis à la setion 7.4.1.6 p. 141, nous détaillerons plus partiulièrement un
modèle de ontrle à base de réseau de Pétri.
Agent piloté par un Automate Fini Déterministe (AFD) : un tel agent est
omposé :
 d'un ensemble ni d'états stokés en mémoire loale (7.4.3 p. 146) ;
 d'un ensemble d'événements qui sont des messages traités par les handlers de
messages (7.4.1.1 p. 137) ;
 d'un ensemble de spéialistes (7.4.4 p. 148) reétant les ations possibles,
la fontion de transition et elle d'ation. En eet, l'ensemble des fontions
onditions() des spéialistes est inséré dans le moniteur pour former la fon-




Agent piloté par des règles : un tel agent peut très naturellement être mis en
÷uvre en dotant haque spéialiste de règles reétant les onditions d'ativation du
spéialiste. Ces règles seront intégrées au moniteur.
Agent à apaité ognitives étendues : si les méanismes de base ne sont pas
assez puissants pour mettre en ÷uvre une stratégie de raisonnement élaborée, le
développeur de l'appliation utilisera la souplesse de l'arhiteture à base de tableau
noir. Il pourra réer des spéialistes de priorités supérieures aux autres qui seront
dédiés au raisonnement (spéialiste KSR de la gure 7.12 page 136).
Si, par exemple, il souhaite implanter un agent BDI (5.3.3.3 p. 92) : les handlers
réalisent la fontion beliefs-revision (algo. 5.2 p. 92). Trois spéialistes de raison-
nement (de priorité déroissante) sont réés : selet-options, deliberate et plani-
ation réalisant les fontions du même nom de l'agent BDI . Le dernier spéialiste
après réation d'un plan d'exéution insère elui-i diretement dans l'agenda du
séqueneur.
7.4.1.6 Modélisation à l'aide de réseau de Pétri
An de failiter la lisibilité des hapitres 8 et 9 dans lesquels la modélisation est
faite à l'aide de Réseau de Pétri (RdP), nous allons lors de ette setion entrer plus
en détail sur la modélisation du ontrle de lagent par RdP.
La modélisation des états et strutures de ontrle de l'agent à l'aide d'un RdP
est adaptée au parallélisme inhérent aux ativités des agents. De plus, les RdP
permettent aussi une modélisation aisée des protooles régissant les interations
entre agents.
Exemple de modélisation d'un spéialiste (f. dénition 5). La gure 7.15
présente la modélisation d'un spéialiste hargé d'envoyer l'agent au lit si un message
heure-tardive est reçu et que l'agent est fatigué.
Pour le prototypage d'une appliation il est souhaitable d'utiliser un système à
base de règle pour la mise en ÷uvre d'une telle modélisation. Cette pratique failite
la lisibilité la maintenabilité et l'implémentation du modèle RdP de ontrle de
l'agent.
La gure 7.15 présente don une mise en ÷uvre du spéialiste Aller-au-lit
sous la forme d'une règle.
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(a) Le spécialiste :



















;; Partie opératoire :
(aller−au−lit)
(laver−les−dents)






Fig. 7.15 : (a) Un spéialiste ; (b) la modélisation du ontrle du spéialiste Aller au lit
par RdP. Nota : les transitions de nos RdP sont toutes tirées (leur fontion
de réeptivité est vraie) ; () mise en ÷uvre par une règle.
Exemple de modélisation d'un omportement (f. dénition 6). Une des a-
tivités essentielles d'un agent est d'envoyer et reevoir des messages à ses voisins
(aointanes). Nous allons modéliser le omportement aller se ouher (g. 7.16,
p. 143) dans une version familiale. Supposons qu'une famille d'agents, tous fati-
gués, reçoive le message heure-tardive. Ils se lavent les dents, vont au lit, puis se
souhaitent bonne nuit. Chaun devant attendre une réponse de tous les membres de
la famille avant de s'endormir. Cei permet d'illustrer une synhronisation entre
agents.
Cette façon d'aller se ouher néessite des envois et des réeptions de messages,
elle ne peut don plus être modélisée sous une forme atomique. On va alors utiliser
un omportement omposé de quatre spéialistes (g. 7.16, p. 143).
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1. Spéialiste : Aller-au-lit
 Conditions :(State fatigué)
 Événements :(Message (ontent heure-tardive))
 Partie opératoire :laver-les-dents() ; aller-au-lit() ;
 Changement d'état :(State ouhé)
2. Spéialiste :Souhaiter-bonne-nuit
 Conditions :(State ouhé)
 Commande :∀ai ∈ m.d.f. sendMsg(Message (ontent bonne-nuit))
 Changement d'état :(State Éouter-réponse)
3. Spéialiste :Éouter-réponse
 Conditions :(State Éouter-réponse)
 Événements :
∀ai ∈ m.d.f. reeiveMsg(Message (ontent bonne-nuit))
 Changement d'état :(State réponses-entendues)
4. Spéialiste :S'endormir
 Conditions :(State réponses-entendues)
 Partie opératoire :éteindre-lumière() ; ompter-les-moutons() ;







































Fig. 7.16 : Modélisation du omportement aller se ouher par RdP. Légende : m.d.f. :
les autres membres de la famille (un seul est représenté) ; sendMsg : envoyer
un message ; reeiveMsg : reevoir un message. En pointillés, les plaes et
transitions qui réalisent la synhronisation entre les membres de la famille.
Remarques sur la modélisation La partie gauhe de la gure 7.17 présente un
agent qui envoie trois messages à trois agents, attend et réeptionne trois messages
venant de es trois agents.
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Dans la plupart des situations renontrées dans les hapitres 8 et 9, le nombre
de voisins d'un agent est indéterminé à l'avane. Les protooles d'interation modé-
lisés par RdP étant identiques pour haque agent et an de rendre le RdP lisible,
nous aurons reours à un modélisation loale par RdP. Ainsi, seule sera modélisée
l'interation d'un agent ave un seul de ses voisins omme le montre la partie droite
de la gure 7.17. Le RdP global du système est obtenu par interonnexion des RdP
loaux, et par ajout d'un nombre de jetons dans les plaes appropriées (ii la plae








Un agent Un agentses trois voisins
Fig. 7.17 : À gauhe : modélisation globale par RdP ; à droite : RdP réduit à une modé-
lisation loale.
La modélisation proposée a un aratère desriptif, l'objetif est de pouvoir
visualiser graphiquement l'évolution de l'état d'un agent en fontion des ations
entreprises et des messages reçus. Cette modélisation repose sur deux hypothèses :
 Au niveau appliation, les agents sont supposés honnêtes et obéissants : un
agent reevant un message néessitant une réponse s'exéutera.
 Au niveau transport des messages, le anal de ommuniation est supposé
able et déterministe : les messages ne se perdent pas.
7.4.2 La boîte aux lettres
La boîte aux lettres est un élément essentiel de l'agent remplissant deux fon-
tionnalités :
1. envoi et réeption des messages ;
2. synhronisation.
L'émission des messages : lorsqu'un spéialiste souhaite envoyer un message,
il appelle la méthode mailbox.sendMsg(Message msg) ; elle-i va stoker le mes-
sage dans le buer outputMessages. Ce tampon (buer) de message ne sera vidé
qu'à la n du yle d'exéution de l'agent lorsque le séqueneur appellera la mé-
thode flushOutputMessages() (algo. 7.5 p. 145). Cette méthode va invoquer, pour
haque message du buer, l'appel système MiroKernel.sendMsg() (algo. 7.1 p.







publi synhonized void wait();
publi synhonized void sendMsg(Message msg){..}










 MiroKernel.sendMsg( message )
n tant que
Algo. 7.5 : Algorithme d'envoi de tous les messages en partane de l'agent.
La réeption des messages : l'appel système MiroKernel.sendMsg() (algo.
7.1 p. 126), ave un message à destination d'un agent loal, provoque l'appel de
getMsg(Message msg) sur la boîte aux lettres de l'agent destinataire. La fontion
getMsg insère le message dans le buer inputMessages et positionne le booléen
messageInMailBox à VRAI. Ce booléen va servir à l'appel système wakeUpAllAtive()
invoqué par l'agent système Chronos pour savoir si l'agent doit être réveillé ar il a
des messages en attente.
On remarque sur la gure 7.18 que getMsg est une méthode synhronisée ainsi
que la plupart des méthodes de la boîte aux lettres. En eet, omme préisé préé-
demment, la boîte aux lettres joue le rle de lien ave l'extérieur. Plusieurs threads
sont suseptibles d'y aéder de manière onurrente, elle doit don être protégée
par un sémaphore booléen ou mutex.
Lorsque l'agent est réveillé, après la méthode wait(), tous les messages datés T-1 à
destination de l'agent sont dans la liste inputMessages. Le séqueneur appelle don
la méthode flushInputMessages(...) qui va proéder au ltrage et à la leture
des messages à l'aide de la table des handlers de messages fournis en paramètres. Si
un message ne dispose pas d'un handler orrespondant, il est traité par le handler
par défaut qui supprime simplement e message. Ce handler par défaut peut être
redéni au besoin pour eetuer une analyse plus approfondie du message an de
savoir s'il doit être réellement supprimé.
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 si (handler != null) handler.readMessage( message )
 sinon defaultHandler.readMessage( message )
n tant que
Algo. 7.6 : Méthode de pereption de l'agent qui ltre à l'aide d'handlers de messages sa
boîte aux lettres.
L'attente des messages : au début de haque yle d'exéution (algo. 7.4 p. 140),
l'agent se suspend sur sa boîte aux lettres ave la méthode wait(). Si l'agent a reçu
des messages au ours du yle préédent (ou qu'il a été initialisé ave un message
d'amore à sa réation), le hamps messageInMailBox est positionné à VRAI, alors
il sera réveillé par l'agent système Chronos et amorera son yle d'exéution.
7.4.3 Tableau noir loal
Le tableau noir loal joue le rle de la mémoire de l'agent, dans laquelle il enre-
gistre toutes formes d'informations qu'il juge utiles et qui ont déjà été transformées
par la pereption 'est-à-dire ltrées par les handlers de messages. Ces informations
peuvent être à aratère onatif (intentions, désirs) ou représentationnel (royane
sur l'environnement, et à propos des autres agents).
Les ations sur le tableau noir inspirées par les requêtes SQL des SGBD [Gar01℄
sont eetuées à travers de quatre familles de méthodes :
 Insertion d'objets :
Objet insert(<Objet>) : ajout d'un nouvel objet inséré dans une table
portant le nom de la lasse de l'objet
6
. Si auune table portant le nom de la
lasse n'existe, une nouvelle table est réée. Cette méthode retourne une lé
unique autorisant un aès rapide à l'objet.
 Retrait d'objets :
 Objet delete(<lé>) : retrait rapide d'un objet par sa lé ;
 Objet delete_from_where(<from_name, where_name, where_val>) :
retire les objets de lasse from_name dont le hamp where_name vaut
where_val.
 Mise à jour d'objets :
 Objet uptade(<lé,Objet>) : l'objet stoké à lé est remplaé par Objet ;
 Objet uptade_set_where(<set_name, set_val, where_name, where_val>) :
le hamp set_name des objets dont le hamp where_name vaut where_val
est positionné à la valeur set_val.
 Réupération d'objets :
6
On utilise la réexivité de Java pour obtenir e nom.
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 Objet selet(<lé>) : réupération rapide d'un objet par sa lé ;
 Objet[℄ selet_from_where(<from_name, where_name, where_val>) :
réupère les objets de lasse from_name dont le hamp where_name vaut
where_val. Le résultat obtenu (un tableau d'objets) peut être soumis à de
nouvelles séletions par une méthode identique prenant en plus omme ar-
gument le tableau d'objets issu d'une préédente séletion.
Il n'était pas dans nos objetifs de fournir des fontionnalités évoluées des SGBD
lassiques. Nous fournissons un outil simple et pratique permettant aux diérents
spéialistes de ommuniquer de manière indirete.
Comme nous le verrons (7.4.5 p. 149), il est possible d'ajouter une base de
onnaissane délarative à l'agent. Dans e as et si l'objet à insérer dans la base de
données l'autorise, il sera aussi visible et modiable depuis la base de onnaissane.
On obtient ainsi un méanisme de gestion des données homogène et transparent,
utilisable via un formalisme proédural et délaratif.
7.4.3.1 Les royanes de l'agent
Les royanes de l'agent regroupent les informations à aratère représentationnel
à propos de l'agent lui-même, de l'environnement et des autres agents. Ces informa-
tions dépendent don de l'appliation onsidérée ; ependant, nous fournissons des
strutures de base pouvant être spéialisées pour les notions les plus ourantes.
Les aointanes. Nous allons évoquer ii la struture d'aointane. Cette der-
nière est la relation abstraite organisationnelle minimale liant deux agents : un agent
B est une aointane de A si A onnaît B. Ce lien est étiqueté d'un ou plusieurs
types spéialisant la nature sémantique de ette relation abstraite.
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(a) **********************************************************




publi void addTypes(String rel){...}
}
(b) **********************************************************
;; Et son équivalent délaratif :
(Aquaintane (id 43) (types ollègue ami))
() **********************************************************
Un exemple de requête : seletion des aointanes amis :
Aquaintane[℄ mes_amis =
selet_from_where(``Aquaintane'', ``types'', ``ami'')
Fig. 7.19 : (a) une instane de la lasse Aquaintane du point de vue proédural et en
(b) du point de vue délaratif ; () un exemple de requête sur la base de données
loale.
La partie (a) de la gure 7.19 fournit un exemple d'aointane, mais omme
nous le verrons (7.4.5 p. 149), les objets manipulés par l'agent peuvent aussi l'être
de manière délarative. Cette vision des objets est présentée dans la partie () de la
gure 7.19.
7.4.4 Spéialistes
Les spéialistes (g. 7.20, p. 148) représentent le savoir faire de l'agent 'est-à-dire
sa onnaissane opératoire à propos du domaine appliatif.
publi lass KnowledgeSoure{
int priority;
publi boolean onditions(){return false;}
publi String getConditionsRules(){return null;}
publi Objet run(){return null;}
publi String getRunRules(){return null;}
}
Fig. 7.20 : La lasse KnowledgeSoure dénissant l'interfae (et des omportements par
défaut) des spéialistes de l'agent.
La plate-forme spéie simplement l'interfae qu'ils doivent respeter an de




 Les méthodes onditions() et getConditionsRules() dénissent les ondi-
tions d'appliation du spéialiste. Lorsque l'on délare un nouveau spéialiste
dans l'agent addKS(KnowledgeSoure ks) de la lasse BaseAgent, le système
intègre la méthode onditions() au moniteur, et il regarde si la méthode
getConditionsRules() retourne des règles ; si tel est le as et que l'agent dis-
pose d'un système à base de règles, es règles sont insérées dans le moniteur.
 Les méthodes run() et getRunRules() dénissent le savoir faire du spéialiste
qui sera délenhé si les onditions ont été remplies et si le spéialiste est élu
par le séqueneur. Si getRunRules() retourne des règles, et que l'agent dispose
d'un système à base de règles, es règles sont insérées dans le groupe des règles
opératoires de l'agent.
Après avoir abordé la notion de spéialiste d'un point de vue tehnique et bas-
niveau, nous allons préiser la sémantique des deux onepts se référant aux om-
posantes opératoires de l'agent que sont le spéialiste et le omportement.
Il sera fait, lors des hapitres 8 et 9, souvent référene à la notion de spéialiste
et de omportement qui représentent, à une éhelle diérente, les omposants atifs
de l'agent.
Dénition 5 (Spéialiste) Un spéialiste est la brique logiielle onrète de onnais-
sanes opératoires faisant évoluer l'état de l'agent. Cette brique est modélisée sous
la forme d'un quintuplet :
(
Conditions, Événements, Partie opératoire, Changement d'état, Commande
)
Le spéialiste est délenhable si des onditions portant sur l'état de raisonnement
(Conditions) et sur l'apparition d'événement (message, nouvelle royane) sont réa-
lisées. Le délenhement du spéialiste provoque l'exéution indivisible de la partie
opératoire. Celle-i peut provoquer un hangement d'état et des envois de messages
que nous assimilons à des ommandes.
Dénition 6 (Comportement) Un omportement est un omposant logique abs-
trait représentant un savoir faire plus ou moins omplexe et non atomique de l'agent.
Un omportement est don mis en ÷uvre par un ertain nombre de spéialistes.
7.4.5 Système à base de onnaissane
En fontion des besoins de l'appliation, le développeur peut, s'il le désire, embar-
quer dans haque agent une base de onnaissanes. Cela permet une représentation
délarative des onnaissanes à ourt terme et à long terme de l'agent ave les avan-
tages présentés (4.6.1.3 p. 73), on peut aussi l'utiliser omme langage de prototypage
rapide des agents lors du développement de l'appliation qui, après validation, sont
implantés en proédural.
Les inonvénients doivent ependant être pris en ompte, itons : l'augmentation
du poids mémoire de l'agent et du temps néessaire à l'aomplissement d'un yle
de raisonnement. Il est impossible de quantier exatement es augmentations tant
elles dépendent de l'appliation. Toutefois, an de donner un ordre de grandeur, lors
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de nos expérienes ave des agents faiblement ognitifs pesant 50 Ko de mémoire et
exéutant un yle de raisonnement en 0.1 seonde, l'utilisation d'un système à base
de onnaissane, omprenant quelques dizaines de règles, triple leur poids (150 Ko)
et leur temps (0.3 seonde) d'exéution à fontionnalités égales.
Jess (Java Expert System Shell) [Jes01℄ est l'outil que nous avons hoisi an de
mettre en ÷uvre la base de onnaissane. Il a été inspiré par CLIPS [Cli01℄ un autre
moteur d'inférene d'ordre 1, la syntaxe des règles des deux outils est d'ailleurs
ompatible. Comme CLIPS, il utilise l'algorithme Rete (4.6.1.4 p. 74) & (g. B.1,
p. 260) omme pré-ompilation des règles an d'aélérer leurs délenhements, il
possède de plus de nombreuses fontionnalités intéressantes :
 Il peut également fontionner en haînage arrière.
 Il peut s'appliquer diretement sur les objets java, grâe à l'emploi des java
beans.
 Il est aisément embarquable dans un appliation et fournit une API très om-
plète permettant de le ontrler depuis du ode java. Il permet aussi très
naturellement de faire appel aux méthodes java.
 On peut lui ajouter un module intégrant la logique oue.
Notre plate-forme permet une intégration au besoin de Jess, elle-i est transpa-
rente aux omposants ne l'utilisant pas puisqu'ils manipulent toujours les mêmes
objets java. Cette intégration permet d'eetuer du pattern mathing sur les objets
de la base de données, pouvant provoquer une modiation de elle-i. Le pattern
mathing est eetué par des paquets de règles fournis par le développeur de l'appli-







Dans le hapitre 6, nous avons justié l'utilisation des SMA pour la oneption de
l'arhiteture logiielle de ontrle d'un système de pereption et, plus partiulière-
ment, de segmentation. Il y a en eet adéquation entre les aratéristiques des SMA
et ertaines propriétés (adaptation loale, oopération...), qu'il semble pertinent de
prendre en ompte.
De plus, les SMA sont l'expression informatique d'un ourant de pensée fournissant
de nouvelles méthodologies d'analyse des systèmes, dans lesquelles il semble enrihis-
sant d'insrire notre approhe. Nous proposons don une méthodologie d'analyse en
trois points :
1. Desription globale et struturelle de l'organisation regroupant les agents.
2. Desription loale et fontionnelle des agents omposant le système (hap. 9).
3. Analyse globale et fontionnelle dans laquelle l'on vérie que l'ensemble des
interations loales, réalise bien e pour quoi le système est onçu (hap. 10).
Cette dernière analyse n'est possible que si l'on a orretement spéié les deux
premiers points. Nous proposons omme élément organisationnel la pyramide irré-
gulière, qui va imposer sa struture à la population d'agents an de garantir un
omportement globalement ontrlable et onvergent des agents.
Dans un premier temps, nous préiserons l'algorithmique des graphes (utilisés
par les pyramides irrégulières) dans un adre d'exéution distribuée (problèmes de
synhronisation, et.).
Puis nous proposons une transposition du graphe vers une organisation d'agents.
Enn, nous détaillerons les proessus d'initialisation de la pyramide, ainsi que
le ontrle global qui intervient lors du passage d'un niveau (de la pyramide) à son
suivant.
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8.1 Introdution
Comme nous l'avons évoqué au hapitre 6, la famille des agents situés dans
l'image
1
proédant par oopération augmentative et par inuenes mutuelles fournit
un adre extrêmement rihe et adapté à la mise en ÷uvre :
 de stratégies oopératives ;
 de foalisation et d'adaptations loales dans l'image ;
 de prise en ompte des informations a priori et don du modèle.
On perçoit pour les raisons évoquées i-dessus l'intérêt de porter la problématique
de segmentation dans le adre des systèmes omplexes pour bénéier des onepts
issus des disiplines (4.2.3 p. 55) qui étudient le holisme, la systémique, l'émergen-
tisme, l'auto-organisation et plus onrètement les SMA (hap. 5 p. 83).
Cependant, la démarhe qui onsiste à prendre omme adre d'analyse l'une de
es disiplines en s'interdisant toute approhe analytique du problème peut paraître
déroutante et n'est pas satisfaisante.
Comme le suggère Marvin Minsky ([Min88℄) et (5.2.2 p. 86), nous eetuons une
analyse en trois étapes :
1. Une desription de l'organisation liant les agents entre eux et du ontrle soial
résultant. C'est le problème abordé dans e hapitre.
2. Une desription du fontionnement de haque agent onsidéré individuelle-
ment. Cette analyse du ontrle et des omportements de l'agent fait l'objet
du hapitre 9.
3. Une analyse plus globale de la ombinaison des interations loales an de
mieux omprendre e que fait le système. Ce sera l'un des thèmes évoqués lors
du hapitre 10.
Ce hapitre va don dérire une organisation fournissant un adre formel stru-
turant l'ativité des agents et permettant, si possible, une exéution distribuée. Les
pyramides irrégulières remplissant es ritères, voilà pourquoi nous proposons de les
utiliser omme une organisation struturant et régulant la soiété d'agents.
Dans un premier temps, nous allons reformuler l'algorithmique de traitement des
pyramides dans un adre distribué. Dans un deuxième temps, nous nous attaherons
à transposer ette base algorithmique formelle dans le adre d'un système SMA.
L'organisation de e SMA et le ontrle soial obéiront aux lois de la pyramide,
garantissant un omportement globalement ontrlable et onvergent.
1
Voir typologie des arhitetures logiielles à base de SMA (5.5 p. 95).
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8.2 Une algorithmique distribuée de traitement des
pyramides
L'établissement des éléments de transposition néessite de préiser les méa-
nismes du traitement pyramidal. En onséquene, dans ette setion, nous reformu-
lons ave préision l'algorithmique des pyramides dans un adre d'exéution distri-
buée sur mahine à mémoire partagée (7.2 p. 119). Nous nous appuierons sur les
prinipes énonés lors du hapitre 3 dédié aux pyramides.
8.2.1 Les strutures de données
Toute l'algorithmique des pyramides irrégulières s'artiule autour d'un graphe
d'adjaene de région : Gk(Sk, Ak) pour haque niveau k, et de son sous-graphe : le
graphe de similarité Simk(Sk, Bk). Ces deux graphes utilisent les mêmes sommets,
ils dièrent par les arêtes les reliant.
Ils peuvent être odés simultanément par la struture sommet (g. 8.1, p. 154).
Nous utilisons, pour représenter les deux graphes, deux strutures de liste d'adja-
enes [Cor94, p. 458℄ assoiées à haque sommet. Cette représentation favorise une
représentation homogène des graphes non-orientés (graphe d'adjaene de région),
orientés (graphe de similarité ave seuillage loal) et pondérés (graphe de similarité).
Cette struture ontient :
 les attributs photométriques et géométriques de la région représentée par le
sommet ;
 la liste haînée adjaents des ars sortant dans le graphe d'adjaeneGk(Sk, Ak).
Ce graphe étant non-orienté, les ars sont symétriques pour former des arêtes :
sj ∈ adjaents(si) ⇔ si ∈ adjaents(sj) ;
 la liste haînée similaires des ars sortant dans le graphe de similarité
Simk(Sk, Bk) ;
 un pointeur vers le sommet père père ; ainsi qu'une liste des sommets ls fils
au niveau inférieur ;
 les variables booléennes p et q ;
 un pointeur vers une struture ontenant la fenêtre englobante des hamps
réepteurs et un hamp de bits 2D de la taille de ette fenêtre où les bits
à 1 représentent les hamps réepteurs de la région. Cette représentation se
prête naturellement à une utilisation par des opérateurs de traitement d'image
(omme eux fournis par PANDORE [Pan01℄) qui peuvent être appliqués ave
un masque.
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Fig. 8.1 : La pyramide de graphes d'adjaene de régions (RAG) et la struture d'un
sommet du graphe.
8.2.2 Constrution du graphe d'adjaene
Les sommets du niveau 0 (S0) peuvent être obtenus en assoiant un sommet
à haque pixel. On peut aussi eetuer une pré-segmentation grossière ave un al-
gorithme de type split. Pour les autres niveaux, les sommets sont les survivants
(8.2.4 p. 155) de la déimation eetuée au niveau inférieur.
Les sommets étant déterminés, il faut les relier entre eux pour onstituer le graphe
d'adjaene du niveau k, 'est-à-dire Gk(Sk, Ak). Pour le niveau 0, on supposera que
l'on dispose d'une proédure Adjaene selon hamps réepteurs(). Pour
les niveaux suivants, les sommets adjaents au sommet ourant sont les pères des
sommets adjaents aux ls du sommet ourant.
154
8.2. UNE ALGORITHMIQUE DISTRIBUÉE DE TRAITEMENT DES
PYRAMIDES
Construit adjaene(si)
si (k = 0) Adjaene selon hamps réepteurs(hamps réepteurs)
sinon
pour tout(sj ∈ fils(si))
 pour tout(sk ∈ adjaents(sj) )
 frère ← père(sk)





Algo. 8.1 : Constrution des relations d'adjaene d'un sommet.
8.2.3 Constrution du graphe de similarité
Nous allons dérire (algo. 8.2 p. 155) l'algorithme de onstrution du graphe de
similarité Simk(Sk, Bk) selon un seuil loal Tl(si) dont les prinipes sont expliqués
(3.6.1.2 p. 43).
Rappel : h(si, sj) reète une distane et don une similarité entre les sommets
si et sj, ette distane va être omparée au seuil de similarité loal et pondérer les
ars
2
du graphe de similarité.
Construire similarité(si)
aluler Tm(si) (voir 3.6.1.2)
Tl(si) = min(Tm(si), Tg)
pour tout(sj ∈ adjaents(si))
 si (h(si, sj) ≤ Tl(si)) similaires(si)←similaires(si)+(sj, h(si, sj))
/*les ars (si, sj) du graphe de similarité sont pondérés par la h(si, sj)*/
n pour tout
Algo. 8.2 : Constrution du graphe de similarité de manière distribuée (à partir de
haque sommet).
8.2.4 Déimation sur le graphe de similarité
L'algorithme 8.3 p. 157 dérit une proédure itérative de déimation stohastique
ou adaptée à l'image. Cette proédure appliquée sur le graphe de similarité respete
les deux règles énonées (3.5.2 p. 39). Les sommets survivants ont leur variable
booléenne p positionnée à 1.
2
Le seuil étant loal, le graphe est orienté ; 'est pour ette raison que l'on parle d'ars et non
d'arêtes.
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Problèmes posés par l'orientation du graphe de similarité Simk(Sk, Bk) :
e graphe étant alulé à partir de seuillages loaux, il est orienté :
(si, sj) ∈ Bk ; (sj , si) ∈ Bk
Or, ette orientation peut poser ertains problèmes : il se peut, par exemple, qu'un
sommet si ne survive pas ar son voisin similaire
3 sj est survivant. Or, il se peut que
sj ne onsidère pas si omme lui étant similaire
4
, on dira [Bra95℄ que sj ne peut pas
absorber si. On peut don se retrouver dans la situation d'un sommet non survivant
qui ne peut être absorbé pas auun de ses voisins survivants.
Braviano [Bra95℄ propose de relaxer les deux règles 1 & 2 (3.5.2 p. 39) an de
garantir la onvergene du système. Ainsi, les deux règles relaxées deviennent :
Règle 1' Deux sommets ayant une relation d'absorption entre eux ne peuvent pas
survivre en même temps :
(si, sj) ∈ Bk ∧ (sj, si) ∈ Bk ⇒ ¬(si ∈ Sk+1 ∧ sj ∈ Sk+1)
Règle 2' Chaque non-survivant si de G
k
doit avoir un voisin similaire survivant
qui puisse l'absorber :
∀si ∈ Sk : si /∈ Sk+1 ⇒ Γ+Simk(si) ∩ Sk+1 6= ∅
Où Γ+
Simk
(si) = {sj ∈ Sk : (si, sj) ∈ Bk} est l'ensemble des suesseurs de si, dans
notre as l'ensemble des sommets similaires à si.




ne peut être déterminé. Aussi Braviano propose de relaxer enore la règle 1' en
autorisant l'ajout de nouveaux sommets.
Nous proposons une approhe analogue moins optimale mais qui simplie gran-
dement l'algorithmique de déimation. Elle part du prinipe que pour permettre le
rattahement d'un sommet si à un sommet sj, les deux sommets doivent se onsi-
dérer mutuellement similaires.
Cette approhe onsiste don à retirer l'orientation du graphe de similarité 'est-
à-dire qu'un ar (si, sj) est retiré si l'ar (sj, si) n'existe pas.
∃(si, sj) ∈ Bk ∧ (sj, si) 6∈ Bk ⇒ Bk = Bk − (si, sj)
La onséquene de e prinipe prudent sera de diminuer le taux de déimation
et don de provoquer la réation d'un plus grand nombre de niveaux. Les risques
de sur-segmentation existent mais ils peuvent être opposés aux risques de sous-
segmentation de l'approhe orientée. De plus, e prinipe simple failite le travail,
mené par le traiteur d'image, sur l'interprétation des résultats obtenus.
3(si, sj) ∈ Bk
4(sj , si) 6∈ Bk
5
Présene de iruit d'ordre impair.
6
Équivalent du stable maximal des graphes orientés.
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La synhronisation entre les tâhes. L'aspet distribué de ette proédure im-
pose l'utilisation d'une fontion :
synhronise(si, syn-list(si), S) dont le rle est de synhroniser le sommet si
ave les sommets présents dans syn-list(si) sur un état S donné. Une telle syn-
hronisation est néessaire à haque fois que l'ativité (thread) assoiée au sommet
ourant utilise une variable (xj, pj et qj) d'un sommet voisin. La synhronisation
permet de s'assurer que la variable utilisée est bien à jour.
Déimation distribuée (si)
 S ← 0 ; k ← 1
 xi ← tirage aléatoire suivant une loi uniforme ou valeur adaptée à l'image
 synhronise(si,adjaents(si),S++)
 ∀sj ∈similaires(si)
si (si 6∈similaires(sj)) similaires(si)←similaires(si)sj
 syn-list(si) ← similaires(si)
 pki ← 1 si xi > max(xj : sj ∈ similaires(si))
 synhronise(si,syn-list(si),S++)
 qki ← 1 si (∀sj ∈ similaires(si) : pkj = 0) ∧ (pki = 0)
 k ++
/* Pour les itérations suivantes, pour survivre, le sommet doit être maximal
parmi les sommets enore andidats (q=1) */
 tant que(qk−1i = 1)
 synhronise(si,syn-list(si),S++)
 syn-list(si) ← syn-list(si) −{sj : qk−1j 6= 1}
 pki ← 1 si xi > max(xj : (sj ∈ similaires(si) ) ∧ (qk−1j = 1))
 synhronise(si,syn-list(si),S++)
 qki ← 1 si (∀sj ∈ similaires(si) : pkj = 0) ∧ (pki = 0)
 k ++
n tant que
 si (pki = 1) si est survivant n si
Algo. 8.3 : Proédure distribuée et itérative de déimation appliquée au graphe de simi-
larité (f. 3.5.2 p. 39 pour le rle de p et q).
8.2.5 Création du niveau k + 1 et rattahement des sommets
du niveau k
Dans la pratique, haque sommet survivant ne va pas diretement être présent
au niveau k + 1. Au lieu de ela, il va réer (algo. 8.4 p. 158) un nouveau sommet
distint (son père) qui pourra aueillir l'ensemble des strutures néessaires à la
représentation de la région issue des rattahements des sommets du niveau k.
157













Algo. 8.4 : Création des strutures de données assoiées aux sommets survivants dans
Gk+1.
Les sommets du niveau k vont devoir se rattaher à un sommet du niveau k + 1.
Les survivants se rattahent naturellement à leur père ; quant aux non-survivants, ils
doivent se rattaher au père d'un sommet survivant dans leur voisinage du graphe
de similarité. Or, selon la règle 2'(8.2.4 p. 155), il existe au moins un tel sommet
dans leur voisinage (du graphe de similarité).
Rattahement(si)
si (si est non survivant)
 sj ← argmin h(si, sj) tel que (sj est survivant) ∧ (sj ∈ similaires(si))
 père(si)← père(sj)
 lok mutex(fils(père(si)))//verrouille la struture de données
 fils(père(si)) ← fils(père(si)) + si
 unlok mutex(fils(père(si)))
n si
Algo. 8.5 : Rattahement d'un sommet non-survivant du niveau k à un sommet survivant
du niveau k + 1 et onstrution des liens père-ls.
Cette proédure va être exéutée en parallèle sur haque sommet. La struture
fils(.) des sommets survivants risque don d'être aédée de manière onurrente :
il est néessaire de la protéger. Nous proposons l'emploi d'un mutex [Tan94, p. 576℄
pour mutual exlusion bien adapté à un aès onurrent sur mahine à mémoire
partagée exéutant des tâhes, travaillant dans le même espae d'adressage (proes-
sus légers ou thread)(7.3.4.1 p. 129). Un autre environnement d'exéution néessi-
tera une tehnique de protetion adaptée. Le mutex peut être assimilé à un séma-
phore binaire sur lequel deux opérations atomiques lok mutex(data) et unlok
mutex(data) peuvent être exéutées, permettant de verrouiller et déverrouiller la
struture de données en argument.
8.2.6 Synthèse
Nous disposons d'un ensemble de traitements loaux ne portant que sur le som-
met et son voisinage dans les graphes d'adjaene et de similarité. Ces traitements
sont assemblés au sein de la proédure Traitement parallèle sommet (algo.
8.6 p. 159) qui modélise le traitement distribué eetué sur haque sommet.
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 Sk+1 ← Sk+1+s
père
 unlok mutex(Sk+1)




Algo. 8.6 : Proédure de traitement loale d'un sommet.
Finalement, la proédure Constrution pyramide (algo. 8.7 p. 159) ontrle
et séquene la onstrution de la pyramide ; onstrution qui est eetuée niveau par
niveau tant que la ontration d'un niveau à l'autre est signiative : un seuil xé
par l'utilisateur valant ontration minimale. Au niveau k, ard(Sk) threads sont
réés et lanés de façon onurrente ave la proédure Traitement parallèle





Gk ← Construire graphe d'adjaene(partition)
tant que((k = 0) ou (ard(Sk−1)-ard(Sk)≥ontration minimale))
 pour tout(si ∈ Sk)
 thread←réer une nouvelle tâhe (thread)








Algo. 8.7 : Constrution de la pyramide de graphe, ave un traitement onurrent des
sommets à un niveau donné.
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On remarque, omme le montre la gure 8.2 page 160, que le traitement est onur-



























tâche centrale de contrôle : séquentialité de la construction des ~log   (N)  niveaux
2
Fig. 8.2 : Shéma d'exéution du traitement dans la pyramide.
8.3 La pyramide irrégulière : une organisation de
ontrle soial
Les systèmes multi-agents proposent d'élater la omplexité des traitements au
sein d'entités oopérantes permettant dans le as de la segmentation d'image, de
bénéier des avantages évoqués en introdution de e hapitre. Une onséquene
de ette démarhe est de rendre essentielle la notion d'organisation dans un système
multi-agents an de garantir la ohérene globale du système. Or, les diérentes
approhes de segmentation d'image à l'aide d'agents situés dans l'image (5.5.3 p.
100) n'identient pas lairement une telle organisation.
L'organisation dénit les rles respetifs des agents et les relations abstraites les
liant. Ainsi, il devient possible d'appréhender le système dans sa globalité durant
les deux étapes suivantes :
1. l'étape de oneption où l'on dénit les rles, les relations et les interations
entre agents ;
2. l'étape de validation où l'on vérie que la somme des interations loales réalise
bien les objetifs globaux du système. Conrètement, lorsque l'on onstate
un dysfontionnement global, l'organisation fournit un shéma de leture du
système rendant possible la loalisation e dysfontionnement.
La pyramide organise les agents : à la manière d'une soiété qui se dote
d'une onstitution et d'un ensemble de lois, nous avons hoisi la pyramide irrégu-
lière omme organisation imposant sa struture aux agents situés dans l'image. Ce
hoix n'exlut pas d'autres approhes, en partiulier la pyramide duale ; ependant,
la pyramide irrégulière possèdent ertaines propriétés la rendant partiulièrement
adaptée à notre problème, à savoir :
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1. La apaité de mettre en ÷uvre des traitements en parallèle, haque sommet
n'interagissant qu'ave ses voisins. On peut ainsi proter de l'aspet intrinsè-
quement distribué des agents.
2. Le graphe d'adjaene fournit des informations sur la topologie des régions, e
qui en fait un bon support pour des agents situés dans l'image.
3. L'approhe graphe fournit un premier niveau d'abstration vis-à-vis de l'image :
on retrouve des notions d'adjaene, ou de similarité, voisines des notions d'a-
ointane, ou d'anité, ourantes dans les systèmes multi-agents.
4. Chaque graphe de la pyramide se présente omme un résultat intermédiaire,
on peut don stopper à tout moment le proessus, en disposant d'un résultat
inomplet mais utilisable. De plus, ette pile de graphes fournit un historique de
l'évolution du système autorisant une évaluation a posteriori du omportement
des agents.
5. Outre l'aspet multirésolution que proure la pyramide, elle permet une onstru-
tion progressive des primitives de l'image donnant pour haque niveau, à
l'aide du graphe d'adjaene, les relations topologiques entre primitives. Ces
aspets sont utiles pour la vision intermédiaire et haut-niveau (hap. 4 p.
51) où l'on a reours à des algorithmes de propagation d'informations, de
ontraintes ou d'appariement de graphes. Ces proédures permettent, dans le
adre d'une stratégie asendante, de franhir progressivement les diérents ni-
veaux de desription à l'instar de la onstrution des niveaux de la pyramide.
En onséquene, omme nous le verrons au hapitre 11, nous proposons l'utili-
sation de la pyramide d'agents omme un adre favorisant une mise en ÷uvre
homogène et progressive de toutes les étapes de la vision, de la segmentation
à l'interprétation.
Les agents enrihissent l'approhe pyramidale : l'utilisation d'agents au lieu
de simples sommets enrihit le adre déisionnel de l'approhe pyramidale. En eet,
l'approhe pyramidale n'est pas sans inonvénient (hap. 3 p. 33), une manière d'y
remédier serait de pouvoir mettre en ÷uvre des stratégies loales, oopératives, et
d'intégrer au mieux l'information a priori . Les agents fournissent une abstration
partiulièrement adaptée à l'enrihissement du adre déisionnel tant pour la mise
en ÷uvre de stratégies loales et oopératives que pour l'intégration d'informations
a priori .
La pyramide irrégulière d'agents se présente omme une pyramide irrégulière
dans laquelle haque sommet va être remplaé par un agent (g. 6.4, p. 113).
La déloalisation et un enrihissement du adre déisionnel favorisent la mise
en ÷uvre de stratégies oopératives, loalement adaptées, et de prise en ompte de
l'a priori .
Les algorithmes de graphes dénis à la setion préédente vont s'appliquer à
haque niveau de la pyramide. Pour ela, ils sont traduits en protooles d'interations
loales au sein des agents. Ainsi, la pyramide irrégulière impose sa struture aux
agents agissant omme une Loi qu'ils doivent respeter an d'assurer un ontrle
soial et la onvergene du système.
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8.3.1 Agents région & agents ontour
Chaque agent va représenter une primitive de l'image. An de mettre en ÷uvre
la oopération région/ontour évoquée au hapitre 6, ertains agents représenteront
une primitive région tandis que d'autres représenteront une primitive ontour.
Les agents sont des entités autonomes mues par un thread propre à haque agent,
disposant haun de sept omportements et de royanes propres sur lesquels nous
reviendrons plus en détails au hapitre 9.
Les agents région disposent d'un ensemble de données loales (leurs royanes)
semblables à la struture de la gure 8.1 page 154. Ces données dérivent la région
que l'agent représente. Ils disposent aussi de sept omportements orrespondant,
entre autres, à la mise en ÷uvre de l'algorithmique distribuée dérite à la setion 8.2
p. 153. Les agents ont omme but de fusionner entre agents similaires an d'eetuer
une déimation sur la population d'agents du niveau k pour obtenir une nouvelle
population d'agents générée par les agents survivants au niveau k + 1. On notera
P kreg, la population d'agents région du niveau k.
Les agents ontour disposent d'un ensemble de données loales (leurs royanes)
dérivant une haîne de segments de ontour. L'objetif à moyen terme est de pouvoir
fusionner les agents ontour et don d'appliquer une déimation semblable à elle
eetuée sur les agents région. Les fusions sont hoisies par des règles s'inspirant du
système de Nazif et Levine (4.6.1.4 p. 74) & [Naz84℄. Les développements menés
dans e sens n'ont pas aquis la maturité néessaire pour être opérationnels ; en
onséquene, les agents ontour dans la version atuelle du système se répètent à
l'identique niveau après niveau, intervenant omme support de fusion des agents
région, via un omportement oopératif.
Nous envisageons une autre possibilité dans laquelle des ontours atifs rem-
plaent les haînes de segments de ontour.
On notera P kedge, la population d'agents ontour du niveau k.
8.3.2 Transposition d'un espae opératoire à un espae om-
portemental
Une soiété d'agents à haque niveau de la pyramide. Chaque niveau k de la
pyramide est omposé d'une population d'agents P k qui est l'union de la population
des agents région et ontour pour e niveau :
P k = P kreg
⋃
P kedge
Les relations d'adjaene à haque niveau de la pyramide. Lorsque deux
agents sont adjaents dans l'image, une relation d'aointane (7.4.3.1 p. 147) de
type adjaent va être établie entre eux. Cette relation prend la forme d'une instan-
iation d'une lasse Aquaintane (g. 7.19, p. 148) représentée dans le formalisme
délaratif :
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(Aquaintane (id 43) (types adjaent))
L'union des relations d'aointane étiquetées adjaent forme don les relations
d'adjaene dans l'image. Si l'on note adjaents(ai), l'ensemble des aointanes
de l'agent ai étiquetées adjaent ; alors, A
k
adj l'ensemble des relations d'aointane





Chaque niveau de la pyramide d'agent est une organisation. Chaque ni-
veau k de la pyramide est une organisation d'agents adjaents Okadj , struturée par
le réseau d'aointanes d'adjaene Akadj et omposée de la population des agents
du niveau ourant P k :
Okadj(P
k, Akadj)
Cette organisation représente l'information région et ontour, et sa topologie dans
l'image à une ertaine résolution.
Cette formalisation eetuée, on peut la mettre en relation ave le graphe d'ad-
jaene évoqué au hapitre 3. Pour un niveau k donné, l'ensemble des sommets Sk
est transposé dans l'espae de la population d'agents P k :
Sk ⇔ P k
L'ensemble des arêtes joignant les sommets Ak est transposé dans l'espae des rela-
tions d'aointane de type adjaent Akadj :
Ak ⇔ Akadj
Finalement, le graphe d'adjaene Gk(Sk, Ak) est transposé en une organisation
d'agents Okadj(P
k, Akadj) :
Gk(Sk, Ak)⇔ Okadj(P k, Akadj)
Cette équivalene dénit une transposition d'un espae opératoire travaillant sur
des strutures de graphes où les sommets représentent des primitives (régions ou
ontours) et les ars des relations d'adjaene dans l'image, vers un espae om-
portemental où des agents atifs et autonomes remplaent les sommets du graphe.
La notion d'aointane entre agents représente une adjaene dans l'environnement
représenté par l'image.
Cette transposition permet d'enrihir le adre déisionnel des approhes pyrami-
dales en distribuant l'intelligene dans l'image à travers l'abstration que représente
l'agent. Cette intelligene, à l'origine présente sous la forme d'une onnaissane pro-
édurale et algorithmique, est désormais enapsulée dans l'agent, qui est une abstra-
tion prédisposée à la mise en ÷uvre de stratégies oopératives, loalement adaptées
et intelligentes, apables d'utiliser un savoir a priori ou un modèle dérit dans un
langage délaratif.
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8.3.3 Caratéristiques de l'organisation
L'organisation des agents adjaents d'un niveau donné est de type variable-
égalitaire-prédénie. En eet, le rle respetif des agents est prédéni mais les rela-
tions entre agents peuvent varier en fontion : (i) des renontres faites dans l'envi-
ronnement (représentant l'image) ; (ii) des arrangements négoiés lors des ompor-
tements de déimation (9.9 p. 202) et de rattahement (9.10 p. 206). Comme les
agents d'un niveau interviennent d'une manière uniforme sans notion hiérarhique,
l'organisation est dite égalitaire.
La oopération entre agents peut prendre deux formes :
1. Les agents travaillent sur des portions quasi
7
disjointes de l'image. Ainsi, une
forme de oopération augmentative résulte de la somme des travaux quasi
indépendants des agents. Cette oopération n'existe que du point de vue de
l'observateur, qui onstate a posteriori un travail eetué par des entités.
2. Cependant, les agents disposent d'un omportement de oopération intention-
nel (9.8 p. 192) résultant d'interations loales entre agents adjaents. Cette
oopération peut être qualiée d'intégrative ar ertains agents intègrent les
points de vue de leurs voisins dans leur proessus de déision.
Type et nombre d'agents. Les agents sont de granularité moyenne, ils disposent
d'une mémoire et de méanismes simples de raisonnement, leur poids mémoire avoi-
sine les 50 ko. Leur nombre est important : quelques milliers pour le premier niveau
de la pyramide.
Des agents situés dans l'image. Chaque agent est loalisé dans l'image par rap-
port à la primitive qu'il représente. L'organisation struturée par les aointanes
d'adjaene, fait de haque niveau de la pyramide une arte topologique de l'infor-
mation présente dans l'image à un ertain niveau de résolution. Notre arhiteture
répond don à tous les ritères de la famille des agents situés dans l'image que nous
avons évoqués à la setion 5.5.3 p. 100.
8.4 Les agents interfae et environnement
An de réaliser l'interfae ave l'utilisateur, le système est doté d'un agent par-
tiulier : IHMAgt. Ce dernier réupère un ensemble de paramètres fournis par l'utili-
sateur, qu'il ommunique (g. 8.3, p. 165) à un autre agent partiulier MonitorAgt
(8.5 p. 166) qui prend en harge l'initialisation du système et surveille la onstru-
tion de la pyramide. Un dernier agent EnvAgt va représenter l'environnement partagé
par les agents de la pyramide.
7
Les agents région travaillent sur des régions disjointes, mais les agents ontour travaillent sur
des segments de ontour hevauhant des régions.
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Fig. 8.3 : La ommuniation au sein du système : l'agent IHMAgt responsable de l'interfae
utilisateur ; l'agent MonitorAgt initialise la pyramide ; et l'agent EnvAgt sert
d'environnement aux agents de la pyramide.
8.4.1 L'agent environnement (EnvAgt)
Cet agent va disposer de toutes les informations partagées par les agents du
système 'est-à-dire :
 les paramètres fournis par l'utilisateur ;
 l'image soure ou image à segmenter ;
 des images de normes de gradient et d'orientations de gradient ;
 des images d'étiquettes pour haque niveau de la pyramide, orrespondant
haune à la segmentation obtenue pour le niveau donné. Une étiquette or-
respond à l'identiant de l'agent responsable de la primitive.
Ainsi, pour haque niveau k, il y a une image de labels des agents région
reg_map(k) et une image de labels des agents ontour edge_map(k). Ce sont
es images que les agents de la pyramide explorent (9.5 p. 181) pour renontrer
de nouveaux agents qui leur sont adjaents.
8.4.2 L'agent interfae utilisateur (IHMAgt)
Cet agent eetue le lien ave l'utilisateur du système, il propose sous la forme
d'un ensemble de menus déroulant le hoix de l'image à traiter, et la modiation des
paramètres du système. Il ommene par lire un hier ontenant les paramètres par
défaut du système que l'utilisateur peut modier à l'aide de l'interfae graphique.
Les paramètres étant déterminés, l'utilisateur lane l'exéution de la pyramide.
L'agent IHMAgt réupère l'ordre et les paramètres qui sont transmis à l'agent MonitorAgt.
Tout agent peut demander à IHMAgt d'aher des résultats, ou des fenêtres, en lui
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Fig. 8.4 : Le menu prinipal de l'interfae graphique et quelques panneaux de ongura-
tion.
envoyant simplement un message d'ahage. On obtient ainsi une arhiteture mo-
dulaire, souple et distribuable, l'agent IHMAgt pouvant s'exéuter sur une mahine
diérente
8
de elle où s'exéute les agents de la pyramide.
Nous traiterons plus en détails les paramètres du système ainsi que l'ahage des
résultats au hapitre 10.
8.5 Initialisation : de l'image à l'organisation d'agents
L'étape d'initialisation permet de onstruire, à partir de l'image, le premier
niveau de la pyramide. Cette initialisation est menée par un agent partiulier :
MonitorAgt.
Cet agent va aussi jouer le rle d'état ivil des agents présents dans la pyra-
mide en onstatant les naissanes (réation d'agents dans le prohain niveau de la
pyramide) et les déès (n d'exéution d'agents dans le niveau ourant).
L'idée originale était à l'instar des pyramides irrégulières d'assoier un agent à
haque pixel. Or, pour une image de 1000x1000 pixels, haque agent pesant 50ko de
mémoire, ela néessiterait 5Go de mémoire pour traiter le premier niveau.
De plus, les images sont ouramment onstituées de grandes zones homogènes fa-
iles à segmenter ave des approhes lassiques. Ainsi, des spéialistes dédiés à l'ana-
lyse d'image inorporés à l'agent MonitorAgt vont eetuer une première analyse de
l'image dont le résultat est une sur-segmentation grossière qui réduit onsidérable-
ment le nombre de primitives initiales et don le nombre d'agents. De plus, il semble
pertinent d'utiliser une méthode simple et rapide pour les zones de l'image qui s'y
prêtent.
8
Pour l'ahage, IHMAgt agit à la manière d'un serveur X-Window, ommuniant ave ses
lients sur TCP/IP.
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8.5.1 Initialisation des agents région
La gure 8.8 page 173, propose une modélisation sous forme de RdP des états
de l'agent MonitorAgt. La réeption d'un message réveil provenant de l'agent
interfae graphique provoque le délenhement du spéialiste InitRégions.
Ce spéialiste d'analyse d'image de l'agent produit une première sur-segmentation
de l'image. Il emploie pour ela un algorithme de division réursive (2.4.1 p. 27)
basée sur une struture d'arbre quaternaire. Un agent région est réé pour haque
région issue de ette sur-segmentation. Cette pré-segmentation permet de limiter
le nombre d'agents région et la harge du système, tout en onentrant un grand
nombre d'agents et don la apaité alulatoire du système, sur les zones de tran-
sition ou texturées.
(a) (b)
Fig. 8.5 : (a) Image tirée de savoise (GDR-PRC-ISIS) ; (b) sur-segmentation obtenue par
un algorithme de division réursive.
Ainsi, omme le montre la gure 8.5, la pré-segmentation obtenue sur une image
192x192 (issue de savoise du GDR-PRC-ISI) génère 2083 régions et autant d'agents
région dans le premier niveau de la pyramide. Chaque agent région (hap. 9 p. 175)
est initialisé ave des strutures de données (plaées dans les royanes de l'agent
(9.3 p. 178)) dérivant la primitive région dont l'agent est le représentant.
Pour le odage de la région de haque agent région, on utilise une struture
similaire à elle présentée (g. 8.1, p. 154). Pour les agents du premier niveau, les
hamps réepteurs de ette struture sont diretement issus de la région obtenue par
l'algorithme de division réursive de l'image.
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8.5.2 Initialisation des agents ontour
Un seond spéialiste InitContours va appliquer une séquene d'opérateurs per-
mettant d'extraire des haînes de segments de ontour robustes mais fragmentées.
Cette séquene d'opérateurs a omme objetif les ritères de Canny (2.3.1 p. 22).
La séquene d'opérateurs est la suivante :
1. Un déteteur de ontours dérivatif du premier ordre (Sobel) (2.3.1 p. 22). Ce
déteteur génère deux images : une image de la norme des gradients et une
image de leurs orientations.
2. Un opérateur de rehaussement de ontours (pour la bonne détetion) est appli-
qué an d'améliorer la qualité des transitions qui parfois sont en pente doue.
3. Un opérateur de suppression des non-maximas loaux (2.3.2 p. 23) permet
d'obtenir une bonne loalisation et une faible multipliité des réponses.
4. Un opérateur de suivi de ontours (2.3.3 p. 24) extrait des haînes de points
où le gradient est important. Nous avons adopté un suivi de ligne de rête du
même type que elui évoqué (2.3.3 p. 24).
5. Finalement, un opérateur de type approximation polygonale [Pav77℄ trans-
forme des haînes de points de ontour en haînes de segments de ontour.
(a) (b)
Fig. 8.6 : (a) Une image de sanner du sein ; (b) segments de ontour extraits.
Cette séquene d'opérateurs appliquée sur l'image d'un sanner de sein (g. 8.6,
p. 168) génère 255 haînes de segments de ontour et don autant d'agents ontour.
Les agents ontour (hap. 9 p. 175) sont initialisés ave des strutures de données
(plaées dans les royanes de l'agent (9.3 p. 178)) dérivant la primitive ontour
qu'ils représentent.
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8.5.3 Constrution des relations d'aointane
La onstrution des relations d'aointane est mise en ÷uvre par les agents eux-
mêmes grâe à deux omportements MarquageTerritoire et Exploration dérits
respetivement (9.4 p. 179) et (9.5 p. 181). Le premier omportement marque, dans
l'environnement, le territoire (région, haîne de segments de ontour) représenté par
l'agent. Le deuxième omportement permet aux agents de se renontrer dans et
environnement (onstitué de artes d'identiants).
Une renontre se traduit par l'établissement d'une relation d'aointane de type
adjaent, on y ajoute aussi la nature région ou ontour de l'agent renontré.










Traitements effectués par les
agents à chaque niveau
Premier niveau de la pyramide
− détection de contours
− réhaussement
− supression des non 
− suivi de contour
− approximation polygonale
maxima locaux
Fig. 8.7 : Réapitulatif des étapes de l'initialisation, suivi de l'étape de reonstrution des
relations d'aointane, ette dernière étant eetuée par tous les agents (de
manière onurrente) et e, pour haque niveau.
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8.6 Constrution de la pyramide
Les liens entre agents étant tissés, haque agent va interagir loalement ave ses
voisins an de déterminer eux ave lesquels il souhaite fusionner. La onstrution
onurrente de es plans de fusion, leur réalisation et la gestion des onits résultants
sont mis en ÷uvre au sein de haque agent par sept omportements présentés au
hapitre 9 et résumés au hapitre 6 (g. 6.5, p. 115).
8.6.1 Synhronisation et passage d'un niveau à l'autre
L'agent MonitorAgt va intervenir en trois points pour synhroniser l'ativité des
agents de la pyramide :
1. Comme nous le verrons (9.10 p. 206), le territoire d'un agent du niveau k +
1 dépend des agents du niveau k se rattahant à lui. Il est don néessaire
d'attendre la n de l'exéution de tous les agents du niveau k avant qu'un
agent du niveau k + 1 ne débute le marquage de son territoire.
2. Un agent doit, avant d'explorer son environnement être ertain que tous les
agents du même niveau ont bien ni de marquer leurs territoires respetifs.
3. L'exploration du territoire par un agent débouhe sur la déouverte de nou-
veaux voisins auprès desquels il doit se faire onnaître. Il est don néessaire,
avant de passer aux étapes de traitements ultérieures, de s'assurer que les
démarhes de prises de ontat entre agents ont bien toutes abouti.
Nous allons voir, dans les paragraphes suivants, omment l'agent MonitorAgt est
utilisé pour es trois synhronisations globales. Ces dernières sont présentées sous la
forme d'un RdP (g. 8.8, p. 173). Le ontrle de l'agent ainsi modélisé répond au
modèle proposé (7.4.1.6 p. 141).
L'agent MonitorAgt répertorie les agents de haque niveau : an de pouvoir
ontrler la roissane de la pyramide, l'agent MonitorAgt joue le rle d'état ivil
répertoriant les réations de nouveaux agents (sur le prohain niveau de la pyramide)
et les déès (n d'exéution) des agents du niveau ourant.
Deux situations peuvent générer de nouveaux agents :
1. Création des agents du premier niveau au moment de l'initialisation (voir
CréerAgents 8.8 page 173).
2. Reprodution d'un agent survivant ((9.11 p. 209)) lors des niveaux suivants.
Dans e as, l'agent survivant signale au moniteur l'existene du nouvel agent
réé par un message nouvel-agent.
Le spéialiste RepertorierNouvelAgent (g. 8.8) traite e message et rajoute
un jeton dans la plae agents-du-niveau-ourant.
Les jetons présents dans ette plae vont transiter dans les plaes agents-du-niveau-ourant
et agents-en-attente au fur et à mesure des trois synhronisations.
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Les trois synhronisations globales : l'agent MonitorAgt est dans l'état S1 (g.
8.8) et envoie un message de réveil (réveil) à tous les agents du niveau ourant. Ce
message permet aux agents d'engager leur omportement de marquage du territoire.
Puis, lorsque la plae agents-du-niveau-ourant est vide, il peut passer dans
l'état W1 d'attente de la n du omportement de marquage de tous les agents du
niveau ourant de la pyramide.
Ces derniers signient au moniteur la n de leur omportement de marquage
de territoire par un message fin-marquage. Lorsque le moniteur a reçu autant de
messages fin-marquage qu'il y avait de jetons en agents-en-attente, il passe dans
l'état S2 pour débuter la seonde synhronisation.
Les deux synhronisations suivantes s'eetuent suivant le même prinipe que la
première.
Passage au niveau suivant : la dernière synhronisation se termine lorsque
l'agent moniteur a reçu autant de messages fin-exéution qu'il y a de jetons dans
la plae agents-en-attente. Autrement dit, tous les agents du niveau ourant ont
ni de fusionner les uns ave les autres et les survivants ont ni de se reproduire.
Alors, l'agent moniteur va évaluer à l'aide du spéialiste NiveauSuivant (g. 8.8)
s'il doit passer au niveau suivant ou s'il doit arrêter la roissane de la pyramide. Si
le ritère d'arrêt n'est pas rempli (8.6.2), l'agent inrémente la plae des ompteurs
de niveau et dépose le jeton d'état dans la plae S1 pour reommener un nouveau
niveau de la pyramide. Si les onditions sont vériées, il passe dans l'état End en
demandant à l'agent responsable de l'interfae graphique l'ahage des résultats.
8.6.2 Conditions sur la n d'exéution
Outre les trois points de synhronisation globale, l'agent MonitorAgt surveille
les onditions d'arrêt de roissane de la pyramide.
La onvergene du système est assurée ar les agents respetent les lois des
pyramides irrégulières. La déimation des agents de haque niveau est équivalente à
une déimation sur le graphe de similarité (3.6.1 p. 42).
Ce dernier est omposé d'un ensemble de omposantes onnexes (représentant
haune une région homogène de l'image)(3.6.1 p. 42) groupant les sommets simi-
laires deux à deux. Or, si il n'y a plus de ouple de sommets jugés similaires, haque
omposante onnexe se réduit à un singleton : il n'y a don plus de déimation
possible et la proédure de onstrution de la pyramide s'arrête (8.2.6 p. 158).
Comme nous le verrons dans le hapitre 10, une forte proportion des déimations
se produit (ela va dépendre de l'image) dès les premiers niveaux de la pyramide.
Lors des derniers niveaux, la diminution du nombre de sommets
9
peut être très faible
et n'apporter que très peu d'améliorations à la qualité de la segmentation. Ainsi, il
peut être pertinent d'arrêter la roissane de la pyramide avant son terme.
9
Nous rappelons que la déimation s'eetue dans le graphe de similarité et non dans le graphe
d'adjaene.
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Pour ela, nous utilisons un ritère d'arrêt qui évalue si la déimation d'un niveau
à l'autre est toujours signiative. Il sut d'eetuer un test omparant le nombre
de sommets au niveau ourant et au niveau préédent. Bertolino [Ber95℄ propose
d'évaluer le rapport entre le nombre de sommets aux deux niveaux.
Nous suggérons un ritère équivalent à elui proposé par [Ber95℄ : la diérene
entre le nombre d'agents de deux niveaux onséutifs doit être supérieure à un seuil
xé par l'utilisateur.
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demande d’affichage des résultats à
Fig. 8.8 : RdP modélisant l'agent MonitorAgt : l'étape d'initialisation et les trois syn-
hronisations globales. Légende : S ? début d'une Synhronisation ; W ? : (Wait)
état d'attente.
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Nous abordons dans e hapitre la deuxième étape de la desription de l'arhi-
teture de ontrle.
1. Desription globale et struturelle de l'organisation regroupant les agents
(hap. 8).
2. Desription loale et fontionnelle des agents omposant le système.
3. Analyse globale et fontionnelle où l'on vérie que l'ensemble des interations
loales réalise bien e pour quoi le système est onçu (hap. 10).
Au ours de e hapitre, nous allons donner une desription individuelle de l'agent
qui portera sur ses sept omportements. Nous préiserons aussi les méanismes de
ontrle et les interations loales de l'agent ave ses voisins dans l'organisation
dénie au hapitre 8.
Deux types d'agents, qui traduisent les primitives région et ontour, oexistent
et interagissent au sein de la pyramide. Nous proposons une mise en ÷uvre par-
tiulière des aspets onernant l'adaptation loale, la oopération (région/région,
région/ontour) et l'intégration de l'inertitude dans la onnaissane a priori .
Néanmoins, on peut parfaitement envisager d'autres types de propositions dans
la mesure où les règles imposées par la pyramide irrégulière sont respetées. Nous
pensons en partiulier à une plus importante ontribution des agents traduisant les
primitives ontour.
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9.1 Introdution
Après avoir abordé l'aspet global du système 'est-à-dire son organisation, nous












Fig. 9.1 : Un agent de la pyramide (PrimitivAgt) et ses sept omportements.
Un agent de la pyramide représente une primitive région ou ontour de l'image.
Un agent va tâher de ompléter ette primitive en fusionnant ave d'autres agents
au moyen de sept omportements (g. 6.5, p. 115) :
1. Le omportement de marquage de territoire dénit le territoire de
l'agent dans l'environnement partagé par tous. L'environnement dans e as
est onrétisé par des artes de labels.
2. Le omportement d'exploration de l'environnement permet à l'agent de
déteter ses voisins dans l'image. Un agent va ainsi onstruire ses relations
de voisinage reétant l'adjaene spatiale dans l'image. Ces relations stru-
turent la population d'agents du niveau ourant en une organisation qui est
l'équivalent agent du graphe d'adjaene.
3. Le omportement de planiation des fusions. Chaque agent région doit
déider pour haun de ses voisins région s'il souhaite ou non fusionner ave
lui. L'agent doit don dresser un plan des ations qu'il souhaite entreprendre
ave ses voisins. Ce plan est onstitué de trois listes :
(a) Une liste ontenant les voisins ave qui il souhaite fusionner (ette liste
est le plan de fusion).
(b) Une liste ontenant les voisins ave qui il ne souhaite pas fusionner ;
() Une liste ontenant les voisins ave qui il n'est pas ertain de vouloir
fusionner.
Cette inertitude reète elle du traiteur d'image, les agents déideront de la
néessité des fusions lors du omportement suivant.
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4. Le omportement oopératif permet à haque agent de lever les ambiguïtés
(fusions inertaines) à l'aide d'un proessus visant à olleter puis fusionner
le plus d'informations possibles à propos des hypothèses inertaines. Cette
ollete d'informations s'eetue à l'aide de demandes d'avis, faites aux agents
voisins qu'ils soient de type région ou ontour.
5. Le omportement de déimation vise à séletionner des survivants parmi
les agents du niveau ourant de la pyramide. Cette séletion est basée sur
l'utilité assoiée au plan de fusion préédemment déni.
6. Le omportement de rattahement autour des agents survivants est en-
gagé entre survivants et non-survivants.
7. Le omportement de reprodution est engagé par les agents survivants
an de réer un nouvel agent dans le niveau suivant de la pyramide.
Remarque : omme nous l'avions déjà mentionné au hapitre 8, les agents ontour
se répètent à l'identique, niveau après niveau. Ils interviennent en omplément d'in-
formations ontour via un omportement oopératif, pour inuener les fusions entre
agents région.
L'objetif dans le futur étant de favoriser une meilleure prise en ompte de l'in-
formation ontour en utilisant par exemple des ontours atifs à la plae de simples
haînes de segments de ontour.
9.2 Struture de ontrle de l'agent
La gure 9.2 page 178, présente les prinipaux états de raisonnement de l'agent,
onditionnant l'ativation de ses sept omportements. Chaque omportement étant
lui-même modélisé par un sous-réseau de Pétri qui est présenté dans la setion qui
lui est onsarée.
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Fig. 9.2 : Modèle RdP du ontrle des omportements des agents de la pyramide
(PrimitivAgt).
9.3 Les royanes de l'agent
Les aointanes. Les agents, qu'ils soient de type région ou ontour, vont lors
du omportement d'exploration (9.5 p. 181) enregistrer dans leur tableau noir loal
l'ensemble de leurs voisins (adjaent) dans l'image. L'enregistrement de es liens
prend la forme d'une relation d'aointane(7.4.3.1 p. 147), étiquetée par le type
(région, ontour) du voisin. Si par exemple, un agent ai est adjaent à l'agent région
d'identiant 43, ai stokera l'information suivante :
(Aquaintane (id 43) (types adjaent region))
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Les royanes des agents région ontiennent, en plus des aointanes, les
attributs photométriques et géométriques aratérisant la région représentée par
l'agent. L'agent as stoke es attributs dans une struture de données ontenant :
 µs : moyenne des niveaux de gris normalisés, 'est-à-dire (moyenne des niveaux
de gris de la région) / 255 ;
 σs : éart-type des niveaux de gris normalisés ;
 hs : histogramme ;
 Ss : surfae (nombre de pixels) ;
 Gs : entre de gravité ;
 crs : les hamps réepteurs de la région. La représentation des hamps réep-
teurs est faite à l'aide d'un masque de bits évoqué (8.2.1 p. 153).
Les royanes des agents ontour ontiennent la haîne de segments de ontour
que l'agent représente. L'agent as dispose, pour haque segment de ontour sc
k
s , d'une
struture de donnée odant les paramètres du segment de ontour. À savoir :
 ωks : orientation (oordonnées polaires) ;
 rks : position par rapport à l'origine ;
 lks : longueur ;
 gks : gradient moyen normalisé le long du segment.
9.4 Comportement de marquage de territoire
(1) Marquage de territoireniveau k




Fig. 9.3 : Vision shématique du omportement de marquage du territoire.
Chaque agent représente une primitive région ou ontour présente dans l'image.
An de pouvoir relier les agents représentant des primitives adjaentes, il est tout
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d'abord néessaire que les agents marquent de leur identiant la zone de l'environ-
nement orrespondant à leur primitive.
Cependant, il faut attendre que tous les agents du niveau préédent aient ni de
se rattaher et de se reproduire. Lorsque l'ativité sur le niveau préédent a essé,
l'agent qui sommeille, en est averti par la réeption du message réveil provenant
de l'agent moniteur (g. 8.8, p. 173) & (g. 9.2, p. 178).
Détails sur le ontrle portant sur e spéialiste. Le omportement de mar-
quage de territoire est implémenté par un seul spéialiste. La gure 9.4 présente la
struture de ontrle du spéialiste orrespondant au RdP (g. 9.2, p. 178). Par la
suite nous ne présenterons que le modèle de ontrle RdP des spéialistes, la mise





























Fig. 9.4 : (a) Le spéialiste de marquage du territoire, à mettre en relation ave la gure
9.2 page 178 ; (b) la mise en ÷uvre du RdP sous forme de règle.
Marquage de territoire des agents région. Une fois réveillé (g. 9.2, p. 178),
un agent région va marquer un territoire orrespondant à sa région. Cette région est
l'union des régions orrespondantes aux agents qui se sont rattahés au survivant
dont il est le père (voir rattahement gure 6.5 page 115). Le marquage s'eetue
dans l'agent environnement sur la arte d'identiants du niveau ourant reg_map(k),
où k est le niveau ourant de la pyramide.
Marquage de territoire des agents ontour. De même, une fois réveillé, un
agent ontour va marquer un territoire orrespondant à sa haîne des segments de
ontour. Le marquage s'eetue dans l'agent environnement sur la arte d'identi-
ants du niveau ourant edge_map(k).
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Chaque agent va signaler à l'agent moniteur qu'il a bien ni son marquage de
territoire à l'aide d'un message fin-marquage (g. 9.2, p. 178).
Ce marquage de territoire dans un environnement ommun à tous les agents du
niveau ourant, anre les agents dans l'image et permet de délimiter la zone de
l'image dont l'agent (région/ontour) est le représentant. Cette identiation de




par les relations d’adjacence 
<=> graphe d’adjacence
Fig. 9.5 : Vision shématique du omportement d'exploration.
Dans l'objetif de onstituer les agents en une organisation struturée par les
relations d'adjaene dans l'image, les agents vont explorer les alentours de leurs
territoires pour y renontrer leurs voisins dans l'image.
Toutefois, il faut attendre que tous les agents du niveau ourant de la pyramide
aient bien ni de marquer leurs territoires respetifs. Cette synhronisation globale
(la deuxième) est menée par l'agent moniteur (g. 8.8, p. 173), qui réveille tous les
agents du niveau ourant à l'aide d'un message explore(g. 9.2, p. 178).
Exploration des agents ontour. Un agent ontour examine les sites des artes
reg_map(k) et edge_map(k)1 qui appartiennent à des zones de foalisation. L'agent
1
Rappelons que es artes représentent les territoires des agents région et ontour.
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ontour onstruit une zone de foalisation elliptique (g. 9.6, p. 182) pour haun





3 segments de contour
Fig. 9.6 : Les zones de foalisation d'un agent ontour omportant une haîne de trois
segments de ontour.
Chaque nouvel identiant renontré dans edge_map(k) orrespond à un agent
ontour voisin et débouhe sur la réation d'une relation d'aointane étiquetée
ontour :
(Aquaintane (id ?voisin-id) (types adjaent edge))
Tandis que les nouveaux identiants renontrés dans reg_map(k) orrespondent à
des agents région voisins.
L'agent ontour prend ontat. Les agents ontour doivent se faire onnaître
2
des agents région dont ils ont renontré l'identiant dans l'environnement. Cette
prise de ontat prend la forme d'un message :
(Message (performatif tell) (sender ?s) (reeiver ?r)
(ontent (Aquaintane (id ?s) (types adjaent edge)))
)
Les zones de foalisation étant diérentes pour haque agent ontour, un agent
ontour c1 peut onnaître un agent ontour c2 sans que la réiproque soit vraie (g.
9.7).
C2C1
Fig. 9.7 : Deux segments c1, c2 et leurs zones de foalisation respetives.
2
Un agent A onnaît un agent B s'il dispose ave B d'une relation d'aointane. Celle-i est
réée soit par une renontre de l'identiant dans l'environnement (renontre indirete), soit par
une prise de ontat (renontre direte).
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Ainsi, un agent ontour va adresser un message de présentation (voir i-dessus)
aux agents ontour qu'il onnaît par renontre indirete.
Cette démarhe de présentation assure de disposer de relations de onnaissane
symétriques. La onnaissane dans le as présent est porteuse d'une sémantique
partiulière : l'adjaene dans l'image.
Exploration des agents région. Les agents région vont explorer les sites de
reg_map(k) pour y déouvrir leurs voisins de type région. La zone explorée orres-
pond aux sites adjaents le long des sites frontières de la région. Ils ne herhent pas
à renontrer les agents ontour, es derniers se hargeront de prendre ontat ave
eux.
Chaque agent va ensuite signaler à l'agent moniteur qu'il a bien ni son exploration
à l'aide d'un message fin-explore (g. 9.2, p. 178).
Une organisation d'agents selon l'adjaene dans l'image. Cette explora-
tion a permis aux agents de déouvrir leurs voisins dans l'image et ainsi de onstruire
les relations d'aointane régions/régions, régions/ontours, ontours/ontours. La
population des agents d'un niveau est désormais organisée par les relations d'adja-
ene dans l'image.
Cette organisation Okadj(P
k, Akadj), (8.3.2 p. 162) dénit pour haque agent les
voisins ave lesquels il va interagir, pour oopérer et parfois fusionner.
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9.6 Comportement de planiation des fusions
(3) Planification des fusions
de fusions <=> graphe de similarité




 hypothèse de fusion incertaine?
 hypothèse de fusion acceptée <=> intention de fusion
Fig. 9.8 : Vision shématique du omportement de planiation des fusions.
Les liens reétant l'adjaene spatiale entre agents d'un même niveau étant tissés,
les agents vont tâher de déterminer les voisins ave lesquels ils souhaitent fusionner.
Un agent as doit don dresser un plan des ations qu'il souhaite entreprendre
ave ses voisins. Ce plan est onstitué de trois listes dans lesquelles l'agent lasse ses
voisins de même nature
3
:
1. rejet(as) : les voisins ave lesquels l'agent as ne veut pas fusionner.
2. inertitude(as) : les voisins ave lesquels l'agent as n'est pas ertain s'il doit
fusionner ou non.
3. aept(as) : les voisins ave lesquels l'agent as souhaite fusionner. Cette liste
est appelée plan des fusions de l'agent as.
Étant donné que pour l'instant seuls les agents région fusionnent entre eux, e
omportement ne onerne pas les agents ontour. Mais les prinipes et protooles
énonés peuvent s'appliquer à des agents fusionnant des haînes de segments de
ontour. Dans e as, seuls les attributs et les ritères d'évaluation du désir (simila-
rité) hangent.
3
Un agent région va herher à fusionner ave d'autres agents région.
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La onstrution de e plan va s'eetuer en deux temps :
1. Réupérer les attributs des agents voisins (de même nature) et déduire, pour
haun de ses voisins, un veteur d'anités fontion de ses attributs propres
et de eux du voisin.
2. Déduire du veteur d'anité un désir de fusion pour haque voisin, puis las-
ser les voisins, en fontion du désir qui leur est assoié, dans les trois listes
d'aeptation, de refus, ou d'inertitude vis-à-vis de la fusion. Comme nous le
verrons (9.6.5 p. 189) et (9.6.4 p. 188), nous proposons une méthode d'adap-
tation loale et de prise en ompte de l'inertitude du traiteur d'image à
propos des seuils à utiliser pour lasser les voisins.
Ces listes représentent une première ébauhe d'une planiation des ations qu'un


























Fig. 9.9 : Le omportement de planiation des ations. Les voisins région sont lassés
dans une des trois listes en fontion du désir (similarité) éprouvé par l'agent
ourant.
9.6.1 Calul des anités assoiées à haque voisin
La première étape du omportement de planiation onsiste pour un agent
région à réupérer les attributs région de ses voisins. Ainsi, haque agent région va
envoyer à ses voisins région (g. 9.9, p. 185) un message du type :
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Le performatif ask-one (issu de la syntaxe KQML) spéie la sémantique interro-
gative du message. Le hamp reply-with permet d'identier la réponse.
Ces requêtes envoyées, l'agent passe dans l'état ÉvaluerAffinités (g. 9.9, p.
185). Dans et état, l'agent attend les réponses et, à haque réponse reçue, il évalue
les anités pour le voisin lui ayant répondu.
Dénition 7 (anités) Les anités d'un agent as pour un agent ai se présentent
sous la forme d'un veteur asi, représentant les similarités entre les deux agents,
évaluées suivant plusieurs ritères dans l'espae des attributs région.
asi =
(
|∆µsi|, |∆σsi|, f lsi, contsi, rsi
)
Où :
 |∆µsi| = |µs−µi| est la diérene des moyennes (en niveau de gris) normalisées
des régions ;
 |∆σsi| = |σs−σi| est la diérene des éart-types (en niveau de gris) normalisés
des régions ;
 flsi est la proportion de la longueur de frontière ave ai par rapport à la la
longueur de frontière totale de as ;





est la orrélation des histogrammes des deux régions.
9.6.2 Le désir de fusion
Dénition 8 (Désir de fusion) Le désir de fusion d'un agent as pour un agent
ai se présente sous la forme d'un salaire dsi ∈ [0, 1] évalué à partir des anités.
Ce désir de fusion représente l'impression générale de as sur la qualité d'une fusion
ave ai. Il peut être assimilé à l'inverse d'une distane dans l'espae des attributs
région ou à la similarité entre les deux régions.
En se basant sur le veteur d'anités, l'agent va aluler son désir de fusion pour
haun de ses voisins région.
dsi = Eval_désir(asi, (α1, α2, α3, α4, α5)) (9.1)
dsi = 1−
[
α1|∆µsi|+ α2|∆σsi|+ α3(1− flsi) + α4contsi + α5(1− rsi)
]
(9.2)
Où les pondérations α1, α2, α3,α4, α5, peuvent être xées a priori par le traiteur
d'image, ou adaptées dynamiquement et loalement à l'aide d'une analyse en om-
posante prinipale (2.2.2 p. 20) permettant de favoriser les attributs loalement les
plus disriminants.
Dénition 9 (Hypothèse de fusion) L'hypothèse de fusion hsi d'un agent as pour
un agent ai est une struture de données qui rassemble toutes les informations dont
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dispose as à propos d'une fusion (hypothétique) ave ai. Elle est struturée omme
suit :
hsi := (merge (agent as)(with ai)(desire 0.93))
Signiant, dans e as, que le désir de fusion de l'agent as ave l'agent ai est de
0.93, la valeur du désir étant omprise entre 0 (auun désir) et 1 (désir maximum).
L'agent va onstituer pour haun de ses voisins une hypothèse de fusion.
9.6.3 Adaptation loale de l'importane des diérentes a-































λ             5
u            (1,−2)
évaluer le désir
axe factoriel  principal
selon lequel il faut
Fig. 9.10 : À gauhe : une image omposée de deux zones de dégradé, ave inq régions.
Au entre : les valeurs non normalisées des anités de R1 |∆µ| et ontraste
à la frontière. À droite : es mêmes anités entrées et réduites (pour ACP),
ainsi que l'axe fatoriel prinipal ; on remarque le fort pouvoir de disrimina-
tion de l'axe des ontrastes à la frontière.
Prenons l'exemple de la gure 9.10 omposée de deux dégradés et dont la par-
tition idéale nale doit représenter deux régions, une pour le dégradé de gauhe et
une pour elui de droite. Si l'agent représentant la région R1 utilise |∆µ| omme
ritère de alul de désir, 'est-à-dire α1 = 1, αj = 0, ∀j ∈ [2, 5] ; alors il ommettra
une erreur en donnant un fort désir de fusion à R4 et R5 et un plus faible à R2 et
R3.
Intuitivement, dans e genre de situation, le traiteur d'image préoniserait l'utili-
sation des ontrastes à la frontière au détriment de |∆µ|, ar les deux gradients ont
la même moyenne et seul le ontraste à la frontière les distingue. Cette intuition est
onrmée par la leture du graphe (g. 9.10, p. 187) qui montre que le ontraste
est bien plus disriminant que |∆µ|. En eet, une analyse en omposante prinipale
permet de dégager un axe fatoriel prinipal s'étirant essentiellement dans l'axe des
ontrastes. Ainsi, une ACP (2.2.2 p. 20) permet de déterminer automatiquement
un oeient de pondération à apporter à haque anité pour aluler le désir selon
l'axe fatoriel prinipal.
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L'agent fait ainsi évoluer dynamiquement et loalement ses ritères d'évaluation
du désir, an de séparer au mieux les agents qui lui ressemble des autres. Nous
ferons remarquer les onditions partiulières de l'utilisation de l'ACP ave un faible
nombre de points. Ces onditions traduisent la réalité du nombre de voisins moyen
par agent (environ 5).
Cette fontionnalité n'est enore qu'en phase de développement, si les résultats
sont eux attendus, il est néessaire de ompléter les expérimentations f. hapitre
10.
9.6.4 L'inertitude
Dans les approhes lassiques de segmentation par pyramide irrégulière (hap.
3 p. 33), le traiteur d'image xe un seuil de similarité pour onstruire le graphe de
similarité sur lequel va s'eetuer la déimation.
Un adre pour l'expression de l'inertitude. Le modèle standard des pyra-
mides irrégulières ne favorise pas la prise en ompte de l'inertitude du traiteur
d'image sur le degré de similarité néessaire pour autoriser une fusion entre deux
sommets. Sur l'image du sanner du sein (g. 10.2, p. 214), ette approhe ontraint
le traiteur d'image à xer un seuil. Or, le seuil néessaire à une séparation orrete
du musle et du tissu glandulaire est extrêmement déliat à hoisir et néessite une
analyse approfondie de l'image.
Les pyramides irrégulières lassiques, sur e type d'image, requièrent don une
information a priori très préise. Elles ne sont pas robustes (10.2.4 p. 230) vis-à-vis
d'une légère variation des seuils.
Or, ette variation traduit l'inertitude du traiteur d'image vis-à-vis des seuils à
fournir an de bien la segmenter.
Le système proposé fournit un adre d'expression de l'inertitude du traiteur
d'image à travers une formulation inspirée de la théorie de Dempster-Shafer (4.6.2.2
p. 78), dans laquelle un intervalle [Dn, Ds], traduit l'inertitude du traiteur d'image
sur la similarité néessaire à une fusion entre deux régions.
Permettre la fusion d'informations. Comme dans Dempster-Shafer, le adre
d'expression de l'inertitude du système fournit simultanément un adre de fusion de
l'information. Or, ette fusion d'informations mise en ÷uvre par des omportements
oopératifs région/région et région/ontour favorise la robustesse de l'approhe vis-
à-vis de légères variations dans les images à segmenter. L'approhe agent réussit à
segmenter, pour un même paramétrage, deux images similaires là où une pyramide
irrégulière lassique requiert une intervention humaine pour haune des images (g.
10.7, p. 219) & (g. 10.9, p. 222).
Le traiteur d'image va don fournir deux seuils de désir :
 Dn : le désir néessaire est le seuil à partir duquel une fusion est plausible ;
 Ds : le désir susant est le seuil à partir duquel une fusion est rédible, ave
0 ≤ Dn ≤ Ds ≤ 1.
188




Fig. 9.11 : Les deux seuils de désir bornant l'intervalle d'inertitude vis-à-vis d'une fu-
sion.
L'agent dispose de trois listes dans lesquelles il va lasser les hypothèses en fontion
du désir alulé et des seuils.
 rejet est une liste dans laquelle l'agent insérera les hypothèses et don les
aointanes ave lesquelles il ne veut pas fusionner ;
 inertitude est une liste dans laquelle il mettra les hypothèses et don les
aointanes ave lesquelles il ne sait pas enore s'il doit fusionner ou non,
l'ambiguïté sera levée à l'aide d'un omportement oopératif (9.8 p.
192) ;
 aept ontiendra nalement les hypothèses et don les aointanes ave les-
quelles il veut fusionner. Ces hypothèses de fusion deviennent des intentions
de fusion (déf. 10 p. 191).
Soit hsi l'hypothèse de fusion de l'agent ourant s ave l'agent i et dsi le désir
assoié à ette hypothèse. Le lassement des hypothèses s'eetue suivant la règle
dérite à l'algorithme 9.1.
Classement_hypothèse(hsi, dsi, Dn, Ds)
 Si (dsi < Dn) Alors rejet(as) ← hsi
 Sinon Si (dsi < Ds) Alors inertitude(as) ← hsi
 Sinon aept(as) ← hsi
Algo. 9.1 : Règle de lassement des hypothèses dans les trois listes en fontion du désir.
An de permettre un formalisme délaratif, on ajoute à la struture hypothèse
de fusion (déf. 9 p. 186) un dernier hamp préisant la liste d'appartenane de
l'hypothèse, par exemple :
hsi ∈ rejet(as)⇔ (merge (agent as )(with ai )(desire 0.34) (list rejet))
9.6.5 Adaptation loale du désir néessaire
Un des inonvénients des pyramides irrégulières est l'apparition de fausses transi-
tions et la disparition de ertaines frontières. Cei est ausé par la dérive progressive
des statistiques des régions. Cette dérive est provoquée par des fusions de qualité
moyenne, respetant de justesse le seuil de similarité. On peut, pour limiter et ef-
fet, eetuer les meilleures fusions en premier, retardant et empêhant peut-être la
dérive des statistiques au l des niveaux.
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La solution proposée par Montanvert et al. [Mon91℄ onsiste à aluler un seuil de
similarité loal plus restritif que le seuil global. Nous appliquons ette tehnique au
seuil Dn an de le rehausser et ainsi rejeter les moins bonnes hypothèses. En prenant
en ompte les hypothèses dans les listes inertitude et aept, nous appliquons
l'algorithme proposé dans [Mon91℄. On herhe le seuil donnant la partition en deux








Fig. 9.12 : Adaptation loale du seuil de désir néessaire.
Dn est remplaé par e seuil loal à l'agent as : Dn(as) (g. 9.12).
Remarque : si Dn(as) ≥ Ds, nous avons opté pour une solution prudente qui
onsiste à supprimer Ds et don l'intervalle d'inertitude, en ne laissant qu'un seul
seuilDn(as) qui dans e as délimite les hypothèses rejetées des hypothèses aeptées.
Une autre solution onsisterait à xer Dn(as) à la valeur de Ds.
Les deux listes inertitude et aept sont ltrées à l'aide de e nouveau seuil
loal : les hypothèses dont le désir assoié est plus petit que le seuil loal Dn(as)
sont transférées de la liste inertitude vers la liste rejet. La liste aept n'est
modiée que dans le as évoqué i-dessus où Dn(as) > Ds.
9.6.6 Synthèse sur la planiation des fusions
Nous allons réapituler l'ensemble des étapes intervenant dans la onstrution
des trois listes d'hypothèses de fusion :
1. l'agent débute e omportement en demandant les attributs région de haun
de ses voisins région : DemanderAttributsRegion (g. 9.9, p. 185) ;
2. l'agent attend les réponses, et alule un veteur d'anités pour haque ré-
ponse reçue : ÉvaluerAffinités (g. 9.9, p. 185) ;
3. il va ensuite pouvoir onstituer les trois listes d'hypothèses de fusion :
ConstruireListesDeFusion (g. 9.9, p. 185).
Une synthèse sur la onstrution des trois listes d'hypothèses de fusion
est donnée (algo. 9.2 p. 191), nous allons en ommenter les étapes :
1. aluler le veteur de pondération des anités ;
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2. génèrer la liste hyp_list omposée des hypothèses hsi de fusion ;
3. lasser les hypothèses dans les trois listes rejet, inertitude et aept en
fontion du désir dsi assoié à l'hypothèse et des seuils globaux : Dn, Ds ;
4. adapter loalement le seuil de désir néessaire ;
6. relasser les hypothèses en fontion du nouveau seuil ;
7. passer à l'état Coopération.
ConstruireListesDeFusion
Conditions :
(State ÉvaluerAffinités) (vide (voisins-régions-en-attente))
Partie opératoire :
/* aff_list : liste des veteurs d'anités */
/* hyp_list : liste des hypothèses de fusion */
1.
−→ω = (α1, α2, α3, α4, α5)← Adapt_pondération_ACP(aff_list)
2. ∀asi ∈ aff_list,
hsi := (merge (agent as )(with ai )(desire dsi =Eval_désir(asi,
−→ω )))
3. ∀hsi ∈ hyp_list, Classement_hypothèse(hsi,dsi, Dn, Ds)
4. Dn(as)←Adapt_désir_néessaire(aff_list)
5. si (Dn(as) ≥ Ds) Ds ← Dn(as)
6. ∀hsi ∈ aept ∪ inertitude,Classement_hypothèse(hsi,dsi,Dn(as),Ds)
Changement d'état :
7.(retrat (State ÉvaluerAffinités))
(assert (State Coopération))// hangement d'état
Algo. 9.2 : Spéialiste qui détermine le plan des ations onstitué de trois listes rejet,
inertitude et aept ontenant les hypothèses de fusion rejetées, iner-
taines ou aeptées.
9.7 Du graphe de similarité aux intentions de fu-
sions
Les intentions de fusion organisent les agents. Pour haque relation d'a-
ointane de type adjaent entre agent de même nature, il existe une hypothèse de
fusion qui aratérise la relation d'aointane par la liste à laquelle elle appartient.
Autrement dit, tous les voisins (de même nature) d'un agent as sont lassés dans
une des trois listes : rejet(as), inertitude(as) ou aept(as) qui est la liste des
intentions de fusion.
Dénition 10 (Intention de fusion) L'intention de fusion IFsi de l'agent as pour
ai est une hypothèse de fusion que l'agent as onsidère souhaitable. Autrement dit,
'est une hypothèse de fusion hsi lassée dans la liste aept(as)
hsi ∈ aept(as)⇒ IFsi
Dénition 11 (Plan de fusion) L'ensemble de es intentions de fusion aept(as)
d'un agent as forme son plan de fusion.
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L'union de tous es plans de fusion parmi la population P k des agents du niveau





Ces relations struturent la population P k en une organisation OkIF des agents ayant
l'intention de fusionner les uns ave les autres :
OkIF (P
k, AkIF )
Équivalene ave le graphe de similarité. Chaque intention de fusion IFsi
d'un agent as orrespond à un ar (s, i) reliant deux sommets similaires du graphe
d'adjaene du niveau k. Ainsi, l'ensemble des ars joignant les sommets de Bk (ars
du graphe de similarité) (3.6.1 p. 42) est transposé dans l'espae des intentions de
fusion AkIF :
Bk ⇔ AkIF
Finalement, le graphe de similarité Simk(Sk, Bk) est transposé en une organisation
d'agent OkIF (P
k, AkIF ) :
OkIF (P
k, AkIF )⇔ Simk(Sk, Bk)






 hypothèse de fusion acceptée <=> intention de fusion
 hypothèse de fusion incertaine
Fig. 9.13 : Vision shématique du omportement de oopération.
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An de lever l'ambiguïté sur les hypothèses de fusions inertaines, l'agent engage
ave ses voisins un débat (g. 9.20, p. 201) visant à prendre en ompte leurs points
de vue à travers des ritiques positives ou négatives.
Remarque : dans l'état de développement atuel, les agents ontour se répètent
à l'identique, niveau après niveau, ne fusionnant pas les uns ave les autres. Ils
interviennent omme omplément d'information à l'ativité des agents région. Ainsi,
deux types de oopération vont être engagées : une oopération région/région et une
oopération région/ontour.
Chaque agent région va demander pour haune de ses hypothèses inertaines
l'avis de ses voisins région et ontour. Cette onsultation est faite par l'envoi du
message :
(Message (performatif ask-one) (sender ?s) (reeiver ?r)
(reply-with ritique-lé ?lé)
(ontent (ritique-à-propos-de (merge (agent ?s)(with ?r))))
)
L'avis renvoyé va prendre la forme d'une ritique 'est-à-dire une valeur positive
ou négative onernant une hypothèse de fusion. L'agent ayant demandé l'avis des
ses voisins va ensuite intégrer toutes les ritiques reçues à propos d'une hypothèse
inertaine et déider si l'hypothèse de fusion en question doit être rejetée ou aeptée.
Cette intégration est une proédure de fusion d'information qui justie l'approhe
inspirée de Dempster-Shafer que nous avons hoisie.
Par sa nature, ette oopération est onfrontative (5.4.1 p. 93) tandis que dans
sa forme elle est opportuniste, ar elle n'est engagée que pour venir ombler
l'inertitude du traiteur d'image.
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critique positive : incitation





Fig. 9.14 : Vision shématique de la oopération région/région.
Un agent région as ayant une hypothèse de fusion inertaine hsr à propos de
l'agent région ar, demande à ar son avis sur ette hypothèse de fusion.
L'agent région interrogé à propos d'une fusion le onernant va, suivant son opinion
personnelle, appliquer soit la règle du non onsentement (algo. 9.3 p. 195) soit la
règle de l'initation (algo. 9.4 p. 195).
La règle du non onsentement. Une onséquene de l'adaptation loale (9.6.5
p. 189) est d'orienter la soiété d'agents OkIF organisée par les intentions de fusions.
Ainsi, un agent ar ayant exlu as de son plan de fusion (hrs ∈ rejet(as)), ar
il a de meilleures fusions à faire, pourrait se trouver absorbé par as allant alors à
l'enontre des motivations énonées lors de l'adaptation loale. Pour empêher e
phénomène, nous utilisons une règle simple dite du non onsentement (algo. 9.3
p. 195).
Cette règle permet à un agent reevant une demande d'avis le onernant d'inter-
dire une fusion s'il est non onsentant, 'est-à-dire que l'autre agent impliqué dans
la fusion fait parti des aointanes rejetées.
La ritique renvoyée dans e as est la valeur la plus négative possible : -MAX_NUMBER.
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Non_onsentement
(Message (reply-with ritique-lé ?lé)(ontent
(ritique-à-propos-de
(merge (agent ?s)(with ?r=Self)))))
(merge (agent ?r)(with ?s)(list rejet))
⇒
sendMsg(Message ...(reeiver ?s)(reply-to ritique-lé ?lé)
(ontent (ritique -MAX_NUMBER)))
Algo. 9.3 : Règle du non onsentement appliquée par l'agent ourant noté Self qui vérie
que l'hypothèse de fusion reçue en message le onerne bien. Une lé est
utilisée pour identier l'hypothèse sur laquelle porte la ritique.
La règle de l'initation. Si un agent ar souhaite fusionner ave un agent as, et
qu'il reçoit une demande d'avis sur leur fusion venant de e dernier, ar va initer
l'agent inertain as à valider ette hypothèse de fusion. Pour ela, ar va ommuniquer
son désir de fusion ave as, initant as, à valider ette fusion, d'autant plus que son
désir est grand (algo. 9.4 p. 195).
Initation
(Message (reply-with ritique-lé ?lé)(ontent
(ritique-à-propos-de
(merge (agent ?s)(with ?r=Self)))))
(merge (agent ?r)(with ?s)(list aept)(desire ?d))
⇒
sendMsg(Message ...(reeiver ?s)(reply-to ritique-lé ?lé)
(ontent (ritique ?d)))
Algo. 9.4 : Règle où l'agent ?r inite ?s à valider la fusion en question.
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Fig. 9.15 : Vision shématique de la oopération région/ontour.
Comme évoqué dans le hapitre 6, il est parfois indispensable de pouvoir exploiter
l'information de ontour dans le as où les statistiques des régions ne permettent
pas de tranher à propos de la fusion de deux régions.
La diulté réside dans la formulation du adre d'expression de ette oopéra-
tion ; à et eet, nous proposons une approhe naturelle, ar inspirée des ativités
soiales, dans laquelle un agent région va demander l'avis aux agents ontour dans
son voisinage lorsque se présente une situation ambigue (fusion inertaine) .
Ainsi, l'agent ontour ak reevant une demande de ritique à propos de l'hypo-
thèse de fusion inertaine hij (onernant les agents région ai et aj) va aluler une
première valeur de ritique pour haque segment de ontour s qu'il ontient. Cette
ritique est fontion de l'angle ωsij ∈ [0, π/2] formé par le segment joignant les ba-
ryentres des deux régions et le segment de ontour s (g. 9.16, p. 197) & (g. 9.18,
p. 198).
Pour haque segment, omme pour la oopération région/région, deux situations
peuvent se présenter :
1. la ritique sera défavorable : règle de l'opposition ;
2. la ritique sera favorable : règle de l'assentiment.
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La règle de l'opposition est délenhée si la ligne supportant le segment de
ontour oupe le segment joignant les baryentres des deux régions (g. 9.16, p.
197). Cela signie que le segment de ontour tend à séparer les deux régions, la
ritique sera don négative.





Segment de contour s
Fig. 9.16 : Situation engendrant une ritique négative (règle de l'opposition).
Une première valeur de ritique négative est alulée selon la formule i-dessous
traduisant la fontion de la gure 9.17.




si 0 ≤ ωsij ≤ π/4




Fig. 9.17 : Première valeur de ritique négative en fontion de l'angle.
La fontion opposition permet d'avoir une ritique d'autant plus négative que
le segment de ontour oupe perpendiulairement le segment joignant les deux ba-
ryentres.
La règle de l'assentiment est délenhée si la ligne supportant le segment de
ontour ne oupe pas le segment joignant les baryentres des deux régions. Dans e
as (g. 9.18, p. 198), le segment de ontour laisse sur sa droite ou sur sa gauhe les
baryentres des deux régions, auquel as il favorise la fusion des deux régions par
une ritique positive.
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Fig. 9.18 : Situation engendrant une ritique positive (règle de l'assentiment).
Une première valeur de ritique positive est alulée selon la formule i-dessous
traduisant la fontion de la gure 9.19.
csk(hij) = assentiment(ωsij) (9.5)
csk(hij) =
{
1 si 0 ≤ ωsij ≤ π/4
−4∗ωsij
π





Fig. 9.19 : Première valeur de ritique positive en fontion de l'angle.
La fontion assentiment permet d'avoir une ritique d'autant plus positive que
le segment de ontour est parallèle au segment joignant les deux baryentres.
L'agent ontour intègre les ritiques issues de ses segments. An de for-
muler une ritique unique à propos d'une hypothèse inertaine hij , l'agent ontour









Dans laquelle gs est le gradient moyen le long du segment s, ls sa longueur et dsij la
distane séparant le milieu du segment de ontour s du milieu du segment joignant
les baryentres des deux régions. Ainsi, la ritique venant d'un segment de ontour
est d'autant plus forte en valeur absolue que le segment de ontour est long et
présente un fort gradient. La ritique sera d'autant plus faible que le segment de
ontour est éloigné des régions.
Le degré du dénominateur 3/2 atténue un peu plus que linéairement l'inuene
des segments ontours, il a été obtenu empiriquement après une série de tests ave
les degrés 1, 3/2 et 2.
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9.8.3 Fusion des ritiques
Lorsque toutes les requêtes de ritiques ont reçu une réponse, l'agent émetteur de
la requête va fusionner toutes les ritiques à propos de haque hypothèse inertaine
hij, voir FusionnerCritiques (g. 9.20, p. 201).
À et eet, il va regrouper les ritiques selon deux sommes : d'un té, toutes les









c+(hij) intègre les ritiques de type initation ou assentiment provenant des voisins
tandis que c−(hij) intègre les ritiques de type non onsentement ou opposition.
9.8.4 Relassement des hypothèses inertaines
Sur la base des deux valeurs c+(hij) et c
−(hij), l'agent ayant émis des demandes
de ritiques va relasser l'hypothèse inertaine hij dans une des deux listes aept
ou rejet. Voir RelasserHypothèses (g. 9.20, p. 201).
Ainsi, une hypothèse sera relassée dans le plan de fusion (liste aept) si les
valeurs positive et négative des ritiques (assoiée à l'hypothèse) respetent des
ontraintes établies par une politique plus ou moins prudente xée par l'utilisateur.
Ii, la prudene onsiste à reevoir beauoup d'assuranes (ritiques positives)
omparées aux oppositions (ritiques négatives) avant de transférer l'hypothèse de
la liste inertitude à la liste aept. Trop peu de prudene peut mener à une
fusion erronée, tandis que trop de prudene, dans le meilleur des as, retarde d'un
ou plusieurs niveaux une bonne fusion, et dans le pire des as provoque une sur-
segmentation de l'image.
L'utilisateur peut don xer, en ohant des ases via l'interfae graphique, le
niveau ou politique de prudene de ses agents, en fontion des résultats obtenus. Les
diérentes politiques sont les suivantes :





k (hij) > 0
)
aept ← hij sinon rejet← hij
 Politique prudente : les ritiques positives doivent être signiativement
plus importantes que les ritiques négatives
si
(
c+(hij) > k ∗ |c−k (hij)|
)
aept← hij sinon rejet← hij
Où k est un oeient de prudene : pour une valeur de k élevée peu de fusions
inertaines aboutiront dans le plan de fusion.
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 Politique très prudente : auun agent ne s'oppose à la fusion
si
(
c−k (hij) = 0
)
aept← hij sinon rejet← hij




c−k (hij) = 0 et c
+(hij) > 0
)
aept← hij sinon rejet← hij
Justiation du formalisme hoisi. La problématique de prise en ompte des
ritiques onsiste à fusionner un ensemble de variables : ωsij, gs, ls, dsij an de prendre
une déision au plus tard pour un problème d'inertitude.
La logique oue (4.6.2.3 p. 81) est un outil adapté au problème de fusion d'infor-
mation ; ependant, la omplexité alulatoire, évaluée lors de tests, pénalise gran-
dement les temps de aluls. Nous avons don opté pour une heuristique inspirée
des ensembles ous. Cette parenté est bien visible sur les variables opposition
(équation 9.4 & g. 9.17) et assentiment (équation 9.6 & g. 9.19). Quant au
méanisme de ombinaison de variables de l'équation 9.7, il utilise le produit au lieu
du lassique minimum.
Les diérentes politiques plus ou moins prudentes de prise en ompte des ritiques
d'initation/assentiment et d'opposition/non-onsentement représentent une heuris-
tique inspirée de Dempster-Shafer (4.6.2.2 p. 78). Le hoix de elle-i à la plae du
modèle original a été motivé pour des raisons de omplexité algorithmique et des
problèmes survenant lorsque les soures ne sont pas indépendantes, omme 'est le
as dans notre situation.
9.8.5 Retour sur le onsentement mutuel
À la n des diérentes étapes de oopération, l'union des plans de fusion est
équivalente à un graphe de similarité orienté. Ainsi, omme nous le suggérons (8.2.4
p. 155), il faut retirer l'orientation du graphe.
En termes agent, ela se traduit par la notion de onsentement mutuel entre
agents. Ainsi, haque agent ai vérie par un envoi de message que haque intention
de fusion IFij (hypothèse présente dans la liste aept(ai)) est bien partagée par
l'agent aj. Si e n'est pas le as, il retire ette intention de la liste aept(ai).
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mutuel   (agent région)
agent de type ?
contour : règles Opposition/Assentiment
région  : règles Incitation./Non consentement
Décimation
Coopération
Fig. 9.20 : Réseau de Pétri du omportement de oopération.
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Fig. 9.21 : Vision shématique du omportement de déimation.
Les deux derniers omportements ont permis tout d'abord de onstruire une
première ébauhe d'un plan de fusion, puis, à travers un omportement oopératif,
de lever les ambiguïtés pour aboutir à un plan aept(as) ontenant toutes les
intentions de fusion de l'agent as.
Comme nous l'évoquions (9.7 p. 191), l'ensemble les intentions AkIF de fusion
struture la population P k des agents du niveau k en une organisation OkIF (P
k, AkIF )
équivalente au graphe de similarité des pyramides irrégulières.
An de passer au prohain niveau de la pyramide d'agents, la soiété des agents
du niveau ourant doit respeter les lois éditées par les pyramides irrégulières. Pour
ela, il est néessaire de déimer un ertain nombre d'agents dans l'organisation
OkIF (P
k, AkIF ). An d'assurer une déimation susante mais également la représen-
tativité de tous les agents au niveau suivant, un protoole distribué de négoiations
[Du00℄ entre agents respetant les règles énonées (3.5 p. 38) est engagé.
Ce protoole va permettre l'életion d'agents survivants qui auront le droit de se
reproduire (9.11 p. 209) en réant un nouvel agent au niveau suivant.
9.9.1 Calul de l'utilité d'un plan
Dans le prolongement de l'idée présentée dans [Mon91℄ qui propose l'utilisation
d'un opérateur d'intérêt an d'adapter la déimation au ontexte de l'image, nous
proposons de favoriser la survie des agents ayant un bon plan de fusion.
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Chaque agent va don aluler l'utilité
4
assoiée à son plan de fusion. L'utilité






Comme le désir assoié à une hypothèse de fusion reète la similarité entre les deux
agents impliqués dans la fusion, l'utilité d'un plan de fusion traduit bien la qualité
globale des fusions proposées par l'agent.
L'utilisation de e ritère permet don d'adapter à l'image la déimation, en fa-
vorisant les meilleurs regroupements d'agents.
9.9.2 Transposition agent de la proédure de déimation
L'algorithme 8.3 p. 157, présente la proédure de déimation dans un adre dis-
tribué de mahine à mémoire partagée, où des tâhes (thread) onurrentes, une par
sommet, appliquent une déimation que l'on peut qualier d'adaptée (elle n'est pas
stohastique mais basée sur l'utilité des plans de fusion).
Notre objetif est de transposer et algorithme dans un adre agent, an d'obtenir
un protoole de déimation distribuée modélisé sous la forme d'un RdP (g. 9.22,
p. 205).
Pour ela, nous proposons, tout d'abord, une réériture agent (algo. 9.5 p. 204)
de l'algorithme de déimation présenté (algo. 8.3 p. 157). Cette réériture permet de
ondenser l'algorithme et d'introduire les premiers onepts agent omme la om-
muniation par envoi de messages.
Rappel : l'algorithme est une proédure itérative dans laquelle haque agent ai
manipule deux variables qki et p
k
i , où k représente l'itération. Un agent dont q
k
i = 1
reste en ompétition pour l'itération suivante, si au ontraire qki = 0 l'agent est
non-survivant. Si par ontre pki = 1, l'agent est survivant. On note ompétition(ai)
la liste de ses voisins en ompétition pour survivre, ette liste est initialement la
liste de ses intentions de fusion aept(ai). Tout voisin aj non-survivant (q
k−1
j 6= 1)
quitte la ompétition et peut être retiré de ette liste.
Le problème de la synhronisation. Chaque fois qu'un agent ai, souhaite ob-
tenir une variable qkj ou p
k
j d'un agent aj il doit se synhroniser ave e dernier an
de lire la variable à jour et non elle de l'itération préédente.
Le modèle agent fontionne par envois de messages (mémoire distribuée) par
opposition au modèle des tableaux noirs. Aussi, la synhronisation d'un agent ai
ave une liste d'agents voisins en ompétition pour survivre est eetuée par envoi
de messages en deux étapes :
4
Le terme est hoisi, il fait référene à la théorie de l'utilité [Rus95, hap. 16℄.
203
CHAPITRE 9. L'AGENT ET SES COMPORTEMENTS
1. Envoi des messages : l'agent ai envoie la variable X ∈ {ui, qki , pki } à tous ses
voisins en ompétition
∀aj ∈ ompétition(ai) sendMsg(Message (reeiver aj)(ontent X))
2. Réeption des messages : l'agent ai attend de reevoir un message ontenant
la variable X ∈ {ui, qki , pki } provenant de tous ses voisins en ompétition
∀aj ∈ ompétition(ai) reeiveMsg(Message (sender aj)(ontent X))
Déimation distribuée2 (ai)
 k ← 1
 ui ← alul de l'utilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .// ÉvaluerUtilité
 ompétition(ai) ← aept(ai)
 ∀aj ∈ ompétition(ai) sendMsg(Message (reeiver aj)(ontent ui))
 ∀aj ∈ ompétition(ai) reeiveMsg(Message (sender aj)(ontent uj))
 pki ← 1 si ui > max(uj : aj ∈ aept(ai)) . . . . . . . . . . . . . . . . . . . . . . // Évaluer_p
/* Pour les itérations suivantes, pour survivre le sommet doit être maximal
parmi les sommets enore en ompétition (q=1) */
 tant que(TRUE)
 ∀aj ∈ ompétition(ai) sendMsg(Message (reeiver aj)(ontent pki ))
 ∀aj ∈ ompétition(ai) reeiveMsg(Message (sender aj)(ontent pkj))
 qki ← 1 si (∀aj ∈ ompétition(ai) : pkj = 0) . . . . . . . . . . . . . . . . . // Évaluer_q
 k ++
 si (qk−1i 6= 1) n boule
 ∀aj ∈ ompétition(ai) sendMsg(Message (reeiver aj)(ontent qk−1i ))
 ∀aj ∈ ompétition(ai) reeiveMsg(Message (sender aj)(ontent qk−1j ))
 ompétition(ai) ← ompétition(ai) −{aj : qk−1j 6= 1}
 pki ← 1 si ui > max(uj : (aj ∈ ompétition(ai) )) . . . . . . . . . . // Évaluer_p
 si (pki = 1) n boule
n tant que
 si (pki = 1) ai est survivant n si
Algo. 9.5 : Réériture ondensée de l'algorithme 8.3 p. 157, de déimation distribuée.
Les synhronisations sont désormais eetuées par envois de messages. À
droite : orrespondane ave les diérentes étapes du RdP (g. 9.22, p. 205).
Remarque : une légère perturbation aléatoire est ajoutée à ui pour dégager
des maxima loaux sur les zones homogènes.
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Fig. 9.22 : RdP du protoole de déimation distribuée. Rappel : aept(ai) est une liste
ontenant les voisins région ave lesquels l'agent ai a l'intention de fusionner.
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9.10 Comportement de rattahement des non-survivants
(6) Rattachement
Fig. 9.23 : Vision shématique du omportement de rattahement.
Il s'agit désormais de rattaher haque agent non-survivant à un agent survivant
de son voisinage. Si les agents survivants savent que leurs voisins sont tous non-
survivants, les non-survivants ne savent pas qui de leurs voisins est survivant ou
non.
Pour élairir ette situation, tous les agents vont propager des messages dans
leur voisinage. Le voisinage dont il est question est onsidéré dans l'organisation
OkIF (P
k, AkIF ), (g. 9.7, p. 191) struturée par les intentions de fusion ontenues
dans la liste aept(ai) de haque agent.
Le omportement des survivants. Les agents survivants vont tâher de réaliser
leurs intentions de fusion. Pour ela, haque agent survivant va envoyer à tous ses
voisins onernés par une de ses intentions de fusion, ⇔ ∀aj ∈aept(ai) (g. 9.24,
p. 208), une proposition de rattahement qui prend la forme d'un message :
(Message (performatif ask-one)(sender ?surv)(reeiver ?non-surv)
(reply-with réponse-de ?non-surv à-proposition-de-fusion)
(ontent (proposition-de-fusion with ?surv utility ?u))
)
Le message ontient l'utilité du plan de fusion de l'agent survivant, émetteur de
la proposition de rattahement. Cette utilité traduit l'intérêt du plan de fusion du
survivant, elle est don une argumentation à la proposition de rattahement.
Le omportement des non-survivants. Les non-survivants doivent, avant de
prendre une déision, être sûrs d'avoir reçu toutes les propositions de rattahe-
ment de leurs voisins survivants. Ne sahant pas ombien de propositions doivent
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leur parvenir, ils vont envoyer à tous leurs voisins un message indiquant qu'il sont
non-survivants(g. 9.24, p. 208).
Ainsi, lorsqu'un agent non-survivant a reçu autant de messages qu'il a de voi-
sins, il sait que toutes les propositions de rattahement lui sont parvenues. De
tous les messages reçus, seuls les messages de type proposition de fusion pro-
viennent de voisins survivants. En onséquene, il peut partitionner son voisinage
en voisins-survivants et voisins-non-survivants (g. 9.24, p. 208).
Il va don hoisir (le hoix est disuté i-dessous), parmi ses voisins survivants, un
voisin auquel se rattaher. Il envoie à e dernier un message de onrmation oui, et
a tous les autres voisins survivants un message délinant la proposition non :
(Message (performatif tell)(sender ?non-surv)(reeiver ?surv)
(reply-to réponse-de ?non-surv à-proposition-de-fusion)
(ontent (oui attributs-région ?att-non-surv) OR (non))
)
Dans le as où la réponse est positive, il doit aussi transmettre les attributs de
la région qu'il représente an d'être pris en ompte dans le prohain niveau de la
pyramide.
Remarque sur la onvergene de l'algorithme : haque agent non-survivant
possède dans son voisinage au moins un voisin survivant. Ainsi, haque non-survivant
est sûr de reevoir au moins une proposition de rattahement.
Le hoix du survivant auquel un non-survivant se rattahe se onfronte à
deux options :
1. L'intérêt partiulier d'un agent non-survivant est d'être le mieux représenté
au prohain niveau. Alors, il hoisira parmi les survivants lui ayant fait une
proposition elui pour lequel il a le plus de désir (le plus similaire). Un agent
peut hoisir de se rattaher à un survivant proposant une fusion faiblement
utile au détriment d'un autre survivant, dont la proposition exprime une forte
utilité.
2. L'intérêt général onsiste à se rattaher au survivant dont la proposition est
la plus utile au détriment de sa représentativité au niveau suivant.
La politique de l'intérêt général favorise les agents représentant de grandes ré-
gions, ayant un grand nombre d'intentions de fusion et don de voisins.
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Fig. 9.24 : Réseau de Pétri du protoole de rattahement. Le RdP modélise un survivant
(à gauhe) ayant deux voisins non-survivants ; lesquels sont modélisés à droite,
ils sont voisins mutuellement et voisins du survivant. Le RdP non visible du
deuxième non-survivant est identique à elui du premier (visible).
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9.11 Comportement de reprodution
(7) Reproduction
Population des agents du niveau k+1
Fig. 9.25 : Vision shématique du omportement de reprodution.
Un agent survivant ai va pouvoir se reproduire, 'est-à-dire réer un nouvel agent,
qui sera présent dans le prohain niveau de la pyramide. An de respeter la ter-
minologie des strutures pyramidales, on appellera père(ai) e nouvel agent
5
qui
devient aussi le père de tous les agents ayant déidé de se rattaher à ai. La liste
de es agents rattahement(ai) est disponible dans le tableau noir loal, elle a été
déterminée lors du omportement préédent de rattahement.
Le survivant délare la réation du nouvel agent à l'agent MonitorAgt à l'aide
d'un message nouvel-agent (g. 8.8, p. 173) & (g. 9.2, p. 178).
Ce nouvel agent est initialisé ave une liste ontenant l'ensemble des attributs de
ses enfants 'est-à-dire {ai ∪ rattahement(ai)}.
La n de vie d'un agent. Cette étape omplétée, l'agent passe dans l'état de
Sommeil qui provoque (pour tous les agents survivants omme non-survivants) l'en-
voi d'un message fin-exéution à l'agent MonitorAgt (g. 8.8, p. 173) & (g. 9.2,
p. 178).
Naissane d'un nouvel agent. Le nouvel agent va tout d'abord aluler ses
attributs (µs, σs, hs, Ss, Gs, crs) (9.3 p. 178) en fontion de eux de tous es enfants ;
puis il va s'endormir en attendant le message réveil qui lui parviendra de l'agent
MonitorAgt. Ce reveil délenhera le omportement de marquage de territoire (9.4
p. 179), amorçant les traitements des agents sur le nouveau niveau de la pyramide.
5
La saga familiale de nos agents est emprunte de shizophrénie.
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Nous abordons dans e hapitre la troisième étape de la desription de l'arhi-
teture.
1. Desription globale et struturelle de l'organisation regroupant les agents
(hap. 8).
2. Desription loale et fontionnelle des agents omposant le système (hap. 9).
3. Analyse globale et fontionnelle où l'on vérie que l'ensemble des interations
loales réalise bien e pour quoi le système est onçu.
Dans e hapitre, nous analyserons et omparerons à d'autres approhes les résul-
tats des segmentations obtenues sur plusieurs images.
Puis, nous tâherons de mieux omprendre l'intimité des agents en eetuant
une série de mesures pour analyser de manière globale la struture de l'organisation




Au ours des hapitres 8 & 9, nous avons d'une part présenté l'organisation du
système multi-agents et d'autre part le fontionnement individuel de haque agent.
An de respeter la méthodologie d'analyse des systèmes présenté (5.2.2 p. 86), il
nous reste à analyser globalement le omportement du système. Nous proposons
une analyse en deux étapes :
1. Analyse brute marosopique et omparative (10.2 p. 213) - Lors de
ette analyse, nous allons omparer les résultats de segmentation obtenus par la
pyramide d'agents ave inq autres méthodes de segmentation :
1. pyramide irrégulière (méthode de type struturale ou agrégative) ;
2. division/fusion (struturale ou agrégative) ;
3. lassiation multidimensionnelle Bayésienne (méthode de type lassiation) ;
4. lassiation monodimensionnelle non supervisée par la méthode de Fisher
(lassiation) ;
5. détetion de ontour par l'opérateur de Shen suivie d'une fermeture de ontour
(approhe ontour) ;
Ces inq méthodes appartiennent à trois grandes familles d'approhes : (i) struturale
ou agrégative ; (ii) lassiation ; (iii) approhe ontour.
Les six méthodes vont être appliquées sur inq images diérentes :
1. deux images de sanner du sein, permet d'évaluer les approhes sur des images
médiales bruitées, dont les transitions ne sont pas franhes et qui ont des
régions distintes assez similaires, et parfois en ontat ;
2. l'image musle du GDR PRC-ISIS, donne l'oasion de omparer de l'ap-
prohe agent sur une image médiale bien onnue ;
3. savoise du GDR PRC-ISIS permet une omparaison sur une image onnue,
ontenant des formes géométriques artiielles ;
4. une image omportant deux dégradés te à te, qui ne peut être orretement
segmentée qu'ave une adaptation loale des ritères de disrimination entre
régions.
L'analyse brute des résultats va être eetuée en deux étapes :
1. nous allons d'abord omparer les résultats obtenus par les six méthodes, ha-
une étant paramétrée de manière optimale ;
2. nous allons ensuite analyser la robustesse des méthodes ayant franhi ave
suès l'étape préédente.
2. Analyse détaillée : dans l'intimité des agents (10.3 p. 233) - Dans ette
deuxième partie des expérimentations, nous allons eetuer un ensemble de mesures
sur la population des agents an d'analyser le omportement global de l'organisation.
Nous essayerons, à la manière des sondages sur une population humaine, d'extraire
de es mesures des tendanes globales du SMA.
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10.2 Évaluation marosopique et omparative
Nous allons tout d'abord présenter les diérentes images d'expérimentation (10.2.1
p. 213), puis nous présenterons les inq autres méthodes (10.2.2 p. 216) ave les-
quelles nous omparerons les résultats obtenus ave la pyramide d'agents.
La omparaison des résultats obtenus par la pyramide d'agents et les inq autres
méthodes se fera en deux étapes :
1. Capaité d'une méthode à segmenter un type d'image. Après avoir
onguré les six méthodes, manuellement, de manière à obtenir le meilleur résultat
possible, on évalue et on ompare la apaité de haune à segmenter les diérentes
images. Cette étape (10.2.3 p. 218) nous permettra de mettre en relief les avantages,
inonvénients et diérenes entre approhes agrégatives (dont fait partie la pyramide
d'agents) et approhes par lassiation.
2. Robustesse d'une méthode selon deux types de variation (g. 10.1).
1. Variation sur le paramétrage de l'opérateur sur une même image (10.2.4 p.
230). Cette variation autour du paramétrage optimal orrespond à une dégra-
dation de la qualité de l'information a priori fournie.
2. Modiation de l'image à traiter à paramétrage onstant (10.2.5 p. 232). On
souhaite savoir si une méthode qui segmente orretement une image parvient
à traiter orretement une image similaire sans intervention sur le paramétrage
(seuils, et.). Une approhe robuste sur e point permet de limiter l'intervention
humaine lors de traitements de séquenes d'images similaires (par exemple :






Informations a priori :( )∆
?
Fig. 10.1 : Les variations possibles autour de l'optimum sur les entrées d'un opérateur de
segmentation ont un impat plus ou moins important sur les résultats. Une
faible variation des résultats dénote une méthode robuste.
10.2.1 Images d'expérimentation
Nous proposons une évaluation sur inq images : trois de es images sont réelles




Sanner du sein 1 (g. 10.2) permet de omparer les méthodes dans un adre
réel d'imagerie médiale. Cette image présente le sanner d'un sein délimité en bas
par la peau, en haut par les os des tes et le musle petoral. Le sein est omposé
de tissus graisseux, dans lequel on trouve le tissu glandulaire vasularisé qui est plus
lair au sanner (f. légende de l'image 6.2 page 108) à ause du produit de ontraste.
Une segmentation est de bonne qualité si elle sépare orretement le tissu glan-
dulaire du musle et du tissu graisseux (voir hapitre 6 (g. 6.2, p. 108) pour plus
de détails).
Fig. 10.2 : Sanner du sein 1.
Sanner du sein 2 (g. 10.3) est l'image d'une autre patiente, aquise dans des
onditions similaires au sanner du sein 1. Elle dière ependant ar le tissu glan-
dulaire (TG) n'est pas en ontat ave le musle, e qui rend ette image plus faile
à traiter. Il y a une zone faiblement vasularisée autour de TG qui doit être signalée
omme telle au liniien, qui hoisira de l'intégrer ou non à la zone d'intérêt (dans
laquelle peuvent se développer des tumeurs).
Fig. 10.3 : Sanner du sein 2.
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Fibres musulaires (extrait de) (g. 10.4). Cette image orrespond à une fe-
nêtre de 192×192 de l'image musle de la base d'image du GDR 134. Cette image,
obtenue au mirosope présente deux types de bres musulaires : des bres fonées
et homogènes ; des bres laires et texturées. Les bres fonées se démarquent net-
tement du fond (lair) et des bres laires. Le ontraste entre les bres laires et le
fond est moins marqué. Les frontières entre bres du même type ne peuvent être
établies ave ertitude sans l'apport d'informations a priori supplémentaires sur la
forme ronde des bres.
Fig. 10.4 : Fibres musulaires (extrait de musle).
Savoise (adaptée) (g. 10.5) . Cette image 192×192 est extrait de l'image sa-
voise de la base d'image du GDR 134. Un adre a été rajouté autour du dégradé
permettant de mieux l'isoler du fond. Cette image permet d'évaluer la qualité d'une
méthode vis-à-vis de formes géométriques diérentes : transitions horizontales, ver-
tiales, diagonales et ourbes.
Fig. 10.5 : Savoise (adaptée).
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Dégradés (g. 10.6) est une image de synthèse présentant deux dégradés variant
de 0 à 255. La segmentation idéale est onstituée de deux régions, une pour haque
dégradé. Ce type d'image permet d'illustrer l'adaptation loale (seuils et fateurs
de pondération) des pyramides ainsi que la notion de dérive des statistiques des
approhes agrégatives.
Fig. 10.6 : Dégradés.
10.2.2 Méthodes évaluées
Six méthodes ont été appliquées aux images dénies préédemment. Nous pré-
sentons trois méthodes agrégatives (2.4 p. 26), deux méthodes de type lassiation
et une méthode ontour.
Remarque : l'outil Pandore [Pan01℄ développé au Grey de Caen a été hoisi pour
la mise en ÷uvre des inq autres approhes gurant dans le omparatif.
Les méthodes agrégatives :
1. La pyramide d'agents qui est l'approhe développée dans ette thèse.
Paramétrage : les deux paramètres essentiels sont les deux seuils dénissant
l'intervalle d'inertitude :[






Ces deux valeurs omprises entre 0 et 1 se alulent diretement à partir des valeurs
de niveau de gris selon la formule :
D∗ = 1− niveau de gris
255
1. Si l'utilisateur veut éviter la fusion de régions éloignées de plus de 20 niveaux
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2. Si l'utilisateur souhaite que les régions éloignées de moins de 5 niveaux de gris
puissent fusionner, il xera Ds à 0.9804 = 1− 5
255
.
La mesure d'éloignement est alulée par la fontion Eval_désir() (équation 9.1 p.
186) qui est une somme pondérée de plusieurs paramètres normalisés sur l'intervalle
[0, 1]. Tous es paramètres, à l'exeption de la longueur de frontière et la orrélation
d'histogrammes, sont omparables ar ramenés au domaine de variation des niveaux
de gris [0, 255], normalisé sur [0, 1]. Une réexion doit être menée sur la sémantique
d'une fusion entre la longueur de frontière et la orrélation ave les autres paramètres
(es deux paramètres ayant des unités de mesure diérentes). Ces deux paramètres
sont désativés dans le adre des expérimentations. De plus, lorsque les pondérations
des paramètres sont xées manuellement (pas d'utilisation de l'ACP) l'expériene
nous a montré que pour es images seule la diérene de moyenne est utile.
An de failiter la leture et la omparaison ave les autres méthodes, les deux
seuils sont donnés sous leur forme non normalisée 'est-à-dire :
[
Dn ∈ [0, 255], Ds ∈ [0, 255]
]
2. La pyramide irrégulière adaptative présentée au hapitre 3. La méthode ne
prend qu'un seul paramètre : T . Si la valeur absolue de la diérene des niveaux de
gris moyens de deux sommets est inférieure à T , une arête reliant les deux sommets
est réée dans le graphe de similarité.
3. Une approhe de type division/fusion (2.4.1 p. 27) & (2.4.2 p. 27). Elle
utilise un seul paramètre σ2, qui est le seuil portant sur la variane des régions. Si
la variane d'une région est supérieure au seuil, ette région est déoupée suivant
un arbre quaternaire (phase desendante). Si la variane de l'union de deux régions
voisines dans l'arbre est inférieure au seuil, elles sont fusionnées.
Les méthodes de type lassiation :
4. Classiation monodimensionnelle non-supervisée (2.2.1 p. 19) de type
Fisher utilisant un paramètre n, qui est le nombre de lasses souhaitées.
5.Classiation multidimensionnelle Bayésienne (2.2.2 p. 19). Les attributs
sur lesquels porte la lassiation sont : la moyenne et la variane pour haque site sur
un voisinage 3×3. L'utilisateur doit fournir pour haque lasse désirée un ensemble
d'éhantillons d'apprentissage.
6. L'approhe ontour proposée est onstituée d'un déteteur de type Shen et
d'une méthode de fermeture de ontour (A.3 p. 255). Elle utilise deux paramètres, le
premier β pour la détetion de ontour de type Shen est un ompromis entre lissage
(non sensibilité au bruit) et qualité de la détetion du ontour (bonne réponse, non
multiple et bien loalisée du ontour). Le deuxième paramètre d est la distane de
reherhe d'un point andidat à la fermeture du ontour.
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10.2.3 Capaité d'une approhe à segmenter une image
Chaune des méthodes a été paramétrée ave soin pour haque image an d'ob-
tenir le meilleur résultat (selon une évaluation évoquée i-dessous) possible. Ainsi,
nous allons, lors de ette setion, analyser la qualité d'une approhe pour un type
d'image.
Les ritères d'évaluation utilisés sont de deux natures :
1. Critère objetif : on utilise une diérene inter-image entre une segmentation
idéale faite manuellement et la segmentation obtenue par une des six méthodes.
2. Critères subjetifs : le résultat d'une segmentation est généralement ensuite
soumis à une interprétation humaine (médein), ou automatique (système de
vision haut-niveau). Or, omme 'est souvent le as (par ex. pour sanners
du sein 1 et 2), les ritères objetifs ne oïnident pas ave une interpréta-
tion humaine. Les résultats de segmentation maximisant les ritères objetifs
onduisent à des résultats sur-segmentés inexploitables par un médein. Aussi,
une évaluation qualitative relative au domaine d'appliation est néessaire.
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Sanner du sein 1 : résultats
(a) Pyramide d'agents, [Dn = 10, Ds = 2] (b) Pyramide irrégulière adaptative, T = 4
() Division et fusion, σ2 = 9 (d) Shen, β = 0.9, d = 50
(e) Bayes (f) Fisher, n = 6
Fig. 10.7 : Segmentation par diérentes méthodes de l'image sanner du sein 1. Re-




Sanner du sein 1 : analyse et ommentaires
Les résultats et les paramètres utilisés pour ette image sont présentés (g. 10.7, p.
219).
Les approhes par lassiation Bayésienne ou Fisher ((e), (f), g. 10.7) tendent
à sous-segmenter (g. 10.7), en fusionnant le musle et TG pour Fisher, et une partie
du musle ave TG pour la lassiation Bayésienne. C'est préisément la diulté
que pose ette image, TG et le musle ayant presque les mêmes aratéristiques
photométriques (tab. 6.1).
La présene d'un point de ontat à transition faible (voir prol de ligne à travers
la transition 6.3 page 109) entre régions, dont les aratéristiques photométriques
sont similaires, ontraint les approhes par lassiation à une sous-segmentation ou
à une sur-segmentation.
Les approhes agrégatives (pyramide d'agents, pyramide irrégulière adaptative
et division fusion) ((a), (b), (), g. 10.7, p. 219) obtiennent de bons résultats sur
es images ar elles réussissent à isoler TG du musle et des tissus graisseux sans
sur-segmentation exessive. La division/fusion est la moins bonne des trois : elle
sur-segmente sensiblement les tissus graisseux.
Cependant, la qualité de es résultats doit être relativisée par la grande sensibilité
des approhes pyramide irrégulière adaptative et division/fusion à la préision
de l'information a priori fournie (seuil) (10.2.4 p. 230).
Disussion sur l'intérêt des approhes agrégatives pour e type d'image.
Les approhes agrégatives, dont la pyramide d'agents relève, montrent leur intérêt
intrinsèque grâe à leur aratère inrémental. En eet, les approhes agrégatives
onstruisent inrémentalement une primitive en fusionnant d'abord ave les voisins
adjaents les plus similaires. Comme le montrent les niveaux 1 à 5 de la pyramide
d'agents (g. 10.8, p. 221), les petites régions de TG adjaentes à des régions du
musle ont plutt tendane à fusionner ave d'autres régions plus prohes du entre
de TG qu'ave des régions du musle. Ce sénario induit, fusion après fusion, une
onvergene des statistiques vers les vraies valeurs des régions TG et musle (tab.
6.1). Permettant ainsi de les séparer si les seuils sont susamment bas.
Cette évolution des statistiques des régions, aratéristique des approhes
inrémentales, est dans e as opportune et fait apparaître des transitions artiielles
favorisant une bonne distintion du musle et de TG.
La prise en ompte préoe de la proximité spatiale, puis des ressemblanes pho-
tométriques dans une dynamique inrémentale, est un point essentiel de distintion
ave les méthodes de lassiation qui exploitent la proximité spatiale dans un se-
ond temps par regroupement des labels onnexes.
Cet aspet des approhes agrégatives est un des points qui a motivé l'insription
de notre approhe dans le adre de es méthodes.
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niveau 1 niveau 2
niveau 3 niveau 4 niveau 5
TG
Muscle
et le muscle (en haut)
entre TG (en bas)
zone de contact
Fig. 10.8 : Les meilleures fusions en premier permettent aux approhes par agrégation
(ii la pyramide d'agents) d'obtenir une segmentation orrete de régions fai-
blement diérentes et en ontat.
Limites des approhes agrégatives. Le sénario évoqué i-dessus est optimiste,
un seuil un peu trop haut provoque une fusion entre régions du musle et de TG.
Cette fusion entraîne une évolution irrémédiable
1
des statistiques (dans e as in-
opportune) vers la moyenne des deux régions, et don une sous-segmentation. À
l'opposé, un seuil trop bas implique une sur-segmentation. La marge de manoeuvre
entre les deux étant extrêmement faible (2 niveaux de gris), la pyramide irrégulière
adaptative même pourvue d'une adaptation loale des seuils, ainsi que l'approhe
division/fusion ne peuvent être qualiées de robustes pour e type de problème. Elles
sont en eet trop sensibles à la préision de l'information a priori fournie.
L'approhe ontour (Shen) ne peut fontionner, étant donné l'aspet bruité
des régions TG et musle.
1
Cet aspet irrémédiable implique la notion de prudene souvent évoquée lors du hapitre 9 ; à
moins que l'on utilise ultérieurement une division desendante.
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Sanner du sein 2 : résultats
(a) Pyramide d'agents, [Dn = 8, Ds = 4] (b) Pyramide irrégulière adaptative, T = 6
() Division et fusion, σ2 = 23 (d) Shen, β = 0.9, d = 50
(e) Bayes (f) Fisher, n = 6
Fig. 10.9 : Segmentation par diérentes méthodes de l'image sanner du sein 2.
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Sanner du sein 2 : analyse et ommentaires
Les résultats et les paramètres utilisés pour ette image sont présentés à la gure
(g. 10.9, p. 222). Cette image est moins problématique que l'image du sein 1, TG
et le musle n'ayant pas de points de ontat. Cependant, la zone de tissus graisseux
est moins homogène, et la transition ave TG présente une région intermédiaire que
nous souhaitons distinguer des tissus graisseux et du noyau de TG.
Les approhes par lassiation. La lassiation Bayésienne tend à sur-segmenter
le tissu graisseux et à sous-segmenter TG. Fisher donne de bons résultats sur le tissu
graisseux et TG, mais elle sur-segmente le musle.
Les approhes agrégatives. La pyramide irrégulière adaptative et la pyramide
d'agents donnent des résultats satisfaisants et très similaires. L'approhe division/fusion
donne un résultat sur-segmenté au niveau du musle, ave en plus un eet de pa-
vage important qui nuit à la bonne loalisation des frontières des régions. Cet eet
est dû à un seuil de variane élevé qui est pourtant le minimum, évitant la fusion
des régions musle et TG.
agents région niveau 0 niveau 1
niveau 2 niveau 3 niveau 4
les agents contour
Fig. 10.10 : Les inq premiers niveaux de la pyramide d'agents, ainsi que les segments de
ontour, représentés par les agents ontour.
L'approhe ontour (Shen) ne peut fontionner étant donné l'aspet bruité des
régions TG, musle et tissus graisseux.
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Fibres musulaires (extrait de) : résultats
(a) Pyramide d'agents, [Dn = 25, Ds = 5] (b) Pyramide irrégulière adaptative, T = 20
() Division et fusion, σ2 = 300 (d) Shen, β = 0.3, d = 5
(e) Bayes (f) Fisher, n = 58
Fig. 10.11 : Segmentation par diérentes méthodes de l'image extraite de bre musu-
laire.
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Fibres musulaires (extrait de) : analyse et ommentaires
Les résultats et les paramètres utilisés pour ette image sont présentés à la gure
(g. 10.11, p. 224). L'évaluation permet de omparer notre approhe sur une image
onnue. Une analyse des résultats des approhes lassiques, appliquées à ette image,
est disponible dans [Co95℄. La pyramide d'agents sans réglage partiulier y montre
des résultats omparables à la pyramide irrégulière adaptative.
La oopération agents région/ agents ontour permet d'éviter une fusion des bres
noires en haut à gauhe. Cependant, elle est d'une faible utilité pour séparer les
bres grises texturées. En eet, la proédure d'initialisation des agents ontour n'a
pas été paramétrée pour e type d'image. Un paramétrage adapté (seuils plus élevés)
au bruit présent dans les bres grises devrait permettre l'élimination d'une partie
des agents ontour (g. 10.12) présents dans les bres grises, et don une meilleure
exploitation de l'information ontour.
Fig. 10.12 : Les agents ontour dans l'image musle.
L'agent omme support de l'information issue du modèle. L'enrihissement
oneptuel que fournit la notion d'agent par rapport à un simple sommet de graphe,
permet d'envisager la mise en ÷uvre de proédures plus intelligentes adaptées à
l'image traitée. Par exemple, dans le as de l'image bre musulaire, l'agent peut
tenir à jour des attributs géométriques (omme la ompaité) en plus des attributs
photométriques. Un agent dont les attributs photométriques orrespondent à une
bre (fonée ou lair) refuse toute fusion, provoquant une forte diminution de ette
ompaité.
Cet exemple traduit l'hypothèse a priori de ompaité et irularité des bres.
L'agent fournit don un adre favorisant la représentation et la mise en ÷uvre d'in-
formations issues du modèle.
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Savoise (adaptée) : résultats
(a) Pyramide d'agents, [Dn = 25, Ds = 10] (b) Pyramide irrégulière adaptative, T = 25
() Division et fusion, σ2 = 6 (d) Shen, β = 0.8, d = 1
(e) Bayes (f) Fisher, n = 3
Fig. 10.13 : Segmentation par diérentes méthodes de l'image Savoise adaptée.
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Savoise (adaptée) : analyse et ommentaires
Les résultats et les paramètres utilisés pour ette image sont présentés (g. 10.13,
p. 226). Les résultats de la pyramide d'agents sont omparables à eux obtenus par
la pyramide irrégulière adaptative. Les strutures géométriques sont orretement
segmentées sans apparition notable d'eets de pavage. La gure 10.14 montre la
onstrution des premiers niveaux de la pyramide sur ette image.
agents région niveau 0 niveau 1
niveau 2niveau 6
niveau 3niveau 4niveau 5
les agents contour
Fig. 10.14 : Les niveaux de la pyramide d'agents, ainsi que les segments de ontour, re-





(a) Pyramide d'agents, [Dn = 20, Ds = 2] (b) Pyramide irrégulière adaptative, T = 80
() Division et fusion, σ2 = 2000 (d) Shen, β = 0.8, d = 1
(e) Bayes (f) Fisher, n = 2
Fig. 10.15 : Segmentation par diérentes méthodes de l'image dégradés.
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Dégradés : analyse et ommentaires
Les résultats et les paramètres utilisés pour ette image sont présentés (g. 10.15, p.
228). Toutes les approhes lassiques (hormis l'approhe ontour) donnent des résul-
tats omparables. Les segmentations montrent au moins quatre bandes vertiales,
nombre minimum néessaire pour éviter la fusion entre les deux dégradés.
Adaptation loale des pondérations par ACP. Pour ette image seulement,
nous avons intégré le spéialiste d'adaptation loale des pondérations par ACP
(9.6.3 p. 187) portant sur les anités (attributs) lors de l'évaluation du désir (si-
milarité).
En eet, le ode de e spéialiste n'est pas enore stabilisé. L'objetif est simple-
ment d'illustrer ette possibilité sur une image de synthèse bien maîtrisée.
Comme évoqué (9.6.3 p. 187), l'ACP modie les pondérations apportées aux
anités (attributs). Le ontraste à la frontière (après l'ACP) se voit aeté un
fateur de pondération plus important que le fateur de pondération aeté à la
diérene (en valeur absolue) des moyennes.
Seule ette adaptation loale permet d'obtenir les résultats esomptés, à savoir
l'obtention de deux régions nales orrespondant haune à un dégradé.
La gure 10.16 page 230 illustre l'adaptation loale du désir néessaire. Cette
adaptation favorise les fusions ave les voisins les plus ressemblants, provoquant la
réation de bandes vertiales jusqu'au niveau 5. Du niveau 0 à 5, les adaptations
loales des fateurs de pondération sont très faibles puisque le ontraste à la frontière
et les diérenes de moyennes (en valeur absolue) ont tous deux un faible pouvoir
disriminant.
On onstate à e niveau l'apparition de fausses transitions entre bandes vertiales,
qui étaient absentes de l'image soure.
À partir du niveau 5, les régions fusionnent horizontalement indiquant que le seuil
de désir néessaire loal se relâhe pour atteindre la valeur globale.
C'est au niveau 8 que l'adaptation loale des pondérations joue pleinement : les
bandes 1 et 2 ont la même moyenne, mais leur ontraste à la frontière est grand. Ce
dernier attribut (plus disriminant) se voit allouer un fateur de pondération bien
supérieur au fateur de pondération alloué à la diérene des moyennes évitant ainsi
la fusion des deux bandes.
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agents région niveau 0 niveau 1 niveau 2
niveau 3 niveau 4 niveau 5
niveau 6 niveau 7 niveau 8
21
Fig. 10.16 : Les sept premiers niveaux de la pyramide d'agents.
10.2.4 Robustesse à la dégradation de l'information a priori
Comme nous l'évoquions lors de la setion préédente à propos des images de
type sanners du sein 1 & 2, les approhes agrégatives lassiques sont très sensibles
à la préision des seuils fournis par le traiteur d'image. Ainsi, omme le montre la
gure (g. 10.17, p. 231), e dernier est ontraint de xer après analyse et pour
haque image un seuil dans un intervalle extrêmement restreint (2 à 3 niveaux de
gris).
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sur-segmentation sous-segmentation
Sanner du sein 1
(a) Pyram. irré. adap., T = 2 (b) Pyram. irré. adap., T = 5
() Division et fusion, σ2 = 7 (d) Division et fusion, σ2 = 10
Sanner du sein 2
(e) Pyram. irré. adap., T = 3 (f) Pyram. irré. adap., T = 7
(g) Division et fusion, σ2 = 9 (h) Division et fusion, σ2 = 25
Fig. 10.17 : Sensibilité des seuils des approhes agrégatives.
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Le tableau 10.1 page 232, représente pour haque tehnique agrégative lassique
et les deux images de sanner, l'intervalle des seuils donnant les résultats esomptés
sous la forme :[
Seuil maximum avant sous-segmentation ; Seuil minimum après sur-segmentation
]
Les valeurs données pour la division/fusion sont elles de l'éart-type an de pouvoir
être omparées aux autres approhes. Les valeurs données pour la pyramide d'agents
orrespondent à l'intervalle d'inertitude maximum donnant les résultats esomptés.
Les segmentations obtenues ave les intervalles d'inertitude, ompris dans l'inter-
valle [10 ; 2℄, donnent des résultats équivalents ou meilleurs (du fait de la diminution
de l'intervalle d'inertitude).
Sanner de sein 1 Sanner de sein 2
Pyramide d'agents [10 ; 2℄ ⇒ ∆ = 9 [10 ; 2℄ ⇒ ∆ = 9
Pyramide irrégulière adaptative [4 ; 3℄ ⇒ ∆ = 2 [6 ; 4℄ ⇒ ∆ = 3
Division et fusion [3 ; 2.82℄ ⇒ ∆ < 1 [4.9 ; 3.16℄ ⇒ ∆ < 3
Tab. 10.1 : Intervalles des seuils donnant une segmentation attendue, la pyramide
d'agents est plus tolérante que les deux autres approhes agrégatives.
Remarque : on onstate à la leture du tableau que la pyramide d'agents ore
une marge de manoeuvre bien plus large au traiteur d'image, rendant l'approhe
bien moins sensible (don plus robuste) à la préision (ou à l'inertitude) portant
sur l'information a priori fournie.
10.2.5 Capaité à traiter plusieurs images
Chaque méthode de segmentation admet deux entrées : un paramétrage et une
image. Nous avons évalué la robustesse des approhes agrégatives vis-à-vis d'une
variation du paramétrage. Nous allons maintenant évoquer leur robustesse à para-
métrage onstant selon un hangement des images à traiter.
Ce point permet d'évaluer la apaité de généralisation d'une approhe qui, para-
métrée pour une image, pourra traiter d'autres images similaires de manière auto-
matique.
La tehnique de fusion d'informations par oopération agent région/agent ontour
(qui peut être assimilée à une approhe de type onsensus) semble apporter ette
robustesse ar un paramétrage identique donne de bons résultats sur les deux images
de sanner du sein. Pour la pyramide irrégulière adaptative, seule la valeur de seuil
4 donne des résultats satisfaisants sur les deux images. Cei onrme la sensibilité
de l'approhe. La division/fusion ne permet pas de traiter les deux images ave le
même paramétrage.
Ces résultats doivent être onrmés sur des bases d'images plus larges, où des
problèmes pourraient survenir. Néanmoins, nous souhaitions montrer que l'approhe
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agent peut rendre une approhe agrégative plus robuste grâe à un modèle enrihi
permettant une meilleure prise en ompte de l'information bas-niveau (région et
ontour) présente dans l'image.
Cet enrihissement donne aussi un adre d'intégration des informations issues
du modèle. Le modèle apporte des ontraintes supplémentaires pouvant espérer de
rendre l'approhe enore plus robuste. Donnons un exemple :
1. Chaque agent dispose de règles qui prennent en ondition la photométrie de
l'agent et essayent de déduire sa nature sémantique. Cette opération est diile
pour déterminer si un agent est de type TG ou musle, mais la photométrie
des os (tes) (g. 6.2, p. 108) se distingue aisément.
2. Les agents, ayant déterminé leur nature sémantique, la propagent à leurs voi-
sins. Cei peut être fait à l'aide d'un nouveau omportement interalé entre
exploration et planiation.
3. Prenons un agent dont les attributs photométriques le situent entre TG et
musle. Un tel agent reevant je suis une te, de la part d'un voisin situé
au-dessus de lui, peut déider qu'il est du tissu musulaire. Ainsi interprété,
l'agent musle va pouvoir spéialiser ses traitements, et.
Nous reviendrons plus en détails sur les perspetives de prise en ompte du modèle
lors du hapitre 11.
10.3 Évaluation détaillée : dans l'intimité des agents
Dans ette deuxième partie des expérimentations, nous allons analyser la soiété
d'agents qui ompose la pyramide. À la manière des sondages sur une population
humaine, nous eetuons un ensemble de mesures sur ette soiété an d'eetuer
une analyse en deux étapes :
1. L'analyse organisationnelle (10.3.1 p. 234) se préoupe de la population
d'agents et de l'évolution de ette population à travers les niveaux de la pyramide.
Puis, elle foalise son attention sur les éléments struturant l'organisation, à savoir
les relations de voisinage et les intentions de fusions.
2. L'analyse des interations (10.3.2 p. 238) vise à quantier globalement l'a-
tivité du système en observant par exemple le nombre de messages éhangés. Ensuite,
elle se portera vers l'impat des interations oopératives sur les intentions (de fu-
sion) des agents. Enn, nous analyserons l'évolution des interations en fontion de
l'intervalle d'inertitude.
Parmi les inq images les trois de type médial (sanner de sein 1,2 et musles)
qui présentent des textures (légères) et du bruit, onduisent globalement aux mêmes
évolutions de la pyramide d'agents. Les deux images de synthèse (savoise, dégradés),



























































(b) Proportion de survivants par niveau.
Fig. 10.18 : Évolution de la population à travers les niveaux.
La déroissane du nombre d'agents 10.18(a) dans les premiers niveaux de la
pyramide est similaire sur toutes les images, elle suit l'exponentielle :
nombre d'agents(niveau) = 2−niveau ∗ nombre d'agents au niveau 0
Cette valeur est onrmée par le graphe 10.18(b) qui montre que la proportion de
survivants pour les premiers niveaux est prohe de 0.5.
Assez rapidement, les images médiales se distinguent des images homogènes, es
dernières maintiennent presque jusqu'à la n une déroissane exponentielle. Au
ontraire, pour les images médiales, la proportion de survivants augmente rapide-
ment s'approhant de 1 dès le sixième niveau. Nous pouvons déjà suggérer que le
fateur limitant la déimation n'est pas le même pour les images médiales que pour
les images homogènes. L'expliation (10.3.1.3 p. 236) est donnée par la hute des
intentions de fusion entre agents dans le as des images médiales.
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(b) Éart-type par agent (région) du nombre de voi-
sins région.
Fig. 10.19 : Les relations de voisinage dans l'image.
Nous allons analyser le premier élément struturant l'organisation d'agents :
l'adjaene spatiale dans l'image entre agents région.
Dans le as des images médiales, le graphe 10.19(a) montre que, les agents
région onservent un nombre moyen onstant de voisins. Ces agents semblent bloqués
(voir setion suivante) dans leur évolution.
Dans le as des images homogènes, l'aroissement de la surfae des agents,
qui génère un plus grand nombre de voisins par agent, n'équilibre pas une diminution
globale plus importante du nombre d'agents. Ce phénomène est lairement visible
sur l'évolution du nombre de voisins dans les niveaux 3, 4 et 5 de l'image dégradés
(graphe 10.19(a)) & (g. 10.16, p. 230), où au niveau 5, il n'y a plus que deux voisins
(un à gauhe et un à droite) par agent.
Le graphe 10.19(b) nous montre un déséquilibre de la taille des voisinages dans
les images médiales. Les petits
2
agents ne parvenant pas à fusionner (par ex. eux
situés sur le bord inférieur de sein (g. 10.8, p. 221)& (g. 10.10, p. 223)) onservent
un nombre onstant de voisins. En revanhe, les grands agents (TG, tissus grais-
seux) sont en ontat ave d'autres grands agents mais aussi beauoup de es
petits agents évoqués i-dessus. Ce déséquilibre de voisinage est symptomatique
des pyramides irrégulières ; le degré théorique d'un sommet est non borné, il est for-
tement dépendant du ontenu de l'image. L'expérimentation onrme e fait pour
la pyramide d'agents dont l'organisation est struturée par la pyramide irrégulière.
2
Agents représentant des régions de petite taille.
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(b) Moyenne par agent (région) de l'utilité des plans
de fusion.
Fig. 10.20 : Les intentions de fusion entre agents.
Nous allons analyser le deuxième élément struturant l'organisation d'agents :
les intentions de fusion entre agents. Si les ourbes (graphe 10.20(a)) sont toutes
déroissantes, il faut distinguer le as des images médiales de elui des images
homogènes.
Dans le as des images médiales on peut faire trois observations : (i) la
déroissane du nombre moyen d'intentions de fusion par agent montre que es agents
ont de moins en moins de voisins ave lesquels fusionner. (ii) Néanmoins, le nombre
moyen de leurs voisins reste onstant (graphe 10.19(a) p. 235). (iii) L'observation
du graphe 10.20(b) nous indique que l'utilité des plans de fusion des agents déroît
très rapidement.
Ces trois observations permettent de onlure qu'après s'être agrégés entre voisins
loalement similaires, es agents se retrouvent entourés de voisins diérents ave
lesquels ils ne peuvent pas onstruire de plans de fusion utiles. Autrement dit les
fusions essent faute de voisins similaires.
Cei explique la faible déimation observée (graphe 10.18 p. 234), en eet, la
plupart des agents ne fusionneront plus, ils sont gés se répétant niveau après
niveau, en attendant que d'autres régions plus grandes, ailleurs dans l'image, aient
ni de s'agréger entre elles.
En revanhe dans le as des images homogènes, la déroissane des inten-
tions de fusion (graphe 10.20(a)) est due essentiellement à la diminution du nombre
de voisins (graphe 10.19(a) p. 235). En eet, on onstate en observant le graphe
10.20(b) que les agents (des images homogènes) onservent plus longtemps (jus-
qu'au niveau 4 pour savoise et niveau 7 pour dégradés) la apaité de onevoir
des plans de fusion utiles. Cei explique le fait que de nombreuses fusions peuvent
ontinuer à s'eetuer jusqu'au niveau 5 pour savoise et 8 pour dégradés (graphe
10.18(b) p. 234).
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Fig. 10.21 : Temps de alul en milliseondes, pour l'image savoise.
La gure 10.21 donne une évaluation des temps de alul en milliseondes pour
1 puis 2 proesseurs (de type Pentium II 450 mghz). L'arhiteture n'a pas été
optimisée, de plus les évaluations ont été menées sans JIT (hap. 7), qui permet
d'envisager un fateur d'aélération variant de deux à inq.
L'utilisation d'un deuxième proesseur aélère d'un fateur 1.3 l'exéution. Ce
fateur s'il reste signiatif, dénote un goulet d'étranglement présent dans le méa-
nisme d'alloation de mémoire dynamique de la mahine virtuelle java (JVM).
Une programmation rigoureuse et optimisée (évitant au maximum les réations
d'objets) permettrait d'augmenter e fateur. Ce dernier serait alors limité par les
trois points de synhronisation globale (8.6 p. 170).
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10.3.2 Analyse des interations



























































(b) Moyenne par agent de messages éhangés dans le
système.
Fig. 10.22 : Les messages éhangés entre agents.
Le graphe 10.22(a) montre la déroissane globale du nombre de messages éhan-
gés dans le système.
Cas des images homogènes. La déroissane de messages est plus marquée
pour les agents des images homogènes. De plus, ette déroissane est orrélée ave
la diminution du nombre d'agents traitant les images homogènes (graphe 10.18(b)
p. 234).
L'observation du graphe 10.22(b) nous indique que, pour les agents des images
homogènes, la moyenne de messages par agent déroît d'une manière fortement or-
rélée ave la diminution du nombre moyen de voisins par agent (graphe 10.19(a) p.
235).
Ces deux orrélations nous autorisent à onlure que la quantité d'interations
dans le système
3
est fontion du nombre d'agents qui y sont présents mais aussi du
nombre de liens (relations d'aointane) dont disposent es agents.
Cas des images médiales. Les remarques préédentes se vérient (en moyenne)
également. En eet, le nombre global (graphe 10.22(a)) de messages diminue ave le
nombre d'agents.
On peut faire deux observations, (i) la moyenne de messages par agent (graphe
10.22(b)) osille autour d'une moyenne ; (ii) le nombre de voisins des agents (graphe
10.18(b) p. 234) reste onstant. Ces deux observations nous autorisent à onlure
que la quantité d'interations liée à un agent est orrélée au nombre de ses voisins.
3
mesurée ii par le nombre de messages éhangés
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Les osillations s'expliquent par un surroît d'ativité des agents à un niveau
donné. Or, e surroît d'ativité est orrélé ave des fusions de grandes régions.
Prenons le as de musle au niveau 5 : il y a peu de messages éhangés, les évolutions
vers l'image du niveau 6 sont faibles (g. 10.23, p. 239) ; tandis que le passage au
niveau 7 montre des fusions entre régions de tailles non négligeables (éhés sur la
gure 10.23).
niveau 5 niveau 6 niveau 7
Fig. 10.23 : Trois niveaux suessifs de la pyramide d'agents traitant l'image musle.
Les résultats de fusions signiatives sont indiqués par une èhe.
De plus, on remarque que les fusions faites entre les niveaux 6 et 7 ont impliquées
des agents région qui ont dans leur voisinage un grand nombre d'agents ontour (g.
10.12, p. 225).
Ces derniers ont don émis un grand nombre de ritiques à propos de es fusions,
expliquant l'augmentation de la quantité de messages éhangés. Cette hypothèse
est onrmée par l'augmentation des ritiques pour l'image musle au niveau 6
(graphe 10.26(a,b) p. 241).









































































(b) Diérene des intentions de fusion après-avant
oopération.
Fig. 10.24 : L'impat de la oopération sur les intentions de fusion.
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CHAPITRE 10. EXPÉRIMENTATIONS
Le graphe 10.24(b) est la diérene entre le nombre moyen d'intentions de fusion
avant oopération (graphe 10.20(a) p. 236) et après oopération 10.24(a). Il permet
de mesurer l'impat du omportement oopératif sur les intentions de fusion des
agents. Rappelons que le omportement oopératif permet de réunir plus d'infor-
mations (région et ontour) pour éliminer une hypothèse de fusion inertaine ou la
transformer en intention de fusion.
L'impat lors des premiers niveaux de la pyramide est relativement faible : moins
de 0.4 intentions rajoutées pour plus de 2.5 intentions. Mais à partir du sixième ni-
veau et pour toutes les images, la plupart des fusions se font à l'aide d'un omplément
d'informations obtenu par oopération (région/région et région/ontour).
Les agents, lors des premiers niveaux, disposent d'un nombre plus important de
bonnes fusions possibles. Cei s'observe sur le graphe de l'utilité des fusions (graphe
10.20(b) p. 236). Un tel environnement favorable inite les agents à resserrer loale-
ment leurs seuils de désir néessaire et ainsi de réduire l'intervalle d'inertitude, e
qui a pour onséquene de limiter l'usage des oopérations.
Les meilleures fusions eetuées, le seuil de désir néessaire se relâhe, e qui
agrandit l'intervalle d'inertitude et provoque le besoin, hez les agents, d'un om-





Dn(a  ) Dn Ds
1O
Dn(a  )
nombreuses bonnes fusions possibles
(a) lors des premièrs niveaux, il y a de
peu de coopération





beaucoup de coopération (région/région)
fort besoin de complément d’informations
(a) lors des derniers niveaux, il y a






adaptation locale (forte) adaptation locale (faible)
Fig. 10.25 : L'inertitude entraîne des oopérations entre agents.
Les expérienes montrent don que l'adaptation loale (resserrant ou agrandissant
la fenêtre d'inertitude) liée à un omportement oopératif, permet de réolter des
informations supplémentaires uniquement quand les hoix de fusions deviennent plus
déliats.
240
10.3. ÉVALUATION DÉTAILLÉE : DANS L'INTIMITÉ DES AGENTS



















































(b) Moyenne par agent du nombre de ritiques
éhangées.
Fig. 10.26 : Inuene de l'a priori sur la oopération.
Le graphe 10.26(a) montre pour une même image sanner du sein 2 le nombre
de ritiques éhangées entre agents, selon l'intervalle d'inertitude xé par le traiteur
d'image.
Nous rappelons que et intervalle orrespond aux seuils [désir néessaire, désir
susant℄ (les valeurs ne sont pas normalisées). Par exemple, [10, 2℄ signie que pour
moins de 2 niveaux de gris de diérene, les agents auront l'intention de fusionner
ensemble ; pour plus de 10 niveaux de gris de diérene il ne voudront pas fusionner ;
nalement, pour une valeur intermédiaire, l'agent aura reours à un omportement
oopératif, à moins que le désir néessaire (ii 10) ait été ramené à une valeur plus
restritive par adaptation loale (par ex. 5).
Moins l'information a priori est préise (seuils prohes l'un de l'autre), plus les
agents se trouvent onfrontés à des fusions inertaines (voir g. 10.25, p. 240 sans
tenir ompte de l'adaptation loale). Pour pallier ette inertitude, ils réoltent des
informations supplémentaires à l'aide du omportement oopératif. Ils obtiennent
en réponse de leurs voisins (région/ontour) des ritiques à propos des hypothèses
de fusions inertaines.
Pour résumer : l'aroissement de l'inertitude provoque un aroissement des
oopérations.
Remarque : Les intervalles d'inertitude proposés (du plus préis [5.5, 4.5℄ au









11.1 Synthèse et bilan
La lenteur des progrès en vision par ordinateur dénote de la diulté du pro-
blème.
Si la reherhe sur de nouveaux opérateurs (de segmentation, de reonnaissane
de forme...) est essentielle, des progrès signiatifs peuvent aussi être espérés grâe
à de nouvelles méthodologies de oneption et d'analyse des systèmes de traitement
de l'information.
Une étude des méthodes de segmentation, menée au hapitre 2, nous a permis
d'identier trois aspets devant être traités ave soin :
1. l'adaptation loale des traitements ;
2. l'intégration et l'expression plus ou moins préise de l'information a priori ;
3. la oopération entre approhes.
Cependant, plutt que tâher de proposer une panaée au traitement de es
aspets, nous avons positionné nos travaux au niveau de la mise en ÷uvre logiielle.
Notre ontribution a don onsisté à proposer une arhiteture logiielle de
ontrle basée sur les SMA situés dans l'image. Cette arhiteture, dont le domaine
d'appliation prinipal est la segmentation d'images, fournit un adre oneptuel
permettant un traitement eae des aspets évoqués i-dessus.
Souieux d'insrire notre démarhe dans un adre méthodologique plus global,
nous avons mené au hapitre 4 une étude des systèmes de vision.
À la suite de ette étude, nous proposons au hapitre 5 une typologie des ar-
hitetures logiielles des systèmes de vision. Pour notre approhe, nous avons opté
pour la famille des agents situés dans l'image qui, selon nous, est la plus à même de
favoriser l'adaptation loale des traitements.
Dans le hapitre 7, nous mettons entre parenthèses la thématique image pour
présenter la plate-forme agent générique que nous avons développée lors de la thèse.
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Cette plate-forme répond à des ontraintes (granularité variable des agents...) qui
n'étaient remplies par auun des outils SMA disponibles au début des travaux de
thèse.
Si les SMA présentent des avantages dans la oneption de systèmes d'information
omplexes, ils requièrent une nouvelle méthodologie d'analyse et de desription des
systèmes. En onséquene, nous proposons la méthodologie suivante :
1. Desription globale et struturelle de l'organisation regroupant les agents.
Dans ette étape, développée au hapitre 8, nous proposons d'adopter les py-
ramides irrégulières omme élément organisationnel de la population d'agents.
Ce hoix insrit notre approhe dans la famille des méthodes agrégatives de
segmentation d'image.
2. Desription loale et fontionnelle des agents omposant le système. Au ours
de ette étape, présentée au hapitre 9, nous proposons une mise en ÷uvre par-
tiulière des aspets (i) de oopération région/région et région/ontour ; (ii) de
l'adaptation loale ; (iii) de l'intégration de l'inertitude dans la onnaissane
a priori .
3. Analyse globale et fontionnelle où l'on vérie que l'ensemble des interations
loales réalisent bien e pour quoi le système est onçu. Les expérimentations
omparatives menées lors de ette dernière étape (hap. 10) montrent que la
pyramide d'agents obtient des résultats au moins aussi bons et dans tous les
as plus robustes que inq autres méthodes de segmentation. À la suite de
ela, nous proposons une analyse globale tant struturelle qu'interationnelle
de l'organisation d'agents.
11.2 Perspetives
Améliorer l'utilisation des ontours : il semble opportun de donner aux agents
ontour un rle plus important que elui qu'ils oupent atuellement. Cei favorise-
rait une meilleure loalisation des frontières en évitant l'aspet déhiqueté visible
sur la segmentation de l'image musle (g. 10.11, p. 224). Nous suggérons pour ela
l'utilisation de ontours atifs à la plae de simples haînes de segments de ontour.
Les agents région permettraient l'initialisation automatique d'agents ontours a-
tifs, et es derniers ontraindraient les fusions entre agents région.
La déimation duale (3.9.4 p. 49) pourrait avantageusement remplaer la dé-
imation lassique des pyramides irrégulières que nous employons. En eet, l'obser-
vation de la gure 8.2 page 160, montre la onstrution séquentielle des niveaux.
La déimation duale permettrait une extration rapide des maximas loaux, 'est-
à-dire des régions importantes et failes à extraire. Cette information peut ensuite
être utilisée dans une approhe desendante pour assister l'extration des régions
plus déliates.
Vers l'interprétation : les agents fournissent une abstration adaptée à la mise




On peut imaginer qu'un modèle représenté par une hiérarhie (g. 11.1) d'agents
(mémoire à long terme) interagisse ave la pyramide d'agents (mémoire de travail à
ourt terme). Le rle de ette dernière n'est plus seulement de regrouper les primi-
tives entre elles, mais aussi d'identier les onepts dans l'image.
Un agent de la pyramide ayant identié un onept se reproduit, en réant un
nouvel agent doté de onnaissanes a priori spéialisées dans l'identiation de nou-
veaux onepts.
L'introdution progressive de onnaissanes de plus en plus ontraignantes, por-
tant sur des niveaux de desription de plus en plus élevés, suggère la apaité de la
pyramide d'agents à traiter les niveaux intermédiaire et haut de la vision.
De telles perspetives semblent diiles à envisager dans le adre de la pyramide
de graphes.






























Fig. 11.1 : Perspetives d'intégration des diérentes étapes de la vision.
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Nous évoquons dans e hapitre un omplément d'information sur les diérentes
tehniques de segmentation traitées au hapitre 2.
Nous donnons plus de détails sur les autres méthodes de segmentations que nous
avons utilisées lors des expérimentations omparatives du hapitre 10.
A.1 Classiation
A.1.1 Les lassieurs supervisés
nouvelles
observations
individus de l’espace d’apprentissage




entre les classes E  et E2 k
Fig. A.1 : Classiation supervisée : as de fontions disriminantes (frontières de déi-
sions) linéaires.
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De tels lassieurs supposent que l'on dispose d'informations a priori disponibles
sous la forme d'un ensemble de texels d'apprentissage dont on onnaît l'apparte-
nane parmi k lasses. L'apprentissage onsiste don à onstruire une fontion de
disrimination apable de séparer les éhantillons de l'ensemble d'apprentissage en
respetant (au mieux) leur lassiation a priori . On aborde ensuite l'étape déi-
sionnelle de es tehniques qui onsiste à aeter les nouveaux individus dans les
lasses en leur appliquant la fontion de disrimination.
L'analyse fatorielle disriminante [Tom88℄ est une méthode de disrimination
géométrique qui proède d'abord par une reherhe des axes les plus disriminants.
Ces axes sont eux qui maximisent la variane interlasse (eet de séparation) et qui
minimise la variane intralasse (eet d'agrégation). Dans le as de deux lasses, et
axe est le veteur joignant leurs entres de gravité.
La règle d'aetation d'une nouvelle observation est simple : on la projette sur et
axe et on l'aete à la lasse dont le entre de gravité est le plus prohe. La métrique
pour évaluer la proximité est souvent l'inverse de la matrie de variane/ovariane
globale, elle prend en ompte la dispersion globale des individus (permettant de
réduire les distanes suivant les axes où la dispersion est la plus grande).
Les approhes géométriques ne permettent pas de prendre en ompte l'informa-
tion a priori sur les lasses, à savoir : les diérenes de dispersion et de probabilité
a priori propres à haque lasse.
Les lassieurs Bayésien abordent la lassiation sous un aspet probabiliste
qui fournit un adre de modélisation des informations a priori .
On observe un veteur (individu, pixel ou texel) x ∈ IRp (espae des attributs) le
problème est de savoir de quelle lasse (texture) -parmi E1, .., Ek- ette observation
est issue. Ces informations introduites dans le modèle sont les suivantes :
 les probabilités a priori de haque lasse notées p(E1), p(E2), ..., p(Ek) orres-
pondant à leurs fréquenes d'apparition ;
 la loi d'observation p(x|Ei) (loi onditionnelle) qui traduit la loi de probabi-
lité de la variable aléatoire (individu, pixel ou texel) sahant que sa lasse
d'appartenane est Ei.
Cependant, la probabilité qu'il nous faut onnaître est p(Ei|x) 'est-à-dire la proba-







La règle Bayésienne onsiste à attribuer x à la lasse dont il maximise la probabilité
a posteriori : p(Ei|x). On suppose que x|Ei suit une loi normale N(µi,Σi) dont les
250
A.1. CLASSIFICATION





(x− µi)TΣ−1i (x− µi)
Le dénominateur étant le même pour toutes les lasses, la règle Bayésienne devient :
x ∈ Ei tel que i = argmax
Ei
{(x− µi)TΣ−1i (x− µi)− 2 ln(p(Ei)) + ln(det Σi)}
La frontière de déision entre Ej et Ei est une surfae au niveau de laquelle la valeur
du alul i-dessus s'équilibre pour les deux lasses. En général ette surfae est une
quadrique, on parle alors de lassieurs non linéaires. Dans le as partiulier où les
matries de variane/ovariane sont toutes égales, la surfae est un hyperplan (de
IR
p
), le lassieur devient linéaire. Si par ailleurs toutes les lasses sont équipro-
bables, la règle Bayésienne orrespond à la règle géométrique énonée plus haut. Au
nal si les matries Σi sont aussi diagonales, la frontière de déision est l'hyperplan
orthogonal à la droite qui joint les entres des deux lasses.
L'approhe Bayésienne permet de modéliser une information a priori très rihe
et de ette manière d'obtenir une lassiation optimale. Comme nous venons de
le voir, l'approhe peut-être simpliée ave préaution. Par exemple, si l'éhantillon
d'apprentissage permettant d'estimer les matries Σi est trop petit, il peut être
préférable de se ramener à des surfaes de disrimination linéaires. Il se peut aussi
que l'on ne onnaisse pas la loi de probabilité onditionnelle suivie par x|Ei. Dans
e as, on utilisera une approhe non paramétrique omme la méthode des K-plus
prohes voisins.
K-plus prohes voisins [Cov67℄ est une méthode de lassiation supervisée non
paramétrique. En eet, si l'on ne onnaît pas la loi de probabilité de la variable aléa-
toire onditionnelle x|Ei, il faut l'estimer. La première approhe (elle des fenêtres
de Parzen[Par62℄) onsiste à estimer p(x|Ei) en subdivisant IRp en ellules dans les-
quelles on ompte le nombre d'individus. En divisant e nombre par le nombre total
d'individus, on obtient une estimation de la probabilité onditionnelle dans ette el-
lule. Or une bonne estimation suppose un nombre susant d'individus dans haque
ellule, e qui n'est pas forément le as si leur répartition n'est pas homogène dans
IR
p
. Dans la méthode des K-plus prohes voisins, on estime la densité de probabilité
(ddp) non pas sur une ellule de taille xe mais sur les k plus prohes voisins. De
fait on attribuera x à la lasse la plus représentée parmi ses k plus prohes voisins.
Cette méthode est relativement simple à mettre en ÷uvre et donne des résultats
inférieurs mais prohes de la lassiation Bayésienne.
A.1.2 Les lassieurs non supervisés
Ces méthodes herhent une partition de l'espae des attributs, laquelle appli-
quée aux éhantillons (texels), va maximiser un ritère. Ces approhes utilisent (par
dénition) très peu d'informations a priori : on leur fournit le ritère à maximiser
et parfois le nombre de lasses que doit omporter la partition. De telles approhes
sont don à utiliser ave préaution, on les emploie lorsque l'on ne dispose pas de
modèle ou éhantillons des lasses à extraire.
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Citons par exemple la méthode des Nuées dynamiques [Did71℄ qui herhe une
partition optimale en k lasses. Chaque lasse Ei est représentée par un noyau ni
(aussi appelé entre mobile) dont la position évolue suivant une proédure itérative
impliquant les deux étapes i-dessous :
1. Connaissant les k noyaux, une fontion d'aetation attribue haque individu
à un noyau (le plus prohe au sens d'une métrique donnée). On obtient ainsi
une partition de nos individus.
2. De ette partition, on déduit pour haque lasse son nouveau représentant ou
noyau qui sera son entre d'inertie.
Cette proédure itérative permet de minimiser un ritère d'adéquation entre l'en-
semble des noyaux et une partition des individus. L'algorithme onverge lorsque
les noyaux sont au entre des lasses qu'ils doivent représenter. Malheureusement,
ette proédure est hautement dépendante du plaement initial des noyaux.
A.1.3 Remarques et onlusions
Les approhes statistiques de lassiation fournissent un adre formel dans le-
quel peut s'exprimer de façon optimale la onnaissane a priori que l'on a des tex-
tures à traiter. Les modèles peuvent être dégradés et simpliés dans le as où ette
information est moins rihe, ette dégradation rend le proessus de segmentation
moins robuste (exemple : sensibilité à l'état initial).
Ces tehniques proèdent par une approhe loale tant pour le alul des attributs
que pour le hoix d'aetation dans une des lasses. La question est de savoir quelle
doit être la taille de la fenêtre de alul : si elle est trop petite, les paramètres estimés
ne traduiront pas la texture que l'on herhe à segmenter et l'image sera alors sur-
segmentée ; si elle est trop grande, des pixels n'appartenant pas à la texture seront
pris en ompte pour le alul des attributs. On est don onfronté à un problème
de hoix de la résolution optimale pour analyser une texture, ette résolution étant
diérente selon la texture onsidérée. Les approhes multirésolutions [Uns89℄ ou
pyramidales [Lam94℄ proposent des solutions pour traiter les textures selon une
résolution ou une éhelle plus adaptée.
Plaçons nous dans le as de deux sous-régions distintes pour l'oeil humain
omme par exemple deux ellules légèrement en ontat et dont les pixels sont tous de
la même lasse. L'approhe lassiation puis regroupement des omposantes (pixels)
onnexes fusionnera es deux sous-régions en une seule. Il peut être argumenté que
ette situation néessite trop d'informations a priori et ne relève pas de la vision bas
niveau. Cependant, une oopération ave une approhe ontour permet bien souvent
de résoudre le problème.
Notre propos est de faire remarquer l'intérêt des approhes oopératives région-
ontour ou même région-région, an de faire au mieux le plus tt possible et limiter




Il est toutefois intéressant de pouvoir intégrer es tehniques dans un adre souple
où les ouhes haut niveau pourront réagir aux résultats fournis par la segmentation
et guider au mieux elle-i par les onnaissanes a priori qu'elles possèdent de la
sène.
Chaque pixel est lassé indépendamment de ses voisins, il n'y a pas de fontion
globale à optimiser, ainsi les déisions sont prises trop tt sans tenir ompte de
toute l'information extraite de l'image, ontrairement aux approhes basées sur les
hamps de Markov. De plus, bien que l'aspet anisotropique d'une texture peut être
pris en ompte via l'utilisation des matries de oourrene, les hamps de Markov
fournissent une formalisation intéressante pour la modélisation de texture dont la
variation d'intensité des pixels est fontion de la diretion.
A.1.4 Classiation : méthodes markoviennes
Depuis les publiations de Geman & Geman [Gem84℄, les hamps de Markov en
vision bas niveau sont ouramment employés [Dub89℄. Les approhes markoviennes
plongent l'analyse d'image dans un adre stohastique où la meilleure segmentation
(attribution d'une étiquette à haque pixel) minimise une énergie globale. Cette
minimisation s'eetue sur un graphe où la loi globale est déomposée au travers
d'interations loales entre noeuds du graphe. Cei est rendu possible par l'équiva-
lene ontenue dans le théorème de Hammersley-Cliord entre les hamps de Markov
et les distributions de Gibbs.
On utilise un large éventail d'algorithmes d'optimisation déterministe (Maxima
Conditionnels Itérés ICM) ou stohastique (reuit simulé) au omportement onnu.
Cette optimisation ne s'eetue pas simultanément sur toute l'image, mais en étu-
diant de façon itérative haque site an de trouver l'étiquette qui minimise une
énergie loale alulée sur le voisinage du site.
Soit S un ensemble de sites, soit λ = {λi|i ∈ S} l'ensemble des étiquettes assoiées
à haque site et soit x = {xi|i ∈ S} l'image. Si les veteurs aléatoires λ et x sont des
hamps de Markov, alors la loi de probabilité onditionnelle P (λi|{λj|j ∈ S}−λi) est
égale à la loi de probabilité onditionnelle de λi, onnaissant seulement son voisinage
P (λi|V (λi)). Cei étant aussi valable pour xi. Cette propriété nous permet d'analyser
la valeur de λi ave de simples interations loales dans le voisinage du site i.
Toute la onnaissane a priori sur haque texture k à reonnaître est odée dans
une loi de paramètres θk qui donne la probabilité de λi sahant xi, son voisinage
V (xi), et le voisinage V (λi) de l'étiquette λi.
P θk(λi|xi, V (xi), V (λi)) = 1
Z(θk)
exp(−Uθk1 (λi|V (λi))− Uθk2 (λi|xi, V (xi)))
Cette loi est omposée de deux fontions d'énergies loales :
 La fontion Uθk1 (λi|V (λi)) représente le modèle a priori liant l'étiquette du site
i aux étiquettes de son voisinage. Ce modèle de régularisation traduit souvent
le fait que les étiquettes voisines ont une forte probabilité d'être égales.
253
ANNEXE A. COMPLÉMENTS SUR LES MÉTHODES DE SEGMENTATION
 La fontion Uθk2 (λi|xi, V (xi)) représente le modèle d'observation liant l'éti-
quette du site i aux valeurs des pixels dans le voisinage du site.
Dans le as d'une texture isotrope, on hoisira pour Uθk2 un modèle de lissage où
l'énergie est minimale (la probabilité maximale) lorsque les pixels du voisinage
de i ont des valeurs prohes de xi et e quelle que soit l'orientation des liques.
Dans le as d'une texture anisotrope, on pondérera l'énergie apportée par des
liques ayant une ertaine orientation an de favoriser ertaines strutures
orientées dans la luminane, (par ex. de l'herbe). Citons des modèles omme
le lissage anisotropique, le modèle de Ising ou de Potts.




P θk(λi|xi, V (xi), V (λi))
Ce alul (qui néessite par exemple des inversions de matries) doit être itéré sur
haque site, et plusieurs fois sur toute l'image, en fontion du hoix de l'algorithme
d'optimisation. Les approhes Markoviennes sont don assez exigeantes en ressoures
de alul.
A.2 Filtrage et transformées
Il s'agit de trouver une transformation de l'image vers une base qui fasse émerger
des propriétés de onentration de l'information. Ainsi, la lassiation des pixels,
ou blos de pixels, en textures à reonnaître se fait dans un espae transformé de
dimension réduite. Le prinipe de base onsiste à exploiter la forte orrélation (re-
dondane d'informations) qui existe entre pixels voisins. Ainsi, une représentation
fréquentielle de notre image onentrera l'essentiel de son information (énergie) dans
les basses fréquenes. On proède par une transformation loale (TF, DCT ou Hada-
mard) d'une sous-image (des blos de taille xe) ou sur une fenêtre entrée sur haque
pixel. Par exemple, dans le as d'analyse d'images LANDSAT [Gra73℄), l'image est
déoupée en blos 32×32 et une transformée de Fourier est alulée sur haun de
es blos.
La disrimination parmi les textures à reonnaître peut être eetuée à l'aide d'un
ltre adapté (pour haque texture à reonnaître) s'appliquant sur la puissane spe-
trale tronquée aux basses fréquenes ; on hoisit la texture dont le ltre donne la
plus forte réponse. Cette analyse peut aussi être faite à l'aide des méthodes de las-
siation multidimensionnelles (2.2.2 p. 19) qui font partie de la boîte à outils des
traiteurs de signaux. Remarquons que les approhes basées sur l'analyse de la puis-
sane spetrale se sont montrées moins eaes que elles basées sur des moments
spatiaux d'ordre deux (matrie de oourrene) ou même d'ordre un [Wes76℄.
Dans le as des miro-textures, le voisinage sur lequel est eetué la transforma-
tion doit être petit. Ce voisinage est agrandi en fontion de la taille de la texture
à traiter. En eet, la desription de texture est hautement dépendante de la réso-
lution d'analyse. Ainsi les ondelettes [Mal89℄ ou la transformée de Gabor [Bov90℄
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proposent une base de déomposition de l'image adaptée à une analyse multi-éhelle
des textures.
Un seond argument favorise les transformées de type Gabor ou ondelettes par
rapport aux transformées de type Fourier. Si es dernières isolent bien les fréquenes
du signal, elles perdent la loalisation spatiale de l'ourrene d'une fréquene donnée
dans l'image (un événement présent dans l'image sera réperuté sur tout le spetre).
Les approhes par ondelettes ou Gabor font une analyse de l'image traitée à une
résolution de plus en plus faible en étirant à la manière d'un aordéon la fontion
de base de déomposition. Cette méthode permet de onserver la struture spatiale
de l'image.
Un exemple d'utilisation est présenté par [Bou91℄ : une première analyse à faible
résolution permet de loaliser approximativement les frontières entre textures, puis
on ane la loalisation de es frontières par une analyse à plus forte résolution
ontrainte par les résultats de la première analyse.
A.3 Approhes frontière : fermeture de ontours
Les haînes de sites de ontour extraites sont souvent inomplètes. En eet, pour
éviter les erreurs (onstrution d'une haîne de site due au bruit), il a fallu employer
des seuils et des ontraintes générant la réation d'un grand nombre de petites
haînes de points de ontours. On souhaite désormais relier es haînes entre elles
an d'obtenir de plus grandes haînes ou même des ontours fermés dénissant une
région, permettant nalement de segmenter notre image par une approhe ontour.
Nous présentons deux tehniques basées sur la théorie des graphes : la programma-
tion dynamique et un algorithme glouton A*. Ces deux approhes supposent, omme
nous allons le voir, la notion de sous-struture optimale. Chaque site de l'image des
gradients est assoié à un noeud du graphe, soit xa, xb deux noeuds, on herhe le
hemin optimal (suivant les ritères préédemment dénis) entre es deux noeuds
dans le graphe. C'est un problème lassique de théorie des graphes dont la solution
est basée sur la programmation dynamique.
La programmation dynamique est une méthode d'optimisation opérant par
phases (ou séquenes) dont l'eaité repose sur le prinipe d'optimalité de Bellman :
Toute politique optimale est omposée de sous-politiques optimales. Un hemin
optimal entre deux noeuds du graphe est omposé de sous-hemins optimaux. La
reherhe est faite sur un graphe reétant une fenêtre N ×M englobant les deux
extrémités.
Soit P(a,b) un hemin menant de xa à xb, si P(a,b) est optimal et que xi ∈ P(a,b) alors
P(a,i) est optimal. Ainsi l'optimisation globale peut être ramenée à une optimisation
loale. Soit xi un noeud ayant trois prédéesseurs (en 8 onnexité noté pred(xi))
qui sont les noeuds préédents xi dans tous les hemins menant à xi depuis xa. Soit
C(xk) le oût (minimal) du hemin optimal menant à xk depuis xa, soit g(k, i) le oût
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de l'ajout de xi dans e hemin. Le prinipe d'optimalité nous dit que la politique
optimale (de oût minimal) menant à xi peut être obtenu en hoisissant la politique
loalement optimale depuis les hemins partiels menant à xi :
C(xi) = min
xk∈pred(xi)
{C(xk) + g(k, i)}
Programmation dynamique
/* liste et liste-suivante : struture de données ontenant une liste de point
xi : noeud ourant
succ(xi) : fontion retournant tous les noeuds suesseurs de xi 'est-à-dire des
noeuds voisins de xi appartenant à un hemin menant vers xb ave une ontrainte
de non retour en arrière
pred(xi) : fontion retournant tous les noeuds prédéesseurs de xi */
tant que(VRAI)
 pour tout(xi ∈ liste)
 C(xi) = minxk∈pred(xi)(C(xk) + g(k, i))
 on rée un liant ave le prédéesseur qui minimise
 liste-suivante ← liste-suivante +succ(xi)
 si *(xi = xb) retourne P(a,b) en suivant les liens onstruits
n pour tout
 liste ← liste-suivante
n tant que
Algo. A.1 : Fermeture de ontour par programmation dynamique.
. . ◦ . ⋆ . .
xa . ◦ xi ⋆ . xb
. . ◦ . ⋆ . .
noeuds notés : ◦ = pred(xi)
noeuds notés : ⋆ = succ(xi)
Fig. A.2 : Les noeuds prédéesseurs et suesseurs du noeud ourant xi, ette relation
traduit le fait que le graphe respete la struture de l'image.
L'algorithme A* [Har68℄ est issu de l'intelligene artiielle (utilisation en image
[Mar72℄). En eet, la programmation dynamique est une approhe parfois trop
lourde, une approhe gloutonne faisant toujours le hoix du meilleur sur le mo-
ment peut être susante. A* eetue don une reherhe arboresente du meilleur
hemin entre xa à xb suivant une stratégie gloutonne et dite du meilleur d'abord
ar l'exploration s'eetue à partir du noeud intermédiaire xi dont le oût f(xi) est
minimal.
f(xi) = g(xi) + hˆ(xi)
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Où g(xi) est le oût umulé du hemin xa à xi. La fontion de oût du noeud xi est
une somme de deux fontions : (i) g(xi) qui est le oût umulé du hemin menant de
xa à xi ; (ii) hˆ(xi) est une heuristique estimant h(xi) qui est le oût réel du hemin




 liste ← liste +succ(xi)
 évalue f(xk) pour tous les nouveaux noeuds insérés dans la liste
 xnext ← argminxk∈liste f(xk)
 si (xnext = xb) retourne P(a,b) en suivant les liens onstruits
 sinon rée un lien menant de xnext à xi, xi ← xnext
n tant que




c(xi) où c(xi) est le oût de l'ajout de xi dans un hemin. On
hoisira pour c(xi) des ritères identiques à eux dérits dans le paragraphe préédent
'est-à-dire favorisant de forts gradients et de faibles variations d'angle. Le hoix
de l'heuristique hˆ(xi) évite d'explorer le hemin qu'elle estime inutile, elle a don
un fort impat sur la rapidité de l'algorithme. C'est un peu une boule de ristal
permettant d'estimer l'avenir à la manière d'un joueur d'éhe qui n'explore pas
ertaines ombinaisons ar son intuition ou expériene le lui déonseille. hˆ est dite
admissible si elle ne sous-estime jamais h, dans e as A* garantit de trouver la
solution optimale. Si hˆ(xi) = 0 la reherhe est exhaustive, de omplexitéO(N3
M−1),
on voit don l'intérêt d'une bonne heuristique qui diminue de façon signiative la
omplexité en moyenne. On pourra xer par exemple : hˆ(xi) = dist(xi, xb).
Comparaisons : les approhes à base d'heuristique néessitent le stokage de
tous les hemins partiels onstruits, mais elles se montrent plus performantes pour
trouver un hemin entre deux points[Mar76℄, bien que la omplexité de l'approhe
programmation dynamique soit en O(3N(M − 1)). Toutefois ette dernière permet
la onstrution simultanée (sans sur-oût) de hemins entre un ensemble de points
de départ et un ensemble de points d'arrivée, aratéristique intéressante si l'on ne
onnaît pas exatement les extrémités à joindre.
Cornen et al. proposent dans [Cor94℄ hap. 16 et 17 une présentation et une
omparaison entre stratégies gloutonnes et programmation dynamique d'où il ressort
que la programmation dynamique est plus lourde en termes de traitements que les
approhes gloutonnes. Néanmoins, es dernières, an d'être optimales, néessitent
d'être plongées dans le adre d'une struture dont les sous-strutures sont optimales
de type Matroïdes.
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Nous évoquons dans ette annexe un omplément d'information sur les diérentes
tehniques de représentation de la onnaissane traitées au hapitre 4.
Nous abordons tout d'abord le problème de l'inférene des systèmes experts, en
présentant l'algorithme de Rete utilisé par le système expert que nous employons :
Jess.
Puis nous évoquons les frames et les réseaux sémantiques qui sont deux tehniques
de représentation de la onnaissane ouramment employées par les systèmes de
vision présentés au hapitre 5.
B.1 Méanismes d'inférene des systèmes experts
Problème des performanes : la ompilation des règles. An d'améliorer (en
haînage avant) les mauvaises performanes inhérentes aux systèmes à base de règles,
des algorithmes Rete [For82℄ (f. g. B.1) ou Treat [Mir90℄ eetuent une ompilation
de es règles sous la forme d'un réseau
1
. Les noeuds du réseau (mémoires alpha)
représentent un type de fait (par ex. (père-de ?x ?y)). Les liens entre es mémoires
traduisent les liens et/ou entre faits dans la partie ondition des règles. Rete utilise
et maintient des mémoires supplémentaires : les mémoires béta. Elle reètent les
jointures sur les variables entre types de fait. Par exemple : (père-de ?x ?y) AND
(frère-de ?x ?z) génère une jointure sur la variable?x.
Treat ne maintient pas es jointures, il les alule dynamiquement, aélérant le
traitement dans le as où ertains faits sont retirés de la base (as non monotone).
En bref dans es types de réseaux, e sont les nouveaux faits ajoutés qui herhent
les règles à délenher plutt que l'approhe naïve qui proéderait de façon inverse.
1
rete signie réseau en latin
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(A ?x) AND (B ?x) AND (C ?y) => (add (D ?x))
(A ?x) AND (B ?y) AND (D ?x) => (add (E ?x))
































Fig. B.1 : Le réseau Rete ompile les règles an d'aélérer les performanes de l'infé-
rene.
La non monotonie (retrait de faits) de ertains systèmes pose des problèmes de
ohérene des faits dont la vérité est onditionnelle à elle d'autres faits. Des sys-
tèmes omme TMS (Truth Maintenane System) [Doy79℄ et ATMS [Kle86a, Kle86b,
Kle86℄ proposent de résoudre e type de problèmes en maintenant à tout moment
le support
2
d'une proposition. Ce support permet aussi de donner la justiation
de l'existene d'un fait, renforçant ainsi un des points forts des systèmes à base de
onnaissanes 'est-à-dire leur lisibilité et apaité d'expliation de leurs raisonne-
ment. Sur e dernier point, on reprohe souvent aux approhes onnexionnistes leur
aspet boîte noire.
Les problèmes du ontrle et des performanes peuvent aussi être abordés en
groupant les règles en paquets, lesquels seront inhibés ou ativés par des méta-règles
de ontrle. Remarquons qu'une arhiteture omposée de spéialistes (paquets de
règles) et ontrleurs (règles de ontrle) onduit assez naturellement aux arhite-
tures de type tableaux noirs.
B.2 Les frames
Proposés par Minsky [Min75℄ en 1975 pour la vision par ordinateur, les Frames
permettent une représentation plus naturelle que les règles des prototypes d'objets
2
Le support d'un fait F est l'ensemble de faits ayant provoqué l'assertion de F .
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et des sènes (onnaissanes haut-niveau). Un Frame se présente omme un objet
omposé d'attributs (slots) représentant la onnaissane desriptive. À haque attri-
but peuvent être attahées diérentes faettes reétant les valeurs possibles ou par
défaut de l'attribut. Une faette peut aussi prendre la forme d'une proédure réexe
délenhée par une ation partiulière sur l'attribut. Par exemple, la proédure asso-
iée à la faette if-added se délenhe lorsque l'on positionne la valeur de l'attribut,
permettant une propagation réexe de l'information. Ce méanisme orrespond à
un raisonnement guidé par les données (haînage avant). La proédure assoiée à la
faette if-required se délenhe lorsque l'on demande la valeur non disponible de l'at-
tribut, permettant une propagation réexe de requêtes. Ce méanisme orrespond à
un raisonnement guidé par les buts (haînage arrière).
Cet attahement proédural permet de représenter la onnaissane opératoire du
système. Dans VISIONS [Han78℄, Hanson et Riseman utilisent e méanisme pour
propager l'information et don générer de nouvelles hypothèses à partir de onepts
failement identiables. Dans e système, un Frame
3
représente une lasse d'objets,
et les slots la onnaissane desriptive  photométrique et géométrique  de ette
lasse. Les slots sont aussi utilisés pour oder les relations spatiales et les probabilités
onditionnelles entre lasses. Un Frame est don une brique ative de onnaissane
élémentaire insérée dans un réseau de Frames. Une stratégie hétérarhique d'inter-
prétation s'appuie don sur les onnaissanes et les liens du Frame pour générer
de façon opportuniste de nouvelles hypothèses au sein du réseau. Cette génération
pouvant être :
 guidée par les données : asendante ;
 par les buts : desendante ;
 déentralisée 'est-à-dire gérée par les Frames eux mêmes omme dans Shema
System [Dra89℄
 entralisée omme dans VISIONS.
Si les Frames fournissent un formalisme intéressant pour dérire les relations entre
entités du système à un instant donné, il semble ependant qu'ils ne permettent pas
de spéier susamment la dynamiité (le ontrle de l'exéution) d'un système. En
eet, omme le remarque Draper dans [Dra89, p. 219℄ les omportements d'itération
et de test ('est-à-dire le ux de ontrle) semblent diile à appréhender. L'IAD
fournit des modèles d'exéution omme les langages ateurs [Agh86℄ ou les SMA
(hap. 5) rendant possible de résoudre en partie e problème.
B.3 Les réseaux sémantiques
Les réseaux sémantiques fournissent une représentation graphique de la logique
du premier ordre. Un tel réseau est un graphe étiqueté dont les sommets dénotent
les onepts, et les ars les relations entre es onepts. Les étiquettes portées par les
ars vont reéter les diérents types de relations (f. 4.3.2) pouvant exister entre
les onepts 'est-à-dire des relations de omposition, de spéialisation de vue, et.
3
Les auteurs utilisent le terme de shéma qui est une struture analogue au Frame
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Résumé
Les agents situés dans l'image fournissent un adre privilégié pour la mise en
oeuvre de stratégies oopératives et loalement adaptées en segmentation d'image.
Ils failitent l'intégration des onnaissanes a priori, expressions d'un modèle, per-
mettant ainsi de dégager de nouvelles ontraintes indispensables à toutes les étapes
de la vision par ordinateur (de la segmentation à l'interprétation).
Si les SMA fournissent un nouveau type d'arhiteture logiielle adaptée aux be-
soins identiés i-dessus, ils requièrent de nouvelles méthodologies de desription et
d'analyse des systèmes d'information. Ainsi, nous proposons un adre oneptuel
pour l'arhiteture logiielle d'un système de vision bas-niveau basée sur des agents
situés dans l'image. Une telle arhiteture est artiulée en trois niveaux d'analyse et
de desription :
1. Desription globale et struturelle de l'organisation regroupant les agents.
Cette étape de desription s'attahe à établir les liens entre agents. Nous proposons
omme élément organisationnel la pyramide irrégulière qui impose sa struture
à la population d'agents, an de garantir un omportement globalement ontrlable
et onvergent de es derniers.
2. Desription loale, fontionnelle et omportementale des agents omposant le
système. Nous proposons une mise en ÷uvre partiulière de l'arhiteture logiielle
de vision bas-niveau. Dans ette dernière, deux familles d'agents, qui traduisent des
primitives région et ontour, interagissent loalement au sein de la pyramide.
Notre objetif est de montrer omment ette méthodologie permet une implémen-
tation rihe, exible et distribuée des aspets préédemment identiés ; à savoir :
l'adaptation loale, l'intégration et l'expression d'inertitudes dans l'information
a priori et des traitements oopératifs région/région et région/ontour.
3. Finalement, une analyse globale, omparative et fontionnelle vérie que l'en-
semble des interations loales produit une bonne segmentation des images. Nous
omparons notre approhe ave d'autres méthodes de segmentation sur des images
médiales et des images de synthèse.
