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MARTINGALE TRANSFORM AND SQUARE FUNCTION: SOME WEAK
AND RESTRICTED WEAK SHARP WEIGHTED ESTIMATES
PAATA IVANISVILI, ALEXANDER VOLBERG
Abstract. Following the ideas of [12] we prove that there is a sequence of weights w ∈ Ad1
such that [w]dA1 → ∞, and martingale transforms T such that ‖T : L1(w) → L1,∞(w)‖ ≥
c[w]dA1 log[w]
d
A1 with an absolute positive c. We also show the existence of the sequence of
weights (now in A2) such that [w]
d
A2 →∞, and such that we have
(1) [w]Ad2
 ‖Md‖2w−1 ;
(2) ‖Sw : L2(w)→ L2(w−1)‖ ≥ c ‖Md‖w−1
√
log ‖Md‖w−1 ;
(3) ‖Sw : L2,1(w)→ L2(w−1)‖ ≥ c ‖Md‖w−1
√
log ‖Md‖w−1 ;
(4) ‖S : L2(w)→ L2,∞(w)‖ = ‖Sw−1 : L2(w−1)→ L2,∞(w)‖ ≤ C ‖Md‖w−1 ≤ C ([w]dA2)1/2.
1. Introduction
In [20] Reguera answered in the negative the following question of Muckenhoupt: is it true that
the martingale transform will be weakly bounded from L1(w) to L1,∞(Mw), where M means
Hardy-Littlewood maximal function.
In their paper [21] Reguera and Thiele answered in the negative the following question of
Muckenhoupt: is it true that the Hilbert transform will be weakly bounded from L1(w) to
L1,∞(Mw).
Their construction gives a very irregular weight w (a sort of sophisticated sum of delta func-
tions), so their weight was not in Hunt-Muckenhoupt–Wheeden class A1. In particular, another
problem of Muckenhoupt remained still open even after [20], [21]: can one give the linear estimate
of the norm:
(1.1) ‖T : L1(w)→ L1,∞(w)‖ ≤ C[w]A1 ?
The estimate
(1.2) ‖T : L1(w)→ L1,∞(w)‖ ≤ C[w]A1 log[w]A1
was obtained in [13], [14]. But the question was whether the logarithmic term can be dropped.
The Bellman function construction in [16], [17] showed that linear estimate is false, in fact,
in these preprints a sequence of weights w, was proved to exist such that [w]A1 → ∞ but
‖T : L1(w) → L1,∞(w)‖ ≥ c[w]A1(log[w]A1)1/3. Operator T was either a martingale transform,
or the dyadic shift, or the Hilbert transform.
Finally [12] proves the existence of a sequence of weights w, [w]A1 → ∞, such that ‖T :
L1(w)→ L1,∞(w)‖ ≥ c[w]A1 log[w]A1 . Operator T is the Hilbert transform in [12].
Using the idea of [12], here we prove the existence of the weights, which will satisfy the same
properties as above, but for T being the martingale transform. We also consider questions related
to the estimate of the square functions given in [5].
2. Construction of weights and special intervals
We follow [12] in an almost verbatim fashion. As our goal is to repeat the proof of [12] for the
martingale transform, the main issue is to choose the signs of the martingale transform. This
should be done consistently simultaneously for all points, where we estimate the transform from
below.
2010 Mathematics Subject Classification. 42B20, 42B35, 47A30.
Volberg is partially supported by the NSF DMS-1600065. This paper is based upon work supported by the
National Science Foundation under Grant No. DMS-1440140 while two of the authors were in residence at the
Mathematical Sciences Research Institute in Berkeley, California, during the Spring 2017 semester.
1
ar
X
iv
:1
71
1.
10
57
8v
2 
 [m
ath
.A
P]
  8
 A
pr
 20
18
2 PAATA IVANISVILI, ALEXANDER VOLBERG
I0 = I
ω
p ωn−1(I+−0 )
I1
I1
ω
p ωn−1(I+−1 )
I2
I2
ω
p
ωτ
p
Figure 1. Construction of wn when k = 3.
For dyadic interval I we denote I−, I+ its left and right children. We also denote
I0 = I, I1 = I
++, I2 = I
++
1 , . . . .Im−1 = I
++
m−2, m = 2, . . . , k,
where we put
ε = 4−k .
We fix a large number p (will be  1/ε), and we build the sequence of weights by the rule: let
ω, σ two numbers such that ωσ = p
w0(ω, σ, I) =
ω√
p
(
(
√
p−
√
p− 1)χI− + (
√
p+
√
p− 1)χI+
)
,
(2.1) wn(ω, σ, I) =
k−2∑
m=0
wn−1(3ω, σ/3, I+−m ) +
ω
p
(
k−2∑
m=0
χI−m + χI−k−1
+ τ(ε)χI+k−1
)
,
where τ(ε) = 9ε1+5ε we find from the following
Lemma 2.1. 〈wn(ω, σ, I)〉I = ω, 〈w−1n (ω, σ, I)〉I = σ.
Proof. By induction. For n = 0 it is clear. Let it be proved for n− 1. To prove for n, we notice
that value ωp happens first of all on measure
1
2(|I0|+ . . . |Ik−2|) = 12(1+1/4+ · · ·+1/4k−2)|I|, that
is on 1/21−4ε3/4 |I|, that is 23(1− 4ε)|I|. But the same value ωp happens on measure 12 |Ik−1| = 2ε|I|.
So ωp totally assigned to measure
2
3(1−4ε+ 3ε)|I| = 23(1− ε)|I|. Value ωτp is assigned to measure
2ε|I|. We are left with (13 − 43ε)|I|. Using induction hypothesis we get that the average of wn
over I is
3(
1
3
− 4
3
ε) +
2
3
(1− ε)1
p
+ 2ε
τ
p
= 1,
which gives the first equation on τ, p:
(2.2)
(
2
3
(1− ε) + 2ετ
)
1
p
− 4ε = 0 .
Now we do the same with weight w−1n :
(2.3)
σ
3
(
1
3
− 4
3
ε) + σ
2
3
(1− ε) + σ
τ
2ε = σ .
Equations (2.2), (2.3) give
(2.4) τ =
9ε
1 + 5ε
, p ≈ 1
6ε
.

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In what follows n will be chosen
(2.5) n = 4k .
Notice that
(2.6) p  4k .
Lemma 2.2. We have [wn(ω, σ, I)]Ad2(I)
 p2.
Proof. Consider the dyadic interval Ik−2. We have
〈wn〉Ik−2 =
1
2
· ω
p
+
1
4
· 3ω + 1
8
· ω
p
+
1
8
· ωτ
p
;
〈ω−1n 〉Ik−2 =
1
2
· p
ω
+
1
4
· σ
3
+
1
8
· p
ω
+
1
8
· p
ωτ
.
Therefore
[wn]Ad2(I)
≥ 〈wn〉Ik−2〈ω−1n 〉Ik−2 >
p
τ
4
32
 p2.
The reverse inequality [wn]Ad2(I)
≤ Cp2 follows from Theorem 3.1. 
Intervals of type I+k−1 play special role. We call them special. Assume that I is an interval
involved in forming ωn−`. Then there is only one special interval in I \ suppwn−`−1. Its length
is 2 1
4k
|I|. But there are k − 2 such special intervals in I ∩ (suppwn−`−1 \ suppwn−`−2). Their
total length is
2
1
4k
k−2∑
m=1
1
4m
|I| = 1
3
(
1− 1
4k−2
) 2
4k
|I| .
Similarly, the length of the union of special intervals in I ∩ (suppwn−`−2 \ suppwn−`−3) is(
1
3
(
1− 1
4k−2
))2 2
4k
|I|
et cetera.
If we denote the family of such special intervals in
[0, 1) ∩ (suppwn−` \ suppwn−`−1),
by A`, and their union by by A`, we then have
(2.7) |A`| =
(
1
3
(
1− 1
4k−2
))` 2
4k
.
3. Martingale transform estimate
We are going to find Ad1 weights such that
‖T : L1(w)→ L1,∞(w)‖ ≥ c[w]Ad1 log[w]Ad1 .
It is enough to construct weights w ∈ A2 such that maximal function
‖Md : L2(w−1)→ L2(w−1)‖ ≤ Ap,
but
(3.1) ‖T (χI0w)‖2w−1 ≥ cp2(log p)2‖χI0‖w .
This is explained in [12] by using the extrapolation of Rubio de Francia. The reader may find
this explanation repeated below during the proof of Theorem 3.2.
We choose the same sequence of weights as in Section 2. Now consider a collection of special
intervals J as was introduced in Section 2. This family splits into A` collections, A` = ∪J∈A`J .
Let J ∈ A`, x ∈ J . First we want to estimate from below
TJwn(x) =
∑
R∈D:R∈row(J)
εR(wn, hR)hR(x), x ∈ J .
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Let us explain what is row(J). Let the interval forming wn−` and containing J be called K.
Then J = K+k−1. Consider also K = K0,K1 = K
++, . . . ,Km, . . . ,Kk−2. J is the right child of
Kk−1. In the sum forming Twn(x), x ∈ J, above we choose first R = K+,K+1 , . . . ,K+m, . . . ,K+k−2.
Call them R(J) = {K+(J),K+1 (J), . . . ,K+m(J), . . . ,K+k−2(J)}.
We will refer to this collection R(J) = {K+(J),K+1 (J), . . . ,K+m(J), . . . ,K+k−2(J)} as the row
of intervals, this is row(J).
We did not choose yet the signs εR. Here is the choice
(3.2) ∀J ∈ A` special, and for even `, εR = −1, ifR ∈ R(J), otherwise εR = 0 .
In other words, intervals I in the union of all rows of all special intervals in A` with even `, got
εI = −1, all other intervals I ∈ D got εI = 0.
Recall that we fixed an interval J ∈ A`, ` being even, and x ∈ J . We have then
(wn, hK+m(J))hK+m(J)(x) = (〈wn〉K+−m (J) − 〈wn〉K++m (J)), x ∈ J .
But interval K+−m is by construction a forming interval of wn−`−1, thus by (2.1) the average
over it is 3`+1ω. On the other hand, the average 〈w〉K++m will be some average of ωp and of 3`+1ω
on k − 2 −m other intervals forming wn−`−1 and lying in K to the right of K+−m . Their total
mass is at most 13 |K+−m |. Thus, this second average is fixed small constant smaller than 3`+1ω.
Thus, with positive absolute constant c
(3.3) (w, hK+m(J))hK+m(J)(x) ≥ c13`+1ω .
Hence, if ` is even we will have positive contributions of order 3`+1 from its row row(J). Therefore,
(3.4) x ∈ J, J ∈ A` ⇒ TJwn(x) ≥ ck3`+1ω ,
where one can see that c = 23 −O( 1k ).
Now we need to bookkeep the contribution of TJ˜wn(x) at the same point x ∈ J , where we
need to take into account all special J˜ 6= J . This contribution is formed by intervals J˜ ∈ A`′ , `′
is even, `′ = `− 2, `− 4, . . . , 0. All other contributions are zero (for x in this fixed J).
As an example, consider the tower of intervals J ⊂ K+−m` (J˜`) ⊂ · · · ⊂ K+−m0 (J˜0). Interval
K+−m`′ (J˜`′) is a forming interval of wn−`′−1, `
′ < `, `′ is even. But the contribution will be not
only from this tower, but also from all the intervals lying in the same rows as the intervals in the
tower above.
The contribution to Twn(x), x ∈ J , of the rows assigned to other special intervals is zero.
We need to consider only the contribution of the rows of intervals to which the intervals in the
tower above belong. This contribution will be (by absolute value) at most
k(3`+1−2 + 3`+1−4 + . . . ) ≤ 1
2
k3` ,
and, therefore, the total contribution of those J˜ ’s sums to at most |∑`−2i=0,i even TJ˜iwn(x)| ≤ 12k3`,
x ∈ J , and cannot spoil the number ck3`+1ω from (3.4).
Also w−1n -measure of such a J ∈ A` as above is 1+ε9ε σ3` |J |. Combining this, (3.4), and estimate
of |A`| from (2.7), we get (` is even)∫
A`
(Twn)
2w−1n dx ≥ cω2k232`
1 + ε
9ε
σ
3`
(
1
3
(
1− 1
4k−2
))` 1
4k
.
Or, using that ωσ = p, 4k = 1/ε, we get∫
A`
(Twn)
2w−1n dx ≥ cω k2 p
1 + ε
9ε
((
1− 1
4k−2
))` 1
4k
≥ cω k2 p
((
1− 1
4k−2
))`
.
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Now, ∫ 1
0
(Twn)
2w−1n dx ≥ cω k2 p
4k∑
`=0, ` even
((
1− 1
4k−2
))` ≥ cω k2 p4k .
But 4k ≈ p, k ≈ log p. So we get
(3.5)
∫ 1
0
(Twn)
2w−1n dx ≥ cω p2(log p)2 = c p2(log p)2
∫ 1
0
wndx .
Theorem 3.1. With a finite absolute constant A one has ‖Md : L2(w−1n )→ L2(w−1n )‖ ≤ Ap.
We prove it in Section 5, the proof is the same as in [12], only easier because it is dyadic.
Given Theorem 3.1 and what was done above we can now prove the following theorem, the
analog of the main result of [12], but for the martingale transform instead of the Hilbert transform.
Theorem 3.2. There is a sequence of weights w ∈ Ad1 such that [w]dA1 → ∞, and martingale
transforms T such that ‖T : L1(w)→ L1,∞(w)‖ ≥ c[w]dA1 log[w]dA1 with an absolute positive c.
The proof of Theorem 3.2 is verbatim the same as in [12], the corresponding weights Wn ∈ Ad1
are obtained from wn ∈ Ad2 constructed above by the method of Rubio de Francia. For these
weights one uses the same dyadic martingale transforms as above. We repeat the proof for the
convenience of the reader. The proof also shows how complicated are weights Wn built with the
help of wn from above.
Proof. We think of T as of linear operator with nice kernel acting in all spaces with Lebesgue
measure on I0, in practice T will be, say, a martingale transform with only finitely many εI
non-zero, but the estimates will not depend on how many non-zeros T has.
We always think that T has symmetric or anti-symmetric kernel.
By Tw we understand the operator which acts on test functions as follows:
Twf = T (wf) .
Let w be a weight (for our goals it will be one of wn built above), and α > 0. Let g be a function
from L2(w−1) to be chosen soon, ‖g‖w−1 = 1, and we use Rubio de Francia function
Rg =
∞∑
k=0
(Md)kg
2‖(Md)k‖L2(w−1)
.
Then
(3.6) ‖Rg‖w−1 ≤ 2, g ≤ Rg, [Rg]Ad1 ≤ ‖M
d : L2(w−1)→ L2(w−1)‖ .
Then choosing appropriate g, ‖g‖w−1 = 1, we can write (F = wf) by using (3.6):
α(w{Tw−1F > α})1/2 = α(w{Tf > α})1/2 ≤ 2α
∫
Tf>α
gdx ≤
2α
∫
Tf>α
Rgdx ≤ 2N([Rg]Ad1)
∫
|f |Rgdx ≤ 2N([Rg]Ad1)‖f‖w‖Rg‖w−1 ≤
4N([Rg]Ad1)‖f‖w = 4N([Rg]Ad1)‖F‖w−1 .(3.7)
Here N([Rg]Ad1) denotes the estimate from above of the weak norm T : L
1(Rg)→ L1,∞(Rg).
This weight Rg is the future weight Wn mentioned before the starting of the proof.
Henceforth, one obtains the estimate
(3.8) N([Rg]Ad1) ≥
1
4
‖Tw−1 : L2(w−1)→ L2,∞(w)‖ .
By duality and (anti) symmetry of T , the latter norm is
(3.9) ‖Tw−1 : L2(w−1)→ L2,∞(w)‖ = ‖Tw : L2,1(w)→ L2(w−1)‖ ≥
‖T (χI0w)‖w−1
‖χI0‖w
.
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In the last inequality we used the fact that in the norms of characteristic function in L2,1(w) and
in L2(w) are the same.
Use (3.6) and (3.8), (3.9):
(3.10)
‖T (χI0w)‖w−1
‖χI0‖w
≤ 4N(‖Md‖w−1) .
Now we plug into this inequality (with w = wn) inequality (3.1) and the result of Theorem
3.1. Then we obtain
p log p ≤ CN(p) .
This is what we wanted.

4. Square function
Let J be one of intervals of A`, x ∈ J .
We want to estimate from below (D is the dyadic lattice in [I0 := 0, 1))
S2wn(x) ≥
∑
R∈D:J⊂R
(wn, hR)
2χR(x)
|R| .
Let the interval forming wn−` and containing J be called K. Then J = K+k−1. Consider also
K = K0,K1 = K
++, . . . ,Km, . . . ,Kk−2. J is the right child of Kk−1. In the sum forming
S2w(x), x ∈ J, above we choose only R = K+,K+1 , . . . ,K+m, . . . ,K+k−2.
Then
(wn, hK+m)
2
χK+m(x)
|Km+ |
≥ c(〈wn〉K+−m − 〈wn〉K++m )2, .
But interval K+−m is by construction a forming interval of wn−`−1, thus by (2.1) the average
over it is 3`+1ω. On the other hand, the average 〈w〉K++m will be some average of ωp and of 3`+1ω
on k − 2 −m other intervals forming wn−`−1 and lying in K to the right of K+−m . Their total
mass is at most 13 |K+−m |. Thus, this second average is fixed small constant smaller than 3`+1ω.
Thus, with positive absolute constant c
(4.1) (w, hK+m)
2
χK+m(x)
|Km+ |
≥ c32`ω2 .
Hence,
(4.2) x ∈ J, J ⊂ A` ⇒ S2w(x) ≥ ck32`ω2 .
Also w−1n -measure of such a J as above is
1+ε
9ε
σ
3`
|J |. Combining this, (4.2) and estimate of |A`|
from (2.7) we get ∫
A`
(S2wn)w
−1
n dx ≥ cω2k32`
1 + ε
9ε
σ
3`
(
1
3
(
1− 1
4k−2
))` 1
4k
.
Or, using that ωσ = p, 4k = 1/ε, we get∫
A`
(S2wn)w
−1
n dx ≥ cω k p
1 + ε
9ε
((
1− 1
4k−2
))` 1
4k
≥ cω k p
((
1− 1
4k−2
))`
.
Now, ∫ 1
0
(S2wn)w
−1
n dx ≥ cω k p
4k∑
`=0
((
1− 1
4k−2
))` ≥ cω k p4k, .
But 4k ≈ p, k ≈ log p2. So we get
(4.3)
∫ 1
0
(S2wn)w
−1
n dx ≥ cω p2 log p2 = c p2 log p
∫ 1
0
wndx .
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Recall that the Lorentz space L2,1(µ) is characterized by the following norm:
‖f‖L2,1(µ) :=
∫ ∞
0
(µ{x : |f(x)| > t})1/2dt .
It is smaller than L2(w) of course. Its dual is L2,∞(µ) and the norm of characteristic functions
in L2,1(µ) and in L2(µ) coincide.
Let us denote
n := ‖Sw : L2,1(w)→ L2(w−1)‖,
N := ‖Sw : L2(w)→ L2(w−1)‖ .
Here is a comparison of norms of Md and S in weighted spaces, which seems to be new.
Theorem 4.1. There exists a positive absolute constant c and sequence of weights w in Ad2, such
that [w]dA2 →∞ and at the same time
(4.4) ‖Sw‖L2(w)→L2(w−1) = ‖S‖w−1 ≥ c‖Md‖w−1
√
log ‖Md‖w−1 .
Proof. Let us combine (4.3) and Theorem 3.1. 
Now let us keep in mind Lemma 2.2. Notice that in the right hand side we have (here
I0 := [0, 1)) ∫ 1
0
wndx = ‖χI0‖2wn = ‖χI0‖2L2,1(wn) .
In fact, L2(w) and L2,1(w) norms are equivalent on characteristic functions. Hence, (4.3) demon-
strates the following sharpening of Theorem 4.1:
Theorem 4.2. There exists a positive absolute constant c and sequence of weights w in Ad2, such
that [w]dA2 →∞ and at the same time
(1 ) [w]Ad2
 ‖Md‖2w−1;
(2 ) ‖Sw : L2(w)→ L2(w−1)‖ ≥ c‖Md‖w−1
√
log ‖Md‖w−1;
(3 ) ‖Sw : L2,1(w)→ L2(w−1)‖ ≥ c‖Md‖w−1
√
log ‖Md‖w−1 ;
(4 ) ‖S : L2(w)→ L2(w)‖ ≥ c‖Md‖w
√
log ‖Md‖w.
Proof. The first and the second claims were proved above, we just put w = wn and make
parameter p go to infinity. To see the third claim we just apply Sw, w = wn, to one function
f = 1I0 and use (4.3). We have to observe also that for characteristic functions and any measure
µ, L2(µ)-norm and L2,1(µ)-norm coincide.
The fourth claim is just the second one applied to the inverse w = w−1n . Of course this should
be combined with the trivial remark that
‖Sw : L2(w)→ L2(w−1)‖ = ‖S : L2(w−1)→ L2(w−1)‖ .

This theorem compares the rate norm of the weighted dyadic square function and weighted
dyadic maximal function. We think that it gives the new information on the relative strength of
singularity of these operators.
In terms of the comparison the norm of the weighted dyadic square function with A2 charac-
teristic [w]Ad2
the second claim does not give anything interesting because by (1)
‖Md‖w−1
√
log ‖Md‖w−1 
√
[w]Ad2
log[w]Ad2
,
and because ‖Sw : L2(w)→ L2(w−1)‖ ≤ [w]Ad2 , and this is known to be sharp.
As we will see in Remark 4.3 below ‖Sw : L2,1(w)→ L2(w−1)‖ is typically much smaller than
‖Sw : L2(w) → L2(w−1)‖. So in terms of the comparison the norm ‖Sw : L2,1(w) → L2(w−1)‖
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with A2 characteristic [w]Ad2
the third claim seems to be interesting, as it claims the existence of
the sequence of weights with [w]Ad2
→∞ and such that
‖Sw : L2,1(w)→ L2(w−1)‖ ≥ c
√
[w]Ad2
log[w]Ad2
.
However, Remark 4.3 below also claims that norms ‖Sw : L2,1(w) → L2(w−1)‖ and ‖Sw :
L2(w) → L2(w−1)‖ are equivalent as soon as the first one is >> [w]1/2
Ad2
. This is exactly what
happens in the case of weights w = wn built above and used in the proof of Theorem 4.2.
Remark 4.3. It seems reasonable to think that there exists an absolute constant C such that
n ≤ N ≤ Cn. In fact, inequality n ≤ N is obvious. On the other hand,
n ≥ sup
I∈D
‖SwχI‖w−1/‖χI‖L2,1(w) =
sup
I∈D
‖SwχI‖w−1/‖χI‖w
The latter quantity seems to be at least ≥ 1C ‖Sw‖L2(w)→L2(w−1) = 1CN just by T1 theorem for
dyadic square function operator. In fact, such a T1 theorem for dyadic square function does not
exist. The correct T1 theorem for dyadic square function (see [8]) looks as follows:
(4.5) ‖Sw‖L2(w)→L2(w−1) ≤ C max
{
sup
I∈D
‖SwχI‖w−1/‖χI‖w, [w]1/2A2
}
.
In our situation of w = wn, where wn are the weights built above, the first term under the sign
of maximum is dominating the second term. This in particular means that for wn built above the
following holds:
(4.6) ‖Swn : L2(wn)→ L2(w−1n )‖  ‖Swn : L2,1(wn)→ L2(w−1n )‖ 
√
[wn]Ad2
log[wn]Ad2
.
But we would like to repeat that the meaning of Theorem 4.2 is in comparison of ‖S‖w with
‖M‖w and not with [w]Ad2 .
4.1. A problem with duality. If the square function operator were a linear operator with
symmetric or anti-symmetric kernel, then taking the adjoint, we would conclude from Theorem
4.2 that
(4.7) ‖Sw−1n : L2(w−1n )→ L2,∞(wn)‖ ≥ c
√
[wn]Ad2
log[wn]Ad2
.
Now f → fw−1 is the isometry from L2(w−1) onto L2(w). Thus, (4.7) would become
(4.8) ‖S : L2(wn)→ L2,∞(wn)‖ ≥ c
√
[wn]Ad2
log[wn]Ad2
.
This is precisely the missing estimate from below that would support the sharpness of the result
of Domingo-Salazar–Lacey and Rey, [5].
Unfortunately, we do not know how to make this trick for square function operator. Henceforth,
lines (4.7), (4.8) are not proved. They would complement very nicely the estimate of weak norm
of the square function (from above) in Domingo-Salazar, Lacey, and Rey [5].
4.2. The estimate from above of ‖Sw−1n : L2(w−1n ) → L2,∞(wn)‖ for weights built in the
first sections. Not only (4.7) is not proved. It is, in fact, false for the weights wn built above,
And, thus, an equivalent statement (4.8) is false too. We will show now that for w = wn built
above one has an inequality quite opposite to the one we wish (that is (4.7)). Namely,
(4.9) ‖Sw−1n : L2(w−1n )→ L2,∞(wn)‖ ≤ C
√
[wn]Ad2
.
We will prove a more general estimate now.
So below w = wn, p are those that has been constructed in the previous sections. Consider
operator from L2(w−1)
Sw−1f = {(fw−1, hI)
χI(x)√
I
}I∈D
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as an operator from L2(w−1) to L2,∞(`2(D), w), which we want to estimate from below.
The pre-dual operator S∗w acts from L2,1(`2(D), w) to L2(w−1). We would like to estimate its
norm from below by constructing a vector function
A(x) := {aI(x)}I∈D
such that
(4.10)
∑
I
a2I(x) = χI0 ,
and
‖S∗wA‖2w−1 =
∫
I0
∣∣∣∣∑
I∈D
√
I〈w aI〉IhI(x)
∣∣∣∣2w−1(x)dx ≥ c√[w]Ad2 log[w]Ad2 w(I0) .(4.11)
It is immediate that this inequality will bring (4.7) (and equivalently (4.8)).
4.3. However, (4.11) is impossible.
Remark 4.4. The hope to prove (4.11) is futile. In general, it seems like the approach used in
[12] and also used above to estimate
‖Sw : L2,1(w)→ L2(w−1)‖
from below is not suitable for the estimate from below of ‖Sw−1 : L2(w−1) → L2,∞(w)‖ = ‖S :
L2(w)→ L2,∞(w).
Lemma 4.5. There exists a finite absolute constant C such that for every vector function A such
that (4.10) holds and for every weight w, such that
[w]Ad2
 ‖Md‖2w−1 ,
we have
‖S∗wA‖2w−1 =
∫
I0
∣∣∣∣∑
I∈D
√
I〈w aI〉IhI(x)
∣∣∣∣2w−1(x)dx ≤ c√[w]Ad2 w(I0) .(4.12)
Proof. Let us have the sequence of vector functions An and weights wn ∈ Ad2 such that
‖S∗wAn‖2w−1 =
∫
I0
∣∣∣∣∑
I∈D
√
I〈w aI〉IhI(x)
∣∣∣∣2w−1(x)/(√[wn]Ad2 w(I0))→∞ .(4.13)
If (4.13) were true, then, by virtue of [w]Ad2
 ‖Md‖2w−1 we would have then that for the sequence
of weights
‖Sw−1 : L2(w−1)→ L2,∞(w)‖/
(
‖Md‖w−1
)
→∞ .
But the last display formula contradicts the following Theorem 4.6.

Theorem 4.6. There exists an absolute constant C such that or every weights w, the following
holds
(4.14) ‖Sw−1 : L2(w−1)→ L2,∞(w)‖ = ‖S : L2(w)→ L2,∞(w)‖ ≤ C‖Md‖w−1 .
Remark 4.7. Now it is clear why (4.11) cannot be true. The reason is the combination two
facts proved for weights wn constructed above:
(4.15) 1) [wn]Ad2
 p2 →∞, 2) ‖M‖w−1n  p .
The proof of Theorem 4.6 is well-known. But we prove it here for the convenience of the
reader.
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Proof. Recall that for a function g ∈ L2(w−1)
Rg :=
∞∑
k=0
(Md)kg
2‖(Md)k‖L2(w−1)
.
From (3.7) applied to T = S we have for appropriate function g, ‖g‖w−1 = 1, and any F ∈
L2(w−1)
α(w{Sw−1F > α})1/2 ≤ 4N(S, [Rg]Ad1)‖F‖w−1 ,
where N(S, [Rg]Ad1) denotes the estimate from above of the weak norm S : L
1(Rg)→ L1,∞(Rg).
But it is well-known, see [22], page 39, that
N(S, [W ]Ad1
) ≤ C [W ]Ad1 ,
and from the definition of Rg it follows that
(4.16) [Rg]Ad1
≤ ‖Md : L2(w−1)→ L2(w−1)‖ .
Thus,
α(w{Sw−1F > α})1/2 ≤ C‖Md‖w−1‖F‖w−1 ,(4.17)
which is the claim of Theorem 4.6.

Remark 4.8. It is interesting to compare two facts: one is that for all weights w one has
‖Sw−1 : L2(w−1)→ L2,∞(w)‖ = ‖S : L2(w)→ L2,∞(w)‖ ≤ C‖Md‖w−1 ,
and another fact is that there exists a sequence of weights with ‖Md‖w tending to infinity such
that
‖Sw‖L2,1(w)→L2(w−1) ≥ c‖Md‖w−1
√
log ‖Md‖w−1
The last line is just the paraphrase of Theorem 4.1 if one takes Lemma 4.3 into account.
5. The proof of theorem 3.1
The proof follows directly the steps of [12]. It only is easier because the statement is dyadic.
We put initial numbers ω, σ to be
(5.1) ω = 1, σ = p .
It is well known that for maximal function one has T1 theorem. Hence it is sufficient to check
that with finite absolute constant C
(5.2) ∀J ∈ D(I)
∫
J
Md(wχJ)w
−1dx ≤ Cp2w(J) .
Following [12] define a function (of course we put ω = 1, but it is convenient to keep writing
it):
(5.3) w˜(x) := ω
n∑
`=1
3`−1χsuppwn−`+1\suppwn−` + ω3
nχsuppw0 .
Lemma 5.1. With an absolute constant C, Mdw ≤ Cw˜.
Proof. If x ∈ supp w0 we have (taking into account the normalization in (5.1))
w(x) = w0(3
nω,
σ
3n
;x) ≤ 3
n
√
p
(
(
√
p−
√
p− 1)χI− + (
√
p+
√
p− 1)χI+
)
≤ 2 · 3n .
On the complement of suppw0, w ≤ 3np . So the claim of lemma is obvious for x ∈ suppw0.
If x ∈ suppwn−`+1 \ suppwn−`, ` = 1, 2, . . . , n, then
w(x) ≤ 3
`−1ω
p
,
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and outside of suppwn−`+1, w(x) ≤ 3`−2ωp . If we average w over a dyadic interval J centered
at x ∈ suppwn−`+1 \ suppwn−`, and if this J intersects dyadic intervals forming suppwn−`,
then each of this dyadic interval I is inside J . Then, by Lemma 2.1, for each such I we have
w(I) = 3`|I|. Combining all this together we get
w(J) ≤ 2 · 3`|J | ,
which proves the lemma.

Lemma 5.2. Let I = [0, 1] and I0 = I, I1 = I
++, I2 = I
++
1 , . . . , Ik−1 = I
++
k−2 as in Section 2. Let
w = wn. Then with a finite absolute constant C we have∫
I0
w˜2w−1 dx ≤ Cp2w(I0) .
Proof. Let us consider first m = 0. Denote
Fj = [0, 1] ∩ (suppwn−j \ suppwn−j−1) .
Let Aj be the union of all special intervals (see Section 2) containing in Fj .
On the complement of suppwn−j−1, w(x) ≤ 3jωp . But in the points of this complement, which
are not in Aj , one has w(x) =
3jω
p . Hence, on such points w˜(x) = pw(x). This is convenient,
because together with w(x)w−1(x) = 1, this implies∫
Fj\Aj
w˜2w−1dx = p2
∫
Fj\Aj
w(x)dx = p2w(Fj \Aj) .
On Aj , w
−1(x) = p
3j
1+5ε
9ε . We saw in (2.7) that
|Aj | =
(
1
3
(1− 1
4k−2
)
)j 2
4k
≤ 1
3j
2
4k
.
By definition of w˜ we conclude now∫
∪n−1j=0Aj
w˜2w−1dx ≤ p
n−1∑
j=0
32j
1
32j
2
4k
1 + 5ε
9ε
≤ n p
4kε
.
As n = 4k and p  ε−1, we get by using Lemma 2.1 in the last inequality∫
∪n−1j=0Aj
w˜2w−1dx ≤ n p
4kε
≤ Cp2w(I) .
Therefore,∫
I
w˜2w−1dx ≤
∫
∪n−1j=0 Fj\Aj
w˜2w−1dx+
∫
∪n−1j=0Aj
w˜2w−1dx+
∫
suppw0
w˜2w−1dx ≤
p2
n−1∑
j=0
w(Fj \Aj) + Cp2w(I) +
∫
suppw0
w˜2w−1dx ≤ Cp2w(I) +
∫
suppw0
w˜2w−1dx
On suppw0, w˜(x) = 3
n = w(x), hence the last integral is just at most w(I). Finally we get
(I0 = I = [0, 1])
(5.4)
∫
I0
w˜2w−1dx ≤ Cp2w(I0) = Cp2w(I) .

Lemma 5.3. Let I = [0, 1] and I0 = I, I1 = I
++, I2 = I
++
1 , . . . , Ik−2 = I
++
k−3 as in Section 2. Let
w = wn. Then with a finite absolute constant C we have for m = 1, . . . , k − 2∫
Im
w˜2w−1 dx ≤ Cp2w(Im) .
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Proof. Now we consider the case of Im, I = [0, 1], m = 1, . . . , k−2. Notice that Im\Im+1 consists
of an interval F := I+−m , which is one of the intervals forming wn−1, and of interval G, such that
G belongs to suppwn \ suppwn−1. On such intervals, by the definition (5.3) of w˜, w˜ = ω, and
w = ωp (of course we can remember that ω is normalized in (5.1), but it does not matter in the
calculations below). Thus on G, w˜ = pw.
Hence ∫
Im\Im+1
w˜2w−1dx ≤ p2
∫
G
w2w−1dx+
∫
F
w˜2w−1dx ≤ p2w(I) +
∫
F
w˜2w−1dx .
Notice that we can estimate the last integral by Lemma 5.2. In fact, interval F plays the role
of I, and weight w on F (and so w˜) is constructed exactly as w = wn on I, only it starts not
with ω but with 3ω and takes n−1 steps to be constructed. By scale invariance, we get by using
Lemma 5.2 ∫
F
w˜2w−1dx ≤ Cp2w(F ) ≤ Cp2w(I) .
Together two last display inequalities give
(5.5)
∫
Im\Im+1
w˜2w−1dx ≤ (C + 1)p2w(Im \ Im+1) .
We can write now (m = 1, . . . , k − 2) using (5.5):∫
Im
w˜2w−1dx =
k−2∑
j=m
∫
Ij\Ij+1
w˜2w−1dx+
∫
Ik−1
w˜2w−1dx ≤ (C + 1)p2w(Im) +
∫
Ik−1
w˜2w−1dx .
But on Ik−1 we have w˜ = ω (see (5.3)) and so
(5.6)
∫
Ik−1
w˜2w−1dx ≤ Cω2 (1 + 5ε)p
9εω
|Ik−1| ≤ Cω|Ik−1|p2 .
On the other hand, as m ≤ k − 2, we have by virtue of Lemma 2.1
(5.7) w(Im) ≥ ω|Im| ≥ ω|Ik−1| .
Combining (5.6) and (5.7) we get (for m ≤ k − 2)∫
Ik−1
w˜2w−1dx ≤ Cp2w(Im) .
We finally get that for m = 1, . . . , k − 2 the following holds
(5.8)
∫
Im
w˜2w−1dx ≤ Cp2w(Im) .

In the next lemma we stop working with w˜.
Lemma 5.4. Let I = [0, 1] and I0 = I, I1 = I
++
0 , . . . , Ik−1 = I
++
k−2 as in Section 2. Let w = wn.
Then with a finite absolute constant C we have∫
Ik−1
(Md(χIk−1w))
2w−1 dx ≤ Cp2w(Ik−1) .
Proof. Clearly, by construction of w, we have
Md(χIk−1w) ≤
ω
p
.
Hence, ∫
Ik−1
(Md(χIk−1w))
2w−1 dx ≤ ω
2
p2
(1 + 5ε)p
9εω
|Ik−1| ≤ Cω|Ik−1| .
On the other hand,
w(Ik−1) ≥ 1
2
ω
p
|Ik−1| .
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Therefore, ∫
Ik−1
(Md(χIk−1w))
2w−1 dx ≤ Cpw(Ik−1) .

Lemma 5.5. Let I = [0, 1] and I0 = I, I1 = I
++
0 , . . . , Ik−1 = I
++
k−2 as in Section 2. Let J be the
dyadic father of Ik−1, and w = wn. Then with a finite absolute constant C we have∫
J
(Md(χJw))
2w−1 dx ≤ Cp2w(J) .
Proof. Interval J consists of J− and J+ = Ik−1. We have by Lemma 2.1 and by w ≤ ωp on Ik−1
(see (2.1)):
x ∈ J+ = Ik−1 ⇒Md(χJw) ≤ ω .
And we also know by Lemma 2.1 that w(J) ≥ w(J−) = 12ω|J |. So∫
J+
(Md(χJw))
2w−1dx ≤ ω2 (1 + 5ε)p
9εω
|J | ≤ Cp2w(J) .
Now notice that we can estimate the integral
∫
J−(M
d(wχJ))
2w−1dx by Lemma 5.2. In fact,
interval J− plays the role of I, and weight w on J− (and so w˜) is constructed exactly as w = wn
on I, only it starts not with ω but with 3ω and takes n − 1 steps to be constructed. By scale
invariance, we get by using Lemma 5.2∫
J−
w˜2w−1dx ≤ Cp2w(J−) ≤ Cp2w(J) .
Combining two last display inequalities we get the lemma’s claim.

Now we combine the lemmas of this Section with the fact that for x ∈ suppwn−`+1\suppwn−`,
w(x) ≤ ω 3`−1p to see that we obtained the following theorem.
Theorem 5.6. Let I = [0, 1], w = wn. Let J be any dyadic subinterval of I such that it is not
contained in any dyadic interval forming suppwn−1. There exists a finite absolute constant C
such that
(5.9)
∫
J
(Md(χJw))
2w−1dx ≤ Cp2w(J) .
Now we just notice that if interval J is inside or equal to one of the intervals forming suppwn−1,
say K, then we can just notice that K plays the role of I = [0, 1] and wn−1 is just the same
type of weight as wn, only starting with 3ω instead of ω, but the value of ω was immaterial in
the above considerations.. Therefore, we can extend the claim (5.9) of Theorem 5.6 to dyadic
intervals that are not contained in any dyadic interval forming suppwn−2. The constant C is
exactly the same. We can continue to reason this way, and we obtain (5.2).
6. Direct square function operator on characteristic functions
The reader can see that we always tried to approach the estimate of weighted square function
operator norm via going to adjoint operator and estimating the adjoint operator on characteristic
functions. A natural question arises why not to try to prove the estimate (4.7) by applying Sw−1
to characteristic functions directly?
The answer is that to prove (4.7) by this method would be impossible. This is because of
Theorem 6.1.
(6.1) ‖Sw−1χI‖L2,∞(w) ≤ C
√
[w]Ad2
‖χI‖w−1 , ∀I ∈ D .
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The proof takes the rest of this section. We introduce the following function of 3 real variables
(6.2) BQ(u, v, λ) := sup
1
|J |w
x ∈ J : ∑
I∈D(J)
|∆Iw−1|2χI(x) > λ
 ,
where the supremum is taken over all w ∈ A2, [w]A2 ≤ Q, such that
〈w〉J = u, 〈w−1〉J = v .
Notice that by scaling argument our function does not depend on J but depends on Q = [w]A2 .
For brevity we can skip Q: B := BQ.
Remark 6.2. Ideally we want to find the formula for this function. Notice that this is similar
to solving a problem of “isoperimetric” type, where the solution of certain non-linear PDE is a
common tool, see e. g. [1], [7], [10], [6].
6.0.1. Properties of B and the main inequality. Notice several properties of B:
• B is defined in Ω := {(u, v, λ) : 1 ≤ uv ≤ Q, u > 0, v > 0, 0 ≤ λ <∞}.
• If P = (u, v, λ), P+ = (u+, v+, λ+), P− = (u−, v−, λ−) belong to Ω, and u = 12(u+ + u−),
v = 12(v+ +v−), λ = min(λ+, λ−),, then the main inequality holds with constant c = 1:
B
(
u, v, λ+ c(v+ − v−)2
)− B(P+) +B(P−)
2
≥ 0.
• B is decreasing in λ.
• Homogeneity: B(ut, v/t, λ/t2) = tB(u, v, λ), t > 0.
• Obstacle condition: for all points (u, v, λ) such that 10 ≤ uv ≤ Q, λ ≥ 0, if λ ≤ δ v2 for
a positive absolute constant δ, one has B(u, v, λ) = u.
• The boundary condition B(u, v, λ) = 0 if uv = 1.
All these properties are very simple consequences of the definition of B. However, let us explain
a bit the second and the fifth bullet. The second bullet is the consequence of the scale invariance
of B. We consider data P+ and find weight w+ that almost supremizes B(P+). By definition of
B, we have it on J . But by scale invariance we can think that w+ lives on J+. Then we consider
data P− and find weight w− that almost supremizes B(P−). Again we are supposed to have it
on J . But by scale invariance we can think that w− lives on J−. The next step is to consider
the concatenation of w+ and w−:
wc :=
{
w+, on J+
w−, on J− .
Clearly this new weight is a competitor for giving the supremum for date P on J . But it is only
a competitor, the real supremum in (6.2) is bigger. This implies the second bullet above (the
main inequality).
Now let us explain the fifth bullet above, we call it the obstacle condition. Let us consider a
special weight ws in J : it is one constant on J− and just another constant on J+. Moreover,
we wish to have 〈w−1s 〉J+ = 4〈w−1s 〉J− . Notice that then b〈w−1s 〉J ≤ |∆Jw−1s | with some positive
absolute constant b.
Now it is obvious that if λ ≤ δ2〈w−1s 〉2J then {x ∈ J : S2w−1s (χJ) ≥ λ} = J and so
1
|J |ws{x ∈ J :
S2
w−1s
(χJ) ≥ λ} = 〈ws〉J . Notice now that ws is just one admissible weight, and that we have to
take supremum over all such admissible weights.
We get the fifth bullet above (=the obstacle condition): B(u, v, λ) = u for those points (u, v, λ)
in the domain of definition of B, where the corresponding ws with 〈ws〉 = u, 〈w−1s 〉J = v exists.
It is obvious that for all sufficiently large Q and for any pair (u, v) such that 10 ≤ uv ≤ Q one
can construct a just “two-valued” ws as above with [ws]A2 ≤ Q (we recall that we deal only with
dyadic A2 weights).
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Notice that the main inequality above transforms into a partial differential inequality if
considered infinitesimally (and if we tacitly assume that B is smooth):
(6.3) − 1
2
d2u,vB + c
∂B
∂λ
(dv)2 ≥ 0 .
We get it with c = 1 for the function B defined above (if B happens to be smooth).
We are not going to find B defined in (6.2), but instead we will construct smooth B that
satisfies all the properties above (and of course (6.3)) except for the boundary condition (the
last bullet above). It will satisfy even a slightly stronger properties, for example, the obstacle
condition (the fifth bullet) will be satisfied with 1 instead of 10:
(6.4)
∀(u, v, λ) such that 1 ≤ uv ≤ Q, λ ≥ 0,
if λ ≤ δ v2 for some δ > 0, then B(u, v, λ) = u .
Here a will be some positive absolute constant (it will not depend on Q).
Using our usual telescopic sums consideration it will be very easy to prove the following
Theorem 6.3. Suppose we have a smooth function B satisfying all the conditions above except
the boundary condition, but satisfying the obstacle condition in the form (6.4). We also allow c
to be a small positive constant (say, c = 18). And suppose it also satisfies
(6.5) B(u, v, λ) ≤ AQv
λ
.
Then (6.1) will be proved.
Proof. It is a stopping time reasoning. It is enough to think that w is constant on some very
small dyadic intervals and to prove the estimate on Cw,T uniformly. Then we start with any such
w, [w]A2 ≤ Q, and we use the main inequality with u = 〈w〉J , v = 〈w−1〉J , u± = 〈w〉J± , v± =
〈w−1〉J± ,
λ− c(〈w−1〉J+ − 〈w−1〉J−)2 =: λJ±
to obtain
(6.6)
|J+|B(〈w〉J+ , 〈w−1〉J+ , λJ+) + |J−|B(〈w〉J− , 〈w−1〉J− , λJ−) ≤
B(〈w〉J , 〈w−1〉J , λ)|J | ≤ AQ〈w
−1〉J
λ
|J |
We continue to use the main inequality (because J± are not at all different from J) and finally
after large but finite number of steps, on certain collection I of small intervals I = J±±···± we
come to the situation that
(6.7) λJ±±···± < c(〈w−1〉J±±···+ − 〈w−1〉J±±···−)2 .
Collection I may be empty of course, but we know that I ∈ I if on I the following holds for
x ∈ I:
c
∑
L∈D(J),I⊂L
|∆Iw−1|2χL(x) > λ .
Let us combine (6.7) with an obvious inequality
c(〈w−1〉J±±···+ − 〈w−1〉J±±···−)2 ≤ δ〈w−1〉2J±±··· .
At this moment we use the property 5 of B called obstacle condition. On intervals I ∈ I the
obstacle condition will provide us with B(〈w〉I , 〈w−1〉I , λI) = 〈w〉I . So on a certain large finite
step N we get from the iteration of (6.6) N times the following estimate∑
I∈DN (J):I∈I
|I|〈w〉I ≤ AQ〈w
−1〉J
λ
|J | .
Therefore, we proved
1
|J |w{x ∈ J :
∑
I∈D(J)
|∆Iw−1|2χI(x) > λ} ≤ AQ〈w
−1〉J
λ
,
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which is (6.1).

6.0.2. Formula for the function B. Monge–Ampe`re equation with a drift. Here is the formula for
B that satisfies all the properties in 6.0.1 (except for the last one, the boundary condition):
(6.8)
B(u, v, λ) = 1√
λ
Θ(u
√
λ,
v√
λ
) ,
where Θ(γ, τ) := min
(
γ,Qe−τ
2/2
∫ τ
0
es
2/2ds
)
.
Notice that the fact that B has the form B(u, v, λ) = 1√
λ
Θ(u
√
λ, v√
λ
) is trivial, this follows
from property 4 called homogeneity.
Notice also that function Θ is given in the domain enclosed by two hyperbolas
H := {(γ, τ) > 0 : 1 ≤ γτ ≤ Q} .
All properties listed at the beginning of Section 6.0.1 (except for the sixth bullet, which is
boundary condition, but we do not use it anywhere) follow by direct computation. In the next
section we explain how to get this formula.
6.0.3. Explanation of how to find such a function Θ. The main inequality (with c = 18) in terms
of Θ becomes a “drift concavity condition”:
(6.9)
1√
1 + (∆τ)
2
8
Θ
(√
1 +
(∆τ)2
8
γ− + γ+
2
,
1√
1 + (∆τ)
2
8
τ− + τ+
2
)
≥
Θ(γ−, τ−) + Θ(γ+, τ+)
2
,
where (γ−, τ−), (γ+, τ+) ∈ H, 0 < τ− < τ+,∆τ := τ+ − τ−.
Assuming that Θ is smooth (we will find a smooth function), the infinitesimal version appears,
it is a sort of Monge–Ampe`re relationship with a drift. Namely, the following matrix relationship
must hold
(6.10)
[
Θγγ , Θγτ
Θγτ , Θττ + Θ + τΘτ − γΘγ
]
≤ 0 .
A direct calculation shows that this property is equivalent to the following one. On any curve
γ = φ(τ) lying in the domain H
(6.11)
and such that φ′′ + τφ′ + φ = 0
we have (Θ(φ(τ), τ))′′ + τ(Θ(φ(τ), τ))′ + Θ(φ(τ), τ) ≤ 0 .
This hints at a possibility to have a change of variables (γ, τ) → (Γ, T ) such that condition
(6.10) transforms to a simple concavity. To some extent this is what happens. Namely, notice
the following simple
Lemma 6.4. Consider the following change of variable: T =
∫ τ
0 e
s2/2ds. Then φ′′(τ) + τφ′(τ) +
φ(τ) ≤ 0 if and only if (eτ2/2φ(τ))TT ≤ 0 and φ′′(τ) + τφ′(τ) + φ(τ) = 0 if and only if
(eτ
2/2φ(τ))TT = 0.
Proof. The proof is a direct differentiation. 
This Lemma hints that the right change of variable should look like
(6.12)
{
Γ := γeτ
2/2,
T =
∫ τ
0 e
s2/2ds , (γ, τ) ∈ R1+ × R1+
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then in the new coordinates the family of curves γ = φ(τ) such that φ′′ + τφ′ + φ = 0 becomes
a family of all straight lines Γ = CT + D. (Notice that both families depend on two arbitrary
constants.)
Denote
O := {(Γ, T ) : (γ, τ) ∈ G}.
The condition (Θ(φ(τ), τ))′′ + τ(Θ(φ(τ), τ))′ + Θ(φ(τ), τ) ≤ 0 on any of these curves becomes
(6.13)
(
eτ
2/2Θ(φ(τ), τ)
)
TT
≤ 0 , Γ = CT +D , (γ, τ) ∈ G .
which is the concavity of eτ
2/2Θ(γ, τ) in a new coordinate T along the line Γ = CT +D. Let us
rewrite two functions in the new coordinates:
Φ(Γ, T ) := Θ(γ, τ) , U(T ) := eτ
2/2 .
Then (6.13) transforms into
(6.14) ∀C,D ∈ R , (U(T )Φ(CT +D,T )))TT ≤ 0 , (Γ, T ) ∈ O .
This is just a concavity of U(T )Φ(Γ, T ) on O of course. Notice that neither H nor O are convex,
so we should understand (6.14) as a local concavity in O: just the negativity of its second
differential form
d2Γ,T (U(T )Φ(Γ, T ) ≤ 0 , (Γ, T ) ∈ O .
So we reduce the question to finding a concave function in new coordinates. Now we choose a
simplest possible concave function:
U(T )Φ(Γ, T ) := min(Γ,KT ) ,
where the constant K = K(Q) will be chosen momentarily.
If we write down now Θ(γ, τ) = Φ(Γ, T ) in the old coordinates, we get exactly function Θ from
(6.8) (we need to define constant K yet), namely,
(6.15) Θ(γ, τ) := min
(
γ,Ke−τ
2/2
∫ τ
0
es
2/2ds
)
.
Recall that now we can consider
(6.16) B(u, v, λ) =
1√
λ
Θ(u
√
λ,
v√
λ
)
and we are going to apply Theorem 6.3 to it. But we need to choose K to satisfy all the conditions
(except the last one) at the beginning of Section 6.0.1.
First of all it is now very easy to understand why the form of the domain H = {1 ≤ γτ ≤ Q}
plays the role. In fact, by choosing
K = AQ
with some absolute constant A, we guarantee that in this domain our function Θ satisfies the
obstacle condition
(6.17) Θ(γ, τ) = γ as soon as τ ≥ a0 > 0 ,
where a0 is an absolute positive constant. In fact, for all sufficiently small τ , e
−τ2/2 ∫ τ
0 e
s2/2ds  τ ,
and therefore, for all sufficiently small τ (smaller than a certain absolute constant)
Θ(γ, τ) := min (γ,Kτ) .
The fifth condition at the beginning of Section 6.0.1 (the obstacle condition) requires then that
min (γ,Kτ) = γ if τ ≥ a0 > 0. But on the upper hyperbola then γ = Q/a0 for τ = a0. We see
that the smallest possible K we can choose to satisfy the obstacle condition is K  Q.
Secondly, function Θ satisfies the infinitesimal condition (6.10) by construction. But we need
to check that the main inequality (6.9) is satisfied as well.
This can be done by the following lemma.
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Lemma 6.5. Inequality (6.9) for function Θ built above holds if and only if the following in-
equality is satisfied for φ(τ) := e−τ2/2
∫ τ
0 e
s2/2ds:
(6.18)
1√
1 + (∆τ)
2
100
φ
(
τ1 + τ2
2
√
1 + (∆τ)
2
100
)
≥
φ(τ1) + φ(τ2)
2
, ∀ 0 < τ1 ≤ τ2 ≤ τ0 ,
with some absolute positive small constant τ0.
Proof. Lemma is easy, because we can immediately see that the main inequality (6.9) commutes
with the operation of minimum. 
As soon as (6.18) is checked, inequality (6.1) and Theorem 6.1 are proved. There are many
ways to prove (6.18), we choose the proof that imitates (with some changes) the proof of Barthe
and Maurey of the similar statement, see [2].
Proof. Consider the new function
U(p, q) :=
1
q
φ(
p
q
) ,
given in the domain {(p, q) : p ≥ 0, 0 ≤ pq ≤ τ0}. Here τ0 is a small positive number, say
τ0 = 0.001. Then (6.18) follows from
(6.19) U(p, q) ≥ 1
2
U(p+ a,
√
q2 − a
2
100
) +
1
2
U(p− a,
√
q2 − a
2
100
) .
Notice that
(6.20) a ≤ p ≤ 1
1000
q,
and so
(6.21)
√
q2 − a
2
50
/
√
q2 − a
2
100
≤ 0.9 .
Notice also that infinitesimally (6.18) and (6.19) are satisfied, this is very easy to see because φ
is strictly concave on small interval [0, τ0].
Without loss of generality assume a ≥ 0. Consider the process
Xt = U(p+Bt,
√
q2 − t
50
), 0 ≤ t ≤ q2/4.
Here Bt is the standard Brownian motion starting at zero. The infinitesimal version of (6.19)
shows that
1
2
Upp − 1
100
Uq
q
≤ 0 .
It follows from Ito’s formula together with the last observation that Xt is a supermartingale. Let
τ be the stopping time
τ =
q
2
∧ inf{t ≥ 0 : Bt /∈ (−a, a)}.
It follows from the fact that Xt is a supermartingale that
U(p, q) = X0 ≥ EXτ = EU(p+Bτ ,
√
q2 + τ/50) =
P (Bτ = −a)E(U(p− a,
√
q2 − τ/50)|Bτ = −a) + P (Bτ = a)E(U(p+ a,
√
q2 + τ/50)|Bτ = a)+
P (|Bτ | < a, τ = q)E(U(p+ a,
√
q2 + τ/50)|Bτ = a) .
Notice that the last probability is very small. In fact,
1
4
q2P (|Bτ | ≤ a, τ ≥ q
2
) ≤ Eτ ≤ E|Bτ |2 ≤ a2 ≤ 1
1000
q2 .
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Also clearly P (Bτ = −a) = P (Bτ = −a), and by the last observation this probabilities are at
least 12.2 . So we obtained
U(p, q) ≥
1
2.2
(
E(U(p− a,
√
q2 − τ/50)|Bτ = −a) + E(U(p+ a,
√
q2 − τ/50)|Bτ = a)
)
≥
1
2.2
(
U
(
p− a,
√
q2 − E(τ/50|Bτ = −a)
)
+ U
(
p+ a,
√
q2 − E(τ/50|Bτ = a)
))
=
1
2.2
(
U
(
p− a,
√
q2 − a2/50
)
+ U
(
p+ a,
√
q2 − a2/50
))
.
Notice that we have used E(τ |Bτ = a) = E(τ |Bτ = −a) = a2, and the fact that the map
t 7→ U(p,√t), t ∈ [q2/4, q2], is convex together with Jensen’s inequality. The convexity follows
from the fact that
t→ 1√
t
φ(
p√
t
)
is convex if t ∈ [q2/4, q2]. This is easy to check by direct calculation, putting x = p√
t
we get[
1√
t
φ(
p√
t
)
]′′
tt
=
3
4
1
t5/2
[(1− 2x2 − x2(1− x2))φ(x) + 2x− x3] > 0,
if x = p√
t
≤ 2pq ≤ 2τ0 is sufficiently small.
Now we use (6.21) to conclude that
U(p, q) ≥ 1
2.2
(
U
(
p− a,
√
q2 − a2/50
)
+ U
(
p+ a,
√
q2 − a2/50
))
≥
1.1
1
2.2
(
U
(
p− a,
√
q2 − a2/100
)
+ U
(
p+ a,
√
q2 − a2/100
))
,
where we obtained the last inequality by denoting x2 =
p±a√
q2−a2
50
, x1 =
p±a√
q2− a2
100
, and noticing
that
φ(x2)/φ(x1) ≥ 1 ≥ 0.99 ≥ 1.1× 0.9 ≥ 1.1x1/x2 = 1.1
√
q2 − a
2
50
/
√
q2 − a
2
100
.
Here we use (6.20) again.

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