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Quantum computers are the ideal platform for quantum simulations. Given enough coherent
operations and qubits, such machines can be leveraged to simulate strongly correlated materials,
where intricate quantum effects give rise to counter-intuitive macroscopic phenomena such as high-
temperature superconductivity. In this paper, we provide a gate decomposition and an architec-
ture for a quantum simulator used to simulate the Fermi-Hubbard model in a hybrid variational
quantum-classical algorithm. We propose a simple planar implementation-independent layout of
qubits that can also be used to simulate more general fermionic systems. By working through a
concrete application, we show the gate decomposition used to simulate the Hamiltonian of a cluster
of the Fermi-Hubbard model. We briefly analyze the Trotter-Suzuki errors and estimate the scaling
properties of the algorithm for more complex applications.
I. INTRODUCTION
Simulating quantum phenomena with classical com-
puters is often hard. This observation originated the
idea of universal quantum simulators, or quantum com-
puters [1]. Since then, technology has advanced to the
point where small collections of interacting quantum bits
(qubits) can be fabricated, characterized and controlled
to find the ground state energy of simple molecules [2]
in quantum chemistry. Scaling to a few tens or hundreds
of highly coherent qubits will open new ways to study
classes of important but classically intractable problems.
The prototypical non-integrable system where long-range
entanglement and short-range fluctuations makes classi-
cal simulation prohibitive is the two-dimensional Fermi-
Hubbard model, where electrons can hop on a bipartite
lattice with local Coulomb interaction [3]. The Fermi-
Hubbard model can be used to explain phenomena aris-
ing in Mott insulators and cuprate superconductors [4].
As in the simulation of quantum chemistry [2, 5–7],
the simulation of strongly correlated materials can also
be improved by hybrid quantum-classical solver [8–13]
even if the number of interacting particles is in principle
macroscopic.
To study phase transitions occuring in condensed mat-
ter systems, single-particle correlation functions contain-
ing the information of the dynamics of the excited states
have to be computed. Correlated lattices can be approxi-
mated in variational algorithms by constraining the space
of possible self-energies to that of a lattice of finite clus-
ters [14]. The solutions can be refined systematically by
increasing the size of the clusters, however the classical
memory required to represent state vectors in the clusters
Hilbert space increases exponentially with the number of
simulated electronic orbitals in a cluster. We showed in
earlier work [15] how to extend the range of applicabil-
ity of variational classical cluster methods by leverag-
ing small quantum computers. The quantum algorithm
uses black-box time evolutions[16] without making any
assumptions on the architecture of the underlying quan-
tum computer. This paper is meant to extend the quan-
tum algorithm and to present a natural architecture and
gate decomposition as an example to a general-purpose
quantum simulator for dynamical cluster methods. Such
a device could significantly improve our capabilities to
investigate and simulate the macroscopic properties of
correlated systems of electrons.
Here we present four main results. First, a practi-
cal physical layout of the simulator can be made with
two parallel chains of qubits with nearest-neighbor inter-
actions and a control/probe qubit connected to all ele-
ments of the chains. The layout is fabrication-friendly as
it has no crossing interaction lines, yet it can simulate
Gibbs states of a lattice of arbitrary dimensionality. Sec-
ond, there is a limited number of three-qubit gates that
need to be tuned and benchmarked prior to a simula-
tion, these gates are called “conditional imaginary swap”
(c−±iSWAP or iFredkin) with positive and negative va-
rieties. Third, the toughest terms of a cluster Hamilto-
nian can be decomposed in a number of gates which is
subquadratic in the size of the cluster. Finally, a nu-
merical example is used to show that the Trotter-Suzuki
approximations can reach arbitrary precision when non-
commuting terms in the cluster Hamiltonian are propa-
gated in time.
Specifically, the paper is structured in the following
way. In section II, the Fermi-Hubbard is briefly intro-
duced. In subsection IIA, the core elements of the quan-
tum solver are reviewed and an architecture is proprosed
for a quantum simulator. In section III the gate de-
composition of the time evolution of the cluster is given
through the example of a 2 × 2 Fermi-Hubbard cluster.
The Jordan-Wigner transformation used is shown in sub-
section IIIA and subsection IIC introduces the notation
used in the procedure to measure the correlation function
and more notation concerning the mapping of qubits to
spin orbitals. The explicit gate decomposition of impor-
tant terms of the Fermi-Hubbard model are given in sub-
section III B. A short analysis of Trotter-Suzuki errors is
done in subsection III C. Finally, the scaling properties of
the quantum ressources involved in scaling the algorithm
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2are analysed in section IV.
II. SOLVING THE FERMI-HUBBARD MODEL
ON A QUANTUM COMPUTER
The model describes a simple electronic band in a pe-
riodic square lattice where electrons are free to hop be-
tween orbitals (or sites) with kinetic energy t and interact
via a simple two-body Coulomb term U . The standard
form of the Fermi-Hubbard Hamiltonian is given by
H = −t
∑
〈i,j〉,σ
c†iσcjσ + U
∑
i
ni↑ni↓ − µ
∑
i,σ
niσ, (1)
where µ is the chemical potential that controls the occu-
pation of the band. The ciσ(c
†
iσ) are the fermionic anni-
hilation (creation) operators and the number operators
are niσ = c
†
iσciσ. Note that in the rest of this document,
units are chosen such that ~ = 1 and kB = 1. The hop-
ping energy t = 1 is assumed to be the reference energy
and inverse time unit. The model is analytically solvable
in the tight-binding limit Ut → 0 and the atomic limit
t
U → 0. For a finite Ut , there is competition from differ-
ent orders (antiferromagnetism, superconductivity) and
no general solution is known for more than one dimen-
sion [17]. Many numerical methods have been developped
to compute the thermodynamic properties of the Fermi-
Hubbard model [18, 19]. Dynamical mean field methods,
unified under the broader self-energy functional theory,
can asymptotically approach solutions of the model by
simulating the dynamics of increasingly larger clusters
that contain the information of the quantum fluctuations
of the system. However, simulating those clusters on a
classical computer is a task that requires an exponential
amount of computing ressources as the cluster size is in-
creased. A general introduction to the classical cluster
methods and self-energy functional theory can be found
in [14, 20]. In [15], we showed how the important infor-
mation of the clusters could be extracted from a quantum
computer. In the next part, we explain how an architec-
ture can be chosen for a quantum simulator such that the
time evolution of any cluster Hamiltonian becomes very
natural.
A. The layout of qubits
We introduced an hybrid quantum-classical solver in
[15] to show how some parts of quantum cluster methods
can be improved by executing them on universal quan-
tum computers. We refer the readers to our previous
work for discussion and details of the various parame-
ters. In the present paper we show that there is a simple
physical layout of qubits which implements naturally the
quantum circuit of figure 1(a). The circuit is used to
prepare a Gibbs state of a cluster of the Fermi-Hubbard
model in register S and output the single-particle corre-
lation functions in register P (the operator O (τ) is de-
tailed in section IIC). In principle the same type of cir-
cuit can simulate many other physical models, the Fermi-
Hubbard model is used as an example that encapsulates
the essence of strongly correlated systems. Since each
register performs a definite task in the algorithm, the
qubit layout can also be divided into modules. A subtle
but important difference to [15] consists in controlling the
bath (B) + system (S) registers through qubit P . This
significantly reduces the number of elements that have to
be controlled on the quantum simulator chip. Since the
extraction of the correlation functions is done by mea-
suring the probability of M = 1 and given that S is in
general in a mixed state, there is no clear advantage to
using more than one qubit in register P . It can there-
fore be used to mediate the operations between register
R and S+B in the Gibbs state preparation protocol (see
figure 1(b)). The suggested physical layout of qubits is
shown in figure 2, the qubits of R and S +B are aligned
as parallel chains with nearest-neighbor interactions and
all conditional operations from R are mediated through
qubit P . An important feature of the proposed physi-
cal layout is the absence of overlapping interaction lines.
Compared to a general purpose quantum computer, a
dedicated quantum circuit has a much smaller set of gates
that have to be tuned and benchmarked to solve a class of
problems. Register R needs only to support single qubits
Hadamard gates and the operations required for an in-
verse quantum Fourier transform (QFT†), only q qubits
are measured to determine the effective temperature β of
the Gibbs state prepared (depending on the output s∗,
see [21] for details). The operations between P and B
can all be reduced to controlled single qubits phase rota-
tions as the bath is assumed to consists of independent
spins. The operations between P and S require a more
detailed analysis.
First, a one dimensional chain of qubits with local con-
trols and nearest neighbor exchange interaction is suf-
ficient to implement the simulation of a higher dimen-
sional cluster of a correlated electrons system. The ex-
change interaction can be used to generate the iSWAP
gate which can be used to implement any Pauli string
arising from the Jordan-Wigner form of given fermionic
cluster Hamiltonians [22]. Two dimensional clusters of
the Fermi-Hubbard model can be simulated efficiently
with a number of gates which scales sub-quadratically
with the number of orbitals. Finally, using a Trotter-
Suzuki decomposition, the time evolution can be imple-
mented accurately and with a better scaling than typical
“hard” molecules [23].
B. Jordan-Wigner transformation
Qubits in quantum computer are distinguishable ob-
jects, while electrons are not. In order to map the
fermionic creation and annihilation operators of the
3(a)
R • R × ×
P × ≡ P × • ×
Q U Q U
(b)
Figure 1. In (a), the circuit used to simulate the time-
dependent correlation function of the cluster Hamiltonian (14)
is shown. The first part meant to generate a Gibbs state is
taken from [21]. Register R is used in the modified phase es-
timation scheme to prepare a rectangular state between the
bath and the system contained in register Q. When the bath
is traced out the system channel is left in a Gibbs state from
which the different correlation functions can be read from the
one-qubit register P . The size of register Q depends on the
number of orbitals in the simulated cluster (typically n = 2Lc)
and the bath size (which should be some constant factor larger
than the system register). Register R is used as a digital
component and q should therefore be the size required for the
desired floating point accuracy on reading s∗. Note that the
numbers in the controlled gates of register R denote the index
of the qubit which is acting as the control. Figure (b) shows
how the interaction through register P is done. In total, 2q
SWAP gates are required. Alternatively, only one swap per
step can be used if the initial Hadamard gates from figure
1(a) are done directly on P .
Hamiltonian to the computational basis, a Jordan-
Wigner transformation [24] can be used. If there are
n = 2Lc electrons, then the Jordan-Wigner transformed
creation operators are given by
c†i↑ = I⊗2(Lc−i)+1 ⊗ σ+ ⊗ σ⊗2(i−1)z
c†i↓ = I⊗2(Lc−i) ⊗ σ+ ⊗ σ⊗2i−1z
. (2)
This ensures that the fermionic anticommuation relation{
ciσ, c
†
jσ′
}
= δijδσσ′ and {ciσ, cjσ′} =
{
c†iσ, c
†
jσ′
}
= 0
are enforced. In this notation,
Figure 2. Proposed layout of physical qubits with no crossing
interaction line. Boxes represent physical qubits in different
labelled registers. Arbitrary single qubit gates are assumed
to be implementable on every qubit. Solid lines are tunable
exchange interactions (σx ⊗ σx + σy ⊗ σy). Early numeri-
cal work also suggests using tunable dispersive interactions
(σz ⊗ σz) for the S −P and B −P connections to implement
the required conditional two-qubit gates more efficiently. The
interactions between the qubits in registers S (or B) and the
qubit in P are used to implement conditional ±iSWAPs and
controlled single-qubit gates. The interactions between the
qubits in register R and the one in register P are only used to
implement SWAP gates. The interactions between the qubits
in R are used to implement QFT† on this register. Dashed
lines are linked to qubits that are measured in the computa-
tional basis at the end of the protocol. There are only a very
limited number of gates to benchmark and tune. The size the
register R depends on the desired precision and accuracy of
the Gibbs state preparation (floating point accuracy should
roughly correspond to the quantum supremacy crossover for
this register). The size of register S should be at least as
large as the number of spin orbitals in the simulated cluster
Hamiltonian and the size of register B is equal to the size of
register S such that it can absorb the excess entropy of the
Gibbs state preparation.
σ⊗k ≡

1 k = 0
σ k = 1
σ ⊗ σ⊗k−1 k > 1
, (3)
also σ+ =
(σx+iσy)
2 , σ− = σ
†
+ and σz = 2σn − I, where
σn ≡ σ+σ−. The relations σ+σz = σ+ = −σzσ+ and
σzσ− = σ− = −σ−σz can also be used. In this scheme,
each spin orbital i ↑ is followed in tensored space by the
spin orbital i ↓. This ordering is convenient to simplify
the interaction terms of Fermi-Hubbard clusters as the
4Figure 3. Circuit to measure the correlation function Cµν (τ)
from an input Gibbs state as explained in Ref. [15]. Register
S initially contains a given Gibbs state at inverse temperature
β and register P is a single qubit initialized in the zero state.
P is put in a state superposition by applying a Hadamard gate
H and then used to apply the controlled evolution sequence
Oµν (τ) ≡ U†S (τ)σνUS (τ)σµ with US (τ) = e−iH
′τ to the
system channel. Finally the state superposition is reversed
by a last Hadamard gate and the measurement in repeated to
obtain the probability P (M), which returns information on
the cluster Green’s function Gˆ′ (ω) ≡ 〈ΨΨ†〉
ω
.
Coulomb interaction is confined to each site. As there is
freedom in the ordering of the indices, for other models
a good ordering should be chosen based on the symme-
tries of the simulated Hamiltonians. Note that for finite
clusters the Jordan-Wigner transformation is in general
independent of the dimensionality of the system.
C. Measuring the correlation function
In figure 1(a), the Gibbs state produced in register
S is conditionally evolved with gate O (τ) for different
times τ to measure the correlation functions. The pre-
cise decomposition of c−O (τ) in fermionic operators and
unitary Hamiltonian evolutions is shown in figure 3 [15].
Registers P and S are initially in the separable state
|0〉 〈0| ⊗ ρGibbs (T ), where
ρGibbs (T ) ≡ 1
Z
∑
m
e−
Em
T |φm〉 〈φm| (4)
and Em and |φm〉 are respectively the eigenenergies and
eigenstates of H′. A Hadamard gate is applied on P such
that is is in the state |0〉+|1〉√
2
. Then a conditional Hermi-
tianized creation/annihilation operator σµ ∈ {Xiσ, Yiσ}
is applied on register S controlled from P . Since cre-
ation and annihilation operators are not invertible, they
cannot be used as σµ and σν directly. A trick consists
in using a linear combination of the operators. For each
electron site, the Hermitian Xiσ and Yiσ operators are
defined from (2) such that
Xiσ ≡ ciσ + c†iσ
Yiσ ≡ +i
(
ciσ − c†iσ
)
.
(5)
Note that [Xiσ, Yjσ′ ] = iδijδσσ′Ziσ, where Ziσ ≡ c†iσciσ−
1
2 . For a cluster with Lc site, it is convenient to order the
Jordan-Wigner basis such that up/down spins orbitals
for each site are adjacents:
Xi↑ = I⊗2(Lc−i)+1 ⊗ σx ⊗ σ⊗2(i−1)z
Xi↓ = I⊗2(Lc−i) ⊗ σx ⊗ σ⊗2i−1z
Yi↑ = I⊗2(Lc−i)+1 ⊗ σy ⊗ σ⊗2(i−1)z
Yi↓ = I⊗2(Lc−i) ⊗ σy ⊗ σ⊗2i−1z .
(6)
These operators must be implemented as operations con-
trolled from register P ,
c−Xiσ = |0〉 〈0| ⊗ I⊗2Lc + |1〉 〈1| ⊗Xiσ
c−Yiσ = |0〉 〈0| ⊗ I⊗2Lc + |1〉 〈1| ⊗ Yiσ
(7)
for spins ↑ / ↓ and i between 1 and Lc. These operators
are easy to construct using the method found in [22] and
the types of sequences found in the next section.
Following the first c−σµ operation, the S register is
conditionally evolved with the cluster Hamiltonian H′:
c−US (τ) ≡ |0〉 〈0| ⊗ I⊗2Lc + |1〉 〈1| ⊗ e−iH′τ . (8)
Section III is dedicated to the precise gate decompostion
of (8) as it was treated as a black-box in [15].
After the second c−σν operation and the reverse con-
ditional time evolution is applied, register P is measured
and register S can be discarded. The measured proba-
bility outcomes are recorded for each time τ
Cµν (τ) = 2 (Pµν (M = 0, τ)− Pµν (M = 1, τ)) (9)
such that the elements of the Nambu Green’s function
can be computed from the inverse transformation

〈
ciσ (τ) c
†
jσ′ (0)
〉〈
c†iσ (τ) cjσ′ (0)
〉
〈ciσ (τ) cjσ′ (0)〉〈
c†iσ (τ) c
†
jσ′ (0)
〉
 = 12
 1 1 i −i1 1 −i i1 −1 i i
1 −1 −i −i

 〈Xiσ (τ)Xjσ
′ (0)〉
〈Yiσ (τ)Yjσ′ (0)〉
〈Yiσ (τ)Xjσ′ (0)〉
〈Xiσ (τ)Yjσ′ (0)〉
.
(10)
A simple Fourier transform then yield the retarded
Green’s function GRµν (ω) which is used to iterated the
classical algorithm until a saddle-point ∂Ωt∂t′ = 0 of the
Potthoff self-energy function is found. Depending on the
symmetries of the cluster Hamiltonian, some terms in
(10) may be zero at all time (e.g. if there is no pairing or
spin-orbit interaction) and can be removed from the com-
putation for speed-up or used to monitor possible errors
coming from noise or other sources.
Let’s remark that (9) can be expanded into a Taylor
series
Cµν (τ) =
∞∑
s=0
τs
s!
C(s)µν . (11)
5The coefficients are also the moment of the Green’s func-
tion in the Lehmann representation such that the coef-
ficient which can be measured as the time derivative of
(9) at τ → 0:
C
(s)
µν = (−i)s∑m∑nAmnµν (Em − En)s
= lim
τ→0+
ds
dτsCµν (τ)
(12)
The retarded Green’s function is then given by
GRµν (ω) = −i lim
η→0+
∞∑
s=0
C
(s)
µν
(η + iω)
s+1 , (13)
where η is the small parameter of the analytical contin-
uation of the retarded function. In practice it can also
be seen as an effective inverse simulated time (or “deco-
herence rate”). If one can measure several cycles of the
correlation functions (11), then the extracted spectra will
be sharply defined and η can be considered effectively
small with respect to all simulated energies in the clus-
ter Hamiltonian. In the other limit, if there is too much
decoherence in the quantum simulator the measured cor-
relation functions will be flat and no information can be
extracted about the frequency dependence of (13), η is
then effectively related to the decoherence rate if it limits
the simulated time.
III. TIME EVOLUTION OF THE CLUSTER
HAMILTONIAN
In this section we will show how a typical trial clus-
ter Hamiltonian for the Fermi-Hubbard model in 2D can
be implemented accurately using a reasonable number of
gates. In order to keep the notation straightforward, this
is done through the example of a 2× 2 cluster with mag-
netic and superconducting trial terms which can be easily
generalized to larger sizes and higher dimensions. After
introducing the cluster Hamiltonian and some notation,
the gates for the implementation of (8) will be shown
for the example and a numerical estimate of the Trotter-
Suzuki error will be provided. Along the way, “condi-
tional imaginary swaps” or c−±iSWAPs will be intro-
duced as three-qubit quantum gates pratical for quantum
simulations. Although they can be viewed as a com-
plements to the traditional Toffoli (c− c−NOT) and
Fredkin (c− SWAP) gates [25], the positive or negative
imaginary phase in the “±iFredkin” gates has no classical
analog and makes them truly quantum operations.
A. Hamiltonian of a cluster
Each cluster includes only a small subset of the terms
of the original lattice and variational terms must also be
included to account for possible long-range order. For
Figure 4. The chain of physical qubits representing the sys-
tem register is easy to represent and operate on in the gate
model of computation. For a n = 2Lc square lattice, the
sites are labelled sequentially in linear stripes, this ensures
that nearest-neighor coupling terms of the Hamiltonian in
the Jordan-Wigner basis can be represented as Pauli string
of length at most O
(
2
√
Lc
)
.
convenience, let’s assume a square lattice with constant
spacing a. It is broken down into Nc clusters each with
Lc s-shell sites with two electrons each (spin up ↑ and
spin down ↓). The Hamiltonian of each cluster is given
by
H′ = Hkin+Hint−Hs−pair−Hdx2−y2−Hlocal−HAF, (14)
where Hkin is the kinetic term, Hint is the local Coulomb
interaction, Hs−pair and Hdx2−y2 are variational pairing
terms, Hlocal is a variational chemical potential term and
HAF is a variational Néel antiferromagnetic term. The
variational self-energy functional method support many
different Hamiltonian terms and models as long as the
two-body interaction term is “local” enough that a clus-
ter decomposition can be made without cutting any in-
teraction link.
Figure 4 show how the qubits of S register are labelled
to represent the electronic structure of the cluster and
requires 2Lc qubits (1 qubit = 1 spin-orbital). Since the
qubits are effectively distinguishable spins, the Jordan-
Wigner transformation from section II B must be used
to model accurately the fermionic statistics of indistin-
guishable electrons. The sites are simply assumed to be
labelled sequentially when counting the gate numbers for
larger cluster sizes in section IV.
61. Some convenient Pauli strings
To define the Hamiltonian terms of (14) in the Jordan-Wigner basis, it is useful to introduce the following strings
of Pauli matrices. The hopping part of the Hamiltonian usually contains terms of the form
TLc↑ (i, j) ≡ I⊗2(Lc−j)+1 ⊗
(
σ+ ⊗ σ⊗2(j−i)−1z ⊗ σ− + σ− ⊗ σ⊗2(j−i)−1z ⊗ σ+
)
⊗ I⊗2(i−1)
= 2I⊗2(Lc−j)+1 ⊗
(
σx ⊗ σ⊗2(i−j)−1z ⊗ σx + σy ⊗ σ⊗2(j−i)−1z ⊗ σy
)
⊗ I⊗2(i−1)
TLc↓ (i, j) ≡ I⊗2(Lc−j) ⊗
(
σ+ ⊗ σ⊗2(i−j)−1z ⊗ σ− + σ− ⊗ σ⊗2(j−i)−1z ⊗ σ+
)
⊗ I⊗2i−1
= 2I⊗2(Lc−j) ⊗
(
σx ⊗ σ⊗2(i−j)−1z ⊗ σx + σy ⊗ σ⊗2(j−i)−1z ⊗ σy
)
⊗ I⊗2i−1,
(15)
where j > i between 1 and Lc. These strings have the property [TLcσ (i, j) ,TLcσ′ (i′, j′)] = 0. The chemical potential
and the variational antiferromagnetic terms built from niσ operators have strings of the form
TLc↑ (i) ≡ I⊗2(Lc−i)+1 ⊗ σn ⊗ I⊗2(i−1)
TLc↓ (i) ≡ I⊗2(Lc−i) ⊗ σn ⊗ I⊗2i−1.
(16)
Since TLc (i, j) and TLc (i) conserve total spin in the Pauli basis, they are also number conserving in the occupation
basis.
DLc↑ (i, j) ≡ I⊗2(Lc−j) ⊗
(
σ+ ⊗ σ⊗2(j−i)z ⊗ σ+ + σ− ⊗ σ⊗2(j−i)z ⊗ σ−
)
⊗ I⊗2(i−1)
= 2I⊗2(Lc−j) ⊗
(
σx ⊗ σ⊗2(j−i)z ⊗ σx − σy ⊗ σ⊗2(j−i)z ⊗ σy
)
⊗ I⊗2(i−1)
DLc↓ (i, j) ≡ I⊗2(Lc−j)+1 ⊗
(
σ+ ⊗ σ⊗2(j−i−1)z ⊗ σ+ + σ− ⊗ σ⊗2(j−i−1)z ⊗ σ−
)
⊗ I⊗2i−1
= 2I⊗2(Lc−j)+1 ⊗
(
σx ⊗ σ⊗2(j−i−1)z ⊗ σx − σy ⊗ σ⊗2(j−i−1)z ⊗ σy
)
⊗ I⊗2i−1
(17)
in this case, j > i can be anything between 1 and Lc. DLc (i, j) does not conserve total spin in the Pauli basis and it
is not conserving in the occupation basis. The DLcσ (i, j) are used to represent pairing operators between differents
sites in the Pauli basis.
DLc (i) ≡ I⊗2(Lc−i) ⊗ (σ+ ⊗ σ+ + σ− ⊗ σ−)⊗ I⊗2(i−1)
= 2I⊗2(Lc−i) ⊗ (σx ⊗ σx − σy ⊗ σy)⊗ I⊗2(i−1) (18)
The DLc (i) operators are used to represent local pairing operators in the Pauli basis.
B. Gate decomposition
Here we proceed to decomposing the terms of the clus-
ter Hamiltonian (14). This is not an exhaustive list of all
possible variational terms nor of the detailed decomposi-
tion method as it is covered in [22]. The aim is to provide
an estimate of the number of quantum gates required dur-
ing the simulation of the Fermi-Hubbard model. It is also
shown that different blocks of the cluster Hamiltonian
can be implemented exactly. The time evolution of the
blocks that do not commute can be approximated by a
Trotter-Suzuki approximation detailed in section (III C).
Let’s note we are using H = 1√
2
(
1 1
1 −1
)
and J =
1√
2
(
1 −i
1 i
)
. Given a tunable nearest-neighbor ex-
change interaction σx ⊗ σx + σy ⊗ σy between the qubits
of register S, it naturally generates the “imaginary swap”
gate
±iSWAP = e±ipi4 (σx⊗σx+σy⊗σy)
=
 1 0 0 00 0 ±i 00 ±i 0 0
0 0 0 1
 . (19)
It has the nice property that it can be used to manipulate
Pauli strings that appear in the Jordan-Wigner represen-
tation:
7+iSWAP · (I⊗ σx) · −iSWAP = σy ⊗ σz
+iSWAP · (I⊗ σy) · −iSWAP = −σx ⊗ σz
+iSWAP · (I⊗ σz) · −iSWAP = σz ⊗ I.
(20)
To implement a conditional evolution gates of the form
(8), we introduce c−±iSWAPs as fundamental 3-qubit
gates for quantum simulations. These gates come only
in two varieties (±) for each triple of qubits (qubit P
and two adjacent qubits in S). Since all other oper-
ations are conditional single-qubit gates, they are ex-
pected to be the most time-consuming operations and
therefore they are used to benchmark the scaling prop-
erties of the algorithm. Let’s note that there appears
to be numerical evidence that coupling the P and the S
registers with tunable σz ⊗ σz interactions greatly sim-
plifies the implementation of the c−±iSWAP gates[26].
This somewhat extends the toolset of three-qubit gates
for reversible quantum computation, which already con-
tains Toffoli and Fredkin gates. “Conditional single-qubit
gates” is abbreviated by c− SQG.
1. Local terms
Local terms are all one-body terms composed with the
niσ operators. This includes the chemical potential
Hlocal = µ′
∑
i,σ niσ
= µ′
∑Lc
i=1 (TLc↑ (i) + TLc↓ (i))
(21)
which is kept as a variational term to enforce the thermo-
dynamic consistency of the electronic occupation value.
The TLcσ (i) strings are given by (16). The variational
Néel antiferromagnetic Weiss field is also a local term
which takes the form
HAF = M ′
∑
i e
iQ·Ri (ni↑ − ni↓)
= M ′
∑Lc
i=1 e
iQ·Ri (TLc↑ (i)− TLc↓ (i))
(22)
where Q = (pi, pi) is the antiferromagnetic wavevector
and Ri is the position of the site in units of a. These
terms all commute between each other and do not require
any c−±iSWAP, only 2Lc c−RΘσn are required, where
RΘσn ≡ e−i
Θ
2 e−i
Θ
2 σz . (23)
The gate sequence is shown in figure 5.
2. Interaction terms
The fixed interaction terms are given by
Hint = U
∑
i ni↑ni↓
= U
∑Lc
i=1 TLc↑ (i) · TLc↓ (i) ,
(24)
where the TLcσ (i) strings are given by (16). From fig-
ures 6(a) and 6(b), it can seen that Lc c−+iSWAPs, Lc
c−−iSWAPs , 2Lc c−H on spin-↓ orbitals, Lc c−RΘσU on
spin-↑ orbitals and 2Lcc−RΘσn on all qubits (those should
be done at the same time as the gates of figure 5, then
only the ressources from the interaction terms have to
be counted) are required to implement the evolution of
Hint +Hlocal +HAF. These term are simple to implement
and they commute with the local terms Hlocal and HAF,
so they should be done in sequence.
3. Hopping terms
The hopping terms between nearest-neighbors is given
by
Hkin = −t
∑
〈i,j〉,σ c
†
iσcjσ + c
†
jσciσ
= −t∑〈i,j〉 (TLc↑ (i, j) + TLc↓ (i, j)) (25)
for all neighboring orbitals 〈i, j〉 such that j >
i. The summation
∑
〈i,j〉 has 2
(
Lc −
√
Lc
)
nearest-
neighbor vertices. The TLcσ (i, j) strings are given
by (15). From figures 7(a) and 7(b), it can
seen that 4
(
3
√
Lc −
√
Lc
)
c−+iSWAPs, 4 ( 3√Lc −√Lc)
c−−iSWAPs , 8 (Lc −√Lc) c−H , 4 (Lc −√Lc)
c−J, 4 (Lc −√Lc) c−J†, 4 (Lc −√Lc) c−RΘσx and
4
(
Lc −
√
Lc
)
c−RΘσy are required to exactly implement
the evolution of Hkin. It may be possible to reduce these
numbers by some constant factor if the whole sequence
is precompiled and trivially cancelling operations are re-
moved. The alternance of the positive and negative vari-
ants of the c− iSWAP gates enforces the anticommu-
tativity of the fermionic terms. The main difficulties
of the Fermi-Hubbard model arise from the fact that
[Hkin, Hint] 6= 0, a Trotter-Suzuki approximation must
be used to evolve both terms at the same time.
4. S-wave pairing terms
To verify that the (U < 0) Fermi-Hubbard model sup-
ports s-wave superconductivity, a variational singlet pair-
ing term can be introduced as
Hs−pair = ∆′s
∑
i
(
c†i↑c
†
i↓ + ci↓ci↑
)
= ∆′s
∑Lc
i=1DLc (i) ,
(26)
where the DLc (i) strings are given by 18. From figures
8(a) and 8(b), it can seen that 2Lc c−+iSWAPs, 2Lc
c−−iSWAPs , 2Lc c−H , Lc c−J, Lc c−J†, Lc c−RΘσx
and Lc c−RΘσy are required to implement the evolution
of Hs−pair. The c− SQGs are all operated on spin-↑ or-
bitals.
8P • • • • • • • •
1 ↑ RΘ
+
loc
σn
1 ↓ RΘ
−
loc
σn
2 ↑ RΘ
−
loc
σn
2 ↓ RΘ
+
loc
σn
3 ↑ RΘ
−
loc
σn
3 ↓ RΘ
+
loc
σn
4 ↑ RΘ
+
loc
σn
4 ↓ RΘ
−
loc
σn
Figure 5. The local terms of the cluster Hamiltonian corresponding to the time evolution of Hlocal and HAF. The single qubit
rotation RΘσn ≡ e−i
Θ
2 e−i
Θ
2
σz , the angles Θ±loc ≡ −∆τ (µ′ ±M ′). There are 2Lc c− SQGs in a square cluster (8 c− SQGs in a
2× 2 cluster).
P • • • •
1 ↑
RΘintU1 ↓
2 ↑
RΘintU2 ↓
3 ↑
RΘintU3 ↓
4 ↑
RΘintU4 ↓
(a)
P • P • • • • • • •
i ↑
RΘU
= i ↑
−
R
Θ
2
σn
+
R
Θ
2
σn
i ↓ i ↓ H H R
Θ
2
σn
(b)
Figure 6. In (a), the interaction terms of the cluster Hamiltonian corresponding to the time evolution of Hint are decomposed
into gates. The angle Θint ≡ +∆τU . In (b), the decomposition of c−RΘU in a site subspace (spin ↑/↓) is shown. There are
Lc terms like these in a square cluster. The single-qubit rotation gate RΘσU ≡ e+i
Θ
2 e−i
Θ
2
σy . There are 5 c− SQGs and 2
c−±iSWAPs per c−RΘU .
5. D-wave pairing terms
A superconducting dx2−y2 singlet pairing term takes
the form [20]
Hdx2−y2 = ∆′d
∑
〈i,j〉
dij
2
(
c†i↑c
†
j↓ − c†i↓c†j↑ + cj↓ci↑ − cj↑ci↓
)
= ∆′d
∑
〈i,j〉
dij
2 (DLc↑ (i, j)− DLc↓ (i, j))
(27)
between nearest-neighbor site, where R are the vector
positions of the sites in the cluster in units of a and
dij =

1 if Ri −Rj = ±aex
−1 if Ri −Rj = ±aey
0 otherwise.
(28)
The DLcσ (i, j) strings are given by 17. From figures 9(a),
9(b) and 9(c), it can seen that 4
(
3
√
Lc + Lc − 2
√
Lc
)
9P • • • • • • • •
1 ↑
R
Θkin
K1
R
Θkin
K2
1 ↓
R
Θkin
K1
R
Θkin
K2
2 ↑
R
Θkin
K2
2 ↓
R
Θkin
K2
3 ↑
R
Θkin
K1
3 ↓
R
Θkin
K1
4 ↑
4 ↓
(a)
P • • • · · · • • • • • • • • • • • • · · · • •
i ↑ /i ↓
RΘKm
H
−
R2Θσx
+
H J
−
R2Θσy
+
J†
i ↓ /(i+ 1) ↑
+ −
(i+ 1) ↑ /(i+ 1) ↓ =
− +
... . .
. . . .
...
+
. .
. . . . −
(i+m) ↑ /(i+m) ↓
(b)
Figure 7. In (a), the hopping terms of the cluster Hamiltonian corresponding to the time evolution of Hkin are decomposed
into gates. The angle Θint ≡ −∆τt. There are 4
(
Lc −
√
Lc
)
terms like these in a square lattice. Half contains Pauli strings of
length 3 and the other half has length 2
√
Lc + 1. In (b), the decomposition of c−RΘKm in a subspace starting at i ↑ (i ↓) and
ending at i+m ↑ (i+m ↓), where m = 1 or √Lc in a square lattice with nearest-neighbor hopping. There are 6 c− SQGs and
4m c−±iSWAPs per c−RΘKm.
c−+iSWAPs, 4 ( 3√Lc + Lc −√Lc) c−−iSWAPs ,
8
(
Lc −
√
Lc
)
c−H , 4 (Lc −√Lc) c−J, 4 (Lc −√Lc)
c−J†, 4 (Lc −√Lc) c−RΘσx and 4 (Lc −√Lc) c−RΘσy are
required to implement the evolution of Hdx2−y2 . It may
be possible to reduce these numbers by some constant
factor if the whole sequence is precompiled and triv-
ially cancelling operations are removed. Interestingly,[
Hkin,Hdx2−y2
]
= 0 and the two terms of the cluster can
be grouped together to simulate their exact evolution.
C. The Trotter-Suzuki approximation
Typically, the terms of the cluster Hamiltonian (14) do
not commute and a Trotter-Suzuki approximation [11,
23, 27] must be used. Here is the procedure to make the
mapping that requires no oracle black box for H′. The
Hamiltonian (14) is broken intoM non-commuting parts
such that
H′ =
M∑
i=1
H′i. (29)
Each time-step ∆τ evolution of the cluster Hamiltonian
can be simulated with nT Trotter-Suzuki steps
e−iH
′∆τ '
(
M∏
i=1
e
− iH
′
i∆τ
nT
)nT
+
∑
i<j
[H′i,H′j]∆τ2
2nT
+ . . . .
(30)
It should be noted that those time-steps set the upper
bound in the simulated energy spectrum which should
scale as ωmax ∝ 1∆τ , while the lowest energy should scale
at the inverse of the total simulation time.
The cluster Hamiltonian H′ has 3 non-commuting
blocks: Hz ≡ Hlocal +Hint − HAF , Hkin +Hdx2−y2 and
Hs−pair, the commutation relations are given in table (I).
All blocks are skew-hermitians such that Hi = H∗i . The
time evolution of each time block can be done exactly.
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P • • • •
1 ↑
RΘ∆∆s1 ↓
2 ↑
RΘ∆∆s2 ↓
3 ↑
RΘ∆∆s3 ↓
4 ↑
RΘ∆∆s4 ↓
(a)
P • P • • • • • • • • • •
i ↑
RΘ∆s
= i ↑ H
−
R2Θσy
+
H J
−
R2Θσx
+
J†
i ↓ i ↓
(b)
Figure 8. In (a), the s-wave pairing terms of the cluster Hamiltonian corresponding to Hs−pair are decomposed into gates. The
angle Θ∆ ≡ −∆τ∆′s. There are Lc terms like these in a square lattice. In (b) , the decomposition of c−RΘ∆s in a site subspace
(spin ↑/↓). There are Lc terms like these in a square cluster. The single-qubit rotation gates RΘσx ≡ e−iΘσx and RΘσy ≡ e−iΘσy .
There are 6 c− SQGs and 4 c−±iSWAPs per c−RΘ∆s .
The blocks containing nearest-neighbor operators (Hkin
and Hdx2−y2 ) are the most expensive in terms of gates.
If D is the dimension of the lattice, then these blocks
require the application of O
(
L
2D−1
D
c
)
c−±iSWAPs, so
it is advisable to minimize the use of these blocks in the
Trotter-Suzuki decompostion. The number of gates to
implement the local interaction terms (Hz and Hs−pair)
scales as O (Lc).
The worst-case Trotter-Suzuki decomposition arises when all variational parameters have a non-zero value at some
point during the saddle-point search. In this case a single Trotter-Suzuki step could be decomposed as
e−iH
′∆τ ≈ e−iHz ∆τ4 · e+iHs−pair ∆τ2 · e−iHz ∆τ4 · e+iHdx2−y2 ∆τ · e−iHkin∆τ . . .
. . . · e−iHz ∆τ4 · e+iHs−pair ∆τ2 · e−iHz ∆τ4 (31)
Ruth’s formula [27, 28] can also be used recursively
e−i∆τ(A+B)+O(∆τ
4) = e−i
7
24 ∆τAe−i
2
3 ∆τBe−i
3
4 ∆τAe+i
2
3 ∆τBe+i
1
24 ∆τAe−i∆τB (32)
by replacing A and B by the correct cluster Hamiltonian terms.
Ruth’s formula is more precise but has a larger over-
head in term is gate count. In a Trotter-Suzuki step, the
hopping term e−iHkin∆τ and e+iHdx2−y2
∆τ
2 appear once,
the s-wave pairing term e+iHs−pair
∆τ
4 has two instances
and the simple local e−iHz
∆τ
8 appears four times. Figure
10 provides a practical effective bound on the error by
looking at an extreme case of non-commuting variational
parameters all applied at the same time. The error is
given for a fixed evolution time by a varying step size.
A step size ∆τ < 10−2 achieve an error ∼ 10−5 using a
recursive Trotter-Suzuki formula and an error ∼ 10−10
using a recursive Ruth formula. Not considering all vari-
ational parameters at the same time significantly reduces
the length of the decomposition.
IV. SCALING TO LARGER CLUSTERS
The resource requirements of the algorithm are given
in table II by giving examples for the 1D, 2D and 3D
Fermi-Hubbard model. The 1D model can be solved ana-
11
P • • • • • • • •
1 ↑
R
+Θd
∆d↑1
R
+Θd
∆d↑2
1 ↓
R
−Θd
∆d↓1
R
−Θd
∆d↓2
2 ↑
R
+Θd
∆d↑2
2 ↓
R
−Θd
∆d↓2
3 ↑
R
+Θd
∆d↑1
3 ↓
R
−Θd
∆d↓14 ↑
4 ↓
(a)
P • • • • · · · • • • • • • • • • • · · · • • •
i ↑
RΘ∆d↑m
H
−
R2Θσy
+
H J
−
R2Θσx
+
J†
i ↓
+ −
...
= . .
. . . .
...
+
. .
. . . . −
(i+m) ↑
− +
(i+m) ↓
(b)
P • • • · · · • • • • • • • • · · · • •
i ↓
RΘ∆d↓m
H
−
R2Θσy
+
H J
−
R2Θσx
+
J†
... . .
. . . .
...
=
− .
. . . . .
+
(i+m) ↑
(c)
Figure 9. In (a), the d-wave pairing terms of the cluster Hamiltonian corresponding to the time evolution of Hd
x2−y2 are
decomposed into gates. The angle Θd ≡ −∆τ∆′d. There are 4
(
Lc −
√
Lc
)
terms like these in a square lattice. One quarter
of those strings have length 2, another quarter has length 4, another quarter has length 2
√
Lc and the last quarter has length
2
(√
Lc − 1
)
. In (b), the decomposition of c−RΘ∆d↑m in a subspace starting at i ↑ and ending at i + m ↓ is shown, where
m = 1 or
√
Lc in a square lattice. There are 6 c− SQGs and 4m + 4 c−±iSWAPs per c−RΘ∆d↑m. In (c), the decomposition
of c−RΘ∆d↓m in a subspace starting at i ↓ and ending at i+m ↑ is shown, where m = 1 or
√
Lc in a square lattice. There are 6
c− SQGs and 4m c−±iSWAPs per c−RΘ∆d↓m.
lytically and can be used as a benchmark. The 3D model
is meant to show that the method scales to higher dimen-
sions. All ressources only include the P and S registers,
the scaling of registers R and B are analyzed in details in
[21].While the size of the Hilbert space required to store
the density matrix scales exponentially with the number
of spin orbitals, the number of qubits required in register
S scales linearly. The number of correlation functions
to measure, which corresponds to the amount of classi-
cal information to extract from the quantum simulator,
scales quadratically with the size of the cluster.The num-
ber of conditional single-qubits gates and the number of
c−±iSWAPs that have to be benchmarked and tuned
also scales linearly with the size of the system, which is
12
[•, •] Hlocal Hint HAF Hkin Hs−pair Hd
x2−y2
Hlocal 0 0 0 0 −2HD −2HF
Hint 0 0 0 −2HA −HE −2HG
HAF 0 0 0 −2HB 0 −2HH
Hkin 0 2HA 2HB 0 HC 0
Hs−pair 2HD HE 0 −HC 0 0
Hd
x2−y2 2HF 2HG 2HH 0 0 0
Table I. Commutation relations of the different Hamiltonian terms (2 × 2 cluster). HA to HH represent different non-zero
commutators.
Figure 10. Numerical worst case error  (∆τ) = 1 −
1
16Lc
∣∣Tr [UTS (N∆τ)U† (N∆τ)]∣∣2for the Trotter-Suzuki (in
blue, order O
(
∆τ3
)
) and the Ruth (in red, order O
(
∆τ4
)
)
decompositions for a constant simulation time such that τ =
N∆τ = 3. To emulate a typical worst-case error, all varia-
tional parameters µ′ = M ′ = ∆′s = ∆′d = 3. The interaction
U = 8 and all energy and time units are made unitless by
referencing them to the hopping energy t = 1.
a significant technical advantage. Finally, the number of
c−±iSWAPs in terms with nearest-neighbor couplings
(like hopping or d-wave superconductivity) scales sub-
quadratically as O
(
L
2D−1
D
c
)
, where D is the dimension
of the system.
V. CONCLUSION
The Fermi-Hubbbard model contains the essential fea-
tures of many strongly correlated electronic systems. We
recently proposed a method to compute the properties
of the Fermi-Hubbard using a hybrid quantum-classical
approach. In this paper we looked more closely at the
scaling properties of the quantum part of the algorithm
by giving an explicit gate decomposition of the time evo-
lution of the cluster Hamiltonian and bounding expected
Trotter-Suzuki errors. The main results are the follow-
ing:
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1D 2 4 16 5 64 28 6 24
1D 3 6 64 7 144 42 10 48
1D 4 8 256 9 256 56 14 72
2D 2× 2 8 256 9 256 56 14 96
2D 3× 3 18 262, 144 19 1, 296 126 34 336
2D 4× 4 32 4, 294, 967, 296 33 4, 096 224 62 768
3D 2× 2× 2 16 65, 536 17 1, 024 112 30 416
3D 3× 3× 3 54 1.8× 1016 55 11, 664 378 106 2, 736
3D 4× 4× 4 128 3.4× 1038 129 65, 536 896 254 10, 368
Table II. Quantum ressources required to solve a cluster of
the Fermi-Hubbard once the Gibbs state is prepared. The in-
formation processed by the classical computer is proportional
to the number of measured correlation functions which scales
quadratically with the number of orbitals in the cluster.
1. It scales linearly in memory: 1 spin orbital corre-
sponds to 1 qubit.
2. It scales favorably in number of measurements
which are proportional to L2c at worst.
3. The number of time measurements determines pre-
cision in frequency space (same as classical, deco-
herence means less information, “good enough” is
possible).
4. The most difficult terms require O
(
L
2D−1
D
c
)
13
c−±iSWAPs (the longest gate).
5. Trotter-Suzuki errors can be made as small as de-
sired.
6. The proposed architecture has no crossing interac-
tion lines whose number scales as O (Lc) with no
long range interaction required.
7. The number of gates that need to be tuned scales
as O (Lc).
To fully benchmark the algorithm, a full simulation will
have to be implemented to analyze the gate count in the
Gibbs state preparation. A more careful analysis of errors
also has to be done as the effect of errors may not be
the same depending if they appear in the R, P or S +B
registers. Finally, an adiabatic or annealing scheme could
be used to replace the Gibbs state preparation if only
zero-temperature states are studied [29]. In this case,
the correlation function measurements would still stay
the same as the rest of the classical method.
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