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Resumen: En este art´ıculo se realiza un estudio de diferentes aproximaciones a
la clasificacio´n semisupervisada multiclase de pa´ginas web mediante SVM. Ante la
naturaleza binaria y supervisada de los algoritmos SVM cla´sicos, y tratando de
evitar problemas de optimizacio´n complejos, se propone un enfoque basado en la
combinacio´n de clasificadores, tanto binarios semisupervisados como clasificadores
multiclase supervisados. Los resultados de los experimentos realizados sobre tres
colecciones de referencia muestran un rendimiento notablemente superior para la
combinacio´n de clasificadores multiclase supervisados. Por otro lado, en este trabajo
tambie´n se realiza un estudio sobre la aportacio´n de los documentos no etiquetados
en la fase de aprendizaje para este tipo de entornos. En nuestro caso, y a diferencia
de los problemas binarios, se obtiene una mayor efectividad cuando se ignora este
tipo de datos para problemas multiclase.
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Abstract: In this paper we present a study on semi-supervised multiclass web page
classification using SVM. Due to the binary and supervised nature of the classical
SVM algorithms, and trying to avoid complex optimization problems, we propose
an approach based on the combination of classifiers, not only binary semi-supervised
classifiers but also multiclass supervised ones. The results of our experiments over
three benchmark datasets show noticeably higher performance for the combination
of multiclass supervised classifiers. On the other hand, we analyze the contribution
of unlabeled documents during the learning process for these environments. In our
case, and unlike for binary tasks, we get higher effectiveness for multiclass tasks
when no unlabeled documents are taken into account.
Keywords: SVM, multiclass, semi-supervised, web page classification
1. Introduccio´n
El nu´mero de documentos web esta´ cre-
ciendo muy ra´pidamente en los u´ltimos an˜os,
lo que hace que su organizacio´n resulte cada
vez ma´s costosa y complicada. Es por ello que
la clasificacio´n de pa´ginas web se ha conver-
tido en una tarea cada vez ma´s necesaria y
cr´ıtica.
La clasificacio´n de pa´ginas web puede de-
finirse como la tarea de organizar una serie
de documentos web etiqueta´ndolos con sus
un conjunto de categor´ıas prefijadas. Aun-
que se han realizado mu´ltiples estudios para
clasificacio´n de textos, sobre todo en la ra-
ma de noticias, su aplicacio´n sobre pa´ginas
web esta´ au´n por profundizar (Qi y Davison,
2007). En este trabajo se pone el foco en la
clasificacio´n de pa´ginas web enmarcada den-
tro del paradigma del aprendizaje automa´tico
(Mitchell, 1997).
Los problemas de clasificacio´n se pueden
dividir en diferentes tipos. Por una parte, la
clasificacio´n puede ser binaria, donde u´nica-
mente existen dos categor´ıas posibles para ca-
da documento, o puede ser multiclase, donde
se dispone de tres o ma´s categor´ıas; y por
otra, el sistema de aprendizaje con el que se
alimenta el clasificador puede ser supervisa-
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do, donde todos los documentos de entrena-
miento esta´n previamente etiquetados, o se-
misupervisado, donde se aprende con una co-
leccio´n de entrenamiento compuesta por al-
gunos documentos etiquetados y muchos no
etiquetados.
En los u´ltimos an˜os, se han aplicado dife-
rentes tipos de algoritmos al problema de la
clasificacio´n de textos (Sebastiani, 2002). Pa-
ra esta tarea, las ma´quinas de vectores de so-
porte (SVM, Support Vector Machines (Joa-
chims, 1998)) se han perfilado como una bue-
na alternativa, que ofrecen, entre otras, las
siguientes ventajas:
No se requiere una seleccio´n o reduccio´n
de te´rminos. En caso de que una clase se
distribuya en a´reas separadas del espa-
cio vectorial, sera´ la transformacio´n del
espacio mediante la funcio´n de kernel la
que se ocupe de solucionarlo.
No es necesario realizar un esfuerzo de
ajuste de para´metros en el caso de pro-
blemas linealmente separables, ya que
dispone de su propio me´todo para ello.
Su transformacio´n a aprendizaje semisu-
pervisado se convierte, generalmente, en
un comportamiento transductivo, lo que
posibilita el ma´ximo refinamiento en la
definicio´n del clasificador.
Teniendo en cuenta que la clasificacio´n de
pa´ginas web es, generalmente, un problema
multiclase, y que el nu´mero de documentos
etiquetados del que se dispone, comparado
con las dimensiones de la Web, es muy reduci-
do, el problema se convierte de forma natural
en un problema multiclase y semisupervisa-
do. Por ello, y debido a su naturaleza binaria
y supervisada, es necesaria una adaptacio´n
de la te´cnica SVM cla´sica. Existen diversos
estudios referentes tanto a SVM multiclase
como a SVM semisupervisado, pero apenas
se ha investigado en la unio´n de ambos ca-
sos. Frente a una aproximacio´n directa, ba-
sada en un problema de optimizacio´n com-
plejo, este art´ıculo propone y evalu´a diferen-
tes aproximaciones para la implementacio´n
de un me´todo de SVM multiclase y semisu-
pervisado, basa´ndose en la combinacio´n de
clasificadores.
En la seccio´n 2 se explican los avances ob-
tenidos en los u´ltimos an˜os en la clasificacio´n
mediante SVM, tanto para aprendizaje semi-
supervisado como para taxonomı´as multicla-
se. En la seccio´n 3, se presentan las alter-
nativas propuestas en este trabajo para cla-
sificacio´n semisupervisada multiclase. En la
seccio´n 4, se muestran los detalles de la expe-
rimentacio´n realizada, para seguir en la sec-
cio´n 5 con el ana´lisis de los resultados. En la
seccio´n 6, para finalizar, se exponen las con-
clusiones extra´ıdas tras el proceso.
2. Clasificacio´n con SVM
En la u´ltima de´cada, SVM se ha converti-
do en una de las te´cnicas ma´s utilizadas para
tareas de clasificacio´n, debido a los buenos
resultados que se han obtenido. Esta te´cnica
se basa en la representacio´n de los documen-
tos en un modelo de espacio vectorial, donde
se asume que los documentos de cada clase
se agrupan en regiones separables del espacio
de representacio´n. En base a ello, trata de
buscar un hiperplano que separe cada clase,
maximizando la distancia entre los documen-
tos y el propio hiperplano, lo que se denomi-
na margen (ver Figura 1). Este hiperplano se
define mediante la siguiente funcio´n:
f(x) = w · x+ b
Figura 1: Ejemplo de maximizacio´n del mar-
gen con SVM, donde la l´ınea ma´s gruesa ser´ıa
la escogida por el sistema.
La optimizacio´n de esta funcio´n supondr´ıa
tener en cuenta todos los valores posibles pa-
ra w y b, para despue´s quedarse con aque´llos
que maximicen los ma´rgenes. Esto resulta
muy dif´ıcil de optimizar, por lo que en la
pra´ctica se utiliza la siguiente funcio´n de op-
timizacio´n equivalente (ver Figura 2):
mı´n
1
2
||w||2 + C
l∑
i=1
ξdi
Sujeto a: yi(w · xi + b) ≥ 1− ξi, ξi ≥ 0
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donde C es el para´metro de penalizacio´n
y ξi es la distancia entre el hiperplano y el
documento i.
Figura 2: Representacio´n gra´fica de la funcio´n
de clasificacio´n de SVM.
De esta manera u´nicamente se resuelven
problemas linealmente separables, por lo que
en muchos casos se requiere de la utilizacio´n
de una funcio´n de kernel para la redimensio´n
del espacio. As´ı, el nuevo espacio obtenido re-
sultara´ linealmente separable. Posteriormen-
te, la redimensio´n se deshace, de modo que el
hiperplano encontrado sera´ transformado al
espacio original, constituyendo la funcio´n de
clasificacio´n.
Es importante destacar que esta funcio´n
u´nicamente puede resolver problemas bina-
rios y de forma supervisada.
2.1. SVM multiclase
Debido a la naturaleza dicoto´mica de
SVM, surgio´ la necesidad de implementar
nuevos me´todos que pudieran resolver pro-
blemas multiclase, en los que la taxonomı´a
esta´ compuesta por ma´s de dos clases. Co-
mo aproximacio´n directa, (Weston y Wat-
kins, 1999) proponen una modificacio´n de la
funcio´n de optimizacio´n que tiene en cuenta
todas las clases, generalizando la funcio´n de
optimizacio´n binaria para el nu´mero deseado
k de clases:
mı´n
1
2
k∑
m=1
||wm||2 + C
l∑
i=1
∑
m6=yi
ξmi
Sujeto a:
wyi · xi + byi ≥ wm · xi + bm + 2− ξmi , ξmi ≥ 0
Otras te´cnicas para la aproximacio´n a
SVM multiclase de k clases se han basado
en la combinacio´n de clasificadores binarios
(Hsu y Lin, 2002). Estas te´cnicas descompo-
nen el problema multiclase en pequen˜os pro-
blemas binarios, aplicando despue´s diferentes
funciones de decisio´n para unirlos. Las te´cni-
cas ma´s conocidas para clasificacio´n median-
te combinacio´n de problemas binarios son las
siguientes:
one-against-all descompone un proble-
ma multiclase con k clases en otros tan-
tos problemas binarios, en los cuales ca-
da una de clases se enfrenta al resto. As´ı,
se construyen k clasificadores que defi-
nen otros tantos hiperplanos que sepa-
ran la clase i de los k-1 restantes. Como
funcio´n de decisio´n, a cada nuevo docu-
mento se le asigna aquella clase sobre la
que su clasificador maximice el margen:
Cˆi = arg ma´x
i=1,...,k
(wix+ bi)
one-against-one descompone el proble-
ma de k clases en k(k−1)2 problemas bi-
narios, donde se crean todos los posibles
enfrentamientos uno a uno entre clases.
As´ı, se obtiene un hiperplano para cada
uno de estos problemas binarios. Poste-
riormente, se somete cada nuevo docu-
mento a todos estos clasificadores, y se
an˜ade un voto a la clase ganadora pa-
ra cada caso, resultando como clase pro-
puesta la que ma´s votos suma.
2.2. Aprendizaje semisupervisado
para SVM (S3VM)
Las te´cnicas de aprendizaje semisupervi-
sado se diferencian en que, adema´s de los do-
cumentos previamente etiquetados, se utili-
zan documentos no etiquetados para la fase
de entrenamiento (Joachims, 1999) (ver Figu-
ra 3). As´ı, las predicciones del propio sistema
sobre los documentos no etiquetados sirven,
a su vez, para seguir alimentando el sistema
de aprendizaje.
Las SVM semisupervisadas se conocen
tambie´n por sus iniciales S3VM. En el ca-
so de SVM, su adaptacio´n al aprendizaje se-
misupervisado supone a priori un gran coste
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computacional, ya que la funcio´n resultante
no es convexa, por lo que es mucho ma´s com-
plicada la optimizacio´n en busca del mı´nimo.
Para relajar el ca´lculo de esta funcio´n se sue-
len utilizar te´cnicas de optimizacio´n conve-
xa (Xu et al., 2007), donde la obtencio´n del
mı´nimo para la funcio´n resultante es mucho
ma´s sencilla. No obstante, casi todo el tra-
bajo existente en la literatura relativa a este
aspecto ha sido para clasificaciones binarias,
por lo que no se ha profundizado en el estudio
sobre su aplicacio´n a entornos multiclase.
Figura 3: SVM vs S3VM, donde los documen-
tos etiquetados esta´n representados por +/-
y los no etiquetados por puntos.
2.3. S3VM multiclase
En los problemas donde la taxonomı´a dis-
pone de ma´s de dos categor´ıas y el nu´mero
de documentos previamente etiquetados es
muy pequen˜o, se precisa la combinacio´n de
las dos caracter´ısticas anteriormente expues-
tas, lo que supone un me´todo de S3VM mul-
ticlase. Los problemas reales de clasificacio´n
de pa´ginas web suelen cumplir con estas ca-
racter´ısticas, ya que el nu´mero de categor´ıas
suele ser mayor que dos, y la pequen˜a colec-
cio´n de documentos etiquetados de la que se
dispone normalmente implica la necesidad de
utilizar documentos no clasificados en la fase
de entrenamiento.
Actualmente, son pocos los trabajos que
se han centrado en la transformacio´n de SVM
a semisupervisado y multiclase. Como apro-
ximacio´n directa, se encuentra la propuesta
de (Yajima y Kuo, 2006), con una te´cnica
que traslada la funcio´n multiclase directa al
entorno semisupervisado. La funcio´n de opti-
mizacio´n resultante es la siguiente:
mı´n
1
2
h∑
i=1
βi
T
K−1βi
+C
l∑
j=1
∑
i6=yj
ma´x{0, 1− (βyjj − βij)}2
donde β representa el producto entre un
vector de variables y una matriz de kernel
definidas por el autor.
Esta funcio´n de optimizacio´n, sin embar-
go, puede resultar muy costosa, debido a la
cantidad de variables que se deben tener en
cuenta en el proceso de minimizacio´n de la
misma, lo que hace interesante el problema
de encontrar otros enfoques a S3VM multi-
clase.
Por otro lado, algunos trabajos han em-
pleado otros enfoques para la consecucio´n
de una te´cnica S3VM multiclase. (Qi et al.,
2004) utilizan Fuzzy C-Means (FCM) para
predecir la clase a la que pertenecen los do-
cumentos no etiquetados, tras lo cual utilizan
SVM supervisado para aprender con la nue-
va coleccio´n ampliada, y clasifican el resto de
documentos. (Xu y Schuurmans, 2005) uti-
lizan una aproximacio´n basada en clustering
para la prediccio´n de documentos no etique-
tados, para posteriormente entrenar un clasi-
ficador SVM. (Chapelle et al., 2006), por u´lti-
mo, presentan un me´todo S3VM multiclase
basado en Continuation Method, y trasladan
las te´cnicas basadas en combinacio´n de bi-
narios, one-against-all y one-against-one, al
entorno semisupervisado. Aplican estas te´cni-
cas sobre colecciones de noticias, para las que
obtienen unos resultados muy bajos. No obs-
tante, estas te´cnicas nunca han sido traslada-
das a la clasificacio´n de pa´ginas web.
3. Alternativas propuestas para
S3VM multiclase
Ante la carencia de estudios comparati-
vos sobre me´todos de S3VM multiclase, nues-
tro objetivo es el de proponer y comparar
diversas te´cnicas aplicables a este entorno,
basa´ndose en te´cnicas ya utilizadas para pro-
blemas supervisados multiclase y semisuper-
visados binarios.
En cuanto a la utilizacio´n de documentos
no etiquetados en fase de aprendizaje para
SVM, (Joachims, 1998) presenta un estudio
en el que se muestra una gran mejora cuando
e´stos son considerados para problemas bina-
rios. No obstante, no se ha evaluado su apor-
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tacio´n en problemas multiclase, cuando las
predicciones sobre un nu´mero mayor de clases
pueden aumentar el error de forma considera-
ble, perjudicando as´ı a la fase de aprendizaje.
Realizamos dos tipos de propuestas alter-
nativas a la aproximacio´n directa para S3VM
multiclase. Por una parte, proponemos la uti-
lizacio´n de te´cnicas ya empleadas en entornos
supervisados, aunque sin un profundo ana´li-
sis, y basados en la combinacio´n de clasifica-
dores binarios semisupervisados:
one-against-all-S3VM y one-against-
one-S3VM son propuestas basadas en
la combinacio´n de clasificadores binarios
semisupervisados, vistos en la seccio´n
2.1, que aunque se han utilizado en co-
lecciones supervisadas, apenas han sido
aplicadas y estudiadas sobre colecciones
con documentos no etiquetados. Cabe
destacar que el enfoque one-against-one-
S3VM plantea un problema intr´ınseco de
ruido en la fase de entrenamiento con
los documentos no etiquetados, ya que
cada clasificador para un par de cate-
gor´ıas u´nicamente debe ser alimentado
por documentos que le correspondan, y
el problema radica en la imposibilidad
de excluir aquellos ejemplos no etiqueta-
dos que no deber´ıan incluirse (Chapelle
et al., 2006).
Por otra parte, introducimos dos nuevas
te´cnicas para el desarrollo de un sistema de
clasificacio´n semisupervisado multiclase ba-
sado en SVM:
2-steps-SVM : Hemos denominado as´ı a
la te´cnica que se basa en la aproxima-
cio´n supervisada multiclase explicada en
la seccio´n 2.1. Este me´todo trabaja, en
el primer paso, sobre la coleccio´n de en-
trenamiento, aprendiendo con los docu-
mentos etiquetados y prediciendo los no
etiquetados; a posteriori, se etiquetan es-
tos u´ltimos segu´n las predicciones obte-
nidas. Como segundo paso, se realiza la
clasificacio´n habitual para este me´todo,
ya que ahora la coleccio´n se ha conver-
tido en supervisada, con todos los ejem-
plos de entrenamiento etiquetados.
all-against-all-S3VM : Adema´s de las an-
teriores, en este trabajo se presenta una
nueva propuesta de combinacio´n de cla-
sificadores binarios, que hemos denomi-
nado all-against-all-S3VM, y que podr´ıa
ser utilizada tanto para aprendizaje su-
pervisado como para semisupervisado.
En ella se definen 2n−1 − 1 clasificado-
res, correspondientes a todos los enfren-
tamientos posibles entre las clases, te-
niendo en cuenta que todas las clases de-
ben caer en uno u otro lado de la clasi-
ficacio´n. Por ejemplo, para un problema
de cuatro clases, se generara´n los clasifi-
cadores 1 vs 2-3-4, 1-2 vs 3-4, 1-2-3 vs 4,
1-3 vs 2-4, 1-4 vs 2-3, 1-2-4 vs 3 y 1-3-
4 vs 2. Cada nuevo documento recibido
en la fase de clasificacio´n se sometera´ a
cada uno de los clasificadores generados,
sumando, como voto, el valor del mar-
gen obtenido en cada caso para las cla-
ses en el lado positivo. Una vez realizado
esto, se procede a la fase de prediccio´n,
en la que se asignara´ la clase para la que
mayor votacio´n ha obtenido cada docu-
mento. Aunque esta aproximacio´n pue-
de ser muy costosa para grandes taxo-
nomı´as, ya que el nu´mero de clasificado-
res aumentar´ıa de forma exponencial, se
podr´ıa esperar un buen rendimiento pa-
ra un nu´mero reducido de clases.
4. Disen˜o de la experimentacio´n
Para la realizacio´n de la experimentacio´n
se ha procedido a la implementacio´n de los
algoritmos descritos en el apartado anterior,
y su ejecucio´n sobre las colecciones de datos
escogidas. Todos los documentos de las co-
lecciones utilizadas esta´n etiquetados, por lo
que cada una de ellas se ha dividido en:
una coleccio´n de entrenamiento, que sir-
ve para que el clasificador aprenda, en el
que no se considerara´n las categor´ıas de
algunos documentos, para as´ı tener una
coleccio´n semisupervisada,
y otra de test, que sirva para que el siste-
ma cree las predicciones y se pueda eva-
luar su rendimiento.
A continuacio´n se explican con ma´s deta-
lle las caracter´ısticas de la experimentacio´n
llevada a cabo.
4.1. Colecciones de datos
Para esta experimentacio´n se han utiliza-
do colecciones de pa´ginas web de referencia,
que ya han sido utilizadas anteriormente para
problemas de clasificacio´n automa´tica:
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BankSearch (Sinka y Corne, 2002), com-
puesta por 10.000 pa´ginas web sobre 10
clases, de muy diversos temas: bancos
comerciales, construccio´n, agencias ase-
guradoras, java, C, visual basic, astro-
nomı´a, biolog´ıa, fu´tbol y motociclismo.
4.000 ejemplos han sido asignados a la
coleccio´n de entrenamiento, y los 6.000
restantes a la de test.
WebKB 1, formada por 4.518 documen-
tos extra´ıdos de 4 sitios universitarios
y clasificados sobre 7 clases (estudiante,
facultad, personal, departamento, curso,
proyecto y miscelanea). La clase misce-
lanea se ha eliminado de la coleccio´n de-
bido a la ambigu¨edad, resultando 6 cate-
gor´ıas. De todos los ejemplos que compo-
nen la coleccio´n, 2.000 se han asignado
al entrenamiento y 2.518 al de test.
Yahoo! Science (Tan et al., 2002), que
tiene 788 documentos cient´ıficos, clasi-
ficados sobre 6 a´mbitos diferentes de la
ciencia (agricultura, biolog´ıa, ciencias te-
rrestres, matema´ticas, qu´ımica y otros).
Se han definido 200 documentos para el
entrenamiento, y 588 para el test.
Desde la coleccio´n de entrenamiento, para
cada caso, se han creado diferentes versiones,
entre las que var´ıa el nu´mero de documen-
tos etiquetados, dejando el resto como no eti-
quetados, pudiendo probar as´ı las diferentes
aproximaciones semisupervisadas.
Para la representacio´n vectorial de los
documentos que componen cada coleccio´n,
se han utilizado los valores tf-idf de los
unite´rminos encontrados en los textos, exclu-
yendo los de mayor y menor frecuencia. Los
unite´rminos resultantes han sido los que han
definido las dimensiones del espacio vectorial.
4.2. Implementacio´n de los
me´todos
Para la implementacio´n de los diferentes
me´todos de clasificacio´n descritos en la sec-
cio´n 3, se requiere un clasificador semisuper-
visado binario y otro supervisado multiclase,
para despue´s combinarlos. Para el primer ca-
so, se ha escogido SVMlight2, y para el segun-
do, su derivado SVMmulticlass. Basa´ndose en
ambos algoritmos, se han implementado los
1http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-
20/www/data/
2http://svmlight.joachims.org
correspondientes me´todos para el comporta-
miento 2-steps-SVM supervisado y las te´cni-
cas one-against-all-S3VM, one-against-one-
S3VM y all-against-all-S3VM semisupervisa-
das.
Finalmente, adema´s de los algoritmos co-
mentados, se ha simplificado el algoritmo 2-
steps-SVM a un solo paso, 1-step-SVM, don-
de utilizando u´nicamente un clasificador su-
pervisado multiclase se entrena con los ejem-
plos etiquetados y se predicen los ejemplos de
test, ignorando por tanto los ejemplos no eti-
quetados. Este me´todo sirve para evaluar la
aportacio´n de los documentos no etiquetados
en el aprendizaje.
4.3. Medidas de evaluacio´n
La medida de evaluacio´n escogida para el
rendimiento de los algoritmos propuestos ha
sido el ”accuracy”, ya que es la que suele uti-
lizarse en el a´rea de la clasificacio´n de textos,
sobre todo cuando el problema a tratar es
multiclase. El ”accuracy” mide el porcenta-
je de predicciones correctas sobre el total de
documentos testeados.
Se han considerado de la misma manera
los aciertos sobre cualquiera de las clases, sin
que ninguna de ellas tenga una mayor impor-
tancia respecto a las dema´s, por lo que no
existe ponderacio´n alguna en la evaluacio´n.
5. Ana´lisis de los resultados
En las figuras 4, 5 y 6 se muestran los re-
sultados obtenidos durante la experimenta-
cio´n con las colecciones BankSearch, WebKB
y Yahoo! Science, respectivamente. Estos re-
sultados se presentan en forma de gra´fica, en
funcio´n del taman˜o de la muestra etiquetada.
Para cada una de las muestras se realizaron 9
ejecuciones. El valor que se representa en las
gra´ficas es la media de todas las ejecuciones
realizadas.
Los resultados obtenidos pueden resumir-
se en los siguientes puntos:
En todos los casos el mejor comporta-
miento se obtiene para uno de los algorit-
mos basados en clasificadores multicla-
se supervisados, bien sea el 1-step-SVM
o el 2-steps-SVM ; incluso en los casos
con menos documentos etiquetados, es-
tos me´todos destacan sobre los basados
en clasificadores semisupervisados bina-
rios.
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Figura 4: Resultados para BankSearch.
Figura 5: Resultados para WebKB.
De las tres te´cnicas semisupervisa-
das comparadas, destaca la propues-
ta all-against-all-S3VM para las colec-
ciones BankSearch y WebKB, ligera-
mente superior al de one-against-all-
S3VM, y muy superior al de one-against-
one-S3VM. U´nicamente one-against-all-
S3VM, en el caso de la coleccio´n Yahoo!
Search, es algo superior a all-against-all-
S3VM.
La te´cnica one-against-one-S3VM de-
muestra que el ruido que se hab´ıa pre-
visto existe, y que, por ello, la calidad
de los resultados obtenidos es baja.
El me´todo 1-step-SVM, que ignora los
documentos no etiquetados para la fase
de aprendizaje, muestra unos resultados
similares a los de 2-steps-SVM para las
Figura 6: Resultados para Yahoo! Science.
colecciones BankSearch y Yahoo! Scien-
ce, pero notablemente superiores para
WebKB, donde las clases son ma´s homo-
geneas. En este caso es donde mejor re-
sulta ignorar los documentos no etique-
tados, mediante el me´todo 1-step-SVM,
un me´todo ma´s sencillo y menos costoso
computacionalmente que 2-steps-SVM.
Para todas las colecciones, segu´n se au-
menta el nu´mero de documentos etique-
tados, se mantiene el ranking obtenido
por los algoritmos.
6. Conclusiones
En este trabajo se ha realizado un estudio
comparativo de clasificacio´n multiclase semi-
supervisada de pa´ginas web mediante SVM.
Se han introducido dos nuevas te´cnicas para
S3VMmulticlase, que hemos llamado 2-steps-
SVM y all-against-all-S3VM. El primero, 2-
steps-SVM, ha obtenido los mejores resulta-
dos en dos de las tres colecciones. Adema´s,
se han aplicado las te´cnicas one-against-all-
S3VM y one-against-one-S3VM sobre clasifi-
cacio´n semisupervisada, con unos resultados
considerables para la primera, pero inferiores
para la segunda.
Entre los algoritmos que combinan cla-
sificadores binarios, all-against-all-S3VM ha
demostrado la mayor efectividad, aunque el
gran nu´mero de clasificadores a considerar
hace que su coste computacional aumente,
por lo que su mejora en cuanto a eficiencia
resultar´ıa un interesante avance.
A su vez, al igual que (Chapelle et al.,
2006) muestran en sus resultados sobre colec-
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ciones de noticias, los resultados sobre pa´gi-
nas web son tambie´n bajos, por lo que se con-
firma la baja efectividad de one-against-all-
S3VM y one-against-one-S3VM para proble-
mas semisupervisados multiclase.
Por otro lado, se ha estudiado la influen-
cia de la no inclusio´n de documentos no eti-
quetados en la fase de aprendizaje, aplicada
mediante la te´cnica 1-step-SVM, y se ha mos-
trado que en algunas ocasiones puede influir
de forma positiva. Ignorar los documentos no
etiquetados para aprender ha resultado mejor
cuando las clases son ma´s homoge´neas. Para
las colecciones ma´s heteroge´neas, por otro la-
do, se han obtenido unos resultados parejos
tanto considerando como ignorando los docu-
mentos no etiquetados. Estos resultados ha-
cen pensar que para un problema multiclase
y semisupervisado puede ser ma´s interesan-
te no utilizar datos no etiquetados, ya que
los resultados son similares y el coste compu-
tacional es menor.
Por u´ltimo, los resultados obtenidos en es-
te trabajo complementan el estudio presenta-
do por (Joachims, 1999), donde se muestra la
superioridad de S3VM respecto a SVM para
problemas binarios. En el caso de un proble-
ma multiclase y semisupervisado de pa´ginas
web, la inclusio´n de documentos no etique-
tados para problemas multiclase basados en
SVM no resulta interesante para las coleccio-
nes testeadas, ya que una te´cnica supervisada
obtiene, como mı´nimo, la misma efectividad
para este tipo de entornos.
Como trabajo futuro, quedan por compa-
rar los resultados respecto al algoritmo semi-
supervisado multiclase nativo.
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