INTRODUCTION
Nowadays, electronic filters are widely used in signal processing [1, 2] . Classical design methods include four steps [2] -approximation, realization, study of imperfections and implementation, which require expertise in the fields of mathematics, electronics and control theory. Furthermore, as the complexity of filters grows, designing filters becomes even more difficult using classical methods [1] .
Attempts on filter design automation have been made since the 1990s when the concept of evolvable hardware (EHW) [3] [4] [5] was put forward. Most of these methods employed Genetic Algorithm (GA) [6] [7] [8] [9] and had got some encouraging results [10] [11] [12] [13] . Though GA is capable of optimization of filters, sometimes the resulted filters are unnecessarily complicated and difficult to implement.
A new meta-heuristic optimization method named ant colony optimization (ACO) [14] inspired by the foraging behavior of ants was proposed in 1991. It is an effective approach for combinatorial optimization problems such as scheduling [15, 16] and protein folding [17] , and there is a growing interest of utilizing ACO in electronics design including power electronic circuits [18] , fuzzy controller design [19] , placement of sectionalizing switches in distribution networks [20] , and transmission network expansion planning [21] .
Compared with GA, ACO is suitable for solving subset problems [22] which are commonly encountered when designing filters [1] . However, its potential for filter design has not been studied so far.
In this paper, an ACO approach for analog filter design is presented. The components of filter are arranged in a Cauer topology [23] , in which the order of filter and the values of components are to be optimized. In this approach, ants in colony randomly select components according to previous pheromone distribution and release pheromone on the components they select. As time passes by, the ants will eventually converge on a set of components, thus completing the optimization.
The rest of this paper is organized as follows: Section II describes the filter topology and the calculation of transfer function. Section III defines data structures and a function to evaluate ants, and elucidates ACO procedures in filter design. Section IV demonstrates a design example of lowpass filter whose performance was further investigated. And a summary is given in Section V.
II. TOPOLOGY OF FILTER AND ITS TRANSFER FUNCTION

A. Topology of filter
An unbalanced Cauer topology of typical passive filters is shown in Fig.1 When v in is a sinusoidal signal whose frequency is f, the behavior of filters can be delineated by their transfer functions, i.e. in which j is the imaginary unit, V in and V out are phasor forms of input and output voltages.
B. Calculation of transfer function
In the purpose of calculating transfer function, the correlation between V in and V out must be investigated. For the Cauer topology in Fig.1 , one can either do nodal analysis using Kirchhoff's current law (KCL) or mesh analysis using Kirchhoff's voltage law (KVL), in the form of phasors. By the nature of the topologies of analog filters, coefficient matrices of KCL or KVL equations are sparse ones with high dimensions, and solving them by conventional methods such as Gaussian elimination or decomposition techniques involves lengthy computations, which have the computational complexity of
where n is the number of nodes in the circuit.
In this paper, a more intuitive iterative approach to calculate H(j2πf) is introduced to alleviate computation stress, as follows.
The nodes in the circuit are labeled with port numbers, as shown in Fig. 2 . Here the port impedance of port k is defined as the ratio of the voltage phasor to current phasor on port k, i.e.
The impedance of port k is determined by the formulae (R in is regarded as z 0 ):
And the voltages of each port are:
Then the transfer function H(j2πf) can be obtained by assigning 1+j0 to V 0 and calculating V n at certain frequency, that is, It is clear that the temporal cost of above algorithm is proportional to n, thus the computational complexity is O(n).
III. ANT COLONY OPTIMIZATION PROCEDURES
ACO takes inspiration from the foraging behavior of some ant species. These ants deposit pheromone on the ground in order to mark some favorable path that should be followed by other members of the colony. As time passes by, most ants will take a nearly optimal path in unison [14, 22] . Such property of the behavior of ant colony implies efficacious solutions to a range of combinatorial problems in circuit design. To utilize ACO, however, the search space must be a discrete one rather than continuous ones which are commonly encountered in the optimization of filters, using discretization techniques inspired by [24, 25] .
A. Data structure
To overcome aforementioned difficulties, the continuous component values must be discretized. Furthermore, by taking weighted sum of E pass , E stop , and E trans , the overall error between H A and design objectives can be measured by in which C pass , C stop and C trans reflect the relative importance of design objectives.
Thereby the performance of the filter denoted by ant A is defined as
indicating that an ant having lower error value performs better and thus have a higher value of η. 
2) Calculation of the probabilities of selecting compoentns
A probabilities table [26] of components is calculated based on c N M τ × , such that the probability of a component being selected is proportional to the amount of pheromone associated with it. If there is no pheromone distributed in a particular step, all components in that step will have equal chance of being selected.
3) Construction of solutions First, calculate the initial η for all ants when no component is selected.
Then for all i < N: repeatedly select components for ant A i according to the table described in step 2), until a newly selected component cannot improve η(A i ).
4) Update pheromone distribution
In each iteration, the pheromone value τ i,j associated with component c i,j is multiplied by a decay factor ρ. In the rth iteration, the ant ( ) And the pheromone in the next iteration is updated as
5) Evaluation of the colony
The optimization process ends if termination conditions are met, e.g. the colony converges or the maximal iteration number r max is reached; otherwise go to 2).
The flow chart of optimization process is depicted in Fig. 3 .
IV. A DESIGN EXAMPLE
A. Specifications
A configuration of lowpass filter is shown in Fig. 4 . R in =50Ω and R out =50kΩ are input and output resistance, C and L are capacitors and inductors. 
B. Results
To implement ACO to optimize the above filter, the search space of capacitors is discretized logarithmically from 10pF to 10mF, 1000 values in total. Similarly, the search space of inductors is discretized logarithmically from 100nH to 100mH, 1000 values in total. Additionally, 1000 frequency samples are distributed logarithmically in the range of (500Hz, 4kHz), with the samples located in (500Hz, 1kHz), (1kHz, 2kHz), and (2kHz, 4kHz) are assigned to F pass , F stop , and F trans , respectively. Other parameters are summarized in Table I . Nc 1000
Number of alternatives of components in one step Table II . Statistics about the iterating process are summarized in Table III. An AC analysis of the optimized filter was performed, and the results are shown in Fig. 6 .
Virtually the four specifications are met, with minor ripples on the passband.
An investigation into the bode plot showed that the 3dB cutoff frequency of the optimized filter is 1.02 kHz, gain at 2000Hz is -64dB, and the slope of the bode plot at high frequency is -180dB per decade.
C. Comparison with results obtained by GA
A GA optimization for a lowpass filter is performed with similar specifications in [11] . The comparative results of ACO and GA optimization are shown in Fig. 7 .
As shown in Fig. 7 , both of the filters obtained by ACO and GA meet design specifications, and the differences of their performance mostly appear in the transband: the filter obtained by ACO has a lower cutoff frequency, thus being more selective than the other filter.
Besides, the filter obtained by ACO has only eight components, whilst the filter in [11] has 23 components. Such simplicity is attributable to the compact representation of components in the proposed approach.
V. CONCLUSION
This paper presents an ACO approach for analog filter design to satisfy a set of specifications. The ability of the proposed approach to optimize filter order and component values simultaneously is advantageous in analog filter design. Furthermore, the proposed method is illustrated with a design example of a passive lowpass filter, and an AC analysis of the resulting filter is performed. Results show that the obtained filter satisfies design requirements. Moreover, the results are compared with a filter obtained by GA and shows better performance and simpler structure. Further, the ACO approach for filter design is general oriented and could have been used to optimize complicated filters those who have multiple passbands, if proper specifications are given.
