Testing plays an integral part in many areas of computer science. In relation to computational learning theory, testing can be viewed as an inverse process to learning. Testing algorithms create a set of examples for a given target concept that distinguish it from other concepts, while learning algorithms use a given set of examples to correctly infer an unknown concept. In this paper we develop a model for approximate testing of concepts, which relates to the PAC (probably almost correct) model of learning as well as other learning models. In approximate testing, a concept that passes the given tests is only required to be correct to within a given error tolerance rather than being exactly correct. We de ne what it means for a concept class to be approximately testable, and we investigate general properties of a concept class that make it testable or untestable. We de ne a new measure that is similar to the VC-dimension, called the testing dimension of a concept class, and show how it yields untestability results for certain concept classes. We also compare our testing model to several di erent learning models, and we discuss the topics of nonredundant test sets and generic test sets.
Introduction
Testing plays a part in many areas of computer science, including hardware and software design and machine learning. In each case some type of object is tested, such as a circuit, a program, or a concept, to determine whether it is correct. Testing theory addresses the question of whether a set of inputs or examples can be given to demonstrate that an object is correct; that is, whether a set of inputs or examples distinguishes a correct object from incorrect ones. Computational learning theory, on the other hand, addresses the question of how to infer a correct hypothesis from a given set of examples of an unknown concept. Thus, testing examines an inverse problem to that of learning { testing algorithms nd a set of examples that describe a concept, while learning algorithms nd a concept that explains a set of examples.
In this paper we develop a model for approximate testing of concepts. In our model, an approximate testing algorithm must be able to use a nite number of examples to distinguish one concept from others that di er from it by more than a given error bound. Our testing model relates to the probably almost correct (or PAC) model of learning introduced by Valiant Val84] . A PAC learning algorithm learns concepts using nite sets of examples. It di ers from other learning models in that concepts are learned to within only a given, probabilistically based, error bound. That is, a PAC learning algorithm is not required to produce a hypothesis that exactly matches the unknown concept that it is trying to learn, but instead it can produce a hypothesis that is \close" to the correct one.
The relationship between testing and learning has been investigated previously by Cherniavsky and Smith CS87]. However, their approach related testing to Gold's model of learning by identi cation in the limit. Our approximate testing model also has relationships with other learning models. It bears some resemblance to the work by Benedek and Itai BI88] on learning with respect to a xed probability distribution. However, we show in Section 4 that these two ideas are actually di erent. It also corresponds directly to the \helpful teacher" learning model GK95, SDHK91, SM91, ABCST92, JT92]. In this model, the teacher knows a concept and attempts to teach it using the fewest possible examples. The number of examples that a teacher must present for all students to learn a concept is analogous to the notion of the number of test points needed to test a concept. However, our approach di ers from the work in GK95, SM91, ABCST92, JT92] because it deals with uncountable domains, and it di ers from the work in SDHK91, JT92] because they assume a particular strategy on the part of the learner. Also, all of these papers deal for the most part with exact learning, where the hypothesis of a learner is not allowed to have any errors in it, while we study approximate testing, where a concept that tests correctly on a test set is allowed to have some small error. Finally, these papers examine the issue of the size of a set of examples needed to learn a particular class, while this paper deals with properties that determine testability.
Besides being related to various learning models, the study of approximate testing can also be used to obtain lower bounds on certain learning algorithms in the following manner. If it is demonstrated that m test points are needed to test a concept to within some error bound, then a learning algorithm must use at least m examples to insure that its hypothesis is within the error bound.
The remainder of this paper is organized as follows. In Section 2 we give a formal de nition of approximate testability. We de ne four levels of testability { testable, k-testable, two-sided testable and untestable { which yield a testing hierarchy. In Section 3 we give examples from geometry of concept classes at each level, and we examine the hierarchy that these examples de ne.
In Section 4 we compare our work on approximate testing to the work by Benedek and Itai BI88] on learning with respect to a xed probability distribution. We show that the idea of a concept class being approximately testable with respect to a probability distribution P is di erent from the idea of a concept class being learnable with respect to P.
In Section 5 we discuss the topics of nonredundant test sets and generic test sets. A test set is nonredundant if removing any example from it causes it to no longer be a test set. A test set is generic if it is a test set for any concept in a given concept class. We prove that there exist testable concept classes for which there are nonredundant test sets of arbitrarily large size and there exist testable concept classes for which no generic test sets exist. We also prove that generic testability implies learnability with respect to a xed probability distribution.
In Section 6 we investigate properties of a concept class that determine its testability. We de ne the notion of testing dimension, which is similar to Vapnik-Chervonenkis dimension, and show how it yields untestability results for certain concept classes. In Section 7 we summarize our work and mention open problems.
Approximate Testing
We use the de nition of a concept class from BEHW89] in our work, so we de ne it now.
De nition BEHW89]. A concept is a measurable subset q of a set of points X over which a probability measure P is de ned. A concept class is a set Q 2 X of concepts. X is assumed to be a xed set, usually nite, countable, or E d (Euclidean d-dimensional space) for some xed d 1. If X is E d , each q 2 Q is a Borel set.
Some examples of concept classes are the class B of all boolean functions on n variables (in this case X = f0; 1g n ) and the class R of closed orthogonal rectangles in E 2 . In this paper we use only geometric concept classes de ned on E d in our examples. However, our de nitions and results apply to all concept classes.
Each concept class Q has an associated representation class Q r , which is used when learning or testing a concept from the class. In general, there are several representation classes that can be associated with a concept class, and one of these is chosen when developing a learning or testing algorithm. For example, the class B de ned above can be represented by the class of boolean formulas or by the class of circuits. Similarly, a concept in the class R can be represented by its four vertices, or as the cross product of two intervals. In this paper we represent each geometric concept in E d by a list of vertices that describes it. Once a representation class Q r is chosen, the class Q is associated with this class, so the class Q r need not be mentioned explicitly.
When a representation class is used for a concept class, each concept q has associated with it a representation size s q , which is the size of the shortest representation of q in the representation class. For example, if boolean formulas are used to represent concepts in B, then the size of a concept q could be the number of literals in the shortest formula for q. If a vertex list is used to represent concepts in R then the size of a concept will be 2, since a minimal representation uses two opposite corners to describe an orthogonal rectangle. In this paper, since we represent each concept by a list of vertices, the size of a concept is the number of vertices in its minimal representation list.
We can extend the idea of a representation size for an individual concept to a concept class and de ne the size complexity of a class. This complexity measure indicates how large, in terms of representation, a concept in the class can be. It is useful when examining the testability of classes.
De nition. Given a concept class Q with associated representation class Q r , the size complexity of Q is the largest integer k such that there exists q 2 Q with representation size at least k in Q r . If no such k exists, the size complexity of Q is in nite.
The domain over which concepts are de ned has a size parameter as well. The size of the domain for B is n since B contains boolean functions on n variables. The size of the domain E d is d.
We now give the de nition of PAC learnability from Blumer, Ehrenfeucht, Haussler and Warmuth BEHW89] and de ne approximate testability in a similar manner. We also de ne four levels of approximate testability { testable, k-testable, two-sided testable and untestable.
Given two concepts r; q 2 Q, r is consistent with q on some nite set of points t = ft 1 ; t 2 ; : : :; t m g if it agrees with q on all points in t, i.e. if t \ q = t \ r. The error of r, with respect to q and the probability measure P, is given by P(q4r), where q4r denotes the symmetric di erence of the sets. Thus, the error of a tested or learned concept is measured as the probability of the region that forms the symmetric di erence between it and the target concept.
Let S Q denote the set of all nite subsets of X that are labeled according to some q 2 Q. Let De nition BEHW89]. A 2 A is a PAC learning algorithm for Q with sample size n( ; ) if for all probability measures P on X and for all ; 2 I and for all q 2 Q, A(S q ) = p, where S q is a nite random sample (or subset) of X labeled according to q of size n( ; ), and p is consistent with q on S q and P(q4p) with probability greater than 1 ? . If such an A exists, then Q is PAC learnable.
Let S denote the set of all nite subsets of X. Let Q + denote the positive rationals and let m: Q + I ! Z + be a positive integer valued function de ned on Q + I. Furthermore, let T be the set of all computable functions T: Q I ! S and P be a probability measure on X.
De nition. T 2 T is an approximate testing algorithm for Q with respect to P with test set size m(s q ; ) if for all 2 I and for all q 2 Q, T(q; ) = t; jtj m(s q ; ) and for all r 2 Q, if r is consistent with q on t, then P(q4r) . If m is a polynomial in s q (the representation size of q) and 1 and T runs in polynomial time, then T is a polynomial approximate testing algorithm for Q with respect to P. T(q; ) is called a test set for q with respect to the class Q. For each t i 2 T(q; ), if t i 2 q then t i is a positive test point; otherwise, t i is a negative test point.
Thus given an error bound 2 I and a target concept q 2 Q, T produces a test set for q such that any tested concept that is consistent with q on this set has error no more than . Note that a con dence parameter (i.e. in the de nition of a PAC learning algorithm) is not needed since the selection of test points is deterministic, as opposed to PAC learning algorithms that guess a hypothesis based on randomly chosen examples. PAC learning algorithms use randomly chosen examples because the probability measure on these examples is unknown, so if a deterministic strategy were used, an adversary could choose a probability measure that would cause the strategy to fail.
We also want testing algorithms that reveal something about the error of concepts that are inconsistent with the target concept on a given test set. For this purpose we de ne two-sided testing algorithms, which are a subset of the set of testing algorithms. Let e: Q I ! Q + be a positive rational valued function.
De nition. T 2 T is a two-sided testing algorithm for Q with respect to P with error margin e(q; ) if T is a testing algorithm for Q with respect to P and for all 2 I and q; r 2 Q, if r is inconsistent with q on T(q; ), then P(q4r) e(q; ).
Thus if T is a two-sided testing algorithm for Q, then it produces a test set for a target concept q such that any tested concept that is consistent with q on this set has error no more than and any concept that is inconsistent with q on this set has error at least e(q; ). If such a T exists, then Q is two-sided testable with respect to P. If T is not a two-sided testing algorithm, then a tested concept that is inconsistent with the target concept q on the test set might have an arbitrarily small error.
Levels of Testability
In this section we give geometric examples of concept classes at each level of testability, and we use these examples to demonstrate a testing hierarchy.
Examples
The following examples will help to clarify the distinction between untestable concept classes and the three types of testability { testable, k-testable and two-sided testable { de ned above. Each class in the examples below consists of concepts that are subsets of the closed subspace 0; 1] 0; 1] in E 2 , over which a uniform distribution is de ned. In the next section we will use these examples to illustrate a testing hierarchy. Proposition 3.2 R 1 is 6-testable and two-sided testable with an error margin of e(q; ) = w , where w is the width of the target rectangle and is a function of w and .
Proof: Let r 2 R 1 , with a minimum side of length w, be given. Choose two positive test points near the lower left and upper right corners of r, each a distance from the edges adjacent to the corner. Choose four negative test points, each midway along a side of r and away from the side. Let r ? be the minimum area orthogonal rectangle containing the negative test points, and let r + be the minimum area orthogonal rectangle containing the positive test points. The value is chosen such that it is less than w 2 and the area of (r ? 4r) is less than .
If a concept q 2 R 1 is consistent with r on the given test set, then it must contain r + and cannot be larger than r ? . Therefore, q has error P(q4r) < . If a concept q 2 R 1 is inconsistent with r, then it must have a side that is either at least a distance of outside r, or a distance of inside r. In either case, P(q4r) w . Proposition 3.3 Q P is two-sided testable with a test set of size 2n where n is the number of vertices of the target polygon.
Proof: (Proof Sketch { A complete proof can be found in Rom92], where it is proven that 2n test points are both necessary and su cient to test an n-sided closed convex polygon.) Given an n-sided closed convex polygon p as a target, choose for each vertex v of p a positive test point that is a distance from v and that is equidistant from each of the two edges adjacent to v. Next, for each edge of p, choose a negative test point midway along the edge and a distance from it. Convexity is used to show that when and are su ciently small, these points bound a nite region of the plane that can be occupied by a convex polygon consistent with p on the test set. By decreasing and this region can be made arbitrarily small. Convexity is also used to show that this is a two-sided testing algorithm for p. u t Proposition 3.4 R 2 is testable with a test set of size 36 2 , but it is not k-testable for any k.
Proof: First we show that R 2 is testable by a testing algorithm that chooses a set of (d 6 e?1) 2 points distributed evenly over 0; 1] 0; 1]. For r 2 R 2 and > 0, let T(r; ) = f( i 6 ; j 6 ) j 1 i; j (d 6 e ? 1)g. The probability of a region bounded by 4 adjacent test points is no greater than 2 36 . If a tested concept q 2 R 2 is consistent with r on T(r; ), then q and r can only di er in at most 36 of these regions. This means P(q4r) ( 36 )( 2 36 ) = . Now we prove that R 2 is not k-testable for any k by assuming that it is and nding a contradiction. Assume that T is a k-testable testing algorithm for R 2 . Consider the target concept r = 0; 1] 0; 1], and let = 1 k+1 . There are two cases to consider. It is interesting to note that in several of these classes, concepts contain nite sets of points, and although these nite sets of points have probability measure 0, they can a ect the testability of the class. For example, concepts in R 1 and concepts in Q 2 di er by only a nite set of points. However, R 1 is testable and Q 2 is not. One could argue that concept classes such as Q 2 should not be allowed since a part of the concept with 0 measure determines the testability of the class. However, these classes are very important with respect to testing because they represent classes of concepts where noise occurs in the measurements used to test an unknown concept against a target concept. For example, class Q 2 is a representation of the class R 1 of orthogonal rectangles where there is a possibility of a nite number of negative misclassi cation errors (i.e. errors where a negative example is misclassi ed as positive). Examples 3.2 and 3.5 illustrate that a nite number of misclassi cation errors can cause a testable concept class to become untestable.
Testing Hierarchy
In Section 2 we de ned four di erent notions of testability { testable, k-testable, two-sided testable, untestable { by which concept classes can be categorized. These de nitions yield a hierarchy of testability. By de nition, the family of k-testable concept classes and the family of two-sided testable concept classes are both subsets of the family of testable concept classes. However, the rest of the hierarchy di ers depending on the probability measure P de ned on the space X.
With respect to a uniform distribution de ned over a bounded subspace of E 2 , we have the hierarchy shown in Figure 1 Figure 1 that for concept classes in E 2 with a uniform distribution, the k-testable and two-sided testable families are incomparable. For a di erent probability distribution, the hierarchy would look di erent. For example, if the probability distribution P only assigns a positive probability to a nite set t of points, then any concept class is k-testable and two-sided testable with respect to P. This is because t can be used as a test set for any concept with respect to any concept class. Since the cardinality of t is a constant, the class is k-testable. Since any inconsistent concept will di er from the target concept on t, it will have a positive error.
Testability vs. Learnability by Fixed Distributions
One way in which our work on testing di ers from the work on learning in Val84] and BEHW89] is that they examine learning algorithms that are independent of the underlying probability distribution, while we study testing algorithms that depend on the underlying probability distribution. In other words, a PAC learning algorithm learns a concept regardless of the underlying distribution, whereas an approximate testing algorithm generates a test set for a concept with respect to a speci c distribution.
Benedek and Itai BI88] extend the idea of learning to the case where the learning algorithm has knowledge of the underlying distribution on the sample points. We will show, however, that this idea is di erent from testing with respect to a distribution. They de ne the following notions, where Q is a concept class de ned over a set X, and P is a probability measure on X.
De nition BI88]. Q is learnable with respect to P if there exists a function F such that for all ; > 0, there is a k > 0 such that for every q 2 Q and x 2 X k selected at random according to P, if F is given x with each point labeled as to whether or not it is in q, then F returns a set r X that, with probability 1 ? , has P(q4r) < .
Thus, given a set of examples drawn according to the distribution P and labeled according to an unknown concept q, F will return a set that, with high probability, is close to q. The function F is a learning algorithm for Q with respect to P. Note that F may not be polynomially computable, and it does not necessarily return a concept in the class Q.
De nition BI88]. A set Q 2 X , where > 0, is an -cover of Q with respect to P if for every q 2 Q there is a q 0 2 Q such that P(q4q 0 ) . Q is nitely coverable with respect to P if for every > 0, there is a nite -cover Q of Q.
Benedek and Itai use the notion of a nite -cover to characterize when a concept class is learnable with respect to a xed distribution. Although testability with respect to a xed distribution appears to be similar to learnability with respect to a xed distribution, the following two theorems show that the two ideas are actually incomparable. Theorem 4.2 There exist a concept class Q and a probability distribution P such that Q is learnable with respect to P, but Q is not testable with respect to P. u t
Not only does testability with respect to P not imply learnability with respect to P, but neither does two-sided testability. Concept class Q 4 from the proof of the previous theorem is two-sided testable, but it is not learnable. The notion of k-testability also does not imply learnability with respect to a xed distribution. Concept class Q 4 can easily be converted into a 2-testable concept class Q 0 4 by only allowing intervals with rational endpoints and by changing the part of a concept contained in (0; 1]. If q 2 Q 0 4 contains n intervals in ?1; 0], then it contains the point 1 n+1 and another point that encodes the endpoints of the n intervals. These 2 points form a test set for q for any since they uniquely identify it.
Nonredundant Test Sets and Generic Test Sets

Nonredundant Test Sets
When looking for a testing algorithm for a class of concepts, it is desirable to nd one that produces a minimum number of test points to test a concept. By minimum we mean that no other testing algorithm produces a test set for any concept/error bound pair with fewer test points. Such an algorithm is called optimal for the concept class. One property of the test sets produced by an optimal algorithm is that they contain no redundant test points. That is, if any point is removed from the test set, it is no longer a test set. In this section we study testing algorithms that produce nonredundant test sets to see if the size of these test sets can vary. The reason for doing this is to determine whether it is su cient to require only that a testing algorithm be nonredundant in order to ensure that it produces a \good" (i.e. minimum sized) test set. First we give de nitions and an example.
De nition. Let Q be a concept class de ned on a set X and let P be a probability measure on X. A test set t for a concept q 2 Q and > 0 is nonredundant if it has the property that removing any point from it causes it to no longer be a test set. A testing algorithm T for Q is nonredundant if it produces a nonredundant test set for every q 2 Q and > 0. A nonredundant test set is maximal if there does not exist a nonredundant test set for q and of larger cardinality. A test set is minimal if there does not exist a test set for q and of smaller cardinality. A testing algorithm T is optimal for Q if it produces a minimal test set for every q 2 Q and > 0.
Thus, a test set t for q 2 Q and is nonredundant if it has the property that for each x 2 t, there exists a concept r 2 Q that is consistent with q on t ? fxg but has error P(q4r) > .
We give an example to illustrate the di erence between minimal and maximal nonredundant test sets. Proposition 5.1 For any q 2 Q 5 and < 2 3 , q has a minimal test set of size 1 and a maximal nonredundant test set of size 2.
Proof: For a minimal test set, choose a positive test point in the target interval. For a maximal nonredundant test set, choose two negative test points, one in each of the other intervals. This test set is maximal because any test set containing more than two points would either contain multiple points in one of the two intervals or a positive test point in the target interval. In either case, one of the three points is redundant. u t When we examine nonredundant testing algorithms for a testable concept class Q, one question to consider is whether there is a maximal size test set produced by these algorithms for any q 2 Q and > 0. It turns out that for many classes there is not.
Theorem 5.1 There exist testable concept classes that contain concepts for which there exist no maximal nonredundant test sets.
Proof: Consider the class Q 6 consisting of concepts composed of one or two closed intervals between 0 and 1 on the real line, where a uniform distribution is de ned over the interval 0; 1]. This class is testable by a result in Rom92, RS94] (this result is restated in Section 6).
Let q 2 Q 6 be the interval 0; 1] and let = 1 4 . There is no maximal nonredundant test set for q and . That is, given any m > 15, there exists a nonredundant test set of size m for q and . In particular, the test set t = fi j 1 i mg, where = 3 4(m?2) , is a nonredundant test set of size m for q and . The distance between two adjacent points in t is , and the distance between m and 1 is 1 4 ?2 . Any r 2 Q 6 that is consistent with q on t only di ers from q in at most three intervals between test points, thus it has error P(q4r) + +( 1 4 ?2 ) = 1 4 = . However, if a point is removed from t, then a consistent concept r can di er from q in four intervals and thus have error P(q4r) = not expand past any of the 4 negative test points already chosen. Each of these rectangles should expand in all four directions from r and no two should expand the same distance in any one direction. Also, one rectangle should expand equally in all four directions from r (see Figure 2 ).
Choose negative test points at the upper left and lower right corners of the intersections of each consecutive pair of these rectangles and the rectangles obtained from expanding r in only two opposite directions (see Figure 2) . If k rectangles were chosen in the previous step, then this will add 2(k + 1) test points, for a total of 2(k + 1) + 8 2( m?10 2 + 1) + 8 = m test points. None of these test points are redundant, since removing one would allow one of the rectangles to expand in some direction without becoming inconsistent on the remaining points. Since each rectangle is larger than r, if it expands in any direction it will have error greater than . Depending on how the rectangles were chosen, additional points may need to be added to obtain a test set. This set of m or more points is a nonredundant test set for r and .
u t Positive test points Negative test points Figure 2: A nonredundant test set for a rectangle
The results of this section demonstrate that it is not su cient to require only that a testing algorithm be nonredundant in order to ensure that it produces a \good" test set. This is because there are concept classes that have nonredundant testing algorithms that produce test sets with arbitrarily many more test points than an optimal algorithm.
Generic Test Sets
An approximate testing algorithm, as de ned in Section 2, takes as input a concept and an error bound, and it produces a test set that depends upon the concept that was input. In some situations it is desirable to have a testing algorithm that takes as input only an error bound and produces a set of points that is a test set for any concept in the class. Such a test set is called a generic test set for the concept class. We now de ne this notion formally.
Let Q be a concept class de ned on a set X, and let P be a probability measure on X.
Let S denote the set of all nite subsets of X and let I denote the open interval of rationals in (0; 1). Let m: I ! Z + be a positive integer valued function de ned on I, and let T be the set of all computable functions T: I ! S. De nition. T 2 T is a generic approximate testing algorithm for Q with respect to P with test set size m( ) if for all 2 I, T( ) = t; jtj m( ) and for all q; r 2 Q, if q and r are consistent on t, then P(q4r) . T( ) is called a generic test set for Q with error bound . If such a T and m exist, then Q is generically testable with respect to P with test set size m( ).
The following example demonstrates a generic approximate testing algorithm for a generically testable concept class.
Example 5.2 Let class Q 6 be the concept class de ned in the proof of Theorem 5.1. Each q 2 Q 6 contains one or two closed intervals in 0; 1]. Given > 0, the set t = f i 4 j 1 i b 4 cg is a generic test set for Q 6 with error bound . Any two concepts q; r 2 Q 6 that are consistent on t can only di er in at most four intervals between test points, so the error of one with respect to the other is P(q4r) 4 4 = . Thus Q 6 is generically testable.
One question to consider is how the notion of generic testability relates to the original notion of approximate testability. It is easy to see that any generic approximate testing algorithm is an approximate testing algorithm. However, the reverse implication does not hold. As the next theorem shows, there are testable concept classes that are not generically testable.
Theorem 5.3 There exist a concept class Q and a probability measure P such that Q is testable with respect to P, but Q is not generically testable with respect to P.
Proof: Let P be the uniform distribution on ?1; 1], and let Q 4 be the concept class de ned in the proof of Theorem 4.3. That is, every concept q 2 Q 4 is composed of a nonempty, nite set of nonempty, disjoint intervals on ?1; 0] and the following additional interval. If q contains n intervals in ?1; 0], then the interval 1 n+1 + 1 2n(n+1) ; 1 n ] is also in q. Q 4 is testable with respect to P, as shown in the proof of Theorem 4.3. However, for any < 1 2 and any nite set t of points in ?1; 1], there exist concepts q; r 2 Q 4 that are consistent on t, but for which P(q4r) > . Let t ? t be the points of t that are contained in ?1; 0], let n max be the largest integer such that t contains a point in the interval 1 nmax+1 + 1 2nmax(nmax+1) ; 1 nmax ], and let n := maxfjt ? j + 1; n max + 1g. Let q and r each be composed of n disjoint intervals on ?1; 0] and the interval 1 n+1 + 1 2n(n+1) ; 1 n ]. Choose the intervals of q and r so that the interiors of the intervals of q do not intersect those of r, the union of these intervals has probability greater than , and none of these intervals contains any point in t. Then every point in t will be a negative test point for both q and r, but P(q4r) > , so t is not a generic test set for Q with error bound . u t Not only is the notion of generic testability not equivalent to that of testability, but it also di ers from the notions of two-sided testability and k-testability. The class Q 4 in the previous proof is an example of a concept class that is two-sided testable but not generically testable, class Q 1 from Example 3.1 of Section 3.1 is an example of a concept class that is k-testable but not generically testable, and class R 2 from Example 3.4 of Section 3.1 is an example of a concept class that is generically testable but not k-testable or two-sided testable.
Class Q 4 from the previous proof is not generically testable and is also not learnable with respect to a uniform distribution on ?1; 1]. This is not a coincidence, as the following theorem shows.
Theorem 5.4 If a concept class Q is generically testable with respect to a probability measure P, then it is learnable with respect to P.
Proof: Let T be a generic approximate testing algorithm for concept class Q with respect to the probability measure P, and for a given let T( ) be a generic test set for Q with error bound . To obtain an -cover Q of Q choose, for each subset t T( ) that is obtainable by some concept in Q, one concept q t 2 Q that obtains this subset (i.e. q t \ T( ) = t). Q is a nite -cover for Q because any q 2 Q is consistent with some q i 2 Q on T( ), and thus P(q4q i ) since T( ) is a generic test set. Since the choice of was arbitrary, Q is nitely coverable with respect to P, and by Theorem 4.1 it is thus learnable with respect to P. u t It is easy to see that the implication in the previous theorem cannot be reversed since Theorem 4.2 showed that learnability with respect to a xed probability distribution does not imply testability, but generic testability does imply testability.
Testability and Dimension
In this section we examine general properties of a concept class that determine whether or not it is testable. Both properties of a concept class Q and properties of the probability measure P used to measure the error between two concepts can cause a class Q to be testable with respect to P. We now give a result that relates certain probability distributions to testability.
Proposition 6.1 If a discrete probability distribution P is de ned on the domain X, then any concept class is generically testable with respect to P.
Proof: Let Q 2 X be a concept class de ned on X and let P be a discrete probability distribution de ned on X. There is a countable subset X 0 = fx 1 ; x 2 ; : : :g of X such that P 1 i=1 P(x i ) = 1 and for all x 2 X ? X 0 , P(x) = 0. Given any > 0 there exists an n such that P n i=1 P(x i ) 1 ? , and thus the set of points t = fx 1 ; x 2 ; : : :; x n g is a generic test set for Q with error bound . u t Although many of our results are applicable to all domains and probability distributions, because of the above result they often become trivial for discrete domains and probability distributions. Even if the probability distribution P is not discrete, if it has the property that P(p4q) = 0 for all p; q 2 Q, then Q is generically testable with respect to P.
We now examine properties of a concept class that cause it to be testable. It is easy to see that any class of n concepts is testable using at most n ? 1 test points for any concept. In GK95] it was shown that there exist classes of n concepts that require n ? 1 test points to test certain concepts. It is also simple to see that any concept class of pairwise disjoint, nonempty concepts is 1-testable for any probability distribution, since any point inside a concept forms a test set for it for any given error bound.
In computational learning theory, a complexity measure known as the Vapnik-Chervonenkis dimension of a concept class characterizes when a concept class is PAC learnable. This complexity measure is also useful for characterizing when a concept class is testable, so we de ne it now.
De nition VC71, BEHW89]. Given a concept class Q de ned over X and a nite S X; Q (S) denotes the set of all subsets of S that can be obtained by intersecting S with a concept in Q, i.e. Q (S) := fS \ q j q 2 Qg. If Q (S) = 2 S , then S is shattered by Q.
The Vapnik-Chervonenkis dimension of Q (or simply the VC-dimension of Q) is the largest integer k such that there exists a subset S of X of cardinality k that is shattered by Q. If no such k exists, the VC-dimension of Q is in nite.
As an illustration of this dimension, the class R of closed orthogonal rectangles, de ned in Section 2, has VC-dimension 4. The set S = f(?1; 0); (1; 0); (0; ?1); (0; 1)g can be shattered by R, but no set of 5 points can be shattered by R. In Theorem 2.1 of BEHW89] it was proven that a concept class is PAC learnable if and only if it has nite VC-dimension.
VC-dimension can also be used to partially characterize when concept classes are testable, as the following theorem demonstrates. This theorem was proven in Rom92, RS94] . The notion of well-behaved classes mentioned in the theorem is a measure-theoretic condition on concept classes given in BEHW89]. Virtually any concept class considered in the context of learning or testing will be well-behaved. Theorem 6.1 Rom92] Let Q be a concept class de ned over X, and let P be a probability measure on X. If Q is well-behaved and has nite VC-dimension, then Q is testable with respect to P.
By this theorem we can conclude that the concept classes R 1 and R 2 de ned in Examples 3.2 and 3.4 of Section 3.1 are testable. Note, however, that this theorem does not show how to deterministically choose test points. Also, VC-dimension does not completely characterize when a concept class is testable. Classes Q 1 and Q P , from Examples 3.1 and 3.3 of Section 3.1, are both testable but they have in nite VC-dimension (it was shown in HW87] that the class Q P of convex polygons has in nite VC-dimension).
Goldman and Kearns GK95] relate the VC-dimension of a concept class to the number of examples that a helpful teacher must present in order for all students to learn a concept. As we stated in the introduction, this notion is analogous to the size of a test set needed to test a concept. They show that there are some classes that require a test set much larger than the VC-dimension of the class to test them, and there are other classes that can be tested with a number of test points smaller than the VC-dimension of the class. They also give an upper bound on the number of test points needed to test a class that is a function of the VC-dimension of the class and the cardinality of the class.
It was shown in RS94] that concept classes with the same VC-dimension can even have di erent levels of testability. This was shown by proving that the class consisting of concepts composed of exactly two closed intervals on the real line is k-testable, while the class consisting of concepts composed of one or two closed intervals on the real line is not k-testable. Both of these concept classes have VC-dimension 4.
Since any class with nite VC-dimension is testable, we now consider classes with in nite VC-dimension to determine properties that make them testable or untestable. First we examine a few examples that illustrate how a small change in the de nition of a concept class can have a large e ect on the testability of the class. Consider the following three concept classes de ned on 0; 1], where q 1 := 0; 1 2 ], q 2 := 1 2 ; 1], and a uniform distribution is de ned on 0; 1].
Example 6.1 Class Q 7 := fq 1 ; q 2 g. Class Q 7 is obviously 1-testable, since it only contains two concepts. Now consider the following concept class containing concepts that are similar to those in Q 7 :
Example 6.2 Class Q 8 := fq 1 4p j p is any nite set of points in 0; 1]g fq 2 4p j p is any nite set of points in 0; 1]g. Although class Q 8 only contains two types of concepts { those that di er from q 1 by a nite set of points, and those that di er from q 2 by a nite set of points { the addition of these nite point sets makes this class untestable, as the following proposition demonstrates. Class Q 9 is 1-testable using the point 3 4 . These examples illustrate that a nite set of points with probability zero can greatly e ect the testability of a concept class. Also, since both class Q 8 and Q 9 have in nite VC-dimension, Theorem 6.1 cannot be used to distinguish between them.
We wish to nd properties that can distinguish between classes such as Q 8 and Q 9 . One such property is the testing dimension of a concept class, which is similar to the VCdimension. We de ne this complexity measure now.
De nition. Given a concept class Q de ned over X, the testing dimension of Q is the largest integer k such that all subsets S X of cardinality k are shattered by Q. If no such k exists, the testing dimension of Q is in nite.
As an illustration of this dimension, the class Q P of convex polygons, which has in nite VC-dimension, has testing dimension two since three collinear points cannot be shattered by the class.
The testing dimension of a concept class never exceeds the VC-dimension of the class. This dimension was independently de ned by Sontag Son92] and Abu-Mostafa and St. Jacques AMJ85] to characterize the complexity of classes of neural nets.
The following two results relate testing dimension to testability. For these results we de ne two subclasses of a concept class that are determined by a target concept q and an error bound . P(r4p) > . Therefore, since Q < (q) has in nite testing dimension, Q > (q) has in nite testing dimension, and by Proposition 6.3 Q is untestable. u t
The following theorem applies to concept classes de ned over uncountable domains (such as E d ) where the probability distribution P is continuous. That is, P has the property that for all x 2 X, P(x) = 0. Theorem 6.2 If a concept class Q has in nite testing dimension, is closed under arbitrary intersections, and contains a concept q 2 Q with nonzero probability, then it is untestable.
Proof: Let Q be a concept class with the above properties and let q 2 Q be such that P(q) = > 0. Assume that Q is testable, and let t = T(q; 2 ) be a test set for q with error bound 2 . Let t + be the set of positive test points in t, de ne Q t + := fr 2 Q j r \ t = t + g, and let q + be the intersection of all concepts in Q t +. Since Q is closed under arbitrary intersections, q + 2 Q, and q + \ t = t + . Since Q has in nite testing dimension, for any x 6 2 t there exists r 2 Q such that r \ (t fxg) = t + . Since r 2 Q t + and x 6 2 r, x cannot be in q + . Therefore, q + = t + , which means that P(q + ) = 0 and P(q + 4q) = . Since q + is consistent with q on t, this contradicts the fact that t is a test set for q with error bound 2 . u t Note that any two of the three properties in Theorem 6.2 are not su cient to show untestability for a concept class. Also, if we weaken the second property to \closed under nite intersections" then the result no longer holds, as the following example illustrates. Class Q 10 has in nite testing dimension and is closed under nite intersections, but it is testable with the point 3 8 , since any concept that contains this point di ers from 0; 1 2 ] by a nite set of points, and any concept that does not contain this point di ers from 0; 1 4 ] by a nite set of points.
The results of this section show that nite VC-dimension implies testability, while in nite testing dimension combined with certain other properties implies untestability. There are no results, however, for concept classes with in nite VC-dimension and nite testing dimension. Therefore, a complete characterization of which concept classes are testable remains an open problem.
Conclusion and Open Problems
In this paper we have de ned what it means for a class of concepts to be approximately testable and have identi ed several levels of testability that de ne a hierarchy. We have given examples of concept classes for each level and have shown the hierarchy de ned by them. We have explored the relationship between testing and learning and have compared our testing model to several learning models. We have discussed the ideas of nonredundant test sets and generic test sets. In an attempt to characterize testable concept classes, we have de ned a new notion called testing dimension and have examined its relationship to approximate testing.
Since this is a new area of research, there are many open problems and many directions to be taken. We only mention a few open problems here. One major open problem is the exact characterization of when a concept class is approximately testable. Also, there is the task of identifying properties that distinguish k-testable concept classes from ones that are testable but require larger than a constant size test set, and of identifying properties that distinguish two-sided testable concept classes from ones that are not two-sided testable. There are also more relationships between learning and testing to be explored. Finally, there is the application of testability ideas to non-geometric concept classes.
