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ЗАДАЧА СКЛАДАННЯ РОЗКЛАДУ ВИКОНАННЯ ЗАВДАНЬ 
ПАРАЛЕЛЬНИМИ ПРИЛАДАМИ З МЕТОЮ МІНІМІЗАЦІЇ 
МАКСИМУМУ ВІДХИЛЕННЯ ВІД ДИРЕКТИВНОГО ТЕРМІНУ 
МОМЕНТІВ ЗАВЕРШЕННЯ ПРИЛАДАМИ УСІХ ЗАВДАНЬ 
Розглянута задача теорії розкладів, в якій необхідно склас-
ти розклад виконання завдань із загальним директивним тер-
міном ідентичними паралельними приладами за критерієм мі-
німізації максимального відхилення від директивного терміну 
моментів завершення приладами усіх завдань. Застосовуючи 
методологію побудови ПДС-алгоритмів, розроблено ознаки 
оптимальності розкладів та на їх основі визначена множина 
перестановок, які дозволяють послідовно покращувати зна-
чення критерію. Розроблено ПДС-алгоритм розв’язання задачі, 
який має наступні властивості: поліноміальна складова алго-
ритму (ознаки оптимальності і поліноміальний алгоритм, що 
їх перевіряє) одночасно є поліноміальною апроксимацією екс-
поненціальної складової ПДС-алгоритму. 
Ключові слова: календарне планування, розклад, парале-
льні прилади, спільний директивний термін, мінімізація мак-
симуму відхилень від директивного терміну, ПДС-алгоритм. 
Вступ. Виробниче оперативно-календарне планування (ОКП) 
полягає у визначенні календарних термінів виконання множини пла-
нових завдань. Застосування економіко-математичних моделей та 
методів дозволяє суттєво підвищити ефективність ОКП. Важливою 
складовою ОКП є цехове планування, в якому вирішуються задачі, 
подібні тій, що розглядається у цій роботі: у систему одночасно над-
ходить певна кількість завдань, які можуть виконуватися ідентични-
ми паралельними приладами. Для цих приладів необхідно скласти 
розклад виконання завдань, що дозволяє досягнути ефективного ви-
користання ресурсів. Отже, є потреба у розробці алгоритмів складан-
ня розкладів, що забезпечать високу якість отримуваних результатів і 
не будуть потребувати значних обчислювальних ресурсів. Один з 
шляхів цього напрямку грунтується на застосуванні методології по-
будови ПДС-алгоритмів для важковирішуваних задач комбінаторної 
оптимізації [1, с. 161–191], зміст якої полягає у наступному. Спочатку 
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на основі теоретичного аналізу досліджуваної задачі виявляються 
ознаки оптимальності допустимих розв’язків, потім розробляється 
алгоритм розв’язання задачі, що має дві складові поліноміальну і екс-
поненційну. Поліноміальна складова породжується логіко-аналітич-
ними умовами (р — умовами), виконання яких гарантує оптималь-
ність отриманого розв’язку і синтезується таким чином, щоб послідо-
вна процедура конструювання допустимих розв’язків була найбільш 
ефективна з точки зору реалізації р — умов. Коли допустимий роз-
в’язок, отриманий поліноміальною складовою, не задовольняє р — 
умовам, то продовжується розв’язання задачі експоненційною скла-
довою алгоритму, чи її поліноміальною апроксимізацією. 
У цій роботі розглядається задача календарного планування вико-
нання завдань із загальним директивним терміном ідентичними парале-
льними приладами з метою мінімізації максимального відхилення від 
директивного терміну моментів завершення приладами усіх завдань. 
Огляд публікацій. У роботі [1, с. 451–472] розглянуто пробле-
ми реалізації ефективного планування в системах, які мають мереже-
ве представлення технологічних процесів і обмежені ресурси. 
У роботі [2] визначено властивості та проведений порівняльний 
аналіз задач календарного планування за різними критеріями оптима-
льності згідно методології побудови ПДС-алгоритмів для важкови-
рішуваних задач комбінаторної оптимізації [1, с. 161–191]. У роботі 
[4] розглянута задача, близька до досліджуваної: одна з підзадач ба-
гатоетапної мережевої задачі календарного планування, де для дові-
льно заданих кінцевих директивних термінів необхідно отримати 
допустимий розклад з максимально пізнім за часом запуском техно-
логічного процесу. В роботі [5] розглянуто властивості задачі кален-
дарного планування виконання завдань із загальним директивним 
терміном ідентичними паралельними приладами за критерієм макси-
мізації моменту запуску приладів за умови, що усі завдання не запіз-
нюються; визначена множина перестановок, що дозволяють послідо-
вно покращувати значення критерію; ці перестановки покладені в 
основу розробленого ПДС-алгоритму розв'язання задачі.  
Мета та задачі досліджень. Метою роботи є дослідження задачі 
мінімізації максимального відхилення від директивного терміну мо-
ментів завершення паралельними приладами усіх завдань. У рамках 
дослідження необхідно вирішити наступні задачі: виявити властивос-
ті задачі календарного планування; визначити ознаки оптимальності 
розкладів; використовуючи ознаки оптимальності розкладів розроби-
ти множину перестановок, які дозволять послідовно покращувати 
значення критерію; розробити алгоритм розв’язання задачі. 
Постановка задачі. Задано множину завдань J  ( J n ) та кіль-
кість приладів m, для кожного завдання j J  відома тривалість викона-
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ння jp . Усі завдання мають спільний директивний термін d. Передба-
чається, що всі завдання множини J  надходять у систему одночасно, 
процес обслуговування кожного завдання протікає без переривань до за-
вершення обслуговування завдань. Усі прилади працюють без переривань. 
Необхідно знайти розклад, у якому мінімізується максимум від-
хилення від директивного терміну моментів завершення приладами 
усіх своїх завдань. 
У роботі розглядається випадок, коли сумарний час, виділений 
приладам на виконання усіх завдань, приблизно дорівнює загальному 
об’єму роботи, яку повинні виконати ці прилади: 
1
n
j
j
p dm

  і при цьому 
1
n
j
j
p dm m

  . 
Одним з поширених критичних зауважень щодо моделей теорії 
розкладів є наступне: на практиці у разі обмеженого фонду робочого 
часу парку машин (приладів) керівництво підприємства не набирає 
замовлень, об’єм яких значно перевищує можливості підприємства. З 
огляду на це, задача, що розглядається, є реалістичною. 
Властивості задачі. Позначимо 
1
n
j
j
p dm

  . Величина   
може бути від’ємною, додатною або приймати нульове значення. 
Розглянемо деякий розклад  . Позначимо в цьому розкладі: 
іС  — момент завершення виконання усіх завдань приладом i , 
1,i m ;    max 0;i iC d   ; 1,i m  (далі цю величину будемо 
називати виступом приладу i );    max 0; , 1,i iR d C i m     (далі 
цю величину будемо називати резервом приладу i ). 
Визначимо множини:  I   — множина таких приладів, для яких 
  0i   ;  RI   — множина таких приладів, для яких   0iR   ; 
 0I   — множина таких приладів, для яких     0i iR    ; 
 iJ   — множина робіт, що виконується приладом i . 
Не складно довести, що оптимальний розклад належить класу 
  розкладів, для яких виконується 
, , | ( ), ( ), ( ), ( )h R j sh j s h I j J s I p R        . 
З урахуванням обраних позначень критерій задачі має вигляд: 
  max minii C d    або     max ; mini ii R    . 
Нехай, b  — найбільший спільний дільник тривалостей вико-
нання завдань , 1,jp j n , якщо поділити величини , 1,jp j n  на b , 
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то для усіх тривалостей виконання завдань найбільший загальний 
дільник буде становити 1 [6]. 
Для побудови початкового розкладу пропонується використовува-
ти алгоритм, наведений у [5], суть якого полягає в наступному: спочатку 
завдання впорядковуються за незростанням тривалостей виконання, по-
тім на кожній ітерації наступне з завдань призначається на той прилад, у 
якого поточний час звільнення є найменшим. Очевидно, що розклад, 
побудований за цим алгоритмом, належить до класу розкладів  .  
Ознаки оптимальності. Для розкладу    можливі такі випадки. 
Випадок І. Якщо 0   і у розкладі маємо, що iC d , 1,i m , 
тобто отримали розклад з рівномірним завантаженням приладів. Оче-
видно, що цей розклад є оптимальним (ознака оптимальності 1). 
Випадок ІІ. 0   (у цьому випадку неможливо побудувати роз-
клад з рівномірним завантаженням приладів). 
Випадок ІІ.1. Усі прилади завершують роботу не раніше дирек-
тивного терміну:  
, 1,iC d i m  . 
У цьому випадку розклад, у якого: 
   0, 1,iR i m   ; (1) 
    0,1 1,i i m   ; (2) 
є оптимальним (при цьому кількість приладів з ненульовим виступом 
становить  , рисунок 1а). 
У випадку ІІ ( 0  ) в оптимальному розкладі можуть мати міс-
це прилади з ненульовим (одиничним) резервом. Для збереження оп-
тимальності розкладу, кожний додатковий ненульовий (одиничний) 
резерв повинен бути компенсований ненульовим (одиничним) висту-
пом. При виконанні умов (1)–(2) кількість приладів, у яких 
    0i iR     , становить m  . Отже, максимально можлива 
кількість приладів з   1iR    становить 2
m  , якщо різниця m   
є парною, і 
2
m     , якщо ця різниця непарна (тут: a    — найбіль-
ше ціле, для якого виконується a a   ). При цьому максимально 
можлива кількість приладів з   1i    становить 2m       .  
Отже в загальному вигляді ознака оптимальності така. 
Випадок ІІ.2. Частина приладів завершують свою роботу до дирек-
тивного терміну, частина — після. У цьому випадку розклад, у якого: 
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   0,1 , 1,iR i m   ; 
   0,1 , 1,i i m   ; 
є оптимальним (ознака оптимальності 2). При цьому розклад має 
характеристики, наведені в табл. 1. 
Таблиця 1 
Характеристики розкладу при мінімальному  
та максимальному значенні для випадку ІІ 
Характеристика 
розкладу
Мінімальне  
значення 
Максимальне зна-
чення
Кількість приладів з нену-
льовим виступом,  I     2
m        
Кількість приладів з нену-
льовим резервом,  RI   
0 (якщо m   парне) 
1 (якщо m   непарне) m   
На рисунку 1 наведена графічна ілюстрація ознак оптимальності 
IІ.1 (а) та IІ.2 (б). На рисунку 1а показано випадок, у якому величина 
 I   приймає мінімально можливе значення, а на рисунку 2б — 
максимально можливе (три одиничних резерви були компенсовані 
трьома додатковими одиничними виступами). 
 
а) 
 
б) 
Рис. 1. Графічна ілюстрація ознак оптимальності ІІ.1 та ІІ.2 
Випадок ІІІ. 0   (у цьому випадку також неможливо побуду-
вати розклад з рівномірним завантаженням приладів). 
Випадок ІІІ.1. Момент завершення усіх завдань кожним прила-
дом не перевищує директивного терміну: iC d , 1,i m . 
У цьому випадку розклад, у якого:  
  0, 1,i i m   ; 
   0,1 , 1,iR i m   ; 
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є оптимальним (при цьому кількість приладів з ненульовим резервом 
становить  ). 
Випадок ІІІ.2. Частина приладів завершують свою роботу до дире-
ктивного терміну, частина — після. У цьому випадку розклад, у якого: 
   0,1 , 1,i i m   ; 
   0,1 , 1,iR i m   ; 
є оптимальним (ознака оптимальності 3). При цьому розклад має 
характеристики, наведені в таблиці 1. 
Таблиця 2 
Характеристики розкладу при мінімальному  
та максимальному значенні для випадку ІІІ 
Характеристика 
розкладу Мінімальне значення
Максимальне 
значення
Кількість приладів з нену-
льовим резервом,  RI     2
m        
Кількість приладів з нену-
льовим виступом,  I 
0 (якщо m   парне) 
1 (якщо m   непарне) m m     
На рисунку 2 наведена графічна ілюстрація ознак оптимальності 
ІІІ.1 та ІІІ.2.  
 
а)  б) 
Рис. 2. Графічна ілюстрація ознак оптимальності ІІІ.1 та ІІІ.2 
Для довільного розкладу   виконується: 
 
1
m
i
i


 =  
1
m
i
i
R  

 . 
Оптимізація розкладу полягає в послідовному зменшенні вели-
чини     max ;i ii R   , цього можна досягти за допомогою обміну 
завданнями між приладами з множин  I   і  RI  . При цьому в 
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результаті таких перестановок, застосованих до розкладу  , в ново-
му розкладі 1  для величин  1
1
m
i
i


  та  1
1
m
i
i
R 

  виконується: 
 
1
m
i
i


    1
1
m
i
i


  =  
1
m
i
i
R 

    1
1
m
i
i
R 

 . 
Отже, для покращення розкладу необхідно направити зусилля на 
зменшення максимальної з величин виступів (  max ii  ) або резер-
вів (  max ii R  ), не збільшуючи при цьому «протилежну» характери-
стику розкладу (максимальне значення резервів та виступів відповід-
но). Для цього пропонується використовувати розроблену множину 
перестановки робіт між приладами з множин  I   та  RI  . Умо-
ви виконання цих перестановок та їх наслідки (характеристики отри-
маного розкладу 1 ) описані в таблиці 3.  
Таблиця 3 
Властивості перестановок 
Тип пере-
становки 
Прилади  
і роботи, 
що прийма-
ють участь у 
перестановці 
   0   
Умова, при 
якій переста-
новка вико-
нується 
Характеристики 
результуючого 
розкладу 
Зменшення резерву (виступу) одного приладу за рахунок зменшення висту-
пу (резерву) іншого  
1-1А  h I  , 
1 hj J ;  Rs I  , 
2 sj J  
1 2j j
p p   
 
,
.
h
sR
 
 
 
  
 
 
 
 
1
1
,
.
h
h
s
s
R
R

 

 
 
  

 
 
1-2А  h I  , 
1 hj J ; 
 Rs I  , 
2 3, sj j J  
 
1
2 3
j
j j
p
p p

 
2-1А  h I  , 
1 2, hj j J ; 
 Rs I  , 
3 sj J  
 
1 2
3
j j
j
p p
p
 

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Продовження таблиці 3 
Зменшення резерву (з появою додаткового резерву) 
R 1-1Б  h I  , 
1 hj J ; 
 Rs I  , 
2 sj J  
1 2j j
p p  
 
,s
h
R 
 

   
 
 
 
 
1
1
,
.
s
s
h
h
R
R
R

 

 

 

  
 
R 2-1Б  h I  , 
1 hj J ; 
 Rs I  , 
2 3, sj j J  
 
1
2 3
j
j j
p
p p

   
R 1-2Б  h I  , 
1 2, hj j J ; 
 Rs I  , 
3 sj J
 
1 2
3
j j
j
p p
p
 
  
Перерозподіл резервів 
R 1-1В  Rs I  , 
1 sj J ; 
 
 0 ,
Rh I
I


 

 
2 hj J  
2 1j j
p p  
 
 
,
.
s
s
h
R
R
R
 
 


 

 
 
 
 
1
1
,
.
s
s
h
h
R
R
R
R

 

 

 

 
 
R 2-1В  Rs I  , 
1 sj J , 
 
 0 ,
Rh I
I


 

 
2 3, hj j J
 
2 3
1
j j
j
p p
p
 

 
R 1-2В  Rs I  , 
1 2, sj j J ; 
 
 0
Rh I
I


 

, 
3 hj J
 
3
1 2
j
j j
p
p p

   
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Продовження таблиці 3 
Зменшення виступу (з появою додаткового виступу)
 1-1Б  h I  , 
1 hj J ; 
 Rs I  , 
2 sj J  
1 2j j
p p  
 
,
.
h
sR
 
 
 
  
 
 
 
 
1
1
,
.
h
h
s
sR

 

 
 
  
 
 
 
 1-2Б  h I  , 
1 hj J ; 
 Rs I  , 
2 3, sj j J  
 
1
2 3
j
j j
p
p p

 
 2-1Б  h I  , 
1 2, hj j J ; 
 Rs I  , 
3 sj J  
 
1 2
3
j j
j
p p
p
 

Перерозподіл виступів
 1-1В  h I  , 
1 hj J ; 
 
 0 ,
s I
I


 

 
2 sj J  
1 2j j
p p  
 
 
,
.
h
h
s
 
 

 
  

 
 
 
 
1
1
,
.
h
h
s
s

 

 
 
  
 
  
 
 1-2В  h I  , 
1 hj J ; 
 
 0 ,
s I
I


 

, 
2 3, sj j J  
 
1
2 3
j
j j
p
p p

 
 2-1В  h I  , 
1 2, hj j J ; 
 
 0 ,
s I
I


 

 
3 sj J  
 
1 2
3
j j
j
p p
p
 

Розроблена множина перестановок покладена в основу ПДС-
алгоритму розв’язання задачі, який має наступні властивості: поліно-
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міальна складова алгоритму (ознаки оптимальності і поліноміальний 
алгоритм, що їх перевіряє) одночасно являється поліноміальною ап-
роксимацією експоненціальної складової ПДС-алгоритму. 
Алгоритм розв’язання задачі 
КРОК 1 Побудувати початковий розклад  . 
КРОК 2 Визначити множини  I  ,  RI   та  0I  .  
КРОК 3 Перевірити виконання ознак оптимальності 
ЯКЩО виконується одна з ознак оптимальності, ТО кінець, 
  — оптимальний розклад. 
КРОК 4 Визначити прилад q , якому відповідає максимум 
    max ; .i ii R    
КРОК 5 ЯКЩО ( )q I  , ТО перейти на КРОК 6 
ІНАКШЕ ( ( )Rq I  ) перейти на КРОК 7. 
КРОК 6 Для приладу h q  перебираючи усі прилади ( )Rs I  ви-
конати усі можливі перестановки 1-1А, 1-2А, 2-1А,  1-1Б,  1-2Б, 
 2-1Б.  
ЯКЩО таких перестановок не знайшлось,  
ТО для приладу h q  перебираючи усі прилади 0 ( ) ( )s I I    
виконати усі можливі перестановки  1-1В,  1-2В,  2-1В. 
ЯКЩО таких перестановок не знайшлось,  
ТО кінець алгоритму,  
ІНАКШЕ перейти на КРОК 2. 
ІНАКШЕ перейти на КРОК 2. 
КРОК 7 Для приладу s q  перебираючи усі прилади ( )h I  ви-
конати усі можливі перестановки 1-1А, 1-2А, 2-1А, R 1-1Б, R 1-2Б, 
R 2-1Б.  
ЯКЩО таких перестановок не знайшлось,  
ТО для приладу s q  перебираючи усі прилади 0 ( )s I    
( )RI  виконати усі можливі перестановки R 1-1В, R 1-2В, R 2-1В. 
ЯКЩО таких перестановок не знайшлось,  
ТО кінець алгоритму,  
ІНАКШЕ перейти на КРОК 2. 
ІНАКШЕ перейти на КРОК 2. 
Складність алгоритму становить 3( )O mn . 
Висновки: 
 виявлено властивості задачі календарного планування виконання 
завдань ідентичними паралельними приладами із загальним дире-
ктивним терміном; 
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 визначено ознаки оптимальності розкладів; 
 розроблено множину перестановок, що дозволяє послідовно пок-
ращувати значення критерію мінімізації максимального відхилен-
ня від директивного терміну моментів завершення ідентичними 
паралельними приладами усіх завдань; 
 розроблено ПДС-алгоритм розв’язання задачі. 
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The scheduling problem is considered in which is necessary to schedule the 
jobs with a common due date on identical parallel machines with the criterion 
of minimizing the maximum deviation of the times when the machines com-
plete all the jobs from the due date. Applying the methodology of the PDC-
algorithms on their basis a set of permutations is defined that allows to consis-
tently improve the criterion value. The PDC-algorithm for the problem solution 
is developed that has the following properties: the polynomial component of 
the algorithm (the signs of optimality and the polynomial algorithm that is 
checking them) is in the same time the polynomial approximation of the expo-
nential component of the PDC-algorithm. 
Key words: Scheduling, schedule, parallel machines, common due date, 
minimizing the maximum deviation from the due date, PDC-algorithm. 
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