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This paper deals with automatic dialog acts (DAs)
recognition in Czech based on sentence structure.
We consider the following DAs: statements, orders,
yes/no questions and other questions. In our previ-
ous works, we have proposed, implemented and eval-
uated new approaches to automatic DAs recognition
based on sentence structure and prosody. The word
sequences were manually transcribed. The main goal
of this paper is to evaluate the performances of our
approaches when these word sequences are unknown
and estimated from a speech recognizer. Our system
is tested on a Czech corpus that simulates a task of
train tickets reservation. When manual transcription
is used, classification accuracy without and with sen-
tence structure models is 91 %, 94 % and 95 %. The
recognition accuracy reaches 96 % with prosodic com-
bination. When word sequences are estimated from
a speech recognizer, the classification score is 88 %
without and 91 % and 92 % with sentence structure
models. The combination with prosody gives 93 % of
accuracy.
1. Introduction
A dialog act (DA) represents the meaning of an
utterance at the level of illocutionary force [1].
For example, “question” and “answer” are both
possible dialog acts. Automatically recognizing such
dialog acts is of crucial importance to interpret and
guarantee natural user interactions.
The main goal of this paper is to compare the
classification accuracy of automatic DA recognition
approaches, when manual word transcription is used
and when word sequences are estimated from a speech
recognizer.
The dialog acts recognition module is designed to
be integrated into a dialog system. Such a system
shall exploit dialog acts to better interpret the user’s
inputs. Our main interest is question detection, be-
cause it is an important clue for dialogue manage-
ment. For example, when our system detects an ex-
plicit question, it has to treat it immediately and re-
act accordingly.
Section 2 presents a short review of dialog acts
recognition approaches. Section 3 presents our meth-
ods based on sentence structure. Section 4 describes
the LASER speech recognizer [2]. Section 5 evaluates
and compares these methods in two different cases:
when manual word transcription is used, and when
the word transcription is estimated from a speech rec-
ognizer. In the last section, we discuss the research
results and we propose some future research direc-
tions.
2. Short review of dialog acts recogni-
tion approaches
To the best of our knowledge, there is very little
existing work on automatic modeling and recognition
of dialog acts in the Czech language. Alternatively,
a number of studies have been published for other
languages, and particularly for English and German.
In most of these works, the first step consists to
define the set of dialog acts to recognize. In [3], [4],
42 dialog acts classes are defined for English, based
on the Discourse Annotation and Markup System of
Labeling (DAMSL) tag-set [5]. Jekat [6] defines for
German and for Japanese in VERBMOBIL 42 DAs,
with 18 DAs at the illocutionary level. The MALTUS
(Multidimensional Abstract Layered Tagset for Ut-
terances) [7] is another DAs tag set based on DAMSL.
Automatic recognition of dialog acts is usually re-
alized using one of, or a combination of the three
following models:
1. DA-specific language models
2. dialog grammar
3. DA-specific prosodic models
The first class of models infers the DA from the word
sequence. Usually, probabilistic approaches are rep-
resented by language models such as n-gram [4], [8],
or knowledge based approaches such as semantic clas-
sification trees [8].
The methods based on probabilistic language mod-
els exploit the fact that different DAs use distinctive
words. Some cue words and phrases can serve as ex-
plicit indicators of dialogue structure. For example,
88.4 % of the trigrams ”<start> do you” occur in
English in yes/no questions [9].
Semantic classification trees are decision trees that
operate on word sequence with rule-based decision.
These rules are trained automatically on a corpus.
Alternatively, in classical rule based systems, these
rules can be coded manually.
A dialog grammar is used to predict the most
probable next dialog act based on the previous
ones. It can be modeled by hidden Markov models
(HMMs) [4], Bayesian Networks [10], Discriminative
Dynamic Bayesian Networks (DBNs) [11], or n-gram
language models [12].
Prosodic models [3] can be used to provide addi-
tional clues to classify sentences in terms of DAs. A
lexical and prosodic classifiers are combined in [4].
3.Dialog act recognition approaches
Syntax information is often modeled by probabilis-
tic n-gram models. However, these n-grams usually
model local sentence structure only.
In our system we propose to include information
related to the position of the words within the sen-
tence. This method presents the advantage of intro-
ducing valuable information related to the global sen-
tence structure, without increasing the complexity of
the overall system.
3.1. Sentence structure model
The general problem of automatic DAs recognition
is to compute the probability that a sentence belongs
to a given dialog act class, given the lexical and syn-
tactic information, i.e. the words sequence.
We simplify this problem by assuming that each
word is independent on the other words, but is depen-
dent on its position in the sentence, which is modeled
by a random variable P .
We can model our approach by a very simple
Bayesian network with three variables, as shown in
figure 1. In this figure, C encodes the dialog act class
of the test sentence, w represents a word and P its








Figure 1. Graphical model of our approaches: grayed
nodes are hidden
In the left model of figure 1, P (w|C, P ) is assumed
independent of the position: P (w|C, P ) ' P (w|C).
This system only considers lexical information, and
the probability over the whole sentence is given by
equation 1.




This system is referred to as “unigram”.
On the right part of figure 1, information about
the position of each word is included. However, this
model poses two practical issues that have to be
solved:
• Sentences have different length.
• New variable P greatly reduces the ratio between
the size of the corpus and the number of free param-
eters to train.
We propose in [13] two methods to solve these prob-
lems. The first one, multiscale position method, ex-
ploits a description of the sentence in several levels
to smooth the probabilities across these levels. The
second one, non-linear merging method, models the
dependency between W and P by a non-linear func-
tion that includes P .
3.2.Combination with prosody
Following the conclusions of previous studies [14],
only the two most important prosodic attributes are
used: F0 and energy. Let us call F the set of prosodic
features for one sentence. We use a Gaussian Mixture
Model (GMM) classifier that computes P (F |C).
The outputs of the lexical, position and prosodic
models are normalized to the interval [0; 1]. They
respectively approximate P (C|W ), P (C|W, P ) and
P (C|F ).
These probabilities are then combined with a
Multi-Layer Perceptron (MLP), as suggested in our
previous works [15].
4. LASER speech recognizer
The LASER (LICS Automatic Speech Extrac-
tion/Recognition) software is currently under devel-
opment by the Laboratory of Intelligent Communi-
cation Systems (LICS), University of West Bohemia.
The goal is to develop a set of tools that would al-
low training of acoustic models and recognition with
task dependent grammars or more general language
models.
The architecture is based on a so called hybrid
framework which combines the advantages of hidden
Markov model approach with the universality of arti-
ficial neural networks. A typical hybrid system uses
HMMs with state emission probabilities computed
from output neuron activations of a neural network
(such as the multi layer perceptron).
4.1.Neural network acoustic model
According to many authors (see e.g [16]) the use
of a neural network for the task of acoustic model-
ing has several potential advantages over the conven-
tional Gaussian mixtures seen in today’s state-of-the-
art recognition systems. Among the most notable
ones are its economy – a neural network has been ob-
served to require less trainable parameters to achieve
the same recognition accuracy as a Gaussian mixture
model and context sensitivity – the ability to include
features from several subsequent speech frames and
thus incorporate contextual information.
A three layer perceptron serves as an acoustic
model in the latest version of the recognizer. It has
117 input neurons (there are 13 MFCC coefficients
per speech frame and 9 subsequent frames are used
as features), 400 hidden neurons and 36 output neu-
rons corresponding to our choice of 36 context inde-
pendent phonetic units (which roughly correspond to
Czech phonemes). Experiments with larger hidden
layer sizes have been carried out but the 400 hid-
den neurons were chosen as a good trade-off between
modeling accuracy and computational requirements.
The incremental version of the back-propagation
algorithm has been found as the fastest converging
training strategy for this task. Also in order to further
speed up the convergence cross entropy error criterion
is used instead of the usual summed square error. The
training of a multi layer perceptron requires the exact
locations of phoneme boundaries to be known, i.e. it
must be known for each speech frame in the training
set to which phonetic class it belongs to. These can
be obtained via forced Viterbi alignment from the
transcriptions of the training utterances. An already
trained recognizer is necessary for this process. It is
also beneficial to generate a new set of phonetic labels
using the newly trained hybrid recognizer and repeat
the training process once more.
Similarly to other automatic speech recognition
systems there are three-state HMMs modeling pho-
netic unit. However all three states share the same
emission probability computed from the activation
value of a neuron in the output layer of the MLP. This
can be viewed as a minimum phoneme duration con-
straint which (according to our experiments) signifi-
cantly increases recognition accuracy. Because each
state is tied to a neuron representing one phonetic
class the outputs of a well trained MLP can be inter-
preted as state posterior probabilities P (Sj |o)
1 which
can be (by the application of Bayes’ rule) changed to
state emission probabilities (Sj denotes j-th HMM
state):
P (o|Sj) =
P (Sj |o) · P (o)
P (Sj)
. (2)
The term P (o) remains constant during the whole
recognition process and hence can be ignored so the
emission probabilities can be acquired by dividing the
network outputs by the class priors (relative frequen-
cies of each class observed in training data).
The HMM state transition probabilities are not
trained since their contribution to recognition accu-
racy is negligible (in speech recognition applications,
according to our experiments). Uniform distribution
is assumed instead.
4.2. Language model
Our biggest problem is the size of the training data
since the training set for the language model consists
of the transcriptions of the railway corpus (see sec-
tion 5.1). Experiments with pure n-gram models led
to poor recognition performance. Our solution is to
merge words into classes and construct an n-gram
1In HMM terminology o represents observation, i.e in our
case the feature vector
model based on those classes. This should compen-
sate the lack of training data for infrequent n-grams.
The method tries to automatically cluster words
into classes according to their functional position in
sentence. The algorithm (see [17]) starts with assign-
ing each words into separate class and then starts
merging two classes at a time. The process is stopped
when there is a desired number of classes.
The larger the number of word classes used in lan-
guage model training the more it reflects the syntacti-
cal structure of the training set and, since the train-
ing set is small, hinders the recognition of n-grams
not seen in the training data. A compromise leading
to best performance on the test set was to cluster the
1400 words in the railway corpus into 100 classes and
use those to train a trigram language model.
4.3.Decoding
The acoustic model provides a local match, i.e. it
estimates a score for each phonetic unit in a short
speech frame. The percentage of correctly recognized
frames (those where the correct phonetic unit gets the
highest score) at this point is around 70 %. The role
of the decoder is to search those scores and output
the most likely word sequence. The usual technique
for this is the Viterbi algorithm (see e.g. [18]).
Our initial experiments were carried out with hand
written grammars describing all possible recognized
utterances. The advantage of this approach is that
the search space is relatively small and it is not nec-
essary to do any pruning during the search.
When long span language models (such as tri-
grams) together with larger dictionaries are used it is
no longer possible to do an exhaustive search. In or-
der to lower the computational complexity the num-
ber of active states (i.e. those that will take part
in further computation) must be pruned. A simple
but efficient pruning method is the beam search which
prunes all states having lower score than a given per-
centage of the highest score. Such search is no longer
admissive, i.e. does not guarantee to find the most
likely word sequence. Despite this it has been shown
to work well in practice.
Another way to speed up the search is to reorganize
the dictionary. For example if two words start with
the same phoneme (phonetic unit) than the compu-
tation for their initial states needs to be done only
once. This leads to a tree like structure of the dictio-
nary and its respective HMM. While the tree reduces
the size of the HMM to about 40 % of its original
size, it can reduce the number of active nodes during
beam search by an order of magnitude.
5. Experiments
5.1.Dialog acts corpus
Czech Railways corpus, which contains human-
human dialogs, is used to validate the proposed meth-
ods. The number of sentences of this corpus is shown
in column 2 of table 1.
The LASER recognizer is trained on 6234 sentences
(c.f. first part of table 1), while 2173 sentences pro-
nounced by different speakers (c.f. second part of ta-
ble 1) is used for testing. Sentences in the testing part
of the corpus has been labelled manually with the fol-
lowing dialog acts: statements (S), orders (O), yes/no
questions (Q[y/n]) and other questions (Q). The word
transcription estimated from the LASER recognizer
is used to compare the performances of DAs recogni-
tion experiments with the scores obtained by manual
word transcription.
All experiments for DAs recognition are realized
using a cross-validation procedure, where 10 % of the
corpus is reserved for the test, and another 10 % for
the development set. The resulting global accuracy
has a confidence interval ± 1 %.




2. Testing part (labeled by DAs)
S 566 Chtěl bych jet
do Ṕısku.
I would like to go
to Ṕısek.
O 125 Najdi daľśı
vlak do Plzně!
Look at for the
next train to
Plzeň!
Q[y/n] 282 Řekl byste
nám daľśı
spojeńı?
Do you say next
connection?
Q 1200 Jak se dostanu
do Šumperka?
How can I go to
Šumperk?
Sent. 2173
Table 1. Composition of Czech Railways corpus
5.2. Sentence structure experiments
The first part of table 2 shows the recognition score
obtained with a unigram model.
The recognition accuracy of the sentence struc-
ture models are shown in the second part of table 2.
The global recognition accuracy of multiscale position
model is 91.4 % and of non-linear merging model is
91.8 %, which is the best score obtained by every
module taken individually.
Non-linear merging model is implemented by a
Neural Network of type Multi-Layer Perceptron
(MLP). The chosen MLP topology is composed from
three layers: 4 (for each DA class) times 8 (equal-size
segments of the sentence) inputs, 12 neurons in hid-
den layer and 4 output neurons, which encode the a
posteriori class probability.
5.3.Combination with prosody
The third section of table 2 shows the recognition
score of the prosodic GMM. The best recognition ac-
curacy is obtained with a 3-mixtures GMM.
The last part of table 2 shows the recognition re-
sults when the prosodic GMM and the MLP-position
models (described in [15]) are combined with another
MLP.
The combination of models gives better recognition
accuracy than any model taken individually, which
confirms that different sources of information bring


































Table 2. Dialog acts recognition accuracy for different
approaches/classifiers and their combination with man-
ual word transcription
5.4.Recognition with LASER recog-
nizer
Table 3 shows DAs recognition scores, when word
transcription is estimated by the LASER recognizer.
The results are obtained with word class based tri-
gram language model (see section 4.2). Sentence
recognition accuracy is 39.78 % and word recognition
accuracy is 83.36 %.
Table 3 structure is the same as table 2.
6.Conclusions
In this work, we compared the performances of sev-
eral methods for automatic DAs recognition in two
cases: when manual word transcription is used, and
when word sequences are estimated from the LASER
speech recognizer. The objective of this work was to
integrate these methods into a multi-modal ticketing
reservation system.
We show that the DA recognition accuracy only
slightly decreases, when word sequences are estimated
automatically from the recognizer. The absolute de-
crease of the recognition score is about 3 % only,
which is insignificant for our application.
The main perspective of our work is to add dialog


































Table 3. Dialog acts recognition accuracy for different
approaches/classifiers and their combination with word
transcription from LASER recognizer
accuracy.
Finally, in real applications, other clues such as the
current dialog state shall also be considered. How-
ever, we proposed in this work a DA recognition mod-
ule that is independent from the task, and which can
be easily retrained on another corpus. Another per-
spective is also to test these methods on another cor-
pus (radio), another language (French) and with more
DA classes.
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