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We study the geometric behavior for large times of the solutions
of the following equation
ut + γ |ut | = u, 0< |γ | < 1,
posed in the whole space RN , for N  1 when the initial data
are nonnegative, continuous and compactly supported. We prove
that, after a ﬁnite time, log(u) becomes a concave function in the
space variable and converges to all orders of differentiability to
a certain parabolic shape, so-called Barenblatt-type proﬁle, which
was described in Kamin et al. (1991) [20]. Extensions to more
general fully nonlinear equations are considered.
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1. Introduction and main results
In this paper we are interested in the geometric properties of solutions to the following parabolic
equation:
ut + γ |ut | = u, 0< |γ | < 1, (1.1)
in Q = {(x, t): x ∈RN , t > 0} for N  2, with continuous, nonnegative, initial conditions:
u(x,0) = u0(x) ≡ 0 and u0(x) = O
(
e−A|x|2
)
, as |x| → ∞. (1.2)
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of an elastic ﬂuid in an elasto-plastic porous medium. Barenblatt and his collaborators have studied
the problem extensively, cf. [3–6]. In particular, Barenblatt and Sivashinskii have constructed [6] a self-
similar solution in the one dimensional case, conjectured to be the large-time behavior of solutions
with a wide class of initial data. For an arbitrary space dimension N  1 Kamin, Peletier and the
second author [20] have established the existence and uniqueness of a special self-similar solution,
and also proved that this solution (rather, a one-parameter family of solutions) attracts as t → ∞
all the solutions with nonnegative and continuous initial data that decay suﬃciently as |x| → ∞ as
assumed above. We remark that (1.1) can be written in other convenient forms, such as:
F (ut) = u, with F (s) =
{
(1+ γ )s, if s 0,
(1− γ )s, if s < 0, (1.3)
and also
ut =
{
max{ u1−γ , u1+γ }, if γ  0,
min{ u1−γ , u1+γ }, if γ > 0.
(1.4)
Written in this last form it is a particular case of the so-called parabolic equations of dynamic pro-
gramming. This fully nonlinear parabolic equation has some interest in itself since it arises in a variety
of different applications ranging from control theory to ﬁnance, such as [8,21,30]. More recently, Caf-
farelli and Stefanelli’s paper [14] is devoted to the study of the self-similar solvability of the fully
nonlinear parabolic problem already mentioned.
As said above, we are interested in the large-time geometric properties of the solutions. Our main
result is the following theorem.
Theorem 1.1. Assume u is a nonnegative solution of (1.1), with compactly supported initial data u0. Then there
exists a time T > 0 such that for all t  T , the function logu(·, t) is a concave function in the space variable
and the level sets {x ∈RN : u(x, t) C > 0} are convex.
Finding geometric properties for parabolic ﬂows is a very interesting and active subject. There are
several known related results, see [2,7,17,22,24,21,27–29,32,33] and their references. We also note
that the geometric properties of the solution also help in getting further regularity of the solutions,
such as in free boundary problems treated in [17,28].
Moreover, we can also extend our Theorem 1.1 to the general parabolic Bellman problem, such as
ut = F
(
D2u
)= inf
A∈Aλ,Λ
tr
(
AD2u
)
, (1.5)
which is studied by Evans and Lenhart [19], Krylov [26], Wang [34,35] and others.
The geometric properties of the self-similar proﬁle play a key role in studying geometric proper-
ties of general solutions to parabolic ﬂows, as is shown in [2,28,29]. In some cases, these geometric
properties come from the explicit formula of the proﬁle. This is not the case in our problem, we must
prove the geometric properties of the self-similar proﬁle by an analysis of the associated ODE.
The outline of the work is the following: In Section 2 we prove the strict log-concavity of the spe-
cial self-similar solution; here, we need to reﬁne the asymptotic behavior of such self-similar solution
to show that it is strictly log-concave at inﬁnity. Then, the strict log-concavity in bounded balls is ob-
tained by Korevaar’s concavity maximum principles [21,25], see also [13,22,23] and their references,
and a constant rank theorem for convex solutions of Caffarelli and Friedman [11] and Korevaar and
Lewis [25], see also Singer, Wong, Yau and Yau [31]. For constant rank theorem for convex solutions of
fully nonlinear equations see [9,12]. Secondly, we need a good enough convergence of a general solu-
tion of (1.1)–(1.2) to the self-similar solution that implies the eventual log-concavity of u in Section 3.
In the end, we also extend our Theorem 1.1 to the general parabolic Bellman-type problem.
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In this section we investigate the strict log-concavity of nonnegative self-similar solutions of the
problem
{
F (ut) = u, in Q =RN ×R+,
u(x,0) = 0, for x = 0, (2.1)
where F is given by
F (s) = s + γ |s|, s ∈R, |γ | ∈ [0,1). (2.2)
Kamin, Peletier, and the second author have obtained in [20] the existence and uniqueness of non-
negative self-similar solutions of the problem (2.1). They looked for solutions in the form
u(x, t) = t− α2 f (η), η = |x|√
t
, α > 0. (2.3)
Then, the function f satisﬁes the ODE:
f ′′ + N − 1
η
f ′ = 1
2
F
[−(η f ′ + α f )], for η > 0. (2.4)
It must also take on the following conditions
f (0) = 1, f ′(0) = 0, (2.5)
ηα f (η) → 0, as η → ∞. (2.6)
The value of α(γ ) > 0 is unique and varies monotonically with γ , with limit values
lim
γ→−1α(γ ) = max{N − 2,0}, limγ→1α(γ ) = +∞.
The self-similar proﬁle is also unique for given γ . Note that the value f (0) = 1 is imposed for nor-
malization, any other constant value is acceptable and produces a solution of the problem that differs
by a multiplicative constant.
Our goal here is to show that g = log f is a strictly concave function.
Theorem 2.1. For any γ ∈ (−1,1) the solution of (2.4)–(2.6) is strictly concave function in the whole
space RN . More precisely, there is a constant θ > 0, such that
D2(log f )(y)−θ I for η = |y|, y ∈RN , (2.7)
where I is the identity matrix.
Proof. Putting g = log( f ), strict concavity for radial function means that
g′′(η) < −ε, g′(η) < −εη (2.8)
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equivalent to the following statement: for each point y ∈RN , and |y| = η,
f ′(η)
η f (η)
< −ε, and
(
f ′′
f
− f
′2
f 2
)
(η) < −ε. (2.9)
Case I. Limit as η → ∞. The analysis is based on the description of the asymptotic behavior of the
solution f . In [20, Lemma 2.9] such behavior is given in ﬁrst approximation as
f (η) = Aηα−N exp
(
−1+ γ
4
η2
)(
1+ O (η−2))
with similar expression for f ′(η), as η → ∞. We deduce that f ′ and η f go to 0 as η → ∞ and
f ′/ f → −∞. Using these facts, Eq. (2.4), and L’Hospital’s rule we get
lim
η→∞
f ′
η f
= lim
η→∞
f ′′
η f ′ + f = limη→∞
−( 1+γ2 η + N−1η ) f ′ − (1+γ )α2 f
η f ′ + f
= lim
η→∞
−( 1+γ2 + α−Nη2 )−
(1+γ )α
2
f
η f ′
1+ fη f ′
= −1+ γ
2
. (2.10)
The previous approximation is not sharp enough to get the second stated inequality, hence we need
to reﬁne the asymptotic behavior of f ′/ f . The main idea is taken from [10], we claim that
f ′
f
= −1+ γ
2
η + α − N
η
+ 2(α − 2)(α − N)
(1+ γ )η3 + o
(
1
η3
)
. (2.11)
Accepting this and using Eq. (2.4), we have
f ′′
f
− f
′2
f 2
= − f
′2
f 2
− N − 1
η
f ′
f
+ 1
2
F
[
−
(
η
f ′
f
+ α
)]
= − f
′2
f 2
− N − 1
η
f ′
f
− 1+ γ
2
(
η
f ′
f
+ α
)
= −
(
−1+ γ
2
η + α − N
η
)2
− N − 1
η
(
−1+ γ
2
η + α − N
η
)
− 1+ γ
2
[
η
(
−1+ γ
2
η + α − N
η
)
+ α
]
+ o
(
1
η3
)
→ −1+ γ
2
< 0, (2.12)
as desired. We now have to prove formula (2.11). Setting E = η f ′ + 1+γ2 η2 f , we know that E goes
to 0 as η → ∞, and one has
lim
η→∞
E
f
= lim
η→∞
E ′
f ′
= lim
η→∞
f ′ + η f ′′ + (1+ γ )η f + 1+γ2 η2 f ′
f ′
= 2− N +
(
1− α
2
)
(1+ γ ) lim
η→∞
η f
f ′
= α − N. (2.13)
Letting G = η2E − (α − N)η2 f , then G goes to 0 as η → ∞, and then
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η→∞
G
f
= lim
η→∞
E ′
f ′
= lim
η→∞
2η f
f ′
{
E
f
− (α − N)
}
+ lim
η→∞η
2
{
E ′
f ′
− (α − N)
}
= lim
η→∞η
2
{
E ′
f ′
− (α − N)
}
= lim
η→∞η
2
{
(2− α) + (1+ γ )
(
1− α
2
)
η f
f ′
}
= (2− α) lim
η→∞
(
η f
f ′
· E
f
)
= 2(α − 2)(α − N)
1+ γ . (2.14)
By (2.13), (2.14) and the deﬁnition of G and E we have
G
f
= 2(α − 2)(α − N)
1+ γ + ε(η),
E
f
= (α − N) + 2(α − 2)(α − N)
1+ γ
1
η2
+ ε(η)
η2
,
f ′
f
= −1+ γ
2
η + α − N
η
+ 2(α − 2)(α − N)
(1+ γ )η3 + o
(
1
η3
)
,
where ε(η) goes to 0 as η → ∞, i.e. (2.11) holds.
Case II. Behavior for η  R1, for any R1 > 0. We can easily obtain
f ′′(0) = −(1− γ )α
2n
by letting η → 0 in (2.4) and in view of (2.5), and hence
lim
η→0
f ′
f η
= lim
η→0
f ′′
f ′η + f = limη→0 f
′′ = −(1− γ )α
2n
, (2.15)
which implies for η small enough
f ′
f
= −(1− γ )α
2n
η + O (η2), (2.16)
and (
f ′′
f
− f
′2
f 2
)
(η) <
−(1− γ )α
2n
+ O (η). (2.17)
Therefore, g is strictly concave near the origin. Next, we are going to prove that g is strictly concave
in BR1 (0). Writing g(η) = log f (η), η = |y|, and it satisﬁes the following equation:
g := g′′ + N − 1
η
g′ = −g′2 + 1
2
F
[−(ηg′ + α)], in η = |y| R1. (2.18)
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II.1. Dimension N = 1. Claim g′′ < 0. Let p = −g = − log( f ) satisfy the following equation
p′′ = ∣∣p′∣∣2 − 1
2
F
[
yp′(y) − α]. (2.19)
We know that for γ = 0 the function f is explicit and p′′ = −g′′ = 1/2 > 0. We now move γ so
that p = pγ (y). Then we know that p(0) = 0, p′(0) = 0 for all γ and this implies according to the
equation γ that p′′(0) = − 12 F [−α] = 12α(1− γ ). On the other hand, the asymptotic analysis formula
(2.12) shows that p′′(∞) = 12 (1+ γ ).
Remember that F (s) = ks for one of the two values of k: k1 = 1 − γ or k2 = 1 + γ . We call
transition points the points y∗ > 0 such that y∗p′(y∗) − α = 0. According to the equation we have
p′′(y∗) = (p′(y∗))2 > 0. The solutions are C∞ smooth away from such points and they are C2 at those
points with a jump in the third derivative. Indeed, differentiating Eq. (2.19) we get
p′′′ = 2p′p′′ − k
2
[
p′(y) + yp′′]. (2.20)
This equation holds away from the transition points. The jump of p′′′ at y∗ is
[
p′′′
]
(y∗) = −k2 − k1
2
[
p′(y∗) + y∗p′′
]= −γ [p′(y∗)+ y∗(p′)2]= −γ p′(y∗)(1+ α)
where we have used the facts that p′′(y∗) = (p′(y∗))2 and y∗p′(y∗) = α.
Assume now that there is a point y at which p′′ = 0. It cannot be a transition point so the equation
for p′′′ applies and we have
p′′′ = −k
2
p′(y) < 0.
We conclude that p′′ must change from positive to negative at every such point, hence we will never
be able to come up again as the behavior at inﬁnity demands.
From this analysis it follows that p′ is monotone increasing, and then there is one and only one
transition point y∗ (it depends on γ of course). In the following, we can study in detail the mono-
tonicity of p′′.
Study of the monotonicity for Z = p′′ . We have p′′′(0) = 0 and if Z = p′′ then
Z ′′ = 2p′ Z ′ + 2Z2 − (k/2)(yZ ′ + 2Z)
so that
p′′′′(0) = 2Z(0)2 − kZ(0) = p′′(0)(2Z(0) − k)= (α − 1)(1− γ )
so Z ′′(0) = p′′′′(0) > 0 iff γ > 0.
Case γ > 0. (i) We ﬁrst prove that there can be no local maximum for Z in the interval (0, y∗). At
the ﬁrst maximum point we have Z ′ = 0 so that
Z ′′ = (2Z − k1)Z .
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such maximum. Therefore Z ′, Z ′′ > 0 in this interval.
(ii) Next we analyze the possible maxima and minima in the interval (y∗,∞) where k = k2 =
1+ γ . Then we have
Z ′′ = (2Z − k2)Z .
We conclude that the maxima happen for values Z < k2/2 and the minima for Z > k2/2.
(iii) Next we study the situation at the transition. Assume ﬁst that the transition does not create
a local maximum so that Z continues to increase at least for an interval (y∗, y1). The only possibility
then is that Z is monotone increasing and (1+ γ ) > (1− γ )α.
Continuing with the analysis of this case, we examine the situation at y∗ . The value of Z(y∗) is
intermediate between (1−γ )α/2 and (1+γ )/2. But then at the point y∗ the right-hand lateral limit
is
Z ′(y∗+) = p′′′(y∗+) = 2p′p′′ − (k2/2)
(
p′ + yp′′).
Using p′′ = (p′)2 and yp′ = α we get
Z ′(y∗+) = 2p′p′′ − (k2/2)
(
p′ + y(p′)2)= p′[2p′′ − (k2/2)(1+ α)].
But our derivation of the monotonicity implies that 2p′′ < (1+γ ) = k2, so that 2p′′ − (k2/2)(1+α) <
k2 − (k2/2)(1+ α) = (k2/2)(1− α) < 0. This is a contradiction.
(iv) The possibility left is that Z has a local maximum at y∗ and p′′(y∗) < (1 + γ )(1 + α)/4. The
previous properties imply that Z must be decreasing from there and therefore p′′(y∗) > (1 + γ )/2.
Both inequalities are compatible since α > 1.
Case γ < 0. (i) In this case y = 0 is a point of local maximum of Z and then 2Z(y) < 2Z(0) = αk1 < k1
for y before the minimum so at the ﬁrst minimum Z ′′ = (2Z−k1)Z < 0 if it lies in the interval (0, y∗).
This quantity is negative for Z > 0 so such a positive minimum is not possible. Therefore Z ′, Z ′′ < 0
in the interval (0, y∗).
(ii) Let us analyze the possible maxima and minima in the interval (y∗,∞) where k takes the
value k2 = 1+ γ . Then we have
Z ′′ = (2Z − k2)Z .
We conclude that the maxima happen for values Z < k2/2 = Z(∞) and the minima for Z > k2/2.
(iii) Next we study the situation at the transition. Assume ﬁst that the transition does not create
a local minimum so that Z continues to decrease at least for an interval (y∗, y1). The only possibility
then is that Z is monotone decreasing and (1+ γ ) < (1− γ )α.
Continuing with the analysis of this case, we examine the situation at y∗ . The value of Z(y∗) is
intermediate between (1−γ )α/2 and (1+γ )/2. But then at the point y∗ the right-hand lateral limit
is
Z ′(y∗+) = p′′′(y∗+) = 2p′p′′ − (k2/2)
(
p′ + yp′′).
Using p′′ = (p′)2 and yp′ = α we get
Z ′(y∗+) = 2p′p′′ − (k2/2)
(
p′ + y(p′)2)= p′[2p′′ − (k2/2)(1+ α)].
But our derivation of the monotonicity implies that 2p′′ > (1+γ ) = k2, so that 2p′′ − (k2/2)(1+α) >
k2 − (k2/2)(1+ α) = (k2/2)(1− α) > 0. This is a contradiction.
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(iv) The possibility left is that Z has a local minimum at y∗ and p′′(y∗) > (1 + γ )(1 + α)/4. The
previous properties imply that Z must be increasing from there and therefore p′′(y∗) < (1 + γ )/2.
Both inequalities are compatible since α < 1.
Summarizing the above analysis, we draw a numerical picture of p′′ in the three cases as Fig. 1.
II.2. Dimensions N  2. Assume the point y0 is the ﬁrst point such that D2g has eigenvalue 0, then
owing to g being a radial function, we only have three possible cases for g′ and g′′:
(a) g′(y0) = 0, g′′(y0) < 0; (b) g′(y0) < 0, g′′(y0) = 0; (c) g′(y0) = 0, g′′(y0) = 0.
For case (a), g′′(y0) < 0 implies that g′ is decreasing, so g is strictly concave at |y|  |y0| + ε for
ε > 0 being small enough. Case (c) is impossible from Eq. (2.18):
0 = (γ − 1)α
2
.
We now consider remaining case (b), and take p = −g, and get, for ε > 0 small enough, since
g′′(y0) = 0, p′(y0) > 0 and N − 1 1 then
0< p′′ + N − 1
η
p′ = p = |∇p|2 − 1
2
F
[−(α − ∇p · y)], |y0| − ε  η |y0| + ε. (2.21)
Firstly, we show that
α = ∇p · y, at y0, (2.22)
otherwise, Eq. (2.21) implies
α = p′|y0| = N − 1 1, at y0,
this is impossible because α is strictly increasing and continuous function of γ and
α(γ ) =
{
> 1 as γ > 0;
= N as γ = 0;
< 1 as γ < 0,
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F [−(α − ∇p · y)] is a linear function with respect to y. It is easy to obtain the regularities of p from
elliptic theory.
Our main idea is proving the convexity of p by using Korevaar’s concavity maximum principles in
[21,25], see also [13,22,23] and their references. Then the constant rank theorem [25] implies that p
is strictly convex. Let us prove these two steps.
Lemma 2.2. The radial solution p of (2.21) is convex in the ball η ∈ [|y0| − ε, |y0| + ε].
Proof. For the reader’s convenience, we give in detail the proof which uses Korevaar’s concavity maxi-
mum principles in [21–24]. Following [22, pp. 113–119], we deﬁne the concavity function C(p, y1, y2)
of p as
C(p, y1, y2) = p
(
y1 + y2
2
)
− 1
2
p(y1)− 1
2
p(y2).
If p ∈ C2(B), B = B |y0|+ε(0) \ B |y0|−ε(0) is not convex then
• C becomes positive as (yl, y2) approaches ∂(B × B), or
• C has a local positive maximum in B × B.
The ﬁrst possibility will be excluded by a “boundary point lemma” and the second by a “concavity
maximum principle”.
Lemma 2.3. (See [22, Theorem 3.13].) Let p ∈ C2(Ω) be a solution of the elliptic equation
aij(∇p)pij − b(y, p,∇p) = 0, in Ω.
Let Ω ⊂RN be bounded and convex, and let 0< b: Ω ×RN+1 satisfy
b(y, p1, ξ) − b(y, p2, ξ) > O , for p1 > p2,
in Ω ×RN+1 and 1/b is convex in (x, p). Then C(p, y1, y2) cannot attain a positive maximum in Ω × Ω.
It is easy to check Eq. (2.21) satisﬁes the conditions of Lemma 2.3, that is to say the “concavity
maximum principle” holds. Note that in our case, according to (2.21), we have b(y, p,ω) = |ω|2 −
1
2 F [−(α − ω · y)] is linear function with respect to y in η ∈ [|y0| − ε, |y0| + ε]. So that 1/b is a
convex function in y, p.
For excluding the ﬁrst possibility, let C attain a positive maximum in (yl, y2) ∈ ∂(B × B). If y1 ∈
∂B |y0|+ε(0) and y2 ∈ ∂B |y0|+ε(0), then the fact that p is radial function implies that
C(p, y1, y2) = p
(
y1 + y2
2
)
− p(y1).
Since y1+y22 ∈ B |y0|+ε(0), one obtains C(p, y1, y2) < 0 because p′ > 0 in B |y0|+ε(0), a contradiction.
It remains to treat the possibility y1 /∈ ∂B |y0|+ε(0) and y2 ∈ ∂B |y0|+ε(0). Let n = n(y2) denote the
exterior normal to y2. Then we know from the maximality of C in (yl, y2):
C(p, y1, y2) − C(p, y1, y2 − εn) 0 for ε  0.
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lim inf
ε→0
{
1
2
∂p
∂n
(
y1 + y2
2
− 1
2
εn
)
− ∂p
∂n
(y2 − εn)
}
 0,
which implies ∂p
∂n (y2) 0. This conﬂicts with Hopf’s Lemma. 
Let us state the Constant Rank Lemma taken from [25, Theorem 1, p. 32].
Lemma 2.4 (Korevaar–Lewis). Let p, h(x, p,∇p) satisfy
p = h(y, p,∇p) > 0, x ∈ Ω,
and 1/h is a convex function in (y, p) for ﬁxed ∇p. Then the Hessian matrix of p has constant rank in Ω.
If we check that p satisﬁes the assumptions in a ball B = B |y0|+ε(0)\ B |y0|−ε(0), then this constant
rank theorem implies that the Hessian matrix [pij] has constant rank in B. Since from (2.16)–(2.17) we
know that rank[pij] = N near the origin, then p is strictly convex in B and the proof of Theorem 2.1
will then be complete. 
3. Log-concavity of solutions of the Barenblatt equation
In this section we want to capture the long-time geometric properties of more general solutions to
(1.1). We will follow some ideas from paper [29] by Lee and Vázquez. The existence and uniqueness of
a solution to (1.1) with (1.2) was obtained by Kamin et al., they also obtain the asymptotic behavior.
The next four results are taken from paper [20].
Lemma 3.1. For every u0 ∈ C0(RN ), there exists a unique classical solution u(x, t) ∈ C([0,∞): C0(RN )) of
problem (1.1) with (1.2). The solution u is twice continuously differentiable in x and once in t, and u and its
derivatives are Hölder continuous functions in Q . Moreover, the maps St :u0 → u(·, t), t  0, form a semi-
group of contractions in C0(RN ) (endowed with the sup norm).
Lemma 3.2. Given two classical solutions u1 and u2 of (1.1)–(1.2) with initial data u01 and u02, we have for
every t > 0
sup
x∈RN
{
u1(x, t) − u2(x, t)
}
+  sup
x∈RN
{
u01(x, t) − u02(x, t)
}
+. (3.1)
In particular, the sup norm of the difference of two solutions decreases in time and the Maximum Principle
holds: if u01  u02, then for every t > 0 we have u1(·, t) u2(·, t).
Lemma 3.3. Every family of solutions of (1.1)–(1.2) which is uniformly bounded and continuous in a compact
subset K of Q is uniformly bounded in C2+ν,1+ ν2 (K ).
Lemma 3.4. There exists a constant c > 0 such that:
t
α
2
∣∣u(x, t) − cB(x, t)∣∣→ 0, as t → ∞, (3.2)
uniformly on sets of the form {|x| Ct 12 }, c > 0. Here B(x, t) = t− α2 f ( |x|√ ), f is the solution of (2.4)–(2.6).
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ut + γ |ut | = u, 0< |γ | < 1, (3.3)
setting v = logu, one has
vt + γ |vt | = v + |∇v|2. (3.4)
Given a solution v = v(x, t) of (3.4), then deﬁne
vλ(x, t) = v
(
λ
1
2 x, λt
)
, λ > 0, (3.5)
which are solutions of (3.4). The long-time behavior of v can be captured through the uniform bound
for the scaled solutions vλ. From (3.2), one has for some concave function V (x, t),∣∣vλ(x, t) − V (x, t)∣∣→ 0, as λ → ∞,
uniformly in |x| < K , 1< t < 2. Lemma 3.3 implies the following uniform estimate to second deriva-
tives of vλ in (x, t) ∈ B2(0) × [1,2].
Theorem 3.5. For every 0 < ν < 1 there exist a value of the scaling parameter λk and a uniform constant
Ck > 0 such that |vλ(x, t)|C2+ν,1+ ν2 (Λ0(vλ)) < Ck for all λ > λk, where
Λ0(vλ) =
{
(x, t)
∣∣ vλ(x, t) > 0, 1< t < 2}.
With Theorem 3.5, one has C2-convergence strongly
∣∣vλ(x, t) − V (x, t)∣∣C2 → 0, as λ → ∞,
which implies D2vλ is a negative deﬁnite matrix for all large λ > 0 on {(x, t) | vλ(x, t) > 0}. Conse-
quently, we get the convexity of level set and the number of critical points of v.
Corollary 3.6. For all t  T , the level sets
{
x ∈RN ∣∣ vλ(x, t) c}, 0< c <max
x,t
v(x, t),
are convex subsets of RN . The function v(·, t) has only one maximum point for all t > T .
4. Extension to a general parabolic Bellman equations
We also ﬁnd that our results hold for some more general operators. Firstly, the extremal operators
were deﬁned as follows, see [15,16,19,21],
M−λ,Λ(M) = infA∈Aλ,Λ tr(AM), M
+
λ,Λ(M) = sup
A∈Aλ,Λ
tr(AM) (4.1)
where Aλ,Λ is the set of all such matrices A ∈ Sn , i.e., positive deﬁnite matrices, the eigenvalues of
which belong to [λ,Λ], i.e.
Aλ,Λ =
{
A ∈ Sn: λ|ξ |2  Aξ · ξ Λ|ξ |2, ∀ξ ∈RN}.
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respectively as
M−λ,Λ(M) = λ
∑
ei<0
ei + Λ
∑
ei>0
ei, M+λ,Λ(M) = Λ
∑
ei<0
ei + λ
∑
ei>0
ei (4.2)
where ei (i = 1, . . . ,n) denote the eigenvalues of the matrix M. The extremal operator is uniformly
elliptic operator with ellipticity constants 0< λΛ.
Here for one of the extremal operators
F
(
D2u
)= inf
A∈Aλ,Λ
tr
(
AD2u
)
, (4.3)
we consider general parabolic Bellman problems of the form:
ut = F
(
D2u
)
, (x, t) ∈ Q = {(x, t): x ∈ Rn, t > 0}, (4.4)
with continuous, nonnegative, initial conditions:
u(x,0) = u0(x) ≡ 0, and u0(x) = O
(
e−A|x|2
)
, as |x| → ∞. (4.5)
We extend Theorem 1.1 to the general parabolic Bellman equations.
Theorem 4.1. Assume u is a nonnegative solution of (4.4), with compactly supported initial data v0 = logu0.
Then there exists T > 0 such that logu is a concave function in the space variable and the level sets {x | u 
C > 0} are convex for t  T .
As in Armstrong and Trokhimtchouk [1], we consider a self-similar solution of the form like
Φ(x, t) = σ α2 Φ(σ 1/2x,σ t), for σ > 0.
Then, deﬁning ϕ(y) = Φ(y,1), we see that the pair (α,ϕ) is a solution of the elliptic equation prob-
lem
F
(
D2ϕ
)= −1
2
[y · Dϕ + αϕ], y ∈RN . (4.6)
Obviously, the equation satisﬁes the invariant of rotational as in condition (Ok) in [18], i.e. for any
vector y ∈RN we denote y(k) = (y1, . . . ,−yk, yk+1, . . . , yn), ϕ(k)(y) = ϕ(y(k)), we have the following
hypothesis:
F
(
D2ϕ(k)
)+ 1
2
[
y(k) · Dϕ(k) + αϕ]= F (D2ϕ)+ 1
2
[y · Dϕ + αϕ].
Using the results of paper [1], namely the large-time convergence results (Theorem 1.2) and existence
and uniqueness of ϕ(y) (Theorem 1.1), we know that the key point to prove our Theorem 4.1 is to
obtain the strict log-concavity of self-similar solution and the regularities of solution to (4.4). The
regularities of solution are from [19], see also [21,34,35]. We now prove the strict log-concavity of
self-similar solution. According to Theorem 1.2 in [18], ϕ is radial in Eq. (4.6). We then look for
solutions to (4.4) of the form
u(x, t) = t− α2 f (η), η = |x|√ , α > 0. (4.7)
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θ
(
f ′′
)
f ′′ + N − 1
η
θ
(
f ′
)
f ′ + 1
2
η f ′ + α f = 0, for η > 0, (4.8)
where
θ(s) =
{
λ, as s < 0,
Λ, as s > 0,
(4.9)
and takes on the following conditions
f (0) = 1, f ′(0) = 0, (4.10)
ηα f (η) → 0, as η → ∞. (4.11)
It is easy to obtain the concavity of g = log f to (4.8)–(4.11) following the analysis of Section 2 above.
5. Concluding remarks
We observe that in the particular case γ = 0, we recover the classical heat equation. On the other
hand, Theorem 5.1 in [29] tells us that u is log-concave and its level sets {x | u  C > 0} are convex
for all t  R2/2 if the initial data are supported in the ball of radius R > 0. We conjecture that our
problem has also similar results.
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