Augmented reality (AR) can enable physicians to "see" inside of patients by projecting cross-sectional imaging directly onto the patient during procedures. In order to maintain workflow, imaging must be quickly and accurately registered to the patient. We describe a method for automatically registering a CT image set projected from an augmented reality headset to a set of points in the real world as a first step towards real-time registration of medical images to patients. Sterile, radiopaque fiducial markers with unique optical identifiers were placed on a patient prior to acquiring a CT scan of the abdomen. For testing purposes, the same fiducial markers were then placed on a tabletop as a representation of the patient. Our algorithm then automatically located the fiducial markers in the CT image set, optically identified the fiducial markers on the tabletop, registered the markers in the CT image set with the optically detected markers and finally projected the registered CT image set onto the real-world markers using the augmented reality headset.The registration time for aligning the image set using 3 markers was 0.9 ± 0.2 seconds with an accuracy of 5 ± 2 mm. These findings demonstrate the feasibility of fast and accurate registration using unique radiopaque markers for aligning patient imaging onto patients for procedural planning and guidance.
INTRODUCTION
Augmented reality has the potential to revolutionize procedural medicine and surgery. By directly displaying information in front of the user, operators can focus their attention wholly on the patient. While many applications can and have been proposed, 1-3 surgical navigation is a directly applicable use case. By projecting 3D cross-sectional imaging (CT, MRI, PET, etc.) directly onto the patient during a procedure, the operator has the ability to virtually "see" inside of the patient on the procedure table. This may benefit procedures by increasing anatomic understanding, enhancing spatial localization, visualizing safety margins and adjacent critical structures, and improving operator confidence.
For augmented reality-assisted surgical navigation systems to be translatable into practice, they must provide accurate and fast registration and real-time tracking of 3D imaging to the patient. This requires recognition of fiducial markers present on both imaging as well as on the patient, and then rapidly and continuously registering these two sets of 3D locations. Ideally, this registration should also be robust to utilize markers that are partially visualized and accommodate the addition or removal of markers over the course of a procedure.
Many computer vision approaches have been developed for the detection of optical markers. [4] [5] [6] [7] Building on this work, we propose a pipeline for detecting and registering a set of radiopaque and optically detectable markers to project cross-sectional imaging onto a fixed object. In brief, this includes: 1) segmentation of markers on a CT image set, 2) optical detection of the markers in real space, and 3) registration of the markers in the image set with the optical markers. Compared to common registration methods, such as the Iterative Closest Point (ICP) algorithm 8, 9 and the Vuforia library, our algorithm can offer improved speed and accuracy with sparse and noisy point correspondences.
METHODS

CT Segmentation
Sterile, radiopaque markers with optically detectable AprilTags (VisiMarkers, Clear Guide Medical, Baltimore, MD) were placed on a subjects skin prior to a routine CT scan of the abdomen. The CT scan was anonymized and exported as a DICOM image set. The image set was then imported into a numerical computing software package (GNU Octave 10 ) for segmentation.
The radiopaque markers were identified in the DICOM images by: 1) notch threshold to remove soft tissue and bone densities, 2) 3D connected component analysis to identify remaining blobs 3) notch volume filter to keep objects that have a similar volume as the markers, and if necessary 4) verify Feret distance is similar to the marker dimension. Once the markers were identified, the centroid of each marker was stored, along with its normal which was calculated as described below, for later use with registration.
Holographic Display, Calibration, and Registration
The augmented reality/holographic display system HoloLens (Microsoft, Redmond WA) 11, 12 was used to project the CT image set. In order to project the images as a hologram via the HoloLens, the CT image was converted into a 3D surface and exported as an OBJ file using the 3D viewer plugin, FIJI. 13 To determine the normal vector of the previously identified CT fiducial markers within the newly rendered 3D surface representation of the CT image set, the facet in the 3D surface closest to the centroid was identified. The two opposing normal vectors were calculated and the vector that was closest to the boundary was selected as the outward normal vector. In the case of a tie, the normal with the shortest distance to a voxel with air attenuation was selected.
To calibrate the HoloLens device, 14 the intrinsic parameters of the HoloLens, including the projection matrix C and the distortion parameters of the HoloLens's camera, were estimated using a standard ChARUCO board. 15, 16 To correct for the misalignment between the hologram and the corresponding marker, the position shift of the hologram was measured and modelled as described below. Figure 2 . Segmentation of markers from the CT scan. CT images were thresholded to remove soft tissue densities. Connected component analysis was then performed and the resulting blobs were filtered by size. The markers could then be identified due to their unique polygon shape and volume. The centroid and outward normal was then calculated for each marker identified.
Intrinsic Parameters
A standard camera calibration procedure developed for a pinhole camera was used to determine the intrinsic parameter. 17 In particular, the ChARUCO board available in the OpenCV library was used to estimate the camera matrix C, radial distortion coefficients k ∈ R 6 , and tangential distortion coefficients p ∈ R 2 . The camera matrix C of the HoloLens is a 3 × 4 matrix that maps points (u, v, 1) in image space to the points (X, Y, Z, 1) in the world coordinate frame whose origin is defined by the calibration board. The distortion coefficients k and p are estimated to correct for lens distortions.
Correction for Holographic Shifting
To address drift of the projected hologram when aligned in one perspective but then viewed in a different perspective, an algorithmic approach was developed to measure and correct for the shift in the projected image. This was necessary as prior approaches such as: anchoring the markers to a fixed world frame would limit the range of angles from which the CT image set could be accurately aligned with the detected optical markers or would require an internal and external tracker. 18 Based on the second observation, the shift measurement was separated into two components: the shift in the x-z plane, as shown in Figure 4(b) , and the shift in the y-z plane, as shown in Figure 4(c) . For each component of the shift measurement i, we define an offset amount ∆ i to try to correct for the shift. Then, if (x, y, z) is the position of the detected tag, apply an offset x = x + ∆ x and y = y + ∆ y to obtain an updated position (x , y , z). The goal is to obtain two functions ∆ x (x, z) and ∆ y (y, z) that attempt to correct for the shift of the hologram. These functions were calculated as follows: let the coordinate system be centered at the detected marker, as shown in Figure 4 (a) and let p be the HoloLens's position, then p is also the displacement from the marker to the HoloLens.
• Set a sequence S of offsets along the x-axis, and a sequence Y of movement along the y-axis. For instance, in Figure 4 • For each ∆ i ∈ S, and for each y ∈ Y , move in the x-direction until reaching p * where p * y ≈ y and the hologram and the marker are aligned. The tuple (p * , ∆ i ) is an input-output pair for estimating ∆ x .
• Perform the same operation for offsets along the y-axis.
• Using the collected samples, fit a distribution for ∆ x and ∆ y .
The registration accuracy was measured by tracing the center of the hologram of a reference image overlaying a real copy of that image and measuring the difference between the center of the two images, as shown in Figure  5 . 
Optical detection of markers
An standard open source library 21 was used to optically detect the fiducial markers. Briefly, the square markers were detected in a captured camera frame, the inner regions of each image was then analyzed to determine if it is a valid AprilTag. 5 To correct for perspective projection of the image, the image is divided into a grid and each cell of the grid is assigned a binary value based on its color in order to decode the pattern. The extracted pattern is then compared against a predefined dictionary of AprilTags to check if it is a valid tag. Finally, the rotation and translation matrix of each AprilTag is computed based on the camera matrix of the HoloLens and the corners of the detected marker. An aligning triangles algorithm was used for registration. All possible triangles are formed for the given vertices as determined by the centroids of the detected markers from the CT image set and the centroids of the optically detected markers. This method keeps track of all of the detected triangles, finds the one that is most similar between the two datasets, and then aligns the corresponding triangles together. Each triangle is encoded in a k-d tree 9 sorted by the ratio of the three edges e 1 : e 2 : e 3 of the triangle, where e 1 is the longest edge and e 2 is the shortest edge. There are three main steps involved, as shown in Figure 6: 1. Find the ratio e 1 : e 2 : e 3 for the triangle composed of the markers on the CT scan. When a new marker is detected, add to the k-d tree a set of new triangles that contains this marker.
Registration
2. When aligning the marker on the CT scan to the detected markers, search the k-d tree to find the detected triangle most similar to the one on the CT scan. Try to align the longest edge on the scan with the longest edge on the marker, and find the rotation around the longest edge that best align the two triangles.
3. If the normal of the scan is along the direction of HoloLens's gaze, then flip the triangle by exchanging one pair of the point correspondence, as shown in Figure 6 (c).
Registration times were evaluated using the CPU utilization rate from the HoloLens Device Portal. CPU utilization rate during idle app runtime was measured for one minute to determine the baseline. CPU utilization rate was then measured with the registration algorithm in use. The elapsed time during which the CPU utilization rate stayed above the average idle utilization rate was recorded. The registration algorithm was compared against Vuforia 22 and ICP 8, 9 registration methods. In order to evaluate the effect of distance on registration accuracy, the markers were placed at six different distances from the HoloLens and registration accuracy was measured using both Vuforia and our algorithm. Pre-selected distances between 46 and 57 cm were chosen to approximate the distance from a user and the operating table (i.e. an "arm's length"). Of note, registration accuracy is measured on a flat tabletop, instead of 3D distance.
RESULTS AND DISCUSSION
Calibration Function
The calculated calibration function is shown in Figure 4 
Here, a Gaussian distribution is chosen empirically for ∆ y because ∆ y appears to increase radially out from the origin, whereas ∆ x does not exhibit such trend.
Registration Speed
The average CPU utilization rate was 87 ± 3%. Comparison of the registration methods is shown in Figure  7 . One of the main challenges of tag registration in a surgical setting is the limited number of available point correspondences. In particular, the segmented tags on the CT scan and the detected tags on a patient's body are very sparse, often under partial occlusions and distortions. In such scenario, the standard registration method, the Iterative Closest Point (ICP) algorithm, 8, 23 becomes highly sensitive to noises in position measurement. Similarly, Vuforia does not work well unless a large, predefined set of features are detected. By utilizing an aligning triangles algorithm a minimum of only three markers need to be visible. Figure 8 (A) shows that, for ICP and our algorithm, the registration accuracy depends on the number of detected markers with registration accuracy of our algorithm improving from 0.5 ± 0.2 cm to 0.2 ± 0.2 cm as the number of markers increases from 4 to 10. Figure 8(B) compares the performance of Vuforia and our algorithm under distance variations. Vuforia accuracy improves as the user moves closer to the markers whereas our algorithm reaches a local minimum at a distance of 49.2 cm. This distance is approximately one arms length away from the tag, allowing a natural pose for the surgeon in the operating room.
Registration Accuracy
CONCLUSIONS
An automated method to register CT image data to real-world fiducial markers via radiopaque and optically unique markers is proposed and evaluated. This method demonstrates improved speed and accuracy as compared to common alternatives. This method can be applied in a real-world surgical setting, potentially allowing physicians to see inside a patient for enhanced surgical planning and guidance.
