Abstract. We consider the error analysis of Lagrange interpolations on triangular elements. A new error estimation is presented in which the upper bound is expressed by the diameter and circumradius of a triangle. It is emphasized that no geometric condition is imposed on the triangles to obtain the error estimation.
Introduction
Lagrange interpolations on triangles and their error estimates are important subjects in numerical analysis. In particular, they are crucial in the error analysis of finite element methods. It is well known that we must impose some geometric condition on the triangles to obtain an error estimation. In the following, we mention some common estimations.
Let K ⊂ R 2 be an arbitrary triangle with apexes x 1 , x 2 , and x 3 . Let P 1 be the set of polynomials with two variables whose order is at most 1. For a continuous function v ∈ C 0 (K), the Lagrange interpolation I
Since its discovery, the maximum angle condition has been considered the most essential condition for error estimates of Lagrange interpolations on triangular elements. However, we recently reported the following error estimation. Let R K be the circumradius of K.
The circumradius condition, Kobayashi-Tsuchiya [10] 
(2014).
For an arbitrary triangle K with R K ≤ 1, there exists a constant C p that is independent of K such that the following estimate holds:
Note that estimate (1.1) follows from
where the set T The example given in [10] shows that, for a sequence of triangles {K n }, R Kn can converge to 0 even if the maximum angles become close to π.
Suppose that {τ h } h>0 is a sequence of triangulations of a convex polygonal domain Ω ⊂ R 2 such that
Let S τ h be the set of all piecewise linear functions on τ h , defined by
, ∀K ∈ τ h , and let u h ∈ S τ h be the piecewise linear finite element solution on the triangulation τ h of the Poisson problem 3) holds and u ∈ H 2 (Ω), the finite element solutions {u h } converge to u as h → 0. Condition (1.3) is called the circumradius condition in [10] . From these facts, we can say that the circumradius R K of K is more important than its minimum and maximum angles (or the chunkiness parameter). It should also be noted that the circumradius condition is closely related to the definition of surface area [11] .
The aim of this paper is to extend (1.1) to higher-order Lagrange interpolations and to prove the following theorem. Theorem 1.1. Let K ⊂ R 2 be an arbitrary triangle. Let 1 ≤ p ≤ ∞, and k, m be integers such that k ≥ 1 and 0 ≤ m ≤ k. Then, for the kth-order Lagrange interpolation I k K on K, the following estimation holds:
where the constant C depends on k, p and is independent of K.
To prove Theorem 1.1, we make use of two key observations. One of them is that "squeezing an isosceles right triangle perpendicularly does not reduce the approximation property of Lagrange interpolations," which was first noted by Babuška and Aziz [3] for the case k = 1 and p = 2 (see Figure 2) . To verify the observation mathematically for the general cases k ≥ 2, 1 ≤ p ≤ ∞, we will prove Theorem 3.1 in Section 3.
Note that an arbitrary triangle K ⊂ R 2 can be obtained by "folding" or "unfolding" an right triangle (see Figure 3 ). Let A be the 2 × 2 matrix that defines the linear transformation of "folding" and "unfolding" (see (4.2) ). Liu and Kikuchi pointed out that an error estimation of the linear Lagrange interpolation I This method is straightforwardly extended to higher-order Lagrange interpolations in Section 5, and we obtain the main results of Theorem 5.2 that is equivalent to Theorem 1.1. We emphasize that our results do not impose any geometric conditions on the triangles.
Preliminaries
2.1. Notation. Let n ≥ 1 be a positive integer and R n be the n-dimensional Euclidean space. We denote the Euclidean norm of x ∈ R n by |x|. Let R n * := {l : R n → R : l is linear} be the dual space of R n . We always regard x ∈ R n as a column vector and a ∈ R n * as a row vector. For a matrix A and x ∈ R n , A T and x T denote their transpositions. For a differentiable function f with n variables, its gradient ∇f = gradf ∈ R n * is the row vector
Let N 0 be the set of nonnegative integers. For δ = (δ 1 , · · · , δ n ) ∈ (N 0 ) n , the multi-index ∂ δ of partial differentiation (in the sense of distribution) is defined by
Let Ω ⊂ R n be a (bounded) domain. The usual Lebesgue space is denoted by
The norm and semi-norm of W k,p (Ω) are defined, for 1 ≤ p < ∞, by
2.2.
Preliminaries from matrix analysis. We introduce some facts from the theory of matrix analysis. For their proofs, readers are referred to textbooks on matrix analysis such as [8] and [15] . Let n ≥ 2 be an integer and A be an n × n regular matrix. Then, A T A is symmetric positive-definite and has n positive eigenvalues. Let 0 < µ m ≤ µ M be the minimum and maximum eigenvalues. Then, we have
and the minimum and maximum eigenvalues of BB T are 0 < µ
Let A be an m × n matrix and B be a p × q matrix. We define the mp × nq matrix A ⊗ B by
The matrix A ⊗ B is called the Kronecker product (or tensor product ) of A and B. Let A, B, X, and Y be matrices. If the products AX, BY are defined, then
Let A be an n × n regular matrix, and the minimum and maximum eigenvalues of A T A be 0 < µ m ≤ µ M . Then, the minimum and maximum eigenvalues of
The affine transformation defined by a regular matrix. Let A be an n × n matrix with detA > 0 and B := A −1 . We consider the affine transformation ϕ(x) defined by
Suppose that a reference region Ω ⊂ R n is transformed to a domain Ω by ϕ; Ω := ϕ( Ω). Then, a function v(y) defined on Ω is pulled-back to the functionv(x) on Ω asv
Let ∇ y and ∇ x be the gradients with respect to y and x, respectively:
Then, we have
and
The Kronecker product ∇ ⊗ ∇ of the gradient ∇ is defined by
We regard ∇ ⊗ ∇ to be a row vector. From this definition, it follows that
Suppose that the minimum and maximum eigenvalues of
The above inequalities can be easily extended to higher-order derivatives giving the following inequalities:
2.5. The Sobolev imbedding theorems. Let K ⊂ R 2 be a triangle. If 1 < p < ∞, Sobolev's Imbedding Theorem and Morry's inequality imply that
For the case p = 1, we still have the continuous imbedding
For proofs of the Sobolev imbedding theorems, see [1] and [5] . In particular, for the critical imbedding 2.6. Lagrange interpolations on triangles. Let K ⊂ R 2 be a triangle with apexes x i , i = 1, 2, 3, and (λ 1 , λ 2 , λ 3 ) be its barycentric coordinates with respect to x i . By definition, we have 0
For a triangle K, a positive integer k, and 1 ≤ p ≤ ∞, we define the subset
Let P k be the set of polynomials with two variables whose degree is at most k. For a continuous function v ∈ C(K), the kth-order Lagrange interpolation
From this definition, it is clear that
Note that we have
For an error estimate of Lagrange interpolations, standard textbooks such as [6] and [4] explain the following theorem. Recall that, for a triangle K ⊂ R 2 , ρ K is the radius of its inscribed circle.
Theorem 2.1. Let 1 ≤ p ≤ ∞, and k ≥ 1 be an integer. Let σ > 0 be a positive constant. Then, for a triangle K that satisfies h K /ρ K ≤ σ, the following estimate holds:
where m = 0, 1, · · · , k, and the constant C depends on k, p, and σ.
For a triangle K ⊂ R 2 , Jamet presented an improved estimation, which does not require the shape-regularity condition [9, Théorème 3.1].
1 Then, the following estimate holds:
where θ K ≥ π/3 is the maximum angle of K, and C depends only on k, p.
Note that, if m = k ≥ 1 and 1 ≤ p ≤ 2, estimate (2.9) cannot be applied. As will be noted in Section 5.1 (2), Theorem 1.1 includes Theorem 2.2 as a special case. It should be also noted that Theorem 1.1 covers all the cases 0 ≤ m ≤ k, 1 ≤ p ≤ ∞.
3. An error estimate for the squeezed right triangle Let K α be the right triangle with apexes (0, 0)
T , (1, 0) T , and (0, α) T (0 < α ≤ 1), that is obtained by squeezing K. In this section, we will prove the following theorem: Theorem 3.1. There exists a constant C k,p that depends only on k and p (1 ≤ p ≤ ∞) and is independent of α (0 < α ≤ 1) such that
Note that Theorem 3.1 is not a totally new result. For the case m = k = 1 and p = 2, (3.1) was proved by Babuška-Aziz [3] . Kobayashi-Tsuchiya [10] proved (3.1) with m = k = 1 and any p (1 ≤ p ≤ ∞). For the case k ≥ 1 with p = 2 and m = 0, 1, (3.1) was proved by Shenk [13] . By (2.9), estimate (3.1) holds if k + 1 − m > 2/p (1 < p ≤ ∞) or k − m ≥ 1 (p = 1). Hence, it seems that (3.1) with k = m ≥ 2 and 1 ≤ p ≤ 2 has not yet been proved. 1 Note that in [9, Théorème 3.1] the case p = 1 is not mentioned explicitly but clearly holds for triangles. Figure 2 . The squeezed right triangle. Following Shenk's approach, we give a new proof of Theorem 3.1, in which difference quotients for two-variable functions are used effectively. Because of the generality of our proof, it will be extended to higher-dimensional cases straightforwardly.
=⇒
3.1. Difference quotients for two-variable functions. In this subsection, we define the difference quotients for two-variable functions. Our treatment is based on the theory of difference quotients for one-variable functions given in standard textbooks such as [2] and [14] . All statements in this subsection can be readily proved.
For a positive integer k, the set Σ k ⊂ K is defined by
For x lq ∈ Σ k and a multi-index δ = (n 1 , n 2 ), l + q ≤ k − |δ|, we define the correspondence ∆ δ between nodes by
Using ∆ δ , we define the difference quotients on Σ k for f ∈ C 0 ( K) recursively. The first-order difference quotient DQ(f, x lq , δ) is defined by
For a multi-index δ = (t, 0), the difference quotient DQ(f, x lq , (t, 0)) is defined recursively as
The definition of DQ(f, x lq , (0, s)) is similar. For a multi-index δ = (t, s), the difference quotient is defined by DQ(f, x lq , (t, s)) := DQ(DQ(f, x lq , (t, 0)), x lq , (0, s)).
Then, for any two multi-indices δ, γ, we have
Hereafter, we denote DQ(f, 
It is straightforward to see that
is written as an integral of f . In the case δ = (0, s), for example, we have
To denote the above integral concisely, we introduce the s-simplex
and the integral on S s , for g ∈ L 1 (S s ), is given by
For a general multi-index (t, s), we have
Let δ lq be the rectangle defined by the points x lq , ∆ δ x lq . If δ = (t, 0) or (0, s), δ lq degenerates to a segment. From the above integral, we realize that there is a constant C 0 that depends only on k and is independent of f such that
Note that if δ lq degenerates to a segment, the first integral is understood as an integral on the segment.
For a multi-index δ = (t, s) and x = (x 1 , x 2 ), (x) δ is defined by
Then, the following Newton divided difference formula for f holds:
For example, I
3 K f is written as
By (3.3), we can see that, for a multi-index β with |β| ≤ k,
f is written as the sum of difference quotients of order β. For example,
More precisely, we have
where φ lq (x) are polynomials, and the sum is taken over all l, q such that
A proof of Theorem 3.1. In this subsection, C is a generic constant depends only on k and p (1 ≤ p ≤ ∞). First, we introduce the averaged Taylor polynomial Q k u for u ∈ W k+1,p ( K). See Brenner-Scott [4] for details. Let B be the inscribed disk of the reference triangle K. We take an arbitrary cut-off function φ ∈ C 
(2) For a function u ∈ W k+1,p ( K), the kth-order averaged Taylor polynomial
Lemma 3.3. For any function u ∈ W k+1,p ( K) and multi-index β = (n 1 , n 2 ), |β| = 0, 1, · · · , k, the following estimate holds: 
Suppose that |β| ≤ k − 1. In this case, if 1 < p < ∞, then k + 1 − |β| ≥ 2 > 2/p, and if p = 1, then k + 1 − |β| ≥ 2/p. Therefore, we can apply [4, Proposition 4.3.2] and obtain
and, by (3.6),
Hence, the estimate (3.5) has been proved for this case. Let us now suppose that |β| = k. In this case, it follows from [4, Proposition 4.2.8,
Let B be the disk with center z and radius √ 2. Then, K ⊂ B. Introducing the polar coordinates (r, θ), r = |x − z| on B, we have
Thus, estimates (3.6) and (3.7) imply
Therefore, we obtain
by (2.3), and have proved (3.5) .
A proof of Theorem 3.1. We define the linear transformation by y := Ax,
We rewrite estimate (3.5) for v(y) := u(A −1 y) on K α and β = (n 1 , n 2 ) as
where A δ := α m2 ≤ 1 with δ = (m 1 , m 2 ). Hence, we have
Combining this inequality and (2.7), the proof of Theorem 3.1 is complete.
Liu-Kikuchi's method
In this section, we give an alternative proof of (1.2) for the case p = 2 using Liu-Kikuchi's method. To this end, we rewrite their proof using the Kronecker product of matrices.
For s, t, and α with s 2 + t 2 = 1, t > 0, 0 < α ≤ 1, we consider the vector (αs, αt)
T ∈ R 2 . Let K ⊂ R 2 be the triangle with apexes x 1 := (0, 0) T , x 2 := (1, 0) T , and x 3 := (αs, αt)
T . Let e 1 , e 2 , e 3 be the three edges of K, as depicted in Figure 3 . Without loss of generality, we assume that e 2 is the longest edge of K. Let θ be the angle between e 1 and e 3 . Then, s = cos θ, t = sin θ, and the assumption that e 2 is the longest yields
Note that an arbitrary triangle in R 2 can be transformed to K by a sequence of scaling, parallel transformation, rotation, and inversion. We define the 2 × 2 matrices as
Then, K α can be transformed to K by the transformation y = Ax. Moreover,
A simple computation yields that A T A has eigenvalues 1 ± |s|, and BB T has eigenvalues (1 ∓ |s|)/t 2 . It follows from (2.1) that
Furthermore, because the determinant of A is t, we have
Combining this estimate and (3.1) with m = k = 1 and p = 2, we obtain the following theorem [12, Corollary 1]:
Theorem 4.1 (Liu-Kikuchi). For 0 < α ≤ 1, we have the following estimate:
The following is the key lemma.
Lemma 4.2. Let R K be the circumradius of K. For the triangle K considered in this section, the following inequality holds:
Proof. Recall from (4.1) that s = cos θ, t = sin θ, and π/3 ≤ θ < π. A straightforward computation implies that
Let e 2 be the edge connecting apexes x 2 and x 3 (see Figure 3) . From the cosine and sine laws, we have |e 2 | 2 = 1 + α 2 − 2αs = 4R 2 K t 2 . Therefore, we obtain
Combining Theorem 4.1 and Lemma 4.2, we have obtained an alternative proof of (1.2) for the triangle depicted in Figure 3 with p = 2.
Corollary 4.3. Let K be the triangle depicted in Figure 3 . Then, we have
Main results and their proofs
The method explained so far can be immediately extended to higher-order Lagrange interpolations. Inequality (4.3) is extended to the case of arbitrary k as follows:
(1 − |s|)
Here, we use the fact that R K h 2 = R K and h K /2 < h 2 ≤ h K . The constant C k,p can be modified up to a constant multiple. Note that if p = 2, the Sobolev norms are modified by a rotation. Therefore, we have shown the following theorem, which is equivalent to Theorem 1.1 because of (2.7).
Theorem 5.2. Let K ⊂ R 2 be an arbitrary triangle. Let R K be its circumradius and h K be the length of its longest edge. Let 1 ≤ p ≤ ∞, and m, k be integers such that 0 ≤ m ≤ k. Then, there exists a positive constant C that depends only on k, p such that the following estimation holds:
Concluding remarks.
Here, we compare the newly obtained estimate (1.5) with known results such as (2.8), (2.9), and (1.1).
(1) For an error analysis of the finite element method, the case m = 1 is the most important. In this case, the estimate obtained from (1.5) can be written, for any v ∈ W k+1,p (K), as
This is an extension of (1.1).
(2) Recall that h 1 ≤ h 2 ≤ h K are the lengths of the three edges of K. Let θ K be the maximum angle of K and S K be the area of K. Then, from the formulas S K = 1 2 h 1 h 2 sin θ K and R K = h 1 h 2 h K /(4S K ), we have
Thus, it is clear that the boundedness of R K /h K is equivalent to the maximum angle condition θ K ≤ θ 1 < π with a fixed constant θ 1 . If this is the case, the estimate from (1.5) becomes
for m = 0, 1, · · · , k, which is an extention of Jamet's result of (2.9). (3) From the estimate in (1.5), we see that smaller h K can overwhelm larger R K when higher-degree elements are used in finite element methods. Let Ω ⊂ R where γ (1 ≤ γ < k) is a real number. Let S τ h be defined by
