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Abstract
In this article, we offer a novel numerical approach for the solution of elastohydrodynamic lubrication
line and point contact problems using a class of total variation diminishing (TVD) schemes on parallel
computers. A direct parallel approach is presented by introducing a novel solver named as projected
alternate quadrant interlocking factorization (PAQIF) by solving discrete variational inequality. For
one-dimensional EHL case, we use weighted change in Newton-Raphson approximation to compute the
Jacobian matrix in the form of a banded matrix by dividing two subregions on the whole computation
domain. Such subregion matrices are assembled by measuring the ratio of diffusive coefficient and discrete
grid length on the domain of the interest. The banded matrix is then processed to parallel computers for
solving discrete linearized complementarity system using PAQIF algorithm. The idea is easily extended
in two-dimensional EHL case by taking appropriate splitting in x and y alternating directions respec-
tively. Numerical experiments are performed and analyzed to validate the performance of computed
solution on serial and parallel computers.
Keywords: TVD schemes, projected alternate quadrant interlocking factorization (PAQIF) , Varia-
tional inequality, Elastohydrodynamic Lubrication, parallel computers.
1 Introduction
Elastohydrodynamic Lubrication (EHL) problems had been studied by many researchers in last several
decades. A milestone numerical computation on EHL are categorized by the authors (e.g. [1],[2],[3],[4],[5],
[6],[7], [8],[9], [10],[11],[12],[13]). In 1992, Venner [5] has introduced a low order discretization for EHL
model (see 3.5) using multi-grid and multi-level multi-integration approach which is stable for larger
range of load parameters. There are few other independent work also have been noticed by the authors
e.g. differential deflection method by Cardiff group [11], Discontinuous Galerkin method by Leeds group
[12] and FEM-based Newton method by INSA de Lyon group [13] (However, in this case, the deformation
is modeled in PDE form ) etc. In 2013, a review work is presented by Lugt et al. [14] provide a rigorous
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detail on the current EHL development activities in the field. Recently, Peeyush et al. [8] extended
Venner idea into a class of total variation diminishing (TVD) approach by producing a class of splittings.
Although there are several numerical works are presented in solving EHL problem on serial computer,
application on parallel computation in this area is quite few see for example. Continuing in this direction,
this article is devoted in numerical study of EHL problem using parallel computation. In 1999, S.C. S. Rao
[31] introduced a direct parallel solution of the banded linear system by an alternate quadrant interlocking
factorization (AQIF) algorithm which is different from Gaussian elimination algorithm as factor matrices
are not triangular. He also proved that AQIF algorithm is stable for symmetric and diagonally dominated
matrices (i.e.free from any blow up) and solve almost independently on parallel computers. Furthermore,
in spite of its large complexity, the substantial speedup of algorithm, when implemented on parallel
processor remains high. This is the main motivation for present study to adopt PAQIF algorithm using
total variation diminishing (TVD) approach for the EHL model problem. Therefore, in this article an
attempt has been made to develop a novel solver for EHL problem generalizing TVD concept efficiently.
The concept of TVD has been established by Harten and later by Sweby [18],[19],[20] to avoid unphysical
wiggles in a numerical scheme. Harten also has given necessary and sufficient condition for a scheme to
be TVD. To understand the concept, we first define the notation total variation TV of a mesh function
un as
TV (un) =
∞∑
−∞
|unj+1 − unj | =
∞∑
−∞
|∆j+1/2un| (1)
having the following convention
∆j+1/2u
n = unj+1 − unj (2)
for any mesh function u is used. Harten’s theory is understood in the form of conservation laws
ut + f(u)x = 0. (3)
The numerical approximation of Eq. (3) is said to be TVD if
TV (un+1) ≤ TV (un) (4)
Then Harten’s condition for any scheme to be TVD is explained below.
Theorem 1. Let a general numerical scheme for conservation laws Eq. (3) is of the form
un+1i = u
n
i − cni (uni − uni−1) + dni (uni+1 − uni ) (5)
over one time step, where the coefficients cni and d
n
i are arbitrary value (In practice it may depend on
values uni in some way i.e., the method may be nonlinear). Then TV (u
n+1) ≤ TV (un) provided the
following conditions are satisfied
cni ≥ 0 , dni ≥ 0 , cni + dni ≤ 1 ∀i (6)
There has been a very well developed TVD theory available in literature for time dependent problem.
Additionally, this concept is also extended for steady state convection-diffusion case in the form of M -
matrix [21] using appropriate flux limiting schemes [15],[16],[17],[22]. However, very little attention have
been paid in developing TVD schemes for EHL problems. In this article, our aim to investigate a class
of splitting for EHL model which is robust and high order accurate ( at least second order in smooth
part of the solution ) for larger range of load parameters. A schematic diagram of EHL point contact
model is given in Fig. ??. Rest of the article is organized as followed. In Section. 2, few preliminaries are
discussed which require in numerical study of EHL model which help in subsequent numerical analysis
of the model. In Section 3.1, a series of splitting are constructed by imitating linear convection-diffusion
model and linear EHL model. In Section 3.3.2, a hybrid splitting are constructed for solving our existing
EHL model defined in 3.5. In Section ??, local Fourier analysis is performed to calculate quantitative
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estimate of splitting calculated in Section 3.1. In Section 4, numerical experiments are conducted to
check the performance of present splitting and its improvement to EHL model. At the end of Section 5,
overall conclusion is summarized.
2 Preliminaries
We first consider partitioning of the linear complementarity system, then to decouple the partitioned
linear sub-complementarity system we introduce PAQIF and finally discuss the present method.
2.1 Partitioning of the Linear Complementarity System
Consider the linear complementarity problem
LU(x) ≥ f(x) x ∈ Ω
U(x) ≥ 0 x ∈ Ω
U(x)T .[LU(x)− f(x)] = 0 x ∈ Ω
U(x) = g(x) x ∈ ∂Ω (7)
We now subdivide the linear complementarity problem into r blocks linear sub-complementarity problem
each of size n along the main diagonal such that N = nr, where r is the number of processors available.
The linear complementarity problem Eqn. 7 is partitioned into
L
(m)
− U
(m−1)(x) + L(m)0 U
(m)(x) + L
(m)
+ U
(m+1)(x) ≥ f (m)(x), m = 1, 2, ., r (8)
U (m)(x) ≥ 0 (9)
U (m)(x)T .(L
(m)
− U
(m−1)(x) + L(m)0 U
(m)(x) + L
(m)
+ U
(m+1)(x)− f (m)(x)) = 0, (10)
where L
(m)
0 is the n × n block diagonal coefficient matrix of each partition, L(m)− and L(m)+ are n × n
accompanied left and right block matrices. U (m−1)(x), U (m)(x), U (m+1)(x) and f (m)(x) are n×1 vectors.
L
(1)
− = On×n, L
(r)
+ = On×n; U
(0)(x) = 0, U (r+1)(x) = 0;
L
(m)
+ =
[
0 0
Lm+ 0
]
n×n
, L
(m)
− =
[
0 Lm−
0 0
]
n×n
;
Um(x) =
[
U (m)(x1), ..., U
(m)(xn)
]T
, fm(x) =
[
f (m)(x1), ..., f
(m)(xn)
]T
L
(m)
− and L
(m)
+ are upper and lower triangular matrices, respectively. For each partition r, Eqn. 8 can
be reformulated as
L
(m)
0 U
(m)(x) ≥ f (m)(x)−

L
(m)
− U
(m−1)
L (x)
0
.
.
0
L
(m)
+ U
(m+1)
F (x)

n×1
:= f∗(m)(x), m = 1, .., r (11)
U (m)(x) ≥ 0 (12)
U (m)(x)T .(L
(m)
0 U
(m)(x)− f∗(m)(x)) = 0, (13)
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where U
(m−1)
L (x) and U
(m+1)
F (x) are βv × 1 vectors picked up from the last and first βv components
of the solution vector U (m−1)(x) and U (m+1)(x), respectively. Now, in order to decouple the sub-
complementarity problem in Eqn. 11, so that they can processed in parallel, we first note the fact that in
Eqn. 11 f∗(m)(x) differs from f (m)(x) only in its first βv and last βv components. In order to factorize L
(m)
0
into W (m)Z(m), we consider the space generated by ei, en−i+1; 1 ≤ i ≤ βv (i.e. span1≤i≤βv{ei, en−i+1})
is invariant under the transformation W (m) (and so invariant under its inverse transformation W (m)
−1
),
where ej := (0, 0, .., 0, 1jthterm, 0, .., 0). Furthermore, the solution procedure with the matrix Z
(m) moves
from the first and last unknowns towards middle one.
2.2 Projected Alternate Quadrant Interlocking Factorization
This factorization is highly motivated by pioneer work of Rao [31] on AQIF and it is proved that the
method is stable for nonsingular diagonally dominant matrices. PAQIF method has mild change in its
procedure as projection is incorporated on convex set during computation. The element W
(m)
0 and Z
(m)
0
are given by the relations
wi,j =

1, i = j
0, ∀ 1 6 j 6 [n/2], (j + 1) 6 i 6 (n− j + 1)
0, ∀ n+ 1− [n/2] 6 j 6 n, n− j + 1 6 i 6 j − 1
wi,j , otherwise;
(14)
zi,j =

0, ∀ 1 6 i 6 [(n− 1)/2], (i+ 1) 6 j 6 (n− i)
0, ∀ n+ 1− [n/2] 6 i 6 n, n− i+ 2 6 j 6 i− 1
wi,j , otherwise;
(15)
where the symbol [m] means for largest integer 6 m, wi,j and zi,j signify (i, j)th position elements of
W0 and Z0 respectively. Here we introduce PAQIF for general matrix and exposition of banded matrix
is treated as special case.
2.2.1 The Factorization
Let L
(m)
0 be an even order matrix (say n = 2s). Assume that there exist W0 and Z0 matrices such that
L0 = W0Z0,
where
W0 =

1 w1,2 . . . . w1,n−1 0
1 w2,3 . . w2,n−2 0
1 . . 0
1 0
0 1
0 . 1
0 . . wn−1,n−2 1
0 wn,2 . . . wn,n−1 1

4
Z0 =

z1,1 z1,n
. z2,2 z2,n−1 .
. . z3,3 z3,n−2 . .
. . . zs,s zs,s+1 . . .
. . . zs+1,s zs+1,s+1 . . .
. . zn−2,3 zn−2,n−2 . .
. zn−1,2 zn−1,n−1 .
zn,1 zn,n

2.2.2 Solution of the complementarity problem
The solution of complementarity problem in Eqn. is obtained by solving two alternate systems
W0Y = F and Z0U = Y
and then projecting the computed solution U on convex set K, where
K = {U0|U0 is solution of L0X = F and U0 ≥ 0}.
In order to solve W0Y = F , assume
W0Y = F = F
(1)
ys−k+1 = b
(k)
s−k+1
ys+k = b
(k)
s+k
}
where
b(k) = b(k−1) − ys−k+2ws−k+2 − ys+k−1ws+k−1, 2 ≤ k ≤ s− 1.
Also to solve another system Z0U = Y , we perform the following steps. At the kth (1 ≤ k ≤ s) level we
have to compute 2× 2 system.
zk,kxk + zk,kxn−k+1 = y
(k)
k
zn−k+1,kxk + zn−k+1,n−k+1xn−k+1 = y
(k)
n−k+1
}
where
y(1) = y
and
y(k) = y(k−1) − xkzk − xn−k+1zn−k+1, 2 ≤ k ≤ s− 1.
When L0 is a banded matrix then PAQIF W0 and Z0 is rewritten as below.
W0 =

1 w1,2 ..w1,βv w1,n−βv .. w1,n−1 0
1 . ..ws−βv+1,s ws−βv+1,s+1.. . 0
1 . . 0
1 0
0 1
0 ws+2,s: ws+2,s+1: 1
0 ..ws+βv+1,s ws+βv+1,s+1 .. 1
0 wn,2 ..wn,βv+1 wn,n−βv .. wn,n−1 1

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Z0 =

z1,1 z1,n
: z2,2 z2,n−1 :
zβv+1,1 . z3,3 z3,n−2 . zβv+1,n
. . zs,s zs,s+1 . .
. . zs+1,s zs+1,s+1 . .
zn−βv+1,1 . zn−2,3 zn−2,n−2 . zn−βv+1,n
: zn−1,2 zn−1,n−1 :
zn,1 zn,n

2.2.3 Evaluation of W0 and Z0 Matrices
We illustrate at the outset of the kth level the matrix L
(k)
0 , 1 ≤ k ≤ (s − 1) with the components
l
(k)
i,j , 1 ≤ i, j ≤ n as detailed below.
L
(1)
0 = L0
L
(k)
0 = L0 −
∑s
i=s−k+2 wiz
T
i −
∑s+k−1
i=s+1 wiz
T
i , 2 ≤ k ≤ (s− 1)
}
(16)
whose central (2k − 2) rows and columns are zeros. We compute s− k + 1, s+ k rows of Z0 as
For
(s− k − βv + 1) ≤ j ≤ (s− k + 1),
(s+ k) ≤ j ≤ (s+ k + βv − 1),
zs−k+1,j = l
(k)
s−k+1,j , (17)
and for
(s− k − βv + 2) ≤ j ≤ (s− k + 1),
(s+ k) ≤ j ≤ (s+ k + βv),
zs+k,j = l
(k)
s+k,j . (18)
Also we compute s− k + 1, s+ k columns of W0 as
For
(s− k − βv + 1) ≤ i ≤ (s− k),
(s+ k + 1) ≤ i ≤ (s+ k + βv),
zs−k+1,s−k+1wi,s−k+1 + zs+k,s−k+1wi,s+k = l
(k)
i,s−k+1
zs−k+1,s+kwi,s−k+1 + zs+k,s+kwi,s+k = l
(k)
i,s+k
}
(19)
Finally, we derive the matrix
L
(k)
0 = L0 − ws−k+1zTs−k+1 − ws+kzTs+k. (20)
Finally for computing z1,1, z1,n, zn,1 and zn,n elements of the matrix Z0 for k = s, we have to perform
(24) and (25).
2.2.4 PAQIF method
At this moment, we look at the solution of the complementarity system (15)-(17). This comprise of
solving for Y ∗(m),
W
(m)
0 Y
∗(m) = F ∗(m), 1 ≤ m ≤ r, (21)
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and then computing for U∗(m),
Z
(m)
0 U
∗(m) = Y ∗(m), 1 ≤ m ≤ r. (22)
Let
Y (m) = [ym1 , ..., y
m
n ]
T
and consider
W
(m)
0 Y
(m) = F (m), 1 ≤ m ≤ r. (23)
From the definition of F ∗(m) in Eqn (18), from Eqn (28) and Eqn (30) it deduces that
Y ∗(m) = Y (m) −
[
W
(m)
0
]−1

L
(m)
− U
(m−1)
L (x)
0
.
.
0
L
(m)
+ U
(m+1)
F (x)

n×1
, 1 ≤ m ≤ r. (24)
Once Y (m) are obtained from Eqn (30), the subsystem Eqn (29) may be rewritten as
Z
(m)
0 U
(m) = Y (m) −
[
W
(m)
0
]−1

L
(m)
− U
(m−1)
L (x)
0
.
.
0
L
(m)
+ U
(m+1)
F (x)

n×1
, 1 ≤ m ≤ r. (25)
Let the vectors Um and Y m be partitioned as below.
U (m) =
 U
(m−1)
F
U
(m−1)
M
U
(m+1)
L
 , Y (m) =
 Y
(m−1)
F
Y
(m−1)
M
Y
(m+1)
L
 ,
where
U
(m)
F = [U
(m)
1 , .., U
(m)
βv
], U
(m)
M = [U
(m)
βv+1
, .., U
(m)
n−βv ], and U
(m)
L = [U
(m)
n−βv+1, .., U
(m)
n ].
Let Z
(m)
0 be partitoned as
Z
(m)
0 =

Z
(m)
01 0 Z
(m)
02
Z
(m)
05 Z
(m)
06
0 Z
∗(m)
0 0
Z
(m)
07 Z
(m)
08
Z
(m)
03 0 Z
(m)
04
 , (26)
where Z
(m)
0i , 1 ≤ i ≤ 8 are βv ×βv matrices and Z∗(m)0 is an (n− 2βv)× (n− 2βv) matrix. Let
[
W
(m)
0
]−1
be partitoned as below.
[
W
(m)
0
]−1
=
W
(m)
01 W
(m)
05 W
(m)
02
0 W
∗(m)
0 0
W
(m)
03 W
(m)
06 W
(m)
04
 , (27)
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where W
(m)
0i , 1 ≤ i ≤ 4 are βv × βv matrices, W (m)05 ,W (m)06 are βv × (n− 2βv) matrices and W ∗(m)0 is an
(n − 2βv) × (n − 2βv) matrix (similar structure as that of W (m)0 ). We collect the first βv and last βv
equation from each block in equation (33). These equations form a reduced system of order 2βvr with
semibandwidth 3βv − 1, which is of the form
Z
(m)
01 Z
(m)
02 C
(1)
1
Z
(m)
03 Z
(m)
03 C
(1)
02
B
(m)
1 Z
(2)
01 Z
(2)
02 C
(1)
02
B
(m)
2 Z
(m)
3 Z
(m)
4 C
(2)
02
. . .
. . .
. . .
Z
(m)
08 Z
(m)
08 Z
(m)
08
Z
(m)
08 Z
(m)
08 Z
(m)
04


U
(1)
F
U
(1)
L
U
(2)
F
U
(2)
L
.
.
.
U
(r)
F
U
(r)
L

=

Y
(1)
F
Y
(1)
L
Y
(2)
F
Y
(2)
L
.
.
.
Y
(r)
F
Y
(r)
L

, (28)
where
B¯
(m)
1 = W
(m)
1 Bˆ
(m)
1 , C¯
(m)
1 = W
(m)
1 Cˆ
(m)
1 , B¯
(m)
2 = W
(m)
1 Bˆ
(m)
1 , C¯
(m)
2 = W
(m)
1 Cˆ
(m)
1 .
The reduced system defined in equation (35) can be represented as
RdUd = Fd. (29)
At this stage we form
RTdRdUd = R
T
d Fd. (30)
Since RTdRd is symmetric positive definite matrix and it can be solved using cholesky factorization method
without use of any pivoting. First system (37) has been solved for U
(m)
F , U
(m)
L , 1 ≤ m ≤ r and then the
computed solutions has been projected to the convex set K. Now subsystem (32) is easily decoupled into
Z
∗(m)
0 U
(m)
M = y
(m) −
 Z(m)05 U (m)F + Z(m)05 U (m)L0
Z
(m)
07 U
(m)
F + Z
(m)
08 U
(m)
L
 , 1 ≤ m ≤ r. (31)
Over all method is now outlined in brief as follows:
Step 1: For m = 1, 2, .., r factorize in parallel
L
(m)
0 = W
(m)
0 Z
(m)
0
Step 2: For m = 1, 2, .., r compute Y (m) in parallel
W
(m)
0 Y
(m) = F (m)
Step 3: For m = 1, 2, .., r get inverse of 2βv × 2βv matrix obtained by collecting first βv and last βv rows
and columns of W
(m)
0 in parallel.
Step 4: Solve the reduced system from the subsystem (32) by collecting first βv and last βv equations
from each block. Then form normal equations (37). Solve system (37) for U
(m)
F and U
(m)
L ,m = 1, 2, .., r.
Step 5: Project U
(m)
F and U
(m)
L ,m = 1, 2, .., r into convex set K.
Step 6: For m = 1, 2, .., r solve U
(m)
M in parallel from (38).
Step 7: Project U
(m)
M ,m = 1, 2, .., r into convex set K.
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2.3 Complexity and speedup analysis of PAQIF
In this section we will discuss complexity and speedup analysis of PAQIF method.
2.3.1 Serial complexity
The serial count of the above algorithm is defined below.
Factorization count of W0 and Z0 matrices. The number of execution steps required to compute
the elements of W0 and Z0 matrices is given by,
Tfact = r(t− 1)(1 + 4βv + 8β2v)Tadd + r(t− 1)(2 + 8βv + 8β2v)Tmulti + r(t− 1)4βvTdiv.
Time to calculate Y elements. The count of execution steps required to compute the elements Y is
given by,
TY = r(t− 1)4βvTadd + r(t− 1)4βvTmulti
Time to calculate inversion matrices.The number of execution cycles required to compute the
inversions matrices is given by
Tinv = r4β
3
vTadd + r4β
3
vTmulti
Time to calculate accompanied matrices.The number of execution cycles required to compute the
B˜1, B˜2, C˜1, C˜2 matrices is given by
Tcomp = r4β
2
v(βv − 1)Tadd + r4β3vTmulti
Formation of normal equations requires
Tnorm = (36rβ
3
v − 6rβ2)Tadd + (36rβ3v − 6rβ2)Tmulti.
Solution of normal equations by Cholesky factorization requires
Tchol = (36rβ
3
v − 6rβ2v − 10rβv)Tadd + (36rβ3v − 6rβ2v − 10rβv)Tmulti.
Time require to update YM . For updating YM requires
Tupdate = (r(t− 1)(3 + 3βv)− rβv(3 + 3βv))Tadd + (r(t− 1)(6 + 3βv)− rβv(6 + 3βv))Tmulti
2.3.2 Parallel complexity
The parallel machine having r processors operation count of the PAQIF algorithm are given below.
Factorization count of W0 and Z0 matrices.
The number of parallel execution steps required to compute the elements of W0 and Z0 matrices is given
by,
Tfact = ((t− 1)(2 + 8βv + 8β2v)Top.
Time to calculate Y elements.
The count of execution steps required to compute the elements Y is given by,
TY = (t− 1)4βvTop.
Time to calculate inversion matrices.
The number of execution cycles required to compute the inversions matrices is given by
Tinv = 4β
3
vTop
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Time to calculate accompanied matrices.
The number of execution cycles required to compute the B˜1, B˜2, C˜1, C˜2 matrices is given by
Tcomp = 4β
3
vTop
Formation of normal equations requires
Tnorm = (36β
3
v − 6β2v)Top.
Solution of normal equations by Cholesky factorization requires
Tchol = (36β
3
v − 6β2v − 10βv)Top.
Time require to update YM .
For updating YM requires
Tupdate = (2 + 2β
2
v)Top
and its solution requires
Tsol = r(t− βv − 1)Top.
Overall algorithm requires O(4β2v(N/r) +βv(11 + 9r)) time steps on an ‘r
′ processor machine. Moreover,
on a serial machine to solve banded linear system of size N with semibandwidth βv requires O(Nβ
2
v)
time steps. Consequently, speedup
Sp =
1
4((1/r) + (βv/N)(11 + 9r))
.
2.3.3 Numerical experiment of PAQIF algorithm and its speedup performance
All numerical computations are performed on Dell Tower precision having and Intel(R) Core(TM) i7-6700
CPU @ 3.40GHz.
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Figure 1: Speedup plot for the cases N = 128, 256, 512, 1024, where bandwidth of matrix βv = 2
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Figure 2: Efficiency plot for the cases N = 128, 256, 512, 1024, where bandwidth of matrix βv = 2
Table 1: PAQIF result from 4 processors and for matrix order 64× 64 bandwidth β = 2.
MYID CPU-time in Second) CPU-time in Hours)
1 3.0376911163330078× 10−3 8.4380308787027993× 10−7
2 3.0376911163330078× 10−3 8.4380308787027993× 10−7
3 3.0376911163330078× 10−3 8.4380308787027993× 10−7
0 3.2024383544921875× 10−3 8.8956620958116323× 10−7
Table 2: PAQIF result from 4 processors and for matrix order 128× 128 bandwidth β = 2.
MYID CPU-time in Second) CPU-time in Hours)
1 9.1495513916015625× 10−3 2.5415420532226563× 10−6
2 9.1459751129150391× 10−3 2.5405486424763998× 10−6
3 9.1507434844970703× 10−3 2.5418731901380750× 10−6
0 9.3822479248046875× 10−3 2.6061799791124132× 10−6
Table 3: PAQIF result from 4 processors and for matrix order 256× 256 bandwidth β = 2.
MYID CPU-time in Sec.) CPU-time in Hours)
1 2.2377967834472656× 10−3 6.2161021762424042× 10−7
2 2.2346973419189453× 10−3 6.2074926164415153× 10−7
3 1.9750595092773438× 10−3 5.4862764146592882× 10−7
0 2.5713443756103516× 10−3 7.1426232655843094× 10−7
11
Table 4: PAQIF result from 8 processors and for matrix order 256× 256 bandwidth β = 2.
MYID CPU-time in Sec.) CPU-time in Hours)
1 3.9653778076171875× 10−3 1.1014938354492188× 10−6
2 3.9479732513427734× 10−3 1.0966592364841036× 10−6
3 3.9269924163818359× 10−3 1.0908312267727323× 10−6
0 4.7206878662109375× 10−3 1.3113021850585938× 10−6
4 3.9708614349365234× 10−3 1.1030170652601455× 10−6
5 3.9658546447753906× 10−3 1.1016262902153863× 10−6
6 3.9696693420410156× 10−3 1.1026859283447266× 10−6
7 3.9660930633544922× 10−3 1.1016925175984701× 10−6
3 Application of PAQIF algorithm
3.1 Linear study for convection-diffusion problem
Our specific interest in this section is to develop an robust splitting for our EHL model. we consider well
known convection-diffusion problem in 1-d and 2-d case as
Example 1.
Lu = (a(x)u)x − uxx = f(x) ∀x ∈ Ω
u(x) = g(x) ∀x ∈ ∂Ω, (32)
and
Example 2.
Lu = (a(x, y)u)x + (b(x, y)u)y − ∆u = f(x, y) ∀(x, y) ∈ Ω
u(x, y) = g(x, y) ∀(x, y) ∈ ∂Ω, (33)
where 0 <  << 1. Then discretization of convective term for (au)x is performed as
(au)x =
a
h
(ui − ui−1) =: L11
(au)x =
a
h
(ui,j − ui−1,j) =: L21 (34)
However, this scheme is only O(h) accurate. Our interest here to increase accuracy at least smooth part
without contaminating any wiggle in solution. Consider the Van Leer’s κ-schemes [29] for discretization
term (au)x (for a = const > 0) as
(au)x =
a
h
[(ui − ui−1)− κ
2
(ui − ui−1) + 1− κ
4
(ui − ui−1) + 1 + κ
4
(ui+1 − ui)− 1− κ
4
(ui − ui−2)]
= L11 + L
1
α + L
1
β + L
1
γ + L
1
δ
(au)x =
a
h
[(ui,j − ui−1,j)− κ
2
(ui,j − ui−1,j) + 1− κ
4
(ui,j − ui−1,j)
+
1 + κ
4
(ui+1,j − ui,j)− 1− κ
4
(ui,j − ui−2,j)]
= L21 + L
2
α + L
2
β + L
2
γ + L
2
δ (35)
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(similar scheme can be constructed for a < 0). The resulting discrete model Example. 2 by κ-scheme
(take κ = 0 here) is denoted by
[L1κ=0] =
a
h
[
0.25 −1.25 0.75 0.25 0]+ 
h2
[−1 2 −1] (36)
[L2κ=0] =
a
h
[
0.25 −1.25 0.75 0.25 0]+ b
h

0
0.25
0.75
−1.25
0.25
+ h2
 0 −1 0−1 4 −1
0 −1 0
 (37)
In general, above discrete equation. 33 do not produces M -matrix and many iterative splitting on Lκ
diverge. Therefore, this problem is solved using TVD scheme with help of appropriate flux limiters to
prevent a solution from unwanted oscillation. Now consider κ = −1 then the second-order upwind scheme
looks like (a > 0) for one dimensional case
(au)x =
a
h
[(ui − ui−1) + 1
2
(ui − ui−1) + 1
2
(ui − ui−1)− 1
2
(ui−1 − ui−2)] = L11 + L1α + L1γ + L1δ.
and for two-dimensional case
(au)x =
a
h
[(ui,j − ui−1,j) + 1
2
(ui,j − ui−1,j) + 1
2
(ui,j − ui−1,j)− 1
2
(ui−1,j − ui−2,j)]
= L21 + L
2
α + L
2
γ + L
2
δ. (38)
We enforce Eqn. 38 to satisfy TVD condition by multiply limiter functions in the additional terms Lα, Lγ
and Lδ. Then following two type of discretization for convection term are presented here as
(au)x =
a
h
[(ui − ui−1) + 1
2
φ(ri−1/2)(ui − ui−1)− 1
2
φ(ri−3/2)(ui−1 − ui−2)] = L11 + L1α + L1γ
and
(au)x =
a
h
[(ui − ui−1) + 1
2
φ(ri−1/2)(ui − ui−1) + 1
2
φ(ri−3/2)(ui − ui−1)− 1
2
φ(ri−3/2)(ui−1 − ui−2)]
= L11 + L
1
α + L
1
β + L
1
γ ,
where ri−1/2 =
(ui+1 − ui)
(ui − ui−1) and ri−3/2 =
(ui − ui−1)
(ui−1 − ui−2) .
(au)x =
a
h
[(ui,j − ui−1,j) + 1
2
φ(ri−1/2)(ui,j − ui−1,j)− 1
2
φ(ri−3/2)(ui−1,j − ui−2,j)]
= L21 + L
2
α + L
2
γ (39)
and
(au)x =
a
h
[(ui,j − ui−1,j) + 1
2
φ(ri−1/2)(ui,j − ui−1,j) + 1
2
φ(ri−3/2)(ui,j − ui−1,j)− 1
2
φ(ri−3/2)(ui−1,j − ui−2,j)]
= L21 + L
2
α + L
2
β + L
2
γ , (40)
where ri−1/2 =
(ui+1,j − ui,j)
(ui,j − ui−1,j) and ri−3/2 =
(ui,j − ui−1,j)
(ui−1,j − ui−2,j) .
In Fig. ?? represents graph of limiter function (r, φ(r)) on which the resulting convection discretization
term defined in Eqn. 38 and Eqn. 39 enforce to be TVD and higher order accurate (see [17]). The discrete
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representation of Example 2 using Van-leer κ-scheme in 1-d and 2-d case are defined as
L1κu :=
∑
lx∈I
C(κ)lx ui+lx . (41)
and
L2κu :=
∑
lx∈I
∑
ly∈I
C(κ)lxlyui+lx,j+ly . (42)
Moreover, in stencil notation these are represented as
L1κ :=
(Cκ−20 Cκ−10 Cκ00 Cκ10 Cκ20) (43)
and
L2κ :=

Cκ02
Cκ01
Cκ−20 Cκ−10 Cκ00 Cκ10 Cκ20
Cκ0−1
Cκ0−2
 . (44)
Then the discrete matrix equation Liκu = f
i, i = 1, 2 are solved efficiently by the use of AQIF method.
The related splitting is constructed by taking the matrix operator defined in Eqn. 44. In particular case,
the splitting in x-direction is scanned as forward (or backward direction depending on flow direction)
lexicographical order and it is represented as Sκ = S
xf
κ (or S
xb
κ ). For matrix operator Lκ, the forward
splitting S
xf
κ is defined as
Lκ = L
x
κ/2 − (Lxκ/2 − Lκ) =: L+κ + L0κ + L−κ ,
where
Lxκ/2:=L
+
κ+L
0
κ=

0
0
0 0 0 0 0
Cκ0−1
Cκ0−2

+

0
0
0 Cκ/2−10 Cκ/200 Cκ/210 0
0
0

and therefore overall splitting is
Lxκ/2u
n+1 = (Lxκ/2 − Lκ)un + f.
Now for a fixed x-line (m-grid points in X-direction)
(i, j0)(1≤i≤m)
, we have the following
L0κu
∗ = f + L0κu
n − (L−κ + L0κ)un − L+κ un+1.
L0κ corresponds the operator to the unknowns u
∗ which are scanned simultaneously. L−κ corresponds the
operator to the old approximation un, and L+κ operator having updated values of u
n+1. Now by applying
under-relaxation constant ω in above equation we have
un+1 = u∗ω + un(1− ω),
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therfore splitting equation can be rewritten in corresponding change, σn+1 = un+1 − un form as
L0κσ
n+1 = f − (L−κ + L0κ)un − L+κ un+1,
un+1 = un + σn+1ω
Now we construct series of splitting for solving Eqn. 33 as below.
Splitting : Ls0 This splitting is constructed by taking upwind operator L1 plus a “positive” part of the
second-order operators Lα and Lβ from Eqn. 40 and part of diffusion operator from Eqn. 44.
L0κu = −
{ 
h2
+
a
4h
(5− 3κ)
}
ui−1,j +
{a
h
(2− κ
2
+
1− κ
4
)
+
4
h2
}
ui,j +
{
− 
h2
}
ui+1,j
L+κ u =
{
− 
h2
}
ui,j−1
L−κ u =
{a
h
(1− κ
4
)}
ui−2,j +
{a
h
(1− κ
4
)}
ui−1,j+{
− a
h
(1 + κ
4
)}
ui,j +
{a
h
(1 + κ
4
)}
ui+1,j +
{
− 
h2
}
ui,j+1. (45)
Splitting : Ls1 This splitting is constructed taking upwind operator L1 plus a “positive” part of the
second-order operators Lα from Eqn. 39 and part of diffusion operator from Eqn. 44.
L0κu =
{
− a
h
(2− κ
2
)
− 
h2
}
ui−1,j +
{a
h
(2− κ
2
)
+
4
h2
}
ui,j +
{
− 
h2
}
ui+1,j
L+κ u =
{
− 
h2
}
ui,j−1
L−κ u =
{a
h
(1− κ
4
)}
ui−2,j +
{a
h
(1− κ
4
)}
ui−1,j +
{
− a
h
(1 + κ
4
)}
ui,j
+
{a
h
(1 + κ
4
)}
ui+1,j +
{
− 
h2
}
ui,j+1 (46)
Splitting : Ls2 In this case splitting coefficients Cκ∗∗ correspond only to the first-order upwind operator
L1 of a discretized Eqn. 39 plus diffusion operator.
L0κu =
{
− a
h
− 
h2
}
ui−1,j +
{a
h
+
4
h2
}
ui,j +
{
− 
h2
}
ui+1,j
L+κ u =
{
− 
h2
}
ui,j−1
L−κ u =
{a
h
(1− κ
4
)}
ui−2,j +
{
− a
h
(1− 3κ
4
)}
ui−1,j +
{
− a
h
(1 + 3κ
4
)}
ui,j
+
{a
h
(1 + κ
4
)}
ui+1,j +
{
− 
h2
}
ui,j+1 (47)
Splitting : Ls3 The third splitting named as κ- distributive line relaxation is constructed by assuming
a ghost variable σ∗ (with the same cardinality as σ) such that σ = Dσ∗, where matrix D comes due to
distributive change of the relaxation in other way we construct line-wise distributive splitting as
un+1i,j = u
n
i,j + σi,j − (σi+1,j + σi−1,j + σi,j+1 + σi,j−1)
4
(48)
This splitting is understood in the following way: First, discretize Example 2 by κ-scheme and get the
equation of the form as
Lxκ/2u
n+1 = f ′, where f ′ = (Lxκ/2 − Lκ)un + f.
Now in the above splitting equation put the value of un+1 from Eqn. 48 and apply distributive splitting
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in the form of right preconditioner defined below.
Lxκ/2σ
n+1 = Rn and Lxκ/2Dσn+1∗ = Rn,
where the updated change in pressure and residual equation are denoted as
σn+1 = Dσn+1∗ and Rn = Lxκ/2un+1 − f ′
respectively. In other way, line distributive splitting consists of following two steps; In first step it
calculates new ghost value approximation change σn+1∗ . Second step calculates new approximation change
σn+1.
Now applying above splitting along the x-direction in Example 2, the diffusive term is computed as
−
[{
ui+1,j + σi+1 − (σi + σi+2)
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2
−
[{
ui−1,j + σi−1 − (σi−2 + σi)
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2
−
[{
ui,j+1 − σi
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2
−
[{
ui,j−1 − σi
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2. (49)
and convection term is computed as
+
[ai+1/2,j(2 + κ)
2h
{
ui,j + σi − (σi−1 + σi+1)
4
}
−ai−1/2,j(2 + κ)
2h
{
ui−1,j + σi−1 − (σi−2 + σi)
4
}]
(50)
Other part of convective term which comes from Van-leer discretization do not contain any distributive
term as above explained and kept in right hand side during relaxation and overall splitting is written as
follows ( 
4h2
+
ai−1/2,j(2 + κ)
8h
)
σi−2 −
( 7
4h2
+
ai+1/2,j(2 + κ)
2h
+
ai−1/2,j(2 + κ)
8h
)
σi−1
+
( 20
4h2
+
ai+1/2,j(2 + κ)
2h
+
ai−1/2,j(2 + κ)
8h
)
σi
−
( 8
4h2
+
ai+1/2,j(2 + κ)
2h
)
σi+1 +

4h2
σi+2
= Ri,j +
{1 + κ
4
(ui+1,j − ui,j)− 1− κ
4
(ui−1,j − ui−2,j)
}]
(51)
after solving above equation for σ along x line direction updated solution un+1 is evaluated as
un+1i,j = u
n
i,j + σi,j − (σi+1,j + σi−1,j + σi,j+1 + σi,j−1)
4
.
However, above splitting Ls3 Eqn. 51 is not robust and very rarely use in practice.
3.2 Application in solving Variational inequality and LCP
We are now interested in showing convergence of LCP through the above presented splitting. Let us
consider domain Ω ∈ R2 with boundary ∂Ω, and consider known functions f and g. Then find u in a
weak sense such that these inequalities hold
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Example 3.
−(a(x, y)u)x + ∆u ≤ f(x, y) ∀x, y ∈ Ω
u(x, y) ≥ 0 ∀x, y ∈ Ω,
u(x, y)[(a(x, y)u)x − ∆u− f(x, y)] = 0 ∀x, y ∈ Ω,
u(x, y) = g(x, y) ∀x, y ∈ ∂Ω.
Example 4.
−(a(x, y)u)x + ∆u ≤ f(x, y) ∀x, y ∈ Ω
u(x, y) ≥ 0 ∀x, y ∈ Ω,
u(x, y)[(a(x, y)u)x − ∆u− f(x, y)] = 0 ∀x, y ∈ Ω,
u(x, y) = g(x, y) ∀x, y ∈ ∂Ω.
Therefore, discrete version of above problem (finite difference or finite volume) is written in the matrix
form
Lu ≤ f,
u ≥ 0,
u[Lu− f ] = 0, (52)
where L is a M -matrix of order m×m, u and f are m× 1-column vector. It is well known that solving
above discrete problem is equivalent to solving quadratic minimization problem of the form
G(u) =
1
2
uTLu− fTu,
min
u∈Rm×1
G(u), (53)
subjected to the constraints
u ≥ 0.
Theorem 2. Let un and fn are m× 1-column vectors achieved by splitting algorithm (*),
L0κσ
n+1 = f − (L−κ + L0κ)un − L+κ un+1,
σn+1 = max{0, σn+1},
un+1 = un + σn+1ω,
where 0 < ω < 1 then we have un → u and fn → f such that u and f is a solution of LCP problem.
Proof. For the proof of this theorem we refer to see Cryer [30].
The following error estimates are easily established for LCP problem for algorithm described above.
Lemma 3. Let u is the exact solution of LCP problem define in Eqn. 52, also let un+1 is approximate
solution obtained by the splitting of the form
L0κσ
n+1 = f − (L−κ + L0κ)un − L+κ un+1,
σn+1 = max{0, σn+1},
un+1 = un + σn+1ω
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Then the following conditions hold
‖u− un+1‖2 ≤ C2‖un+1 − un‖2
‖u− un+1‖1 ≤ C1‖un+1 − un‖1
‖u− un+1‖∞ ≤ C∞‖un+1 − un‖∞.
Proof. Since From LCP problem we get
rκ = L
0
κu
n + fn − (L−κ + L0κ)un − L+κ un+1 ≥ 0
and
r+κ = (r
+
κi,j ),
where
r+κi,j =
{
rκi,j if u
n > 0 and un+1 > 0,
min(0, rκi,j ) if u
n = 0 and un+1 > 0.
Now consider the following LCP
L0κu
n+1 ≤ f − r+κi,j ,
un+1 ≥ 0,
un+1(L0κu
n+1 − f + r+κi,j ) = 0
Now multiply uT in Eqn. 52 and combing with equality term we get
(un+1 − u)TL0κu ≤ (un+1 − u)T f.
similar way we also get
(u− un+1)TL0κun+1 ≤ (u− un+1)T (f − r+κi,j ).
Now by adding above two equations we get
(u− un+1)T ν∗(u− un+1) ≤ (u− un+1)T (−L0κ)(u− un+1)
≤ (u− un+1)T (−r+κi,j )
This implies that the following conditions hold
‖u− un+1‖1 ≤ ν−11 ‖ − r+κi,j‖1,
‖u− un+1‖∞ ≤ ν−1∞ ‖ − r+κi,j‖∞,
‖u− un+1‖2 ≤ ν−12 ‖ − r+κi,j‖2.
Now rest of the proof is followed from Lemma 2.2 mentioned in [23].
3.3 Application in solving steady state EHL problem
Now we illustrate splitting for incompressible EHL model (we take ρ, η and  as constants here) in the
form of inequalities as
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Example 5.
(a(x, y)H(u))x − ∆u ≥ f(x, y) ∀x, y ∈ Ω
u(x, y) ≥ 0 ∀x, y ∈ Ω,
u(x, y)[(a(x, y)H(u))x − ∆u− f(x, y)] = 0 ∀x, y ∈ Ω,
u(x, y) = g(x, y) ∀x, y ∈ ∂Ω,
H(u) = H0 + x
2 + y2
2
+
2
pi2
∫ ∞
−∞
∫ ∞
−∞
u(x
′
, y
′
)dx
′
dy
′√
(x− x′)2 + (y − y′)2 (54)
3.3.1 Film thickness Calculation
Case 1: Line Contact Let us define deformation integral Df as
Df (x) = 1
pi
∞∫
−∞
log |(x− x′ |)u(x′)dx′ . (55)
We approximate the above integral Eqn. 7 taking pressure u as piecewise constant function namely uhi′
on sub-domain
Ωh =
{
(x) ∈ R
∣∣∣xi′ − h2 ≤ x ≤ xi′ + h2}. (56)
and discrete deformation
Df i = Df (xi) ≈
1
pi
nx∑
i′=0
Ghi,i′uhi′ , (57)
where the coefficients Gh
i,i
′ is written as
Gh
i,i
′ =
x
i
′+h2∫
x
i
′−h2
log |(x− x′)|dx′ (58)
and evaluated analytically. Above integration are defined as
Gh
i,i
′ =
{
|x+|(log |x+| − 1)− |x−|(log |x−| − 1)
}
, (59)
where
x+ = xi − xi′ +
h
2
, x− = xi − xi′ −
h
2
Therefore, film thickness for line contact in discretized form is written as
Hhi := H0 +
x2i
2
−
∑
i′
Gh|i−i′|uhi′ (60)
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Case 2: Point Contact Let us define deformation integral Df as
Df (x, y) = 2
pi2
∞∫
−∞
∞∫
−∞
u(x
′
, y
′
)√
(x− x′)2 + (y − y′)2 dx
′
dy
′
. (61)
We approximate the above integral Eqn. 7 taking pressure u as piecewise constant function
namely uhi′,j′ on sub-domain
Ωh =
{
(x, y) ∈ R2
∣∣∣xi′ − h2 ≤ x ≤ xi′ + h2 , yj′ − h2 ≤ y ≤ yj′ + h2}. (62)
and discrete deformation
Df i,j = Df (xi, yj) ≈
2
pi2
nx∑
i′=0
ny∑
j′=0
Ghi,i′ ,j,j′uhi′,j′ , (63)
where the coefficients Gh
i,i′ ,j,j′ is written as
Gh
i,i′ ,j,j′ =
x
i
′+h2∫
x
i
′−h2
y
j
′+h2∫
y
j
′−h2
1√
(x− x′)2 + (y − y′)2 dx
′
dy
′
(64)
and evaluated analytically. Above integration Eqn. 64 yields nine different results for the cases
that are defined as
xi < xi′ , xi > xi′ , xi = xi′ and yj < yj′ , yj > yj′ , yj = yj′
respectively. The nine results are combined into one expression
Gh
i,i
′
,j,j
′ =
2
pi2
{
|x+| sinh−1( y+
x+
) + |y+| sinh−1(x+
y+
)− |x−| sinh−1( y+
x−
)
−|y+| sinh−1(x−
y+
)− |x+| sinh−1( y−
x+
)− |y−| sinh−1(x+
y−
)
+|x−| sinh−1( y−
x−
) + |y−| sinh−1(x−
y−
)
}
, (65)
where
x+ = xi − xi′ +
h
2
, x− = xi − xi′ −
h
2
y+ = yj − yj′ +
h
2
, y− = yj − yj′ −
h
2
.
Therefore film thickness in discretized form is written as
Hhi,j := H0 +
x2i
2
+
y2j
2
+
∑
i′
∑
j′
Gh|i−i′|,|j−j′|uhi′ ,j′ (66)
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For incompressible EHL problem κ-line distributive Jacobi splitting is written as consider the
convection term of above Example 5 as
∂h
∂x
=
1
hx
[
(Hi,j −Hi−1,j)− κ
2
(Hi,j −Hi−1,j)+
1 + κ
4
(Hi+1,j −Hi,j)− 1− κ
4
(Hi−1,j −Hi−2,j)
]
(67)
Now we will consider the following Splitting : Ls4
−
[{
ui+1,j + σi+1 − (σi + σi+2)
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2x
−
[{
ui−1,j + σi−1 − (σi−2 + σi)
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2x
−
[{
ui,j+1 − σi
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2x
−
[{
ui,j−1 − σi
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2x
− 1
hx
[(2− κ
2
)( i+1∑
k=i−1
σGikjjσk −
i∑
k=i−2
σGi−1kjjσk
)
−
{1 + κ
4
(Hi+1,j −Hi,j)− 1− κ
4
(Hi−1,j −Hi−2,j)
}]
= fi,j (68)
Another possibility is to consider the following splitting as
∂h
∂x
=
1
hx
[
(Hi,j −Hi−1,j)− κ
2
(Hi,j −Hi−1,j)+
1 + κ
4
(Hi+1,j −Hi,j)− 1− κ
4
(Hi−1,j −Hi,j +Hi,j −Hi−2,j)
]
(69)
Hence overall equation is rewritten as Splitting : Ls5
−
[{
ui+1,j + σi+1 − (σi + σi+2)
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2x
−
[{
ui−1,j + σi−1 − (σi−2 + σi)
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2x
−
[{
ui,j+1 − σi
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2x
−
[{
ui,j−1 − σi
4
}
−
{
ui,j + σi − (σi−1 + σi+1)
4
}]/
h2x
− 1
hx
[(2− κ
2
+
1− κ
4
)( i+1∑
k=i−1
σGikjjσk −
i∑
k=i−2
σGi−1kjjσk
)
−
{1 + κ
4
(Hi+1,j −Hi,j)− 1− κ
4
(Hi,j −Hi−2,j)
}]
= fi,j . (70)
More general discussion on convergence of these splittings are given in Section ??.
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3.3.2 TVD Implementation in line and point contact model problem
In this Section, we implement the splitting discussed in the last Section 3.1 and allow to extend
it in EHL model. A hybrid splitting presented here and it is determined by measuring the value
min
(
(x)
hx
)
for one-dimensional EHL line contact case and min
(
(x,y)
hx
, (x,y)hy
)
for two-dimensional
point contact case. These values are treated as switching parameter to perform two different
splitting together while moving x direction during the iteration. If the valuesmin
(
(x)
hx
)
> 0.6, for 1-d case
min
(
(x,y)
hx
, (x,y)hy
)
> 0.6, for 2-d case
then we apply line Gauss-Seidel splitting otherwise line Jacobi distributed splitting is incorporated
in other words
Lhs1 =
Ls1-splitting If min
(
(x,y)
hx
, (x,y)hy
)
> 0.6
Ls4-splitting If min
(
(x,y)
hx
, (x,y)hy
)
≤ 0.6.
(71)
Lhs2 =
Ls0-splitting If min
(
(x,y)
hx
, (x,y)hy
)
> 0.6
Ls5-splitting If min
(
(x,y)
hx
, (x,y)hy
)
≤ 0.6.
(72)
These constructions are well justified as the region where  tends to zero, we end up having
an ill-conditioned matrix system in the form of dense kernel matrix appear in film thickness
term. Therefore, distributive Jacobi line splitting is implemented as a right pre-conditioner to
reduce the ill-conditioning of the matrix. However, in other part where  is sufficiently large
diffusion term dominates therefore we use Gauss line splitting. Considering the above setting in
computational domain is quite demanding in EHL model as it allows us in reducing computational
cost and storage issue. We replace κ value in splitting constructed in Section 3.1 by incorporating
appropriate limiter function φ there. In next section, we define these two splitting in more general
form having limiter function involve in the splitting.
3.3.3 Limiter based Newton-Raphson method
EHL point contact problem is solved in the form of LCP and therefore in this Section we seek
an efficient splitting for Reynolds equation iterate along x-line direction to obtain the pressure
solution. Now by using Theorem 2 and Lemma 3 we prove the convergence of the EHL solution.
This splitting is explained in the following way: First calculate updated pressure in x-line direction
as u¯i,j = u˜i,j + σi keeping j fix at a time for all j in y-direction and then apply change σi
immediately to update the pressure u˜. The successive pressure change σi along the x-direction
can be calculated as below
Xi+1/2,j [(ui+1,j + σi+1)− (ui,j + σi)] + Xi−1/2,j [(ui−1,j + σi−1)− (ui,j + σi)]
hx
+
Yi,j+1/2[ui,j+1 − (ui,j + σi)] + Yi,j−1/2[ui,j−1 − (ui,j + σi)]
hy
−hy((ρH)∗i+1/2,j − (ρH)∗i−1/2,j) = 0, (73)
22
where terms read as
Xi±1/2,j
defn
:= hyi±1/2,j , 
Y
i,j±1/2
defn
:= hxi,j±1/2,
i±1/2,j
defn
:= (i,j + i±1,j)/2, i,j±1/2
defn
:= (i,j + i,j±1)/2, (74)
where
i,j =
ρ(i, j)H3(i, j)
η(i, j)λ
.
(ρH)∗i+1/2,j def:= (ρˇH¯)i,j + 12φ(ri+1/2)((ρˇH¯)i+1,j − (ρˇH¯)i,j) (75)
(ρH)∗i−1/2,j def:= (ρˇH¯)i−1,j + 12φ(ri−1/2)((ρˇH¯)i,j − (ρˇH¯)i−1,j), (76)
where
ri+1/2 =
(ρˇH˜)i+1,j − (ρˇH˜)i,j
(ρˇH˜)i,j − (ρˇH˜)i−1,j
and ri−1/2 =
(ρˇH˜)i,j − (ρˇH˜)i−1,j
(ρˇH˜)i−1,j − (ρˇH˜)i−2,j
.
In above equation for each i,
H¯i,j = H˜i,j +
∑
k
Gi,k,j,jσk (77)
It is observed that the magnitude of the kernel Gi,k,j,j in equation 77 diminishes rapidly as
distance |k − i| increase and therefore, we avoid unnecessary computation expense by allowing
value of k up to three terms. So updated value of film thickness is rewritten as
H¯i,j = H˜i,j +
i+1∑
k=i−1
Gi,k,j,jσk. (78)
Hence, Eqn. (73) is illustrated as
Ci+2,φσi+2 + Ci+1,φσi+1 + Ci,φσi + Ci−1,φσi−1 + Ci−2,φσi−2 = Ri,j,φ, (79)
where Ri,j,φ and Ci±.,φ are residual and coefficients of matrix arising due to linearized form
involving the limiter function. This setting leads to a band matrix formulation which is solved
using Gaussian elimination with minimum computational work (O(n)).
3.3.4 Limiter based Weighted change Newton-Raphson method
The underline philosophy of weighted change Newton-Raphson method is more physical than
mathematical. When diffusive coefficient tends to zero, pressure becomes large enough and non
local effect of film thickness dominates in the region. Therefore a small deflection in pressure
change produces high error in updated film thickness eventually leads blow up the solution after
few iterations. This numerical instability is overcome by interacting with the neighborhood points
during iteration. During this process the computed change of pressure at one point of the line are
shared to its neighbor cells. In other words, a given point of a line new pressure u¯i,j is computed
from the summation of the changes coming from neighboring points plus the old approximated
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pressure u˜i,j
u¯i,j = u˜i,j + σi,j − (σi+1,j + σi−1,j + σi,j+1 + σi,j−1)
4
(80)
In this case, changes are incorporated only at the end of a complete iteration sweep. Therefore,
overall splitting is derived as below
Xi+1/2,j [(ui+1,j + σi+1 − (σi+σi+2)4 )− (ui,j + σi − (σi−1+σi+1)4 )]
hx
+
Xi−1/2,j [(ui−1,j + σi−1 − (σi−2+σi)4 )− (ui,j + σi − (σi−1+σi+1)4 )]
hx
+
Yi,j+1/2[ui,j+1 − σi4 − (ui,j + σi − (σi−1+σi+1)4 )]
hy
+
Yi,j−1/2[ui,j−1 − σi4 − (ui,j + σi − (σi−1+σi+1)4 )]
hy
−hy((ρH)∗i+1/2,j − (ρH)∗i−1/2,j) = 0. (81)
The following notion used in Eqn. 81 defined as
Xi±1/2,j
defn
:= hyi±1/2,j
Yi,j±1/2
defn
:= hxi,j±1/2 (82)
i±1/2,j = 0.5
(ρ(i± 1, j)H3(i± 1, j)
η(i± 1, j)λ +
ρ(i± 1, j)H3(i± 1, j)
η(i± 1, j)λ
)
,
i,j±1/2 = 0.5
(ρ(i, j ± 1)H3(i, j ± 1)
η(i, j ± 1)λ +
ρ(i, j ± 1)H3(i, j ± 1)
η(i± 1, j ± 1)λ
)
.
(ρH)∗i+1/2,j
def
:= (ρˇH¯)i,j + 1
2
φ(ri+1/2)((ρˇH¯)i+1,j − (ρˇH¯)i,j) (83)
(ρH)∗i−1/2,j
def
:= (ρˇH¯)i−1,j + 1
2
φ(ri−1/2)((ρˇH¯)i,j − (ρˇH¯)i−1,j), (84)
where
ri+1/2 =
(ρˇH˜)i+1,j − (ρˇH˜)i,j
(ρˇH˜)i,j − (ρˇH˜)i−1,j
and ri−1/2 =
(ρˇH˜)i,j − (ρˇH˜)i−1,j
(ρˇH˜)i−1,j − (ρˇH˜)i−2,j
.
In above equation, discretization of convection term defined same as Line Gauss-Seidel relaxation
case. However, due to distributive change of the pressure, the updated value of film thickness is
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described as
H¯i,j = H˜i,j +
∑
k
σGi,k,j,jσk, (85)
where
σGi,i,j,j = Gi,i,j,j − (Gi,i−1,j,j + Gi,i+1,j,j + Gi,i,j,j−1 + Gi,i,j,j+1).
After few manipulation of Eqn. 81, we get system of band matrix which is solved using Gaussian
elimination approach.
The force balance equation is incorporated in our numerical calculation by updating the constant
value H0. The updated value of H0 is performed according to
H0 ← H0 − c
(2pi
3
− hxhy
nx∑
i=1
ny∑
j=1
ui,j
)
, (86)
where c is a relaxation parameter having range between 0.01− 0.1.
3.4 Application in solving transient state EHL problem
3.5 Model Problem
The following one and two dimensional line and circular point contact model problem are taken
for numerical study defined below in the form of variational inequality written in non dimensional
form
Case 1: Line Contact
∂
∂x
(

∂u
∂x
)
≤ ∂(ρH)
∂x
+
∂(ρH)
∂t
∈ Ω
u ≥ 0 ∈ Ω
u.
[ ∂
∂x
(

∂u
∂x
)
− ∂(ρH)
∂x
− ∂(ρH)
∂t
]
= 0 ∈ Ω,
Case 2: Point Contact
∂
∂x
(

∂u
∂x
)
+
∂
∂y
(

∂u
∂y
)
≤ ∂(ρH)
∂x
+
∂(ρH)
∂t
∈ Ω
u ≥ 0 ∈ Ω
u.
[ ∂
∂x
(

∂u
∂x
)
+
∂
∂y
(

∂u
∂y
)
− ∂(ρH)
∂x
− ∂(ρH)
∂t
]
= 0 ∈ Ω, (87)
where u is non-dimensional pressure of liquid (lubricant) and Ω is sufficiently large bounded
domain such that
u = 0 on ∂Ω. (88)
Here term  is defined as
 =
ρH3
ηλ
,
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where ρ is dimensionless density of lubrication, η is dimensionless viscosity of lubrication and
speed parameter
λ =
6η0usR
2
a3pH
. (89)
The non-dimensionless viscosity η is defined according to
η(u) = exp
{(
αp0
z
)(
− 1 +
(
1 +
upH
p0
)z)}
. (90)
Dimensionless density ρ is given by
ρ(u) =
0.59× 109 + 1.34upH
0.59× 109 + upH . (91)
The term film thickness H of lubricant are written as follows
H(x, t) = H0(t) + 0.5x2 +R(x, t)− 1
pi
∫ ∞
−∞
log |x− x′ |u(x′)dx′ , 1-d case
H(x, y, t) = H0(t) + 0.5(x2 + y2) +R(x, y, t) + 2
pi2
∫ ∞
−∞
∫ ∞
−∞
u(x
′
, y
′
)dx
′
dy
′√
(x− x′)2 + (y − y′)2 , 2-d case
(92)
where H0 is an integration constant,
R(x, t) = α10−10(x−xd)2 cos(2pi(x− xd)),
α = −0.11 and xd = xs + 2u2
us
t.
The dimensionless force balance equation are defined as follows∫ ∞
−∞
u(x′)dx′ =
pi
2
, for line contact
∫ ∞
−∞
∫ ∞
−∞
u(x′, y′)dx′dy′ =
3pi
2
, for point contact (93)
All notations used in EHL model are defined in A.
3.6 Convergence criterion of hybrid splitting
In this section, we give a general criteria for the convergence study of hybrid schemes used in our
EHL model problem. Let us reconsider linear system
Lκu = f,
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where [Lκ]m×m a regular matrix (for definition see [21]) and f and u are known values. For
applying hybrid splitting in above equation matrix Lκ is understood as
Lκ = L
Ω
κ L
Ω′
κ ,
where [LΩκ ] and [L
Ω′
κ ] are regular applied splittings in
Ω =
{
(x, y)
∣∣∣min((x, y)
hx
,
(x, y)
hy
)
> 0.6
}
and
Ω′ =
{
(x, y)
∣∣∣min((x, y)
hx
,
(x, y)
hy
)
≤ 0.6
}
sub-domains respectively.
Now assume that [LΩκ ] has the following splitting
LΩκ = M
Ω
κ −NΩκ ,
where MΩκ is a regular easily invertible matrix and N
Ω
κ is a positive rest matrix. Then our
splitting can be defined as
un+1Ω = u
n
Ω − (MΩκ )−1(LΩκ − f)
Then above iteration will converge for any initial guess u0 if following theorem holds
Theorem 4. Let LΩκ = M
Ω
κ −NΩκ be a regular splitting of matrix LΩκ and (LΩκ )−1 ≥ 0, then
we have
ρ((MΩκ )
−1NΩκ ) =
ρ((LΩκ )
−1NΩκ )
1 + ρ((LΩκ )−1NΩκ )
< 1
Proof. For the proof of this theorem we refer to see Varga [21].
Now we will prove other part of matrix splitting L
Ω′
κ . This part of matrix there is no straight-
forward splitting is available (see [21, 26]). Let L
Ω′
κ is regular, but dense and the designing
suitable splitting in the sense of Varga is complicated. Suppose if it is possible to construct
nonsingular matrix Lrκ such that equation below
L
Ω′
κ L
r
κ = M
Ω′
κ −NΩ
′

κ
is easy to solve and we can rewrite splitting as
L
Ω′
κ = (M
Ω′
κ −NΩ
′

κ )L
r
κ
−1
Then for above splitting our iteration is denoted as
un+1 = un − Lrκ(MΩ
′

κ )
−1(LΩ
′

κ − f)
Therefore above iteration will converge for any initial guess if following theorem holds
Theorem 5. Let (M
Ω′
κ −NΩ
′

κ )(Lrκ)
−1 be a regular splitting of matrix LΩ
′

κ and (L
Ω′
κ )−1 ≥ 0, then
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we have
ρ(Lrκ(M
Ω′
κ )
−1NΩ
′

κ (L
r
κ)
−1) =
ρ((L
Ω′
κ )−1N
Ω′
κ (Lrκ)
−1)
1 + ρ((L
Ω′
κ )−1N
Ω′
κ (Lrκ)
−1)
< 1
4 Numerical Results
In Section 3.1, we have illustrated TVD implementation for solving linear convection-diffusion
problem through a class of splittings. Now we investigate the performance of mentioned split-
tings and compare the results with classical defect-correction. For numerical tests we consider
analytical solution as u = x4 + y4 from Oosterlee [17]. Dirichlet boundary is imposed for all test
cases on domain Ω =
{
(x, y);−1 ≤ x ≤ 1,−1 ≤ y ≤ 1
}
. For all numerical experiments, we
take diffusion coefficient  = 10−6 and κ = −1.0, 0.0, 1/3. Numerical tests are performed for the
problem given as Example 2 using Ls0 splitting, Ls1 splitting. Computational results of relative
error and corresponding order in L1, L∞, L2-norms are presented on Table ??- ?? on the finest
grid.
L2 norm error is evaluated in the following way
L2(k, k − 1) =
√
Hd
∑(
u˜k−1 − IHh u¯k
)2
, (94)
where H is the mesh size on grid k− 1, u¯k is the converged solution on grid k and d denotes the
dimension of the problem. The order of convergence is derived as
p2 =
logL2(k − 1, k − 2)− logL2(k, k − 1)
log 2
, (95)
where p2 is the order of discretization in L
2 norm. We also calculate L∞ and L1-error and
corresponding order in similar fashion. From numerical experiments we observe that splitting
Ls0 and Ls1 always show fast residual decay compare to classical defect-correction. Fig. 3 and
Fig. 7 present the residual decay results for Ls0 splitting , Ls1 splitting and classical defect-
correction technique for κ = 0.0, 1/3. Moreover, residual decay of splitting Ls1 is more better
than splitting Ls0. On the other hand, we observe that splitting Ls0 has larger range of robustness
(−1.0 ≤ κ ≤ 0.9) than splitting Ls1 (−1.0 ≤ κ ≤ 0.8).
4.1 Test case for numerical experiment of EHL problem
In this section, we perform numerical experiments on EHL model defined in Section 1. We take
Moes ([9]) dimensionless parameters (which is denoted by M and L), where L is fixed at 10 while
M is varied between 20−1000. For all test cases, we fix the parameter α = 1.7×10−8 over domain
Ω = [−2.5, 2.5]× [−2.5, 2.5]. In all cases , we refine grid up to (1024 + 1)× (1024 + 1) points on
finest level and coarse grid up to (32+1)× (32+1) points on the coarsest level (except extremely
high load case we choose coarse grid (64+1)×(64+1)). A class of limiter are applied to solve the
problem discussed in Section 3 and 4. However, for checking performance of splittings, we use
value κ = 0.0, 1/3,−1.0 in our numerical analysis. In Fig. ??, we represent film thickness profile
H in inverted form. Four load cases (a)M = 20, L = 10, (b)M = 50, L = 10, (c) M = 100, L = 10
and (c) M = 1000, L = 10 are solved using the TVD schemes. The fully converged pressure as well
as film thickness profiles and their plot results are represented in Fig. ??-Fig.??. Comparisons
of relative error in L2, L1 and L∞ norms between κ splittings and defect correction schemes
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Figure 3: Steady state case for G = 3500 , U = 5.5× 10−11,W = 1.0× 10−4 Ls1 for κ = 1/3
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Figure 4: Pressure profile plots on grid size h = 32, 64, 128, 256, 512, .
29
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
-1.5 -1 -0.5  0  0.5  1
P
X
P  Plot
P1
P2
P3
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Figure 6: Film thickness H on varying load conditions
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are performed which are presented in Table. ??- ??. Experimental results show that order of
convergence of classical defect-correction is almost similar to splittings Lhs1 and Lhs2. However,
splittings Lhs1 and Lhs2 have slightly better residual decay in comparison with classical defect-
correction which can be seen in Fig. ??.
5 Conclusion
A limiter based direct parallel solver have been outlined for solving EHL point and line contact
problems in the form of LCP on parallel computers. The key idea of using such splitting to fa-
cilitate artificial diffusion only the region of steep gradient of pressure profile and to improve the
accuracy on the other part (smooth region of pressure profile) of the domain. These illustrated
splittings have been devised by bringing left hand side matrix in M -matrix form using second
order discretization of Reynolds equation and rest term on the right hand side. Additionally, the
hybrid line splitting has been designed with help a switcher which depends upon magnitude of
/h. When /h ≤ 0.6, we have applied weighted change Newton-Raphson method else, we have
implemented Newton-Raphson method to get jacobian matrix for new solution. The derived
switcher is important as it noticeably allows us in reducing the ill-conditioning of the discretized
matrix when  is almost equal to zero. The robustness of the splittings have been analyzed
performing series of numerical experiments. Moreover, robustness range of splittings has been
investigated and compared with other splittings. Numerical experiments conform that the perfor-
mance of direct parallel solver are robust not only for linear case but also for EHL model too. A
remarkable achievement of the solver are that it helps us in developing of higher-order discretiza-
tion without losing stability in relaxation and without the use of double discretization scheme
like defect-correction technique in multi-grid solver. Numerical experiments confirm that residual
decay of direct splittings are comparably better than classical defect-correction. In this study, we
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have analyzed the performance of splittings through known limiters available in literature which
works satisfactory in all study cases. Another remarkable advantage of the adopted splittings can
be noted as it does not demand any extra tuning parameter and produces reasonable numerical
solution for large range of load variation. The above treatment can be easily extendable in time
dependent EHL as well as Thermo-elastic Lubrication model.
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A Some Notation used in EHL model
pH → Maximum Hertzian pressure.
η0 → Ambient pressure viscosity.
H00 → Central offset film thickness.
a→ Radius of point contact circle.
α→ Pressure viscosity coefficient.
us = u1 + u2, where u1 upper surface velocity and u2 lower surface velocity respectively.
p0 → Constant (p0 = 1.98× 108), z is pressure viscosity index (z = 0.68).
R→ Reduced radius of curvature defined as R−1 = R−11 +R−12 ,
where R1 and R2 are curvature of upper contact surface and lower contact surface respectively.
L and M are Moes parameters and they are related as below.
L = G(2U)
1
4 ,M = W (2U)−
1
2 , where
2U =
(η0us)
(E′R)
,W =
F
E′R
, pH =
(3F )
(2pia2)
.
σn+1 = un+1 − un denote as difference between latest approximation solution un+1 and its
predecessor un.
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