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Quantum differential surfaces
of higher genera
Pierre Bieliavsky
Abstract
We construct a real family of SL(2,R)-invariant symbol composition product {♯θ}θ∈R on the analogue
of the Schwartz space S(D) on the hyperbolic plane D := SL(2,R)/SO(2). The value θ = 0 consists
in the pointwise commutative product of functions on D. And admits an asymptotic expansion that
deforms the pointwise product in the direction of the canonical SL(2,R)-invariant Kahler two form on D.
We then extend this construction to any (non-homogeneous) compact surface by considering the left
action of an arithmetic Fuschian group Γ ⊂ SL(2,R) on D with associated Riemann surface ΣΓ := Γ\D.
More precisely, we prove the following.
1. The product ♯θ extends from S(D) to B
0
∞(D), a smooth SL(2,R)- sub-module of C
∞(D) that
contains the Γ-invariants C∞(D)Γ ≃ C∞(ΣΓ) in C
∞(D). In particular, ♯θ defines a Fre´chet algebra
structure on C∞(ΣΓ).
2. We give a tracial (or “closed” in the terminology of [CFS92]) version ♯2θ of ♯θ i.e. such that∫
ΣΓ
u♯2v =
∫
ΣΓ
u.v (u, v ∈ C∞(ΣΓ)). The algebra (C
∞(ΣΓ), ♯
2
θ) is moreover equipped with
the involution that consists in the complex conjugation of the smooth functions on ΣΓ.
3. As a byproduct of item 2, the integral on ΣΓ defines a continuous trace on (C
∞(ΣΓ), ♯
2
θ).
4. We also represent our surfaces as pre-C⋆-algebras. Namely, the algebra (C∞(ΣΓ), ♯
2
θ) continuously
acts on L2(D) by regular multiplication. The resulting operator norm on (C∞(ΣΓ), ♯
2
θ) is then a
C⋆-norm.
5. The (pre-) C⋆-algebra mentioned in item 4 naturally acts on a discrete series projective represen-
tation D( θ+2θ )
of SL(2,R) by Γ-commuting operators.
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1 Introduction and results
After the seminal work of B. Fedosov [F85], the problem of constructing and classifying formal deformation
quantizations (star-products [BFFLS78]) of smooth compact (symplectic) surfaces was solved.
We investigate here the much harder question of defining “converging and smooth” deformation quantizations
of surfaces, in the sense that one looks for a real one-parameter family of non-formal star-products, {♯s}s∈R,
deforming the commutative algebra of C∞-functions on the surface and such that the whole space of C∞-
functions (rather than formal power series with coefficients in the C∞-functions) equipped with ♯s closes as a
Fre´chet algebra, which, for every value of s, is one-to-one represented by a sub-algebra of bounded operators
on a fixed separable Hilbert space H.
More precisely, considering any arithmetic Fuschian group Γ, fundamental group of a smooth compact surface
ΣΓ, we construct a family of associative Fre´chet algebra structures {♯s}s∈R on C∞(ΣΓ) and a Hilbert space
H such that
1. for all u, v ∈ C∞(ΣΓ), the function R → C∞(ΣΓ) : s 7→ u♯sv is smooth around s = 0 and admits a
Taylor series of the form
u♯sv ∼ u.v + s
i
{u, v} + o(s2)
where { , } denotes the Poisson-bracket associated to a constant negatively curved Kahler structure
on ΣΓ.
2. For every s ∈ R, there exists a one-to-one ∗-homomorphism
Ωs : C
∞(ΣΓ)→ B(H)
such that
Ωs(u♯sv) = Ωs(u)Ωs(v) .
3. The algebra (C∞(ΣΓ), ♯s) is tracial is the sense that∫
ΣΓ
u♯sv =
∫
ΣΓ
u.v .
Up to now, there was only one example of closed symplectic surface sharing these properties with our
construction. It is the case of the smooth version (θ-deformation) of A. Connes’ non-commutative torus [C85].
The noncommutative torus (i.e flat and genus one) essentially consists in descending Weyl’s quantization of
R2 to R2/Z2 by extending Weyl’s symbolic composition product to the Laurent Schwartz B-function space
on R2 that contains all Z2-invariant smooth functions [Ri94].
The other important approaches to non-formal deformations of symplectic surfaces based on Berezin-Toepltiz
quantization do not share properties 1-3 with ours [CGR93, H05, KS01, LK92, NN99, Ra93].
The fundamental work by J. and A. Unterberger [UU84], where an SL(2,R)-equivariant symbolic calculus
is constructed, is the closest to our approach. We make some comments about this at the end of this
introduction.
At last, it is important to mention S. Beiser and S. Waldmann’s [BW14] beautiful work on convergent star-
products on the hyperbolic plane, which certainly needs to be compared to ours in the simply connected
case. The missing property, in order to pass the closed surfaces, is that it is hard to decide there if their
deformed function algebra contains or not the Γ-invariants.
In the sequel of this section, we describe what is done in this article.
As already said above, in this paper, we construct a “convergent star-product” ♯ on the space of C∞-
functions on any compact Riemann surface of genus greater than one. This done by “descending a convergent
SL(2,R)-invariant star-product ♯˜ on the hyperbolic plane D := SL(2,R)/K (K = SO(2)) to the surface
ΣΓ that admits the Fuschian group Γ < SL(2,R) as fundamental group (π : D → ΣΓ) An idea that has of
course been used already extensively in the literature [CGR93, H05, KS01, LK92, NN99, Ra93], but, there,
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only in the framework of Berezin-Toepltitz quantization which is orthogonal to ours where the resulting
function algebra on ΣΓ consists in the whole C
∞(ΣΓ)–property that we refer to as smoothness of ♯. The
difficulty to obtain such a smoothness relies in constructing a product ♯˜ on D whose domain contains the
whole space of Γ-periodic smooth functions C∞(D)Γ as a subalgebra. Another way to phrase it in M.A.
Rieffel’s terminology, is that Berezin-Toepltitz quantizations leads to “strict quantization” while our work
leads to “strict deformation quantization”.
The idea of the present work to achieve this goal is the following.
First, three known facts (that are recalled in Section 5):
1. in [B02], we construct a star-product ⋆ on the massive coadjoint orbit M = G/K of the Poincare´
group (G := SO(1, 1) ⋉ R2, K ≃ R). The product ⋆ was proven there to be convergent on some space E
of C∞-functions containing the space of test functions D(M):
D(M) ⊂ E ⊂ C∞(M) .
Moreover the symmetry group G leaves ⋆ invariant. And, at last, G contains as a subgroup a copy of the
group1 S = ax+ b that acts simply transitively on M:
S
∼−→M : x 7→ xK .
2. In [BG15], it was proven that ⋆ actually extends to the space B(S) of C∞-functions on S that have all
of their (left-invariant) derivatives bounded. In other words, the pair (B(S), ⋆) is a Fre´chet algebra.
3. The Iwasawa decomposition SL(2,R) = ANK identifies D with the group AN which is isomorphic to
S. Therefore the product ⋆ is now seen as a product on B(D). And since the subspace B(D)Γ of Γ-invariants
exactly consists in C∞(ΣΓ), the product ⋆ contains C
∞(ΣΓ) in its domain.
But the problem at this level is that although S-invariant is not K-invariant. Hence it does not “descends”
to ΣΓ, in other words B(D)Γ does not consists in a subalgebra of (B(D), ⋆).
To cure this pathology we construct an (S-equivariant) intertwiner W that restores the K-invariance: in
such a way that W−1(⋆) =: ♯ is K− hence SL(2,R)-invariant.
And the point is that the intertwiner W is, in some context, canonical. Hence so is ♯ as well, although
different of any of the deformation quantizations (formal or not) that appear in the literature.
One can guess the explicit form ofW by combining geometrical and representation theoretical considerations
which are roughly the following ones.
Both D and S are symmetric spaces (see Paragraph 3.1). The first one is canonically endowed with a
Kahler structure that equips it with a symmetric one. The second one is endowed with the symmetric space
structure canonically associated with its Lie group structure. It is isomorphic to M (as homogeneous space).
It turns out also that the second one is a geometrical curvature contraction of the first one (see Paragraph
3.2 and Section 4): more precisely presenting S under its Iwasawa form S = A×N , the symmetry
se(a, n) := (−a,−n)
when intertwined by the left-translations;
sx(y) := x(se(x
−1y))
defines a left-invariant symmetric space structure isomorphic to the Lie group one.
Also for every κ > 0, the formula:
s(κ)e (a, n) := (−a−
1
2
log(1 + κn2) , −n )
1The connected component of the group of affine transformations of the real line.
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defines a left-invariant symmetric space structure isomorphic to the hyperbolic one on D. One therefore
observes a curvature contraction from D to S:
lim
κ→0
s(κ) = s .
Note that the contraction procedure is S-equivariant i.e. both symmetric spaces involved share the left-
translations on S as automorphisms.
Within this geometrical setting the intertwiner W is viewed as reverting, at the functional level, the con-
traction procedure. We call retract this reversion process (see Paragraph 3.4 and Section 6).
A priori, the intertwiner W depends on the contraction parameter κ. But in the sequel, we will make
the choice of fixing κ to 1 and, rather, consider another parameter θ corresponding to the mass parameter
associated to the representation series obtained from Kirillov’s orbit method applied to M. The reason for
this is that the mass parameter is more natural to consider within a semi-classical approximation procedure.
We now describe more precisely the retract process. We start by representing D and M on a common
one-parameter of Hilbert spaces Hλ = L2(A, e2λada) (λ ∈ R) (see Paragraph 3.3 and Section 6).
The representation series for D consists in the projective holomorphic discrete series D( θ+2θ ) (
(
θ+2
θ
)
:=
1/2(1 + 1/θ)) but realized on Hλ. We denote by Vθ this holomorphic discrete series representation. The
representation series Uθ,λ of M ≃ S consists in the Kirillov one of G associated to the massive orbit M again
realized on Hλ.
The set up is such that one has
Vθ|S = Uθ,λ|S .
The S-equivariance is therefore manifest at the representation level as well.
At the geometrical level, to every κ > 0 the Cartan involution ϑ(κ) of SL(2,R) inducing s(κ) on D is inner in
the sense that there exists an element jκ of SL(2,R) whose associated convolution coincides with ϑ(κ). The
symmetric space structure s(1) therefore represents as
Vθ(j
(1)) =: Θθ,λ
at the state level H. In the limit κ→ 0, or rather, θ → 0, one has
lim
θ→0
Θθ,λ = Σλ
acting as
Σλϕ(a) := ϕ(a
−1)e−2λa ϕ ∈ Hλ .
In other words, the geometrical contraction procedure is now represented at an operator algebra level.
Now, the idea to construct W is very simple. To the representation setting are formally associated star-
products. Indeed, setting
Ωθ,λ(x) := Vθ(x)Θθ,λVθ(x
−1)
Ωθ,λ(x) := Uθ,λ(x)ΣλUθ,λ(x
−1)
and for every ϕ ∈ D(S)
Ωθ,λ(ϕ) :=
∫
S
ϕ(x) Ωθ,λ(x) dx
Ωθ,λ(ϕ) :=
∫
S
ϕ(x) Ωθ,λ(x) dx
we formally define
Ωθ,λ(ϕ♯ψ) := Ωθ,λ(ϕ)Ωθ,λ(ψ) .
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Note that these operators Ωθ,λ(x) and Ωθ,λ(x) are unitary and self-adjoint. It turns out that one has
Ωθ,λ(ϕ ⋆ ψ) = Ωθ,λ(ϕ)Ωθ,λ(ψ) .
Now, provided it exists, the S-equivariant intertwiner is defined by
Ωθ,λ =: Ωθ,λWθ,λ =: Tθ,λΩθ,λ .
Given a solution to these equations, one should have
Ωθ,λ(e) = Tθ,λΩθ,λ(e) i.e. Tθ,λ = Ωθ,λ(e)Σλ .
A computation leads to the explicit expression of Ωθ,λ(e)Σλ:
Ωθ,λ(e)Σλ =
∫
A
Jθ,λ(a)Uθ,λ(a2) da
where Jθ,λ is some scalar C∞-function which is essentially a Bessel function of the first type. This leads to
the following expression for Wθ,λ:
Wθ,λϕ(x) =
∫
A
∆(a)Jθ,λ(a)ϕ(xa−1) da
with ∆(a)dx := d(xa−1). Indeed, one has
Ωθ,λ(x) = Uθ,λ(x)Θθ,λUθ,λ(x
−1)
= Uθ,λ(x)Θθ,λΣ
2
λUθ,λ(x
−1)
= Uθ,λ(x)
(∫
A
Jθ,λ(a)Uθ,λ(a2)da
)
ΣλUθ,λ(x
−1)
=
∫
A
Jθ,λ(a)Uθ,λ(xa)Σ2λUθ,λ(a)ΣλUθ,λ(x−1) da
=
∫
A
Jθ,λ(a)Uθ,λ(xa)ΣλUθ,λ(a−1x−1) da
=
∫
A
Jθ,λ(a)Ωθ,λ(xa) da
expressing Ωθ,λ as a superposition of the Ω’s.
From this, one gets:
Ωθ,λ(ϕ) =
∫
A
Jθ,λ(a)ϕ(x)Ωθ,λ(xa) dxda =
∫
A
∆(a)Jθ,λ(a)ϕ(xa−1)Ωθ,λ(x) dxda
Hence:
Wθ,λϕ(x) =
∫
A
∆(a)Jθ,λ(a)ϕ(xa−1) da .
At this level, although allowing to guess which objects will be relevant in the construction, all this is still
very formal and in order to pass to NC surfaces one needs to give some analytical meaning of Wθ,λ and
study its properties (see Section 7).
As such, the operatorWθ,λ does not preserve the space B(S) but it extends from D(S) to B-type spaces. More
precisely, denoting by B0k(S) the space of Ck-functions with all derivatives (of order less than k) bounded,
one has the linear continuous extensions:
Wθ,λ : B0∞(S) −→ B0k(S) (K = K(θ))
W−1θ,λ : B0k(S) −→ B0k(S) (∀k) .
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And now, although the expression
F1♯θ,λF2 := W
−1
θ,λ(Wθ,λ(F1) ⋆Wθ,λ(F2))
should only be of class CK
′
with K ′ = K ′(θ), it is actually C∞. This is due to the fact that F1♯θ,λF2 enjoys
a property of scaling invariance in λ which Wθ,λ alone does not (see Section 7: Quantum surfaces). This
property of scale invariance is the only reason why the parameter λ is introduced. It is the key point of the
whole construction.
Although the proof is not entirely trivial, ♯ is now, as expected, SL(2,R)-invariant. Therefore, when F1 and
F2 are C
∞ and Γ-invariant so is the output F1♯θ,λF2. Hence the NC surface is defined as the family of
Fre´chet algebras (C∞(ΣΓ), ♯θ,λ).
Although not preserving B0∞(S), the retract operator Wθ,λ does preserve the Schwartz space S(S). And
(B0∞(S), ♯θ) acts as a continuous multiplier algebra on (S(S), ♯θ):
B0∞(S)× S(S)→ S(S) : (F, ϕ) 7→ L♯θ(F )ϕ := F♯θϕ.
In other words, the Schwartz algebra is a two-sided ideal in (B0∞(S), ♯θ).
It turns out that this action extends to a bounded action on the Hilbert function algebra L2θ,λ(S) on S
corresponding to the Hilbert-Schmid operators under the quantization map Ωθ,λ. The induced operator
norm ||L♯θ(F )|| then endows (S(S), ♯θ) with a C⋆-structure (see Paragraph 8.1).
We then pass to defining a closed deformed product on our NC-surfaces (see Section 9). This is done,
again, by very simple considerations.
On the first hand, from [B02], one easily gets an operator A : D(S)→ E such that∫
ϕ ⋆ ψ =
∫
A(ϕ)ψ .
On the second hand, one shows that∫
ϕ♯ψ =
∫
Wθ,λϕ ⋆Wθ,λψ (ϕ, ψ ∈ D(S)) .
Hence one may expect that, if well defined, the operator
S :=
(
W∗θ,λAWθ,λ
)−1/2
intertwines ♯ with an SL(2,R)-invariant tracial star-product ♯2:∫
D
ϕ♯2ψ =
∫
D
ϕψ (ϕ, ψ ∈ D(S)) .
But now, the difficulty is again to extend ♯2 to C∞(ΣΓ) in such a way that one keeps traciality:∫
ΣΓ
F1♯
2F2 =
∫
ΣΓ
F1 F2 .
The existence of the extension follows from the fact that S and S−1 preserve B-type spaces, and from
SL(2,R)-invariance.
Concerning the property of traciality, we first use a Γ-average, that is, we give a meaning to the expresion:
AΓϕ :=
∑
γ∈Γ
γ⋆ϕ (ϕ ∈ D(D)) .
We then show that AΓ surjects from D(D) onto C∞(D)Γ = C∞(ΣΓ).
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Secondly, we suitably construct an element ξ ∈ D(D) such that Aξ = 1 and∫
ΣΓ
F =
∫
D
ξπ⋆F .
We these two gadgets, we make precise the following lines (with obvious abuses of notations):∫
ΣΓ
AΓ(ϕ)♯
2AΓ(ϕ
′) =
∫
D
ξAΓ(ϕ)♯
2AΓ(ϕ
′) =
∑
γ
∫
D
ξγ⋆
(
ϕ♯2γ−1⋆AΓ(ϕ
′)
)
=
∑
γ
∫
D
(
γ−1⋆ξ
)
ϕ♯2AΓ(ϕ
′)
=
∫
D
ϕ♯2AΓ(ϕ
′) =
∫
D
ϕAΓ(ϕ
′) ,
the latter
∫
D
ϕAΓ(ϕ
′) being equal to
∫
ΣΓ
AΓ(ϕ)AΓ(ϕ
′) by applying the same process above but replacing ♯2
by the pointwise multiplication.
We end the section by an analogous result as in the preceding one, establishing the C⋆- structure on the
tracial quantum surface (B0∞(S)Γ, ♯2θ) (see Paragraph 9.1).
We now argue on the feasibility of extending what has been done in the present two-dimensional case to the
general case of any Hermitean symmetric space of the non-compact type D := G/K. First, in [BG15], it is
shown that the above mentioned three facts 1-3 concerning the Iwasawa part of SL(2,R) all extend to any
Iwasawa factor B := AN of an arbitrary semi-simple Lie group G of the Hermitean type. In that case,
the product ⋆ also consists, exactly as in the present two-dimensional case, in the the symbol composition
associated to a symbol calculus
ΩM : B0∞(B)→ B(H)
where H is now the Hilbert space associated to a representation UM of B obtained from the Kirillov orbit
method applied to a curvature contraction, which is still a symplectic symmetric space, M = G/K of D.
The quantization map ΩM being G-equivariant as well (but not G-equivariant) and everything is explicit.
Moreover it can be made is such a way that the map ΩM realizes a G-equivariant unitary isomorphism from
L2(M) to L2(H)- the algebra of Hilbert-Schmid operators on H.
Now consider the holomorphic discrete series representation VD (realized on H) associated to D. As in the
two-dimensional case, the Cartan involution ϑ associated to K quantizes to an involutive self-adjoint bounded
operator ΘD. An one can define
ΩD := VDΘDV
−1
D
.
Again everything is of course explicit and one has VD|B = UM. In other words, (D,ΩD) and (M,ΩM)
constitute a retract pair.
Now, considering the symbol map σΩM := Ω
∗
M
it is obvious that the mapping W formally defined as
W(ϕ) := σΩMΩD(ϕ) (ϕ ∈ D(B))
realizes the equality
ΩD = ΩM ◦ W .
We then observe that the inverse retract operator W (when defined) is a convolution operator with distri-
butional kernel formally given to the following weak trace:
wW(x) := Tr(ΘDΩM(x)) = σΩM(ΘD)(x) . (1)
Indeed, setting
T := UM(x)ΘDΣ
−1
M
UM(x
−1) (ΣM := ΩM(e)) ,
one obviously has
ΩD(x) = TΩM(x) .
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Hence for ϕ ∈ D(B), one has
W(ϕ)(x) = Tr
(∫
B
ϕ(y)ΩD(y)ΩM(x)dy
)
=
∫
B
ϕ(y)Tr (ΩD(y)ΩM(x)) dy
=
∫
B
ϕ(y)Tr (TΩM(y)ΩM(x)) dy =
∫
B
ϕ(y)Tr
(
U(y)ΘDΣ
−1
M
U(y−1)ΩM(y)ΩM(x)
)
dy
=
∫
B
ϕ(y)Tr
(
U(y)ΘDΣ
−1
M
U(y−1)ΩM(y)ΩM(x)
)
dy
=
∫
B
ϕ(y)Tr
(
U(y)ΘDΣ
−1
M
U(y−1)U(y)ΣMU(y
−1)ΩM(x)
)
dy
=
∫
B
ϕ(y)Tr
(
U(y)ΘDU(y
−1)ΩM(x)
)
dy =
∫
B
ϕ(y)Tr
(
ΘDU(y
−1)U(x)ΣMU(x
−1)U(y)
)
dy
=
∫
B
ϕ(y)Tr
(
ΘDΩM(y
−1x)
)
dy .
Hence (1).
All this hold only formally of course. But the formulae are known. What remains is to perform their analysis.
This is precisely what is done in this paper for the case G = SL(2,R).
As promised, we now comment the beautiful work of A. and J. Unterberger [UU84] in comparison with
ours. There, an SL(2,R)-equivariant symbolic calculus (called “passive”) is given and essentially formally
coincides with our quantization map Ωθ,λ. They give a Caldreo`n -Vaillancourt type theorem by an explicit
characterisation of the bounded symbols in this two-dimensional case. Moreover, to some extend, the retract
intertwiner is known as well in their work. In other words, strictly speaking, our Section 6 is not really
original.
However the question of determining function spaces, such as B0∞(S) or the Schwartz space S(D) (see below),
that are both SL(2,R)-invariant and stable under the deformed product –which represents the major part of
the present work– is not investigated in [UU84]. The Hilbert Schmidt algebra structure on the whole L2(D)
does not appear either. At last, another difference is that the symbol composition formula obtained there
does not converge around θ = 0. There is therefore no deformation aspect in their work.
The reason for which we have chosen to nevertheless write Section 6 in full details (rather than simply citing
[UU84]) is that the method we use here to obtain the quantization map differs radically from the one used
in [UU84]. In particular, our method, based on the retract, has great chance to generalize to any Hermitean
symmetric space of the non-compact type as explained above in the last part of this introduction. Indeed,
the formula for the retract operator is known formally (Fomula 1). And in the rank-one case (any dimension)
it is even expressed explicitly in terms of Bessel functions and Hermite polynomials [K15] by a formula very
similar to the one presented here in the two dimensional case. The analysis analogue to the one made in
Section 7 has however still to be performed in the higher dimensional case.
2 Notations
1. Given a smooth manifold M , we denote by D(M) the space of C∞-functions, complex-valued, com-
pactly supported in M .
2. Given a separable Hilbert space H and an operator A in H, we denote by A∗ its adjoint. The same
notation ∗ will be used for operators between different Hilbert spaces.
3. Given a left-action of a Lie group G on a C∞-manifold M :
G×M →M : (g, x) 7→ g.x
and denoting by g the Lie algebra of G, we set for every X in g:
X⋆x :=
d
dt
∣∣∣∣ exp(−tX).x .
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4. Given a Lie group G with multiplication (g, h) 7→ g.h , we set
G×G→ G : (g, h) 7→ Lg(h) := g.h =: Rh(g) .
Denoting for every X ∈ g:
X˜g :=
d
dt
∣∣∣∣ g. exp(tX)
we extend this notation to the whole universal enveloping algebra U(g) of g:
U(g)→ DO(G)G : X 7→ X˜
as an algebra homomorphism to the algebra DO(G)G of left-invariant differential operators on G.
5. We denote by
Ad : G× g→ g : (g,X) 7→ AdgX
the adjoint action.
Choosing a vector norm | | on g, we set
d(g) :=: dG(g) :=
√
1 + |Adg|2 + |Adg−1 |2 .
6. For p ∈ N and s ∈ R, we set
Bsp(G) := {F ∈ Cp(G) | ∀X ∈ Up(g) : ∃C : |X˜(F )| < Cds}
where Up(g) denotes the subspace of U(g) constituted by the element of order less than p.
We set
Bs∞(G) := ∩p∈NBsp(G)
and we define the Schwartz space
S(G) := ∩s∈RBs∞(G) .
These spaces are naturally Fre´chet for the semi-norms:
|F |K,s := sup
G
|Ξ˜K(F )|d−s
where Ξi denotes a basis of g and where we set
ΞK := ΞK1 ...ΞKj (K1 + ...+Kj ≤ p).
For functions valued in a Fre´chet space F equipped with semi-norms {| |j}j∈N, we adopt the same notation:
Bsp(G,F) := {F ∈ Cp(G) | ∀X ∈ Up(g), j ∈ N : ∃Cj : |X˜(F )|j < Cjds} .
7. Given a Hilbert space H, we denote by L2(H) the algebra of Hilbert-Schmidt operators on H.
8. We denote by Cb(G) the C⋆-algebra of complex valued right-uniformly continuous bounded functions
on G.
3 Symmetric spaces
In this section, we introduce the general concepts that will be used throughout the present work. Namely
we recall the notion of symmetric space, in terms of which we define the notion of retract pair at the Hilbert
representation level. This notion will be essential later on.
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Definition 3.1 [Lo69] A symmetric space is a pair (M, s) where M is a connected differentiable manifold
and
s :M ×M →M : (x, y) 7→ sxy
is a smooth map such that
(1) for every point x in M , the map sx : M →M is involutive (i.e. s2x = idM) and admits the point x
as an isolated fixed point. The map sx is called the symmetry centered at x.
(2) For all x and y in M , one has
sxsysx = ssxy .
Theorem 3.1 [Lo69] Let G = G(M) denote the group of diffeomorphisms of M that is generated by the
elements {sxsy}x,y∈M . Then, it is a Lie group of transformations that acts transitively on M .
The group G is called the transvection group of the symmetric space M .
From all this, one encodes the geometry of the symmetric space M by a purely Lie theoretic notion: the one
of involutive Lie algebra. We describe this process below.
Let us consider a point x ∈ M . Then, on the one hand, denoting by Kx the stabilizer (necessarily closed)
sub-group of x in G, one gets the global diffeomorphism:
G/Kx →M : gKx 7→ g.x
where g.x stands for the action of the group element g ∈ G on the point x.
On the second hand, the conjugation (in the diffeomorphism group) under the symmetry sx defines an
involutive automorphism of the Lie group G:
σx : G→ G : g 7→ sxgsx .
Denoting by g the Lie algebra of the Lie group G, the differential at the unit element e of σx defines an
involutive automorphism of g that, with a slight abuse of notation, we set
σx := σx⋆e : g→ g .
Definition 3.2 A pair (g, σ) where g is a finite dimensional real Lie algebra and σ is an involutive auto-
morphism of g is called an involutive Lie algebra (briefly iLa).
Remark 3.1 Given an involutive Lie algebra (g, σ), the vector space g decomposes into a direct sum of the
(±1)-eigenspaces of σ:
g = k⊕ p σ = idk ⊕ (−idp) .
One then observes in this context the following relations:
[k, k] ⊂ k
[k, p] ⊂ p
[p, p] ⊂ k .
In particular, k turns into a Lie sub-algebra of g that naturally acts by the adjoint action on its canonical
vector direct summand p.
Considering the involutive Lie algebra (g, σx), it turns out that the Lie algebra of the stabilizer Kx coincides
with (+1)-eigenspace kx of σx in g.
In particular, denoting by
πx : G→M : g 7→ g.x
the canonical homogeneous space projection, one observes that the linear map
πx⋆e |px : px → TxM
is an isomorphism of vector spaces, which from now on we will consider as a canonical identification.
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Definition 3.3 A transvection iLa is an iLa (g, σ) enjoying the following two properties:
(1) [p, p] = k and
(2) the representation k× p→ p : (X,Y ) 7→ [X,Y ] is faithful.
From what precedes, one thus observes that the choice of a base point (x) associates to a symmetric space
a transvection iLa (g, σx). This correspondence underlies an isomorphism between the categories at hand.
This fact being made precise as follows. On the first hand, one has
Definition 3.4 A morphism between two symmetric spaces (Mi, s
(i)) (i = 1, 2) is a smooth map φ : M1 →
M2 that intertwines the symmetries:
φ ◦ s(1)x = s(2)φ(x) ◦ φ (∀x ∈M1) .
In the case of a diffeomorphism, one speaks about an isomorphism.
On the other hand, one has
Definition 3.5 A morphism between two iLa’s (gi, σ
(i)) (i = 1, 2) is a homomorphism of Lie algebras
ψ : g0 → g1 that intertwines the involutions:
ψ ◦ σ(1) = σ(2) ◦ ψ .
When invertible, one speaks about an isomorphism.
One now has the following extension of Lie’s third theorem at the level of symmetric spaces.
Theorem 3.2 The correspondance described above that associates to every symmetric space a transvection
iLa induces a bijection between the isomorphism classes of simply connected symmetric spaces and the iso-
morphism classes of transvection iLa’s.
At last we end this paragraph with
Definition 3.6 [B95, BCG97] A symplectic symmetric space (briefly SSS) is a triple (M, s, ω) where (M, s)
is a symmetric space and ω is a non-degenerate 2-form on M that is symmetry invariant:
s⋆xω = ω (∀x ∈M) .
Two such symplectic symmetric spaces are isomorphic if there exists a symplectic diffeomorphism between
them that is also an isomorphism of symmetric spaces.
3.1 Examples of symmetric spaces
3.1.1 Groups
(i) Every Lie group L is canonically a symmetric space when equipped with the symmetries given by
sxy := xy
−1x (x, y ∈ L) .
Viewing a Lie group L as a symmetric space, one associates to it the so-called “exchange case” iLa. Denoting
by L the Lie algebra of L, one sets
L2 := L⊕ L and σ : L2 → L2 : (X,Y ) 7→ (Y,X) .
The pair (L2, σ) is then an iLa with canonical eigensubspaces
k2 = {(X,X)} ≃ L
p2 := {(X,−X)} .
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The action of k2 on p2 is generally not faithful and one generally does not have [p2, p2] = k2. However, one
may recover the transvection iLa by considering
g := k⊕ p
with
k := L′/z and p := p2
where L′ := [L,L] denotes the first derivative of L and where z the centralizer of L in L′ (w.r.t. the adjoint
representation):
z := L′ ∩ z(L) .
3.1.2 Spheres and the hyperbolic plane
Let B be a scalar product (of arbitrary signature and possibly degenerated) on a finite dimensional real
vector space V . Then every (non-null) sphere
SB,R := {x ∈ V | B(x, x) = R} (R ∈ R0)
is naturally a symmetric space when equipped with the “induced” symmetric structure. Indeed, for every x
in the sphere, the orthogonal symmetry around the vector axis directed by x is well defined and stabilises
the sphere. Its restriction to the sphere then defines the symmetry centered at x:
sxy :=
2
R
B(x, y)x − y (y ∈ SB,R) .
The hyperbolic plane belongs to this class of examples. Indeed, it can be realised as a connected component
of an adjoint orbit in the Lie algebra of the group SL(2,R). Such adjoint orbits are spheres relatively to
the Killing form which has signature (− + +). The geometry of the hyperbolic plane is then the one of a
connected component of a negative sphere.
3.2 Group type symmetric spaces and contractions
We consider, as above, a symmetric space of the form
M := G/K
where G is a Lie group and K is the Lie subgroup that consists in a union of connected components of the
sub-group Gσ of fixed elements in G by an involutive automorphism σ of G:
Gσ0 ⊂ K ⊂ Gσ
where the subscript 0 stands for connected component.
Definition 3.7 The symmetric space M is called group type when there exists a Lie subgroup S of G that
acts simply transitively on M i.e. one has the S-equivariant diffeomorphism:
S→M : x 7→ xK .
One then talk about a group type symmetric space on the abstract Lie group S.
We now consider a Lie group S equipped with a smooth one-parameter family of group type symmetric space
structure (hence left-invariant):
s(κ) : S× S→ S (κ ∈ I)
where I is a connected interval of R.
We denote by gκ the associated family of transvection Lie algebras and by
gκ = kκ ⊕ pκ
the corresponding symmetric space decomposition. In that context we make the following definition.
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Definition 3.8 For κ and κ′, we say that s(κ
′) is a curvature contraction of s(κ) if
dimZpκ′ (kκ′) > dimZpκ(kκ)
where we denote by Zp(k) the centralizer of k in p.
This essentially says that the curvature of s(κ
′) is obtained from the one of s(κ) by letting tend to zero part
of it curvature components.
3.3 Representations of group type symmetric spaces
The notion of representation of a symmetric space is defined in a natural way: it is a representation of its
transvection group that is compatible with the symmetric space structure as homogeneous space.
Definition 3.9 A square integrable irreducible unitary representation of a group type symmetric space M
is a triple (H, U,Σ) where
• H is a separable Hilbert space,
• U is a unitary representation of G on H,
• There exists a G-invariant dense Fre´chet subspace H∞ of H and an automorphism Σ of H∞ that
commutes with U(K).
such that
(i) the following map
Ω : G/K → Aut(H∞) : gK 7→ U(g)ΣU(g−1) .
is continuous and injective.
(ii) The restriction of the representation U to S is irreducible and square integrable.
Remark 3.2 Note that the map Ω is necessarily G-equivariant.
Given such a represented group type symmetric space M , since Ω is continuous, we consider the map
Ω : D(M)→ B(H∞) : f 7→
∫
S
f(x)Ω(x) dx
where the measure on M is the transportation of the left-invariant Haar measure on S and where B(H∞)
denotes the algebra of continuous linear operators in H∞.
Definition 3.10 The representation is called tracial if the map Ω extends to a unitary (G-equivariant)
isomorphism from L2(M) onto the algebra L2(H) of Hilbert-Schmidt operators on H:
Ω : L2(M)
∼−→ L2(H) .
Remark 3.3 In the tracial case, the inverse σΩ of Ω is given by
σΩ(A)(x) = Tr(AΩ(x))
understood as a weak trace distribution.
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3.4 Retract pairs
The notion of retract pair concerns a pair of group type symmetric spaces that share a common symmetry.
Generally, we think of the situation where one of them is a curvature contraction of the other. They then
form a retract pair when they share this common symmetry at the representation level as well.
In the sequel, we will use the notion of retract pair to somehow invert the contraction level at the functional
level.
Let M1 = G0/K1 and M2 = G1/K2 be group type symmetric spaces on the same abstract Lie group S. Let
(Hj , Uj ,Σj) (j = 1, 2) be a square integrable irreducible unitary representation of Mj.
Lemma 3.1 Let φ
(1)
e ∈ H1\{0} and φ(2)e ∈ H2\{0} be both in the domains of the square-root of the Duflo-
Moore operators respectively associated to both representation. Set for every x ∈ S:
φ(1)x := U1(x)φ
(1)
e φ
(2)
x := U2(x)φ
(2)
e .
Then, for all ϕ ∈ H1 and ψ ∈ H2, the function
S→ C : x 7→< ϕ, φ(1)x >1< φ(2)x , ψ >2 (2)
(where < , >j denotes the inner product on Hj) is integrable w.r.t. a left-invariant Haar measure dx on S.
Proof. For square-integrability of the representations (restricted to S), Cauchy-Schwartz inequality yields
the assertion.
We denote by T the map from H2 to H1 defined by the above matrix coefficients, which wihtin the bra-cket
notations is expressed by the weak integrals:
[T : H2 → H1] :=
∫
S
|φ(1)x >< φ(2)x | dx .
Proposition 3.1 The map T is either trivial either a unitary equivalence of S-representations (up to a
nonzero constant factor).
Proof. Consider the map
[T ∗ : H1 → H2] :=
∫
S
|φ(2)x >< φ(1)x | dx .
One readily checks that T and T ∗ are intertwiners:
U1T = TU2 and U2T
∗ = T ∗U1
Therefore we have
T ∗TU2 = T
∗U1T = U2T
∗T .
The self-adjoint element T ∗T therefore commutes with the irreducible representation U2. Hence Schur’s
lemma concludes.
Definition 3.11 The represented group type symmetric spacesM1 andM2 constitute a retract pair (M1,M2)
if the restrictions of the representations U0 and U1 of S are unitarily equivalent.
Based on Proposition 3.1, which provides an explicit intertwiner, we will in this case therefore assume that
H1 = H2 =: H .
We will see that in many cases the geometry of a group type symmetric space is quite well encoded by a
representation. The idea of the retract pair then, as we will see later on, is that from a “nice” group type
symmetric space, one can reach the geometry of a richer and more complicated one. By “reaching”, we mean
finding some kind of equivalence, at the operator algebraic level, that passes from the “nice”one to the other
one.
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4 Contracting the hyperbolic plane
In this section, we will express the geometry of the group S = ax + b as a curvature contraction of the
hyperbolic plane. We will show in the next section that they then turn into a retract pair at the representation
level. This fact will be the key ingredient of the construction of the quantum surfaces later on.
We now consider the following realization of the connected component of 2-dimensional Lie group S of affine
transformations of the real line. We consider the two dimensional Lie algebra s generated by two elelments
H and E, with Lie bracket:
[H,E] := 2E .
The corresponding connected and simply connected Lie group S is then coordinated by the global chart
s→ S : aH + nE 7→ exp(aH). exp(nE) =: (a, n)
in which the group law is given by
(a, n).(a′, n′) := (a+ a′ , e−2a
′
n + n′)
with unit
e := (0, 0)
and inverse
(a, n)−1 = (−a,−e2an) .
Within this chart, a left-invariant Haar volume is given by
ω := da ∧ dn .
Within this context we have
H˜ = ∂a − 2n∂n S˜ = ∂n and d2S = 3 + 2 cosh(4a) + 2e4an4 .
Proposition 4.1 (i) Setting
s(κ)e : S→ S : (a, n) 7→ (−a−
1
2
log(1 + κn2) , −n )
and s(κ)x := Lxs
(κ)
e Lx−1 κ ∈ [0,∞[
defines a smooth family of symplectic symmetric spaces on (S, ω).
(ii) For every κ > 0, the symplectic symmetric space (S, s(κ), ω) is isomorphic (as SSS) to the hyperbolic
plane
D := SL(2,R)/SO(2)
with (normalized) Kahler symplectic form ω.
(iii) For κ > 0, the symplectic symmetric space (S, s(0), ω) is a curvature contraction of the symplectic
symmetric space (S, s(κ), ω).
(iv) As symmetric space, (S, s(0)) is isomorphic to the canonical Lie group symmetric space structure on S.
(v) The transvection Lie algebra g0 of (S, s
(0)) is isomorphic to the Lie algebra of the Poincare´ group
SO(1, 1)⋉R2.
(vi) As symplectic symmetric space, (S, s(0), ω) is canonically isomorphic to the symplectic symmetric space
structure on a co-adjoint orbit of SO(1, 1)⋉R2 in g⋆0.
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Proof. We consider the family of Lie algebra structures {gκ}κ∈R+ over R3 := spanR{H,E, F} given by the
Lie bracket table:
[H,E] = 2E
[H,F ] = −2F
[E,F ] = κH .
When κ 6= 0, gκ is isomorphic to g0 ≃ sl(2,R).
There, the element Z := E − F generates a line kκ that consists in a maximal compact Lie subalgebra of
gκ.
In basis {H,E, F}, the Killing form Bκ takes the following matrix form:
[Bκ] =

 8 0 00 0 4κ
0 4κ 0

 .
The dual metric B⋆κ on g
⋆
κ defined by transporting Bκ from gκ to g
⋆
κ under the equivariant identification
♯ : g⋆κ → gκ : Ξ 7→ ♯Ξ
Bκ(
♯Ξ , X) := < Ξ, X >
has, within the dual basis {H∗, E∗, F ∗} of {H,E, F}, the following matrix form:
[B⋆κ] =
1
4κ

 κ2 0 00 0 1
0 1 0

 .
Rescaling, we therefore obtain of the dual g⋆κ a co-adjoint-invariant scalar product ηκ whose matrix form in
basis {H∗, E∗, F ∗} is given by
[ηκ] :=

 κ2 0 00 0 1
0 1 0

 .
The non-null spheres St,R for ηκ are therefore symmetric spaces (see Subsection 3.1.2) whose common
transvection group is realized by the adjoint group Gκ of gκ (isomorphic to PSL(2,R)) acting on Sκ,R by
the restricted co-adjoint action.
Each Sκ,R then turns into a SSS when equipped with its canonical symplectic form —the so-called KKS
form— associated to its nature of co-adjoint orbit.
Observing that the element o := E∗ − F ∗ is fixed by Kκ (for (E∗ − F ∗) ◦ adZ = 0), we get that, within
this picture, the hyperbolic plane D is realized by the connected component of Sκ,−2.
Setting
n := RE
a := RH
A := exp a
N := exp n
S := A.N
Kκ := exp kκ ,
the Iwasawa decomposition
Gκ = SKκ
yields a global diffeomorphism
S→ D ⊂ g⋆κ : x 7→ x.o .
The above diffeomorphism is S-equivariant when endowing the source with the action of S on itself by
left-translations.
Coordinating the Iwasawa factor S via
R2 → S : (a, n) 7→ exp(aH) exp(nE)
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or, equivalently, its orbit D ⊂ Sκ,−2 under
R2 → D : (a, n) 7→ exp(aH) exp(nE).o ,
a small computation realizes the symmetry so at the level of S as
S→ S : (a, n) 7→ (−a− 1
2
log(1 + κn2) , −n ) .
The coordinate system (a, n) enjoys the property of being Darboux, in the sense that the following 2-form:
ω := da ∧ dn .
is left-invariant. It therefore corresponds to a normalization of both a Haar volume and the KKS form.
The limit κ → 0 yields now a curvature contraction of the hyperbolic plane (D, s, ω) into a symplectic
symmetric space denoted hereafter (M, s, ω) whose transvection Lie algebra g0 is isomorphic to the Poincare´
Lie algebra so(1, 1)⋉R2.
The spheres Sκ,−2 contract to spheres S0,−2 in the inner product space (g
⋆
0, η0). Warn the fact that in
this limit κ = 0 the scalar product η0 is now degenerated. As co-adjoint orbits in g
⋆
0, these spheres S0,−2
corresponds to “massive” orbits of the Poincare´ group SO(1, 1)⋉R2.
Regarding the symplectic symmetric space structure on Sκ,−2, in the limit κ = 0, one has the transvection
iLa (g0, σ) with non-vanishing brackets:
[H,E] = 2E
[H,F ] = −2F
and “contracted Cartan involution”:
σH = −H σE = −F .
The associated eigenspace decomposition is given by
g0 = k0 ⊕ p0
with
k0 = span{H , E + F} p0 = span{Z := E − F} .
At last, we observe that the transvection iLa (g0, σ) is isomorphic to the transvection iLa of the Lie group
S = AN of affine transformations of the real line. Indeed, denoting by s := a ⊕ n its Lie algebra, from
what was described above in Example 3.1.1, we have
L = s , z = {0} , L′ = R(E,E) .
The iLa isomorphism is then given by
L′ ⊕ p2 −→ k0 ⊕ p0
(E,E) 7→ E − F
(E,−E) 7→ E + F
(H,−H) 7→ H .
5 Some known facts on the S-equivariant quantization of S = AN
The results exposed in this section are extracted from [B02] and [BG15], except for the first subsection which
is classical (see e.g. [Fo89]).
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5.1 Weyl’s quantization
We consider the plane R2 = {x = (q, p)}. For every u˜ ∈ D(R), we set
ΩW (x)u˜(q0) = e
2i/θ(q−q0).pu˜(2q − q0)
where µ is a non-zero real parameter. For every ϕ ∈ D(R2), we consider
ΩW (ϕ)u˜(q0) :=
∫
ϕ(x)ΩW (x)u˜(q0)dx =
1
2
∫
ei/θ(q−q0).pϕ(
q0 + q
2
, p) u˜(q) dp dq . (3)
We denote by S(R2) the usual Schwartz space of rapidly decreasing smooth functions on R2. We then have
the following classical result (see e.g. [Fo89]):
Theorem 5.1 Let θ ∈ R0. Then,
(i) Formula (3) defines a unitary isomorphism (up to constant):
ΩW : L
2(R2)→ L2(L2(R)) : ϕ 7→ ΩW (ϕ) .
(ii) For all u, v ∈ S(R2), one has the symbol composition formula:
(
ΩWθ
)∗
(ΩWθ,λ(u)Ω
W
θ,λ(v))(x) =: u ⋆
W
θ v(x) =
1
θ2
∫
R2×R2
ei/θSW (x,y,z)u(y) v(z) dy dz
where, setting ω := dp ∧ dq:
SW (x, y, z) := ω(x, y) + ω(y, z) + ω(z, x) .
(iii) The product ⋆Wθ closes on the Schwartz space S(R2). The algebra (S(R2), ⋆Wθ ) is then Fre´chet.
5.2 Quantization of S
We now consider the affine group S as realized in Section 4.
Notation 5.1 Let m ∈ BN∞(S,R), m > 0 and E˜m = 0 (i.e. m depends on the variable a ∈ A only).
1. We denote by
Fϕ(a, ξ) :=
∫
N
e−inξϕ(a, n) dn
the partial Fourier transform in the N -variable.
2. We consider the one-parameter family of diffeomorphisms of R2(a,ξ):
φθ(a, ξ) := (a,
2
θ
sinh(
θ
2
ξ)) .
3. We set
mθ(ξ) := m(
θ
2
arcsinh(2ξ)) .
4. For every ϕ ∈ D(S), we define
Tθ,mϕ := F−1 ◦ m−1θ ◦ (φ−1θ )⋆ ◦ F(ϕ) .
5. We denote by L2θ,m(S) the Hilbert completion of D(S) under the inner product:
< u, v >θ,m :=
∫
(φ⋆θmθFu) . (φ⋆θmθFv) dξ da .
6. For every λ ∈ R0, we set
Hλ := L2(A, e2λa da) .
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The next lemma and the proposition that follows it will be useful when establishing the formula for our
closed version of quantum surface i.e. where the deformed product is closed in the sense of [CFS92].
Lemma 5.1 Let r ∈ R. Then, for all k ≥ 2(1 + r) and N ∈ Z, the operator
Ar := F−1 ◦
(
1 +
θ2ξ2
4
)r
◦ F
extends from D(S) to a continuous linear map:
Ar : BNk (S)→ BN+2k−2(1+r)(S).
In particular, the map Ar continuously preserves the Schwartz space S(S).
Proof. We have, for ϕ ∈ D(S):
Arϕ(a0, n0) :=
∫
ein0ξ
(
1 +
θ2ξ2
4
)r
e−inξϕ(a0, n) dn dξ .
Observing that, for every m ∈ N, one has:
(1 − ∂2n)m
1
(1 + ξ2)m
e−inξ = e−inξ ,
an integration by parts yields:
Arϕ(a0, n0) :=
∫
ein0ξχm(ξ) e
−inξϕm(a0, n) dn dξ
with
χm(ξ) =
(
1 + θ
2ξ2
4
)r
(1 + ξ2)m
and ϕm := ((1− E˜2)mϕ) .
Since
H˜ = ∂a0 − 2n0∂n0 ,
one has
H˜Arϕ(a0, n0) =
∫
ein0ξχm(ξ) e
−inξ∂a0ϕm(a0, n) dn dξ − 2in0
∫
ξ ein0ξχm(ξ) e
−inξϕm(a0, n) dn dξ
=
∫
ein0ξχm(ξ) e
−inξ∂a0ϕm(a0, n) dn dξ + 2n0
∫
ein0ξχm(ξ) ∂n(e
−inξ)ϕm(a0, n) dn dξ
=
∫
ein0ξχm(ξ) e
−inξ∂a0ϕm(a0, n) dn dξ − 2n0
∫
ein0ξχm(ξ) (e
−inξ)E˜ϕm(a0, n) dn dξ
=
∫
ein0ξχm(ξ) e
−inξ∂a0ϕm(a0, n) dn dξ + 2i
∫
∂ξ(e
in0ξ)χm(ξ) e
−inξE˜ϕm(a0, n) dn dξ
=
∫
ein0ξχm(ξ) e
−inξ∂a0ϕm(a0, n) dn dξ − 2i
∫
ein0ξχ′m(ξ) e
−inξE˜ϕm(a0, n) dn dξ
−2
∫
ein0ξχm(ξ)ne
−inξE˜ϕm(a0, n) dn dξ
=
∫
ein0ξχm(ξ) e
−inξH˜ϕm(a0, n) dn dξ − 2i
∫
ein0ξχ′m(ξ) e
−inξE˜ϕm(a0, n) dn dξ .
Similarly, one has
E˜Arϕ(a0, n0) = i
∫
ξ ein0ξχm(ξ) e
−inξϕm(a0, n) dn dξ
= −
∫
ein0ξχm(ξ) ∂n(e
−inξ)ϕm(a0, n) dn dξ
=
∫
ein0ξχm(ξ) e
−inξE˜ϕm(a0, n) dn dξ .
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Iterating, we conclude that for every X ∈ Uk(s), X˜Arϕ is a linear combination of elements of the form:
Ξ(a0, n0) :=
∫
ein0ξχ
X′
(ξ) e−inξX˜ ′ϕ(a0, n) dn dξ
with
|X ′| = k + 2m
and χ
X′
of the form
χ
X′
(ξ) =
b
X′
(ξ)
(1 + ξ2)m−r
where b
X′
∈ B0∞(R).
Now, we estimate the growth in the variable n. Since
(1− ∂2ξ )j
1
(1 + n2)j
e−inξ = e−inξ ,
we have for every j ∈ N:
Ξ(a0, n0) :=
∫
(1 − ∂2ξ )j
(
ein0ξχ
X′
(ξ)
) 1
(1 + n2)j
e−inξX˜ ′ϕ(a0, n) dn dξ
which is a linear combination of elements of the form:
Ξℓ(a0, n0) := n
ℓ
0
∫
ein0ξχ
X′
(ξ)
1
(1 + n2)j
e−inξX˜ ′ϕ(a0, n) dn dξ
where
ℓ ≤ 2j
and where b
X′
in χX′ has possibly been redefined. One concludes observing that
dS(a, n) ∼
√
n2 + cosh(4a) .
Lemma 5.2 (i) Let ϕ ∈ Hλ. The formula
(Uθ,λ(a, n)ϕ)(a0) := e
−λa+ i
θ
e2(a−a0)nϕ(a0 − a)
defines an irreducible unitary representation of S on Hλ.
(ii) Let
Λ(a) := e−λa .
Then the multiplication operator by Λ:
mλ : ϕ 7→ Λϕ
defines a unitary equivalence of S-representation:
mλ : H0 → Hλ
mλUθ,0m
−1
λ = Uθ,λ .
(iii) The formula
Σm,λϕ(a0) := m(a0)Λ
2(a0)ϕ(−a0) = m(a0)e−2λa0ϕ(−a0)
defines a (possibly unbounded) invertible operator:
Σm,λ : Hλ → Hλ
that underlies, together with (Hλ, Uθ,λ), a square integrable unitary irreducible representation:
Ωθ,m,λ :M→ U(Hλ)
of the symmetric space M.
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The following proposition describes
Proposition 5.1 (i) The map T−1θ,m stabilises the Schwartz space:
T−1θ,m S(R2)→ S(R2) .
(ii) The map
ϕ 7→ Ωθ,m,λ(ϕ) := mΛ
(
ΩWθ T
−1
θ,m(ϕ)
)
mΛ−1
extends from D(S) to an S-equivariant unitary isomorphism between L2θ,m(S) and the Hilbert-Schmidt oper-
ators on Hλ:
Ωθ,m,λ : L
2
θ,m(S)→ L2(Hλ) .
(iii) In terms of Lemma (6.1) (iii), one has for every ϕ ∈ D(S):
Ωθ,m,λ(ϕ) =
∫
S
ϕ(x)Ωθ,m,λ(x) dx .
We now have analogous results as in the flat Heisenberg case.
Proposition 5.2 Set
m0(a, n) :=
√
cosh(2a) .
Then,
(i)
L2θ,m0(S) = L
2(S) .
(ii) For every u, v ∈ D(S), the function
Ω−1θ,m,λ(Ωθ,m,λ(u)Ωθ,m,λ(v))
does not depend on λ.
(iii) Setting
u ⋆θ,m v := Ω
−1
θ,m,λ(Ωθ,m,λ(u)Ωθ,m,λ(v)) ,
one has
u ⋆θ,m v(x) =
1
θ2
∫
S×S
Am(x, y, z) e
1
θ
SM(x,y,z)u(y) v(z) dy dz
where
Am((a0, n0), (a1, n1), (a2, n2)) := m(a0 − a1) (m
0)2(a1 − a2)
m(a1 − a2) m(a2 − a0)
and
SM((a0, n0), (a1, n1), (a2, n2)) := sinh(a0 − a1)n2 + sinh(a2 − a0)n1 + sinh(a1 − a2)n0 .
(iv) The product ⋆θ,m closes on the Schwartz space S(S). The algebra (S(S), ⋆θ,m) is then Fre´chet.
Notation 5.2 The case m = 1 is of particular importance for us. We therefore adopt the following nota-
tions:
Σ1,λ =: Σλ
Ωθ,1,λ =: Ωθ,λ
⋆θ,1 =: ⋆θ .
We have now three results concerning extensions of ⋆θ,m to B-type spaces. The following proposition directely
follows from the proofreading of Theorem 2.43 and Proposition 2.47 of [BG15].
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Proposition 5.3 Let t, s ≥ 0, p ∈ N ∪ {∞} with p > 4 + 2N + t+ s (m ∈ BN∞(S)). Then,
(i) the product ⋆θ,m canonically extends form D(S)×D(S) to a bi-linear separately continuous mapping:
⋆θ,m : Btp(S)× Bsp(S)→ Bt+sp−4−2N−2t(S) .
(ii) The above extension is associative in the sense that for all F1, F2, F3 ∈ Bt∞(S), one has
(F1 ⋆θ,m F2) ⋆θ,m F3 = F1 ⋆θ,m (F2 ⋆θ,m F3)
in B3t∞(S).
Lemma 5.3 The product ⋆θ associated with m = 1 corresponds to
Tθϕ := F−1 ◦ (φ−1θ )⋆ ◦ F(ϕ) .
One then has (
T−1θ
)∗
T−1θ = A−1/2.
Proof. From [B02], one has
Jacφ−1
θ
(ξ) = (1 +
θ2ξ2
4
)−1/2 .
The lemma then follows from a direct computation.
Corollary 5.1 Setting
S0 := A1/4 ,
the product law on S(S)
u ⋆2θ v := S
−1
0 (S0u ⋆θ S0v)
is tracial in the sense that ∫
u ⋆2θ v =
∫
uv .
Proof. We have
Tr(Ωθ,λ(ϕ1)
∗Ωθ,λ(ϕ2)) = Tr(ΩWT
−1
θ (ϕ1)
∗ΩWT
−1
θ (ϕ2)) =
∫
T−1θ (ϕ1) ⋆W T
−1
θ (ϕ2)
=
∫
T−1θ (ϕ1)T
−1
θ (ϕ2) =
∫ (
T−1θ
)∗
T−1θ (ϕ1)ϕ2 =
∫
A−1/2(ϕ1)ϕ2 .
Setting
Ω
(2)
θ,λ := Ωθ,λS0
one then has
Tr(Ω
(2)
θ,λ(ϕ1)
∗Ω
(2)
θ,λ(ϕ2)) =
∫
ϕ1 ⋆
2 ϕ2 = Tr(Ωθ,λS0(ϕ1)
∗Ωθ,λS0(ϕ2))
=
∫
S0ϕ1 ⋆1 S0ϕ2 =
∫
A−1/2(S0ϕ1)S0ϕ2 =
∫
S∗0A−1/2S0(ϕ1)S0ϕ2 =
∫
ϕ1ϕ2
because A hence S0 are self-adjoint.
At last, we have a non-Abelian version [BG15] of the classical Caldero`n-Vaillancourt theorem.
Theorem 5.2 There exists p0 ∈ N such that the map Ωθ,m,λ canonically extends from D(S) to a continuous
mapping from B0p0(S) valued in the bounded operators:
Ωθ,m,λ : B0p0(S)→ B(Hλ) .
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Proposition 5.4 The mapping
Ωθ,m,λ : B0p0(S)→ B(Hλ) .
is injective.
Proof. For every F ∈ B0p0(S) and every ϕ ∈ S(S), the operator Ωθ,m,λ(F )Ωθ,m,λ(ϕ) is Hilbert-Schmidt. If
Ωθ,m,λ(F ) = 0, one therefore has F ⋆θ,m ϕ = 0. Differentiating w.r.t θ around zero then yields Fϕ = 0 for
every ϕ ∈ S(S). Hence F = 0.
Combining these two last results, one gets
Proposition 5.5 [BG15] Denoting by || . ||λ the operator norm on Hλ, the map
|| . ||θ,m,λ : B0p0(S)→ R : F 7→ ||Ωθ,m,λ(F )||λ
restricts to a C⋆-norm on (B0∞(S), ⋆θ,m).
In fact, in terms of the regular action one has:
Theorem 5.3 The regular action
B0∞(S)× S(S)→ S(S) : (F, ϕ) 7→ F ⋆θ,m ϕ =: L⋆θ,m(F )ϕ
extends to a bounded action of B0∞(S) on L2θ,m(S), and one has
||L⋆θ,m(F )||θ,m = ||Ωθ,m,λ(F )||λ
where || . ||θ,m denotes the operator norm of operators on L2θ,m(S). In particular, as expected, || . ||θ,m,λ does
not depend on λ.
6 Retracting the hyperbolic plane
In this section, we will first prove that the pair (M := (S, s(0), ω) , D) constitute a retract pair on the group
manifold S = AN . We will then describe how both symmetric space structures lift at the representation level
as “phase” symmetries. At last we will express an operator that realizes a passage (a curvature deformation
process) from one phase symmetry to the other and vice versa. This last operator will define the intertwiner
W (see the Introduction) that will transport the star product on M onto a star product on D with full
SL(2,R)-symmetry.
Notation 6.1 For every λ ∈ R0, we set
Hλ := L2(A, e2λa da) .
From direct computations, we obtain
Proposition 6.1 (i) Let θ be a positive real. Consider the upper half-plane
D := { z := p+ iq ∈ C : q > 0 } .
and let
D( θ+2θ ) := {h ∈ hol(D) |
∫
D
1
q2−2(
θ+2
θ )
|h(z)|2dqdp <∞}
where hol(D) stands for the space of holomorphic functions on D.
Denote by Vθ the usual projective holomorphic discrete series of SL(2,R) on D( θ+2θ ).
Then,
(i) The expression
Tθ,λu˜(z0) :=
∫
R
e(λ−2(
θ+2
θ ))q0e
i
θ
e−2q0 z0 u˜(q0) dq0
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defines a unitary isomorphism
Tθ,λ : Hλ → D( θ+2θ )
that intertwines Vθ|S and Uθ,λ|S.
We denote by Uθ,λ the corresponding representation of SL(2,R) on Hλ:
Uθ,λ := T
−1
θ,λVθTθ,λ .
(ii) Consider Jµ the first type Bessel function with parameter µ. Then the formula:
ϑθ,λϕ(a0) :=
4
θ
e−2λa0+iπ(
θ+2
θ )
∫ ∞
−∞
J2( θ+2θ )−1
(
2
θ
e−2a
)
e2(λ−1)aϕ(2a− a0) da
defines a unitary involution:
ϑθ,λ : Hλ → Hλ .
(iii) The triple (Hλ,Uθ,λ, ϑθ,λ) is a square integrable unitary irreducible representation of the hyperbolic
plane.
We denote by
Ωθ,λ : D→ Aut(Hλ)
the corresponding mapping (see Definition 3.9).
Proof. The restriction to S of the holomorphic discrete series reads:
Vθ(a0, n0)h(z) := e
−2( θ+2θ )a0h((a0, n0)
−1.z)
where
(a0, n0).z := e
2a0(n0 + z) .
We will now write an explicit expression for an intertwiner T from (H0, Uθ,0) (θ 6= 0) to (D( θ+2θ ), V( θ+2θ )) of
the form (cf. Proposition 3.1):
T u˜ :=
∫
S
< Uθ,0(g)u˜
0, u˜ > Vθ(g)h
0 dg
where u˜0 ∈ H0 and h0 ∈ D( θ+2θ ) are fixed non-zero elements in the domain of the Duflo-Moore operator.
This amounts to:
T u˜(z0) =
∫
e−2(
θ+2
θ )a+
i
θ
e2(a−q0)n h0(e−2az0 − n) u˜0(q0 − a)u˜(q0) dq0dadn .
Choosing
h0(z) := (i + z)−2(
θ+2
θ ) ,
the formulae
F(u)(τ) :=
∫
R
u(t) e−itτdt and F−1 ((α+ iτ)−k) (t) = tk−1
(k − 1)!e
−αtH(t) (4)
(H = H(t) denotes the characteristic function of ]0,∞[ and ℜ(α) > 0) lead to the following expression:
T u˜(z0) =
(−i/θ)2( θ+2θ )−1
2π(Γ
(
2
(
θ+2
θ
)− 1)
∫
e−2(
θ+2
θ )a e−
1
θ
(1−iz0e
−2a)e2(a−q0) e2(2(
θ+2
θ )−1)(a−q0) u˜0(q0 − a)u˜(q0) dq0da
or
T u˜(z0) =
(−i/θ)2( θ+2θ )−1
2π(Γ
(
2
(
θ+2
θ
)− 1)
(∫
R
e2(1−(
θ+2
θ ))q−
1
θ
e−2q u˜0(q) dq
) ∫
R
e−2(
θ+2
θ )q0e+
i
θ
e−2q0 z0 u˜(q0) dq0 .
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In terms of the Laplace transform
L[f ](w) :=
∫ ∞
0
e−rw f(r) dr (ℜ(w) > 0) ,
we have:
T u˜(z0) = Cθ,u˜0 L
[
r(
θ+2
θ )−1v˜(r)
]
(− i
θ
z0)
where
v˜(e−2q0) := u˜(q0) and Cθ,u˜0 :=
(−i/θ)2( θ+2θ )−1
4π(Γ
(
2
(
θ+2
θ
)− 1)
∫
R
e2(1−(
θ+2
θ ))q−
1
θ
e−2q u˜0(q) dq .
The symmetry sK = −1/z centered at i naturally “quantizes” or lifts to the state space D( θ+2θ ) as (see also
[BG15]):
ϑ(h)(z) := i2(
θ+2
θ )z−2(
θ+2
θ )h(sK(z)) .
Using the intertwiner T , we can therefore transport it at the level of H0:
ϑθ,0(u˜) := T
−1ϑ (T (u˜)) .
In order to do so, we start by observing that setting
hr0(z) := e
i
θ
r0z (z ∈ D) ,
we have
ϑ(hr0)(z) := i
2( θ+2θ )z−2(
θ+2
θ )e
−ir0
θz ,
which we view as a function ηr0 on the domain ℜ(w) > 0:
ηr0(w) := i
2( θ+2θ )(− i
θ
)2(
θ+2
θ )w−2(
θ+2
θ )e−
r0
θ2w with w :=
−i
θ
z .
From the formula
1
2πi
∫
ǫ+iR
eZ−
ζ2
4ZZ−µ−1 dZ =
(
2
ζ
)µ
Jµ(ζ) (ǫ, µ, ζ > 0) ,
we get
L−1(ηr0)(s) =
1
θ
(
s
r0
)−−2( θ+2θ )+12
J−(1−2( θ+2θ ))
(
2
θ
√
r0s
)
(s > 0) .
We now express
T = D−i
θ
◦ L ◦M
Cr(
θ+2
θ )−1
◦ ψ−1⋆ and T−1 = ψ⋆M
1
C
r
1−( θ+2θ )
L−1Diθ (C := Cθ,u˜0)
where D stands for the variable dilation,M for functional multiplication and ψ(q) := e−2q. Observing that
T u˜(z) = Cθ,u˜0
∫ ∞
0
r
( θ+2θ )−1
0 u˜(ψ
−1(r0))hr0(z)dr0 ,
a tedious computation yields:
ϑθ,0(u˜)(q) =
∫ ∞
0
J2( θ+2θ )−1
(σ) u˜
(
ln
(
2
θσ
)
− q
)
dσ .
The case λ 6= 0 is obtained from the above one by considering the unitary equivalence mentioned in (ii) of
Lemma 6.1.
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As corollary of the proof of the above proposition, we have
Lemma 6.1 Explicitly, one has for every ϕ ∈ Hλ:
ϑθ,λΣλϕ(a0) =
4eiπ(
θ+2
θ )
θ
∫ ∞
−∞
J2( θ+2θ )−1
(
2
θ
e−2a
)
e2(λ−1)a (Uθ,λ((2a, 0))ϕ) (a0) da .
Formally, setting
Jθ,λ(a) := 4e
iπ( θ+2θ )
θ
J2( θ+2θ )−1
(
2
θ
e−2a
)
e2(λ−1)a
and
(a, 0)2 =: a2 ∈ A
one writes
ϑθ,λΣλ =
∫
A
Jθ,λ(a)Uθ,λ(a2) da .
We will now give a rigorous meaning to the above formula and extend the notion of retract to any, sufficiently
regular, action of the group A ≃ R on a Fre´chet space.
We let F be a Fre´chet space equipped with an increasing family of semi-norms {| |j}j∈N. We consider a
sub-isometric strongly continuous representation ρ of A on F and equip the space F∞ of smooth vectors with
the usual refined topology associated with the action that turns it into a smooth Fre´chet A-module for the
restriction of ρ to F∞. Our aim in a first place, is to define the following “improper integral” which to every
v ∈ F∞, associates the quantity (in F∞):
Ξ
(ρ)
θ,λ(v) :=
∫
A
Jθ,λ(a) ρ(a)v da .
For this, we observe the following proposition whose proof is postponed to the proof of Proposition 7.1.
Proposition 6.2 Let s ∈ R and ( θ+2θ ) > 0. Then there exists λθ,s such that the element
D(A,F∞)→ F∞ : φ 7→
∫
A
Jθ,λθ,s(a)φ(a) da
continuously extends from D(A,F∞) to Bs∞(A,F∞):∫˜
A
Jθ,λθ,s : Bs∞(A,F∞)→ F∞ .
Corollary 6.1 Let v ∈ F∞, then the element
A→ F∞ : a 7→ ρ(a)v
belongs to B0∞(A,F∞). In particular, Proposition 7.1 implies that the integral
Ξ
(ρ)
θ,λ(v) :=
∫
A
Jθ,λ(a) ρ(a)v da .
is a well-defined element of F∞.
Proof. The first assertion is obvious. For the second one, we use the fact that the closure of D(S,F∞) in
Bǫ∞(A,F∞) contains B0∞(A,F∞) (c.f. [BG15]).
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Proposition 6.3 For all λ ∈ R and x ∈ S, one has
Ωθ,λ(x) =
∫ ∞
−∞
Jθ,λ(a)Ωθ,λ(xa) da
when acting in H∞λ .
Also, for every φ ∈ D(S), one has
Ωθ,λ(φ) = Ωθ,λ
(
Ξ
(R∨)
θ,λ+1(φ)
)
where R∨aφ(x) := φ(xa
−1) .
Proof. We will use the fact that
ϑθ,λUθ,λ(a)ϑθ,λ = ΣλUθ,λ(a)Σλ = Uθ,λ(a
−1) .
One has
Ωθ,λ(x) = Uθ,λ(x)ϑθ,λUθ,λ(x
−1)
= Uθ,λ(x)ϑθ,λΣ
2
λUθ,λ(x
−1)
= Uθ,λ(x)
(∫
A
Jθ,λ(a)Uθ,λ(a2)da
)
ΣλUθ,λ(x
−1)
=
∫
A
Jθ,λ(a)Uθ,λ(xa)Σ2λUθ,λ(a)ΣλUθ,λ(x−1) da
=
∫
A
Jθ,λ(a)Uθ,λ(xa)ΣλUθ,λ(a−1x−1) da ,
which proves the first assertion noticing that Σλ acts as a continuous linear operator on H∞λ .
The second assertion is a direct application of Lemma 6.3:
Ωθ,λ(φ) =
∫
S
φ(y)Ωθ,λ(y) dy
=
∫
S×A
φ(y)Jθ,λ(a)Ωθ,λ(ya) da dy
=
∫
S×A
∆(a)φ(ya−1)Jθ,λ(a)Ωθ,λ(y) da dy
where
∆(a)d(ya) := dy .
Observing that ∆(a) = e2a, we find
Ωθ,λ(φ) =
4eiπ(
θ+2
θ )
θ
∫
S×A
(R⋆a−1φ) (y) e
2λa J2( θ+2θ )−1
(
2
θ
e−2a)Ωθ,λ(y) da dy
=
∫
S×A
(R⋆a−1φ) (y)Jθ,λ+1(a)Ωθ,λ(y) da dy .
Definition 6.1 Let Cb(S) denote the space of right-uniformly continuous functions on S. Denoting by
Cb(S)
∞ the space of C∞-vectors for the action R∨ of A on Cb(S), we consider the following continuous
linear operator on Cb(S)
∞:
−1
4
e
2i
θ
π ΞR
∨
θ,λ+1 =: Wθ,λ :=
4eiπ(
θ+2
θ )
θ
∫
A
e2λa J2( θ+2θ )−1
(
2
θ
e−2a)R⋆a−1 da .
We call the above element the inverse retract operator.
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Lemma 6.2 We have
(
ΞR
∨
θ,λ+1
)−1
= −e 2iθ π ΞRθ,1−λ = −
4eiπ(
θ+4
θ )
θ
∫
A
e−2λa J2( θ+2θ )−1
(
2
θ
e−2a)R⋆a da .
Proof. We start with the well known inversion formula:∫ ∫
Jµ(η)Jµ(ξ) φ(
η
ξ
) dη dξ = φ(1) .
In other words, for every x, the operator:
Aφ(x) :=
∫
Jµ(ξ)φ(xξ
−1) dξ
has inverse:
A−1ψ(x) =
∫
Jµ(η)ψ(xη)dη .
Now we consider the operators
Aλφ(x) :=
∫
Jµ(ξ) ξ
λφ(x/ξ)dξ
and
Bτφ(x) :=
∫
Jµ(η)η
τφ(xη)dη .
We have then
BτAλ(φ)(x) =
∫
Jµ(η)Jµ(ξ)η
τ ξλφ(xη/ξ)dη dξ .
Setting Ψ(η/ξ) := (ηξ−1)−λφ(xη/ξ) and τ = −λ, the above inversion formula leads to
B−λAλ(φ)(x) = Ψ(1) = φ(x) .
The lemma then follows when setting, for x ∈ S:
ξ :=
2
θ
e−2a and φ(ξ−1) :=: ϕx(ξ
−1) := ϕ(x.ξ−1) .
7 Fundamental property of the retract
We now pass to extensions of the retract operators to spaces of type B. The following proposition involves
the parameter λ. It is the only reason why this parameter appears in this paper.
Proposition 7.1 Let θ be such that
(
θ+2
θ
)
> 0.
(i) For all s and k ∈ N, there exists λθ,k,s such that the inverse retract operator Wθ,λθ,s,k extends from
D(S) to Bs∞(S) as a continuous injection Bs∞(S) into Bsk(S):
Wθ,λθ,k,s : Bs∞(S)→ Bsk(S) .
(ii) And similarly for the direct retract: for every p ∈ N with 2(θ+2θ ) − 1/2 ≤ p ≤ k, the direct retract
operator associated with the same parameter λθ,k,s as in (i) continuously injects Bsp(S) into Bsp(S):
W−1θ,λθ,k,s : Bsp(S)→ Bsp(S) .
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Proof. Recall that considering x ∈ S and a := (a, 0) ∈ A, we have for every k:
E˜kx(R
⋆
a−1ϕ) = e
2kaX˜x.a−1(ϕ) and E˜
k
x(R
⋆
aϕ) = e
−2kaX˜x.a(ϕ) . (5)
We will use an integration by parts technique in order to estimate the retracts. For convenience, we will
express the group A under its multiplicative form:
A = R+0 through ζ := e
−2a
For every ϕ ∈ D(S), the inverse retract essentially turns into the form
Wϕ(x) :=
∫ ∞
0
ζ−λJµ(ζ)ϕ(x.a
−1) dζ
where we adopt the same notations as in the proof of Lemma 6.2 and where we redefined λ← λ+1 (due to
the change of variable ζ := e−2a, da becomes ζ−1dζ).
Since
H˜|C∞(A) = ∂a := −2ζ∂ζ ,
we observe:
e−
ζ2
4Z =
1
1 + ζ2
(1 + Z H˜)e−
ζ2
4Z .
The adjoint operator w.r.t. ζ (and not to a):
O :=
[
1
1 + ζ2
(1 + Z H˜)
]∗
= (1+2Z − ZH˜) ◦ 1
1 + ζ2
applied to ψ ∈ D(S) involves multiplications by 11+ζ2 and by Z of derivatives of ψ. An induction yields
ONψ =
1
[1 + ζ2]
N
N∑
n,m=0
bm,n(ζ)Z
n (H˜)m.ψ
where the bm,n are smooth bounded functions with all derivatives bounded i.e. belonging to B0∞(A).
We now use the expression:
1
2πi
∫
ǫ+iR
Zn−(1+µ)eZ−
ζ2
4Z dZ =
(
2
ζ
)µ−n
Jµ−n(ζ) .
An integration by parts then yields:
Wϕ(x) =
N∑
m,n
∫ ∞
0
∫
ǫ+iR
Zn−(1+µ)eZ−
ζ2
4Z bm,n(ζ)
[1 + ζ2]
N
(H˜)mζ
(
ζµ−λL⋆xϕ
)
dZ dζ .
Observing that ζµ−λ is an eigen-function of H˜, we are led to bound expressions of the following type:
I =
∫ ∞
0
∫
ǫ+iR
ζµ−λ Zn−(1+µ)eZ−
ζ2
4Z b(ζ)
[1 + ζ2]
N
L⋆x
[
(H˜)mϕ
]
dZ dζ .
The latter entails for every X ∈ Uk(s):
X˜x.Wϕ =
N∑
m,n
∫ ∞
0
ζn−λ b
(2)
m,n(ζ)
[1 + ζ2]
N
Jµ−n(ζ)
(
Adζ−1(X)H
m
)∼
xa−1
.ϕdζ (b(2)m,n ∈ B1∞(A)) .
Therefore, we get positive constants {cm,n} and X ′ ∈ Uk(s) (at worse c.f. (5)) such that, for every s ∈ R:
sup{ 1
ds
|X˜(Wϕ)|} ≤
N∑
m,n=0
cm,n sup
x
{
1
ds(x)
∫ ∞
0
ζn−k−λ
[1 + ζ2]N
|Jµ−n(ζ)|
∣∣∣H˜mX ′x.a−1(ϕ)∣∣∣ dζ
}
.
30
Hence, because d|A(ζ) = (ζ + 1/ζ) and submultiplicativity of the weight d, one has the following expression
in terms of the input semi-norms associated to s′ ∈ R:
|Wϕ|k,s ≤
N∑
m,n=0
cm,n |ϕ|k+m,s′ sup
x
{
1
ds−s
′ (x)
} ∫ ∞
0
ζn−k−λ
[1 + ζ2]N
|Jµ−n(ζ)| (ζ + 1/ζ)s
′
dζ .
Now,
• for ζ near zero the integrand behaves, up to multiplicative constant as
ζn−k−λ
[1 + ζ2]N
|Jµ−n(ζ)| (ζ + 1/ζ)s
′ ∼ ζµ−k−s′−λ ,
while
• for ζ large, we have
ζn−k−λ
[1 + ζ2]N
|Jµ−n(ζ)| (ζ + 1/ζ)s
′ ∼ ζn−k−2N−1/2+s′−λ .
For given k and s, finiteness of |Wϕ|k,s therefore amounts to satisfying the following inequalities:

s− s′ ≥ 0
0 < µ− k − s′ + 1− λ
n− k − 2N − 1/2 + s′ − λ < −1 .
In other words (n ≤ N):
(1)


s′ ≤ s
k − 1 + s′ + λ < µ
−k −N + s′ − λ < −1/2 .
The inequality k − 1 + s′ + λ < µ imposes a strong condition on λ: in order to hold, one is constrained to
choose λ smaller than the limiting quantity λθ,k,s′ given by
λθ,k,s′ := µ− s′ − k + 1 .
Which for large µ is generally negative.
The function Wm,( θ+2θ ),λθ,k,s′
ϕ is therefore Ck.
Now we analyse the situation with the order of derivation ℓ is smaller than k:
ℓ ≤ k .
The analyse therefore leads us to (
(
θ+2
θ
)
being large):
(1′) ℓ − 1 + s′ + λθ,k,s′ ≤ µ .
Which amounts to
ℓ− 1 + s′ + µ− s′ − k + 1 ≤ µ i.e. ℓ− k ≤ 0
which holds. Therefore the element Wm,( θ+2θ ),k,s′,λθ,k,s′
ϕ belongs to Bsk(S) .
Concerning the assertion relative to the direct retract and within obvious notations omitting indices, we
have the expression
W−1ϕ(x) :=
∫ ∞
0
ζλJµ(ζ)ϕ(x.a) dζ (ϕ ∈ D(S)) .
The same discussion as for the inverse retract leads to the following estimate:
|Wϕ|k,s,p ≤
N∑
m,n=0
cm,n |ϕ|k+m,s′ sup
x
{
1
ds−s
′(x)
} ∫ ∞
0
ζn+k+λ
[1 + ζ2]N ′
|Jµ−n(ζ)| (ζ + 1/ζ)s
′
dζ .
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Now,
• for ζ near zero the integrand behaves, up to multiplicative constant as
ζn+k+λ
[1 + ζ2]N ′
|Jµ−n(ζ)| (ζ + 1/ζ)s
′ ∼ ζµ+k−s′+λ ,
while
• for ζ large, we have
ζn+k+λ
[1 + ζ2]N ′
|Jµ−n(ζ)| (ζ + 1/ζ)s
′ ∼ ζn+k−2N−1/2+s′+λ .
For given k and s, finiteness of |Wϕ|k,s therefore amounts to satisfying the following inequalities:

s− s′ ≥ 0
0 < µ+ k − s′ + 1 + λ
k −N ′ − 1/2 + s′ + λ < −1 .
In other words
(2)


s′ ≤ s
−k − 1 + s′ − λ < µ
k −N ′ + s′ + λ < −1/2 .
Which, together with the system (1) gives

s′ ≤ s
k − 1 + s′ + λ < µ
−k −N + s′ − λ < −1/2
−k − 1 + s′ − λ < µ
k −N ′ + s′ + λ < −1/2
where N and N ′ are independant. They can therefore be chosen such that the inequalities −k−N+s′−λ <
−1/2 and k − N ′ + s′ + λ < −1/2 are satisfied for any choice of λ. These conditions in the limit case
λ = λµ,k,s′ − ǫ amount to {
s′ ≤ s
s′ − 1 + ǫ/2 < µ
But now the function ϕ is only Cp with possibly p ≤ k. Which leaves us with an output W−1θ,λθ,k,s′ϕ at best
in Cp−N
′
, with N ′ > µ+ 3/2 i.e.
µ+ 3/2 < N ′ ≤ p .
Imposing
k ≥ p ≥ µ+ 3/2 .
Now, the set of inequalities (2), using the density of D-type symbols in B, leads to the fact that W−1 sends
Bs∞(S) continuously into Bs∞(S), for every s ∈ R.
While the second one (2) implies the same result for W−1 since N ′ is arbitrarily large.
A similar argument (but much simpler) as above applies in the case of the improper integral involved in the
statement of Proposition 6.2.
Remark 7.1 Observe that the retract operators also stabilize the Schwartz space S(S) = S(M) = S(D).
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8 Quantum differential surfaces
In this section, we define a first version (non-tracial) of our quantum differential surfaces. The idea is of
course to intertwine the SO(1, 1)⋉R2-invariant star-product ⋆θ,λ with Wθ,λ. But the problem that we need
to face is that a priori our intertwinerWθ,λ does not preserve B0∞(S) because, for fixed λ, it lowers the degree
of differentiability accordingly to the specific value of θ > 0 (Proposition 7.1). Hence, a priori the resulting
product ♯θ,λ does not close on B0∞(S). However, we will show that despite the fact that Wθ,λ is not, the
intertwined product ♯θ,λ is in fact “scale invariant” in the sense that it does not depend on λ. By adapting
λ, this fact will allow us to raise the differentiability degree arbitrarily.
We now re-consider the limit parameter value λθ,k,s of Proposition 7.1. For every k ≥ 2
(
θ+2
θ
)− 1/2, one has
therefore the mappings Ωθ,λθ,k,s and Ωθ,λθ,k,s linked by the relation:
Ωθ,λθ,k,s := Ωθ,λθ,k,sWθ,λθ,k,s
on B0∞(S).
Proposition 8.1 For all F1, F2 ∈ B0∞(S), the element
F1♯θ,λθ,k,0F2 := W
−1
θ,λθ,k,0
(Wθ,λθ,k,0F1 ⋆θ Wθ,λθ,k,0F2)
belongs to B0∞ and does not depend neither on k nor on λθ,k,0.
Proof. By Propositions 5.3 with N = 1 and 7.1, for all F1, F2 ∈ Bs∞(S), Wθ,λθ,k,sF1 ⋆θWθ,λθ,k,sF2 belongs
to B2sk−8(S).
Hence for k large,
F1♯θ,λθ,k,sF2 := W
−1
θ,λθ,k,s
(Wθ,λθ,k,sF1 ⋆θ Wθ,λθ,k,sF2)
belongs to B2sk−8(S) as well.
Now, for all F1, F2 ∈ B0∞(S) ⊂ B0p(S), one has
Ωθ,λθ,k,s(F1)Ωθ,λθ,k,s(F2) = Ωθ,λθ,k,sWθ,λθ,k,s(F1)Ωθ,λθ,k,sWθ,λθ,k,s(F2)
= Ωθ,λθ,k,s(Wθ,λθ,k,sF1 ⋆θ Wθ,λθ,k,sF2)
= Ωθ,λθ,k,sWθ,λθ,k,sW
−1
θ,λθ,k,s
(Wθ,λθ,k,sF1 ⋆θ Wθ,λθ,k,sF2)
= Ωθ,λθ,k,sWθ,λθ,k,s(F1♯θ,λθ,k,sF2)
= Ωθ,λθ,k,s(F1♯θ,λθ,k,sF2) .
And also, we observe that, since mλθ,k′ ,s ◦mλ−1θ,k,s : Hλθ,k,s → Hλθ,k′ ,s , for every k
′ ≥ k:
Ωθ,λθ,k′,s(F ) = mλθ,k′ ,sλ
−1
θ,k,s
Ωθ,λθ,k,s(F )m
−1
λθ,k′ ,sλ
−1
θ,k,s
because for eery λ, λ′, one has
Ωθ,λ′(F ) = mλ′λ−1Ωθ,λ(F )m
−1
λ′λ−1 .
Therefore:
Ωθ,λθ,k′,s(F1)Ωθ,λθ,k′,s(F2) = Ωθ,λθ,k′,s(F1♯θ,λθ,k′,sF2)
= mλθ,k′ ,sλ
−1
θ,k,s
Ωθ,λθ,k,s(F1)m
−1
λθ,k′ ,sλ
−1
θ,k,s
mλθ,k′ ,sλ
−1
θ,k,s
Ωθ,λθ,k,s(F2)m
−1
λθ,k′ ,sλ
−1
θ,k,s
= mλθ,k′ ,sλ
−1
θ,k,s
Ωθ,λθ,k,s(F1)Ωθ,λθ,k,s(F2)m
−1
λθ,k′ ,sλ
−1
θ,k,s
= mλθ,k′ ,sλ
−1
θ,k,s
Ωθ,λθ,k,s(F1♯θ,λθ,k,sF2)m
−1
λθ,k′,sλ
−1
θ,k,s
= Ωθ,λθ,k′,s(F1♯θ,λθ,k,sF2)
which by injectivity of Ωθ,λθ,k′,s implies
F1♯θ,λθ,k,sF2 = F1♯θ,λθ,k′,sF2 .
The element F1♯θ,λθ,k,sF2 therefore belongs to B0k′−8(S) for every k′ ≥ k. Hence it belongs to B0∞(S) and
does not depend on λ.
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Proposition 8.2 There exists r > 0 such that for every s > 0:
(i) for all F1, F2 ∈ Bs∞(S), the element
F1♯θF2 := W
−1
θ,λθ,k,s
(Wθ,λθ,k,sF1 ⋆θ Wθ,λθ,k,sF2)
makes sense in Bs+r∞ (S) and does not depend neither on λ nor on k. The bilinear mapping
♯θ : Bs∞(S)× Bs∞(S)→ Bs+r∞ (S)
is separately continuous.
(ii) For every F3 ∈ Bs∞(S) one has
(F1♯θF2)♯θF3 = F1♯θ(F2♯θF3)
in Bs+2r∞ (S).
Proof. By Proposition 7.1, for every F ∈ Bs∞(S), Wθ,λθ,k,sF belongs to Bsk(S).
Hence for all F1, F2 ∈ Bs∞(S), Wθ,λθ,k,sF1 ⋆θ Wθ,λθ,k,sF2 belongs to B2sk−8(S).
Hence, again by Proposition 7.1, for k large,
F1♯θ,λθ,k,sF2 := W
−1
θ,λθ,k,s
(Wθ,λθ,k,sF1 ⋆θ Wθ,λθ,k,sF2)
belongs to Bs+r0k−8 (S) as well.
But now, the argument in the proof of Proposition 7.1 does not allow to conclude because the corresponding
operators involved there are unbounded which we do not have control on at this level. However, we can
consider sequences of compactly supported elements {φn} and {ψm} in D(S) that approximate F1 and F2
respectively in Bs+ǫ∞ (S). By continuity we therefore have that Wθ,λθ,k,sF1 and Wθ,λθ,k,sF2 are approximated
in Bs+ǫ′k (S) by the sequences {Wθ,λθ,k,sφn} and {Wθ,λθ,k,sψm} with ǫ′ < ǫ.
Therefore again by separate continuity of ⋆θ, for k large, one has
Wθ,λθ,k,sF1 ⋆θ Wθ,λθ,k,sF2 = limn
lim
m
(Wθ,λθ,k,sφn ⋆θ Wθ,λθ,k,sψm)
where the limits are taken in Bs+ǫ′+r0k−8 (S).
One has therefore that the element W−1θ,λθ,k,s(Wθ,λθ,k,sF1 ⋆θ Wθ,λθ,k,sF2) makes sense in Bs+ǫ
′+r0
k−8 (S) and one
has
W−1θ,λθ,k,s(Wθ,λθ,k,sF1 ⋆θ Wθ,λθ,k,sF2)
= lim
n
lim
m
W−1θ,λθ,k,s(Wθ,λθ,k,sφn ⋆θ Wθ,λθ,k,sψm) .
Now since the element W−1θ,λθ,k,s(Wθ,λθ,k,sφn ⋆θWθ,λθ,k,sψm) does not depend on λ and is smooth, we get (i).
Items (ii) is proven using exactly the same method of approximation by test functions combined with Section
2 of [BG15].
Remark 8.1 Despite the fact that in the present context, an explicit formula for the deformed product
♯θ,λθ,k,0 has essentially no interest, such formula is known and expressed in purely geometric terms [BDS09]
and satisfies property 1 described in the introduction.
We now set
G := SL(2,R) and K := SO(2) .
Under the diffeomorphism S→ D : g 7→ gK, we transport the Poincare´ action of G on the hyperbolic plane
D to an action of G on S:
τ : G× S→ S : (g, x) 7→ τgx .
Of course, when restricted to the subgroup S ⊂ G, the action τ reduces to the left-translation in the group
S.
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Proposition 8.3 For every p ∈ N and every element k ∈ K, one has
τ⋆k (Bs∞(S)) = Bs∞(S) .
In particular, the spaces Bs∞(S) are invariant sub-spaces of the pull-back Poincare´ action of G on D = S.
Proof. Let us consider the Iwasawa decompositions:
-at the group level: G = ANK,
-and at the Lie algebra level g = k⊕ s where g (respectively k) denotes the Lie algebra of G (respectively
K). Accordingly, for every element Z ∈ g, we will write Z = Zk + Zs.
We consider the associated dressing actions:
kx =: xkkx (kx ∈ S)
K × S→ S : (k, x) 7→ xk
K × S→ K : (k, x) 7→ kx .
Of course one has
τkx = x
k .
Now let F ∈ Bsp(S) and X ∈ s. One then has
X˜x(τ
⋆
kF ) =
d
dt
∣∣∣∣
0
F (τk(x exp(tX))) = τk⋆x(X˜)(F )
=
˜(
Ad[(k−1)xk ]−1X
)s
x
(F ) .
Choosing a vector norm | . | on g yields a map G→ R+ : xk 7→ |Ad[(k−1)xk ]−1 | which is necessarily bounded
by compactness of K.
Hence the supremum norm of X˜(τ⋆kF ) is bounded as soon as the one of Y˜ (F ) is for every Y ∈ s.
The higher order case of X ∈ U(s) works the same way.
Reconsidering the notation as in Section 6, we now have the following proposition (see also [UU84]) whose
proof, established purely in terms of the retract, is postponed to the Appendix:
Proposition 8.4 The map Ωθ,λθ,k,s extends from D(D) to B0∞(D) as a SL(2,R)-equivariant continuous
injective map :
Ωθ,λθ,k,s : B0∞(D)→ B(Hλθ,k,s) .
This allows us to transport the S-invariant product, ⋆θ, into a G-invariant one. Namely, we formulate
Definition 8.1 We define the following algebra structure on B0∞(D) by transport:
♯θ : B0∞(D)× B0∞(D) −→ B0∞(D) :
(F1, F2) 7→ F1♯θF2 := W−1θ,λθ,k,s
(
Wθ,λθ,k,sF1 ⋆θ Wθ,λθ,k,sF2
)
.
(6)
Remark 8.2 On can deduce that the product map ♯θ restricts to an action of B0∞(D) on the Schwartz space:
♯θ : B0∞(D)× S(D) −→ S(D) .
Proposition 8.5 The product (6) is SL(2,R)-invariant.
Proof. One has
Ωθ,λθ,k,s(F1)Ωθ,λθ,k,s(F2)
= Ωθ,λθ,k,sWθ,λθ,k,s(F1)Ωθ,λθ,k,sWθ,λθ,k,s(F2)
= Ωθ,λθ,k,s
(
Wθ,λθ,k,s(F1) ⋆θ Wθ,λθ,k,s(F2)
)
= Ωθ,λθ,k,sW
−1
m,( θ+2θ ),λ0
(
Wθ,λθ,k,s(F1) ⋆θ Wθ,λθ,k,s(F2)
)
= Ωθ,λθ,k,s (F1♯θF2) .
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Therefore for every g ∈ G, we have by G-equivariance of Ωθ,λθ,k,s :
U(g)Ωθ,λθ,k,s(F1)U(g
−1)U(g)Ωθ,λθ,k,sU(g
−1)(F2)
= Ωθ,λθ,k,s(τ
⋆
g−1F1)Ωθ,λθ,k,s(τ
⋆
g−1F2)
= Ωθ,λθ,k,s
(
τ⋆g−1F1♯θτ
⋆
g−1F2
)
= U(g)Ωθ,λθ,k,s(F1)Ωθ,λθ,k,sU(g)(F2)
= U(g)Ωθ,λθ,k,s (F1♯θF2)U(g
−1)
= Ωθ,λθ,k,sτ
⋆
g−1 (F1♯θF2) .
We conclude by injectivity of Ωθ,λθ,k,s .
Let Γ be a co-compact Fuchsian sub-group in SL(2,R). And let
ΣΓ := Γ\D
be the associated compact surface.
Proposition 8.6
π⋆C∞(ΣΓ) ⊂ B0∞(S) .
Proof. First, denoting by [C(S)]∞ the R⋆A- smooth vectors in C(S), one has
[C(S)]∞ ∩ C(S)Γ ⊂ C∞(S) .
Indeed, let F such an element and consider H˜.F . Then for every γ ∈ Γ and x ∈ S ≃ D, one has H˜x.F =
H˜x.(γ
⋆F ) = ddt
∣∣
0
F (γ(x exp(tH))). Denoting γ = γSγK the Iwasawa decomposition of γ, one observes that
for all x, y ∈ S: γ(xy) = γSγKxyK = γSxγKγKxy[γKx]−1K. Hence, the Campbell-Hausdorff formula yields
H˜x.F =
d
dt
∣∣
0
F (γSx
γK exp(tAdγKxH)
s) = ˜(AdγKxH)
s
γSxγK
.F = ˜(AdγKxH)
s
γ(x).F . Hence it is generically
possible to find a point x0 where E˜x0 .F exists. The group S isometrically acts on Cb(S)
∞ by the left-
regular action. Hence applying this observation to L⋆gF yields E˜x0 .L
⋆
gF = E˜gx0 .F which shows that E˜.F is
everywhere defined.
Now, let DΓ be the compact fundamental domain of Γ that contains point e = o = K. Set BΓ := K(DΓ).
Observe that for every γ = γSγK , one has γBΓ = γSBΓ. Let X ∈ s, x ∈ S and F ∈ π⋆C∞(ΣΓ). Then:
X˜γ(x).F =
d
dt
∣∣∣∣
0
F (γ(x) exp(tX)) =
d
dt
∣∣∣∣
0
F (γ−1(γ(x) exp(tX))) =
d
dt
∣∣∣∣
0
F (γ−1K (γ
−1
S
γ(x) exp(tX))) .
The same argument as above yields
X˜γ(x).F = ˜(Ad[γx
K
]−1X)sx.F . (7)
Within a basis {Xi} of s and expressing for every k ∈ K: (Adk−1Xi)S =: [k]jiXj , one then has for every
x ∈ BΓ: ∣∣∣X˜iγ(x).F ∣∣∣ = ∣∣∣[γxK ]ji X˜jx.F ∣∣∣ ≤ (sup
k∈K
|[k]ji |) |(X˜i.F )|BΓ |∞ .
One then conclude by the fact that S is the union of all γ(BΓ)’s.
All this leads us to the following
Theorem 8.1 The sub-space of Γ-invariants
(B0∞)Γ in B0∞ is stable under ♯θ.
In particular using the identification
(B0∞)Γ = C∞(Γ\D) = C∞(ΣΓ), one gets an associative algebra
structure, again denoted by ♯θ on C
∞(ΣΓ).
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8.1 C⋆-structures
Definition 8.2 We denote by L2λθ,k,s(S) the Hilbert completion of S(S) for the inner product
< ϕ,ψ >L2
λθ,k,s
(S) := < Wθ,λθ,k,sϕ,Wθ,λθ,k,sψ >θ,1
(see Section 5).
Theorem 8.2 (i) There exists p0 ∈ N such that the map Ωθ,λθ,p0,0 canonically extends from D(S) to a
continuous mapping from B0p0(S) valued in the bounded operators:
Ωθ,λθ,p0,0 : B0p0(S)→ B(Hλθ,p0,0) .
(ii) Denoting by || . ||λθ,p0,0 the operator norm of operators on Hλθ,p0,0 , the map
|| . ||θ,λθ,p0,0 : B0p0(S)→ R : F 7→ ||Ωθ,λθ,p0,0(F )||λθ,p0,0
restricts to a C⋆-norm on (B0∞(S), ♯θ).
(iii) The regular action
B0∞(S)× S(S)→ S(S) : (F, ϕ) 7→ F♯θϕ =: L♯θ(F )ϕ
extends to a bounded action of B0∞(S) on L2λθ,p0 ,0(S), and one has
||L♯θ (F )||L2λθ,p0,0(S) = ||Ωθ,λθ,p0,0(F )||λ
where || . ||L2
λθ,p0,0
(S) denotes the operator norm of operators on L
2
θ,1(S).
Proof. Item (i) is a direct consequence of Theorem 5.2: one has
Ωθ,λθ,p0,0 = Ωθ,λθ,p0,0Wθ,λθ,p0,0 .
And since, for every F ∈ B0∞(S), Wθ,λθ,p0,0(F ) belongs to B0p0(S), the assertion follows.
Item (ii) follows immediately from Proposition 5.5 and from the injectivity of Wθ,λθ,p0,0 .
Concerning (iii), transporting by the retract, it is the Theorem 8.33 page 141 of [BG15].
9 Closed product
In this section, we construct an intertwiner S between the product ♯θ defined in the above section and a
product ♯2θ on C
∞(ΣΓ) that is closed in the sense of [CFS92]:∫
ΣΓ
F1♯
2
θF2 =
∫
ΣΓ
F1.F2 .
In the sequel, we will prefer to use the denomination tracial than “close”.
Within the notation for Ar in Lemma 5.1, we start by defining a tracial product on S(S).
Theorem 9.1 Set
S := W−1θ,1/2A1/4Wθ,1/2 .
Then,
(i) the map S extends from D(S) to S(S) as a continuous automorphism.
(ii) The restriction to S(S) of the map S is SL(2,R)-equivariant.
(iii) The transported product
♯2θ := S
−1(♯θ)
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is tracial: it extends from S(S) to L2(D) as an SL(2,R)-equivariant algebra structure such that∫
S
ϕ1♯
2
θϕ2 =
∫
S
ϕ1 ϕ2 .
(iv) The Schwartz space S(S) closes under the transported product
♯2θ := S
−1(♯θ) .
Proof. By unitarity, we have Ωθ,λθ,k,s(ϕ)
∗ = Ωθ,λθ,k,s(ϕ).
Then, we also observe that there exists a constant C such that for all ϕ1, ϕ2 ∈ D(D), one has:
Tr
(
Ωθ,λθ,k,s(ϕ1)
∗ ◦ Ωθ,λθ,k,s(ϕ2)
)
= C
∫
D
ϕ1 ♯θ ϕ2 .
The reason is that the operators Ωθ,λθ,k,s(ϕ1) and Ωθ,λθ,k,s(ϕ2) are Hilbert-Schmidt (Proposition 5.1 item
(iii)). Hence, given the resolution of the identity {ηx := Um,1/2(x)η}x∈S ⊂ H1/2 (η ∈ D(A)), one has,
following the same line as in [BG15] Section 7.5:
Tr
(
Ωθ,λθ,k,s(ϕ1)
∗ ◦ Ωθ,λθ,k,s(ϕ2)
)
=
∫
D
< ηx , Ωθ,λθ,k,s(ϕ1)
∗ ◦ Ωθ,λθ,k,s(ϕ2)(ηx) > dx
=
∫
D
< ηx , Ωθ,λθ,k,s(ϕ1) ◦ Ωθ,λθ,k,s(ϕ2)(ηx) > dx
=
∫
D
< ηx , Ωθ,λθ,k,s(ϕ1♯θϕ2)(ηx) > dx
=
∫
D
< η , Um,1/2(x
−1)Ωθ,λθ,k,s(ϕ1♯θϕ2)Um,1/2(x)η > dx
=
∫
D
< η , Ωθ,λθ,k,s (L
⋆
x(ϕ1♯θϕ2)) η > dx
=
∫
D
< η ,
∫
S
(L⋆x(ϕ1♯θϕ2)) (y)Ωθ,λθ,k,s(y)η dy > dx
=
∫
S
∫
S
(ϕ1♯θϕ2)(xy) < η , Ωθ,λθ,k,s(y)η > dxdy
= C(η)
∫
D
ϕ1♯θϕ2
with
C(η) :=
∫
S
∆(y) < η,Ωθ,λθ,k,s(y)η > dy .
Secondly, by unitarity, we have
Tr
(
Ωθ,λθ,k,s(ϕ1)
∗Ωθ,λθ,k,s(ϕ2)
)
= Tr
(
Ωθ,λθ,k,sWθ,λθ,k,s(ϕ1)
∗Ωθ,λθ,k,sWθ,λθ,k,s(ϕ2)
)
=
∫
Wθ,λθ,k,s(ϕ1) ⋆θ Wθ,λθ,k,s(ϕ2)
=
∫
A−1/2Wθ,λθ,k,s(ϕ1).Wθ,λθ,k,s(ϕ2) =
∫
W∗θ,λθ,k,sA−1/2Wθ,λθ,k,s(ϕ1).ϕ2 .
The assignment λ := 1/2 (Tr
(
Ωθ,λθ,k,s(ϕ1)
∗Ωθ,λθ,k,s(ϕ2)
)
does not depend on λ) yields W∗θ,1/2 = W
−1
θ,1/2.
We then set
S := (W∗θ,1/2A−1/2Wθ,1/2)
−1/2 .
Now, the operator A−1/2 is SL(2,R)-equivariant. Indeed,∫
ϕ1τ
⋆
g−1A−1/2τ
⋆
gϕ2 =
∫
τ⋆gϕ1A−1/2τ
⋆
gϕ2 =
∫
τ⋆gϕ1A−1/2τ
⋆
gϕ2
=
∫
(τ⋆gϕ1)♯θ(τ
⋆
gϕ2) =
∫
τ⋆g (ϕ1♯θϕ2) =
∫
ϕ1♯θϕ2 .
Item (iv) follows from Lemma 5.1 in Section 5.
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Corollary 9.1 The quantization map defines a unitary isomorphism between (L2(D), ♯2θ) and the Hilbert-
Schmidt operators on H1.
Again from Lemma 5.1, we get
Proposition 9.1 There exists r > 0 such that for all t > 0:
(i) for all F1, F2 ∈ Bt∞(S), the element
F1♯
2
θF2 := S
−1(SF1♯θSF2)
makes sense in Bt+r∞ (S). The bilinear mapping
♯2θ : Bt∞(S)× Bt∞(S)→ Bt+r∞ (S)
is separately continuous.
(ii) For every F3 ∈ Bt∞(S) one has
(F1♯
2
θF2)♯
2
θF3 = F1♯
2
θ(F2♯
2
θF3)
in Bt+r∞ (S).
Theorem 9.2 The bilinear mapping
♯2θ : Bt∞(S)× Bt∞(S)→ Bt+r∞ (S)
is SL(2,R)-equivariant. It therefore restricts to B0∞(D)Γ as an associative Fre´chet algebra structure.
Proof. The proof of Proposition 8.3 shows that Bt∞(S) is a strongly continuous SL(2,R)-module-algebra.
From this, one deduces the assertion.
Lemma 9.1 Let M be a compact smooth manifold and π : M˜ → M its universal covering space. Then M˜
admits a π1(M)-invariant partition of unity consisting of π1(M)-translates of smooth compactly supported
elements.
Proof. Let U := {Uj}j∈{1,...,r} be a finite open cover of M that trivializes the π1(M)-principal bundle
M˜ → M . Let {χj}j∈{1,...,r} ⊂ D(M) be a partition of unity associated to U . For every j ∈ {1, ..., r},
consider the lifted element ξj := π
⋆χj . Every element ξj is π1(M)-invariant. Consider a local section
σj : Uj → U˜j of the bundle. The element χj being supported in Uj, its lift ξoj := (σ−1j )⋆χj is supported in
U˜j . Moreover, because U is trivializing, for every γ ∈ π1(M), the intersection U˜j ∩ γ(U˜j) is empty. Hence,
we observe the equality ∑
γ∈π1(M)
γ⋆(ξoj ) = ξj .
Now, consider the case where M = ΣΓ is a compact orientable surface. Then for every point x ∈ M˜ = D,
the sequence {γ(x)}γ∈π1(M)=Γ leaves every compact set of D. Indeed, otherwise this sequence would admit
a converging subsequence. The limit point of this subsequence would therefore be fixed by non-trivial group
elements, which would contradicts the freeness of the action of Γ on D. Considering a compactly supported
function ϕ ∈ D(D), this implies that the numerical sequence {ϕ(γ(x))}γ∈Γ has only finitely many non-zero
elements. This allows us to formulate
Definition 9.1 Denoting by Fun(D) the space of complex-valued functions on D, the Γ-average consists in
the linear map:
AΓ : D(D)→ Fun(D)
given by
AΓ(ϕ) :=
∑
γ∈Γ
γ⋆(ϕ) .
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Proposition 9.2 The Γ-average surjects onto the Γ-invariants B0∞(S)Γ ≃ C∞(ΣΓ) in B0∞(S):
AΓ : D(D)→ B0∞(S)Γ .
Proof. The Γ-average is obviously valued in the sub-space Fun(D)Γ of Γ-invariants. Considering a funda-
mental domain DΓ with interior
◦
DΓ, for every ϕ ∈ D(D), we denote by nϕ the cardinal of the subset Γϕ of
Γ constituted by the elements γ such that γ(
◦
DΓ) intercepts nontrivially the support supp(ϕ) of ϕ:
nϕ :=
∣∣∣∣{ γ ∈ Γ : γ( ◦DΓ) ∩ supp(ϕ) 6= ∅ }
∣∣∣∣ .
By the same argument as above, the cardinal nϕ is necessarily finite. We then consider a relatively compact
open subset U in the interior
◦
DΓ and the restriction to U of the Γ-average of ϕ:
AΓ(ϕ)|U =
∑
γ∈Γ
(γ⋆ϕ)|U .
Only the elements γ ∈ Γϕ non-trivially contribute in the above sum. Since nϕ <∞, the element AΓ(ϕ)|U is
smooth as a finite sum of smooth elements.
Furthermore, we consider the elements {ξoj }j∈{1,...,r} as in the proof of Lemma 9.1 and form the finite sum
ξ :=
r∑
j=1
ξoj ∈ D(D) .
By linearity of the Γ-average, we then observe (within the same notations as in the proof of Lemma 9.1):
AΓ(ξ) =
∑
j
AΓ(ξ
o
j ) =
∑
j
ξj = 1 .
Noting that for all F ∈ B0∞(D)Γ and ϕ ∈ D(D):
AΓ(Fϕ) = FAΓ(ϕ) ,
we observe at last that
F = FAΓ(ξ) = AΓ(Fξ) .
Definition 9.2 Denoting by |γ| the word-length in Γ, we set for every ϕ ∈ D(D):
ϕ(N) :=
∑
|γ|≤N
γ⋆(ϕ) .
Proposition 9.3 For every ϕ ∈ D(D), the sequence {ϕ(N)}N∈N converges to AΓ(ϕ) in Bs∞(S) for every
s > 0.
Proof. Let DΓ be a fundamental domain of Γ in D. Then, first, for every ϕ ∈ D(
◦
DΓ), the sequence {ϕ(N)}N∈N
converges to AΓ(ϕ) in Bs∞(S) for every s > 0.
Indeed, set b := AΓ(ϕ) and for every N ∈ N:
DN := ∪|γ|≤N γ(DΓ) .
One has
sup
x
{d−s(x)|b(x) − ϕ(N)(x)|} ≤ ||ϕ||∞ sup
x∈D\DN
{d−s(x)} . (8)
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Let {xN}N∈N be a sequence of points of D such that for every N , the point xN belongs to D\DN . As D
coincides with the union of all the DN ’s, any such sequence leaves every compact of D. Therefore, since d
−s
tends to zero at infinity, the right hand side of the inequality in (8) tends to zero when N tends to infinity.
Using (7), we observe that the same argument applies to derivatives.
Second, to every x ∈ D, let us associate a fundamental domain DΓ(x) that contains x in its interior. We
then extract a finite open cover {Dj :=
◦
DΓ (xj)}j∈{1,..,K} of supp(ϕ) from ∪x∈suppϕ
◦
DΓ (x). We consider
a partition of unity {φj ∈ D(Dj)}j∈{1,..,K} associated to {Dj}j∈{1,..,K}. We then have: ϕ =
∑K
j=1 φjϕ and
for every N ∈ N:
ϕ(N) =
K∑
j=1
(φjϕ)(N) .
For every j, the sequence {(φjϕ)(N)}N∈N converges to AΓ(φjϕ) in Bs∞(S) (s > 0). One then concludes by
linearity of the Γ-average.
Remark 9.1 The statement of Proposition 9.3 in no way implies that the Γ-average would continuously
extend to the closure of D(S) in Bs∞(S). It only states that the convergence limN ϕ(N) = AΓ(ϕ) holds in
Bs∞(S), it does not tell anything about the Bs∞(S)-continuity of the Γ-average.
Theorem 9.3 Identifying
C∞(ΣΓ) = π
⋆C∞(ΣΓ) ,
Let us consider the product map (9.2)
♯2θ : C
∞(ΣΓ)× C∞(ΣΓ)→ C∞(ΣΓ) .
Then for all Φ1 and Φ2 in C
∞(ΣΓ), one has∫
ΣΓ
Φ1♯
2
θΦ2 =
∫
ΣΓ
Φ1Φ2 .
Proof. First, within the notations of the proof of Lemma 9.1, we have:
∫
ΣΓ
Φ =
r∑
j=1
∫
Uj
χjΦ =
r∑
j=1
∫
U˜j
ξojπ
⋆Φ =
∫
D
ξπ⋆Φ
where the integral are understood w.r.t. Riemannian measures associated to a common choice of a SL(2,R)-
invariant metric on D.
Now, set
bj := π
⋆Φj (j = 1, 2) .
We realize these elements as Γ-averages of compactly supported ones:
bj = AΓ(ϕj) ϕj ∈ D(D) .
We then have∫
D
ξ (b1♯
2
θb2)
(1)
=
∫
D
ξ
(
lim
N
(ϕ1)(N)
)
♯2θb2
(2)
=
∫
D
ξ lim
N
(
(ϕ1)(N)♯
2
θb2
) (3)
=
∫
D
lim
N
ξ
(
(ϕ1)(N)♯
2
θb2
)
(4)
= lim
N
∫
D
ξ
(
(ϕ1)(N)♯
2
θb2
) (5)
= lim
N
∑
|γ|≤N
∫
D
ξ
(
γ⋆(ϕ1)♯
2
θb2
) (6)
= lim
N
∑
|γ|≤N
∫
D
ξ γ⋆
(
ϕ1♯
2
θγ
−1⋆b2
)
(7)
= lim
N
∑
|γ|≤N
∫
D
(
ϕ1♯
2
θb2
)
γ−1⋆ξ
(8)
= lim
N
∫
D
ξ(N)
(
ϕ1♯
2
θb2
) (9)
=
∫
D
AΓ(ξ)
(
ϕ1♯
2
θb2
) (10)
=
∫
D
ϕ1♯
2
θb2
(11)
= lim
N
∫
D
ϕ1♯
2
θ(ϕ2)(N)
(12)
= lim
N
∫
D
ϕ1 (ϕ2)(N)
(13)
=
∫
D
ϕ1 b2
(14)
=
∫
D
ξ (b1 b2)
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where the equalities
(k)
= (k = 1, ..., 14) are justified as follows:
(1) by Proposition 9.3;
(2) by Poroposition 9.3 and continuity of ♯2θ;
(3) by continuity of the pointwise multiplication by a test function in Bsp(S);
(4) by Lebesgue’s dominated convergence theorem : on the compact C = supp ξ, one has N0 such that
(ϕ1)(N)♯
2
θb2|C = (ϕ1)(N0)♯2θb2|C as soon as N ≥ N0;
(5) by definition of ϕ(N) as a finite sum;
(6) by invariance of ♯2θ under the action of SL(2,R);
(7) by SL(2,R)-invariance of the Poincare´ measure on D;
(8) by definition of ξ(N);
(9) by Lebesgue’s dominated convergence theorem;
(10) using the fact that AΓ(ξ) = 1;
(11) by the same argumnts as in (1), (2) and (4);
(12) by traciality of ♯2θ on L
2(D);
(13) by Lebesgue’s dominated convergence theorem;
(14) by repeating the same series of equalities but with the pointwise product instead of ♯2θ.
Corollary 9.2 The integral over ΣΓ is a trace on (C
∞(ΣΓ), ♯
2
θ).
9.1 C⋆-structures
An obvious adaptation of the proof of Theorem 8.2, yields
Theorem 9.4 The regular action
B0∞(S)Γ × S(S)→ S(S) : (F, ϕ) 7→ F♯2θϕ =: L♯2θ(F )ϕ
extends to a bounded action of B0∞(S)Γ on L2(S). Moreover, the operator norm of operators on L2(S),
restricts to (B0∞(S)Γ, ♯2θ) as a C⋆-norm.
Appendix: proof of proposition 8.4
We start with a few lemmas. A short computation immediately yields
Lemma 9.2 Let η ∈ Hλ and Φ ∈ D(S). Then, setting
Eθ(x = qb) := e
i/θ sinh(2q)b (q ∈ A , b ∈ N)
and
Φη(x = qb)(q0) := Φ(q0x) η(q0q
2) ,
one has
Ωθ,λ(Φ)η(q0) =
∫
S
EθΦ
η(x)(q0) dx .
The element Eθ is called the one point phase.
In the sequel, we will extend the above oscillatory integral from D to B-type spaces.
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Definition 9.3 Let us consider the Schwartz space
S(A) := {η ∈ C∞(A) | ∀R ∈ N, X ∈ U(sl(2,R)) : |dUλ(X)η| ≤ Cd−RS |A}
as a subspace of Hλ (for every λ).
It is naturally a Fre´chet space for the seminorms:
|η|X,R := sup{dRS |A|dUλ(X)η|} .
Lemma 9.3 Let η be in S(A), N ∈ N and Φ in Bǫk(S). Define
Φη(x = qb)(q0) := Φ(q0x) η(q0q
2) .
Then, the map Φ 7→ Φη := [x 7→ [q0 7→ Φη(x)(q0)]] is a continuous linear map from Bǫk(S) to B3ǫ+Nk (S,S0(A)N ).
where
S0(A)N := {ϕ ∈ C0(A) | : |ϕ| ≤ Cd−NS |A} .
It is a Banach space for the norm:
|ϕ|N := sup{dNS |A|ϕ|} .
Proof. We consider ℓ ≤ k and X ∈ Uℓ(s). We want to estimate X˜Φη. A small computation based on Leibniz’
rule yields:
X˜xΦ
η(q0) =
ℓ∑
m=0
X˜m|q0x(Φ) η(ℓ−m)(q0q2) .
where X ∈ Um(s) and η(m) denotes the m-th derivative w.r.t. a.
This entails that for every R ∈ N:∣∣∣dRS (q0)X˜xΦη(q0)∣∣∣ ≤∑
m
Cm|Φ|mdǫ(q0x)η(ℓ−m)(q0q2)dRS (q0) ≤
∑
m
C′m|Φ|mdǫ(x)η(ℓ−m)(q0q2)dR+ǫS (q0) .
Therefore:
sup
q0
{dRS (q0)|X˜xΦη(q0)|} ≤ dǫ(x)
∑
m
C′m|Φ|m sup
q0
{|η(ℓ−m)(q0q2)|dR+ǫS (q0)}
which setting q1 := q0q
2 yields:
sup
q0
{dRS (q0)|X˜xΦη(q0)|} ≤ dǫ(x)
∑
m
C′m|Φ|m sup
q1
{|η(ℓ−m)(q1)|dR+ǫS (q1q−2)}
≤ dǫ(x)
∑
m
C′m|Φ|m sup
q1
{|η(ℓ−m)(q1)|dR+ǫS (q1q−2)} ≤ d3ǫ+R(x)
∑
m
C”m|Φ|m sup
q1
{|η(ℓ−m)(q1)|dR+ǫS (q1)}
= d3ǫ+R(x)
∑
m
C”m|Φ|m|η|ℓ−m,R+1
where we set ǫ ≤ 1.
The correspondance Φ 7→ Φη is therefore continuous from Bǫk(S) to B3ǫ+Nk (S,S0(S)N ).
The following is an immediate consequence of the proof of Theorem 8.17 in [BG15] page 130.
Lemma 9.4 Consider N ∈ N. Let ∫˜
Eθ : D(S,S0(A)N )→ S0(A)N
be the one point phase oscillatory integral defined in [BG15] page 130 Theorem 8.17. Let M ∈ N, then for
k = k(M) large enough, it extends to a continuous linear map from BMk (S,S0(A)N ) to S0(A)N .
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Proof of Proposition 8.4. First consider, for all Φ ∈ Bǫk(S), η ∈ S(A) and N ∈ N, the following densely
defined (unbounded as soon as ǫ > 0) operator in Hλθ,k,s :
Ωλθ,k,s(Φ)η :=
∫˜
ESθΦ
η (k large) .
As a consequence of the above two lemmas, the mapping
Bǫk → S0(A)N : Φ 7→ Ωλθ,k,s(Φ)η
is continuous. Hence, for every ϕ ∈ S(A), the matrix coefficient mapping
Bǫk → C : Φ 7→< ϕ,Ωλθ,k,s (Φ)η >
is continuous as well.
We may therefore define for every Ψ ∈ Bǫ∞(S), the densely defined operator
Ωθ,λθ,k,s(Ψ) := Ωθ,λθ,k,sWθ,λθ,k,sΨ .
The matrix coefficient map of the above operator
Ψ 7→< ϕ , Ωθ,λθ,k,s(Ψ)η >
is therefore continuous from Bǫ∞(S) to C.
Let us now choose F in B0∞(S) and a sequence of compactly supported functions {φn} converging to F in
Bǫ∞(S). By continuity, the sequence {Wθ,λθ,k,sφn} converges to Wθ,λθ,k,sF in Bǫk(S) for every k.
Therefore, the following convergence holds in Bǫ∞(S):
lim
n
< ϕ , Ωθ,λθ,k,s(φn)η > = < ϕ , Ωθ,λθ,k,s(F )η > .
Let us now consider the element j of SL(2,R) that implement the Cartan involution as well as sK =: so.
The Schwartz space S(A) is a smooth SL(2,R)-submodule of Hλθ,k,s . Hence the element Uλθ,k,s (j) perserves
it.
Also for all x ∈ S ≃ G/K and g ∈ SL(2,R), one has
Uθ,λθ,k,s(g)Ωθ,λθ,k,s(x)Uθ,λθ,k,s (g
−1) = Uθ,λθ,k,s(gx)ϑθ,λθ,k,s(x)Uθ,λθ,k,s ((xg)
−1) = Ωθ,λθ,k,s(gxK) .
Hence for every φ ∈ D(S), one has
Uθ,λθ,k,s(g)Ωθ,λθ,k,s(φ)Uθ,λθ,k,s (g
−1) = Ωθ,λθ,k,s(τ
⋆
g−1φ) .
Therefore, since s⋆o acts continuously on in Bǫ∞(S) (for so ∈ K), one has
< ϕ , Ωθ,λθ,k,s(s
⋆
oF )η > = limn
< ϕ , Ωθ,λθ,k,s(s
⋆
oφn)η >
= lim
n
< ϕ , Uθ,λθ,k,s(j)Ωθ,λθ,k,s(φn)Uθ,λθ,k,s(j
−1)η >
= < ϕ , Uθ,λθ,k,s(j)Ωθ,λθ,k,s(F )Uθ,λθ,k,s(j
−1)η > .
Our version of Caldero`n-Vaillancourt’ s theorem 5.2 implies that Ωθ,λθ,k,s = Ωθ,λθ,k,sWθ,λθ,k,s : B0∞(S) →
B0p(S) → B(Hλθ,k,s). Hence Ωθ,λθ,k,s(s⋆oF ) and Uθ,λθ,k,s(j)Ωθ,λθ,k,s(F )Uθ,λθ,k,s (j−1) are bounded operators
whose matrix coefficients coincides on a dense subspace. A resolution of identity as in [BG15] then implies
that they must be equal.
We then conclude by the fact that so and S generate SL(2,R).
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