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PRIMES IN ARITHMETIC PROGRESSIONS AND SEMIDEFINITE PROGRAMMING
ANDRE´S CHIRRE, VALDIR JOSE´ PEREIRA JU´NIOR, AND DAVID DE LAAT
Abstract. Assuming the generalized Riemann hypothesis, we give asymptotic bounds on the size of in-
tervals that contain primes from a given arithmetic progression using the approach developed by Carneiro,
Milinovich and Soundararajan [Comment. Math. Helv. 94, no. 3 (2019)]. For this we extend the Guinand-
Weil explicit formula over all Dirichlet characters modulo q ≥ 3, and we reduce the associated extremal
problems to convex optimization problems that can be solved numerically via semidefinite programming.
1. Introduction
1.1. Prime numbers. Denote by pi(x) the number of primes less than or equal to x. A classical theorem
of Crame´r [7] states that, assuming the Riemann hypothesis (RH), there are constants c, α > 0 such that
pi
(
x+ c
√
x log x
)− pi(x)√
x
> α (1.1)
for all sufficiently large x. The order of magnitude in this estimate has never been improved, and the
efforts have thus been concentrated in optimizing the values of the implicit constants. Recently, Carneiro,
Milinovich and Soundararajan [4] used Fourier analysis to establish the best known values. This approach
studies some Fourier optimization problems that are of the kind where one prescribes some constraints for
a function and its Fourier transform, and then wants to optimize a certain quantity.
Let us define by A+ the set of even and continuous functions F : R→ R, with F ∈ L1(R). For 1 ≤ A <∞
we write
C+(A) := sup
F∈A+
F 6=0
1
‖F‖1
(
F (0)−A
∫
[−1,1]c
(
F̂
)+
(t) dt
)
, (1.2)
where we use the notation f+(x) = max{f(x), 0}, [−1, 1]c = R \ [−1, 1], and
F̂ (t) =
∫ ∞
−∞
F (x)e−2piixt dx.
Assuming RH, [4, Theorem 1.3] establishes that for α ≥ 0,
inf
{
c > 0; lim inf
x→∞
pi(x+ c
√
x log x)− pi(x)√
x
> α
}
≤ (1 + 2α)C+(36/11) . (1.3)
The numerical example from [4, Eq (4.12)] given by
F (x) = −4.8 x2 e−3.3x2 + 1.5 x2 e−7.4x2 + 520 x24 e−9.7x2 + 1.3 e−2.8x2 + 0.18 e−2x2
shows that
C+(36/11) > 1.1943... > 25
21
.
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Therefore in (1.1) for α = 0 and α = 1 we can choose c = 0.8374 and c = 2.512, respectively. This improved
the previous results established by Dudek [9], who showed that for α = 0 and α = 1 we can choose c = 1+ ε
and c = 3 + ε, respectively, for any ε > 0.
1.2. Prime numbers in arithmetic progressions. Let q ≥ 3 and b ≥ 1 be coprime. Denote by pi(x; q, b)
the number of primes less than or equal to x that are congruent to b modulo q. Assuming the generalized
Riemann hypothesis (GRH), Grenie´, Molteni and Perelli [12, Theorem 1] stated the equivalent of the result
by Crame´r (1.1) for primes in arithmetic progressions. They established that there are suitable constants
c1, α > 0 such that
pi
(
x+ c1 ϕ(q)
√
x log x; q, b
)− pi(x; q, b)√
x
> α,
for all sufficiently large x. Our main goal in this paper is to show good bounds for the constant c1 > 0.
Theorem 1. Assume the generalized Riemann hypothesis. Let q ≥ 3 and b ≥ 1 be coprime. Then, for any
α ≥ 0, we have
inf
{
c1 > 0; lim inf
x→∞
pi
(
x+ c1 ϕ(q)
√
x log x; q, b
)− pi(x; q, b)√
x
> α
}
≤ (1 + 2α)C+(4) < 0.8531 (1+ 2α). (1.4)
where ϕ(q) is Euler’s function that counts the positive integers up to q that are coprime to q.
In particular, for all x sufficiently large there is a prime p that is congruent to b modulo q in the interval
(x, x + 0.8531ϕ(q)
√
x log x]. Furthermore, there are at least
√
x primes which are congruent to b modulo q
in the interval (x, x + 2.5591ϕ(q)
√
x log x]. This result improves asymptotically some results from a recent
work by Dudek, Grenie´, and Molteni [10, Theorem 1.1-1.3], where they established the constants c1 = 1 and
c1 = 3 as opposed to c1 = 0.8531 and c1 = 2.5591, respectively.
Corollary 2. Assume the generalized Riemann hypothesis. Let q ≥ 3 and b ≥ 1 be coprime and denote by
pn,q,b the n-th prime that is congruent to b modulo q. Then
lim sup
n→∞
pn+1,q,b − pn,q,b√
pn,q,b log pn,q,b
≤ 0.8531.
1.3. Optimized bounds. The construction of numerical examples via semidefinite programming also gives
a slight improvement on [4, Theorem 1.3 and Corollary 1.4]: We get C+(36/11) ≥ 1.1961, so assuming the
Riemann hypothesis, for any α ≥ 0 we have in (1.3) that
inf
{
c > 0; lim inf
x→∞
pi(x + c
√
x log x)− pi(x)√
x
> α
}
< 0.8358 (1+ 2α), (1.5)
and
lim sup
n→∞
pn+1 − pn√
pn log pn
< 0.8358.
where pn denotes the n-th prime.
1.4. Strategy outline. The proof of the first inequality in Theorem 1 follows the ideas developed in [4].
We will need three main ingredients: the Guinand-Weil explicit formula for the Dirichlet characters modulo
q, the Brun-Titchmarsh inequality for primes in arithmetic progressions and the derivation of an extremal
problem in Fourier analysis. We start establishing an extended version of the classical Guinand-Weil explicit
formula, that contains certain sums that run over all Dirichlet characters modulo q. In particular, one of
these sums allows us to count primes in an arithmetic progression, and we can bound many of these primes
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using the Brun-Titchmarsh inequality for primes in arithmetic progressions. Since many of the computations
to derive the extremal problem are similar to [4], we will highlight the principal differences.
For the second inequality in Theorem 1 we write the resulting optimization problem as a convex optimiza-
tion problem over nonnegative functions. We then write these nonnegative functions as f(x) = p(x2)e−pix
2
for some polynomial p, as in the works of Cohn and Elkies [6] for the sphere packing problem, and use semi-
definite programming to optimize over these nonnegative functions, which is an approach employed recently
for problems involving the Riemann zeta-function and other L−functions in [5, 14].
2. Guinand-Weil explicit formula and Brun-Titchmarsh inequality
2.1. Guinand-Weil explicit formula. The classical Guinand-Weil explicit formula [3, Lemma 5] estab-
lishes the relation between the zeros of a primitive Dirichlet character modulo q and the primes that are
coprime to q. The following lemma states a version of this explicit formula that contains the sum over
primitive and imprimitive Dirichlet characters modulo q.
Lemma 3. Let q ≥ 3 and b ≥ 1 be coprime. Let h(s) be analytic in the strip |Im s| ≤ 12 + ε for some ε > 0,
and assume that |h(s)| ≪ (1 + |s|)−(1+δ) as |Re s| → ∞, for some δ > 0.1 Then,∑
χ
χ(b)
∑
ρχ
h
(
ρ− 12
i
)
= h
(
1
2i
)
+ h
(
− 1
2i
)
+
1
2pi
∑
χ
χ(b)
∫ ∞
−∞
h(u)Re
Γ′
Γ
(
1
4
+
µχ
2
+
iu
2
)
du
− ϕ(q)
2pi
∑
n≡ b (mod q)
Λ(n)√
n
ĥ
(
logn
2pi
)
− 1
2pi
∞∑
n=2
Λ(n)√
n
(∑
χ
χ(bn)
)
ĥ
(− logn
2pi
)
+O
(‖ĥ‖∞),
where χ runs over the Dirichlet characters modulo q and ρχ are the non-trivial zeros of the Dirichlet L-
function L(s, χ), Γ′/Γ is the logarithmic derivative of the Gamma function, µχ ∈ {0, 1}, and Λ(n) is the
Von-Mangoldt function defined to be log p if n = pm with p a prime number and m ≥ 1 an integer, and zero
otherwise. The error term in the above expression depends on q and b.
Proof. Let χ be a primitive Dirichlet character modulo q. The Guinand-Weil explicit formula for χ (see [3,
Lemma 5]) states that∑
ρχ
h
(
ρ− 12
i
)
=
{
log q
2pi
ĥ(0)− log pi
2pi
ĥ(0)
}
+
1
2pi
∫ ∞
−∞
h(u)Re
Γ′
Γ
(
1
4
+
µχ
2
+
iu
2
)
du
− 1
2pi
∞∑
n=2
Λ(n)√
n
{
χ(n) ĥ
(
logn
2pi
)
+ χ(n) ĥ
(− logn
2pi
)}
,
(2.1)
where the sum runs over all non-trivial zeros ρχ of L(s, χ), µχ = 0 if χ(−1) = 1 and µχ = 1 if χ(−1) = −1.
Note that ∣∣∣∣ log q2pi ĥ(0)− log pi2pi ĥ(0)
∣∣∣∣≪ ‖ĥ‖∞.
We want to establish a similar formula as (2.1) for an imprimitive Dirichlet character modulo q. We know
that each imprimitive character χ modulo q is induced by a unique primitive character χ∗ modulo f , with
f |q and f < q. This implies that χ(n) = χ0(n)χ∗(n) for all n ∈ Z, where χ0(n) is the principal character
1We use the notation f = O(g) (f ≪ g) to mean that there is a constant C > 0 such that |f(t)| ≤ C g(t).
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modulo q, and
L(s, χ) = L(s, χ∗)
∏
p|q
(
1− χ
∗(p)
ps
)
. (2.2)
If we write χ˜0(n) = 1 − χ0(n), then χ∗(n) = χ(n) + χ∗(n)χ˜0(n). Let χ be a non-principal imprimitive
character modulo q. Therefore, using the Guinand-Weil explicit formula for χ∗ we get that∑
ρχ∗
h
(
ρ− 12
i
)
=
{
log f
2pi
ĥ(0)− log pi
2pi
ĥ(0)
}
+
1
2pi
∫ ∞
−∞
h(u)Re
Γ′
Γ
(
1
4
+
µχ∗
2
+
iu
2
)
du
− 1
2pi
∞∑
n=2
Λ(n)√
n
{
χ(n) ĥ
(
logn
2pi
)
+ χ(n) ĥ
(− logn
2pi
)}
− 1
2pi
∞∑
n=2
Λ(n)√
n
{
χ∗(n)χ˜0(n) ĥ
(
logn
2pi
)
+ χ∗(n)χ˜0(n) ĥ
(− logn
2pi
)}
.
(2.3)
Note that χ˜0(n) = 0 when n and q are coprime. Therefore the last sum can be bounded in the following
form ∣∣∣∣∣ 12pi
∞∑
n=2
Λ(n)√
n
χ∗(n)χ˜0(n) ĥ
(
logn
2pi
) ∣∣∣∣∣≪ ∑
p|q,k≥1
log p
pk/2
‖ĥ‖∞ ≪ ‖ĥ‖∞. (2.4)
On another hand, by (2.2) we have that L(s, χ∗) and L(s, χ∗) have the same set of non-trivial zeros. There-
fore, we conclude in (2.3) that for each imprimitive character χ modulo q, it follows∑
ρχ
h
(
ρ− 12
i
)
=
1
2pi
∫ ∞
−∞
h(u)Re
Γ′
Γ
(
1
4
+
µχ
2
+
iu
2
)
du+O
(‖ĥ‖∞)
− 1
2pi
∞∑
n=2
Λ(n)√
n
{
χ(n) ĥ
(
logn
2pi
)
+ χ(n) ĥ
(− logn
2pi
)}
,
(2.5)
where µχ ∈ {0, 1}. Finally, for the principal character χ0(n) we use the Guinand-Weil explicit formula for
the Riemann zeta function (see [2, Lemma 8]), that states that∑
ρ
h
(
ρ− 12
i
)
= h
(
1
2i
)
+ h
(
− 1
2i
)
− log pi
2pi
ĥ(0) +
1
2pi
∫ ∞
−∞
h(u)Re
Γ′
Γ
(
1
4
+
iu
2
)
du
− 1
2pi
∑
n≥2
Λ(n)√
n
(
χ0(n) ĥ
(
logn
2pi
)
+ χ0(n) ĥ
(− logn
2pi
))
− 1
2pi
∑
n≥2
Λ(n)√
n
(
χ˜0(n) ĥ
(
logn
2pi
)
+ χ˜0(n) ĥ
(− logn
2pi
))
,
(2.6)
where the sum runs over all non-trivial zeros ρ of ζ(s), and therefore it runs over all non-trivial zeros of
L(s, χ0). Note that the last sum in (2.6) can be bounded as (2.4). Therefore, multiplying (2.1), (2.5) and
(2.6) by χ(b) (note that in the last case χ0(b) = 1) and summing this results to obtain the final sum over all
character modulo q we get (inserting the respective error terms)∑
χ
χ(b)
∑
ρχ
h
(
ρ− 12
i
)
= h
(
1
2i
)
+ h
(
− 1
2i
)
+
1
2pi
∑
χ
χ(b)
∫ ∞
−∞
h(u)Re
Γ′
Γ
(
1
4
+
µχ
2
+
iu
2
)
du
− 1
2pi
∑
χ
∞∑
n=2
Λ(n)√
n
{
χ(b)χ(n) ĥ
(
logn
2pi
)
+ χ(b)χ(n) ĥ
(− logn
2pi
)}
4
+O
(‖ĥ‖∞),
where the sums run over all Dirichlet characters modulo q, and µχ0 = 0. Then, using Fubini’s theorem and
the fact that ∑
χ
χ(b)χ(n) =
ϕ(q) if n ≡ b (mod q)0 if n 6≡ b (mod q),
we obtain the desired result. 
2.2. Brun-Titchmarsh inequality. We will use the following version of the Brun-Titchmarsh inequality
due to Montgomery and Vaughan [16, Theorem 2]:
pi(x+ y; q, b)− pi(x; q, b) < 2y
ϕ(q) log(y/q)
for all x ≥ 1 and y > q. In our case we will use this inequality in the following form: For any ε > 0 sufficiently
small and x ≥ q1/ε we have
pi(x +
√
x; q, b)− pi(x; q, b) < 4
(1− 2ε)ϕ(q)
√
x
log x
. (2.7)
3. Proof of Theorem 1: First part
We follow the idea developed in [4, Section 5]. We start by fixing q ≥ 3 and b ≥ 1 coprime and
assuming GRH. Also, we fix an even and bandlimited Schwartz function F : R → R such that F (0) > 0
and supp(F̂ ) ⊂ [−N,N ] for some parameter N ≥ 1. Therefore, F extends to an entire function, and using
the Phragme´n-Lindelo¨f principle the hypotheses of Lemma 3 are satisfied. Throughout this proof, the error
terms can depend on q, b, and F . Let 0 < ∆ ≤ 1 and 1 < a be free parameters (to be chosen later) such that
2pi∆N ≤ log a. (3.1)
We need to have in mind that a → ∞ and ∆ → 0. Considering the function f(z) = ∆F (∆z) we have
supp(f̂) ⊂ [−∆N,∆N ]. Applying Lemma 3 for the function h(z) = f(z)aiz we obtain∑
χ
χ(b)
∑
γχ
h(γχ) =
{
h
(
1
2i
)
+ h
(
− 1
2i
)}
+
1
2pi
∑
χ
χ(b)
∫ ∞
−∞
h(u)Re
Γ′
Γ
(
1
4
+
µχ
2
+
iu
2
)
du
− ϕ(q)
2pi
∑
n≡ b (mod q)
Λ(n)√
n
ĥ
(
logn
2pi
)
− 1
2pi
∞∑
n=2
Λ(n)√
n
(∑
χ
χ(bn)
)
ĥ
(− logn
2pi
)
+O
(‖ĥ‖∞),
(3.2)
where γχ are the imaginary parts of the non-trivial zeros of L(s, χ). We start by estimating some terms on
the right-hand side of (3.2). Using the estimate in [4, Pag. 553] we get
h
(
1
2i
)
+ h
(
− 1
2i
)
= ∆F (0)
(√
a+
√
a−1
)
+O
(
∆2
√
a
)
. (3.3)
Using Stirling’s formula and the estimate in [4, Pag. 554] we have∫ ∞
−∞
h(u)Re
Γ′
Γ
(
1
4
+
µχ
2
+
iu
2
)
du = O(1).
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Therefore,
1
2pi
∑
χ
χ(b)
∫ ∞
−∞
h(u)Re
Γ′
Γ
(
1
4
+
µχ
2
+
iu
2
)
du = O(1). (3.4)
Also, note that by (3.1) we have for n ≥ 2,
ĥ
(− logn
2pi
)
= 0.
This implies that
1
2pi
∞∑
n=2
Λ(n)√
n
(∑
χ
χ(bn)
)
ĥ
(− logn
2pi
)
= 0. (3.5)
Inserting (3.3), (3.4) and (3.5) in (3.2) it follows that∑
χ
χ(b)
∑
γχ
h(γχ) = ∆F (0)
(√
a+
√
a−1
)
+O
(
∆2
√
a
)− ϕ(q)
2pi
∑
n≡ b (mod q)
Λ(n)√
n
ĥ
(
logn
2pi
)
+O(1).
Then,
∆F (0)
√
a ≤
∑
χ
∑
γχ
∣∣h(γχ)∣∣+ ϕ(q)
2pi
∑
n≡ b (mod q)
Λ(n)√
n
(ĥ)+
(
logn
2pi
)
+O
(
∆2
√
a
)
+O(1). (3.6)
Let us estimate the terms on the right-hand side of (3.6). We recall that for each primitive Dirichlet character
modulo q, we have the formula [8, Chapter 16]
N(T, χ) =
T
pi
log
(
qT
2pi
)
− T
pi
+O(log T + log q),
where N(T, χ) denotes the number of zeros of L(s, χ) in the rectangle 0 < σ < 1 and |γ| ≤ T . Using
integration by parts as in [4, Eq. (5.4)] we obtain for each primitive Dirichlet character modulo q that∑
γχ
|h(γχ)| = log(1/2pi∆)
2pi
‖F‖1 +O(1). (3.7)
Note that the main term in the above expression is independent of q. Then, recalling the relation (2.2), we
have that (3.7) holds for each non-principal imprimitive character modulo q. For the case of the principal
character χ0, we use the estimate for the zeros of the Riemann zeta-function (see [4, Eq. (5.4)]). Therefore,
considering that the number of Dirichlet characters modulo q is ϕ(q) we conclude that∑
χ
∑
γχ
∣∣h(γχ)∣∣ = ϕ(q) log(1/2pi∆)
2pi
‖F‖1 +O(1) (3.8)
Now, we want to bound the second sum on the right-hand side of (3.6). Using the relation between the
functions h and F , this sum is ∑
n≡ b (mod q)
Λ(n)√
n
(F̂ )+
(
log(n/a)
2pi∆
)
. (3.9)
Fix α ≥ 0 and assume that c1 > 0 is a fixed constant such that
lim inf
x→∞
pi
(
x+ c1 ϕ(q)
√
x log x; q, a
)− pi(x; q, a)√
x
≤ α.
6
This implies that for ε > 0, there exists a sequence of x→∞ such that
pi
(
x+ c1 ϕ(q)
√
x log x; q, a
)− pi(x; q, a)√
x
< α+ ε.
For each x in the sequence, we choose a and ∆ such that[
x, x+ c1 ϕ(q)
√
x log x
]
=
[
ae−2pi∆, ae2pi∆
]
and this implies that (see [4, Eq. (5.7)-(5.8)])
4pi∆ = c1 ϕ(q)
log x√
x
+O
(
log2 x
x
)
,
and
a = x+O(
√
x log x).
Since supp(F̂ ) ⊂ [−N,N ], the sum in (3.9) runs over ae−2pi∆N ≤ n ≤ ae2pi∆N with n ≡ b (mod q). Then
the contribution of the prime powers n = pk with n ≡ b (mod q) in that interval is O(1). The contribution
of the (at most) (α+ ε)
√
x primes in the interval (x, x+ c1 ϕ(q)
√
x log x] = (ae−2pi∆, ae2pi∆] to the sum (3.9)
is bounded above by (using that (F̂ )+(t) ≤ ‖F‖1)
‖F‖1
∑
p∈(ae−2pi∆,ae2pi∆]
log p√
p
≤ ‖F‖1(α+ ε)
√
x
log x√
x
= ‖F‖1(α+ ε) log x.
Finally, to estimate the contribution of the primes in the intervals [ae−2pi∆N , ae−2pi∆] and [ae2pi∆, ae2pi∆N ]
we use the Brun-Titchmarsh inequality (2.7). We also need the following estimate: For g ∈ C1([a, b]) we
have
0 ≤ S(g+, P )−
∫ b
a
g+(t) dt ≤ δ(b − a) sup
x∈[a,b]
|g′(x)|, (3.10)
where P is a partition of [a, b] of norm at most δ and S(g+, P ) is the upper Riemann sum of the function
g+ and the partition P . We apply (3.10) with the function
g(t) = F̂
(
log(t/a)
2pi∆
)
,
and the partition P = {x0 < ... < xJ} that cover the interval [ae2pi∆, ae2pi∆N ] ⊂ ∪J−1j=0 [xj , xj+1], with
x0 = ae
2pi∆, xj+1 = xj+
√
xj . If we defineMj = sup{g+(x) : x ∈ [xj .xj+1]}, then S(g+, P ) =
∑J−1
j=0 Mj
√
xj .
Therefore, by (2.7) and (3.10) it follows∑
1≤
log p/a
2pi∆ ≤N
p≡ b (mod q)
log p√
p
(F̂ )+
(
log(p/a)
2pi∆
)
≤
J−1∑
j=0
(
log xj√
xj
Mj
)
4
√
xj
(1− 2ε)ϕ(q) log xj ≤
4
(1− 2ε)ϕ(q)
(
1√
a
J−1∑
j=0
Mj
√
xj
)
=
4
(1− 2ε)ϕ(q)
(
1√
a
∫ xJ
x0
(F̂ )+
(
log(t/a)
2pi∆
)
dt+
1√
a
(
S(g+, P )−
∫ xJ
x0
(F̂ )+
(
log(t/a)
2pi∆
)
dt
))
≤ 4
(1− 2ε)ϕ(q)
(
√
a(2pi∆)
∫ N
1
(F̂ )+(t) e2pi∆t dt+O
(
1
2pi∆
(e2pi∆N − e2pi∆)
))
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≤ 4
√
a (2pi∆)
(1− 2ε)ϕ(q)
∫ N
1
(F̂ )+(t) dt+O(1), (3.11)
where we used that 0 ≤ ex − 1 ≤ 2x for 0 ≤ x ≤ 1. We treat the other interval in a similar way, obtaining∑
−N≤ log p/a2pi∆ ≤−1
p≡ b (mod q)
log p√
p
(F̂ )+
(
log(p/a)
2pi∆
)
≤ 4
√
a (2pi∆)
(1− 2ε)ϕ(q)
∫ −1
−N
(F̂ )+(t) dt+O(1). (3.12)
Combining (3.11) and (3.12) we obtain
∑
1<| log(p/a)2pi∆ |≤N
p≡ b (mod q)
log p√
p
(F̂ )+
(
log(p/a)
2pi∆
)
≤ 4
√
a(2pi∆)
(1− 2ε)ϕ(q)
∫
[−1,1]c
(F̂ )+(t) dt +O(1).
Therefore, grouping the previous estimates, we conclude that∑
n≡ b (mod q)
Λ(n)√
n
(ĥ)+
(
logn
2pi
)
≤ ‖F‖1 (α+ ε) log x+
4
√
a (2pi∆)
(1− 2ε)ϕ(q)
∫
[−1,1]c
(F̂ )+(t) dt+O(1). (3.13)
Then, inserting the estimates (3.8) and (3.13) in (3.6) it follows that
∆
√
a
(
F (0)− 4
(1 − 2ε)
∫
[−1,1]c
(F̂ )+(t) dt
)
≤ϕ(q)
2pi
‖F‖1 (α + ε) log x+ ϕ(q)
log(1/2pi∆)
2pi
‖F‖1 +O(1).
Sending x→∞ along the sequence we obtain that
c1 ≤ (1 + 2α+ 2ε) ‖F‖1
F (0)− 4(1−2ε)
∫
[−1,1]c
(F̂ )+(t) dt
,
and with ε→ 0 we get
c1 ≤ (1 + 2α) ‖F‖1
F (0)− 4 ∫[−1,1]c(F̂ )+(t) dt .
Finally, we recall that in [4, Subsection 4.1] it is showed that to find the sharp constants C+(A) in (1.2),
without loss of generality we can restrict to the subset of A+ such that F̂ ∈ C∞c (R). Therefore, we conclude
inf
{
c1 > 0; lim inf
x→∞
pi
(
x+ c1 ϕ(q)
√
x log x; q, b
)− pi(x; q, b)√
x
> α
}
≤ (1 + 2α)C+(4) .
4. Numerically optimizing the bounds
We first reformulate (1.2) as a convex optimization problem:
Lemma 4. Let F be the set of tuples (f1, . . . , f4) with f1, . . . , f4 ∈ L1(R) even, nonnegative, continuous
functions such that f̂1(0) + f̂2(0) = 1 and f1 − f2 = f̂3 − f̂4. For A ≥ 1 we have
C+(A) = sup
(f1,f2,f3,f4)∈F
(
f1(0)− f2(0)−A
∫
[−1,1]c
f3(t) dt
)
.
Proof. Given (f1, f2, f3, f4) ∈ F we set F := f1 − f2 = f̂3 − f̂4. Then,
‖F‖1 = ‖f1 − f2‖1 ≤ ‖f1‖1 + ‖f2‖1 = f̂1(0) + f̂2(0) = 1.
Further, F (0) = f1(0)− f2(0) and (F̂ )+(x) = (f3 − f4)+(x) ≤ f3(x). This shows
C+(A) ≥ sup
(f1,f2,f3,f4)∈F
(
f1(0)− f2(0)−A
∫
[−1,1]c
f3(t) dt
)
.
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On the other hand, for F ∈ A+ with F 6= 0, we define f1 := F+, f2 := F−, f3 := (F̂ )+, and f4 := (F̂ )−,
where f−i (x) = min{fi(x), 0}. Then ‖F‖1 = f̂1(0) + f̂2(0), F (0) = f1(0) − f2(0), and (F̂ )+ = f3, which
shows the other inequality. 
To find good functions we restrict to functions fi of the form fi(x) = pi(x
2)e−pix
2
where pi is a polynomial.
We then use the sum-of-squares characterization
pi(u) = vd(u)
TQivd(u) + u vd−1(u)
TRivd−1(u),
where Qi and Ri are positive semidefinite matrices, and vk(u) a vector whose entries form a basis for the
polynomials of degree at most k. This enforces that pi is nonnegative on [0,∞), and each polynomial that
is nonnegative on [0,∞) is of this form. For the numerical conditioning a good choice for the basis is
vk(u) =
(
L
−1/2
0 (piu), . . . , L
−1/2
k (piu)
)
,
where L
−1/2
i is the Laguerre polynomial of degree i with parameter −1/2.
The conditions f̂1(0)+ f̂2(0) = 1 and f1− f2 = f̂3− f̂4 are linear in the entries of the matrices Qi and Ri.
A numerically stable way of enforcing these constraints is to first compute f̂3− f̂4 by using that the Fourier
transform of |x|2ke−pi|x|2 is k!/pikL−1/2k (pi|x|2)e−pi|x|
2
, and then express f1 − f2 − (f̂3 − f̂4) in the Laguerre
basis and equating all coefficients to zero. The linear objective
f1(0)− f2(0)−A
∫
[−1,1]c
f3(t) dt
can be expressed explicitly as a linear functional in the entries of Qi and Ri, for i = 1, 2, 3, using the identity∫
xme−pix
2
dx = − 1
2pim/2+1/2
Γ
(
m+ 1
2
, pix2
)
,
where Γ is the upper incomplete gamma function This reduces the optimization problem to a semidefinite
program that can be optimized with a numerical semidefinite programming solver.
The main issue now is to get a rigorous bound from the numerical output, for which we adapt the approach
from [15]. Instead of optimizing over Qi and Ri we fix ε = 10
−20 and set Qi = Q˜i+εI and Ri = R˜i+εI. We
then optimize over the positive semidefinite matrices Q˜i and R˜i. In this way the matrices Qi and Ri will be
positive semidefinite even if the matrices Q˜i and R˜i computed by the solver have slightly negative eigenvalues.
We then use ball arithmetic (using the Arb library [13]) to verify rigorously that all matrices Qi and Ri are
indeed positive semidefinite, and compute a rigorous lower bound b on the smallest eigenvalue of Q4. Then
we compute a rigorous upper bound B on the largest (in absolute value) coefficient of (f̂1 − f̂2)− (f3 − f4)
in the basis given by the diagonal and upper diagonal of the matrix vd(x)vd(x)
T. Let Q′4 be the symmetric
tridiagonal matrix such that
(f̂1 − f̂2)− (f3 − f4) = vd(x)TQ′4 vd(x).
Since λmin(Q4 + Q
′
4) ≥ λmin(Q4) + λmin(Q′4) and λmin(Q′4) ≥ −2B by the Gershgorin circle theorem, the
matrix Q4+Q
′
4 is positive semidefinite if b ≥ 2B. We now verify this inequality and replace Q4 by Q4+Q′4.
Then the identity (f̂1 − f̂2)− (f3 − f4) = 0, and thus the identity f1 − f2 = (f̂3 − f̂4), holds exactly. Since
1
f̂1(0) + f̂2(0)
(
f1(0)− f2(0)−A
∫
[−1,1]c
f3(t) dt
)
(4.1)
does not depend on Q4, an upper bound on (4.1), again computed using ball arithmetic, gives a rigorous
upper bound on C+(A). The arXiv version of this paper contains the matrices Qi and Ri (computed with
9
degree d = 90) and a simple script using Julia/Nemo/Arb [1, 11, 13] to perform this verification procedure
(as well as a script to setup and solve the semidefinite programs using sdpa-gmp [17]).
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