Abstract. Terminating functional programs should be deterministic, i.e., should evaluate to a unique result, regardless of the evaluation order. For equational functional programs such determinism is exactly captured by the ground confluence property. For terminating equations this is equivalent to ground local confluence, which follows from local confluence. Checking local confluence by computing critical pairs is the standard way to check ground confluence. The problem is that some perfectly reasonable equational programs are not locally confluent and it can be very hard or even impossible to make them so by adding more equations. We propose a three-step strategy to prove that an equational program as is is ground confluent: First: apply the strategy proposed in [8] to use non-joinable critical pairs as completion hints to either achieve local confluence or reduce the number of critical pairs. Second: use the inductive inference system proposed in this paper to prove the remaining critical pairs ground joinable. Third: to show ground confluence of the original specification, prove also ground joinable the equations added. These methods apply to order-sorted and possibly conditional equational programs modulo axioms such as, e.g., Maude functional modules.
Introduction
Functional programs should be deterministic; that is, if they terminate for a given input, they should return a unique value, regardless of the evaluation order. Ground confluence is the precise characterization of such determinism for functional equational programs associated to equational theories of the form E = (Σ, E B), were B are structural axioms and E are, possibly conditional, equations that are executed as rewrite rules − → E modulo B. Therefore, for execution purposes, all the relevant information is contained in the rewrite theory R E = (Σ, B, − → E ). Since ground confluence is essential both for correct execution and for almost any form of formal verification about properties of E and R E , methods to prove ground confluence are very important.
The standard method to do so for a terminating equational program R E = (Σ, B, − → E ) is to: (i) prove that it is indeed operationally terminating (and if Σ is order-sorted, also sort decreasing); and then (ii) since operational termination plus local confluence imply confluence, prove the stronger property that R E is locally confluent (modulo B). This tends to work well in many cases, but not always. The thorny issue addressed in this paper is what to do when this standard method does not work.
In [8] , the wild goose chase for a convergent specification by attempting a KnuthBendix completion of E was explicitly discouraged, since it can often lead to an infinite loop and, even if it were to succeed, can result in a highly bloated and hard to understand specification. Instead, the following incremental strategy in the spirit of Knuth-Bendix was suggested: since failure of a proof of local confluence will generate a set of unjoinable critical pairs characterizing the most general cases in which rules cannot be shown confluent, such critical pairs can be used as very useful hints for a user to try to either: (i) orient a critical pair as a rule and add it to the specification; or (ii) if the critical pair has the form C[u] = C [v] with C a common context, orient instead u = v and add it to the specification; or (iii) generalize u = v in cases (i) and (ii) into a more general u = v that has u = v as a substitution instance and add an oriented version of u = v to the specification. In this way, we obtain a new specification R E = (Σ, B, − → E − → G), where − → G are the new oriented equations added by methods (i)-(iii). If R E is locally confluent, operationally terminating, and sort-decreasing, we are done; otherwise, we can iterate the process with the critical pairs obtained for R E .
In practice, this incremental strategy works reasonably well, but not always. Furthermore, it raises the following unsolved questions:
1. Have we changed the initial algebra semantics? That is, do the original R E and its extension R E have the same initial algebra when viewed as equational theories? If only additions of type (i) are made, this is always true; but additions of type (ii)-(iii) are often needed in practice. 2. Was the original specification R E already ground confluent? That is, can we use R E as the proverbial "Wittgenstein ladder" that we can kick away after we have proved its local confluence? 3. What do we do when we run into a wall? Specifically, the "wall" of having an equation u = v obtained by methods (i)-(iii) above that cannot be oriented because it would lead to non-termination.
Our Contributions. This paper provides new methods that answer these three questions and can greatly help in proving an original specification ground confluent. In a nutshell, a more general and powerful strategy is proposed with three steps: First: use the above-described strategy from [8] as far as it can go. Second: if you hit the wall of non-orientability for some critical pairs (Question 3), prove the ground joinability of such remaining pairs by the inductive methods presented in this work. Third: to ensure preservation of the initial algebra semantics (Question 1) and the ground confluence of the original specification (Question 2), use the same inductive methods to prove ground joinability of all the equations added along the first step. Of course, one could skip the first step altogether and merge the second and third steps into one; but this may require a considerably bigger effort, since the whole point of taking the first step is to greatly reduce the number of pairs to be proved ground joinable. Furthermore, the user may have made an actual mistake in the original specification R E , so that the second and third steps become meaningless. In such a case, the first step can be quite helpful in identifying such mistakes and help the user restart the process with a new specification.
Paper organization. Preliminaries are gathered in Section 2. The strategy's First
Step is illustrated in Section 3 by a hereditarily finite sets specification that does indeed run into a non-orientability wall. The inductive inference system for ground confluence is presented and proved sound in Section 4, and is illustrated by proving the inductive joinability of the non-orientable critical pair from Section 3, thus illustrating the Second
Step. The Third
Step is then illustrated in detail for the running example in Section 5. Some related work and conclusions are discussed in Section 6. Results for the mechanized proofs and proofs for auxiliary results can be found in the Appendices A-D.
and T Σ/E ) denote the quotient algebras induced by = E on the term algebras T Σ (X) and T Σ , respectively. T Σ/E is called the initial algebra of (Σ, E).
We assume acquaintance with the usual notions of position p in a term t, subterm t| p at position p, and term replacement t[u] p at position p (see, e.g., [5] ). A rewrite theory is a tuple R = (Σ, E, R) with (Σ, E) an order-sorted equational theory and R a finite set of possibly conditional Σ-rules, with conditions being a conjunction of Σ-equalities. A rewrite theory R induces a rewrite relation → R on T Σ (X) defined for every t, u ∈ T Σ (X) by t → R u iff there is a rule (l → r if φ) ∈ R, a term t , a position p in t , and a substitution θ :
is called the initial reachability model of R [3] . In this paper we will mostly focus on rewrite theories of the form R E = (Σ, B, − → E ) associated to an equational theory E = (Σ, E B), were: (i) B are decidable structural axioms whose equations u = v ∈ B are linear (no repeated variables in either u or v) and regular (same variables in u and v), for which a matching algorithm exists, and (ii) the possibly conditional rewrite rules − → E are strictly B-coherent [13] . Under such assumptions, the rewrite relation t → R E u holds iff there exists u such that u = B u, and t →− → E ,B u , where, by definition, t →− → E ,B u iff there exists a rule (l → r if φ) ∈ − → E , a position p in t and a substitution θ such that t| p = B lθ, u = t[rθ] p , and R E φθ. We will assume throughout that the rules − → E are always strictly B-coherent. We finally assume that the axioms B are: (i) sort-preserving, i.e., for each (u = v) ∈ B and substitution σ we have ls(uσ) = ls(vσ); and (ii) term-size preserving 4 , i.e., if t = B t , then |t| = |t |.
Appropriate requirements are needed to make an equational theory E = (Σ, E B) admissible as an equational program, i.e., for making R E = (Σ, B, − → E ) executable in languages such as Maude [4] . In this paper, besides the above assumptions about B and − → E , we assume that the rules in − → E are sort-decreasing, operationally terminating, and ground confluent modulo B. The rewrite rules − → E are sort decreasing modulo B iff for each (t → u if γ) ∈ − → E and substitution θ, ls(tθ) ≥ ls(uθ) if R E γθ. R E = (Σ, B, − → E ) is operationally terminating modulo B [6] iff there is no infinite well-formed proof tree in (Σ, B, 
An Equational Specification for Hereditarily Finite Sets
When checking the confluence of an equational specification, the CRC tool [8, 9] provides as result a set of critical pairs that cannot be joined automatically by its built-in heuristics. They are proof obligations that can either be proved joinable or used as guidance for modifying the input specification. The methodology proposed in [8] for using the CRC tool suggests that critical pairs can help in identifying theorems of the original specification which, when added to it, may lead to a confluent or ground confluent specification. However, as the example of HF-SETS presented in this section shows, the analysis of critical pairs to modify a specification, though a useful first strategy, may be insufficient to make the specification ground confluent. Other techniques, such as the ones presented in Section 4, may be needed. Consider the specification of hereditarily finite sets below, namely, of finite sets whose elements are all hereditarily finite sets (see, e.g., [11] ). The recursive definition of well-founded hereditary sets has the empty set as the base case and if s 1 , . . . , s k are hereditarily finite, then so is {s 1 , . . . , s k }. These sets play a key role in axiomatic set theory because they are a model of all the axioms of set theory except for the axiom of infinity. Furthermore, as the methods developed in this work will show, the initial model of the HF-SETS specification below is a consistent model of set theory without the axiom of infinity. *** set membership for several elements eq [11] : S in {S} = true . eq [12] : S in {} = false . eq [13] : {} in {{M}} = false . eq [14] : {M} in {{}} = false . eq [15] : {M} in {{M'}} = M in {M'} and M' in {M} . eq [16] The Church-Rosser check of the HF-SETS module using the CRC tool says that the specification is sort-decreasing, but it cannot show that it is locally confluent, returning eight critical pairs as proof obligations. At this point, there are two alternatives: either (i) we try to prove the ground joinability of these critical pairs to conclude that the specification is locally ground confluent, or (ii) we follow the iterative strategy proposed in [8] to get a locally confluent specification or at least reduce the number of critical pairs for which a proof of joinability is necessary. In the rest of this section, we explore the second alternative. The first alternative will be revisited after the second one is exhausted (both are useful) in Section 5.
The following one is one of the critical pairs returned by the check: This critical pair comes from the overlap of equations 01 and 63. Indeed, this critical pair cannot be further reduced because there is no idempotency equation for the union operator on sets. We can see the same problem in other four of the critical pairs reported by the tool. Although S U S = S could be proven in HF-SETS-0, there is the alternative option of extending the specification with an idempotency equation for set union.
fmod HF-SETS-1 is protecting HF-SETS-0 . var S : Set .
eq [44]: S U S = S . endfm
The Church-Rosser checker tool produces the following output for HF-SETS-1:
The following critical pairs must be proved joinable:
cp HF-SETS-118 for 53 and 53 P({#6:Magma}) U augment(P({#6:Magma}), S:Set) U augment(P({#6:Magma}) U augment(P({#6:Magma}), S:Set), #1:Set) = P({#6:Magma}) U augment(P({#6:Magma}), #1:Set) U augment(P({#6:Magma}) U augment(P({#6:Magma}), #1:Set), S:Set). cp HF-SETS-1355 for 01 and 53 P({#3:Magma}) U augment(P({#3:Magma}), S:Set) = P({#3:Magma}) U augment(P({#3:Magma}), S:Set) U augment(P({#3:Magma}) U augment(P({#3:Magma}), S:Set), S:Set). The module is sort-decreasing.
A careful study of these critical pairs suggests the need for an equation to apply augment over the union operator.
fmod HF-SETS-2 is protecting HF-SETS-1 .
vars S S' T : Set .
eq [64]: augment(S U S', T) = augment(S, T) U augment(S', T) . endfm
The critical pairs get further reduced in HF-SETS-2, but two remain:
cp HF-SETS-218 for 53 and 53 P({#6:Magma}) U augment(P({#6:Magma}), S:Set) U augment(P({#6:Magma}), #1:Set) U augment(augment(P({#6:Magma}), S:Set), #1:Set) = P({#6:Magma}) U augment(P({#6:Magma}), S:Set) U augment(P({#6:Magma}), #1:Set) U augment(augment(P({#6:Magma}), #1:Set), S:Set). cp HF-SETS-2411 for 01 and 53 P({#3:Magma}) U augment(P({#3:Magma}), S:Set) = P({#3:Magma}) U augment(P({#3:Magma}), S:Set) U augment(augment(P({#3:Magma}), S:Set), S:Set). The module is sort-decreasing.
The second critical pair suggests the need for an equation handling the repeated application of the augment operator.
fmod HF-SETS-3 is protecting HF-SETS-2 .
vars S T : Set .
eq [65]: augment(augment(S, T), T) = augment(S, T) . endfm
However, one critical pair remains in HF-SETS-3:
Church-Rosser check for HF-SETS-3
cp HF-SETS-318 for 53 and 53 P({#6:Magma})U augment(P({#6:Magma}),S:Set)U augment(P({#6:Magma}),#1:Set)U augment(augment(P({#6:Magma}),S:Set),#1:Set) = P({#6:Magma})U augment(P({#6:Magma}),S:Set)U augment(P({#6:Magma}),#1:Set)U augment(augment(P({#6:Magma}),#1:Set),S:Set). The module is sort-decreasing.
It is not obvious at all how to eliminate this critical pair, since adding the equation eq augment(augment(S, S'), T) = augment(augment(S, T), S') .
would make the specification non-terminating. This suggests that the second approach, i.e., the strategy of trying to complete the specification by analyzing the unjoinable critical pairs has now been exhausted. However, the original problem has now been reduced to a single critical pair. At this point, the best approach is to prove the inductive joinability of the critical pair HF-SETS-318 obtained in the check of HF-SETS-3, and thus conclude that the specification is ground locally confluent. Section 4 presents techniques for carrying out such inductive proofs. Indeed, it will also present results showing that the original specification was already ground confluent!, without the need for the extra equations added in the process. The specification is terminating. Indeed, the MTT tool is able to find termination proofs for all the versions of the HF-SETS module, and specifically for HF-SETS-3 (see Appendix B). A proof of the sufficient completeness of the specification can be found in Appendix C.
Finally, note that if an added equation comes from orienting a critical pair, it is a logical consequence of the specification and therefore the new specification has the same initial model of the old one. Although the additional equations added during the process may not be those obtained from critical pairs as such, proving that they are ground joinable is enough to show that they are actually inductive lemmas, and therefore -as explained in more detail in Theorem 6 in Section 4-that they both preserve the initial algebra semantics and can be removed from the original specification.
Proving Ground Joinability
This section presents inductive techniques for proving ground joinability for rewrite theories associated to equational specifications. These techniques are presented as metatheorems about the ground reachability relation induced by a rewrite theory and are used to justify the inference system also presented in this section. Definition 1. Let R be a rewrite theory with signature Σ = (S , ≤, F) and t, u ∈ T Σ (X) s for some s ∈ S . The terms t and u are called:
The authors of [16] investigate constructor-based inductive techniques for proving ground joinability. They distinguish two notions of constructors for a rewrite theory R, namely, one for the equations and another one for the rules in R.
Definition 2 (Defs. 5 and 6 [16] ). Let R = (Σ, E, R) be a rewrite theory with underlying equational theory E = (Σ, E). A constructor signature pair for R is a pair (Υ, Ω) of ordersorted subsignatures Υ = (S , ≤, F Υ ) ⊆ Ω = (S , ≤, F Ω ). The sets of terms T Υ = {T Υ,s } s∈S and T Ω = {T Ω,s } s∈S are called, respectively, E-constructor terms and R-constructor terms. The rewrite theory R is called: (1) and (2) hold.
The notion of sufficient completeness for a rewrite theory R relative to a constructor signature pair (Υ, Ω) is that Ω ⊆ Σ are the constructors for the equations and Υ ⊆ Ω the constructors for the rules, thus including the standard concept of constructor for equational specifications as a special case. The intuition behind equational constructor terms is that any ground Σ-term should be provably equal to a term in T Ω and for rewrite constructors that any Σ-term should be rewritable to a term in T Υ .
It is sufficient to consider all R-constructor terms in T Υ,s when inducting on a variable x of sort s, for a proof on inductive joinability in R to be sound.
Theorem 1 (Thm. 6 [16] ). Let R be a rewrite theory with signature Σ = (S , ≤, F) and t, u ∈ T Σ (X) s for some s ∈ S . If R is sufficiently complete relative to the constructor signature pair Fig. 1 : Inference rules for proving joinability for a rewrite theory R by rewrite-based reasoning, and inductive reasoning for contexts and substitution instances. Figure 1 presents the Join, Ctx and Gral inference rules for proving joinability for a rewrite theory R, respectively, by rewrite-based reasoning, inductive reasoning under contexts, and generalization. The soundness of the Join rule is straightforward to obtain, while Theorem 2 justifies the soundness of the Ctx and Gral rules. This result can be used to simplify the complexity of terms to be joinable if they share a common context. Theorem 2. Let R be a rewrite theory with signature Σ = (S , ≤, F) and
Proof. The two properties follow from the fact that the rewrite relation → R is closed under contexts and substitutions.
Since the goal is to prove ground joinability of a rewrite theory of the form R E = (Σ, B, − → E ) associated to an equational theory E = (Σ, E B), such as that for hereditarily finite sets presented in Section 3, the most appropriate notion of constructor is that of R E -constructors. More precisely, a constructor signature pair for R E has always the form (Υ, Σ) because the only equations in R E are the axioms B not associated to any rewriting. Hence, R E sufficient completeness is always relative only to Υ.
Reasoning about ground joinability requires inductive inference support, e.g., in the form of a constructor-based scheme using finite generating sets. Definition 3. Let E = (Σ, E B) be an equational theory, with Σ = (S , ≤, F), such that the rewrite theory R E is weakly terminating, ground sort-decreasing, and has subsignature Υ of R E -constructors. Further, let s ∈ S . A set G s ⊆ T Υ,s (X) is a (finite) generating set for s modulo B iff G s is finite, G s ∩ X = ∅, and
The following induction scheme is sound for inferring ground joinability in R E . Theorem 3. Let R E be a weakly terminating and ground sort-decreasing rewrite theory, with signature Σ = (S , ≤, F) and subsignature Υ of R E -constructors. Moreover, let t, u ∈ T Σ (X), x ∈ vars(t, u) ∩ X s for some s ∈ S , and G s a generating set for s modulo B, such that (without loss of generality) vars(G s ) ∩ vars(t, u) = ∅. Then:
Proof. By contradiction. Suppose the antecedent holds, but there is a ground substitution σ ∈ [vars(t, u) −→ T Σ ] such that R E (t ↓ u)σ. Note, however, that by − → E being strict B-coherent and G s being a generating set for s modulo B, σ is always of the form σ = B {x → w}τ, for some w ∈ G s and substitution τ, and then we have
Consider now the non-empty set of ground terms
where Y w = (vars(t, u) \ {x}) ∪ vars(w). Pick wτ 0 of smallest term size possible in the above set. By the strict B-coherence of − → E and the assumption that the axioms B are size-preserving, this means that for any ground substitution σ ∈ [vars(t, u) −→ T Σ ], such that R E (t ↓ u)σ, we must have |σ(x)| ≥ |wτ 0 |. In particular, since w ∩ X = ∅, this means that for each y ∈ vars(w) ∩ X ≤s we must have |τ 0 (y)| < |wτ 0 | and therefore R E (t ↓ u){x → y}τ 0 . But, by hypothesis this implies R E (t ↓ u){x → w}τ 0 , a contradiction.
It is also sound to reason about ground joinability in R E using case analysis based on the R E -constructor signature Υ.
Theorem 4.
Let R E be a weakly terminating and ground sort-decreasing rewrite theory, with signature Σ = (S , ≤, F) and subsignature Υ of R E -constructors. Moreover, let t, u ∈ T Σ (X), x ∈ vars(t, u) ∩ X s for some s ∈ S , and G s a generating set for s modulo B, such that (without loss of generality) vars(G s ) ∩ vars(t, u) = ∅. Then:
For the proof in the opposite direction, let σ ∈ [X −→ T Σ ] be such that R E (t ↓ u)σ: the goal is to show that R E (∀X) w∈G s (t ↓ u){x → w}, for some w ∈ G s . Since G s is a generating set for the sort s and x ∈ X s , then there is w ∈ G s and ρ ∈ [X −→ T Σ ] such that σ(x) = B wρ. Let σ = σ |vars(t,u)\{x} ρ and observe that σ is well-defined because of the assumption vars(G s ) ∩ vars(t, u) = ∅. Furthermore, observe:
Hence, by the strict B-coherence of − → E , we must have R E (∀X) w∈G s (t ↓ u){x → w}.
This concludes the inference system for proving ground joinability. However, an important practical issue remains: how should the checking of R (∀X) t ↓ u used Fig. 2 : Inference rules for proving ground joinability for a rewrite theory R E with R Econstructors Υ by induction relative to the generating set G s and by constructor-based case analysis on a variable x ∈ vars(t, u) ∩ X s .
in inference rule Join be best mechanized? After all, t ↓ u is a somewhat complex relation, involving existential quantification. This issue can be satisfactorily addressed by means of a program transformation R E → R ≈ E that extends the possibly conditional and operationally terminating rewrite theory R E , associated to an equational theory E = (Σ, E B), to a theory R ≈ E with: (i) a new sort Prop with constant tt and (ii) a new operator _ ≈ _ with the rule x ≈ x → tt, such that
Since the right side of the equivalence is a reachability property and the transformation R E → R ≈ E preserves operational termination, the theory R ≈ E and Maude's search command can be used to check that R (∀X) t ↓ u. This is used in the Example 1 below, where the binary function symbol join implements the operator _ ≈ _. The precise description of the R E → R ≈ E transformation is given in Appendix D. Example 1. Recall from Section 3 the only critical pair output by the CRC tool for the HF-SETS-3 specification; the goal is to prove:
By the Ctx rule it suffices to prove:
Moreover, since P({M}) has sort Set, this statement can be proved by considering a stronger property, namely, by using the Gral rule and proving:
This proof obligation can be dealt with by using the CtorCases rule on S ∈ X Set with generating set G Set = {{}, {M}} and M ∈ X Magma . This rule application results in the following two proof obligations:
The first proof obligation can be discharged by a search command in R The second proof obligation can be handled using the GSInd rule on M ∈ X Magma with generating set G Magma = {S , (S , M )}, S ∈ X Set , and M ∈ X Magma :
where ψ is the formula:
For the first one of these two proof obligations, a proof can be found as follows:
search in HF-SETS-3-REACH : join(augment(augment({S'}, S), T), augment(augment({S'}, T), S)) =>! tt . Solution 1 (state 14)
For the second proof obligation, it suffices to rewrite both terms in the consequent of the implication and use the second conjunct in ψ, together with the Join and Ctx, to join the resulting terms: Therefore, all critical pairs of HF-SETS-3 are ground joinable; hence, HF-SETS-3 is ground convergent, as desired.
But is the original specification HF-SETS itself ground convergent? That is, can the extra equations in HF-SETS-3 just be used as scaffolding and then be removed as unnecessary? The following result shows that, if the successive addition of oriented equalities leads us to a ground convergent theory and such equalities are ground joinable, then the added equations are indeed unnecessary. The main idea is that, starting from an equational specification E 0 , if a sequence of equational theories E 0 ⊆ E 1 ⊆ · · · ⊆ E n can be built by incrementally adding new equations (e.g., resulting from critical pairs between the equations), and if the new equations added at each step can be shown ground joinable, then the ground confluence of E n implies the ground confluence of each E i , and in particular of E 0 . E 1 B) where − → E 0 , B is sufficiently complete with respect to a subsignature Ω, (Σ,
| Ω , and all equations in E 1 − E 0 are ground E 0 , B-joinable. Then, prove is its ground confluence. But since, by Theorem 5,
Finally, we already know by the Induction Hypothesis that all the theories
have the same initial algebra, and, by ground-joinability of E 1 − E 0 , that
Therefore, we also get T Σ/E 0 B = T Σ/E 1 B , as desired.
Theorem 6 justifies the view of the new equations suggested by critical pairs obtained, say, from the CRC tool, as hints for extending our original specification as "scaffolding" that can be abandoned after we have reached a ground convergent extension (Σ, E n B). Going back to the example in Section 3, once the HF-SETS-3 module has been proven ground convergent, we can conclude that the original HF-SETS specification is also ground convergent, provided we can show that the equations added at stage i + 1 were ground joinable relative to stage i. This is shown to be the case in Section 5 by providing proofs of ground joinability for the five equations added in HF-SETS-0, HF-SETS-1, HF-SETS-2, and HF-SETS-3 in Section 3.
Ground Convergence of HF-SETS
The goal of this section is to conclude that the equational specification HF-SETS presented in Section 3 is ground convergent, and therefore that its initial model is a model of set theory without the axiom of infinity. The key tools for achieving this goal are the inference system for inductive joinability and Theorem 6, both presented in Section 4. By knowing that R HF-SETS-3 is terminating (Appendix B), sort decreasing (Section 3), and that HF-SETS is sufficiently complete (Appendix C), the conditions in Theorem 6 apply and we just need to show the ground joinability of the added equations.
That is, since HF-SETS-3 is ground convergent and the theory inclusions
satisfy the requirements of Theorem 6, it suffices to prove
in order to conclude that HF-SETS is ground convergent. In what follows, detailed proofs are provided for the last three proof obligations. The first two properties can be proved by following a similar approach. The third proof obligation is dealt with by using the CtorCases rule on S ∈ X Set with generating set G Set = {{}, {M}} and M ∈ X Magma : Next, for the fourth proof obligation, a sequence of inference steps are needed. First, the CtorCases rule is used on S Set with generating set G Set = {{}, {M}} and M ∈ X Magma , resulting in the following proof obligations:
For the second one of these two proof obligations, the CtorCases rule on S ∈ X Set with generating set H Set = {{}, {M }} and M ∈ X Magma is used; this transforms the second proof obligation in the following two proof obligations:
The remaining three proof obligations can be automatically discharged by Maude in R The fifth, and last proof obligation, is dealt with by using the CtorCases rule on S ∈ X Set with generating set G Set = {{}, {M}} and M ∈ X Magma . This rule application results in the following two proof obligations:
The first proof obligation can be discharged automatically:
The remaining proof obligation can be handled with the help of the GSInd rule with generating set G Magma = {S , (S , M )}, S ∈ X Set and M ∈ X Magma :
These two proof obligations can be solved with the help of Maude: Note that the terms obtained by the last two search commands can be joined by assuming ψ.
The initial goal has now been reached. Namely, since all the equations added in the process of building the tower of theory inclusions
have been shown ground joinable, Theorem 6 guarantees that the equational specification HF-SETS for hereditarily finite sets is ground convergent.
Related Work and Conclusion
In [2] , A. Bouhoula proposes an inference system for simultaneously checking the sufficient completeness and ground confluence of constructor-based equational specifications. His approach computes a pattern tree for every defined symbol and identifies a set of proof obligations whose inductive validity has to be checked: it they all are inductive theorems, then the specification is both sufficiently complete and ground confluent; otherwise, it outputs a counterexample. The main difference between the two approaches is that the one presented in this paper can handle both conditional specifications and reasoning modulo axioms, while [2] does not support reasoning modulo axioms. More recently, Nakamura et al. [15] propose incremental techniques for proving termination, confluence, and sufficient completeness of OBJ specifications. Their inference system is also based on the notion of constructor subsignatures, handles conditional equations, and provides sufficient conditions for ensuring such an incremental extension in a modular way. However, for ground confluence, their method has been developed for extensions that preserve the set of critical pairs relative to the extended specification.
Different tools and techniques have been proposed for proving and disproving confluence. Tools such as CSI [14] or ACP [1] are automatic confluence provers for firstorder rewrite systems. These tools implement different criteria for proving both confluence and non-confluence.
This work has addressed a thorny and important problem in reasoning about equational programs and algebraic specifications with an initial algebra semantics: the fact that in practice a substantial number of such programs and specifications are perfectly reasonable and there is nothing wrong with them, yet they are not locally confluent and therefore fall outside the scope of the standard methods to prove them ground convergent. As the HF-SETS example has shown, it is quite mistaken to assume that, since our program is perfectly reasonable, we should be able to complete it in some Knuth-Bendix-like fashion, because we can easily hit a non-orientability "wall." We have proposed a general methodology to help verify the ground convergence of a given equational program in such a way that: (i) the heuristic value of using unjoinable critical pairs as hints is preserved; (ii) we can break through the wall of non-orientable equations by means of inductive joinability proof methods; and (iii) we can prove that our original specification is ground convergent and that its initial algebra semantics has been preserved by its subsequent extensions using the same inductive joinability proof techniques.
Future work suggested by this work includes: (i) full mechanization of the inductive joinability inference system and its integration within the Maude Formal Environment; (ii) further experimentation with these methods on a rich collection of examples; and (iii) development of new proof techniques complementing those presented here. 
, where Σ is B-preregular and the axioms B are sort-preserving. Let f : s 1 . . . s n → s in Σ be such that the equations in
..n are all such that the f ( − → u i ) = v i are substitution instances of f (x 1 : s 1 , . . . , x n : s n ). And let Ω ⊆ Σ be the subsignature that we claim is a constructor subsignature for the equations − → E modulo B. Then f will be sufficiently complete relative to Ω if and only if the following set containment holds:
where, by definition, for t ∈ T Σ (X) with Y = vars(t) and s = ls(t)
and where
for any δ that is a sort-preserving bijection of variables, so that it is immaterial in t 1 , . . . , t n Ω B whether the t i and t j have disjoint variables or share any variables.
Finally, let u v be an inequality such that vars(u v) ⊆ vars(t). Then, we define
In what follows, we show that the cover sets 
are sufficiently complete for each of the defined operators in the HF-SETS module. We use the SCC tool by J. Hendrix to prove sufficient completeness of the HF-SETS module without operators _in_ and _&_. The tool can only handle left-linear and conditional equations, and therefore it cannot handle the specification with these operations. We proceed modularly. First we prove the specification without these operators sufficiently complete using the SCC tool, and then prove sufficient completeness of the definitions of these operators in the following subsections. In the rest of this section we assume S , S , S variables of sort Set and M, M , M variables of sort Magma.
C.1 Sufficient completeness of the definition of _in_
Let us show sufficient completeness of the definition of _in_ in the HF-SETS module.
To show sufficient completeness of _in_ we need to show 
where Ω are the constructors declared for HF-SETS and B its axioms. By applying (1) to M on the left of (3), this is equivalent to 
Since the underlined patterns define the same sets, (4) 
By (2) 
Since the underlined patterns define the same sets, (6) will hold if we can show
By (1) 
By applying (2) to S on the left of (13) and {} = {} we get
which always holds. Finally, by applying (2) to S on the left of (14) and {M} {} we get we can conclude that the definition of the _in_ operation is sufficiently complete.
C.2 Sufficient completeness of the definition of _&_
Since true and false are irreducible constructor terms, we can use the transformation in [8] of the equations defining the operator _&_ as: 
By _ in _ being sufficiently complete, for any u, v ∈ T Ω,Set we have either u in v → * true or u in v → * false. Then,
