Constrained-Path Quantum Monte-Carlo Approach for Non-Yrast States
  Within the Shell Model by Bonnard, J. & Juillet, O.
ar
X
iv
:1
51
2.
06
01
1v
2 
 [n
uc
l-t
h]
  2
3 M
ay
 20
16
EPJ manuscript No.
(will be inserted by the editor)
Constrained-Path Quantum Monte-Carlo Approach for Non-Yrast
States Within the Shell Model
J. Bonnard1,2 and O. Juillet2
1 INFN, Sezione di Padova, I-35131 Padova, Italy
2 LPC Caen, ENSICAEN, Université de Caen, CNRS/IN2P3, Caen, France
August 21, 2018
Abstract The present paper intends to present an extension of the constrained-path quantum Monte-Carlo
approach allowing to reconstruct non-yrast states in order to reach the complete spectroscopy of nuclei
within the interacting shell model. As in the yrast case studied in a previous work, the formalism involves
a variational symmetry-restored wave function assuming two central roles. First, it guides the underlying
Brownian motion to improve the efficiency of the sampling. Second, it constrains the stochastic paths
according to the phaseless approximation to control sign or phase problems that usually plague fermionic
QMC simulations. Proof-of-principle results in the sd valence space are reported. They prove the ability of
the scheme to offer remarkably accurate binding energies for both even- and odd-mass nuclei irrespective
of the considered interaction.
PACS. 2 1.60.Cs, 02.70.Ss, 21.60.Ka, 21.10.-k
1 Introduction
Quantum Monte-Carlo (QMC) methods represent appeal-
ing techniques to overcome the exponential complexity of
many-body calculations by offering a systematic alterna-
tive to the diagonalization of the Hamiltonian. In zero-
temperature QMC formalisms, the lowest eigenstate of the
Hamiltonian is indeed reconstructed from a stochastic re-
formulation of the imaginary-time Schrödinger equation
that reduces the many-body problem to a set of numer-
ically solvable fluctuating one-body problems. Neverthe-
less, except in very particular cases, fermionic QMC sam-
plings generally suffer from the emergence of stochastic
realizations with negative or complex weights cancelling
the contributions of other realizations. This pathology, the
so-called sign or phase problem, plagues the simulations
to the point of making them ineffective by causing an ex-
ponential collapse of the signal-to-noise ratio with imag-
inary time or system size. QMC calculations with neg-
ative or complex weights fall within the broad class of
NP-hard problems, i.e. problems of exponential complex-
ity, which implies that there exists probably no algorithm
with polynomial-time complexity [1]. Consequently, ap-
proximations have generally to be applied to manage the
sign/phase problems.
In contrast with configuration-interaction techniques,
QMC approaches rely on continuous many-body bases,
against which the large variety of existing fermionic schemes
may be classified in two main families. First, the Green’s-
function Monte-Carlo (GFMC) [2–4] and diffusion Monte-
Carlo (DMC) [5–7] methods stochastically explore the many-
body coordinate space under the effect of the kinetic term
of the imaginary-time propagator that is reinterpreted as
random translations. Hence, these approaches are suit-
able for interactions being diagonal in this basis, such as
the Argonne series of nucleon-nucleon potentials [8]. In
presence of sign or phase problems, the fixed-node [9–11]
and fixed-phase [12] approximations are respectively used,
leading thus to an upper-bound estimate of the exact
ground-state energy. The former controls the stochastic
paths by preventing the random walkers from crossing
the nodal surface of a given trial wave function. The lat-
ter holds the phase of the walkers equal to the phase of
a complex trial state to ensure positive weights during
the Brownian motion. It reduces to the fixed-node con-
straint when real wave functions are considered. GFMC
and DMC methods nowadays provide powerful theoretical
frameworks for accurate microscopic calculations in vari-
ous areas of physics. For instance, they have allowed pio-
neering ab initio studies of the low-lying structure of light
nuclei [13] and neutron matter [14] from two- and three-
body nuclear forces, including investigations of the Hoyle
state in 12C that is of crucial importance for nucleosyn-
thesis of carbon in stars [15]. Furthermore, the auxiliary-
field diffusion Monte-Carlo method [16, 17], that general-
izes DMC by incorporating a stochastic treatment of the
spin-isospin degrees of freedom, has recently been used to
carry out the first QMC simulations with modern realistic
interactions derived from chiral effective field theory [18].
In this work, we mainly focus on the second family of
QMC approaches in which the random walk takes place
in product-state spaces. These formalisms may be applied
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to many-body problems defined from any finite and dis-
crete single-particle basis. The underlying strategy is to re-
place the interacting part of the propagator by stochastic
one-body fields, commonly via the Hubbard-Stratonovich
transformation [19,20], in such a way that the imaginary-
time dynamics is exactly reproduced in average. The auxiliary-
field quantum Monte-Carlo (AFQMC) approach [21,22] is
the most known QMC method of this family and has also
been used in a wide range of applications. An efficient
way for addressing the sign problem is furnished by the
constrained-path Monte-Carlo approach [23,24]. Indeed, it
incorporates in standard AFQMC samplings an approxi-
mation whose principle is similar to the fixed-node one
but operating within the Slater determinant manifold in-
stead of the coordinate space. In addition, the phaseless
QMC scheme — detailed in this paper — has been spe-
cially proposed in quantum chemistry to handle the phase
problem [25–27].
The interacting nuclear shell model [28] constitutes a
typical example of calculations whose exponential com-
plexity may be circumvented thanks to a stochastic refor-
mulation. In this picture, the valence protons and neutrons
beyond an inert magic core are confined in one or more
active shells and interact through an effective two-body
residual potential. Traditionally, the Schrödinger equation
is solved by diagonalization of the Hamiltonian matrix in
the set of all the accessible configurations, which faces the
prohibitive scaling of the many-body basis dimension with
the size of the single-particle space and nucleon number.
The shell model Monte-Carlo (SMMC) method [29] that
remains to date the principal AFQMC approach of the
shell model, has thus enabled to investigate systems out of
reach of conventional shell model calculations without se-
vere truncations of the configuration space. The studies of
pf -shell nuclei [30], rare-earth nuclei [31], heavy-deformed
nuclei [32], Gamow-Teller distributions [30], temperature
dependence of pairing correlations [33], double-β decay
[34], and microscopic computations of level densities [35–
38], are concrete applications of the SMMC method. With
schematic effective interactions, e.g. pairing-plus-quadrupole
potentials, this approach yields exactly the properties of
even-even and N = Z odd-odd nuclei at zero and finite
temperature [39]. However, since it is based on a stan-
dard AFQMC sampling, the SMMC method inevitably
undergoes phase problems with realistic effective interac-
tions or for other kind of nuclei. To avoid this pathology
and guarantee convergent simulations, a class of modified
Hamiltonians where the interactions causing the problem
are artificially reduced is defined. The physical observables
are then extracted by extrapolating these non-physical
SMMC results to recover the original Hamiltonian [40].
Besides the phase problem, another limitation of the
SMMC approach lies in its incapacity to achieve a de-
tailed spectroscopy of nuclei, albeit informations on ex-
cited states can be deduced from response functions. A
first attempt to describe the yrast spectroscopy in QMC
treatments of the shell model was suggested by Puddu
[41–44]. As the SMMC method, this approach corresponds
to the AFQMC scheme, but with walkers partially or fully
projected onto the relevant quantum numbers. Therefore,
it is also plagued by phase problems and only schematic
residual interactions have been considered. On the other
hand, low-lying states can be reconstructed by means of
the so-called Monte-Carlo shell model technique [45, 46]
that does not utilize the AFQMC stochastic process to
sample eigenstates, but to generate a subspace into which
the Hamiltonian matrix is diagonalized. Given that such
calculations are not subject to explicit manifestations of
sign or phase problems, they may be performed in very
large configuration spaces to obtain variational estimates
of nuclear properties [47]. This method has been used to
study the shape coexistence in 56Ni [48], the structure of
neutron-rich exotic nuclei [49], for example, and has been
recently applied within an ab initio context to no-core cal-
culations for the beryllium isotopes [50].
In a previous work [51], we have reported a new QMC
scheme for the shell model providing nearly exact yrast
spectroscopy with a well-controlled phase problem for both
even- and odd-mass nuclei and for any interaction. The
formalism, derived from the phaseless QMC scheme, re-
lies on a symmetry-restored trial wave function to guide
as well as to constrain the Brownian motion of Slater de-
terminants. The present paper pursues the following ob-
jective: To reach the full low-lying spectroscopy of nuclei
through an extension of the approach to non-yrast states.
Sect. 2 reviews the phaseless QMC formalism discussing in
details the origin of the phase problem and the constraint
to manage it. Sect. 3 displays the extension to the excited
states and proof-of-principle results for sd-shell nuclei are
reported in Sect. 4. This work is finally summarized in
Sect. 5.
2 General features of the phaseless QMC
scheme
Implementing an AFQMC-like approach requires the two-
body Hamiltonian Hˆ to be cast in a quadratic form of
one-body operators Tˆ and {Oˆs}:
Hˆ = Tˆ −
∑
s
ωsOˆ
2
s , (1a)
Tˆ =
∑
i,j
Tij cˆ
†
i cˆj , Oˆs =
∑
i,j
(Os)ij cˆ
†
i cˆj , (1b)
where cˆ†i (cˆi) is the creation (annihilation) operator of a
fermion in the single-particle state |i〉 of a finite-size dis-
crete orthonormal basis. A possible general procedure to
rewrite any Hamiltonian may be found in Ref. [24]. As dis-
cussed in Ref. [39] in the case of the nuclear shell model,
there is substantial freedom in doing so. Here, we adopt
the isospin density decomposition of Hˆ given by Ref. [52]
that exhibits a remarkable property: The Tˆ and {Oˆs} op-
erators do not mix neutrons and protons, which interest-
ingly impacts the speed of QMC simulations.
Zero-temperature QMCmethods rely on the imaginary-
time evolution to project an initial wave function |Φ0〉 onto
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the lowest-energy eigenstate |Ψex〉 of the Hamiltonian such
as 〈Φ0|Ψex〉 6= 0:
lim
τ→+∞
e−τHˆ |Φ0〉 ∝ |Ψex〉. (2)
The second-order Trotter-Suzuki breakup [53,54] and the
so-called Hubbard-Stratonovich transformation [19,20] then
allow to reformulate stochastically the propagator for a
short imaginary-time step ∆τ
e−∆τHˆ =
∫
dη p(η) Uˆ(η), (3)
where η is a vector of random variables {ηs}, the aux-
iliary fields, distributed according to a normal Gaussian
distribution p. As exponential of one-body operators, the
stochastic propagator
Uˆ(η) = e−∆τ2 Tˆ e
∑
s
ηs
√
2ωs∆τOˆse−
∆τ
2
Tˆ , (4)
transforms a Slater determinant |Φτ 〉 at τ to a new one
|Φτ+∆τ 〉 = Uˆ |Φτ 〉 involved in the sampling of the exact
state at τ +∆τ . Accordingly, the wave function resulting
from the exact evolution during∆τ of |Φτ 〉 is reinterpreted
as the coherent statistical average E[·] of independent-
fermion states |Φτ+∆τ 〉, i.e. exp(−∆τHˆ)|Φτ 〉 = E[|Φτ+∆τ 〉],
and finally the eigenstate of Hˆ is recovered as
|Ψex〉 ∝
τ→+∞
E[|Φτ 〉] . (5)
As mentioned previously, the phase problem embodies
the main difficulty of QMC samplings. Its origin lies in the
possibility for the phase of the overlap 〈Ψex|Φτ 〉 to change.
Indeed, extracting |Ψex〉 becomes strongly compromised
as soon as the Brownian motion generates a large pro-
portion of walkers corresponding to different phases and
inducing a mutual cancellation of overlaps, that is such
as E[〈Ψex|Φτ 〉] ≈ 0. To understand this, let us suppose
that such a population is encountered at time τ∗. In the
complex 〈Ψex|Φτ 〉 plane, they form a set of points whose
center of mass exactly merges with the origin. Obviously,
such walkers degrade the signal-to-noise ratio: They do
not contribute to the reconstruction of |Ψex〉, but only to
the statistical errors. Their average |Ψ⊥〉 is by definition
a state orthogonal to |Ψex〉, and for any time interval ∆τ ,
〈Ψex|Ψ⊥〉 = 0 implies
〈Ψex|e−∆τHˆ |Ψ⊥〉 = e−∆τEex〈Ψex|Ψ⊥〉 = 0
= E[〈Ψex|Φτ∗+∆τ 〉] ,
(6)
with Eex the exact energy. This means that the propaga-
tion during any time ∆τ of the pathological realizations
at τ∗ yields walkers that also have collectively a zero mean
overlap with |Ψex〉. Consequently, the number of realiza-
tions that do not contribute to the sampling increases with
the imaginary time, whereas in parallel, the proportion of
those that effectively participate exponentially decreases.
This phenomenon is not incompatible with a first moment
equal to |Ψex〉, but inexorably entails a divergence of both
the mean error and the quadratic mean error. The ex-
ponential behaviour of the decrease of the signal-to-noise
ratio, as well as the fact that the number of walkers orig-
inating this decrease at any time τ∗ can be very small
(even equal to one, see below), clearly attest to the ex-
treme severity of the phase problem in QMC simulations.
A pathological population at τ∗ causing the phase prob-
lem may, for example, result from the stochastic propaga-
tion of a walker that has previously crossed at a time τ ′
the nodal surface of the exact state:
〈Ψex|e−(τ∗−τ ′)Hˆ |Φτ ′〉 = e−(τ∗−τ ′)Eex〈Ψex|Φτ ′〉 = 0
= 〈Ψex|E[|Φτ∗〉] = 〈Ψex|Ψ⊥〉.
(7)
When a sampling with Slater determinants composed of
real orbitals is possible, this scenario represents the only
way for the phase of 〈Ψex|Φτ 〉 to vary during the random
walk. This is the one traditionally invoked to explain the
origin of sign problems in position-space-based QMC ap-
proaches [2] and AFQMC schemes [55]. On the other hand,
with complex single-particle wave functions, the phase
change does not force the walkers to pass through the
nodal surface.
Generally, managing the phase problem requires to
resort to approximations, such as the constrained-path
one [23,24], based on a trial wave function |ΨT 〉 not orthog-
onal to the exact state. In this case, |Ψex〉 can be viewed as
stemming from the long-time stochastic evolution of |ΨT 〉,
and so
〈Ψex|Φ〉 ∝
τ→+∞
〈ΨT |e−τHˆ |Φ〉 = E[〈ΨT |Φτ 〉] , (8)
with |Φ0〉 = |Φ〉. These approximations take advantage
of the link (8) between the overlap of the walkers with
the exact state and the one with the trial wave function
in order to discard the pathological realizations from the
sampling.
The most intuitive approach to eliminate the problem-
atic realizations would be to retain only the walkers that
correspond to the same phase for their overlaps with |ΨT 〉.
However, if the random walk tends to cover the whole
complex 〈ΨT |Φτ 〉 plane, nearly all the Slater determinants
would be rejected from the sampling, which would tremen-
dously degrade the distribution of the overlaps compared
to the original one arising from the dynamics. The prin-
cipal issue is, hence, to find a good compromise between
the no-constrained form of the distribution that ensures
an exact reconstitution of the desired stationary state,
and the necessity to control the phase problem. Never-
theless, with Slater determinants built from real single-
particle states, the constraint 〈ΨT |Φτ 〉 > 0 is acceptable.
This matches the so-called constrained-path approxima-
tion [23,24] that reveals very efficient in investigating lat-
tice models of strongly-correlated electrons, such as the
Hubbard model. A natural extension of this approxima-
tion for complex orbitals is to enable the phase of 〈ΨT |Φτ 〉
to vary while avoiding pathological realizations to occur
by maintaining the Brownian motion within one of the
half-planes, for instance, Re〈ΨT |Φτ 〉 > 0, ∀τ . The center-
of-mass of any subset of points thus never coincides with
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Figure 1. (Color online) Schematic illustration of the prin-
ciple of the phaseless approximation. At time ∆τ (left panel),
the random walk generates from the initial Slater determinant
|Φ0〉 (blue square) a collection of realizations (black bullets)
whose weights, indicated by the transparency of the points,
depend on the dephasing ∆θ of the their overlaps with |ΨT 〉.
The realizations undergoing a phase change |∆θ| > pi/2 are
eliminated. At time 2∆τ (right panel), every previous point
produces a new set of realizations (red bullets), as shown for
one (black square). Applying the constraint iteratively, the cen-
troid of the global collection obtained after a large imaginary
time, associated with the approximate ground state |Ψ˜ex〉, nec-
essarily belongs to the half-plane Re〈ΨT |Φτ 〉 > 0, even if some
realizations populate the other half-plane.
the origin. Concretely, this approximation is easily imple-
mented by following the commonly used strategy of im-
portance sampling. The probability distribution according
to which are generated the realizations is then modified to
include in the sampling the overlap of the walkers with the
trial wave function:
E[|Φτ 〉] = EΠ
[
eiθτ
|Φτ 〉
〈ΨT |Φτ 〉
]
. (9)
θτ denotes the phase of 〈ΨT |Φτ 〉 and EΠ the average with
the weight Π = |〈ΨT |Φτ 〉|. In the constrained-path ap-
proximations, all stochastic paths corresponding to |θτ | >
pi/2 are discarded and the reconstruction scheme (9) is
replaced by
E[|Φτ 〉]→ EΠ˜
[ |Φτ 〉
〈ΨT |Φτ 〉
]
, (10)
where Π˜τ = max
{
0 ;Re〈ΨT |Φτ 〉
}
. Within the framework
of the standard AFQMC approach, the phaseless approx-
imation [25–27] relies on a similar underlying idea, but is
far less restrictive. As illustrated in Fig. 1, it schemati-
cally aims at producing a collection of points in the com-
plex 〈ΨT |Φτ 〉 plane around the initial phase by adequately
modifying their weights throughout the propagation in
accordance with the phase change ∆θτ between τ and
τ + ∆τ . Such a constraint is also easily implemented by
means of an importance sampling with biased weights Π˜
evolving as
Π˜τ+∆τ = Π˜τ
∣∣∣∣ 〈ΨT |Φτ+∆τ 〉〈ΨT |Φτ 〉
∣∣∣∣max{0 ; cos∆θτ}, (11a)
the dephasing∆θτ being defined from the ratio of overlaps
at τ and τ +∆τ
∆θτ = θτ+∆τ − θτ = arg〈ΨT |Φτ+∆τ 〉〈ΨT |Φτ 〉 . (11b)
Thanks to the factor cos(∆θτ ), the more the phase of the
overlap with the trial state varies during ∆τ , the more
the weight of the associated walker is reduced, up to be
put to zero when |∆θτ | becomes larger than pi/2. Iterating
the process, some points reach the region Re〈ΨT |Φτ 〉 < 0
— the probability distribution is therefore less degraded
than with the approximations described previously —, but
the centroid persists in the other half-plane because their
weights gradually decrease over the imaginary time. In
this respect, the constraint (11) offers a good compro-
mise between the need to control the phase problem and
the conservation of the initial form for the distribution.
Schematically, in the many-body Hilbert space, a collec-
tion of walkers is thus generated in the vicinity of the trial
wave function and represents a free of phase problem sam-
pling of an approximate eigenstate of the Hamiltonian.
The so-called phaseless QMC scheme [25–27] suggested
by Zhang and Krakauer in quantum chemistry is based
on the approximation (11). Moreover, the efficiency of the
AFQMC method is improved by including directly within
the random walk an importance sampling with the overlap
between the walkers and a trial wave function |ΨT 〉 as
importance function. The exact state is first reformulated
as a weighted average of Slater determinants,
|Ψex〉 ∝
τ→+∞
E
[
Πτ
|Φτ 〉
〈ΨT |Φτ 〉
]
. (12)
Here, the factorΠ is introduced to ensure that the stochas-
tic scheme is equivalent to the exact imaginary-time prop-
agation. The equations of motion may be obtained through
the standard Hubbard-Stratonovich procedure depicted
above as long as the Oˆs operators in Eq. (1) are shifted
by their local estimates
〈
Oˆs
〉
ΨTΦτ
= 〈ΨT |Oˆs|Φτ 〉/〈ΨT |Φτ 〉.
This finally leads to an exponential increment for the
weight [25, 56]
Πτ+∆τ = Πτ exp
(
−∆τ〈Hˆ〉
ΨTΦτ
)
, (13)
and to the following stochastic propagator:
UˆT (η) = e−∆τ2 Tˆ e
∑
s
∆hT,sOˆse−
∆τ
2
Tˆ , (14a)
with
∆hT,s = 2∆τωs
〈
Oˆs
〉
ΨTΦτ
+ ηs
√
2ωs∆τ. (14b)
Compared to the standard AFQMC scheme, see Eq. (4),
the trial state |ΨT 〉 now takes part in the dynamics via the
local estimates of the Oˆs, and thereby steers the random
walk towards a region of the Slater determinant mani-
fold where their importance in the sampling of |Ψex〉 is
expected to be large. Note that since when ∆τ → dτ the
quantities ηs
√
∆τ become infinitesimal increments dWs of
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Wiener processes in the Ito formalism of stochastic calcu-
lus [57], one may check that the one-body representation of
UˆT governing the Brownian dynamics of the occupied or-
bitals transforms into the stochastic differential equations
(3) of Ref. [51]. Finally, adapting the constraint (11), an
approximate eigenstate |Ψ˜ex〉 of the Hamiltonian is recon-
structed as
|Ψ˜ex〉 ∝
τ→+∞
E
[
Π˜τ
|Φτ 〉
〈ΨT |Φτ 〉
]
, (15a)
where the biased weights vary with the imaginary time
according to
Π˜τ+∆τ = Π˜τ exp
(
−∆τRe〈Hˆ〉
ΨTΦτ
)
max
{
0 ; cos∆θτ
}
.
(15b)
In conclusion, let us emphasize that no assumption has
been made in what precedes regarding the form of |ΨT 〉
— except 〈ΨT |Ψex〉 6= 0 —, so that it can be a correlated
wave function.
3 Extension of the phaseless QMC approach
for non-yrast states
In the present section, we consider the reconstruction of
the ν-th excited state |ΨJMνex 〉 in the angular-momentum
channel J,M .
3.1 Adaptation of the QMC scheme
Adapting the phaseless QMC method to the sampling of
non-yrast states requires the initial and trial wave func-
tions to satisfy particular properties, besides the fact that
both have to share the angular-momentum quantum num-
bers of |ΨJMνex 〉. First, the imaginary-time propagation has
to be initialized by a state |ΨJMν0 〉 whose overlap with the
desired eigenstate is not equal to zero, i.e. 〈ΨJMνex |ΨJMν0 〉
6= 0. This condition may be fulfilled by symmetry restora-
tion from a general Slater determinant |Φν0〉:
|ΨJMν0 〉 =
J∑
K=−J
CJνK Pˆ
J
MK |Φν0〉. (16)
The projection operators Pˆ JMK are weighted averages of
the Euler’s angle Ω parametrization of rotations UˆΩ [58]:
Pˆ JMK =
2J + 1
8pi2
∫
dΩDJ∗MK(Ω)UˆΩ , (17)
DJMK denoting Wigner’sD-functions. The linear combina-
tion mixing with amplitudes {CJK} all the possible values
of the spin projection K in the intrinsic frame is intro-
duced to guarantee vectors (16) to constitute a standard
basis for the total angular momentum. Furthermore, in
order to ensure convergence to the wanted state, the trial
state |ΨJMνT 〉 has to obey 〈ΨJMνex |ΨJMνT 〉 6= 0, but also to
be strictly orthogonal to all the eigenstates of lower ener-
gies, that is 〈ΨJMαex |ΨJMνT 〉 = 0 for all α = 0 (yrast state)
to ν − 1. It is possible to define such a wave function as
|ΨJMνT 〉 = (1ˆ− PˆJMνex )|ΨJMν0 〉, (18)
by introducing the projector PˆJMνex =
∑ν−1
α=0 |ΨJMαex 〉〈ΨJMαex |
onto the subspace spanned by the eigenstates of lower en-
ergies.
From the ansatz (16) and (18), the exact energy EJνex
of the ν-th excited state |ΨJMνex 〉 of spin J may in principle
be obtained after a large enough imaginary time as
EJνex =τ→+∞
〈ΨJMνT |Hˆe−τHˆ |ΨJMν0 〉
〈ΨJMνT |e−τHˆ |ΨJMν0 〉
=
〈ΨJνT |Hˆe−τHˆ |Φν0〉
〈ΨJνT |e−τHˆ |Φν0〉
.
(19)
We have written
|ΨJνT 〉 =
∑
K
CJν∗K |ΨJKνT 〉, (20)
the new state that emerges from rotational invariance and
from the obvious relation
(1ˆ− PˆJMνex )Pˆ JMK = Pˆ JMK(1ˆ− PˆJKνex ). (21)
Note that |ΨJνT 〉 being a linear combination of vectors (18)
projected onto different quantum numbers K, it remains
orthogonal to the lower eigenstates of the Hamiltonian.
Numerically, computing Eq. (19) via an exact stochastic
sampling actually risks to converge to an indeterminate
form ‘0/0’. Indeed, in contrast to the trial wave function,
the initial Slater determinant |Φν0〉 possibly has a non-
zero overlap with lower eigenstates. In such a case, its
propagation inescapably yields the lowest one that is per-
pendicular to |ΨJMνex 〉. However, for realistic shell model
effective interactions, an exact imaginary-time evolution
is utopian. Within the phaseless QMC scheme, the con-
vergence is guaranteed by the control of the phase prob-
lem forcing the population of walkers to have collectively
a real and positive overlap with |ΨJνT 〉. Nevertheless, the
unreachable projector PˆJMνex embedded in the wave func-
tion (18) has to be approximated to obtain an operational
approach. In the following, we impose the orthogonality
of |ΨJνT 〉 with the trial states |ΨJMαT 〉 (α = 0 → ν − 1)
adopted for the reconstruction of the lower-energy levels
in the J sector:
|ΨJMνT 〉 = (1ˆ− PˆJMνT )|ΨJMν0 〉. (22a)
Here, PˆJMνT denotes the projector onto the subspace spanned
by the states |ΨJMαT 〉, or equivalently the non-orthonormalized
vectors {|ΨJMα0 〉}. Thus, the projector PˆJMνT can be writ-
ten as
PˆJMνT =
ν−1∑
α,β=0
|ΨJMα0 〉(F−1)αβ〈ΨJMβ0 |, (22b)
where F stands for the overlap matrix Fαβ = 〈ΨJMα0 |ΨJMβ0 〉.
The new trial state (22) can thus be expressed as a super-
position of symmetry-projected Slater determinants:
|ΨJMνT 〉 =
ν∑
α=0
xνα|ΨJMα0 〉, (23a)
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with
xνα = −
ν−1∑
β=0
(F−1)αβFβν , (23b)
for α = 0→ ν − 1, and xνν = 1.
Finally, the phaseless QMC scheme offers an approxi-
mation |Ψ˜JMνex 〉 for the ν-th excited state of spin J in the
vicinity of |ΨJνT 〉 with energy deduced from Eqs. (15) and
(19):
E˜Jνex =
τ→+∞
E
[
Π˜τRe
〈
Hˆ
〉
ΨJν
T
Φντ
]
E
[
Π˜τ
] . (24)
The biased weight Π˜τ of each realization evolves according
to Eq. (15b) with Π˜0 = 〈ΨJνT |Φν0〉, and the orbitals of the
walkers |Φντ 〉 undergo a Brownian motion governed by the
one-body representation of the stochastic propagator (14)
with
|ΨJνT 〉 =
ν∑
α=0
xνα
∑
K,K′
CJν∗K C
Jα
K′ Pˆ
J
KK′ |Φα0 〉, (25)
the wave function arising from Eq. (23) and the well-
known properties (Pˆ JMK)
† = Pˆ JKM and Pˆ
J
MK Pˆ
J′
K′M ′ =
δJJ′δKK′Pˆ
J
MM ′ of the projection operators.
3.2 Physical observables
The physical observables of interest in shell model stud-
ies are irreducible tensor operators Aˆkq of rank k. In a
state characterized by angular momentum quantum num-
bers J , M , solely the q = 0 components have a non-zero
expectation values. With our QMC approach, none is en-
sured to be exactly reproduced — except, obviously, the
squared spin and its third component — because of the
bias introduced by the phaseless approximation. At best,
one can achieve the expectation value
〈
Aˆk0
〉
Ψ˜JMν
ex
in the
state |Ψ˜JMνex 〉 by means of two independent populations of
walkers to sample the ket and the bra, but such a strategy
entails large statistical fluctuations. Hence, QMC calcula-
tions usually rely on the well-known mixed estimate [2]
that provides an approximate expectation value,
〈
Aˆk0
〉
mix
=
Re〈ΨJMνT |Aˆk0|Ψ˜JMνex 〉
Re〈ΨJMνT |Ψ˜JMνex 〉
. (26)
For operators commuting with Hˆ , it is identical to the
true expectation. For other observables, it may be cor-
rected by the extrapolate estimate [2] (
〈
Aˆ
〉
T
denotes the
expectation value of Aˆ in the trial state)〈
Aˆk0
〉
ext
= 2
〈
Aˆk0
〉
mix
− 〈Aˆk0〉T , (27)
that is one order of magnitude better in the difference
|Ψ˜JMνex 〉 − |ΨJMνT 〉 than Eq. (26).
Nonetheless, a particular attention has to be paid to
the QMC reconstruction of the mixed estimator in the case
of non-yrast states. Let us consider the exact normalized
matrix element from which the mixed estimator is derived
〈
Aˆk0
〉
ΨJMν
T
ΨJMν
ex
=
〈ΨJMνT |Aˆk0|ΨJMνex 〉
〈ΨJMνT |ΨJMνex 〉
∝
τ→+∞
〈ΨJMνT |Aˆk0(1ˆ− PˆJMνex )e−τHˆ |ΨJMν0 〉
〈ΨJMνT |e−τHˆ |ΨJMν0 〉
.
(28)
When ν > 0 and for the energy (or any scalar observable),
the factor (1ˆ−PˆJMνex ) in the trial wave function (18) guar-
antees that the imaginary-time propagation of the initial
state |ΨJMν0 〉 converges to |ΨJMνex 〉. Otherwise, it does not
commute with Aˆk0 generally and therefore has to be rein-
troduced according to Eq. (28). As before, the rotational
invariance and the general form (16) of the projected de-
terminants allows to cast Eq. (28) in the form
〈
Aˆk0
〉
ΨJMν
T
ΨJMν
ex
∝
τ→+∞
∑
K C
Jν
K 〈ΨJMνT |Aˆk0Pˆ JMK(1ˆ− PˆJKνex )e−τHˆ |Φν0〉
〈ΨJMνT |e−τHˆ |Φν0〉
.
(29)
In the framework of the phaseless QMC scheme, the trial
state becomes (22) and the exact projector PˆJKνex is re-
placed by PˆJKνT . One can then immediately check that
(1ˆ− PˆJKνT )|ΨJνT 〉 = |ΨJνT 〉. (30)
The walkers being constrained to remain in the vicinity of
|ΨJνT 〉, this implies that the action of (1ˆ− PˆJKνT ) approx-
imatively reduces to identity in the stochastic reformula-
tion of the imaginary-time propagation in Eq. (29), which
leads to
〈
Aˆk0
〉
mix
=
τ→+∞
1
E
[
Π˜τ
]E[Π˜τRe(∑
α
(xνα)
∗×
∑
K,K′
CJα∗K C
Jν
K′ 〈Φα0 |Pˆ JKM Aˆk0Pˆ JMK′ |Φντ 〉/〈ΨJνT |Φντ 〉
)]
, (31)
for the mixed estimate.
This expression simplifies to a form similar to Eq. (24)
for scalar observables. For the others, it is no longer possi-
ble to permute the operators Aˆk0 and Pˆ
J
MK′ , which means
that a double integral over the Euler’s angles becomes a
priori needed. Still, we may reduce the calculation to a
unique integration, tremendously easier to compute. In-
deed, after some algebra involving the behaviour of tensor
observables under rotation and the reduction theorem of
Wigner’s D-matrices [59], the product of the three opera-
tors in Eq. (31) turns into
Pˆ JKM Aˆk0Pˆ
J
MK′ = CJMJMk0
k∑
q=−k
CJK′+qJK′kq Pˆ JKK′+qAˆkq , (32)
where the symbols CJMjmj′m′ stands for the Clebsch-Gordan
coefficients coupling (j,m) and (j′,m′) in the (J,M) chan-
nel [59]. Inserting this result into Eq. (31) then provides
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the mixed estimator of non-scalar observables
〈
Aˆk0
〉
mix
=
τ→+∞
E
[
Π˜τRe
(∑
α x¯
ν
α(τ)
〈
AˆJMανk
〉
Φα
0
Φντ
)]
E
[
Π˜τ
] ,
(33a)
with the effective operator
AˆJMανk = CJMJMk0
∑
K,K′,q
CJα∗K C
Jν
K′CJK
′+q
JK′kq Pˆ
J
K,K′+qAˆkq ,
(33b)
and x¯να(τ) = (x
ν
α)
∗〈Φα0 |Φντ 〉/〈ΨJνT |Φντ 〉.
3.3 Variational trial state
The quality of the trial wave function obviously affects
the efficiency of the phaseless QMC method: The better
the trial state |ΨJMνT 〉, the more reduced the artificial bias
due to the constraint. This argument naturally favours the
choice for the initial and trial wave functions, Eqs. (16)
and (22) (or equivalently (23)) respectively, of variational
solutions obtained by energy minimization in the subspace
of Slater determinants after quantum number projection,
i.e. by a variation-after-projection (VAP) approach [51].
This strategy is now also adopted to improve the accu-
racy of constrained-path QMC simulations for the ground
state of the Hubbard model [60], for which it has been
observed that trial states preserving the intrinsic symme-
tries of the Hamiltonian accelerate convergence and sig-
nificantly reduce the systematic errors [61]. For the shell
model, such a symmetry-restoration approach matches the
so-called VAMPIR (variation after mean-field projection
in realistic model spaces) one [62]. In the case of non-
yrast states, we rely on an extension of the VAP approach
that consists in sequentially determining variational so-
lutions orthogonal to those previously computed for the
lower-energy states, in the spirit of the Excited VAMPIR
method [62]. However, we resort to Slater determinants
rather than quasi-particle vacua, and the energy optimi-
sation is carried out differently.
Let us assume we already have VAP approximations
of the ground state and the ν − 1 lowest excited states
of angular-momentum J,M . Then seeking the ν-th ex-
cited state, we adopt the ansatz (22) with the 2J +1 am-
plitudes {CJνK } (−J ≤ K ≤ J) and the A single-particle
states {|φν0,n〉} (n = 0→ A) of |Φν0〉 as variational param-
eters. In addition, to take advantage of the particular de-
composition (1) used, we restrict |Φα0 〉, ∀α, to Slater deter-
minants factorized into products of general independent-
neutron and -proton wave functions, both breaking the
symmetries of the Hamiltonian. Moreover, as long as the
considered valence space contains a single major shell, the
parity does not require to be restored. |ΨJMνT 〉 finally has
a good angular momentum, isospin projection, and parity,
so that no further restoration is necessary, except eventu-
ally for N = Z nuclei. Note that Eq. (22) holds for ν ≥ 1
and translates into Eq. (16) for yrast states.
Variation of the energy
EJνT =
∑
α,β x
ν∗
α x
ν
β
∑
K,K′ C
Jα∗
K C
Jβ
K′ 〈Φα0 |HˆPˆ JKK′ |Φβ0 〉∑
α,β x
ν∗
α x
ν
β
∑
K,K′ C
Jα∗
K C
Jβ
K′ 〈Φα0 |Pˆ JKK′ |Φβ0 〉
.
(34)
with respect to CJν∗K directly yields the following general-
ized eigenvalue problem∑
K′
CJνK′ 〈Φν0 |Pˆ JKM QˆνT HˆQˆνT Pˆ JMK′ |Φν0〉 =
EJνT
∑
K′
CJνK′ 〈Φν0 |Pˆ JKM QˆνT Pˆ JMK′ |Φν0〉 (35)
in which QˆνT = (1ˆ − PˆJMνT ) (for conciseness, we omit the
angular-momentum quantum numbers in the new nota-
tions). Developing the matrix elements in both sides pro-
vides a form of this equation that does not involve the
quantum number M and that is suitable for numerical
implementation.
On the other hand, energy minimisation with respect
to |Φν0〉 does no longer lead to a Hartree-Fock-like equa-
tion, unlike the case of yrast states [51]. Indeed, as the
ansatz (22) represents a superposition of independent Slater
determinants, the expectation value of the Hamiltonian
does not depend any more solely on the one-body den-
sity matrix associated with |Φν0〉. This difficulty is avoided
with the help of the Thouless parametrization [63]
|Φν0〉 =M exp
(∑
n¯n
Zn¯ncˆ
†
n¯cˆn
)
|Φr〉, (36)
cˆ†n¯ (cˆn) being the creation (destruction) operator of an un-
occupied (occupied) single-particle state |φrn¯〉 (|φrn〉) of a
fixed Slater determinant |Φr〉 non-orthogonal to |Φν0〉. In
this way, the projected energy EJνT becomes a complex
function of the particle-hole amplitudes Zn¯n, and reaches
a minimum value when all the components ∂EJνT /∂Z
∗
n¯n
of its gradient vanish identically. We now detail their cal-
culation through the introduction of the projected-energy
and -overlap matrices [64]
Hαβ = 〈ΨJMα0 |Hˆ|ΨJMβ0 〉 =
∫
dΩXαβΩ OαβΩ EαβΩ , (37)
Nαβ = 〈ΨJMα0 |ΨJMβ0 〉 =
∫
dΩXαβΩ OαβΩ . (38)
They allow to cast the variational energy in the form
EJνT =
∑
α,β x
ν∗
α x
ν
βHαβ∑
α,β x
ν∗
α x
ν
βNαβ
. (39)
The coefficient
XαβΩ =
∑
K,K′
CJα∗K C
Jβ
K′D
J∗
KK′(Ω), (40)
contains all the dependence on angular momentum. The
energy kernel between the Slater determinants |Φα0 〉 and
UˆΩ|Φβ0 〉, i.e.
EαβΩ =
〈Φα0 |HˆUˆΩ|Φβ0 〉
〈Φα0 |UˆΩ|Φβ0 〉
, (41)
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may be evaluated through the extended Wick’s theorem
[63]. It corresponds to the usual Hartree-Fock energy func-
tional but in terms of the transition one-body density ma-
trix
ραβΩ =
∑
n,p
UΩ|φβ0,n〉([fαβΩ ]−1)np〈φα0,p|. (42)
(fαβΩ )np = 〈φα0,n|UΩ|φβ0,p〉 refers to the matrix of overlaps
between the orbitals. Moreover,
OαβΩ = 〈Φα0 |UˆΩ|Φβ0 〉, (43)
is given by the determinant of this matrix [63]. The deriva-
tive of Hαβ with respect to the Thouless amplitudes is
greatly simplified by noting that the single-particle effec-
tive Hamiltonian h[ραβΩ ] is recovered for the gradient of
the Hartree-Fock energy EαβΩ according to the elements of
ραβΩ . Consequently, one is left with
∂Hαβ
∂Z∗n¯n
= δαν
∫
dΩXαβΩ OαβΩ 〈φrn¯|
[
EαβΩ ραβΩ
+ (1− ραβΩ )h[ραβΩ ]ραβΩ
]
|φrn〉, (44)
and similarly
∂Nαβ
∂Z∗n¯n
= δαν
∫
dΩXαβΩ OαβΩ 〈φrn¯|ραβΩ |φrn〉. (45)
Then, defining the ν-dimensional vector yν of components
yνα = −
ν−1∑
β=0
(F−1)αβ(Hxν)β , (46)
(α = 0→ ν − 1), the gradient may finally be written as:
∂EJνT
∂Z∗n¯n
=
ν∑
α=0
xνα
∫
dΩXναΩ OναΩ 〈φrn¯|T ναΩ |φrn〉
+
ν−1∑
α=0
yνα
∫
dΩXναΩ OναΩ 〈φrn¯|ρναΩ |φrn〉, (47a)
where we have employed the shorthand notation
T αβΩ = (1− ραβΩ )h[ραβΩ ]ραβΩ + (EαβΩ − EJνT )ραβΩ . (47b)
4 Proof-of-principle results
This section reports the first applications of the phaseless
QMC approach for the shell model extended to non-yrast
states. We address here systems for which the exact diag-
onalization of the Hamiltonian is possible as benchmarks.
As first example, we focus on the two lowest J = 0 states
of 28Mg whose energies as obtained in the sd space with
the USD effective interaction [65] are plotted in Figure
2 in function of the imaginary time. We notice that the
phase problem is well managed since there is no explosion
-117.0
-116.5
-116.0
-115.5
28Mg, J = 0
ν = 1
QMC
exact
-121.0
-120.5
-120.0
-119.5
 0.0  0.5  1.0  1.5  2.0  2.5  3.0
En
er
gy
 (M
eV
)
τ (MeV-1)
ν = 0
Figure 2. (Color online) Imaginary-time evolution of phase-
less QMC energies (blue dots) of the two first J = 0 states of
28Mg. Exact values are also shown (black lines).
of error bars during the dynamics. Furthermore, the con-
vergence is reached very quickly at τ ≈ 0.3 MeV−1, that
is with only 30 steps (details about the simulations are
given in appendix). But the most important observation
is that the signal remains stable a long time after, which
shows that the excited state does not collapse to the yrast
state as one could expect through a sufficiently long exact
propagation. This key future of the method ensues from
the phaseless constraint (15b). Indeed, it forces the popu-
lations of walkers describing each state to have collectively
a strictly positive overlap with their respective trial wave
functions that are, in our implementation, orthogonal.
Let us now consider the same three sd-shell nuclei
than in Ref. [51]: the N = Z odd-odd nucleus 26Al, the
odd-mass nucleus 27Na, and the even-even nucleus 28Mg.
Figure 3 displays the binding energies of excited states of
same spins than the two lowest yrast states, calculated
via the extended VAP method and the extended phase-
less QMC scheme. Also shown are the associated yrast
energies. Note that the isovector states in 26Al (J = 0)
have been recovered by way of calculations for the iso-
baric analogue nucleus 26Mg. First, we remark that al-
though the variational principle does not apply to the
non-yrast cases, we have always obtained VAP energies
greater than the exact ones. We observe that the VAP re-
sults for the non-yrast energies approximate rather well
the exact values, but in some cases not as well as for the
yrast states (see for example the second J = 2 state in
28Mg whose VAP energy differs from the exact one by
1.6 MeV whereas this discrepancy is around 1 MeV for
the yrast levels), which reflects that the VAP wave func-
tion then contains more important components onto the
higher excited states. Nonetheless, despite this possible
loss of accuracy, the VAP approach still offers a good trial
state for guiding and constraining the stochastic paths in
the phaseless QMC scheme as the results actually turn
out to be of the same quality than in the yrast case: The
phaseless binding energies agree remarkably well with the
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Figure 3. (Color online) Binding energies of the two low-
est yrast states and of the associated first excited states for
the three considered sd-shell nuclei, as obtained with the (ex-
tended) VAP and phaseless QMC approaches and compared to
exact values. The lighter areas around the QMC results repre-
sent the statistical errors.
values from exact diagonalization, the root mean square
deviation do not exceed 280 keV with well controlled sta-
tistical errors of about 50 keV. The results for 27Na consti-
tutes a particularly good evidence of the efficiency of the
method in controlling the phase problem. Indeed, it rep-
resents the most pathological case for QMC simulations
because it combines two sources of phase problems that
are an odd number of particles, and a ‘bad-sign’ interac-
tion (see Ref. [39]).
To further test the ability of the phaseless QMC scheme
in reproducing quantities other than energies, we have cal-
culated non-scalar observables that do not commute with
the Hamiltonian for which extrapolate estimates (27) have
to be utilized. Particularly, we have evaluated the normal-
ized occupations
Nn(p)(nlj) =
1
2j + 1
j∑
m=−j
〈
cˆ†nljmcˆnljm
〉
, (48)
of the orbits nlj = 0d5/2, 1s1/2, 0d3/2, cˆ
†
nljm and cˆnljm
denoting the associated creation and annihilation opera-
tors for the neutrons (protons). The electric quadrupole
Q2 and magnetic dipole µ1 moments are also addressed.
They are respectively defined as the expectation values in
an M = J state of
Qˆ2 =
√
16pi
4
∑
i
eeffi rˆ
2
i Y20(ri),
µˆ1 =
∑
i
(gli lˆz,i + g
s
i sˆz,i)µN ,
(49)
where ri, lˆz,i, and sˆz,i stand for the position, momentum,
and intrinsic spin of the valence nucleon i, and Y20 for a
spherical harmonic. The effective charges eeffi , orbital g
l
i
and spin gsi factors are taken from [66]. The results of
these observables as computed within the VAP and QMC
methods are compiled in Fig. 4 for the two first non-yrast
states of Fig. 3. First, we observe that the VAP approach
provides a roughly correct agreement with the exact val-
ues for any angular momentum. However, contrary to the
binding energies, no significant improvement is found at
the outcome of the imaginary-time propagation. These re-
sults probably point out the necessity to go further than
extrapolate estimates to evaluate the expectation values
of operators that do not commute with the Hamiltonian.
Finally, let us emphasize that for all the considered
states we have always recovered exact expectation values
of the squared isospin (up to 10−7), for yrast as well as
non-yrast states. This represents a very useful feature of
the phaseless QMC approach, especially for N = Z nu-
clei, since the Wigner-Eckart theorem in isospin space thus
brings the possibility to extract the expectation values of
observables — not only the energy — for isovector states
from calculations for the isobaric analogue nucleus. Such
a strategy also holds for the VAP method that produces
wave functions almost pure in isospin (relative error on
the squared isospin of around 10−4).
5 Summary and conclusions
In summary, the phaseless QMCmethod aims at providing
a genuine alternative to the diagonalization of the Hamil-
tonian matrix, with the purpose to extend the applicabil-
ity of the nuclear shell model. The formalism relies on a
trial wave function whose roles are (i) to initiate and guide
the underlying Brownian motion in order to improve the
efficiency of the sampling (ii) to constrain the stochastic
paths in order to control the phase problem thanks to
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Figure 4. (Color online) VAP, QMC (extrapolate estimate),
and exact values of the considered observables for all the first
non-yrast states of each spin of the three sd-shell nuclei in
Fig. 3: Neutron (upper left) and proton (upper right) normal-
ized occupations, electric quadrupole moment (lower left), and
magnetic dipole moment.
the phaseless approximation. In our application of the ap-
proach to the shell model we consider a symmetry-restored
trial wave function that absorbs correlations beyond the
mean-field level via projection before variation.
In this work, we have introduced an extension of the
phaseless QMC scheme to reach non-yrast states. The ob-
tained results show the ability of the method to yield a
nearly exact spectroscopy of nuclei, irrespective of the neu-
tron and proton numbers or the interaction. Nevertheless,
further developments are needed to go beyond the stan-
dard extrapolate estimate so as to improve the reproduc-
tion of observables that do not commute with the Hamil-
tonian.
Future developments also includes the implementation
of electromagnetic transitions and β-decay probabilities
by means of a specific mixed estimator suggested in the
context of GFMC techniques [67]. Looking further ahead,
a direct consideration of the pairing correlations within
the Brownian motion through the propagation of quasi-
particle vacua instead of Slater determinants as walkers
could reduce the calculation time by increasing the speed
of convergence with the imaginary time as well as the num-
ber of stochastic realizations.
We gratefully thank S. M. Lenzi for a careful reading
of the manuscript and useful comments.
Appendix: Numerical issues
This appendix provides some details about the numerical
implementation of the phaseless QMCmethod for the shell
model.
The calculations are carried out by considering sev-
eral independent populations composed of a fixed num-
Nw = 100
∆τ (MeV−1) 0.01 0.025 0.1
E¯ (MeV) -120.496(9) -120.504(5) -120.431(5)
∆τ = 0.025 MeV−1
Nw 100 200
E¯ (MeV) -120.504(5) -120.494(5)
Table 1. Average ground-state energies E¯ of 28Mg for differ-
ent imaginary-time steps ∆τ and numbers Nw of walkers per
population. The exact energy is -120.532 MeV.
ber Nw of walkers. They are sampled according to their
constrained weight Π˜ (Eq. (15b)) via a stochastic recon-
figuration algorithm [68]. In this way, the mixed estimate
(24) and (33) of an observable is deduced by averaging
the mixed estimates reconstructed for each population,
and the associated error bars are trivially determined on
the basis of the central limit theorem.
The implementation thus contains two tunable param-
eters that are the imaginary-time step ∆τ (see Eq. (14))
and the number Nw of walkers. In order to assess the
sensitivity of the results with respect to these quantities,
ground-state energies of 28Mg as obtained for different ∆τ
and Nw are compared in Table 1. The reported values cor-
respond to averages E¯ of the energies every 0.1 MeV−1
within the plateau of convergence in Fig. 2. The upper
part shows that, while for ∆τ = 0.01 and 0.025 MeV−1
the results coincide well and differ from exact diagonali-
sation by around 35 keV, a systematic deviation emerges
for a time step ∆τ = 0.1 MeV−1. It is explained by the
Trotter-Suzuki breakup involved in Eq. (14) and whose
validity is limited to second order in ∆τ . On the lower
part, the energies for Nw = 100 and Nw = 200 walkers
are in agreement up to statistical errors. Finally, all the
calculations presented in this paper have been performed
with ∆τ = 0.01 MeV−1 and 30 populations of Nw = 100
walkers.
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