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ABSTRACT 
New approaches to Head Related Transfer Function (HRTF) 
based artificial spatialisation of audio are presented and dis-
cussed in this paper. A brief summary of the topic of audio spati-
alisation and HRTF interpolation is offered, followed by an ap-
praisal of the existing minimum phase HRTF interpolation 
method. Novel alternatives are then suggested which essentially 
approach the problem of phase interpolation more directly. The 
first technique, based on magnitude interpolation and phase trun-
cation, aims to use the empirical HRTFs without the need for 
complex data preparation or manipulation, while minimizing any 
approximations that may be introduced by data transformations. 
A second approach augments a functionally based phase model 
with low frequency non-linear frequency scaling based on the 
empirical HRTFs, allowing a more accurate phase representation 
of the more relevant lower frequency end of the spectrum. This 
more complex approach is deconstructed from an implementation 
point of view. Testing of both algorithms is then presented, 
which highlights their success, and favorable performance over 
minimum phase plus delay methods.  
1. INTRODUCTION 
Our ability to locate sound sources in our spatial environment 
depends primarily on the binaural nature of our auditory system. 
We can use interaural time and intensity differences (ITD and 
IID respectively) to help us in this task, often very accurately un-
der favorable conditions. These interaural cues have frequency 
limitations. Generally, ITD performs best at low frequencies and 
IID at high. Monaural information can also provide important 
localisation cues. The pinna filters audible incoming sound in a 
non-linear manner due to its complex shape. 
These cues will all be evident in the Head Related Transfer 
Function (HRTF) of the left and right ear of a specific listener, 
with regard to a specific source location relative to this listener. 
HRTFs essentially define how a sound from a particular location 
is altered from source to tympanic membrane. An arbitrary mono, 
non-localized source can then be artificially spatialised to the 
location of this HRTF pair by convolving it with the left and 
right ear HRTFs and playing the resulting stereo file in head-
phones.  
Such a system appears promising for artificial spatialisation; 
however, limitations must be recognized. HRTFs are individual 
specific, for physiological reasons. Consistencies can however be 
observed in external ear characteristics, leading to the frequent 
use of generalised/non-individualized HRTF data sets in artificial 
binaural spatialisation scenarios. The finer detail of localisation 
ability, for example elevation resolution and front/back confu-
sions in areas where interaural cues will be similar can be de-
graded in this scenario, but it is suggested in [1] that non-
individualized data sets are certainly a useful tool in artificial 
spatialisation applications.  
HRTF datasets typically record and store a fixed number of 
responses around a subject, for various azimuths and elevations, 
for example [2]. If sources are required to be spatialised to a non-
measured point, or move smoothly from point to point, an inter-
polation algorithm is required.  
Several approaches to this complex task have been sug-
gested. Essentially, the interpolation process can be thought of as 
the derivation of a new HRTF by combining values from known 
empirical HRTF measurements. Known points in the vicinity of 
the desired non-measured point can thus be read and combined 
with relative weightings with regard to the desired point. 
This interpolation process is more accurately performed in 
the frequency domain, which immediately raises the issue of 
phase interpolation. As ITD uses phase differences in locating 
sounds, phase values in HRTFs are clearly significant. Phase is, 
however, a periodic quantity, therefore phase interpolation is 
problematic.     
Traditionally, this difficulty has been overcome using a mini-
mum phase allpass decomposition of the HRTF. By assuming the 
allpass component is linear, this becomes a minimum phase plus 
delay decomposition. This paper will first present a review of the 
standard minimum phase method. Following this, we will intro-
duce two novel approaches to the problem, considering their mo-
tivation and implementation. Finally, we will present test results 
illustrating their favorable performance. 
2. MINIMUM PHASE HRTF ASSUMPTION AND 
INTERPOLATION  
Any rational system function can be broken into a minimum 
phase and an allpass system [3]. The magnitude of the minimum 
phase all pass decomposition is represented solely by the mini-
mum phase system and the phase is reconstituted by both the all-
pass and minimum phase representations. The system in question 
can thus be defined as: 
 
)()()( min zHzHzH ap=  (1) 
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where H min (z) is a minimum phase system and H ap (z) is an all-
pass system.  
Typically, magnitude and phase spectra are not related. A 
unique and, in this case, extremely useful property of minimum 
phase systems, however, is that phase values for each component 
frequency can be derived from their corresponding magnitude 
values.  
It has been asserted that the allpass component of the decom-
position of the HRTF into minimum phase and allpass compo-
nents approximates linearity in [4]. In this study, the authors per-
formed the decomposition of measured transfer functions in or-
der to avoid the above mentioned phase uncertainty. They wished 
to obtain an unambiguous representation of the phase of their 
functions. In so doing, they realised that almost all of the fine 
detail in the phase of their free field to ear canal transfer func-
tions was contained in the minimum phase components. They 
concluded that the allpass component thus approaches linearity.  
Furthermore, the allpass component of the full HRTF (in-
cluding the ear canal response) exhibits a ‘nearly linear’ phase 
response up to 10 KHz. Consequently, the external ear can be 
thought of as a minimum phase system within this range. This 
implies that the allpass component can be approximated using a 
time domain, frequency independent delay line. Thus phase in-
terpolation is no longer a problem, as phase can be derived from 
magnitude for the minimum phase part of the decomposition, and 
delay lines can be interpolated. This observation has become the 
basis for many HRTF based binaural processing algorithms.   
Each empirical HRTF pair is thus analysed to extract an ap-
propriate interaural delay and reduced to a minimum phase repre-
sentation. Interpolation can be performed on the delay and mag-
nitude values. Interpolated minimum phase phase values can then 
be derived from these interpolated magnitude values.  
The decomposition of impulses in [4] theoretically validates 
the description of HRTFs as minimum phase filters (the transfer 
function can be thought of as a filter operation) plus delays. A 
typical motivation regarding the study of HRTFs is the imple-
mentation of an artificial spatialisation system. Such an applica-
tion is perhaps more concerned with more subjective testing. 
Therefore, the seminal paper by Kulkarni et al. examining the 
sensitivity of human subjects to HRTF phase spectra [5], which 
details psychophysical tests performed on a subject group is of 
great significance. Initially, while objectively investigating the 
validity of the minimum phase assumption, the study reports high 
coherence values between empirical and minimum phase plus 
delay data sets. However, coherence values were found to be sys-
tematically worse at lower elevations and extremes of the hori-
zontal plane. It is suggested that this is due to the shadowing ef-
fect of the head and interactions with the torso making the allpass 
delay non-linear, a phenomenon also discussed in [6]. This is 
supported by better performance at higher elevations, where there 
is less obstruction in the path to the contralateral (further from 
the source) ear. Phase error results enforce this assumption. 
These specific cases when minimum phase plus delay may not be 
valid are also mentioned in [7], where some possible solutions 
are discussed. 
The psychophysical results from [5] further clarify this issue, 
highlighting a low frequency cue present at extremes of the hori-
zontal plane, helping the subject to distinguish between mini-
mum phase plus delay and empirical impulses. Therefore, the 
suitability of modeling the interaural delay as a linear delay is 
brought into question. The study, however, concludes that mini-
mum phase plus delay models are sufficient for most locations 
(and therefore adequate), and that the finer structures of phase 
are not excessively important, as long as the overall delay is ap-
proximated in accordance with that of the low frequency empiri-
cal ITD. The benefits of minimum phase plus delay, specifically 
its ability to deal with phase interpolation and efficiently express 
the filter with the lowest possible number of coefficients (as the 
energy in a minimum phase impulse will be focused at its start) 
typically justify its use. 
To conclude this analysis of the minimum phase plus delay 
HRTF representation, practicalities of implementation of the de-
sired real time artificial spatialisation system need to be consid-
ered. In such an application, (the design of which is based on the 
minimum phase assumption) delay lines need to be interpolated, 
which adds complexity and possible spectral distortions to the 
output signal. The method of delay extraction is also pertinent. 
Several methods have been suggested, again adding to the proc-
essing and preparation required.  
3. NOVEL APPROACHES TO EMPIRICAL DATA 
INTERPOLATION 
3.1. Motivation 
The initial and primary aim of this study is to provide a toolset 
for the artificial recreation of audio spatialisation using HRTF 
based binaural techniques for open source computer music lan-
guages. Tools recently developed by the authors are discussed in 
[8] from a point of view of implementation for a particular com-
puter music programming language, Csound. The developed al-
gorithms are also introduced in [9] (more detail is given here). 
Further insight into algorithm testing is also given in [9]. 
Secondary to this goal, alternatives to the minimum phase 
approach are suggested that do not assume the approximations 
involved in modeling the HRTF as minimum phase plus delay. 
This essentially involves engaging more directly with the phase 
ambiguity problem. Thus approaches are developed that remove 
the approximation involved in the minimum phase assumption, 
as well as the complex data preparation/online processing neces-
sary in minimum phase implementation, while exploiting the ap-
parent insensitivity to phase spectra reported in [5]. The ap-
proaches outlined below are also intended to give spatially accu-
rate and efficient processing while dealing more directly with the 
empirical data. Complex data analysis, compression or transfor-
mation necessary in other approaches is thus purposefully mini-
mized to enable convenient, immediate use of HRTFs. The two 
novel approaches suggested are discussed below. 
3.2. Phase Truncation, Magnitude Interpolation 
The first of the two new methods proposed introduces phase 
truncation as a novel addition to linear interpolation methods. 
The spectrum of the employed HRTF is derived from interpo-
lated magnitude values and the nearest available empirical phase 
values. An impulse is thus derived for each block of audio proc-
essed in the case of a dynamic source. The method provides a 
simple, intuitive solution to HRTF interpolation for non meas-
ured points and performs particularly well in subjective tests. 
A user defined, dynamic source trajectory is implemented by 
updating angle (azimuth) and elevation values for each process-
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ing block. The HRTF data in the employed data set [2] is stored 
as a group of values for particular angles at various elevation in-
crements. Linear interpolation is performed on the magnitude 
values. This method derives an intermediate/transitional FIR fil-
ter that is consistent with the local empirical data, boosting or 
attenuating spectral bands appropriately.  
Possible anomalies in the impulse response of non-measured 
points are not addressed by this method, although in a dense 
dataset (the MIT dataset has a resolution of 5 degrees in the hori-
zontal plane for the 0 degree elevation subset of measurements), 
bearing in mind minimum audible movement constraints [10] 
and other limitations of the auditory spatialisation system, the 
technique provides a good approximation. The preference tests 
discussed below also attest to the perceived smooth movement of 
sources dynamically spatialised using the method. Filters used 
are 128 samples long, and are processed using overlap add (rec-
tangular window) convolution in the frequency domain. Noise 
introduced by filter magnitude values changing as the source 
moves through a trajectory adhering to minimum audible move-
ment angle limits is inaudible/tolerable. This linear interpolation 
method is utilized in Savioja et al. [11], who use a minimum 
phase approach to phase interpolation (as discussed above), 
Xiang et al. [12], who use time domain processing (which is not 
efficient and can introduce errors) and Zotkin et. al [13], whose 
approach will be discussed below. 
A novel addition to this interpolation algorithm is the trunca-
tion of phase values, and subsequent processing. Intermediate 
filters use nearest measured phase values. It is proposed that 
choosing the phase of the nearest measured point in a dense data-
set will not have a significant effect on the perceived spatial qual-
ity of the result. As discussed above, it has been shown that 
phase does indeed play an important role in localisation, but ex-
act phase accuracy is not essential [5]. 
Of immediate concern is the update of these phase values as 
a source moves closer to the next empirical HRTF on a desired 
trajectory. Abruptly switching between phase values is undesir-
able, as it could potentially cause inconsistencies in the output. 
Brief crossfades are suggested to avoid this. The frequency con-
tent of the source defines the audibility of the switch. Frequency 
rich sources may be able to mask any artifacts caused by a switch 
in phase values. However, sources with energy focused on one 
spectral region/narrowband sources will typically not perform as 
well in this scenario, leading to inconsistencies in the output.  
Therefore, in the Csound implementation of this algorithm, 
the user can simply define the length of crossfades required de-
pending on the source they are working with, if they wish to de-
viate from a suggested default. Buffers of 128 samples are proc-
essed in each iteration. A crossfade over one such buffer may be 
enough to mask inconsistencies for frequency rich sources. Users 
may find that other sources may require crossfades lasting up to 
16 buffers to mask all artifacts. The old HRTF data is processed 
with the input data and faded out. Simultaneously, the new 
HRTF data is processed with the input and faded in. Thus incon-
sistencies are removed in a simple, source specific (if required) 
manner. These brief crossfades will typically be infrequent. For 
static/slow moving sources, no/very occasional crossfades will be 
needed. For more quickly moving sources, more crossfades will 
be required, however in all cases, only very brief periods of 
crossfade are needed. 
Figure 1 gives an overview of the algorithm. Three snapshots 
in time are illustrated. In the first, the source is nearest to the bot-
tom left empirical value, so uses its phase spectrum. In the sec-
ond, a crossfade occurs as the source moves from being closer to 
one empirical point to another. Finally, the source is closer to the 
bottom right point, so uses its phase spectrum. Relatively 
weighted magnitude values will be used in accordance with 
source location. 
 
 
Figure 1: Magnitude interpolation, phase truncation. 
3.3. Functional Phase Model 
3.3.1. Woodworth/Schlosberg Formula 
Spectral magnitude interpolation, as discussed above and in the 
literature, is straightforward, easily realizable and performs ade-
quately, and is employed again in the second suggested novel 
approach. Again, the derivation of the phase spectrum constitutes 
the novel aspect of this approach. Essentially, empirical magni-
tude interpolation is coupled with a functionally modeled phase 
spectrum. Interaural Phase Difference (IPD) is essential in the 
derivation of a correct ITD. When endeavoring to functionally 
model the phase spectrum, the head can be roughly approximated 
to a sphere. This simplification can be practically implemented 
mathematically: the ITD for a particular source location, assum-
ing a spherical head can be defined thus: 
 ϕθθϕθ cos)sin(),(
c
rITD +=  (2) 
where r is the head (/sphere) radius, c is the speed of sound, θ is 
the angle (azimuth) and φ the elevation of the source. This for-
mula is described as the Extended Woodworth/Schlosberg For-
mula in [14]. Successful use of this basic Woodworth model for 
HRTF phase modeling and a magnitude interpolation algorithm 
is reported in [13], and is augmented and advanced here. The 
formula is also successfully utilized in [11]. Simplifying the 
complex shape of the head to that of a sphere will distort the 
HRTF. This distortion is closely related to the discussion above 
on sensitivity to phase spectra, which concluded that low fre-
quency ITD is the predominant phase cue [5]. Therefore the 
novel addition to the method aims to reproduce more accurately 
this low frequency ITD. 
3.3.2. Low Frequency Scaling 
Accurate ITD modeling involves maintaining a modeled low fre-
quency ITD that is consistent with empirical values [5]. This is 
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done by improving the Woodworth/Schlosberg formula. Higher 
frequency ITD is not as significant, as agreed in [5] and [6], 
which specifies that a Woodworth model can account for steady 
state high frequency ITDs. From a physiological point of view, 
IPD based localisation breaks down above approximately 1500 
Hz [10], becoming progressively less accurate towards this 
threshold. A low frequency, frequency dependent scaling factor 
is therefore suggested as an addition to the 
Woodworth/Schlosberg formula. It is proposed that this provides 
a more complete, psychoacoustically based solution, with mini-
mal extra processing required.  
Primarily, psychoacoustically based parameters are imposed 
on the range of the spectrum to be scaled. As mentioned above, 
IPD breaks down above approximately 1500 Hz; therefore this 
value is used as the upper boundary for scaling. Physical IPD 
restrictions for sinusoidal sources can be further quantified by 
finding the maximum unambiguous frequency for a specific 
source location. At IPDs of 180 degrees and greater, the source 
location is uncertain. The right signal may be leading the left, or 
vice versa. As with phase interpolation, this uncertainty is a re-
sult of the periodic nature of phase. As IPDs get larger, a greater 
number of perceived source locations are possible, as a number 
of full phase cycles may be incorporated into the reported IPD. 
The maximum frequency for a specific source location can be 
calculated thus: 
 
))(cossin(2max ϕθθ += r
cf  (3) 
where r is the head radius (again assuming a spherical head), c is 
the speed of sound, θ is the angle (azimuth) and φ the elevation 
of the source. This essentially represents the frequency that cor-
responds to half the distance around the head to the opposite ear.  
This formula is used, where appropriate, to reduce this 1500 
Hz threshold. The radius used here is that of the largest radius 
derivable from the KEMAR [15] mannequin measurements to 
minimize the value used. This reduction is maximized at the 
horizontal extreme of the half of the spatial hemisphere used (the 
left hemisphere is simply an inverted copy of the right in the 
dataset used [2]). A maximum IPD of pi is implied by this meth-
odology, which is the highest realizable resolution without phase 
ambiguities in a typical situation. However, although unneces-
sary here, resolution to 2 pi is possible, as the source location di-
rection is known. ITD is, in these circumstances, a vectorial 
quantity. In relation to the ear nearest to the source position, the 
ITD will have positive orientation, whereas the other ear 
will have a negative ITD.  
In practical terms, impulses will always come from the right 
if the angle is less than 180 degrees (with the exception of 0 and 
180 degrees, where there is no IPD). As the right phase is posi-
tively oriented and the left negatively in this scenario, IPD can be 
defined as right phase minus left. If there is an anomaly in this 
calculation (if the phase difference has passed onto a new cycle), 
the right phase is augmented by 2pi.  
ITDs are derived from empirical IPDs and compared to 
Woodworth/Schlosberg ITDs. Scaling factors are then calculated. 
The average of all derived scaling factors for each bin of the low 
frequency spectra of the HRTFs are shown in Figure 2, for a Fast 
Fourier Transform (FFT) size of 128 samples (we are using the 
compact, diffuse field filtered HRTF data from [2]). The bins of 
interests are shown in the figure, up to the 1500 Hz threshold. 
 
 
Figure 2: ITD scaling factors. 
 
A larger sample block FFT, giving more spectral resolution, re-
veals some interesting characteristics of this particular dataset. 
The curve is predominantly > 1, as expected [6], and illustrated 
in Figure 2. Some anomalies do appear on closer inspection, 
however. For example the curve falls below 1 at angle 150 de-
grees, elevation -30 degrees. However, the curve generally fits 
Figure 2 well, so the averaged model is used across location for 
efficiency.  
The values derived from this Extended Woodworth 
/Schlosberg Non-linearly Low Frequency Scaled Spherical Head 
(functional) Model are then used in the re-synthesis of the phase 
spectrum. Essentially, an appropriate ITD is derived from the 
Woodworth/Schlosberg formula. In the frequency domain, the 
appropriate phase is then calculated. For frequencies below 1500 
Hz, the ITD value is scaled in accordance with the averaged scal-
ing factor, which is derived from the empirical data. This model 
provides an accurate average low frequency ITD for this particu-
lar dataset, and a steady Woodworth based ITD for higher fre-
quencies, providing a psychoacoustically derived fit of the actual 
behavior of ITD [6]. Overlap-add convolution leads to undesir-
able noise when processing dynamic source trajectories, due to 
derived phase values not ‘matching’ amplitude values, so Short-
time Fourier Transform (STFT) processing is used. 
4. ALGORITHM TESTING 
4.1. Objective Tests 
The non linear low frequency scaling of the functional model was 
tested numerically to compare it to the minimum phase plus de-
lay model. Primarily, all 368 data files in the empirical dataset 
were transformed into minimum phase plus delay and functional 
model datasets. The minimum phase plus delay dataset was pre-
pared as in [5]. We wish to highlight not only that the novel al-
gorithm performs well, but also the approximations involved in 
assuming that the allpass component is linear in the minimum 
phase plus delay algorithm. Datasets were then upsampled to 4 
times their sampling rate (44,100 * 4 Hz) to provide a more accu-
rate evaluation. Each HRTF pair was run through a low pass fil-
ter, to focus on the lower end of the spectrum, where ITD is more 
significant as a spatial localisation cue [10]. ITDs for each fil-
tered HRTF pair were then calculated, by finding the maximum 
of their interaural cross correlation. The filtered minimum phase 
and functional model ITDs were then compared to the filtered 
empirical ITDs. 
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Ideally, both algorithms should agree with the empirical data. 
However, this is not always the case. When all data is consid-
ered, the minimum phase plus delay ITDs deviate from the em-
pirical data by a total of 1076 samples over the entire dataset. 
This is due to the non-linearities involved in the allpass compo-
nent of the minimum phase allpass deconstruction. The func-
tional model deviates by 827 samples for a head radius of 8.8 cm. 
This deviation is due primarily to inaccuracies introduced by av-
eraging of the scaling factors over the whole dataset, which was 
performed for efficiency. Therefore the novel suggested method 
is validated, as its main goal is to provide a more accurate low 
frequency ITD, due to its importance in localisation [5]. This re-
sult is illustrated in Figure 3, which shows that the minimum 
phase plus delay model involves a greater deviation from empiri-
cal data. 
 
 
Figure 3: Objective test illustrating that ITD of intro-
duced functional model is closer to empirical data than 
minimum phase plus delay for low frequencies.  
4.2. Subjective Tests 
Subjective tests were also performed to rate both of the novel 
algorithms. Due to the nature of the novel algorithms and the de-
sire for source movement being the motivation for the study, a 
moving source A/B/Ref based test was developed.   
The GUI for the test was developed using Csound’s FLTK 
opcodes. Due to the restriction of not having a true reference sig-
nal (a moving source recorded under the exact conditions of the 
dataset), the source in question processed with static start and 
end point empirical HRTFs constitutes the reference. The mini-
mum phase (as prepared in [5], using overlap add convolution, as 
the phase truncation algorithm does), phase truncation, func-
tional model and an anchor condition were tested. The anchor 
condition uses the same dataset to spatialise sounds, but no inter-
polation. Therefore it was expected to perform poorly.  
Subjects were asked to rate the dynamic samples according to 
a 5 point quality grading scale [16]. These ratings were based on 
smooth, artifact free movement from start to end point. Note that 
non-individualized HRTFs were used here, which can lead to 
front-back confusion and localisation inaccuracies [1]. Therefore, 
spatial location is not being assessed in this test. This is also ex-
plicitly confirmed as a note to participants in the test’s instruc-
tions. Subjects were permitted to repeat playback of reference 
and sample files, as desired. Also, subjects could stop samples if 
required, and could not play more than one sample at a time.  
Three sample tests were presented, constituting a training pe-
riod, followed by 36 dynamic sources to be judged. The purpose 
of the training period was to familiarize subjects with the sound 
samples, task and interface. A screenshot of the interface is given 
in Figure 4. It shows the reference signals (start point and end-
point) and two movements to be rated.  
The three different sound sources used were: a vocal sample, 
a noise burst and a brief musical figure played on piano, repre-
senting a range of spectral and temporal changes in sources. Nine 
subjects were tested, all of whom had experience with critical 
headphone listening. Overall results are illustrated in Figure 5. 
The mean values for each algorithm are presented. As expected, 
the anchor algorithm performs significantly worse than the oth-
ers. Interestingly, the means indicate that the novel algorithms 
introduced here perform better than the minimum phase plus de-
lay method. All 3 algorithms are within the range from good to 
excellent, however, the novel algorithms are closer to excellent, 
at 4.6 and 4.7 for the phase truncation and functional models re-
spectively. The minimum phase plus delay method, at 4.3, clearly 
has a lower mean. Results of a Friedman test show a statistically 
significant difference between algorithm ratings. 
 
 
Figure 4: Preference test interface. 
 
Figure 5: Preference test results.  
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5. CONCLUSION 
A critique of the minimum phase plus delay method of dynamic 
binaural spatialisation is offered. It requires complex data prepa-
ration and digital signal processing, as well as data approxima-
tions. Novel methods for the interpolation of HRTFs have been 
presented and discussed. The phase truncation method described 
maintains nearest measured phase data, thus meeting the criterion 
of using empirical data directly. Smooth, artifact free, user defin-
able complex trajectories are possible with this method. Change 
of phase information is dealt with using brief crossfades, which 
users may tailor to the spectral content of their source sound if 
desired.  
As discussed in [5], HRTF phase data does not require exact 
accuracy. More specifically, maintaining low frequency interau-
ral time delays appears to provide accurate phase data. The more 
complex functional model introduced works on this assertion. 
Augmenting the simplification of the head to a sphere with non 
linear frequency scaling factors for the psychoacoustically rele-
vant low frequency end of the spectrum will reintroduce some of 
the more significant finer phase detail of the head, pinnae and 
torso. The algorithms involved are discussed in detail, and some 
insight is given into the phase response of the particular dataset 
used, as well as the vectorial nature of ITD. The importance of 
low frequency phase information is preserved and applied to an 
efficient, simple model for phase.  
Both objective and subjective tests are presented. The func-
tional model is numerically validated by examining the lower end 
of the spectrum for all impulses in the dataset. This shows a low 
frequency ITD that agrees more closely with the empirical data 
than a minimum phase plus delay model. Subjectively, both the 
phase truncation and functional model perform better than the 
minimum phase plus delay algorithm.  
The novel methods mentioned above, as well as the mini-
mum phase based method have been implemented as Csound op-
codes [8, 17]. A HRTF based reverb system is currently being 
completed, adding HRTF accurate early reflections and a binau-
ral statistical diffuse field to sources spatialised using the op-
codes developed. 
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