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Abstract
The large majority of commercially available multiple-input multiple-output (MIMO) radio channel
measurement devices (sounders) is based on time-division multiplexed switching (TDMS) of a single
transmit/receive radio frequency chain into the elements of a transmit/receive antenna array. While being
cost-effective, such a solution can cause significant measurement errors due to phase noise and frequency
offset in the local oscillators. In this paper, we systematically analyze the resulting errors and show that,
in practice, overestimation of channel capacity by several hundred percent can occur. Overestimation
is caused by phase noise (and to a lesser extent frequency offset) leading to an increase of the MIMO
channel rank. Our analysis furthermore reveals that the impact of phase errors is, in general, most
pronounced if the physical channel has low rank (typical for line-of-sight or poor scattering scenarios).
The extreme case of a rank-1 physical channel is analyzed in detail. Finally, we present measurement
results obtained from a commercially employed TDMS-based MIMO channel sounder. In the light of
the findings of this paper, the results obtained through MIMO channel measurement campaigns using
TDMS-based channel sounders should be interpreted with great care.
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2I. INTRODUCTION
Multiple-input multiple-output (MIMO) wireless communication promises significant improve-
ments over existing wireless systems both in terms of spectral efficiency and link reliability.
Obtaining accurate measurements of MIMO radio channels is of key importance to devising
accurate MIMO radio channel models, which in turn are vital for system design, simulation, and
performance analysis.
A common and widespread MIMO channel measurement device (a.k.a. sounder) design is
based on time-division multiplexing with synchronous switching, or time-division multiplexed
switching (TDMS) for short, of a single radio frequency (RF) chain into the individual elements
of an antenna array. TDMS can be used at either the transmitter or the receiver (one-sided TDMS)
or at both sides of the link (double-sided TDMS). For the latter case, which is practically the most
relevant one, such an architecture is depicted in Fig. 1. TDMS constitutes a natural extension
of single-input single-output (SISO) channel sounders and leads to very cost-effective solutions
as only a single RF chain is required at either the transmitter or the receiver (one-sided TDMS)
or at both sides of the link (double-sided TDMS). To the best of our knowledge, the large
majority of commercially available MIMO channel sounders is based on the TDMS principle. A
major drawback of TDMS-based sounder architectures results from temporal phase deviations
between the outputs of the local oscillators (LOs) in the RF chains at transmitter and receiver
being translated into the spatial domain due to switching across antenna elements. This can
cause an increase of the MIMO channel rank and corresponding measurement errors, in terms
of estimated MIMO channel capacity, that can be on the order of several hundred percent. It
is therefore immediately clear that understanding the impact of phase errors1 in TDMS-based
sounding is of fundamental importance.
One may argue that in a wireless communication link the impact of phase fluctuations in the
1For brevity, in the remainder of this paper, we use the terminology phase errors whenever we refer to phase deviations due
to phase noise, or frequency offset, or both.
BAUM AND BÖLCSKEI: INFORMATION-THEORETIC ANALYSIS OF MIMO CHANNEL SOUNDING 3
transmitter and/or the receiver can simply be absorbed into an effective channel consisting of
the physical propagation channel combined with LO-related (and potentially other) impairments.
Channel estimation at the receiver for demodulation and decoding or for precoding at the
transmitter (through feedback) would then simply work on the effective channel. This point
of view can certainly be sensible in a data transmission setup if the frequency dispersion caused
by phase fluctuations is small compared to that induced by the physical channel. In a channel
sounding setup, however, it is crucial to separate the physical propagation channel (i.e., the
object to be measured) from transmitter/receiver impairments, in order to obtain measurement
results that depend as little as possible on the measurement device (sounder) used. Furthermore,
as already pointed out, the measurement procedure employed in TDMS-based MIMO channel
sounding results in very high sensitivity of the estimated channel capacity with respect to phase
errors.
Contributions: The goal of this paper is to systematically analyze the impact of phase noise
and frequency offset (between transmitter and receiver LO) on estimated MIMO channel capacity
when TDMS-based channel sounders are used. In particular, we show that the presence of phase
errors can lead to significant overestimation of MIMO channel capacity. A sensitivity analysis
reveals that, in certain cases, underestimation is possible as well, albeit typically resulting in
significantly smaller errors.
We start by devising a signal model, applicable to the wide class of correlation-based (as
defined in [1, Sec. III]) MIMO channel sounders and taking into account phase noise and
frequency offset. We then systematically identify situations where phase errors have no (or little)
impact on MIMO (ergodic and outage) capacity estimates and where they lead to significant
estimation errors. As an extreme case in the latter category, we demonstrate that even moderate
phase noise can turn a rank-1 physical channel (e.g., a pin-hole channel [2], [3]) into a full-
rank effective channel; analytic expressions for the corresponding (ergodic and outage) capacity
estimates are provided. Our analytic results are supported by measurement results obtained from
4a commercially employed TDMS-based MIMO channel sounder.
Previous related work: For linear time-varying SISO physical channels, an analysis of the
systematic measurement errors incurred by correlative channel sounders (due to the time-varying
nature of the physical channel) is reported in [1]. Models for the phase noise power spectral
density (PSD) of a 5 GHz and a 50 GHz frequency synthesizer as well as an expression for
the phase-noise induced reduction of the dynamic range of m-sequences can be found in [4]. A
subsequent paper by the same authors [5] discusses the impact of frequency offset on direction
of arrival (DOA) estimates in single-input multiple-output (SIMO) TDMS-based measurements
and proposes corresponding mitigation methods. The effect of random-walk phase noise on the
root mean-square (rms) error of SAGE2-based DOA estimates is analyzed in [7].
For fully parallel MIMO channel sounders, i.e., channel sounders employing a separate RF
chain for each transmit and each receive antenna element, the impact of gain imbalance in parallel
RF chains and of thermal noise on the estimated capacity of a physical rank-1 MIMO channel
is analyzed in [8]. The variance of an approximation of the error in the mutual information
(MI) of an effective channel resulting from a deterministic MIMO channel subject to additive
white complex Gaussian distributed perturbations is derived in [9]. For physical pin-hole [2],
a.k.a. key-hole [3], [10], [11] (i.e., rank-1), MIMO channels in a controlled indoor environment,
the impact of measurement imperfections such as thermal noise and “multi-path leakage” (i.e.,
multi-path components propagating between the transmitter and the receiver via paths other than
through the pin-hole) on the channel eigenvalue distribution and the resulting outage capacity
are analyzed numerically, based on measurements and simulations, in [11].
Organization of the paper: The remainder of this paper is organized as follows. In Section II,
the architecture of a TDMS-based MIMO channel sounder is described and the corresponding
channel and signal model are provided. In Section III, we analyze the effect of phase errors on
2Space-alternating generalized expectation maximization (EM) algorithm [6].
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MIMO channel statistics. The corresponding impact on estimated MI is studied in Section IV. A
framework for analyzing the sensitivity of the MIMO channel MI to phase errors is developed in
Section V. Section VI is devoted to the special (but practically relevant) case of rank-1 physical
channels. Measurement results performed on a typical, commercially employed TDMS-based
MIMO channel sounder corroborating our analysis are presented in Section VII. We conclude
in Section VIII.
Notation: E{·} denotes the expectation operator. f(t) ∗ g(t) = ∫
τ
f(τ)g(t− τ) dτ stands for
the convolution of the functions f(t) and g(t). The Dirac delta function is denoted as δ(t),
and δi = 1 for i = 0 and 0 otherwise. The superscripts T , H , and ∗ stand for transposition,
conjugate transposition, and elementwise conjugation, respectively. An m×n matrix is a matrix
with m rows and n columns. 1 and 0 denote an all-ones and all-zeros matrix, respectively, of
appropriate size. If required, the size of a matrix is specified through subscripts, e.g., 1m,n. Im
stands for the m × m identity matrix. A ◦ B and A ⊗ B denote the Hadamard (pointwise)
product and the Kronecker product, respectively, of the matrices A and B, and f ◦(A) stands
for the matrix resulting from entry-wise application of the function f(·) to A. ‖A‖F is the
Frobenius norm of A and Tr(A) is the trace of A. diag(x) denotes the diagonal matrix with the
elements of the vector x on its main diagonal, and dg(A) = A ◦ I zeros out all but the diagonal
elements of A. The element in the mth row and nth column of A is denoted as [A]m,n. r(A)
and λi(A) stand for the rank and the ith eigenvalue of A, respectively. Unless explicitly stated
otherwise, eigenvalues are sorted in decreasing order, i.e., λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A).
For an m × n matrix A = [ a1 a2 · · · an ] with columns ai, we define the mn × 1 vector
vec(A) = [ aT1 a
T
2 · · · aTn ]T . The commutation matrix K(m,n) [12, Sec. 3.7] is a permutation
matrix of size mn×mn uniquely defined through
K(m,n)vec(A) = vec(A
T ) (1)
6where A is an m × n matrix. For brevity, we define divec(A) = diag(vec(A)). For two
random variables (RVs) X and Y , X d= Y and X d≈ Y stands for equivalence and approx-
imate equivalence in distribution, respectively. For a RV X , the probability density function
(pdf) and cumulative distribution function (cdf) are denoted by pX(x) and FX(x), respectively,
and the moment-generating function (MGF) is defined as MX(s) = E{exp(sX)}. The vari-
ance of a RV X is denoted as Var{X}. The covariance matrix of a complex random matrix
X is defined as Cov{X} = E{(vec(X) − E{vec(X)})(vec(X) − E{vec(X)})H} and the
corresponding matrix of correlation coefficients is the matrix with entries [Corr{X}]m,n =
[Cov{X}]m,n/ ([Cov{X}]m,m[Cov{X}]n,n)1/2. The pseudo-covariance matrix [13] of a complex
random matrixX is defined as Covp{X} = E
{(
vec(X)−E{vec(X)})(vec(X)−E{vec(X)})T}.
For the integers a and b, a div b = ⌊a/b⌋ denotes the integer division of a by b, and amod b
stands for the remainder, on division of a by b. For a complex scalar z ∈ C, the function arg(z)
returns the argument (angle) of z in the interval [0, 2pi), and Re(z) and Im(z) stand for the real
and imaginary part of z, respectively. All logarithms are to the base 2 unless explicitly stated
otherwise. |I| denotes the length of an interval I. Throughout the paper, the number of transmit
and receive antenna elements in a MIMO channel is denoted as MT and MR, respectively, and
we will refer to antenna elements simply as antennas.
A real Gaussian random vector is defined as a vector with jointly Gaussian (JG) elements and
denoted by N (m,C), where m is the mean and C is the covariance matrix. A complex Gaussian
random vector is defined as a vector with JG real and imaginary parts. A complex random vector
will be called proper if its pseudo-covariance matrix vanishes. CN (m,C) stands for a proper
complex Gaussian random vector with mean m and covariance matrix C. The complex random
vectors x and y will be called jointly proper if the composite random vector having x and y as
subvectors is proper.
For a chi-square distributed RV with n degrees of freedom and variance 2nσ4 we write χ2n,σ2 ,
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where χ2n,σ2
d
= ‖x‖2 with x d= N (0, σ2In). [ x1 x2 · · · xn ] d= Dn(a1, a2, . . . , an), xi ≥ 0
(i = 1, 2, . . . , n) denotes a Dirichlet distributed random vector with parameters a1, a2, . . . , an.
The corresponding subvector x = [ x1 x2 · · · xn−1 ] satisfies x d= Dn−1(a1, a2, . . . , an−1; an)
and has joint pdf [14, Th. 1.2]
pDn−1(a1,a2,...,an−1;an)(x) =
Γ(a)∏n
i=1 Γ(ai)
(
n−1∏
i=1
xai−1i
)(
1−
n−1∑
i=1
xi
)an−1
where a =
∑n
i=1 ai and Γ(z) is the Gamma function [15, Sec. 6.1]. We denote the beta
distribution with parameters a and b as β(a, b) with pdf given by
pβ(a,b)(x) =
Γ(a+ b)
Γ(a)Γ(b)
(1− x)b−1xa−1, a > 0, b > 0, x ≥ 0.
The digamma function Ψ(z) is defined as [15, Eq. 6.3.1, Eq. 6.3.16]
Ψ(z) =
d
dz
logeΓ(z) =
Γ′(z)
Γ(z)
= ψ0(z), z ∈ C
Ψ(z) = −γ +
∞∑
n=1
z
n(n + z − 1) , z 6= 0,−1,−2, . . .
(2)
where γ ≈ 0.5772 is Euler’s constant, and ψn(z) is the polygamma function [15, Eq. 6.4.1],
defined as the nth derivative of Ψ(z). We will also need the following representation of the
digamma function at positive integer multiples of 1/2 given by [15, Eq. 6.3.2, Eq. 6.3.4]
Ψ(k) = −γ +
k−1∑
n=1
1
n
, Ψ
(
k − 1
2
)
= −γ − 2loge(2) +
k−1∑
n=1
2
2n− 1 , k ∈ N, k ≥ 1. (3)
Finally, we note that the first derivative of the digamma function can be written as an infinite
series as [15, Eq. 6.4.10]
Ψ′(z) = ψ1(z) =
d2
dz2
logeΓ(z) =
∞∑
n=1
1
(n+ z − 1)2 , z 6= 0,−1,−2, . . . . (4)
8II. MIMO CHANNEL SOUNDING BASED ON TIME-DIVISION MULTIPLEXED SWITCHING
In this section, we describe the system architecture of a correlation-based MIMO channel
sounder employing TDMS and we present the corresponding signal model, taking into account
the presence of phase errors.
A. Channel Sounder Architecture
The basic architecture of a TDMS-based MIMO channel sounder is depicted in Fig. 1. A (pos-
sibly complex) sounding signal x(t) is generated in baseband and modulated to the propagation
channel center frequency. At the receiver, bandpass filtering (to remove out-of-band thermal
noise) and downconversion to baseband, resulting in the signal u(t), is followed by extraction
of the MIMO channel estimate. Both the transmitter and the receiver employ a multiplexing
unit, which steps a single RF chain through all transmit/receive antennas sequentially in time
following a prescribed switching pattern. Clocks at transmitter and receiver serve as reference
for the analog-to-digital converter (ADC) and digital-to-analog converter (DAC) sampling rates,
antenna multiplexing timing, and RF mixing (i.e., LO) frequencies.
Another frequently used MIMO channel sounder setup employs a single antenna (either at the
transmitter or the receiver or at both sides of the link), which is physically moved (in an automated
fashion) to form a “virtual” antenna array. This setup also fits into the framework described
in the paper. The impact of phase errors on MIMO channel capacity estimates in such a time-
division-based “virtual” antenna array sounder architecture will, in general, be significantly more
pronounced than in the TDMS-based case where a single RF chain is switched electronically
into different physical antenna elements. This is because in the “virtual” antenna array case, the
time that passes when moving the single antenna from a given physical position to the next one
is much longer than the time it takes to switch electronically between different antenna elements.
BAUM AND BÖLCSKEI: INFORMATION-THEORETIC ANALYSIS OF MIMO CHANNEL SOUNDING 9
B. SISO Signal Model
We start by presenting the signal model for a correlative SISO channel sounder in the presence
of phase errors. This constitutes the basis for the MIMO signal model in TDMS-based sounders
introduced in Section II-C.
Apart from frequency offset, a difference between the reference clocks at transmitter and
receiver also causes a difference in the corresponding baseband sampling rates. The effect of
this sampling rate offset, however, can be neglected compared to the frequency offset incurred by
up- and down-conversion with respect to the LO frequencies, which are significantly higher than
the sampling rates. The signal model presented below will therefore not account for sampling
rate offset.
1) Correlation-based sounding: The baseband sounding signal is given by x(t) =∑k s(t−
tk) where s(t), supported on an inverval IT, denotes the convolution of the (time-continuous)
transmit sounding sequence3 with the impulse response of the transmit frontend filter. Further, tk
is the SISO snapshot (measurement) time instant, referred to as snapshot time in the following,
and k denotes the SISO snapshot index. Because the sounder can have a measurement duty cycle
less than one, the time intervals [tk−1, tk] generally contain measurement time and void time. In
the following, we will refer to the quantities tk− tk−1 as the SISO snapshot time distances. After
bandpass filtering and downconversion, the receiver applies a linear time-invariant (LTI) filter
with impulse response r(t), supported on an inverval IR, and consisting of the receive sounding
sequence convolved with the receive frontend filter. The signals s(t) and r(t) are chosen such
that the function
c(t) = s(t) ∗ r(t)
3The sounding sequence is a weighted chip-spaced Dirac train with the weights determined by the time-discrete sounding
signal, e.g. a binary phase-shift keying (BPSK)-modulated m-sequence.
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is peaky around t = 0, where it takes on its maximum value
c(0) =
∫
ITR
s(t)r(−t) dt = 1 (5)
with ITR = IT ∩ (−IR). In the following, we will be interested in the behavior of the function
c(t) in an interval Ic around t = 0. The sequence signal-to-noise ratio (SNR) quantifies the
peakiness of c(t) (in an interval Ic).
In the sequel, we denote channel sounders satisfying the conditions described in the previous
paragraph as correlation(-based) sounders. In the literature, the term correlation sounder is
usually reserved for a more specific setup where r(t) = s∗(−t) with s(t) resulting from a
BPSK modulated pseudo-(random) noise sequence (PNS) (typically an m-sequence). The widely
used class of channel sounders employing chirp or multisine sounding sequences [1], [16]–[19]
satisfies the conditions stated in the previous paragraph and hence fits into our framework.
2) Modeling phase noise and frequency offset: The LOs in the transmitter and the receiver
generate signals that have the analytic signal representations
oT(t) = e
j(2pifTt+ϕT(t)) and oR(t) = ej(2pifRt+ϕR(t))
respectively, where fT and fR are the corresponding desired LO frequencies, and ϕT(t) and
ϕR(t) represent the corresponding additive LO phase. In the remainder of this paper, we assume
that ϕT(t) and ϕR(t) are real-valued zero-mean wide-sense stationary (WSS) Gaussian random
processes. We shall next justify the modeling assumptions made in this paragraph.
The characterization of phase and frequency instabilities in precision frequency sources has
been a major area of research for many years [20]–[26]. In the ensuing discussion, we distinguish
between the directly observable random process o(t) = exp
(
j
(
2pift+ϕ(t)
))
and the underlying
phase process ϕ(t). There are two fundamentally different models for ϕ(t) motivated by the
corresponding different methods of frequency generation, namely free-running and closed-loop.
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In the case of free-running oscillators, the phase process is often modeled as a continuous-time
Wiener (a.k.a. Brownian motion) process, which is Gaussian and nonstationary, with autoco-
variance function E{ϕ(t)ϕ(t + τ)} ∝ min(t, t + τ) [23, Corollary 7.1]. It is important to note
that even though the phase process is nonstationary and has a variance that grows without
bounds over time, the corresponding observable process is stationary with finite power and has
an approximately Lorentzian (i.e., one-pole lowpass) PSD function around the first harmonic
[23, Eq. (41)]. In the case of a closed-loop (a.k.a. phase-feedback) system, such as a phase-
locked loop (PLL), in the locked and steady state, the phase difference between its input and
output signal can be modeled as a Gaussian WSS process with bounded variance. In practice,
frequency generation is often performed by locking one or more PLLs to the output of a free-
running oscillator, which results in an overall phase process ϕ(t) that is the sum of a Brownian
motion process and an asymptotically (in time) Gaussian WSS process [25]. Generally speaking,
the components in ϕ(t) corresponding to the free-running oscillator and to the PLLs dominate
the long-term and the short-term phase process behavior, respectively. In TDMS-based MIMO
channel sounding, the time-scale of interest, determined by the duration of one MIMO snapshot
(i.e., the duration it takes to measure all scalar subchannels of the MIMO channel), is such that
the behavior of the phase process is typically dominated by the component due to the PLL(s). The
nonstationary (Brownian motion) component in ϕ(t) can therefore be neglected. We shall support
this statement in Section VII through measurements4 performed on a commercially employed
TDMS-based MIMO channel sounder.
The absolute frequencies generated by the independent clock sources at transmitter and receiver
can differ significantly, which is accounted for by allowing a nonzero frequency offset ∆ω =
2pi(fT − fR). The resulting overall model, specified below, captures all relevant effects in a
4While we did not observe the Brownian motion component within the duration of a MIMO snapshot in our measurements,
we do acknowledge that it may occur for the channel sounder under consideration if the MIMO snapshot duration is sufficiently
long.
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simple and mathematically tractable manner.
3) SISO signal model: We are now ready to state the SISO signal model including the effects
of phase errors. Throughout the paper, we shall work in complex baseband. We assume that
the (time-varying) physical channel to be measured is LTI during each snapshot interval and
can change from snapshot to snapshot. The impulse response during the kth snapshot interval
tk + IT (k ∈ Z) is given by
hk(t) =
∑
l
h
(l)
k δ(t− τ (l)k ), τ (m)k 6= τ (n)k ∀m 6= n (6)
and the individual snapshot intervals do not overlap.
The overall signal model (in complex baseband notation) for the kth snapshot is hence given
as
uk(t) = r(t) ∗
(
o∗R,bb(t)
(
hk(t) ∗
(
oT,bb(t) s(t− tk)
))
+ n′(t)
)
where we set oT,bb(t) = oT(t) exp(−j2pifTt) = exp
(
jϕT(t)
)
and oR,bb(t) = oR(t) exp(−j2pifTt)
= exp
( − j(∆ωt − ϕR(t))), and n′(t) represents thermal noise at the receiver input. Straight-
forward manipulations yield
uk(t) =
∑
l
h
(l)
k r(t) ∗
(
ej∆ωt e−jϕR(t) ejϕT(t−τ
(l)
k )︸ ︷︷ ︸
θk,l(t−tk−τ
(l)
k )
s(t− tk − τ (l)k )
)
+ n(t) (7)
where n(t) = r(t) ∗ n′(t). In the absence of phase errors, i.e., ϕT(t) = ϕR(t) = ∆ω = 0, we
have
uk(t) =
∑
l
h
(l)
k c(t− tk − τ (l)k ) + n(t). (8)
Now, if the interval Ic is such that τ (l)k ∈ Ic ∀k, l, the peakiness of c(t) = s(t) ∗ r(t) (within Ic)
implies that the channel coefficients h(l)k can be retrieved by sampling uk(t) at the time instants
tk + τ
(l)
k . The measurement SNR in extracting the coefficients h
(l)
k from uk(t) is clearly limited,
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among other factors, by the sequence SNR. From (7), we can see that in the presence of phase
errors, one has to deal with the quantity
c′k,l(t) =
(
θk,l(t) s(t)
) ∗ r(t)
instead of c(t) as in (8). Phase errors, accounted for by the term θk,l(t), therefore can lead to a
shifting of the peak of c(t) (which is at t = 0 in the phase-error free case) and to a degradation
of the correlation properties, or equivalently, the peakiness of c(t) as quantified by the sequence
SNR. We shall next show that, under quite general conditions, we can write
c′k,l(t) = ck,l pk,l(t) (9)
where pk,l(0) = 1 ∀ k, l, and the pk,l(t) are functions that have their peaks at t = 0. As a
consequence of (9), we then obtain
uk(t) =
∑
l
h
(l)
k ck,l pk,l(t− tk − τ (l)k ) + n(t) (10)
which implies that the channel coefficients in the presence of phase errors are given by h(l)k ck,l
and can still be obtained by sampling uk(t) at the time instants tk+τ (l)k . Moreover, the functions
pk,l(t) will be less peaky than c(t) (within the interval Ic), which results in a reduction of the
sequence SNR and hence the measurement SNR in terms of extracting the channel coefficients
by sampling the function uk(t).
A general but restrictive condition for the pk,l(t), ∀ k, l to have their peaks at t = 0 is that
θk,l(t), ∀ k, l be narrowband relative to s(t) which would imply c′k,l(t) ∝ c(t). This “slow phase
noise” condition, however, is in practice hardly satisfied. A more systematic approach to assessing
the degradation of sequence SNR due to phase errors consists of decomposing θk,l(t) into the
14
harmonics exp(jωdt) and evaluating the behavior of the quantity
(
s(t) ejωdt
) ∗ r(t) = ∫ ∞
−∞
s(−ξ) r(t+ ξ) e−jωdξ dξ
which for r(t) = s∗(−t) becomes Woodward’s correlation function [27, Ch. 7, Eq. (17)]
As−(t, ωd) =
∫ ∞
−∞
s(−ξ) s∗(−ξ − t) e−jωdξ dξ
where s− stands for s(−t). In the remainder of this paragraph, we restrict ourselves to r(t) =
s∗(−t), for simplicity. In the general case Woodward’s correlation function is replaced by the
cross-correlation function between s(t) and r(t). Denoting the Fourier transform of θk,l(t) by
Θk,l(jω) =
∫∞
−∞ θk,l(t)e
−jωt dt, it follows that
c′k,l(t) =
1
2pi
∫ ∞
−∞
Θk,l(jω)As−(t, ω) dω.
Analyzing the quantity E{|c′k,l(t)|2}, it can be verified that for m-sequences (used, e.g., in the
channel sounder analyzed in Section VII) As−(t, ω) is such that, under quite general conditions
on the phase noise PSD, peak-shifting does not occur, i.e., c′k,l(t) has its peak at t = 0, ∀ k, l,
and hence (9) is satisfied. However, for sounders employing, for example, chirp sequences peak-
shifting does occur.
We shall next show that, under assumptions validated by our measurements in Section VII,
(9) can be simplified further in the sense that the ck,l do not depend on l. Straightforward
manipulations reveal that
ck,l = e
j∆ω(tk+τ
(l)
k )
∫
ITR
ej∆ωξ e−jϕR(tk+τ
(l)
k +ξ) ejϕT(tk+ξ)w(ξ) dξ (11)
where w(t) = s(t) r(−t) is a window function. For BPSK modulated m-sequences with rectan-
gular chip pulses (used in the sounder analyzed in Section VII) and r(t) = s∗(−t), for example,
we have w(t) = const. for t ∈ ITR. Next, assuming that
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i) ϕR(t), ϕT(t), and ∆ωt do not change appreciably during an interval of length |ITR|, and
thus, recalling the normalization of w(t) according to (5),∣∣∣∣∫
ITR
ej∆ωξ e−jϕR(tk+τ
(l)
k +ξ) ejϕT(tk+ξ)w(ξ) dξ
∣∣∣∣ ≈ 1 (12)
ii) the delay spread is small enough for
∆ωτ
(l)
k ≈ 0 and ϕR(tk + τ (l)k + ξ) ≈ ϕR(tk + ξ), ∀ k, l (13)
to hold,
and further assuming without loss of generality (w.l.o.g.) that the interval ITR is symmetric
around t = 0, we obtain
ck,l ≈ ej∆ωtk ejϕk (14)
which, obviously, does not depend on l. Here, ϕk is a real-valued WSS Gaussian random process
with zero-mean and variance σ2ϕ. We note that formally the condition that ϕR(t) does not change
appreciably during an interval of length |ITR| implies the second condition in (13) as the delay
spread is significantly smaller than |ITR|. We decided, however, to state the second condition
in (13) separately in order to stress that it is more critical that the approximation error in the
second condition in (13) be small. Inserting (14) into (10) finally yields
uk(t) =
∑
l
h
(l)
k e
j∆ωtk ejϕk pk,l(t− tk − τ (l)k ) + nk (15)
which implies that the impact of phase noise and frequency offset is to modulate the (potentially
frequency-selective) physical channel process according to
hˆ
(l)
k = h
(l)
k e
j∆ωtk ejϕk , ∀ l.
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For flat-fading physical channels, considered in the remainder of the paper, we simply get
hˆk = hk e
jµk ejϕk (16)
where we set µk = ∆ωtk. We conclude by noting that even though the model (16) is standard
and well-known in the literature, we decided to provide a detailed derivation in order to exhibit
the underlying key assumptions. In particular, as already mentioned, these assumptions will be
validated in our measurements in Section VII.
In practice, processing on the receive side is often implemented through periodic convolution
rather than linear convolution, as described above. The corresponding class of sounders will be
called circular convolution-based in the following and entails extending s(t) and r(t) periodically
to result in the |IP|-periodic signals s˜(t) and r˜(t), where |IP| is given by the length of the
sounding (transmit and receive) sequence. Consequently, IP denotes one period of s˜(t) and r˜(t).
The signals uk(t), obtained by convolving, for each l, with r˜(t− τ (l)k ) rather than r(t), are then
sampled at the time instants tk. As compared to the case of linear convolution, this leads to a
slightly modified expression for the coefficients ck,l given by
ck,l = e
j∆ωtk
∫
IP
ej∆ωξ e−jϕR(tk+ξ) ejϕT(tk−τ
(l)
k +ξ) w˜(ξ − τ (l)k ) dξ (17)
with w˜(t) = s˜(t) r˜(−t). Now, in order to arrive at the effective input-output relation (16), we
need to slightly revise the assumptions made in the case of a linear convolution-based system.
Instead of Condition i) leading to (12), we need to assume that ϕR(t), ϕT(t), and ∆ωt do not
change appreciably during an interval of length |IP| and thus∣∣∣∣∫
IP
ej∆ωξ e−jϕR(tk+ξ) ejϕT(tk−τ
(l)
k +ξ) w˜(ξ − τ (l)k ) dξ
∣∣∣∣ ≈ 1. (18)
Instead of the second condition in (13), we need to assume that the delay spread is small enough
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for
ϕT(tk − τ (l)k + ξ) ≈ ϕT(tk + ξ), ∀ k, l (19)
to hold. The condition ∆ωτ (l)k ≈ 0 is not needed. Circular convolution-based sounders have the
advantage of reducing the required per SISO snapshot recording interval length5 from |ITR|+|Ic|
to |IP|. The inequality |ITR| + |Ic| > |IP| is obtained by noting that in the case of circular
convolution |ITR|+ |Ic| = |IT|+ |Ic| ≥ |IP|+ |Ic|, where we used r(t) = s∗(−t) and the fact
that the length of IT is given by the length of the transmit sounding sequence plus the length of
the transmit frontend filter impulse response. We close the discussion by noting that the channel
sounder investigated in Section VII is a circular convolution-based sounder.
C. MIMO Signal Model
The basic principle of TDMS-based MIMO channel sounding is to sequentially measure the
MTMR scalar subchannels of the MIMO channel. Since the individual SISO subchannels (note
that we continue to use the term SISO snapshot to refer to the measurement of a subchannel
of the MIMO matrix) are band-limited stochastic processes (due to finite Doppler spread), it is
not necessary to assume that the subchannels are static during the entire MIMO measurement
period. Rather, it suffices to choose the sampling rate in compliance with the sampling theorem
and to properly align the measurements in time [28]. In the remainder of the paper, we assume
that this alignment has already been performed.
Denoting the effective (i.e, the physical channel including the effect of phase errors) scalar
subchannel between the nth (n = 1, 2, . . . ,MT) transmit and the mth (m = 1, 2, . . . ,MR) receive
antenna as hˆm,n = hm,n exp(j(µm,n+ϕm,n)), the corresponding effective MIMO channel matrix
5The signal recorded is the signal at the output of the receive frontend filter.
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can be expressed as
Ĥ = H ◦ exp◦(j(M+Φ))︸ ︷︷ ︸
Θ
(20)
where [M]m,n = µm,n and [Φ]m,n = ϕm,n. What we would like to measure is the physi-
cal channel matrix H. However, due to phase errors, the sounder has access to the effective
channel matrix Ĥ only. The entries in M and Φ depend on the switching pattern, i.e., the
order in which the individual scalar subchannels are measured, and the SISO snapshot time
distances. In the following, we denote a switching pattern as an ordered sequence of pairs(
(m1, n1), (m2, n2), . . . , (mMTMR, nMTMR)
)
where (mk, nk) means that the scalar subchannel
hmk ,nk is being measured at time tk. Let us consider a simple example with MT = MR = 2.
The switching pattern
(
(1, 1), (2, 1), (2, 2), (1, 2)
)
leads to
Θ1 =
 ej(µ1+ϕ1) ej(µ4+ϕ4)
ej(µ2+ϕ2) ej(µ3+ϕ3)

whereas the switching pattern
(
(1, 1), (2, 1), (1, 2), (2, 2)
)
results in
Θ2 =
 ej(µ1+ϕ1) ej(µ3+ϕ3)
ej(µ2+ϕ2) ej(µ4+ϕ4)
 .
The physical channel matrixH is, of course, unaffected by the switching pattern. The dependence
ofΘ on the switching pattern and on the SISO snapshot time distances is highly problematic since
different switching patterns and/or SISO snapshot times yield different (incorrect) measurement
results for the same physical MIMO channel. The following simple example for MT =MR = 2
illustrates this undesirable effect and its implications: Assume that the physical channel is given
by H = 1, and µ1+ϕ1 = µ4+ϕ4 = 0, µ2+ϕ2 = −pi/2, and µ3+ϕ3 = pi/2. It is then easily seen
that λ1
(
(H◦Θ1)(H◦Θ1)H
)
= λ2
(
(H◦Θ1)(H◦Θ1)H
)
= 2 whereas λ1
(
(H◦Θ2)(H◦Θ2)H
)
= 4
BAUM AND BÖLCSKEI: INFORMATION-THEORETIC ANALYSIS OF MIMO CHANNEL SOUNDING 19
and λ2
(
(H◦Θ2)(H◦Θ2)H
)
= 0. In summary, starting from a rank-1 physical channel, depending
on the switching pattern, we can get a rank-1 or a rank-2 effective channel.
We conclude this section by introducing an approximation that will frequently be used through-
out the paper. For small phase errors, we use the standard first-order Taylor-series approximation
(see, e.g., [29, Eq. (4.12)])
exp◦(jΦ) ≈ 1+ jΦ. (21)
In the remainder of the paper, whenever referring to Ĥ, unless explicitly stated otherwise, we
shall use the exact expression for Θ according to (20). We conclude this section by noting that,
throughout the paper, whenever we deal with random physical channels, Θ will be assumed to
be statistically independent of H.
III. EFFECT OF PHASE ERRORS ON MIMO CHANNEL STATISTICS
In this section, we describe the impact of phase errors on MIMO channel statistics (i.e., the
statistics of the effective MIMO channel Ĥ vs. the statistics of the physical MIMO channel H)
thereby laying the foundations for the results in Sections IV, VI, and VII.
In the following, we consider both deterministic and stochastic physical channels H. For
deterministic H, phase noise induces randomness and hence makes the static channel appear
fading. In the case of stochastic H, phase errors alter the channel statistics.
A. Mean and Covariance of Effective MIMO Channel Matrix
We start by investigating the impact of phase errors on the mean Hf = E{H} and on the
covariance Cov{H} of the physical channel. The developments in the sequel apply to both
deterministic physical channels, where Hf = H and Cov{H} = 0, and random physical
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channels. Using (20), a straightforward calculation reveals that
E{Ĥ} = √κ exp◦(jM) ◦Hf
Cov{Ĥ} = κ (mmH) ◦
[
exp◦
(
Cov{Φ}) ◦ (vec(Hf) (vec(Hf))H+ Cov{H}) (22)
− vec(Hf)
(
vec(Hf)
)H]
where κ = exp(−σ2ϕ), m = vec
(
exp◦(jM)
)
, and we made use of the relations vec(A ◦
B)
(
vec(A◦B))H = (vec(A) (vec(A))H)◦(vec(B) (vec(B))H ) and E{exp(jX)} = exp(jmX−
σ2X/2) for X ∼ N (mX , σ2X).
We observe that phase noise leads to an attenuation of the first moment of the physical channel
by a factor of
√
κ . The presence of a frequency offset (reflected by the matrix M) can result in
E{Ĥ} having a higher rank than Hf which in turn implies that the spatial multiplexing gain of
the effective channel can be higher than that of the underlying physical channel. Take for example
a deterministic rank-1 physical channel with H = Hf = 1. In the absence of phase noise, we
have E{Ĥ} = exp◦(jM) which, depending on the frequency offset characteristics, can even
have full rank. As a simple example, consider the switching pattern
(
(1, 1), (2, 1), (2, 2), (1, 2)
)
with µk = exp(jpik/2), which results in the full-rank matrix
E{Ĥ} = exp◦(jM) =
 j 1
−1 −j
 .
The conditions for frequency offset (in terms of the measurement setup) to have a significant
impact on the measurement error in terms of MI will be discussed in Section IV-A3.
The impact of phase errors on the channel’s second-order statistics is more involved. Consider,
for example, the case of no frequency offset (M = 0 and hence m = 1) and fully correlated
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phase noise, i.e., Cov{Φ} = σ2ϕ1, representative of a high-quality LO. In this case, (22) yields
Cov{Ĥ} = Cov{H}+ vec(Hf) (vec(Hf))H (1− κ)
which shows that the mere presence of phase noise, even if it is fully correlated, alters the
covariance matrix of the physical channel by adding a rank-1 component to Cov{H}. For a
deterministic physical channel, where Cov{H} = 0, we can see that the presence of phase
noise randomizes the channel and yields an effective channel with the rank-1 covariance matrix
Cov{Ĥ} = vec(Hf) (vec(Hf))H (1− κ). We conclude this discussion by investigating the case
of fully uncorrelated phase noise, representative of a very poor LO, still assuming M = 0. In
this case, we have Φ = σ2ϕI and consequently
Cov{Ĥ} = (1− κ) dg
(
vec(Hf)
(
vec(Hf)
)H)
+

1 κ κ · · · κ
κ 1 κ · · · κ
.
.
.
.
.
.
.
.
.
.
.
.
κ κ κ · · · 1

◦ Cov{H}. (23)
We can see that again for deterministic physical channels (where Cov{H} = 0) the effective
channel has a nonzero second moment and is hence randomized by phase noise. An important
effect is brought out by starting with a purely Rayleigh fading physical channel (i.e.,Hf = 0) with
fully correlated entries (due to insufficient antenna spacing for example) so that Cov{H} = 1. If
the phase noise variance is high so that κ = exp(−σ2ϕ) is small, (23) implies that Cov{Ĥ} ≈ I
which amounts to a full decorrelation of the channel entries. Consequently, the effective MIMO
channel “looks like” an independent and identically distributed (i.i.d.) channel. There is one
subtle difference, though, to the widely used i.i.d. Rayleigh fading channel model, namely
that the effective MIMO channel matrix will not have JG entries (see Section III-B). We can
therefore not conclude that the entries in the effective channel matrix are statistically independent.
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Nevertheless, the statistics of the effective channel will cause significant overestimation of the
channel’s MI and capacity (see, for example, the numerical results in Section IV-B). In the case
of fully correlated phase noise, the effective MIMO channel matrix will have JG entries and, as
discussed above, we have (assuming Hf = 0) Cov{Ĥ} = Cov{H} so that overestimation does
not occur.
We close this discussion by noting that we have identified a number of possible scenarios where
the presence of phase errors can significantly alter the MIMO channel statistics and, in particular,
can lead to substantial rank increase of the effective channel’s covariance matrix with respect
to (w.r.t.) the underlying physical channel’s covariance matrix. From a channel measurement
point of view, the consequences are significant measurement errors in terms of MI and capacity.
Corresponding quantitative results (analytic and numerical) will be provided in Sections IV and
VI. Finally, we recall that the situation is exacerbated by the fact that measurement errors depend
significantly on the antenna switching pattern as well as the SISO snapshot time distances.
B. Loss of (Joint and Individual) Gaussianity
The impact of phase noise on the MIMO channel statistics is not restricted to the first and
second moments as discussed above. Rather, as shown below, it affects the joint and individual
distributions of the scalar subchannels in a profound way. In the following, for the sake of clarity
of exposition, we set M = 0.
1) Effect on the joint distribution of the Rayleigh fading physical channel elements: We start
by assuming that the physical channel is Rayleigh distributed, i.e., Hf = E{H} = 0 and H is a
zero-mean proper (or equivalently “circularly symmetric”) complex Gaussian random matrix. We
shall next show that even though the individual entries of Ĥ continue to be circularly-symmetric
complex Gaussian, they will, in general, not be JG. The first part of this statement is made
precise in the following Lemma for which, even though it is straightforward, we could not find
a reference in the literature.
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Lemma 1: Let h d= CN (0, σ2h) and take ϕ to be a continuous RV with pdf pϕ(x). The RV
h exp(jϕ) is CN (0, σ2h), irrespective of pϕ(x).
Proof: Since |exp(jϕ)| = 1, it follows immediately that the pdf of |h exp(jϕ)| is equal to the
pdf of |h|. The statistics of the phase of h exp(jϕ) are obtained by noting that arg(h exp(jϕ)) =
(arg(h)+ϕ)mod 2pi = z˜ with arg(h) being uniformly distributed in [0, 2pi). Our task is therefore
reduced to finding the pdf pz˜(x). Next, denote the 2pi-periodic continuation of the pdf of
arg(h) and of ϕ as ph˜(x) = 1/(2pi) and pϕ˜(x) =
∑∞
l=−∞ pϕ(x − 2pil), respectively. Noting
that arg(h) and ϕ are statistically independent, we obtain pz˜(x) =
∫ pi
−pi ph˜(x) pϕ˜(y − x) dx =
1/(2pi)
∫ pi
−pi pϕ˜(y − x) dx = 1/(2pi).
It remains to show that the elements in Ĥ will, in general, not be JG. This will be done by
considering a simple example. Since two complex Gaussian RVs x1 and x2 are JG if and only
if the linear combination ax1 + bx2 is (complex) Gaussian ∀ {a, b} ∈ C, it suffices to show that
z = h1 exp(jϕ1) + h2 exp(jϕ2) with h1, h2
d
= CN (0, 1) will not be Gaussian if h1 and h2 are
fully correlated, i.e., h1 = h2 and hence z = h1y where y = exp(jϕ1) + exp(jϕ2). A simple
proof is obtained by writing the MGF of z as Mz(s) = E{exp(sz)} = EyEh1|y{exp(sh1y)} =
Ey{exp(|y|2|s|2/4)} which is the MGF of a complex Gaussian RV only if |y| is deterministic
(which is satisfied for ϕ1 and ϕ2 fully correlated or both being deterministic, but not in general).
2) Effect on the joint distribution of the Ricean fading physical channel elements: Next, we
consider a Ricean fading physical channel according to H d= CN (Hf ,ΣH), where Hf 6= 0. We
shall show that the presence of phase noise results not only in a loss of joint Gaussianity of the
elements of Ĥ, as in the Rayleigh fading case, but also in a loss of properness and Gaussianity
of the individual entries in Ĥ. The loss of properness follows by noting that
Covp{hˆ} = E
{
(hˆ− E{hˆ})2} = E{hˆ2} − (E{hˆ})2 = E{h2 ej2ϕ}− (√κ hf)2
= h2fκ
2 − κ h2f = h2f (κ2 − κ) 6= 0
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for σ2ϕ > 0 and hence κ < 1. It follows immediately that the elements of Ĥ are no more jointly
proper as well. The loss of Gaussianity is a direct consequence of hf ejϕ not being Gaussian
distributed. Since the marginals are not Gaussian, we can immediately conclude that the elements
of H will not be JG either.
3) Special cases: We conclude this discussion by dropping the assumption M = 0 and
identifying two interesting special cases where, despite the presence of phase errors, the effective
MIMO channel matrix has JG entries.
The first case is that of a deterministic physical channel H = Hf subject to “small” (in the
sense of approximation (21) being appropriate) phase noise. More specifically, we have
Ĥ = Hf ◦ exp◦(jM) ◦ (1+ jΦ).
Since the entries in Φ are samples of a zero-mean (real) Gaussian process, any finite set of such
samples is zero-mean JG which results in the entries of Ĥ being JG. The corresponding first
and second moments are given by
E{Ĥ} = Hf ◦ exp◦(jM)
Cov{Ĥ} = (mmH) ◦ (vec(Hf) (vec(Hf))H ) ◦ Cov{Φ}. (24)
Note that while the entries in Ĥ are JG, they will neither be jointly proper nor individually
proper in general so that the second-order description in (24) is incomplete without specifying
the pseudo-covariance matrix obtained as
Covp{Ĥ} = −(mmT ) ◦
(
vec(Hf) (vec(Hf))
T ) ◦ Cov{Φ}.
The second special case is that of an i.i.d. purely Rayleigh fading physical channel H.
Defining h = vec(H) d= CN (0, I), we want to show that Dh d= CN (0, I), where D =
diag
([
exp
(
j(µ1+ϕ1)
)
exp
(
j(µ2+ϕ2)
) · · · exp(j(µMTMR+ϕMTMR)) ]). We start by noting
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that the characteristic function of h is given by [30, Eq. (20)]
Ψh(jν) = E{ejRe(hHν)} = e−νHν/4, ν ∈ CMTMR.
The characteristic function of Dh is obtained as
ΨDh(jν) = E{ejRe(hHDHν)} = ED{Eh|D{ejRe(hHDHν)}}
= ED{e−νHDDHν/4} = ED{e−νHν/4} = e−νHν/4 = Ψh(jν)
where we made use of the fact that DDH = I. We have therefore shown that i.i.d. purely
Rayleigh fading physical channels are not affected by phase errors.
In closing, we would like to remark that the effective channel not having JG entries, in general,
is one of the main factors contributing to the difficulties in analyzing the impact of phase errors
on MI.
IV. EFFECT OF PHASE ERRORS ON MUTUAL INFORMATION
Having seen in the previous section that phase errors can alter the MIMO channel statistics
significantly, the purpose of this section is to analyze the corresponding impact on MI for random
physical channels. Analytic results for the general (arbitrary rank (with probability (w.p.)1) of the
physical channel) case seem very difficult to obtain. We shall therefore restrict our discussion
to identifying cases where the MI is not affected even though the channel statistics are. In
addition, representative numerical results bringing out the key consequences of phase errors
will be provided. Analytic results for deterministic physical channels and for (deterministic or
random) rank-1 physical channels will be provided in Sections V and VI, respectively.
We analyze a MIMO channel with input-output relation
r = Hs+ n
where s is the MT × 1 transmit vector, r is the MR × 1 receive vector, and n is an MR × 1
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noise vector distributed as CN (0, IMR). Assuming no channel state information (CSI) at the
transmitter and perfect CSI at the receiver, the MI (in bit/s/Hz) of this channel is given by [31]
I = log det
(
IMR +
ρ
MT
HHH
)
= log det
(
IMT +
ρ
MT
HHH
)
(25)
where the input signal vector was assumed to be circularly-symmetric complex Gaussian with
covariance matrix (ρ/MT)IMT and ρ is the average SNR at each of the receive antennas.
The purpose of this section is to study how I changes when H in (25) is replaced by Ĥ in (20),
i.e., to analyze the statistics of Iˆ = log det
(
IMR+(ρ/MT)ĤĤ
H
)
= log det
(
IMT+(ρ/MT)Ĥ
HĤ
)
.
A. Cases Where Mutual Information is Not Affected
In the last paragraph of Section III, we showed that i.i.d. Rayleigh fading channels are not
affected by phase errors in the sense that the effective channel Ĥ is i.i.d. Rayleigh fading as well,
irrespectively of the statistics of the phase errors. We have furthermore seen (Section III-A) that
for correlated Rayleigh or Ricean fading physical channels, phase errors can have a significant
impact on the channel statistics and thus on the corresponding MI. There are cases, however,
where even though the statistics of the effective channel Ĥ differ from the statistics of H, we
still have Iˆ = I . Intuitively, this happens because of the quadratic dependence of Iˆ on Ĥ. In the
following, we shall discuss two such practically very relevant cases.
1) The low-SNR regime: Phase errors have no impact on MI in the low-SNR regime, irre-
spectively of the physical channel’s statistics and the phase error statistics. This can easily be
seen by noting that for low SNR
I ≈ log
(
1 +
ρ
MT
‖H‖2F
)
which, combined with the fact that ‖H‖2F = ‖Ĥ‖2F, proves the statement. In general, we can
conclude that the impact of phase errors on MI is more pronounced for higher SNR. This is
because phase errors lead to a rank increase of the MIMO channel and high-SNR MI depends
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strongly on the rank (or multiplexing gain) of the channel, whereas low-SNR MI depends only
on the Frobenius norm ‖H‖F.
2) One-sided switching or fully parallel sounding: For MIMO channel sounders where either
the transmitter or the receiver employs one RF chain per antenna (i.e., parallel sounding) and
hence no switching is necessary on the corresponding side of the link, the effective channel
matrix is given by Ĥ = DRHdT and Ĥ = dRHDT in the case of switching only at the receive
and the transmit side, respectively. Here, dR and dT as well as the entries of the diagonal matrices
DR and DT are of the form exp
(
j(µ+ ϕ)
)
. Even though (22) implies that the statistics of the
effective channel Ĥ are different from the statistics of the physical channel H, it is easily seen
by direct insertion into (25) that the MI is not affected by “one-sided” phase errors. Obviously,
this is also true for fully parallel (both the transmitter and the receiver employ one RF chain per
antenna) MIMO channel sounders.
We would like to add a word of caution. In practice, the MI of measured MIMO channels is
often not evaluated by directly inserting the measured channel realizations into the MI formula
(25). Rather, the measurement results are used to extract parameters of a statistical MIMO
channel model, e.g., the power-angular spectrum (PAS) or the distribution of the DOA. The
resulting statistical description of H is then used to evaluate the channel’s MI. Now, one-sided
switching does, in general, entail errors in the estimation of the parameters of a statistical MIMO
channel model so that the procedure described above will lead to, in general significant, errors in
MI. This brings out an interesting and practically very relevant point. While one-sided switching
does not entail errors in MI when the measurement results are used to directly evaluate the MI,
significant errors can be expected if one takes a detour via a specific statistical MIMO channel
model.
3) Impact of frequency offset for separable timing matrix: First, we define the timing matrix
[T]mk ,nk = tk of size MR×MT, which contains the SISO snapshot measurement times in matrix
form arranged corresponding to the switching pattern. We call T separable if it can be written
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in the form [T]m,n = [tR]m+[tT]n, where tT and tR are the transmit and receive timing vectors
of size MT×1 and MR×1, respectively. An example of a switching pattern and SISO snapshot
times leading to a separable timing matrix is given by the regular sounding pattern (where
sounding pattern denotes the combination of a switching pattern and a set of SISO snapshot
times)
mk = (k − 1)modMR + 1
nk = (k − 1) divMR + 1
tk = TR(mk − 1) + TT(nk − 1)
(26)
with k = 1, 2, . . . ,MTMR, characterized by the timing parameters TT, TR ∈ R+. This corre-
sponds to starting with transmit antenna 1, switching through the receive antennas 1, 2, . . . ,MR
sequentially, then switching to transmit antenna 2, again switching through the receive antennas
sequentially with the same SISO snapshot time distances between the receive antennas as before,
and so on. Likewise, if we start with receive antenna 1, switch through the transmit antennas
sequentially and so on, a separable timing matrix will be obtained.
Now, for [T]m,n = [tR]m + [tT]n, we have exp◦(jM) = exp◦(j∆ωtR)
(
exp◦(j∆ωtT)
)T
and
hence by Theorem 4 in Section VI, it follows that the eigenvalues of H ◦ exp◦(j(M+Φ)) are
equal to the eigenvalues of H◦exp◦(jΦ). This implies that for T separable, the frequency offset
has no effect on MI. In practice, one typically has control over the sounding pattern. In the light
of what was said above, it is therefore sensible to choose the sounding pattern such that T is
separable. Of course, even if MI is not affected, frequency offset can still cause significant errors
in other parameters, as discussed in the last paragraph of Section IV-A2. We note, however, that
in contrast to phase noise, frequency offset, due to its deterministic nature, can be estimated and
mitigated with relative ease [5]. In the remainder of the paper, we shall, therefore, often neglect
the frequency offset and consider H ◦ exp◦(jΦ) only.
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B. Numerical Results
We shall next provide numerical results to quantify the impact of phase errors on MI. In
particular, we will also quantify the impact of the scalar subchannels in the effective MIMO
channel not being JG distributed.
1) Ergodic capacity increase due to phase errors: We examine an MT = MR = M = 8
physical channel (with receive antenna correlation) given byH = R1/2Hw, where R = R1/2R1/2
denotes the receive correlation matrix and the entries of Hw are i.i.d. CN (0, 1). We choose R
such that λi(R) =M/r(R) for i = 1, 2, . . . , r(R) and λi(R) = 0 otherwise. This normalization
ensures that Tr(R) =M , irrespectively of the rank of R. Employing Monte Carlo simulations,
Fig. 2 shows the ergodic capacity6 Ĉ = E{Iˆ} of the effective channel Ĥ as a function of SNR for
varying r(R), varying σ2ϕ with fully uncorrelated (i.e., worst-case) phase noise, i.e., Cov{Φ} =
σ2ϕ IMTMR , and no frequency offset. We have chosen 3.5◦and 7◦ rms phase noise (corresponding to
σ2ϕ ≈ 0.0037 and σ2ϕ ≈ 0.0149, respectively) as typical and worst case values, respectively. These
values were derived from our measurements on a commercially employed TDMS-based MIMO
channel sounder (see Section VII). In general, phase noise correlation properties quantified by
Cov{Φ} and phase noise variance σ2ϕ depend on the LO characteristics, SISO snapshot times,
and the number of transmit and receive antennas. Fully uncorrelated phase noise, as assumed
in this example, corresponds to relatively long SISO snapshot time distances and represents the
worst (though not necessarily untypical) conditions. We can see in Fig. 2, that in none of the
considered cases phase noise results in a reduction of ergodic capacity. Moreover, we observe,
in agreement with what was shown in Section III-B3, that in the case of i.i.d. physical channels
(i.e., r(R) = 8 in this example7) phase noise has no impact at all on ergodic capacity. In the
r(R) = 1 case, at ρ = 35 dB for the typical rms phase noise value of 3.5◦, the error in ergodic
6Throughout the paper, we tacitly assume that the effective channel is ergodic.
7Recall that the nonzero eigenvalues of R were chosen to be equal, which together with r(R) = 8 implies that the entries of
H = R1/2Hw are i.i.d. CN (0, 1).
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capacity due to phase noise is about 100%. For the worst-case value of 7◦ rms phase noise, the
error, again at ρ = 35 dB, is about 175%. Furthermore, for r(R) = 1 and rms phase noise of
3.5◦, the multiplexing gain of the effective channel (i.e., the ergodic capacity pre-log, obtained by
determining the high-SNR slope of capacity as a function of SNR) lies between 4 and 8, making
the effective channel look like a MIMO channel with rank between 4 and 8. Furthermore, as
predicted by theory, we can see that phase noise has little impact in the low-SNR regime. We
conclude this simulation example by noting that the impact of phase noise is most pronounced
for low-rank physical channels at high SNR. This is one of the motivating factors for the detailed
analysis of the rank-1 physical channel in Section VI.
2) Impact of loss of joint Gaussianity: As demonstrated in Section III-B, albeit the individual
elements of the effective MIMO channel associated with a physical purely Rayleigh fading
channel will be circularly-symmetric complex Gaussian distributed, they will, in general, not
be JG distributed. Characterizing the consequences of this loss of joint Gaussianity analytically
seems very difficult as known techniques (e.g., [32]–[37]) for deriving analytic expressions for
ergodic and outage capacity of MIMO channels (or bounds thereon) almost exclusively hinge
on the assumption of the elements in H being JG distributed. There are two practically relevant
points related to the loss of joint Gaussianity, which will be brought out through numerical
results in the following.
We investigate a 4 × 4 purely Rayleigh fading (i.e., Hf = 0) physical channel with two
different correlation levels according to [Corr{H}]m,n = 0.7 and 0.95, respectively, for m 6= n
in the presence of fully uncorrelated 7◦ rms phase noise and no frequency offset. For ρ = 20 dB,
Fig. 3 shows the cdf of MI for the physical channel H, the resulting effective channel Ĥ, and a
synthetic MIMO channel obtained by assuming that the channel matrix is circularly-symmetric
complex Gaussian with covariance matrix according to (23), i.e., [Cov{Ĥ}]m,n = 0.7κ and 0.95κ,
respectively, for m 6= n. In addition, the cdf of MI under the linear phase noise approximation
(21) is shown. Before proceeding, we note that the synthetic channel has the same first and
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second order statistics as the effective channel and should hence exhibit (when compared to the
effective channel) the impact of the loss of joint Gaussianity due to phase errors.
We can now draw the following conclusions for this specific setup:
• The impact of phase noise is significant at the (high) correlation level of 0.95. In addition,
comparing the synthetic channel to the effective channel, we can see that neglecting the loss
of joint Gaussianity would result in a slight overestimation and a significant underestimation
of outage capacity at low and high outage levels, respectively. For outage levels of practical
interest, i.e., up to 30% outage probability, the error in outage capacity (due to the loss of
joint Gaussianity) is not more than 8%.
• The impact of phase noise is negligible at the correlation level of 0.7. The synthetic channel
exhibits a behavior that is very close to that of the effective channel. Interestingly, a
correlation level of 0.7-0.75 is often quoted in the literature [38], [39] as a threshold above
which “the channel starts behaving as highly correlated”.
• Even for the worst case rms phase noise value of 7◦, the linear phase noise approximation
(21) yields very accurate results. This approximation will be used extensively in Section VI.
With regards to Ricean fading physical channels, we content ourselves with noting that for
high Ricean K-factors, the situation approaches that for deterministic physical channels (studied
in Sections V and VI), whereas for low Ricean K-factors, the behavior will be close to that of
the purely Rayleigh fading case (treated in this section and in Section VI).
V. SENSITIVITY ANALYSIS
Throughout this section, we assume a separable timing matrix in which case frequency offset
has no effect on MI and can therefore be neglected. For the sake of simplicity of exposition, we
shall furthermore assume MR ≤MT. The purpose of this section is twofold. First, we introduce
a tool for evaluating the sensitivity of the MI of a fixed physical channel to phase noise. This
will be accomplished by computing the first two terms in the Taylor series expansion of Iˆ(Φ)
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around the phase-noise-free case Φ = 0. Based on this framework, we will then be able to
provide analytic expressions for approximations of the first and second moment of the MI of
the effective channel for arbitrary phase noise covariance matrix.
We shall be concerned with computing the second-order Taylor series expansion of
Iˆ(Φ) = log det
(
IMR +
ρ
MT
(
H ◦ exp◦(jΦ))(H ◦ exp◦(jΦ))H)
around Φ = 0 given by
I˜(Φ) = Iˆ(0) + JIˆ(0) vec(Φ) +
1
2
(
vec(Φ)
)THIˆ(0) vec(Φ) (27)
where JIˆ(0) denotes the 1 ×MTMR Jacobian matrix (vector, in this case) and HIˆ(0) is the
MTMR×MTMR Hessian matrix of Iˆ = Iˆ(Φ) at Φ = 0. Clearly, we have Iˆ(0) = I . We shall see
below that the second-order Taylor series expansion of MI is, in general, accurate for full-rank
physical channels, but tends to yield loose approximations for rank-deficient physical channels.
This problem can be mitigated by either using more terms in the Taylor series expansion of
MI or by performing the Taylor series expansion on the channel’s eigenvalues rather than on
the channel’s MI itself. Both approaches are, in general, cumbersome. The latter approach will
not be detailed here, for brevity of exposition, but will be outlined briefly in Section V-C. Even
though the second-order Taylor series expansion of MI does not yield accurate approximations in
the case of rank-deficient physical channels, explicit expressions for the Jacobian matrix JIˆ(0)
and the Hessian matrix HIˆ(0) can be used to test whether Iˆ(Φ) has an extremum at Φ = 0.
A. Sensitivity Analysis
Even though the computation of the Jacobian matrix JIˆ(0) and the Hessian matrix HIˆ(0)
does not pose any major technical difficulties, it still requires the application of tools that are
not completely standard, namely matrix differential calculus [12] and matrix-variate Wirtinger
a.k.a. CR calculus as described in [40]. We shall therefore present the corresponding derivations
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in some detail.
Theorem 1: The 1×MTMR Jacobian matrix (vector) JIˆ(0) in (27) is given by
JIˆ(0) = 2 log(e) Im
((
vec
(
(Y−1H) ◦H∗))T) (28)
where
Y =
MT
ρ
IMR +HH
H .
The MTMR ×MTMR Hessian matrix HIˆ(0) in (27) is given by
HIˆ(0) = 2 log(e) Re
(
divec(H)K(MT,MR)
(
(HHY−1)T ⊗HHY−1)divec(H)
+ divec(H)
(
(IMT −HHY−1H)⊗ (Y−1)T
)
divec(H∗)
− divec((Y−1H) ◦H∗)).
(29)
Proof: We start by defining
Ŷ =
MT
ρ
IMR +
(
H ◦ exp◦(jΦ))︸ ︷︷ ︸
bH
(
H ◦ exp◦(jΦ))H︸ ︷︷ ︸
bHH
so that Y = Ŷ|Φ=0 and hence Iˆ = log det
(
(ρ/MT)Ŷ
)
. The strategy used in the proof of both
parts of the statement is to compute dIˆ and d2Iˆ and to bring the resulting expressions into the
form
dIˆ = A vec(dΦ)
d2Iˆ =
(
vec(dΦ)
)T
B vec(dΦ) (30)
which will then allow us to apply the first [12, Ch. 5, Th. 6] and the second [12, Ch. 6, Th. 6]
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identification theorem for a real-valued function of real-valued parameters to conclude that
JIˆ(0) = A and HIˆ(0) =
1
2
(B+BT ).
Computing the Jacobian matrix: Using the basic rules of differentiation together with the
relation d loge det(A) = Tr(A−1 dA) [12, Sec. 8.3, Eq. (11)], we obtain
d log det
(
(ρ/MT)Ŷ
)
= log(e) Tr
(
Ŷ−1 dŶ
)
.
Applying the product rule d(AB) = (dA)B+AdB [12, Sec. 8.2, Eq. (15)] and d(AT ) = (dA)T
[12, Sec. 8.2, Eq. (18)], we get, using Wirtinger calculus,
dŶ = d(Ĥ ĤH) = (dĤ) ĤH + Ĥ
(
d(Ĥ∗)
)T
.
With d(A◦B) = (dA)◦B+A◦(dB) [12, Sec. 8.2, Eq. (17)], we have dĤ = d(H◦Θ) = H◦dΘ
and d(Ĥ∗) = H∗ ◦ d(Θ∗). Noting that [d(f ◦(X))]m,n = d([f ◦(X)]m,n) = d(f([X]m,n)), we
obtain
d log det
(
(ρ/MT)Ŷ
)
= log(e) Tr
(
Ŷ−1
(1
j
Ĥ
(
Ĥ ◦ dΦ)H − 1
j
(
Ĥ ◦ dΦ) ĤH))
= log(e) Tr
(
Ŷ−1
(
1
j
Ĥ
(
Ĥ ◦ dΦ)H − 1
j
(
Ĥ∗
(
Ĥ ◦ dΦ)H)∗))
= 2 log(e) Im
(
Tr
(
Ŷ−1 Ĥ (Ĥ ◦ dΦ)H
))
= 2 log(e) Im
(
Tr
(
(Ŷ−1 Ĥ)T (Ĥ∗ ◦ dΦ)
))
. (31)
It remains to turn (31) into the form dIˆ = A vec(dΦ). This can be done by first showing that
Tr
(
A(B ◦C)) = (vec(AT ◦B))T vec(C) (32)
and then applying (32) to (31). In order to prove (32), we start by noting that with Tr(ATB)
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= vec(A)Tvec(B) [12, Sec. 2.4, Eq. (4)], we have
Tr
(
A(B ◦C)) = (vec(AT ))T vec(B ◦C)
which upon application of
vec(A ◦B) = divec(A) vec(B) (33)
yields the desired result. Finally, applying (32) to (31), we obtain
d log det
(
(ρ/MT)Ŷ
)
= 2 log(e) Im
((
vec
(
(Y−1H) ◦H∗))T) vec(dΦ)
which proves (28).
Computing the Hessian matrix: We start by noting that
d2 log det
(
(ρ/MT)Ŷ
)
= log(e) dTr(Ŷ−1 dŶ) = log(e) Tr
(
Ŷ−1 (d2Ŷ)− (Ŷ−1 dŶ)2) (34)
where we used dTr(A) = Tr(dA) [12, Sec. 8.2, Eq. (20)] and d(A−1) = −A−1(dA)A−1 [12,
Sec. 8.4, Eq. (1)] along with the product rule. In order to keep the following exposition simple,
we set dĤ = jĤ◦dΦ = jH˙ so that dŶ = d(ĤĤH) = jH˙ ĤH−jĤ H˙H . Expanding the second
term on the right-hand side (RHS) of (34) through similar manipulations as in the derivation of
the Jacobian matrix, and using (Ŷ−1)T = (Ŷ−1)∗, we get
−Tr((Ŷ−1dŶ)2)
= Tr
(
Ŷ−1(H˙ ĤH − Ĥ H˙H)Ŷ−1(H˙ ĤH − Ĥ H˙H))
= Tr(Ŷ−1H˙ ĤHŶ−1H˙ ĤH)− Tr(Ŷ−1H˙ ĤHŶ−1Ĥ H˙H)
+ Tr
(
H˙∗ ĤT (Ŷ−1)∗H˙∗ ĤT (Ŷ−1)∗
)− Tr(Ĥ∗ H˙T (Ŷ−1)∗H˙∗ ĤT (Ŷ−1)∗)
= Tr(Ŷ−1H˙ ĤHŶ−1H˙ ĤH)− Tr(Ŷ−1H˙ ĤHŶ−1Ĥ H˙H)
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+ Tr
(
(Ŷ−1)∗H˙∗ ĤT (Ŷ−1)∗H˙∗ ĤT
)− Tr((Ŷ−1)∗H˙∗ ĤT (Ŷ−1)∗Ĥ∗ H˙T)
= 2Re
(
Tr(Ŷ−1 H˙ĤH Ŷ−1 H˙ĤH)
)
− 2Re
(
Tr(Ŷ−1 H˙ĤH Ŷ−1 ĤH˙H)
)
= 2Re
(
Tr(ĤHŶ−1H˙ĤH Ŷ−1H˙)
)
− 2Re
(
Tr
(
(Ŷ−1)T H˙∗ĤT (Ŷ−1)∗Ĥ∗H˙T
))
. (35)
Next, applying [12, Ch. 2, Th. 3]
Tr(ABCD) =
(
vec(DT )
)T
(CT ⊗A) vec(B) = (vec(D))T (A⊗CT ) vec(BT ) (36)
with A = ĤHŶ−1, B = H˙, C = ĤH Ŷ−1, and D = H˙ to the first term on the RHS of (35)
and with A = (Ŷ−1)T , B = H˙∗, C = ĤT (Ŷ−1)∗Ĥ∗, and D = H˙T to the second term on the
RHS of (35), we obtain
−Tr((Ŷ−1dŶ)2) = 2Re((vec(H˙T ))T R̂1 vec(H˙))− 2Re((vec(H˙T ))T R̂2 vec(H˙H))
(a)
= 2
(
vec
(
(dΦ)T
))T
Re
(
divec(ĤT ) R̂1 divec(Ĥ)
)
vec(dΦ)
− 2
(
vec((dΦ)T )
)T
Re
(
divec(ĤT ) R̂2 divec(Ĥ
H)
)
vec
(
(dΦ)T
) (37)
where we set R̂1 = (ĤH Ŷ−1)T ⊗ ĤH Ŷ−1 = (Ŷ−1 ⊗ Ĥ∗)T (Ĥ∗ ⊗ Ŷ−1) and R̂2 = (Ŷ−1)T ⊗
ĤH Ŷ−1 Ĥ, and we used H˙ = Ĥ ◦ dΦ and (33) in (a). Next, we need to rewrite (37) in terms
of
(
vec(dΦ)
)T
and vec(dΦ) only, which requires getting rid of the terms (dΦ)T inside the(
vec(·))T. Upon applying (1) in (37), we obtain
−Tr((Ŷ−1dŶ)2) = 2 (vec(dΦ))TKT(MR,MT)Re(divec(ĤT ) R̂1 divec(Ĥ)) vec(dΦ)
− 2 (vec(dΦ))TKT(MR,MT)Re(divec(ĤT ) R̂2 divec(ĤH))K(MR,MT)vec(dΦ)
which using KT(m,n) = K(n,m) [12, Sec. 3.7, Eq. (2)] and
(
vec(A)
)T
K(n,m) divec(B) =
(
vec(A)
)T
divec(BT )K(n,m) (38)
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results in
− Tr((Ŷ−1dŶ)2)
= 2
(
vec(dΦ)
)T
Re
(
divec(Ĥ)K(MT,MR) R̂1 divec(Ĥ)
)
vec(dΦ)
− 2 (vec(dΦ))TRe(divec(Ĥ)K(MT,MR) R̂2K(MR,MT)divec(Ĥ∗)) vec(dΦ). (39)
The validity of (38) can easily be seen by noting that divec(B)K(m,n) vec(A) =
divec(B) vec(AT ) = vec(B ◦ AT ) = vec((BT ◦ A)T) = K(m,n) vec(BT ◦ A) =
K(m,n) divec(B
T ) vec(A).
Finally, employing [12, Sec. 3.7, Eq. (5)]
K(p,m)(A⊗B)K(n,q) = B⊗A (40)
to the m × n matrix A and the p× q matrix B, we can simplify the second term on the RHS
of (39) to obtain
−Tr((Ŷ−1dŶ)2)
= 2
(
vec(dΦ)
)T
Re
(
divec(Ĥ)K(MT,MR)
(
(ĤH Ŷ−1)T ⊗ (ĤH Ŷ−1)) divec(Ĥ)
−divec(Ĥ)((ĤH Ŷ−1 Ĥ)⊗ (Ŷ−1)T )divec(Ĥ∗))vec(dΦ). (41)
It remains to turn the first term on the RHS of (34) into the form of the RHS of (30). To this
end, we start by noting that, using Wirtinger calculus,
d2Ŷ = dd(ĤĤH) = d
(
jH˙ ĤH − jĤ H˙H) = −H¨ ĤH + H˙ H˙H + H˙ H˙H − Ĥ H¨H (42)
where we set d2Ĥ = −Ĥ ◦ dΦ ◦ dΦ = −H¨. Next, inserting (42) into the first term on the RHS
of (34), we get
Tr(Ŷ−1 d2Ŷ) (43)
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= 2Tr(Ŷ−1 H˙ H˙H)− Tr(Ŷ−1 H¨ ĤH)− Tr(Ŷ−1 Ĥ H¨H)
= 2Tr(Ŷ−1 H˙ H˙H)− Tr(Ŷ−1 H¨ ĤH)− Tr((Ŷ−1)∗ H¨∗ ĤT )
= 2Tr
(
Ŷ−1H˙H˙H − Re(Ŷ−1H¨ĤH)) (44)
= 2Tr
(
Ŷ−1H˙IMTH˙
H
)− 2Re(Tr(ĤHŶ−1H¨))
(a)
= 2
(
vec(H˙T )
)T(
(Ŷ−1)T ⊗ IMT
)
vec(H˙H)− 2Re
((
vec
(
(ĤHŶ−1)T
))T
vec(H¨)
)
(b)
= 2
(
vec(dΦ)
)T
K(MT,MR) divec(Ĥ
T )
(
(Ŷ−1)T ⊗ IMT
)
divec(ĤH)K(MR,MT) vec(dΦ)
− 2Re
((
vec
(
(ĤHŶ−1)T
))T
divec(Ĥ) divec(dΦ) vec(dΦ)
)
(c)
= 2
(
vec(dΦ)
)T
divec(Ĥ)
(
IMT ⊗ (Ŷ−1)T
)
divec(Ĥ∗) vec(dΦ)
− 2 (vec(dΦ))TRe(divec((ĤHŶ−1)T ◦ Ĥ)) vec(dΦ) (45)
where (a) results from applying (36) with A = Ŷ−1, B = H˙, C = IMT , and D = H˙H to
the first term, transposing the result, and, as before, applying Tr(ATB) = vec(A)Tvec(B) with
AT = ĤHŶ−1 and B = H¨ to the second term. Step (b) is a consequence of applying (33), the
commutation relation (1), and KT(m,n) = K(n,m). To obtain (c), we used (38) and (40) for the
first term and
(
vec
(
(ĤHŶ−1)T
))T
divec(Ĥ) divec(dΦ) =
(
vec
(
(ĤHŶ−1)T
))T
divec(dΦ) divec(Ĥ)
=
(
vec(dΦ)
)T
divec
(
(ĤHŶ−1)T ◦ Ĥ)
for the second term. The final result follows by identifying (45) and (41) with the RHS of (30),
noting that Ĥ = H for Φ = 0, and applying the second identification theorem. All the terms,
except for the first term in (45), can be verified to be real-symmetric8 so that (1/2)(B+BT ) = B.
The first term in (45) is Hermitian and hence (1/2)(B+BT ) = Re(B).
8A matrix X is said to be real-symmetric if X = XT .
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B. Approximations for First and Second Moment of MI
Even though the physical channel is deterministic, the effective channel Ĥ = H ◦ exp◦(jΦ)
will be random due to phase noise. We shall next compute approximations of the effective
channel’s ergodic capacity Ĉ = E{Iˆ} and of Var{Iˆ} based on the second-order Taylor series
expansion (27). For an explanation of the operational significance of Var{Iˆ} the reader is referred
to Section VI and to [33]. Unlike the results in Section VI, which are restricted to the (extreme,
but not necessarily untypical) case of fully uncorrelated phase noise, we will allow a general
phase noise covariance matrix, i.e., Φ d= N (0,Σϕ). Noting that JIˆ(0) vec(Φ) is zero-mean
Gaussian and QIˆ = QIˆ
(
vec(Φ)
)
=
(
vec(Φ)
)THIˆ(0) vec(Φ) is a quadratic form in real-valued
Gaussian RVs with distribution [41, Eq. (4.1.1)]
QIˆ
d
=
MTMR∑
i=1
λi
(
Σ1/2ϕ HIˆ(0)Σ1/2ϕ
)
Xi
where the Xi
d
= χ21,1 (i = 1, 2, . . . ,MTMR) are statistically independent, straightforward manip-
ulations reveal that
E{I˜(Φ)} = Iˆ(0) + 1
2
Tr
(HIˆ(0)Σϕ) (46)
and
Var{I˜(Φ)} = JIˆ(0)ΣϕJ TIˆ (0) +
1
2
Tr
((HIˆ(0)Σϕ)2). (47)
Inserting (28) and (29) into (46) and (47), we have analytic approximations of the ergodic
capacity and the variance of the MI of the effective channel as a function of the physical channel
and of the phase noise covariance matrix Σϕ. The following numerical results demonstrate that
these approximations tend to be quite accurate for full-rank physical channels but rather loose
for rank-deficient physical channels.
Numerical results: In Fig. 4, we plot E{I˜(Φ)} and (Var{I˜(Φ)})1/2 in (46) and (47), re-
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spectively, versus the exact values E{Iˆ(Φ)} and (Var{Iˆ(Φ)})1/2 obtained by Monte Carlo
simulation over 10 000 phase noise samples with 3.5◦ rms fully uncorrelated phase noise. Each
point in the figures represents a pair of exact and approximate MI first and second moments
for one of 2000 realizations of an i.i.d. physical channel with MT = MR = 4 at ρ = 30 dB.
We observe that the deviation of the first moment of MI can be positive or negative and is
essentially independent of the exact value of the first moment. The deviation of the second
moment is predominantly positive, and the accuracy shows a strong dependence on the exact
value of the second moment. Quantitatively speaking, the deviation of the estimates E{I˜(Φ)}
and
(
Var{I˜(Φ)})1/2 is significant for about 5% of the i.i.d. channel realizations.
C. Taylor Series Expansion of the Channel’s Eigenvalues
To obtain more insight into the quality-of-fit of the second-order Taylor series approximation of
MI, we show in Fig. 5 (a) the cdfs of the exact MI and the MI obtained through the approximation
(27). In all cases, Monte Carlo simulation at ρ = 30 dB with 3.5◦ rms fully uncorrelated phase
noise was employed. As (deterministic) physical channels we have chosen balanced (i.e., all
nonzero singular values of the channel matrix are equal) rank-M 4 × 4 channels for M =
1, 2, 3, 4 and an unbalanced full-rank channel. All physical channels were normalized to satisfy
‖H‖2F = MTMR = 16. The figure shows that the Taylor series approximation is very loose
for rank-1 and rank-2 physical channels, acceptable for the rank-3 physical channel, and very
accurate for the two full-rank physical channels. This example shows that the second-order Taylor
series expansion of MI tends to yield poor approximations for low-rank or, more generally, poorly
balanced physical channels, i.e., physical channels with large eigenvalue spread. An alternative
approach for obtaining approximations of Iˆ is to compute a second-order Taylor series expansion
of the unordered (but continuous w.r.t. Φ) eigenvalues λ(i)bHbHH (Φ) where
Iˆ(Φ) =
MR∑
i=1
log
(
1 +
ρ
MT
λ
(i)bH bHH (Φ)
)
. (48)
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Before briefly outlining how this can be done analytically, we show in Fig. 5 (b) the result
of replacing (27) in Fig. 5 (a) by the second-order Taylor series expansion of the eigenvalues
λ
(i)bHbHH (Φ) used in the RHS of (48). It is clearly seen that the Taylor series expansion of the
eigenvalues λ(i)bH bHH (Φ) yields outstanding accuracy and significantly better results than the Taylor
series expansion of MI directly. A few comments on how to obtain analytic expressions for the
second-order Taylor series expansion of the λ(i)bH bHH (Φ) are in order. For the sake of space and
focus of the paper, we shall not present the details, but rather refer the interested reader to suitable
references. In general, obtaining analytic expressions for the Taylor series of the λ(i)bHbHH (Φ) is
difficult and tedious; in fact, in general, more tedious than computing the Taylor series expansion
of MI directly. While the case of a physical channel with nonrepeated eigenvalues can be treated
with relative ease by employing [12, Ch. 8, Ths. 7, 8, 10, and 11], the general case of physical
channels that have eigenvalues of multiplicity larger than 1 (e.g., multiple eigenvalues equal
to zero in the case of rank-deficient physical channels) is significantly more involved. Results
relevant in this context can be found in [12, Ch. 8, Sec. 12] and in [42]. The main difficulty in
obtaining analytic expressions in the case of repeated eigenvalues is that the results depend on
the eigenvectors of the channel.
VI. THE RANK-1 PHYSICAL CHANNEL
As already mentioned in Section IV, the impact of phase errors is more pronounced for low-
rank physical MIMO channels. In the following, we shall therefore analyze the extreme case
of a rank-1 physical channel in detail. In practice, deterministic rank-1 channels occur in line-
of-sight (LOS) scenarios with small angle-spread [2] (green-field like propagation conditions).
Stochastic rank-1 MIMO channels are channels where the realization of the MIMO channel
matrix has rank 1 w.p.1. A prominent member of this class of channels is the pin-hole [2]
or key-hole [3], [10], [11] channel reflecting propagation conditions with significant scattering
close to the transmitter and the receiver and at the same time long distances between transmitter
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and receiver. Finally, the following MIMO channel sounder “calibration procedure” provides a
practical motivation for studying (and quantifying) the impact of phase errors on rank-1 physical
channels. The main idea underlying this calibration procedure is based on the fact that connecting
transmitter and receiver in a TDMS-based sounder by a cable results in a deterministic rank-
1 physical channel H = α1, where α ∈ C is the gain corresponding to the constant (across
frequency) cable transfer function. The channel sounder then acquires samples of the effective
channel matrix which contains channel coefficients that (after power normalization) have unit
magnitude and a phase that varies due to phase errors created by the sounder. An inspection of the
resulting eigenvalue histogram yields the number of significant eigenvalues and the corresponding
eigenvalue distribution. Since the underlying physical channel has rank 1, it follows that any
additional (w.r.t. the one resulting from the physical channel) significant modes in the effective
channel must necessarily be due to phase errors (and/or potentially other imperfections in the
measurement equipment). This “calibration measurement” can therefore loosely be interpreted
as revealing the highest possible rank increase due to phase errors.
We shall see that, unlike the general case discussed in Sections IV and V, rank-1 physical
channels allow to establish a number of insightful analytic results on the impact of phase errors on
MI. Throughout this section, unless explicitly stated otherwise, the results are valid for a general
(i.e., not necessarily separable) timing matrix T. We consider channels given by H = ghT
where the vectors g and h can be either deterministic or stochastic (and with entries that are
not necessarily unit modulus).
Let us start with a simple basic result which will be needed later in this section.
Lemma 2: The Hadamard product of a rank-1 matrix H = ghT and an arbitrary matrix Θ
can be written as a matrix product according to
(ghT ) ◦Θ = diag(g)Θ diag(h).
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Proof: The elements of a rank-1 matrix H = ghT are given by [H]m,n = [g]m[h]n.
Consequently, we have [H ◦Θ]m,n = [g]m[h]n[Θ]m,n. On the other hand, it follows immediately
that [diag(g)Θ diag(h)]m,n = [g]m [Θ]m,n [h]n which concludes the proof.
The following three Theorems state that a physical rank-1 channel subject to severe enough
phase errors results in a full-rank effective channel.
Theorem 2: For a rank-1 physical channel H = ghT subject to phase errors with Θ in (20)
having full rank w.p.1, we have
det(ĤĤH) =
(
MR∏
i=1
∣∣[g]i∣∣2εi
)
det(ΘΘH), MR ≤MT
det(ĤHĤ) =
(
MT∏
i=1
∣∣[h]i∣∣2νi
)
det(ΘHΘ), MR ≥MT
where
min
i
∣∣[h]i∣∣2 ≤ εi ≤ max
i
∣∣[h]i∣∣2, min
i
∣∣[g]i∣∣2 ≤ νi ≤ max
i
∣∣[g]i∣∣2.
Proof: We provide the proof for the case MR ≤ MT only. The proof for MR > MT follows
exactly the same line of reasoning. We start by noting that Lemma 2 implies
det(ĤĤH) = det
(
diag(g)Θ diag(h)
(
diag(h)
)H
ΘH
(
diag(g)
)H)
=
(
MR∏
i=1
∣∣[g]i∣∣2
)
MR∏
i=1
λi
(
Θ diag(h)
(
diag(h)
)H
ΘH
)
(a)
=
(
MR∏
i=1
∣∣[g]i∣∣2
)
MR∏
i=1
λi
((
diag(h)
)H
ΘHΘ diag(h)
)
(b)
=
(
MR∏
i=1
∣∣[g]i∣∣2
)
MR∏
i=1
εi λi
(
ΘΘH
)
where the second product on the RHS of (a) is taken over the MR nonzero eigenvalues of(
diag(h)
)H
ΘHΘ diag(h) only (note that the λi are ordered as defined in the Notations section)
and (b) follows from a Corollary to Ostrowski’s Theorem [43, Corollary 4.5.11].
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Theorem 2 thus states that a physical rank-1 channel subject to phase noise such that Θ has
full rank w.p.1 results in a full-rank effective MIMO channel (provided that [g]m 6= 0, ∀m,
and [h]n 6= 0, ∀n). For a deterministic physical rank-1 channel, the resulting effective channel
will be stochastic and will have full rank w.p.1. The condition of Θ having full rank w.p.1 may
sound stringent. It turns out, however, that a full-rank phase noise covariance matrix Cov{Φ}
is sufficient for Θ to have full rank w.p.1. This statement can be formalized as follows.
Lemma 3: A real Gaussian random matrix Φ ∈ RMR×MT where vec(Φ) d= N (0,Cov{Φ})
with det(Cov{Φ}) > 0, has full rank w.p.1. The matrix Θ = exp◦(jΦ) has full rank w.p.1 as
well.
Proof: We follow the direct proof of [44, Th. 2.3, p. 712], where it is shown that for an
MR × MT random matrix X to be full rank w.p.1, it is sufficient to have the multivariate
distribution of X be absolutely continuous w.r.t. MRMT-dimensional Lebesgue measure. This
condition is trivially satisfied by Φ with vec(Φ) d= N (0,Cov{Φ}) and det(Cov{Φ}) > 0 (see,
e.g., [45, Sec. 4.7.2]).
The second part of the statement can be proved by using [46, Lemma 3], which states
that Θ has full rank if either Re(Θ), Im(Θ), or
[ (
Re(Θ)
)T (
Im(Θ)
)T ]T has full rank.
Direct computation reveals that the multivariate pdf of
(
Re(Θ)
)T
= cos◦(Θ) is continuous
and integrable (in the interval [−1, 1]MTMR) so that its multivariate cdf is absolutely continuous
w.r.t. MRMT-dimensional Lebesgue measure. Hence, by the direct proof of [44, Th. 2.3], Re(Θ)
is full rank w.p.1, and from what was said before it follows that Θ has full rank w.p.1.
Besides what was stated in Theorem 2 above, relating properties of Cov{Φ} to properties of
det(ΘΘH) seems difficult. For MT =MR, we can refine the result in Theorem 2 as follows.
Theorem 3: For a rank-1 physical channel H = ghT with MT = MR = M subject to phase
errors with Θ having full rank w.p.1, we have
det(ĤĤH) =
(
M∏
i=1
∣∣[h]i∣∣2
)(
M∏
i=1
∣∣[g]i∣∣2
)
det(ΘΘH). (49)
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Proof: The proof follows trivially using Lemma 2 and noting that
det(ĤĤH) = det
(
diag(g)Θ diag(h)
(
diag(h)
)H
ΘH
(
diag(g)
)H)
= det
((
diag(g)
)H
diag(g)
)
det
(
Θ diag(h)
(
diag(h)
)H
ΘH
)
= det
((
diag(g)
)H
diag(g)
)
det
(
diag(h)
(
diag(h)
)H)
det
(
ΘΘH
)
which yields (49).
The following Theorem allows a more specific conclusion since it shows that for rank-1
channels H = ghT where g and h consist of unit-modulus entries (representative of LOS
propagation [2]) the rank of the effective channel matrix is equal to the rank of Θ. Moreover,
the eigenvalues of the effective channel matrix (more specifically of ĤĤH) are equal to the
eigenvalues of ΘΘH .
Theorem 4: For a rank-1 physical channel H = ghT , where g and h are such that
∣∣[g]i∣∣ = 1
(i = 1, 2, . . . ,MR) and
∣∣[h]i∣∣ = 1 (i = 1, 2, . . . ,MT), we have
λi(ĤĤ
H) = λi(ΘΘ
H), i = 1, 2, . . . ,MR, MR ≤MT
λi(Ĥ
HĤ) = λi(Θ
HΘ), i = 1, 2, . . . ,MT, MR > MT.
Proof: The proof for both cases is trivially obtained using Lemma 2 and noting that the
assumptions of the Theorem imply diag(g) (diag(g))H = IMR and diag(h) (diag(h))
H = IMT .
For MR ≤MT, simply note that
λi(ĤĤ
H) = λi
(
diag(g)Θ diag(h)
(
diag(h)
)H
ΘH
(
diag(g)
)H)
= λi
((
diag(g)
)H
diag(g)ΘΘH
)
= λi(ΘΘ
H), i = 1, 2, . . . ,MR.
The case MR > MT follows exactly the same line of reasoning.
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Since the high-SNR MI of Ĥ (for MR ≤ MT) is given by Iˆ ≈ log det
(
(ρ/MT)ĤĤ
H
)
,
Theorems 2 and 3 immediately yield expressions9 for the high-SNR MI of Ĥ. However, the pdf
of the quantity log det(ΘΘH) is, in general, difficult to obtain. Insightful analytic results are,
however, possible by invoking the assumptions of a separable timing matrix (as discussed in
Section IV-A3) and of small phase noise, i.e., exp◦(jΦ) ≈ 1+ jΦ. As demonstrated previously,
a separable timing matrix is obtained by choosing a regular sounding pattern as in (26) and the
small phase noise approximation is very well satisfied in practice as the worst-case value of 7◦
rms phase noise amounts to σ2ϕ ≈ 0.0149. The assumption of a separable timing matrix implies
that frequency offset has no impact on MI (see Section IV-A3). Therefore, as a consequence of
the two simplifying assumptions, it suffices to analyze the quantity det(Θ˜Θ˜H) with Θ˜ = 1+jΦ
instead of det(ΘΘH). Interestingly, det(Θ˜Θ˜H) can be characterized in terms of chi-square RVs
and a beta-distributed RV, which provides the basis for tight bounds on Ĉ = E{Iˆ} and for
accurate approximations of Var{Iˆ}. Before stating the corresponding results using the exact
expression for det(Θ˜Θ˜H), we shall, however, provide an approximation for det(Θ˜Θ˜H) (in the
sense of distributional equivalence), which turns out to be particularly useful to derive a simple
analytic lower bound on Ĉ (see Theorem 8). This approximation is based on the following result.
Theorem 5: For a separable timing matrix T and under the small phase noise approximation
σ2ϕ ≪ 1 so that Θ˜ = 1 + jΦ, assuming fully uncorrelated phase noise, i.e., vec(Φ) d=
N (0, σ2ϕIMTMR), we have
det(Θ˜Θ˜H)
d
=
(
χ2MT,σ2ϕ +MTMR
) MR∏
i=2
(
χ2MT−i,σ2ϕ + Z(η
(i))
)
, MR ≤MT
det(Θ˜HΘ˜)
d
=
(
χ2MR,σ2ϕ +MTMR
) MT∏
i=2
(
χ2MR−i,σ2ϕ + Z(η
(i))
)
, MR > MT
(50)
9More specifically an approximation in the case of Theorem 2 due to the presence of the quantities εi and νi.
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where the χ2n,σ2 are statistically independent10 and Z(η(i)) = σ2ϕ(η(i)X
(i)
1 + (1 − η(i))X(i)2 ) with
X
(i)
1 , X
(i)
2 i.i.d. as χ21,1 and the η(i) being RVs with pdf supported in the interval [0,1] ∀ i.
Proof: We provide the proof for MR ≤ MT only. The case MR > MT follows exactly the
same line of reasoning. Let us start by noting that the singular value decomposition of 1MR,MT
is given by 1MR,MT = VΣWT , where V is of dimension MR ×MR, W is MT ×MT, and the
MR ×MT matrix Σ is given by
[Σ]m,n =

√
MTMR , m = n = 1
0, else.
(51)
Defining the MR×MT matrix S = −jΣ+ Φ˜ with Φ˜ = VTΦW (and hence Φ˜ d= Φ), it follows
that det(Θ˜Θ˜H) = det(SSH). With S = [ s1 s2 · · · sMR ]T being a square (MR = MT) or
a wide matrix (MR < MT), a basic result in geometry (e.g., [47, Th. 7.5.1], [48, Sec. 3.2.2],
which can be shown to hold in the complex case upon replacing transposition by conjugate
transposition) yields
√
det(SSH) = vol(PS) = ‖s⊥1 ‖ ‖s⊥2 ‖ · · · ‖s⊥MR‖ (52)
where vol(PS) stands for the volume or MR-content of the parallelotope spanned by the MR
row vectors of S, s⊥1 = s1, and s⊥i (i > 1) denotes the component of si orthogonal to the span
of the vectors s⊥1 , s⊥2 , . . . , s⊥i−1. The orthogonal vectors s⊥i (i = 2, 3, . . . ,MR) are obtained using
Gram-Schmidt orthogonalization and are given by
s⊥i =
(
IMT −
i−1∑
n=1
s⊥n s
⊥H
n
‖s⊥n ‖2
)
si = Aisi. (53)
It is well known that applying the decomposition (52) to an i.i.d. complex Gaussian random
matrix S with CN (0, 1) elements results in independent chi-square distributed factors ‖s⊥i ‖2
10Note that the product over i on the RHS of (50) is equal to 1 if MR = 1 (in the case MR ≤ MT) and MT = 1 (in the
case MR > MT).
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(i = 1, 2, . . . ,MR) [49, Th. 3.4 ff.]. The problem at hand differs, however, from the i.i.d. complex
Gaussian case in two aspects, namely the fact that the elements in Φ and hence Φ˜ are real-valued
Gaussian and the presence of the deterministic component −jΣ.
It follows trivially from the definition of S that ‖s⊥1 ‖2 d= χ2MT,σ2ϕ +MTMR. From (53) we
can see that, conditioned on s⊥1 , s⊥2 , . . . , s⊥i−1, the vectors s⊥i (i = 2, 3, . . . ,MR) are JG and
hence the ‖s⊥i ‖2 (i = 2, 3, . . . ,MR) are chi-square distributed. Using the fact that si ∈ RMT
(i = 2, 3, . . . ,MR) and AHi Ai = Ai, it follows immediately that
‖s⊥i ‖2 = sTi Aisi, i = 2, 3, . . . ,MR.
Next, noting that
‖s⊥i ‖2 = sTi
(
Re(Ai) + jIm(Ai)
)
si
= sTi Re(Ai) si + js
T
i Im(Ai) si, i = 2, 3, . . . ,MR
has to be real-valued for all si, it follows that
‖s⊥i ‖2 = sTi Re(Ai) si = sTi
(
IMT −
i−1∑
n=1
Re(s⊥n s
⊥H
n )
‖s⊥n ‖2
)
si. (54)
Based on (54), we can now invoke Lemma 5 in the Appendix to conclude that the eigenvalues
of Re(Ai) are given by
{σ(i)k } =
{
1, . . . , 1︸ ︷︷ ︸
MT−i
, 0, . . . , 0︸ ︷︷ ︸
i−2
, η(i), 1− η(i)}, k = 1, 2, . . . ,MT
where η(i) = η(i)(s⊥1 , s⊥2 , . . . , s⊥i−1) is a RV with pdf supported in the interval [0, 1]. Consequently,
using [41, Eq. (4.1.1)], we obtain
sTi Re(Ai) si
d
= σ2ϕ
MT∑
k=1
σ
(i)
k Xi = χ
2
MT−i,σ2ϕ
+ σ2ϕ(η
(i)X
(i)
MT−1
+ (1− η(i))X(i)MT)︸ ︷︷ ︸
d
=Z(η(i))
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where the Xi
d
= χ21,1 are independent.
We shall next show that for σ2ϕ ≪ 1, Z(η(i))
d≈ χ21,σ2ϕ , which then implies that
‖s⊥i ‖2
d≈ χ2MT−i,σ2ϕ + χ21,σ2ϕ = χ2MT−i+1,σ2ϕ (55)
thereby allowing an approximation of (50) as11
det(Θ˜Θ˜H)
d≈ (χ2MT,σ2ϕ +MTMR)MR−1∏
i=1
χ2MT−i,σ2ϕ , MR ≤MT
det(Θ˜HΘ˜)
d≈ (χ2MR,σ2ϕ +MTMR)MT−1∏
i=1
χ2MR−i,σ2ϕ, MR > MT.
(56)
In order to see that Z(η(i)) d≈ χ21,σ2ϕ , we start by noting that the pdf of Z(η) conditional on η is
given by [51, Eq. (5.7)]
pZ|η(x) =
1
2σ2ϕ
√
η(1− η) e
− x
4σ2ϕη(1−η) I0
(
1− 2η
4σ2ϕη(1− η)
x
)
(57)
where I0(z) is the modified Bessel function of the first kind [15, Sec. 9.6]. For σ2ϕ small, we
can invoke the large-|z| expansion of I0(z) [15, Eq. 9.7.1] according to
I0(z) =
1√
2piz
ez
(
1 +
1
8z
+
32
2!(8z)2
+
3252
3!(8z)3
+ · · ·
)
≈ 1√
2piz
ez
which, when used in (57), upon renormalizing so that ∫∞
x=0
pZ|η(x) dx = 1, yields
pZ|η(x) ≈ 1√
2piσ2ϕ(1− η)x
e
− x
2σ2ϕ(1−η) = pχ2
1,σ2ϕ(1−η)
(x).
This means that Z|η d= χ21,σ2ϕ(1−η) for 0 < η < 1 if σ2ϕ is small. We shall next see that η(i), ∀i,
is small, in general, which then directly results in the (unconditional) pdf of Z(η(i)) satisfying
Z(η(i))
d≈ χ21,σ2ϕ , ∀i. Recall that {η(i), 1− η(i)} are the nonzero, nonunity eigenvalues of Re(Ai)
11We would like to use this chance to point out that the distributional equivalence in [50, Prop. 4] should be an approximate
equivalence (as in (56)). Furthermore, CN (0, σ2ΦIMTMR) in [50, Prop. 4 and Prop. 5] should be replaced by N (0, σ2ΦIMTMR).
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in (54). The first pair of such eigenvalues is obtained for i = 2. Due to the symmetry of the
eigenvalues, we may investigate I − Re(A2) instead of Re(A2), which, using s⊥1 = s1, can be
written as
I− Re(A2) = Re(s1s
H
1 )
‖s1‖2 =
Re(s1) (Re(s1))
T
‖s1‖2 +
Im(s1) (Im(s1))
T
‖s1‖2
=
ϕϕ
T
‖ϕ‖2 + ‖σ‖2 +
σσ
T
‖ϕ‖2 + ‖σ‖2
where ϕ = Re(s1) and σ = −Im(s1) = [
√
MTMR 0 0 · · · 0 ]T . In the following, we denote
ϕi = [ϕ]i. The nonzero eigenvalues of I− Re(A2) are equal to the eigenvalues of
[
ϕ σ
]T [
ϕ σ
]
‖ϕ‖2 + ‖σ‖2 =
1
‖ϕ‖2 + ‖σ‖2
 ‖ϕ‖2
√
MTMR ϕ1
√
MTMR ϕ1 MTMR

given by
{η(2), 1− η(2)} = 1
2
± 1
2
√
4MTMRϕ21 + (MTMR − ‖ϕ‖2)2
MTMR + ‖ϕ‖2 . (58)
For MT sufficiently large, with ‖ϕ‖2 = ϕ21 + ϕ2s , where ϕ2s =
∑MT
i=2 ϕ
2
i , we can replace (58) by
{η(2), 1− η(2)} ≈ 1
2
± 1
2
MTMR − ϕ2s
MTMR + ϕ2s
.
Next, since ϕ2s is small compared to MTMR, we obtain the first-order Taylor series expansion
{η(2), 1− η(2)} ≈ 1
2
± 1
2
(
1− 2 ϕ
2
s
MTMR
)
d
=
{
χ2MT−1,σ2ϕ/(MTMR), 1− χ2MT−1,σ2ϕ/(MTMR)
}
.
Hence, we have
E{η(2)} = σ2ϕ
MT − 1
MTMR
Var{η(2)} = 2σ4ϕ
MT − 1
M2TM
2
R
which shows that, for sufficiently large MT,MR, η(2) is indeed small. For MR × 1 and 1×MT
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systems, i.e., for SIMO and multiple-input single-output (MISO) systems, respectively, we can
therefore immediately conclude that the approximation (56) is very accurate. In the case of
general MT and MR, it seems difficult to prove that η(i) ≈ 0 for i ≥ 3. We do, however, have
strong numerical evidence that this is, indeed, the case.
Recalling that σ2ϕ ≈ 0.0149 for the worst-case phase noise value of 7◦ rms, we can conclude
that the assumption σ2ϕ ≪ 1 made in Theorem 5 and in (56) is very well satisfied in practice.
Fig. 6 shows the cdf of log det(Θ˜Θ˜H) corresponding to the approximation (56) along with
the exact cdf12 (in both cases obtained through Monte Carlo methods). We observe that the
approximation is excellent in general and, indeed, becomes better for smaller σ2ϕ and/or for less
symmetric (in terms of the number of transmit and receive antennas) configurations. We finally
note that comparing (56) to [52, Eq. (3)] suggests that for fully uncorrelated phase noise with
σ2ϕ ≪ 1, the effective MIMO channel behaves like a physical MIMO channel consisting of a
rank-1 Ricean component plus an i.i.d. Rayleigh fading component with the difference that in
our case the chi-square RVs have half the order of those in [52] (reflecting the fact that here we
are dealing with real-valued Gaussian RVs).
We proceed by stating the result on the exact distribution of det(Θ˜Θ˜H).
Theorem 6: For a separable timing matrix T and under the small phase noise approximation
σ2ϕ ≪ 1 so that Θ˜ = 1 + jΦ, assuming fully uncorrelated phase noise, i.e., vec(Φ) d=
N (0, σ2ϕIMTMR), we have
det(Θ˜Θ˜H)
d
=
(
χ2Md+1,σ2ϕ +MTMR β
(
Md + 1
2
,
MR − 1
2
))MR−1∏
i=1
χ2MT−i+1,σ2ϕ , MR ≤ MT
det(Θ˜HΘ˜)
d
=
(
χ2Md+1,σ2ϕ +MTMR β
(
Md + 1
2
,
MT − 1
2
))MT−1∏
i=1
χ2MR−i+1,σ2ϕ , MR > MT
(59)
12Note that “exact cdf” means exact under the linear phase noise approximation.
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where Md = |MT −MR|, and the χ2n,σ2 are statistically independent.
Proof: Again, we provide the proof for MR ≤ MT only. The case MR > MT follows
exactly the same line of reasoning. We start by noting that the matrix S defined in the proof of
Theorem 5 is unitarily equivalent to the matrix S′ = −jΣ′ + Φ˜′, where the MR ×MT matrix
Σ′ is given by
[Σ′]m,n =

√
MTMR , m = n =MR
0, else
and Φ˜′ d= Φ˜ d= Φ. In what follows, we shall work with S′ and, by slight abuse of notation,
denote it as S. The pdf of ‖s⊥1 ‖2 follows trivially from the definition of S and is given by
χ2MT,σ2ϕ . Applying Gram-Schmidt orthogonalization, due to the nonzero entry in Σ
′ being at
position m = n = MR, we can conclude that for i = 2, 3, . . . ,MR − 1, the matrix Re(Ai) has
only two distinct eigenvalues, namely 0 with multiplicity i−1 and 1 with multiplicity MT−i+1.
Consequently, (54) implies that ‖s⊥i ‖2 (i = 1, 2, . . . ,MR − 1) conditioned on s⊥1 , s⊥2 , . . . , s⊥i−1 is
distributed as χ2MT−i+1,σ2ϕ . Since the eigenvalues of Re(Ai) do not depend on s
⊥
1 , s
⊥
2 , . . . , s
⊥
i−1
and the statistics of ‖s⊥i ‖2 depend on Ai only through the eigenvalues of Ai, we can conclude
that the unconditional distribution of ‖s⊥i ‖2 satisfies ‖s⊥i ‖2 d= χ2MT−i+1,σ2ϕ (i = 1, 2, . . . ,MR−1).
For i =MR, noting that AMR is a real-valued matrix, we have
‖s⊥MR‖2 = ‖AMRRe(sMR)‖2 + ‖AMRIm(sMR)‖2. (60)
The distribution of the first term on the RHS of (60) can be shown, using the same line of
reasoning as for i = 1, 2, . . . ,MR − 1, to satisfy ‖AMRRe(sMR)‖2 d= χ2MT−MR+1,σ2ϕ . The second
term on the RHS of (60) can be expanded as
‖AMRIm(sMR)‖2 =
(
Im(sMR)
)T
ATMRAMR Im(sMR)
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=
(
Im(sMR)
)T
AMR Im(sMR)
where we made use of the fact that AMR is real-valued and hence AHMRAMR = AMR reduces
to ATMRAMR = AMR . Next, we note that
AMR = IMT −GGT
= [G K ]
 0 0
0 IMT−MR+1
 [G K ]T
=
MT∑
n=MR
unu
T
n
with
G =
[
s⊥1
‖s⊥1 ‖
s⊥2
‖s⊥2 ‖
· · · s
⊥
MR−1
‖s⊥MR−1‖
]
and K = [uMR uMR+1 · · · uMT ]
and the vectors un (n = MR,MR + 1, . . . ,MT) have to be chosen such that the matrix U =
[G K ] satisfies UUT = GGT + KKT = I. Recognizing that the vectors s⊥i /‖s⊥i ‖ (i =
1, 2, . . . ,MR − 1) are obtained by applying the Gram-Schmidt procedure to the real-valued
(MR − 1) ×MT i.i.d. Gaussian matrix [ s1 s2 · · · sMR−1 ]T with zero-mean entries, we can
take the stacked matrix U = [G K ] to be given by the Q-matrix obtained by applying the QR-
decomposition to an MT ×MT i.i.d. real-valued Gaussian matrix with zero-mean entries. Note
that using the Gram-Schmidt procedure for QR-decomposition yields the unique factorization
characterized by positive entries on the main diagonal of the R-matrix [43, Th. 2.6.1]. Next,
realizing that
‖AMRIm(sMR)‖2 =
(
Im(sMR)
)T( MT∑
n=MR
unu
T
n
)
Im(sMR)
=MTMR
MT∑
n=MR
[U]2MR,n
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the proof is complete upon deriving the pdf of
∑MT
n=MR
[U]2MR,n. It is well known that, applying
any procedure for QR-decomposition leading to the unique factorization where the elements on
the main diagonal of the R-matrix are positive, the resulting Q-matrix Q is distributed such that
AQB
d
= Q for any orthonormal13 A and B [53, Th. 3.2]. Choosing A and B to be permutation
matrices, we can conclude that the rows and columns of Q, and hence U in our case, are all
equally distributed. Now, the quantity we are interested in is the sum of squares of the elements
{MR,MR+1, . . . ,MT} in any such row or column. Specifically, if the Gram-Schmidt procedure
is used to obtain the QR-decomposition, the first column of U is given explicitly as s1/‖s1‖.
From [14, Def. 1.4] we know that the quantities [s1]2n/‖s1‖2 are jointly Dirichlet distributed, i.e.,
s =
[
[s1]
2
1
‖s1‖2
[s1]
2
2
‖s1‖2 · · ·
[s1]
2
MT
‖s1‖2
]
d
= DMT
(
1
2
,
1
2
, . . . ,
1
2
)
.
Partitioning s into subvectors of length MT−MR+1 and MR−1, respectively, and employing [14,
Th. 1.4 and Th. 1.5] (reproduced as Theorem 10 and Theorem 11, respectively, in the Appendix
for convenience), it follows that
MTMR
MT∑
n=MR
[U]2MR,n
d
=MTMR β
(
MT −MR + 1
2
,
MR − 1
2
)
where β(a, b) is a beta-distributed RV with parameters a and b as defined in the Notations
section.
Note that even though the results in (56) and Theorem 6 have a striking similarity and (56)
provides an approximation for the exact result in Theorem 6, it seems difficult to derive (56)
directly from Theorem 6.
We are now ready to state an analytic lower bound on the ergodic capacity of an effective
channel resulting from a rank-1 physical channel with unit-modulus entries subject to fully
uncorrelated phase noise.
13The matrix A is said to be orthonormal if AAT = I.
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Theorem 7: For a separable timing matrix T and under the small phase noise approximation
σ2ϕ ≪ 1 so that Θ˜ = 1 + jΦ with vec(Φ) d= N (0, σ2ϕIMTMR), assuming that H = ghT with
|[g]i| = 1 (i = 1, 2, . . . ,MR) and |[h]i| = 1 (i = 1, 2, . . . ,MT), the ergodic capacity of the
effective channel Ĥ satisfies
Ĉ ≥ log
(
1 +
MR∑
n=1
(
ρ
MT
)n(
MR
n
) n−1∏
i=0
(
δinMT + 2σ
2
ϕe
Ψ
“
MT−i
2
”))
, MR ≤MT
Ĉ ≥ log
(
1 +
MT∑
n=1
(
ρ
MT
)n(
MT
n
) n−1∏
i=0
(
δinMR + 2σ
2
ϕe
Ψ
“
MR−i
2
”))
, MR > MT.
(61)
Proof: We provide the proof for MR ≤ MT only. The case MR > MT follows exactly the
same line of reasoning. We start by using Lemma 2 and noting that our assumptions imply that
Iˆ = log det
(
I+
ρ
MT
ĤĤH
)
= log det
(
I+
ρ
MT
Θ˜Θ˜H
)
(62)
= log det
(
I+
ρ
MT
SSH
)
where S = −jΣ + Φ˜ was defined in the proof of Theorem 5. Next, using [35, Eq. (25)], it
follows that
Ĉ ≥ log
(
1 +
MR∑
i=1
(
ρ
MT
)i ∑
l1<l2<...<li
eE
{
loge det
(
(SSH )l1<l2<...<li
)})
(63)
where (SSH)l1<l2<...<li denotes the submatrix of SSH obtained by retaining the rows l1 <
l2 < . . . < li and the columns l1 < l2 < . . . < li. The summation in (63) is over all
ordered tuples (l1, l2, . . . , li) chosen from the set {1, 2, . . . ,MR}. Next, we note that the pdf
of det
(
(SSH)l1<l2<...<li
)
follows in a straightforward fashion from the results developed in the
proof of Theorem 5. In particular, det
(
(SSH)l1<l2<...<li
)
is the determinant of the matrix S˜S˜H
where the i×MT matrix S˜ is obtained from S by retaining the rows {l1, l2, . . . , li}. Distinguishing
between the terms, in the summation over l1 < l2 < . . . < li on the RHS of (63), that have
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l1 = 1 and those where l1 > 1, we obtain
E
{
loge det
(
(SSH)l1<l2<...<li
)} (a)≥ E{loge
((
χ2MT,σ2ϕ +MTMR
) i−1∏
l=1
χ2MT−l,σ2ϕ
)}
(64)
in the former case and
E
{
loge det
(
(SSH)l1<l2<...<li
)}
= E
{
loge
(
i−1∏
l=0
χ2MT−l,σ2ϕ
)}
(65)
in the latter case, where (a) is obtained as follows. Recognizing that det((SSH)l1<l2<...<li) =
det((Θ˜Θ˜H)l1<l2<...<li) and applying (56) properly modified to account for the fact that we are
interested in the submatrix of Θ˜Θ˜H obtained by retaining the rows {l1 < l2 < . . . < li} in
Θ˜ would yield an approximate expression for the left-hand side (LHS) in (64). However, using
Theorem 5 and invoking Theorem 12 in the Appendix, we can show that the lower bound in (64)
holds firmly. Specifically, starting from (50) and setting X′MT,σ2ϕ = E{loge(MTMR + χ2MT,σ2ϕ)},
for brevity, we can rewrite the LHS of (64) as
E
{
loge det
(
(SSH)l1<l2<...<li
)}
= X′MT,σ2ϕ +
i∑
l=2
EXl,X1,X2,η(l)
{
loge
(
χ2MT−l,σ2ϕ︸ ︷︷ ︸
Xl
+Z(η(l))
)} (66)
= X′MT,σ2ϕ +
i∑
l=2
EXlEη(l)EX1,X2|Xl,η(l)
{
loge
(
Xl + Z(η
(l))
)}
(a)
≥ X′MT,σ2ϕ +
i∑
l=2
EXlEY |Xl
{
loge
(
Xl + χ
2
1,σ2ϕ︸︷︷︸
Y
)}
= X′MT,σ2ϕ +
i−1∑
l=1
E
{
loge
(
χ2MT−l,σ2ϕ
)}
where (a) follows from Theorem 12 in the Appendix. The relation in (65) is obtained in exactly
the same fashion upon noting that the term −j√MTMR is absent in the sets (l1, l2, . . . , li)
where l1 > 1. The number of terms in the first group (where l1 = 1) is given by
(
MR−1
i−1
)
whereas the number of terms in the second group is
(
MR
i
)− (MR−1
i−1
)
. It remains to find analytic
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expressions for the RHS of (64) and of (65). It is well known [54] that E{loge(χ2n,σ2ϕ)} =
loge(2σ
2
ϕ)+Ψ(n/2)
∆
= Xn,σ2ϕ . The term X
′
MT,σ2ϕ
= E{loge(χ2MT,σ2ϕ +MTMR)} has a closed-form
analytic expression in terms of the generalized exponential integral Eν(z) =
∫∞
1
t−νe−zt dt,
Re(z) > 0. For our purposes, we shall, however, be content with a simple lower bound obtained
by applying Jensen’s inequality to the function f(x) = loge(ex + a), which results in
X
′
MT,σ2ϕ
≥ loge
(
e
E
{
loge
(
χ2
MT,σ
2
ϕ
)}
+MTMR
)
= loge
(
e
X
MT,σ
2
ϕ +MTMR
)
.
(67)
Putting the pieces together, we get
eE
{
loge det
(
(SSH )l1<l2<...<li
)}
≥
(
MTMR + e
X
MT,σ
2
ϕ
)
e
Pi−1
l=1 XMT−l,σ
2
ϕ
=MTMRe
Pi−1
l=1 XMT−l,σ
2
ϕ + e
Pi−1
l=0 XMT−l,σ
2
ϕ
for (64) and
eE
{
loge det
(
(SSH )l1<l2<...<li
)}
= e
Pi−1
l=0 XMT−l,σ
2
ϕ
for (65). Combining our results and noting that the term exp(∑i−1l=0 XMT−l,σ2ϕ) occurs in both
cases so that its total number of occurences is
(
MR
i
)
, finally yields
∑
l1<l2<...<li
eE
{
loge det
(
(SSH )l1<l2<...<li
)}
≥
(
MR − 1
i− 1
)
MTMRe
Pi−1
n=1XMT−n,σ
2
ϕ +
(
MR
i
)
e
Pi−1
n=0XMT−n,σ
2
ϕ
(68)
which, upon inserting into (63) and reorganizing terms, concludes the proof.
The result in (61) can be made more explicit by using the simplifications for the digamma
function at positive integer multiples of 1/2 given by (3). Furthermore, we note that Theorem 7
can be generalized to the cases where i) |[h]i| = 1, ∀ i, g is general and MR ≤ MT and ii)
|[g]i| = 1, ∀ i, h is general and MR > MT. The corresponding results are stated, without proof,
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as
i) Ĉ ≥ log
(
1 +
MR∑
n=1
(
ρ
MT
)n
Kn(g)
n−1∏
i=0
(
δinMT + 2σ
2
ϕe
Ψ
“
MT−i
2
”))
, MR ≤MT
ii) Ĉ ≥ log
(
1 +
MT∑
n=1
(
ρ
MT
)n
Kn(h)
n−1∏
i=0
(
δinMR + 2σ
2
ϕe
Ψ
“
MR−i
2
”))
, MR > MT
where Kn(x) =
∑
s∈Sn,l(x)
∏n
i=1 |[x]si|2, Sk,m is the set of all possible ordered k-tuples s =
(s1, s2, . . . , sk) with 1 ≤ s1 < s2 < . . . < sk ≤ m, and l(x) is the number of elements in the
vector x.
Again assuming |[g]i| = 1 (i = 1, 2, . . . ,MR) and |[h]i| = 1 (i = 1, 2, . . . ,MT), further lower-
bounding (61) by ignoring the first term inside the “log” and retaining only the highest-order
(in ρ) term yields
Ĉ ≥MR log
(
ρ
MT
)
+ log
(
MR−1∏
i=0
(
δiMTMR + 2σ
2
ϕe
Ψ
“
MT−i
2
”))
, MR ≤MT
Ĉ ≥MT log
(
ρ
MT
)
+ log
(
MT−1∏
i=0
(
δiMTMR + 2σ
2
ϕe
Ψ
“
MR−i
2
”))
, MR > MT
which clearly shows that the effective channel has full rank and hence its multiplexing gain
is given by min(MT,MR). Put differently, phase noise can cause a rank-1 physical channel to
appear like a full-rank channel. In Section VII, we shall show, based on measurement results,
that significant rank increase does, indeed, occur in practice.
We shall next provide a slightly looser (than (61)) lower bound on Ĉ with a simpler structure.
Theorem 8: For a separable timing matrix T and under the small phase noise approximation
σ2ϕ ≪ 1 so that Θ˜ = 1 + jΦ with vec(Φ) d= N (0, σ2ϕIMTMR), assuming that H = ghT with
|[g]i| = 1 (i = 1, 2, . . . ,MR) and |[h]i| = 1 (i = 1, 2, . . . ,MT), the ergodic capacity of the
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effective channel Ĥ satisfies
Ĉ ≥
MR−1∑
i=0
log
(
1 +
ρ
MT
(
MTMRδi + 2σ
2
ϕe
Ψ
“
MT−i
2
”))
, MR ≤MT
Ĉ ≥
MT−1∑
i=0
log
(
1 +
ρ
MT
(
MTMRδi + 2σ
2
ϕe
Ψ
“
MR−i
2
”))
, MR > MT.
(69)
Proof: We provide the proof for MR ≤ MT only. The case MR > MT follows exactly the
same line of reasoning. We start by noting that (64) and (65) can be combined as
E
{
loge det
(
(SSH)l1<l2<...<li
)} ≥ i−1∑
l=0
E
{
loge
(
MTMRδlδl1−1 + χ
2
MT−l,σ2ϕ
)}
which, upon inserting into (63), yields
Ĉ ≥ log
(
1 +
MR∑
i=1
(
ρ
MT
)i ∑
l1<l2<...<li
i−1∏
l=0
e
E
{
loge
(
MTMRδlδl1−1+χ
2
MT−l,σ
2
ϕ
)})
= C2.
The proof will be completed by showing that 2C2 ≥ 2C1 with
C1 = log
MR−1∏
i=0
(
1 +
ρ
MT
e
E
{
loge
(
MTMRδi+χ
2
MT−i,σ
2
ϕ
)})
(70)
and noting that the RHS of (69) is obtained by lower-bounding the term corresponding to
i = 0 in (70) according to (67). Setting Xn = XMT−n,σ2ϕ (n = 0, 1, . . . ,MR − 1) and X ′0 =
E{loge(MTMR + χ2MT,σ2ϕ)}, and expanding
2C1 =
(
1 +
ρ
MT
eX
′
0
)MR−1∏
i=1
(
1 +
ρ
MT
eXi
)
60
we get
2C1 = 1 +
(
ρ
MT
)(
eX
′
0 + eX1 + · · ·+ eXMR−1
)
2a) +
(
ρ
MT
)2 (
eX
′
0eX1 + eX
′
0eX2 + · · ·+ eX′0eXMR−1
2b) + eX1eX2 + eX1eX3 + · · ·+ · · ·+ eXMR−2eXMR−1
)
3a) +
(
ρ
MT
)3 (
eX
′
0eX1eX2 + eX
′
0eX1eX3 + · · ·+ eX′0eXMR−2eXMR−1
3b) + eX1eX2eX3 + · · ·+ . . .+ eXMR−3eXMR−2eXMR−1
)
+
.
.
.
.
.
.
+
(
ρ
MT
)MR (
eX
′
0eX1 · · · eXMR−1
)
(71)
where lines 2a) and 2b) contain (MR−1
1
)
and
(
MR−1
2
)
terms, respectively, and lines 3a) and 3b)
contain
(
MR−1
2
)
and
(
MR−1
3
)
terms, respectively. Expanding
2C2 = 1 +
MR∑
i=1
(
ρ
MT
)i( ∑
1=l1<l2<...<li
(
X ′0
i−1∏
l=1
eXl
)
+
∑
1<l1<l2<...<li
(
X0
i−1∏
l=1
eXl
))
we obtain
2C2 = 1 +
(
ρ
MT
)(
eX
′
0 + eX0 + · · ·+ eX0
)
2a) +
(
ρ
MT
)2 (
eX
′
0eX1 + eX
′
0eX1 + · · ·+ eX′0eX1
2b) + eX0eX1 + eX0eX1 + · · ·+ · · ·+ eX0eX1
)
3a) +
(
ρ
MT
)3 (
eX
′
0eX1eX2 + eX
′
0eX1eX2 + · · ·+ eX′0eX1eX2
3b) + eX0eX1eX2 + eX0eX1eX2 + · · ·+ · · ·+ eX0eX1eX2
)
+
.
.
.
.
.
.
+
(
ρ
MT
)MR (
eX
′
0eX1 · · · eXMR−1
)
(72)
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where the number of terms in lines 2a), 2b), 3a), and 3b) is the same as in the corresponding
lines in the expansion of 2C1 . In both cases, the number of terms associated with the factor
(ρ/MT)
i is given by
(
MR
i
)
. The proof is completed by comparing (71) and (72) term by term
and noting that the monotonicity of the digamma function implies XMT−n,σ2ϕ ≥ XMT−n−k,σ2ϕ and
hence Xn ≥ Xn+k for k ≥ 1.
So far we derived lower bounds on Ĉ. We shall next show that the result in Theorem 5 together
with a technique first proposed in [35] (and used to derive the lower bound in Theorem 7) can
be employed to derive a tight analytic upper bound on Ĉ.
Theorem 9: Under the assumptions in Theorem 8, the ergodic capacity of the effective MIMO
channel can be upper-bounded as
Ĉ ≤ log
(
1 +
MR∑
n=1
(
ρ
MT
)n
(σ2ϕ)
n
(
MR
n
)(
MT
n
)
n!
(
1 +
n
σ2ϕ
))
. (73)
Proof: We provide the proof for MR ≤ MT only. The case MR > MT follows exactly the
same line of reasoning. The proof starts from [35, Eq. (19)] which, specialized to our case, reads
Ĉ ≤ log
(
1 +
MR∑
n=1
(
ρ
MT
)n ∑
l1<l2<...<ln
E
{
det
(
(SSH)l1<l2<...<ln
)}) (74)
where S was defined in the proof of Theorem 5. The main point of the proof is to recognize
that we can obtain analytic expressions for the terms E{det((SSH)l1<l2<...<ln)} using (52). As
already shown in the proof of Theorem 7, the terms in
∑
l1<l2<...<ln
E{·} on the RHS of (74)
fall into two groups depending on whether l1 = 1 or l1 > 1. Specifically, for l1 = 1 we have
(cf. (66))
E{det((SSH)l1<l2<...<ln)} =MTMR
n∏
i=2
E
{
χ2MT−i,σ2ϕ + Z(η
(i))
}
+ E
{
χ2MT,σ2ϕ
} n∏
i=2
E
{
χ2MT−i,σ2ϕ + Z(η
(i))
}
62
and for l1 > 1 (cf. (65))
E
{
det
(
(SSH)l1<l2<...<ln
)}
= E
{
χ2MT,σ2ϕ
} n∏
i=2
E
{
χ2MT−i,σ2ϕ + Z(η
(i))
}
.
Using E{χ2MT−i,σ2ϕ} = (MT − i)σ2ϕ, noting that
E
{
Z(η(i))
}
= Eη(i)
{
E
{
χ21,σ2ϕη(i) + χ
2
1,σ2ϕ(1−η
(i))
∣∣η(i)}}
= Eη(i)
{
σ2ϕη
(i) + σ2ϕ(1− η(i))
}
= Eη(i)
{
σ2ϕ
}
= σ2ϕ
and counting the multiplicity of the terms as in (68), we obtain
∑
l1<l2<...<ln
E
{
det
(
(SSH)l1<l2<...<ln
)}
=
(
MR − 1
n− 1
)
MTMR
n∏
i=2
(
(MT − i+ 1)σ2ϕ
)
+
(
MR
n
)
MTσ
2
ϕ
n∏
i=2
(
(MT − i+ 1)σ2ϕ
)
=
(
MR − 1
n− 1
)
MTMR
(MT − 1)!
(MT − n)! (σ
2
ϕ)
n−1 +
(
MR
n
)
MT
(MT − 1)!
(MT − n)!(σ
2
ϕ)
n
=
(
MR
n
)
nMT!
(MT − n)!(σ
2
ϕ)
n−1 +
(
MR
n
)
MT!
(MT − n)!(σ
2
ϕ)
n.
Putting the pieces together, we get (73), which concludes the proof.
We note that the proof of Theorem 9 can alternatively be carried out by obtaining analytic
expressions for the terms E{det((SSH)l1<l2<...<ln)} using properly modified versions of (59).
Numerical results: We shall next provide a numerical example that serves to quantify the
quality of the lower bounds in Theorems 7 and 8, and the upper bound in Theorem 9. For a
4× 4 deterministic physical channel H = ghT with |[g]i| = 1, ∀ i, and |[h]i| = 1, ∀ i, subject to
7◦ rms fully uncorrelated phase noise, Fig. 7 shows that the (ergodic) capacity of the effective
channel starts deviating from the capacity of the rank-1 physical MIMO channel at ρ ≈ 15 dB,
and that significant capacity estimation errors (up to around 100%) occur in the high-SNR regime.
This behavior is consistent with our observation that the low-SNR capacity is not influenced by
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phase noise. Moreover, we observe that the lower and upper bounds (61) and (73), respectively,
very accurately predict the capacity behavior of the effective channel.
High-SNR Variance of MI: Considering an ergodic block-fading MIMO channel, it was shown
in [33] that the (high-SNR) variance of MI can be interpreted as quantifying the amount of
“spatial averaging” that occurs on a per-stream basis in each fading block. The smaller the
variance of MI the more spatial averaging occurs. As shown in [33], [55], σ2I = Var{I} for fixed
MR, as a function of MT, has its maximum at MT =MR. For more details on the interpretation
of σ2I as a measure of the amount of spatial diversity, the interested reader is referred to [33].
We have seen that phase noise (and frequency offset) can have a significant impact on the
rank of the MIMO channel and hence its spatial multiplexing gain. In the following, we shall
characterize the increase in spatial diversity due to phase noise by analyzing the variance of
the high-SNR MI of the effective MIMO channel. Finding exact expressions for σ2
Iˆ
= Var{Iˆ}
seems difficult. Under the assumptions in Theorem 8, we can, however, provide accurate and
analytically tractable approximations, which are obtained as follows. Considering, for simplicity,
the case MR ≤MT, we can infer from (62) and (56) that in the high-SNR regime
Iˆ ≈ log
(
ρ
MT
(
χ2MT,σ2ϕ +MTMR
)MR−1∏
i=1
χ2MT−i,σ2ϕ
)
= log
(
ρ
MT
)
+ log
(
MTMR + χ
2
MT,σ2ϕ
)
+
MR−1∑
i=1
log
(
χ2MT−i,σ2ϕ
)
. (75)
Writing the second term in (75) as
log
(
MTMR + χ
2
MT,σ2ϕ
)
= log(MTMR) + log
(
1 +
χ2MT,σ2ϕ
MTMR
)
and noting that for MTMR large and σ2ϕ small, we have
log
(
1 +
χ2MT,σ2ϕ
MTMR
)
≈ log(e)
χ2MT,σ2ϕ
MTMR
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it follows that
Var{Iˆ} ≈ Var
{
log(e)
χ2MT,σ2ϕ
MTMR
+
MR−1∑
i=1
log
(
χ2MT−i,σ2ϕ
)}
.
Using
Var
{
loge
(
χ2MT−i,σ2ϕ
)}
= Var
{
loge(σ
2
ϕ) + loge
(
χ2MT−i,1
)}
= Var
{
loge
(
χ2MT−i,1
)}
= Ψ′
(
MT − i
2
)
and [54, App. A.7], we finally get
Var{Iˆ} ≈ (log(e))2( 2σ4ϕ
MTM2R
+
MR−1∑
i=1
∞∑
p=1
1(
p+ MT−i
2
− 1)2
)
. (76)
Comparing (76) to the expression [33, Eq. (31)] for the variance of the high-SNR MI of an i.i.d.
MR ×MT complex Gaussian channel, we can show that, for the same number of transmit and
receive antennas, the variance of the high-SNR MI of a rank-1 physical channel as in Theorem 8
subject to fully uncorrelated phase noise is higher than that in the i.i.d. complex Gaussian case,
i.e.,
2σ4ϕ
MTM2R
+
MR−1∑
i=1
Ψ′
(
MT − i
2
)
≥
MR∑
i=1
Ψ′(MT − i+ 1) . (77)
To prove (77), we omit the first term on the LHS and use Lemma 4 in the Appendix which
leaves us with having to show that
2
MR−1∑
i=1
Ψ′(MT − i) ≥
MR−1∑
i=0
Ψ′(MT − i) . (78)
Subtracting the common terms on both sides, it follows that (78) is equivalent to
MR−1∑
i=1
Ψ′(MT − i) ≥ Ψ′(MT) .
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The final result follows from the monotonicity property Ψ′(MT − i) ≥ Ψ′(MT), i ≥ 1. We
note that (78) suggests that the variance of MI in the phase noise case is essentially twice that
obtained for an i.i.d. Gaussian channel with the same number of transmit and receive antennas.
The underlying reason lies in the fact that the individual chi-square terms in the phase noise case
(cf. (64) and (65)) have half the number of degrees of freedom when compared to the Gaussian
channel case. The following numerical example corroborates the factor-2 statement motivated
by the inequality (78).
Numerical result: For a deterministic rank-1 physical channel H = ghT with |[g]i| = 1, ∀ i,
and |[h]i| = 1, ∀ i, subject to 3.5◦ rms fully uncorrelated phase noise, Fig. 8 shows σ2Iˆ according
to the approximation (76) along with the exact result (obtained from Monte Carlo simulation)
for MR = 10 as a function of MT. We can see that the approximation is very tight for MT > MR
and MT < MR and predicts the location of the maximum of σ2Iˆ accurately. For comparison,
we show σ2I according to the approximation [33, Eq. (31)] along with the exact result (obtained
from Monte Carlo simulation) for an i.i.d. Rayleigh fading channel with the same number of
transmit and receive antennas. It is clearly seen that both types of channels exhibit similar MI
variance behavior as a function of MT, and that σ2Iˆ ≈ 2σ2I .
VII. MEASUREMENTS
In this section, we provide results from measurements taken with a commercially employed
TDMS-based MIMO channel sounder by applying the rank-1 “calibration procedure” discussed
in the beginning of Section VI. Before elaborating on the measurement results and comparing
them with our analytic results, we shall verify assumptions on the system model and on the
phase error characteristics that were made throughout the paper.
A. Description of the Measurement Setup
In the following, a MIMO channel snapshot indexed by the superscript (l) with l = 1, 2, . . . , L
consists of one snapshot of each of the MTMR scalar subchannels. Since the physical channel
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is static (i.e., the cable transfer function is static), time-alignment, as discussed in Section II-C,
is not needed. The scalar subchannel snapshots in the lth MIMO snapshot are taken at times t(l)k
(k = 1, 2, . . . ,MTMR). All measurement results in this section are based on L = 1100 MIMO
snapshots.
Parameters specifying the channel sounder employed and the measurement setup are provided
in Table I. The sounder is based on circular convolution and uses a regular sounding pattern
according to (26), implying that frequency offset has no impact on MI. As a consequence of
(26), the SISO snapshot distance is given by TR. The sounder inserts a “dummy” receive antenna
(i.e., one unused SISO snapshot) to accomodate switching between transmit antennas, so that
TT = (MR + 1)TR. Note that (26) implies that the SISO snapshot corresponding to the dummy
receive antenna is simply omitted. The sounding sequence results from a periodically extended
m-sequence of length N (chips) with period NT , where 1/T is the chip rate.
The phase noise process, in general, has a distinctive low-pass characteristic. Increasing the
SISO snapshot time distances, and thereby reducing the rate at which the continuous-time phase
noise process is effectively sampled, results in stronger decorrelation of the time-discrete phase
noise process underlying the effective MIMO channel. This, in turn, leads to increased error in
estimating the MI. On the other hand, the minimum SISO snapshot time distance is determined by
the antenna switching speed, the duty cycle (as explained below) and, in particular, the sounding
sequence length. Specifically, reducing the sounding sequence length leads to a degradation of the
sequence-correlation properties and hence a reduction in sequence SNR, which in turn implies
lower measurement SNR. In summary, there is a tradeoff between the sequence SNR, determined
by the time-discrete sounding sequence, in particular by its length, and the MI estimation error
due to decorrelation of the phase noise process underlying the effective MIMO channel. To
further understand this tradeoff, we performed measurements based on two sounder setups, as
defined in Table I, with different sequence lengths.
We would like to point out that the various sounder settings (including sounding sequence
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length) can usually not be chosen independently due to hardware limitations of the sounder.
One such typical limitation is the overall duty cycle, i.e., the ratio η = MTMRNT/TMIMO of
sounding time (where the received signal is recorded and processed) to total measurement time,
where TMIMO is the MIMO snapshot distance. Channel sounders typically employ a small overall
duty-cycle to limit the real-time signal processing and data-storage requirements. The overall
duty-cycle can be separated into one within and one between MIMO snapshot periods given by
ηintra =MTMRNT/(t
(l)
MTMR
− t(l)1 +NT ) and ηinter = (t(l)MTMR − t
(l)
1 +NT )/TMIMO, respectively,
with η = ηintraηinter. In general, ηinter has no influence on the estimated MI as the correlation
properties of the channel and/or phase noise across MIMO snapshot periods do not play a role in
our considerations. If η is fixed, it is therefore preferable to have ηinter small and ηintra large. In
the two setups considered here, this is indeed the case, with ηinter = 0.1431 and ηintra = 0.4697
for the length-511 sequence, and ηinter = 0.05 and ηintra = 0.3193 for the length-31 sequence.
The transfer function of the cable used to connect transmitter and receiver is flat (recall that
we are performing the rank-1 calibration procedure decribed in Section VI) over the frequency
range of interest. In the sounder under consideration, the overall (i.e., effective) channel induced
by s(t) and r(t) along with the cable exhibits, however, some delay spread. This is mainly due to
oversampling of the signal at the output of the receive frontend filter by a factor of 2 (relative to
the chip rate). We estimated the power-delay profile (PDP) of the resulting effective channel and
identified the position of its peak. For further processing we used only the signal corresponding
to the peak of the effective channel’s PDP.
B. Verifying Assumptions on Phase Error Characteristics and System Model
The purpose of this section is to investigate the general phase error characteristics of the
sounder under consideration, to verify our assumptions on the phase error statistics stated in
Section II-B2, and to verify the system model assumptions stated in Section II-B3. Correspond-
ingly, the following discussion is organized into three parts.
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1) General phase error characteristics: We start by giving an impression of the phase varia-
tion characteristics over different time horizons. Fig. 9 (a) shows the long-term behavior (multiple
seconds) of the phase-unwrapped raw channel estimates.14 Each physical SISO channel measured
corresponds to the cable connecting transmitter and receiver. Since the cable exhibits a frequency-
flat and constant (over time) transfer function, any variation (over time) in the measured channel
must necessarily come from channel sounder nonidealities, or more specifically from phase
noise and frequency offset in the transmit and receive LOs. It is clearly seen that the unwrapped
phase contains a linear component resulting from the carrier frequency offset between transmitter
and receiver. Fig. 9 (b) shows the trace of the residual phase obtained by removing the linear
component from the overall observed phase. This linear component was estimated15 to correspond
to a relative (w.r.t. the carrier frequency of 5.25 GHz) frequency offset of 7.2 · 10−11, indicating
excellent performance in terms of carrier frequency accuracy. Moreover, as already pointed out,
since we are employing a regular sounding pattern according to (26), a carrier frequency offset
does not have impact on MI. Taking a closer look at the phase residual in Fig. 9 (b), we can
see that it exhibits two different constituents: a constant “thickness” corresponding to essentially
uncorrelated (on the time scale used) random fluctuations and a component of comparatively
larger amplitude and higher temporal correlation containing at times abrupt changes (see, e.g.,
the area marked in Fig. 9 (b)). These abrupt phase changes may be caused by spontaneous phase
jumps of the reference oscillators, smoothed out by the PLL. If the PLL bandwidth is small
compared to the MIMO measurement rate (i.e., the rate at which MIMO snapshots are taken),
we can, however, neglect the impact of the abrupt phase changes.
Fig. 10 shows the phase noise trace (i.e., the overall phase after removal of the estimated linear
14In Figs. 9 and 10, the time axis corresponds to the sequence of scalar subchannel measurements, with a total of MTMRL
(with L = 1100), taken according to the regular sounding pattern (26).
15Note that the low duty-cycle between MIMO snapshots increases the possibility of the phase containing jumps larger than 2pi
between consecutive MIMO snapshots, thereby resulting in erroneous unwrapping and hence carrier frequency offset estimation
errors. Estimation was performed through least-squares fitting.
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component) during one MIMO snapshot period taken with16 length-31 and length-511 sounding
sequences, respectively. Each dot in the two figures represents the phase of one scalar subchannel
measurement (note the different absolute time scales in Figs. 10 (a) and 10 (b)). In accordance
with what was said earlier, one can immediately see that the phase trace corresponding to the
length-31 sequence shows significantly higher correlation between successive SISO snapshots
than that for the length-511 sequence (which can essentially be considered i.i.d.). While the
shorter (length-31) sequence thus is clearly preferable regarding the phase noise properties,
it may fail to yield sufficiently high sequence and consequently measurement SNR (see the
discussion in Section VII-A). The corresponding estimated rms standard deviation σˆϕ (estimated
by averaging the standard deviation per MIMO snapshot over all L = 1100 MIMO snapshots)
was found to be 3.9◦ for the length-31 sequence and 3.8◦ for the length-511 sequence. These
values agree very well with the 3.5◦ rms value used as “typical” case throughout the paper.
2) Verification of assumptions on phase error statistics: We start by showing, in Fig. 11, the
cdf of the measured MIMO snapshot phase noise traces (i.e., the overall phase after removal
of the estimated linear component), normalized to zero-mean, and plotted on a scale where
Gaussian distributions show a linear behavior. The normalization of the mean was performed
by computing and subtracting the empirical mean on a MIMO snapshot by MIMO snapshot
basis. It is clearly seen that both for the length-31 and the length-511 sounding sequence an
excellent match with an N (0, (3.9◦)2) distribution is obtained. This allows us to conclude that
the assumption of a Gaussian phase noise process (see Section II-B2) is well justified.
The main differentiating factor between the phase noise models discussed in Section II-B2
is stationarity. It therefore remains to verify the stationarity assumption (on the time-scale of
one MIMO snapshot) made throughout the paper. In particular, we need to show that the phase
noise sequence ϕn resulting from samples taken at the time instants nTR exhibits stationary
16Note that the length of the sounding sequences is in fact 31T and 511T , respectively.
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behavior. This can be done by examining the phase differences α(k, n) = ϕk − ϕk+n, or more
specifically the variance σ2α(k, n) = E{α2(k, n)} (note that E{α(k, n)} = 0). In the case of
stationary phase noise, we have σ2α(k, n) = σ2α(n) = 2σ2ϕ
(
1−rϕϕ(n)
)
, where rϕϕ(n) denotes the
phase noise autocorrelation function. Assuming that the stationary process has limited memory,
i.e., |rϕϕ(n)| → 0 for |n| → ∞, we have limn→∞ σ2α(n) = 2σ2ϕ. On the other hand, if the
nonstationary phase noise model, described in Section II-B2, would be applicable, we would
have σ2α(k, n) = σ2α(n) ∝ |n| [23, Lemma 8.2].
Fig. 12 shows the estimate
√
σˆ2α(n)/2 for the length-31 and the length-511 sounding sequence,
where σˆ2α(n) is obtained as follows. The measured phase noise sequence ϕk corresponds to the
time instants tk. Consequently, ϕk is the result of sampling at a rate of 1/TR, omitting, as already
pointed out, the samples corresponding to the dummy receive antenna. Finally, E{α2(k, n)} is
estimated by averaging α2(k, n) in each MIMO snapshot, over all indices k and n satisfying
tk+n − tk = nTR with k ∈ [1,MTMR] and k + n ∈ [1,MTMR], and then averaging the results
over all snapshot periods l ∈ [1, L]. We can clearly see that, for both sampling sequence lengths,√
σˆ2α(n)/2 levels out at a constant value, which allows us to conclude that over the time frame
of interest (i.e., one MIMO snapshot period) the assumption of stationary phase noise is well
justified. Moreover, we can observe that the large-n limit of √σˆ2α(n)/2 is close to 4◦, which is
very well in accordance with the 3.8◦ and 3.9◦ rms values estimated earlier.
3) Verification of the system model assumptions: Based on our measurement results, we shall
next quantify the impact of phase errors on sequence SNR and discuss the validity of the
assumptions (18) and (19).
While we have seen in Section II-B3 that it is safe to assume the absence of peak-shifting
in the sounder under consideration (recall that the sounder employs m-sequences), phase errors
will, in general, lead to a reduction in sequence SNR and hence also in measurement SNR.
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Defining
SNRi =
|c′(0)|2
|c′(iT )|2 , i = 1, 2, . . . , N − 2
we estimate (Monte Carlo) the histogram of the overall SNR, defined through its histogram
to be given by the average of the histograms corresponding to the quantities SNRi; 10 000
phase noise realizations per lag were used. In the absence of phase noise an m-sequence has a
(deterministic) sequence SNR of 20 log10(m), which, for m = 511, equals 54.2 dB. The phase
noise in the sounder under consideration randomizes this value to a mean of 53.8 dB and a level
below 49.1 dB w.p. 0.1%. We will see later that 49.1 dB lies above the sounder’s SNR caused
by thermal noise. Consequently, the effect of phase noise on sequence SNR, albeit noticeable,
can be considered insignificant.
Condition (18) is verified as follows. We start by noting that, for a periodically extended m-
sequence and circular convolution in the receiver, as employed in the sounder under consideration,
the integration interval in (18) has length |IP| = NT . With ∆ω = 2pi∆f = 2.4 rad/s, NT =
310 ns for the length-31 sounding sequence, and NT = 5110 ns for the length-511 sounding
sequence, we have |∆ωξ| ≤ 12.3 · 10−6 rad, which implies that we can safely assume that
exp(j∆ωξ) ≈ 1. If the inverse of the bandwidth of ϕR(t) and ϕT(t) is much larger than NT
and/or the variance of ϕR(t) and ϕT(t) is small, the term exp
( − j[ϕR(tk + ξ) − ϕT(tk −
τ
(l)
k + ξ)]
)
will remain essentially constant over an interval of length NT thereby, together with
exp(j∆ωξ) ≈ 1, resulting in
∣∣∣∣∫
IP
ej∆ωξ e−jϕR(tk+ξ) ejϕT(tk−τ
(l)
k +ξ) w˜(ξ − τ (l)k ) dξ
∣∣∣∣ ≈ ∣∣∣∣∫
IP
w˜(ξ − τ (l)k ) dξ
∣∣∣∣ = 1 (79)
which confirms (18). From Fig. 12, we can see that the phase noise process’ bandwidth is small
enough for phase noise to sustain a correlation coefficient of at least 0.75 over the duration of
a length-511 sounding sequence. In addition the phase noise variance is very small as well.
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Condition (19) requires that the inverse of the coherence bandwidth of the phase noise process
ϕT(t) is large compared to the maximum multipath delay difference. From Fig. 12, we can
conclude that for the sounder under consideration this is the case only for multipath delay
differences of up to 5 µs, i.e., only for indoor or small-cell cellular outdoor propagation scenarios.
Consequently, assumption (19) needs to be carefully verified on a case by case basis for outdoor
measurments.
Finally, even though only relevant in the case of linear convolution-based sounders, we would
like to comment on the condition ∆ωτ (l)k ≈ 0, ∀k, l. We start by noting that typical values for
maximum multipath delay differences range from 1 µs for indoor environments, over 10 µs for
outdoor small-cell cellular systems (with a few kilometers cell size), to 100 µs for a propagation
range of 30 km encountered in outdoor large-cell cellular systems. With ∆ω = 2.4 rad/s, this
corresponds to ∆ωτ (l)k ranging from 2.4 · 10−6 rad to 2.4 · 10−4 rad. We can therefore conclude
that the condition ∆ωτ (l)k ≈ 0 is well satisfied in practice.
Other imperfections: Finally, before quantifying the impact of phase errors on estimated
MI in our calibration measurement, we need to convince ourselves that the errors observed are,
indeed, phase errors and are not caused by other measurement imperfections. This can be done
as follows. We start by noting that, in polar coordinates, phase errors are visible only in the
argument of the effective channel and not in the magnitude. Assuming that all additional error
sources can be subsumed as additive noise n which is circularly symmetric distributed, we can
measure the SNR in the magnitude direction which, due to
∣∣h ejϕ + n∣∣2 d= ∣∣h ejϕ + n ejϕ∣∣2 d= ∣∣h+ n∣∣2,
is simply the SNR of h+ n. By circular symmetry of the additive noise term, the result of this
measurement provides us with the noise caused by other error sources in the direction orthogonal
to the magnitude direction which, by the small phase noise assumption is the phase direction.
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This leads to an SNR level (in phase direction) of below 37.5 dB w.p. 1% for the length-511
sequence. Compared to the corresponding phase noise SNR level of below 15.1 dB w.p. 1%, we
can conclude that phase noise is, indeed, the dominating error source.
C. Estimated MI for a Rank-1 Physical Channel
Next, we illustrate the impact of phase errors on estimated MI by performing the rank-1
“calibration procedure” described in the first paragraph of Section VI. For brevity, we restrict
ourselves to the length-511 sounding sequence (where phase noise is essentially fully uncorre-
lated).
For an SNR of ρ = 30 dB, Fig. 13 (a) shows the MI obtained from the measurements along
with the corresponding MI of the rank-1 physical channel H = 1. To illustrate the impact
of additive noise on the channel coefficients, we also show the capacity of a rank-1 physical
channel subject to additive white Gaussian noise (AWGN) on the channel coefficients, i.e.,
vec(Ĥ)
d
= CN (α1, σ2NI) where α, real-valued and positive, and σ2N were estimated (using the
moment-matching method [56]) from the measurement results17 on a MIMO snapshot by MIMO
snapshot basis. The corresponding per-subchannel SNR is hence given by SNR = α2/σ2N . While
additive errors on the channel coefficients do not impact the capacity significantly, we can see
that the MI of the effective channel is more than 200% higher than the MI of the underlying
physical channel. This significant measurement error can alternatively be quantified in terms of
the MIMO channel’s number of spatial degrees of freedom, using the definition provided in [8]
as
mfree = Iρ − Iρ/2.
Fig. 13 (b) shows mfree corresponding to Fig. 13 (a). We can see that the presence of phase
noise increases mfree from 1 for the rank-1 physical channel to 8-9 for the measured channel.
17The entries of the effective MIMO channel are, in general, not unit-modulus (due to, e.g., additive thermal noise).
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An effective full-rank channel, i.e., a channel where all eigenvalues are significant at the given
SNR, would correspond to mfree = 16. Moreover, in Fig. 14 we show the ergodic capacity
corresponding to the measurement results in Fig. 13, i.e., averaged over L = 1100 MIMO
snapshots at each SNR, along with the ergodic capacity predicted by our analytic results in
Theorems 7 and 9 for 3.8◦ rms fully uncorrelated phase noise. We can see that the analytic lower
and upper bounds are slightly higher than the measured ergodic capacity. This is probably due
to the residual (very low since we are using length-511 sounding sequences) correlation in the
phase noise process, neglected in the analytic results. Apart from this effect, the measurement
results exhibit an excellent match with the analytic results.
VIII. CONCLUSIONS
We showed that phase errors (caused by phase noise and carrier frequency offset) in time-
division multiplexed switching (TDMS)-based multiple-input multiple-output (MIMO) radio
channel sounders can alter the channel statistics significantly and thereby lead to severe mutual
information (MI) and capacity estimation errors. The impact of phase errors is most pronounced
for low-rank physical channels where overestimation by several hundred percent can occur.
A detailed analysis of the rank-1 physical MIMO channel revealed that realistic phase noise
properties lead to a decorrelation of the channel matrix and result in a full-rank effective channel.
Our analytic results are supported by measurements conducted with a commercially employed
TDMS-based MIMO channel sounder. In the particular measurement setup considered, phase
noise turned a physical rank-1 channel into an effective rank-8 channel. In general, for a given
sounder, the impact of phase errors will be more pronounced for a larger number of antennas
and for larger SISO snapshot time distances. Our analysis furthermore demonstrated that the MI
measurement error induced by phase errors can depend significantly on the order in which the
individual subchannels of the overall MIMO channel matrix are measured.
Based on matrix differential calculus and matrix-variate Wirtinger calculus, we characterized
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the sensitivity of MI w.r.t. phase errors.
The presence of a carrier frequency offset between transmitter and receiver was found to be less
problematic as it does not impact the MI of the physical channel under quite general conditions
on the sounding pattern. Moreover, the impact of a carrier frequency offset is of deterministic
nature and can be compensated by estimating the offset and subsequently removing it.
In the light of the main findings of this paper, the results obtained through MIMO channel
measurement campaigns using TDMS-based MIMO channel sounders should be interpreted with
great care. To the best of our knowledge, the large majority of commercially available MIMO
channel sounders is TDMS-based. In particular, measurement results reporting the absence of
pin-hole or key-hole channels [2], [3], seem questionable unless a channel sounder with separate
radio frequency (RF) chains for the individual transmit and/or receive antenna elements is used.
Simple averaging (w.r.t. phase noise realizations) of MI is not a viable way to mitigate the
effect of phase errors as MI is a nonlinear function of the phase noise samples and of the physical
channel realization. Averaging of entries of the effective channel matrix over different MIMO
snapshots is not a viable option either as it leads to a significant reduction in measurement SNR;
this is due to the phase offsets between MIMO snapshots essentially being arbitrary. While this
problem could, in principle, be mitigated through an increased MIMO measurement rate, the
latter is often limited by requirements on the minimum sequence length, maximum duty cycle,
and minimum switching times.
A mitigation method based on taking multiple measurements per scalar subchannel at a higher
rate with the goal of improving the phase stability across antennas and, ideally, emulating one-
sided switching, is described, along with the corresponding tradeoffs, in [57]. This method yields
excellent results in the case of small min(MT,MR).
The safest, but most expensive, solution to avoid measurement errors due to phase errors is
to employ a channel sounder with separate RF chains for the individual transmit and/or receive
antenna elements. We hasten to add, however, that such an architecture has other problems
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associated with it, such as gain/phase imbalances and crosstalk between the different RF chains.
Nevertheless, at least in theory, as shown in Section IV-A3, if either the transmit antenna array
or the receive antenna array employs a separate RF chain for each antenna element and TDMS
is used on the other side of the link, MI is not affected by phase errors. If such a sounder
architecture cannot be realized, the local oscillators (LOs) should be selected very carefully
or even custom-designed which can be very expensive. As a last resort, we recommend to
synchronize the LOs at transmitter and receiver through a cable. This solution, however, makes
outdoor measurements difficult and limits the flexibility of the sounding device, in particular
w.r.t. the distance between transmitter and receiver.
APPENDIX A
Theorem 10 (Fang, Kotz, and Ng [14, Th. 1.4]): Let x d= Dn(a) be partitioned into k sub-
vectors x(1),x(2), . . . ,x(k) and a into the corresponding subvectors a(1), a(2), . . . , a(k). Let yi and
bi be, respectively, the sums of the components of x(i) and a(i), and set z(i) = x(i)/yi. The
following statements hold:
i) The vectors z(i), z(i+1), . . . , z(k), y = [ y1 y2 · · · yk ]T are statistically independent.
ii) y is distributed as Dk(b1, b2, . . . , bk).
iii) z(i) is distributed as Dni(a(i)), i = 1, 2, . . . , k, where ni is the number of elements in the
subvectors a(i) and z(i).
From Theorem 10 it follows immediately that the vectors x(i) are Dirichlet (or beta) distributed.
This result can be stated formally as follows.
Theorem 11 (Fang, Kotz, and Ng [14, Th. 1.5]): If [ x1 x2 · · · xn−1 ] d= Dn−1(a1, a2, . . . ,
an−1; an), then for any k < n − 1, we have [ x1 x2 · · · xk ] d= Dk(a1, a2, . . . , ak; b), where
b = ak+1+ak+2+· · ·+an. In particular, for any i (i = 1, 2, . . . , n−1), we have xi d= β(ai, a−ai)
with a =
∑n
i=1 ai.
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Lemma 4: The first derivative Ψ′(z) = dΨ(z)/dz of the digamma function Ψ(z) defined in
(2) satisfies
Ψ′(z) ≤ 1
2
Ψ′
(z
2
)
.
Proof: Using (4), we have
Ψ′
(x
2
)
=
∞∑
p=0
1(
p+ x
2
)2 = ∞∑
p=0
4
(2p+ x)2
= 4
(
1
x2
+
1
(2 + x)2
+
1
(4 + x)2
+ · · ·
)
= 4
(
∞∑
p=0
1
(p+ x)2
−
∞∑
p=0
1(
(2p+ 1) + x
)2
)
= 4Ψ′(x)−Ψ′
(
x+ 1
2
)
which upon noting that
Ψ′
(x
2
)
≥ Ψ′
(
x+ 1
2
)
completes the proof.
Lemma 5: The eigenvalues of the matrix
Re(Ai) = IMT −
i−1∑
n=1
Re(s⊥n s
⊥H
n )
‖s⊥n ‖2
, i = 2, 3, . . . ,MR
with Ai and s⊥n defined in (53) and sn defined through S = [ s1 s2 . . . sMR ]T = −jΣ + Φ˜
with Σ as in (51), are given by (k = 1, 2, . . . ,MT)
{σ(i)k } =
{
1, . . . , 1︸ ︷︷ ︸
MT−i
, 0, . . . , 0︸ ︷︷ ︸
i−2
, η(i), 1− η(i)}
where η(i) = η(i)(s⊥1 , s⊥2 , . . . , s⊥i−1) ∈ [0, 1].
Proof: We start by writing
Re(Ai) = IMT −
i−1∑
n=1
Re(s⊥n )
(
Re(s⊥n )
)T
‖s⊥n ‖2
−
i−1∑
n=1
Im(s⊥n )
(
Im(s⊥n )
)T
‖s⊥n ‖2
= IMT −GiGTi
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where
Gi =
[
Re(Ni) Im(Ni)
]
with Ni =
[
s⊥1
‖s⊥1 ‖
s⊥2
‖s⊥2 ‖
· · · s
⊥
i−1
‖s⊥i−1‖
]
.
By slight abuse of notation, in the remainder of this proof, we let λk(X) denote the unordered
eigenvalues of the matrix X. It follows that σ(i)k = 1 − λk(GiGTi ), k = 1, 2, . . . ,MT. Invoking
Lemma 6, we can conclude that the 2(i− 1) eigenvalues λk(GTi Gi) are given by{
1
2
+
1
2
√
µ
(i)
1 ,
1
2
− 1
2
√
µ
(i)
1 , . . . ,
1
2
+
1
2
√
µ
(i)
i−1 ,
1
2
− 1
2
√
µ
(i)
i−1
}
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with µ(i)k ∈ R (k = 1, 2, . . . , i − 1). Therefore, when paired properly, the λk(GTi Gi) pairwise
add up to 1. This property will next allow us to show that GTi Gi has i− 2 eigenvalues equal to
1, i − 2 eigenvalues equal to 0, and one pair of eigenvalues given by {η(i), 1 − η(i)}. We start
by noting that, using (53), it follows for i = 2, 3, . . . ,MR that (recall that si ∈ RMT)
Im
(
s⊥i
‖s⊥i ‖
)
= −
i−1∑
n=1
Im(s⊥n s
⊥H
n )
‖s⊥n ‖2
si
‖s⊥i ‖
= −
i−1∑
n=1
Im(s⊥n )
(
Re(s⊥n )
)T − Re(s⊥n ) (Im(s⊥n ))T
‖s⊥n ‖2
si
‖s⊥i ‖
=
i−1∑
n=1
(
Im(s⊥n ) ξn + Re(s
⊥
n ) ζn
) (81)
Re
(
s⊥i
‖s⊥i ‖
)
=
(
IMT −
i−1∑
n=1
Re(s⊥n )
(
Re(s⊥n )
)T
‖s⊥n ‖2
−
i−1∑
n=1
Im(s⊥n )
(
Im(s⊥n )
)T
‖s⊥n ‖2
)
si
‖s⊥i ‖
=
si
‖s⊥i ‖
+
i−1∑
n=1
(
Re(s⊥n ) ξn + Im(s
⊥
n ) ζn
) (82)
with ξn, ζn ∈ R. The significance of (81) and (82) is that it can be used to show that r(Gi) =
i. More specifically, starting with i = 2, we note that G2 = [Re(s1/‖s1‖) Im(s1/‖s1‖) ]
has rank 2 w.p.1 as will be shown first. Noting that Re(s1)
d
= N (0, σ2ϕI) and Im(s1) =
[−MTMR 01,MT−1 ]T , it follows that ‖s1‖ > 0 w.p.1 and hence r(G2) = r([ Re(s1) Im(s1) ]).
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By definition, Re(s1) and Im(s1) are linearly independent w.p.1 and hence r(G2) = 2 w.p.1. Now
with each increase in i, two vectors are added to Gi, where one, namely Im(s⊥i−1/‖s⊥i−1‖) by (81),
is a linear combination of the vectors already in Gi, and the other one, namely Re(s⊥i−1/‖s⊥i−1‖)
by (82), is a linear combination of the vectors already in Gi and the vector si−1/‖s⊥i−1‖. We can
therefore conclude that the 2(i−1)×2(i−1) matrixGTi Gi has at most i nonzero eigenvalues. The
remaining i− 2 eigenvalues are equal to zero. By (80) we must therefore have i− 2 eigenvalues
which are equal to 1. Since we have 2i − 2 eigenvalues in total, it follows that there is one
pair of eigenvalues of the form {η(i), 1 − η(i)}. Finally, noting that η(i) and 1 − η(i) must be
real-valued and positive, we can conclude that η(i) ∈ [0, 1].
Lemma 6: Given an orthonormal set of vectors x1,x2, . . . ,xn ∈ CN with n ≤ N , the
eigenvalues of the 2n× 2n matrix YTY with
Y =
[
Re(X) Im(X)
]
where
X = [x1 x2 · · · xn ]
are given by{
1 +
√
λ1(A)
2
,
1−√λ1(A)
2
,
1 +
√
λ2(A)
2
,
1−√λ2(A)
2
, . . . ,
1 +
√
λn(A)
2
,
1−√λn(A)
2
} (83)
where A = XTXXHX∗.
Proof: We start by noting that
Y′ =
√
1
2
[X X∗ ]
80
satisfies
Y′ = Y
√1
2
 1 1
j −j
⊗ In

︸ ︷︷ ︸
U
where U is unitary. We can therefore conclude that
λi(Y
′HY′) =
1
2
λi

 XH
XT
 [X X∗ ]
 = λi(UHYHYU) = λi(YHY).
Next, we note that XHX = XTX∗ = In due to the orthonormality of the xn, and hence the
eigenvalues of YHY are given by the solutions of the characteristic equation
p(µ) = det

 (1− 2µ)I XHX∗
XTX (1− 2µ)I

 .
For a Hermitian matrix S partitioned according to
S =
 A B
B∗ C

where A and C are square matrices, we have from the Schur complement formula [43, Sec. 0.8.5]
det(S) = det(A) det(C−B∗A−1B).
It therefore follows that
p(µ) = det
(
(1− 2µ)2I−XTXXHX∗). (84)
The solution of (84) yields the eigenvalues of YHY as (83), which completes the proof.
Note that if n ≥ N/2, Y must have 2n− N eigenvalues equal to 0 and therefore by (83) also
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2n−N eigenvalues equal to 1 so that (83) can be refined as
{
1 +
√
λ1(A)
2
,
1−√λ1(A)
2
,
1 +
√
λ2(A)
2
,
1−√λ2(A)
2
, . . . ,
1 +
√
λN−n(A)
2
,
1−√λN−n(A)
2
1, . . . , 1︸ ︷︷ ︸
2n−N
, 0, . . . , 0︸ ︷︷ ︸
2n−N
}
.
Theorem 12: Given the conditional (on η) RV18 Z(η) d= χ21,σ2ϕη + χ21,σ2ϕ(1−η), where the two
chi-square distributed terms are independent, and a constant r ∈ R+, we have
E
{
log
(
r + Z(0)
)} ≤ E{log(r + Z(η))}, 0 ≤ η ≤ 1. (85)
Proof: We start by noting that Z(η) d= Z(1−η) for 0 ≤ η ≤ 1 so that it suffices to prove (85)
for 0 ≤ η ≤ 1/2. We shall also need the properties Z(0) d= Z(1) d= χ21,σ2ϕ and Z(1/2)
d
= χ22,σ2ϕ/2.
Noting that
log
(
r + Z(η)
)
= log(r) + log
(
1 + Z(η)/r
)
= log(r) + log
(
1 + Z˜(η)
)
where Z˜(η) d= χ21,σ˜2ϕη + χ
2
1,σ˜2ϕ(1−η)
and σ˜2ϕ = σ2ϕ/r, it follows that proving (85) for r = 1 is
sufficient.
The cdf of Y (ξ) = χ21,ξ is [15, Eq. 26.4.19, Eq. 6.5.16, Eq. 6.1.8]
FY (ξ)(y) = erf
(√
y
2ξ
)
(86)
where erf(x) = (2/
√
pi )
∫ x
0
exp(−t2) dt denotes the error function. The inverse function cor-
responding to (86) is given by F−1Y (ξ)(x) = 2ξerfi2(x), where erfi(x) denotes the inverse error
function. Using the inverse method of generating random deviates [15, Sec. 26.8], i.e., for a
18For the sake of simplicity of notation, we committed an abuse of notation here, as in the main body (cf. Theorem 5) we
used the symbol Z(η) to denote the unconditional RV Z(η) = σ2ϕ(ηX1 + (1− η)X2).
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uniformly distributed RV U ∈ [0, 1] we have χ21,ξ d= F−1Y (ξ)(U), together with the independence
of the two terms in Z(η) d= χ21,σ2ϕη + χ
2
1,σ2ϕ(1−η)
, we can now express Z(η) in terms of two
independent uniformly distributed RVs U1 ∈ [0, 1] and U2 ∈ [0, 1] as
Z(η)
d
= 2σ2η erfi2(U1) + 2σ
2(1− η) erfi2(U2). (87)
To prove the Theorem, it suffices to show that
∂
∂η
E
{
log
(
1 + Z(η)
)} ≥ 0, 0 ≤ η ≤ 1/2. (88)
Inserting (87) in (88), we get
∂
∂η
E
{
log
(
1 + Z(η)
)}
=
∂
∂η
∫ 1
0
∫ 1
0
log
(
1 + 2σ2η erfi2(u1) + 2σ
2(1− η) erfi2(u2)
)
du1du2
(a)
= log(e)
∫ 1
0
∫ 1
0
2σ2
(
erfi2(u1)− erfi2(u2)
)
1 + 2σ2η erfi2(u1) + 2σ2(1− η) erfi2(u2) du1du2
= log(e)
∫ 1
0
∫ 1
0
f1(u1, u2)f2(u1, u2) du1du2 (89)
where in (a) we interchanged expectation and differentiation (noting that the integrand is con-
tinuous for all η ∈ [0, 1]), and we set
f1(u1, u2) = erfi
2(u1)− erfi2(u2)
f2(u1, u2) =
(
1/(2σ2) + η erfi2(u1) + (1− η) erfi2(u2)
)−1
.
Note that f1(u1, u2) is negative symmetric, i.e., f1(u1, u2) = −f1(u2, u1). Furthermore, the
monotonicity of erfi(u) implies that for u1 ≥ u2 we have f1(u1, u2) ≥ 0, and for u1 ≤ u2 it
holds that f1(u1, u2) ≤ 0. We will now exploit these properties of f1(u1, u2) to complete the
proof and start by rewriting the integral in (89) according to
∫ 1
u1=0
∫ 1
u2=0
f1(u1, u2)f2(u1, u2) du1 du2
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=
∫ 1
v=0
(∫ 1
u1=v
f1(u1, v)f2(u1, v) du1 +
∫ 1
u2=v
f1(v, u2)f2(v, u2) du2
)
dv
=
∫ 1
v=0
∫ 1
u=v
f1(u, v)
(
f2(u, v)− f2(v, u)
)
du dv (90)
where f1(u, v) ≥ 0 in the entire range of integration since u ≥ v. Finally, we will show that
f2(u, v)− f2(v, u) ≥ 0, which by (90) then implies (88). Straightforward manipulations reveal
that the condition f2(u, v)− f2(v, u) ≥ 0 is equivalent to
η erfi2(u) + (1− η) erfi2(v) ≤ η erfi2(v) + (1− η) erfi2(u)
(2η − 1) erfi2(u) ≤ (2η − 1) erfi2(v)
and hence by 0 ≤ η ≤ 1/2 to
erfi2(u) ≥ erfi2(v)
which is satisfied for u ≥ v (i.e., over the entire range of integration) because erfi(x) is
nondecreasing.
ACKNOWLEDGMENT
We would like to thank Vinko Erceg and Pieter van Rooyen for helping both plan and making
possible the measurement campaign that led to the discovery of the phase noise problem in
TDMS-based MIMO channel sounding.
84
PSfrag replacements
DAC
MIXMIX
chip rate oT(t)
x(t)
MPUMPU
CLKCLK
H
u(t)
BPF
chip rateoR(t)
ADC
Fig. 1. Architecture of a TDMS-based MIMO channel sounder. ADC, DAC, MIX, MPU, BPF, and CLK stand for analog-to-
digital converter, digital-to-analog converter, mixer, multiplexing unit, bandpass filter, and (reference) clock, respectively.
−5 0 5 10 15 20 25 30 35 40 45
0
10
20
30
40
50
60
70
80
90
PSfrag replacements
r(R) = 1, 0◦ rms
r(R) = 1, 3.5◦ rms
r(R) = 1, 7◦ rms
r(R) = 4, 0◦ rms
r(R) = 4, 3.5◦ rms
r(R) = 4, 7◦ rms
r(R) = 8, 0◦ rms
r(R) = 8, 3.5◦ rms
r(R) = 8, 7◦ rms
SNR ρ [dB]
Er
go
di
c
ca
pa
ci
ty
b C[
bi
t/s
/H
z]
Fig. 2. Ergodic capacity of an 8× 8 effective channel for fully uncorrelated phase noise with varying rms values and various
r(R) of the underlying physical channel.
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Fig. 3. cdf of mutual information at SNR ρ = 20 dB showing the impact of the loss of joint Gaussianity for a 4× 4 physical
channel with [Corr(H)]m,n = c, ∀m 6= n, and fully uncorrelated 7◦ rms phase noise.
TABLE I
CHANNEL SOUNDER AND (TWO DIFFERENT) MEASUREMENT SETUP PARAMETERS
Carrier frequency 5.25 GHz
Frequency generation Rubidium reference and PLL-VCO
Sounding sequence bipolar m-sequence, rectangular chip pulses
Sounding pattern regular (see Section IV-A3)
Chip rate 100 MHz
Sequence length (chips) 511 31
MIMO configuration (MR ×MT) 16× 16 23× 23
MIMO snapshot distance TMIMO 19.46 ms 10.27 ms
Receive-side SISO snapshot distance TR 10.22 µs 0.93 µs
Ratio TT/TR 17 24
SISO snapshot duration |IP| 5.11 µs 0.31 µs
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Fig. 4. Moments of mutual information Iˆ and of mutual information second order Taylor series expansion I˜, both for 2000
realizations of an i.i.d. Gaussian physical channel subject to fully uncorrelated 3.5◦ rms phase noise at SNR ρ = 30 dB. Moments
of Iˆ are obtained from Monte Carlo simulation over 10 000 phase noise samples per physical channel realization.
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Fig. 5. cdfs of mutual information and of corresponding approximation based on second-order Taylor series expansion (27),
as well as second-order Taylor series approximation of eigenvalues, for realizations of a (from left to right) rank-1, balanced
rank-2, balanced rank-3, rank-4, and balanced rank-4 physical 4× 4 channel subject to fully uncorrelated 3.5◦ rms phase noise
(10 000 realizations) at SNR ρ = 30 dB. For all channels, we employed the normalization ‖H‖2F = MTMR.
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comparison, log det(ΘΘH) is also shown. A regular sounding pattern according to (26) was assumed. All results are based on
300 000 Monte Carlo runs.
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Fig. 7. Ergodic capacity of a 4 × 4 rank-1 physical channel with unit-modulus entries subject to 7◦ rms fully uncorrelated
phase noise. Exact results are obtained through Monte Carlo simulation.
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Fig. 8. Exact variance of mutual information and analytic approximation (76) at high SNR for MR = 10 as a function of
MT for a rank-1 physical channel with unit-modulus entries subject to 3.5◦ rms fully uncorrelated phase noise, and for an i.i.d.
Rayleigh fading channel. Exact results are obtained through Monte Carlo simulation.
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(b) Phase characteristics after removal of estimated linear component
Fig. 9. Long-term phase noise behavior of a commercially employed TDMS-based MIMO channel sounder (length-31 sounding
sequence).
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(b) Phase-noise trace of a single MIMO snapshot (length-511 sounding sequence)
Fig. 10. Short-term phase noise behavior of a commercially employed TDMS-based MIMO channel sounder.
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94
0 200 400 600 800 1000
10
20
30
40
50
PSfrag replacements
MIMO snapshot index l
m
u
tu
al
in
fo
rm
at
io
n
Iˆ
[b
it/
s/H
z]
measured
rank-1
rank-1 AWGN
(a) Mutual information for measured channel and for reference rank-1 physical channel
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(b) Number of degrees of freedom mfree corresponding to results in (a)
Fig. 13. Mutual information and corresponding number of degrees of freedom mfree at SNR ρ = 30 dB for MT = MR = 16
configuration of Table I and a rank-1 “calibration measurement” conducted on a commercially employed TDMS-based MIMO
channel sounder. For reference, we also show the mutual information corresponding to the rank-1 physical channel H = 1
and the mutual information corresponding to a rank-1 physical channel subject to AWGN on the channel coefficients (see
Section VII-C).
BAUM AND BÖLCSKEI: INFORMATION-THEORETIC ANALYSIS OF MIMO CHANNEL SOUNDING 95
0 5 10 15 20 25 30 35 40 45
0
20
40
60
80
100
120
PSfrag replacements
measured
lower bound, Theorem 7
upper bound, Theorem 9
SNR ρ [dB]
Er
go
di
c
ca
pa
ci
ty
b C[
bi
t/s
/H
z]
Fig. 14. Measured ergodic capacity along with corresponding analytic lower and upper bound in Theorems 7 and 9, respectively.
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