AI Algorithms by Petrželka, Jan
VYSOK ´E U ˇCEN´I TECHNICK ´E V BRN ˇE
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMA ˇCN´ICH TECHNOLOGI´I
´USTAV INTELIGENTN´ICH SYST ´EM ˚U
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF INTELLIGENT SYSTEMS
ALGORITMY PRO UM ˇELOU INTELIGENCI
DIPLOMOV ´A PR ´ACE
MASTER’S THESIS
AUTOR PR ´ACE JAN PETR ˇZELKA
AUTHOR
BRNO 2007
VYSOK ´E U ˇCEN´I TECHNICK ´E V BRN ˇE
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMA ˇCN´ICH TECHNOLOGI´I
´USTAV INTELIGENTN´ICH SYST ´EM ˚U
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF INTELLIGENT SYSTEMS
ALGORITMY PRO UM ˇELOU INTELIGENCI
AI ALGORITHMS
DIPLOMOV ´A PR ´ACE
MASTER’S THESIS
AUTOR PR ´ACE JAN PETR ˇZELKA
AUTHOR
VEDOUC´I PR ´ACE Ing. VLADIM´IR JANOU ˇSEK, Ph.D.
SUPERVISOR
BRNO 2007
Abstrakt
Tato diplomova´ pra´ce se zaby´va´ algoritmy pouzˇ´ıvany´mi v oblasti umeˇle´ inteligence,
konkre´tneˇ se jedna´ o algoritmy popsane´ v knize Artificial Inteligence: A Modern Approach
autor˚u Russela a Norviga a jejich implementaci v jazyce Squeak Smalltalk. Je kladen d˚uraz
na objektoveˇ orientovany´ prˇ´ıstup, ktery´ vyply´va´ z podstaty jazyka Smalltalk. Zdrojem
jsou kromeˇ popis˚u algoritmu˚ v pseudoko´du prˇ´ımo v knize take´ existuj´ıc´ı implementace v
jazyc´ıch Lisp, Python a Java. Tato pra´ce se veˇnuje algoritmu˚m pro pra´ci s inteligentn´ımi
agenty a prostrˇed´ımi pro simulaci teˇchto agent˚u, prohleda´va´n´ı stavove´ho prostoru, hran´ı
her, pla´nova´n´ı, logice, pravdeˇpodobnosti a ucˇen´ı.
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Abstract
This master’s thesis describes artificial intelligence algorithms based on the book Artifi-
cial Inteligence: A Modern Approach by S. Russel and P. Norvig and implementation of
the algorithms in the Squeak Smalltalk programming language with object oriented ap-
proach. Algorithms are based on pseudocode in the book and existing implementations in
Lisp, Python and Java language. Main concepts are intelligent agents, agent simulation
environments, state space search, game playing, planning, uncertainty and learning.
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Kapitola 1
U´vod
Objektem za´jmu te´to pra´ce je kniha Artificial Inteligence: A Modern Approach (Second
Edition) autor˚u Stuarta Russela a Petera Norviga [1]. Tato kniha je prima´rneˇ urcˇena jako
ucˇebnice pro studium umeˇle´ inteligence.
Jelikozˇ umeˇla´ inteligence je velmi sˇiroky´ pojem, popisuje i tato kniha mnoho pohled˚u
na tuto problematiku: logiku, pravdeˇpodobnost, vn´ıma´n´ı, logicke´ mysˇlen´ı, ucˇen´ı a mnoho
jiny´ch. Vsˇechny tyto oblasti spojuje jeden pojem – inteligentn´ı agent. Umeˇla´ inteligence je
zde definova´na jako studium agent˚u, kterˇ´ı prˇij´ımaj´ı vjemy z prostrˇed´ı a na jejich za´kladeˇ
konaj´ı akce. Kazˇdy´ takovy´ agent obsahuje funkci, ktera´ prˇiˇrazuje ke vjemu posloupnost
akc´ı, prˇicˇemzˇ existuje mnoho zp˚usob˚u jak tuto funkci reprezentovat. Pro lepsˇ´ı na´zornost
obsahuje kniha rˇadu algoritmu˚ v pseudoko´du, ktere´ prˇedstavuj´ı rˇesˇen´ı vybrany´ch proble´mu˚
z te´to oblasti. Aby bylo mozˇne´ pouzˇ´ıt tyto algoritmy v praxi, existuj´ı v soucˇasne´ dobeˇ jejich
implementace ve trˇech jazyc´ıch, v Lispu, Pythonu a Javeˇ.
C´ılem te´to pra´ce je vytvorˇit podobnou implementaci v jazyce Squeak Smalltalk a popsat
tyto algoritmy jak po teoreticke´ stra´nce, tak i po stra´nce implementacˇn´ı. Smalltalk, jakozˇto
cˇisteˇ objektoveˇ orientovany´ jazyk, poskytuje, d´ıky zapouzdrˇen´ı, vysokou u´rovenˇ abstrakce
a to prˇisp´ıva´ k prˇehlednosti vy´sledne´ho ko´du. Ten ma´ by´t urcˇen prˇedevsˇ´ım pro vy´ukove´
u´cˇely, kde prˇehlednost a cˇistota ko´du je jedn´ım ze steˇzˇejn´ıch faktor˚u. Squeak je open source
prostrˇed´ı zalozˇene´ na Smalltalku-80, ktere´ se svy´m graficky´m uzˇivatelsky´m rozhran´ım Mor-
phic je vhodne´ pro vy´uku, nav´ıc pro tento jazyk zat´ım neexistuje zˇa´dna´ vy´znamna´ knihovna
algoritmu˚ pro umeˇlou inteligenci.
Pro porozumneˇn´ı ko´du se prˇedpokla´daj´ı za´kladn´ı znalosti v oblasti informatiky (algo-
ritmy, datove´ struktury) a jazyka Smalltalk (naprˇ. seria´l Pavla Krˇiva´nka na serveru root.cz
[2] je dobry´m u´vodem do tohoto jazyka).
Tato pra´ce navazuje na mu˚j rocˇn´ıkovy´ projekt, ve ktere´m jsem zacˇal s implementac´ı
da´le popsany´ch algoritmu˚, konkre´tneˇ z kapitol 2, 3 a 5, a v ra´mci semestra´ln´ıho projektu
jsem prˇidal ko´d ze zby´vaj´ıc´ıch kapitol. Souhrn implementovane´ho ko´du pro Smalltalk a jeho
umı´steˇn´ı v knize je sepsa´n v prˇ´ıloze A.
Na´sleduj´ıc´ı kapitoly obsahuj´ı vzˇdy teoreticky´ popis dane´ oblasti umeˇle´ inteligence a
principy rˇesˇen´ı proble´mu˚ s nimi spojeny´ch, slouzˇ´ıc´ı jako u´vod do problematiky a pro lepsˇ´ı
porozumeˇn´ı vytvorˇene´ho ko´du, a da´le konkre´tn´ı popis implementace vytvorˇeny´ch trˇ´ıd a
metod ve Squeaku.
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Kapitola 2 seznamuje se steˇzˇejn´ı cˇa´st´ı ko´du, inteligentn´ımi agenty
Kapitola 3 popisuje rˇesˇen´ı proble´mu˚ a algoritmy pro hleda´n´ı ve stavove´m prostoru
Kapitola 4 prˇedstavuje za´klady vy´rokove´ a predika´tove´ logiky
Kapitola 5 se zaby´va´ pla´nova´n´ım
Kapitola 6 vysveˇtluje prinicipy neurcˇitosti a pravdeˇpodobnosti prˇi rˇesˇen´ı proble´mu˚
Kapitola 7 je zameˇrˇena na ucˇen´ı
Kapitola 8 shrnuje a vyhodnocuje dosazˇene´ vy´sledky
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Kapitola 2
Agenti a prostrˇed´ı
2.1 Co je to umeˇla´ inteligence?
Existuje neˇkolik definic toho pojmu, ktere´ se odliˇsuj´ı prˇedevsˇ´ım pohledem na toto te´ma.
Prvn´ı pohled rozliˇsuje zda jsou prˇedmeˇtem za´jmu mysˇlenkove´ procesy a uvazˇova´n´ı nebo
naopak zda jde prˇedevsˇ´ım o chova´n´ı subjektu. Z druhe´ strany lze posuzovat mı´ru lidskosti
cˇi naopak mı´ru inteligence. Syste´m je inteligentn´ı, pokud za dany´ch okolnost´ı udeˇla´ ”tu
spra´vnou veˇc“.
Vy´sˇe zmı´neˇna´ kniha se veˇnuje prˇ´ıstupu inteligentn´ıho chova´n´ı, protozˇe inteligentn´ı
prˇ´ıstup je v´ıce obecny´ a prˇedevsˇ´ım v´ıce veˇdecky´ nezˇ prˇ´ıstup odv´ıjej´ıc´ı se z mysˇlenkovy´ch
pochod˚u cˇi lidske´ho chova´n´ı.
2.2 Inteligentn´ı agent
Jak jizˇ bylo zmı´neˇno v u´vodu, agent je entita, ktera´ prˇij´ıma´ vjemy ze sve´ho prostrˇed´ı pomoc´ı
senzor˚u a prova´d´ı akce v tomto prostrˇed´ı. Matematicky vzato je chova´n´ı kazˇde´ho agenta
popsa´no funkc´ı, ktera´ kazˇde´mu vjemu prˇiˇrad´ı neˇjakou akci.
Inteligentn´ı agent je novy´ pojem specifikuj´ıc´ı subjekt, ktery´ se chova´ tak, aby dosa´hl
nejlepsˇ´ıho vy´sledku. Abychom mohli urcˇit, ktery´ vy´sledek je ten nejlepsˇ´ı, mus´ıme ohodnotit
jeho cˇinnost. Ohodnocen´ı je vzˇdy za´visle´ na dane´ situaci, nicme´neˇ za´kladn´ı pravidlo je, zˇe
by meˇlo by´t urcˇeno podle toho, cˇeho chceme v prostrˇed´ı dosa´hnout, a ne podle toho, jak
si mysl´ıme, zˇe by se agent meˇl chovat. Jako prˇ´ıklad je mozˇno uve´st prostrˇed´ı z knihy
AIMA VacuumWorld, kde agent-vysavacˇ ukl´ız´ı smet´ı na podlaze. Pokud by tento agent byl
ohodnocen za kazˇde´ uklizen´ı neˇjake´ho mnozˇstv´ı smet´ı, nejlepsˇ´ı sko´re by z´ıskal tak, zˇe vsˇe
uklid´ı, vysype zpeˇt na podlahu a ukl´ız´ı znovu. Mnohem lepsˇ´ı zp˚usob ohodnocen´ı by tedy
byl za cˇistou podlahu.
Inteligentn´ı agent by meˇl pro kazˇdou posloupnost vjemu˚ zvolit takovou akci, ktera´ podle
prˇedpokladu maximalizuje jeho ohodnocen´ı v souladu s teˇmito vjemy a jaky´mikoli dalˇs´ımi
znalostmi, ktere´ agent ma´.
2.3 Prostrˇed´ı
Nejprve bychommeˇli definovat pojem prostrˇed´ı u´lohy. To bychommohli nazvat ”proble´mem“,
ke ktere´mu je inteligentn´ı agent ”ˇresˇen´ım“. Prostrˇed´ı u´lohy je mnozˇina skla´daj´ıc´ı se z ohod-
nocen´ı, prostrˇed´ı, agentovy´ch senzor˚u a jeho zarˇ´ızen´ı konaj´ıc´ıch akce. V na´vrhu agenta je
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nutne´ jako prvn´ı krok specifikovat prostrˇed´ı u´lohy co nejprˇesneˇji.
Protozˇe v oblasti umeˇle´ inteligence je mnoho r˚uzny´ch mozˇnost´ı specifikace prostrˇed´ı
u´lohy, je vhodne´ jej klasifikovat podle neˇkolika faktor˚u. To na´m umozˇn´ı prˇesneˇjˇs´ı a
jednodusˇsˇ´ı na´vrh agenta.
2.3.1 Prostrˇed´ı plneˇ nebo cˇa´steˇcˇneˇ pozorovatelne´
Plneˇ pozorovatelne´ prostrˇed´ı je takove´, kdy senzory agenta maj´ı prˇ´ıstup k u´plne´mu stavu
prostrˇed´ı v kazˇde´m okamzˇiku. Takove´ prostrˇed´ı je vy´hodne´, protozˇe agent nepotrˇebuje
interneˇ udrzˇovat informace o aktua´ln´ım stavu okol´ı. Prostrˇed´ı mu˚zˇe by´t cˇa´stecˇneˇ po-
zorovatelne´ naprˇ´ıklad protozˇe neˇktere´ u´daje senzory neposkytuj´ı, jako v prˇ´ıpadeˇ Vacu-
umWorld, kdy agent-vysavacˇ ma´ informaci o smet´ı pouze na mı´steˇ, kde se pra´veˇ vyskytuje,
a nev´ı, jestli je smet´ı i jinde.
2.3.2 Prostrˇed´ı deterministicke´ nebo stochasticke´
Pokud na´sleduj´ıc´ı stav prostrˇed´ı je prˇesneˇ urcˇen stavem soucˇasny´m a akc´ı konanou agen-
tem, je toto prostrˇed´ı deterministicke´, v opacˇne´m prˇ´ıpadeˇ stochasticke´. V podstateˇ by-
chom mohli rˇ´ıct, zˇe agent se v deterministicke´m a plneˇ pozorovatelne´m prostrˇed´ı nemus´ı
zaby´vat pravdeˇpodobnost´ı. Pokud je prostrˇed´ı pozorovatelne´ cˇa´stecˇneˇ, mu˚zˇe se jevit jako
stochasticke´, zejme´na pokud je slozˇite´ a nen´ı mozˇne´ uchovat informace o nepozorovany´ch
objektech. Proto je lepsˇ´ı o tomto rozdeˇlen´ı prˇemy´sˇlet z pohledu agenta. Pokud je prostrˇed´ı
deterministicke´ kromeˇ akc´ı ostatn´ıch agent˚u, nazy´va´ se strategicke´.
2.3.3 Prostrˇed´ı epizodicke´ nebo sekvencˇn´ı
V epizodicke´m prostrˇed´ı jsou agentovy zkusˇenosti rozdeˇleny do atomicky´ch epizod, v kazˇde´
agent vn´ıma´ a na´sledneˇ provede jednu akci. Podstatne´ je, zˇe dalˇs´ı epizoda nijak neza´vis´ı na
te´ prˇedchoz´ı. Typicky´ prˇ´ıklad je agent zkoumaj´ıc´ı vadne´ vy´robky na monta´zˇn´ı lince, kde
kazˇde´ jeho rozhodnut´ı nema´ vliv na ostatn´ı vy´robky. V sekvencˇn´ım prostrˇed´ı, na druhou
stranu, aktua´ln´ı rozhodnut´ı mu˚zˇe mı´t vliv na vsˇechna dalˇs´ı rozhodnut´ı. Epizodicka´ prostrˇed´ı
jsou mnohem jednodusˇsˇ´ı, protozˇe agent nemus´ı prˇemy´sˇlet doprˇedu.
2.3.4 Prostrˇed´ı staticke´ nebo dynamicke´
Pokud se prostrˇed´ı mu˚zˇe zmeˇnit zat´ımco agent uvazˇuje, je pro agenta dynamicke´, v opacˇne´m
prˇ´ıpadeˇ staticke´. Se staticky´mi prostrˇed´ımi se jednodusˇeji pracuje, protozˇe agent nemus´ı
sledovat okoln´ı sveˇt ve chv´ıli, kdy uvazˇuje nad akc´ı, ani si nemus´ı deˇlat starosti s plynut´ım
cˇasu. Dynamicka´ prostrˇed´ı neusta´le po agentovi vyzˇaduj´ı neˇjakou akci a pokud se jesˇteˇ
nerozhodl, nedeˇla´ nic. Pokud se s plynut´ım cˇasu nemeˇn´ı prostrˇed´ı ale agentovo sko´re, je
takove´ prostrˇed´ı semidynamicke´, prˇ´ıkladem takove´ho prostrˇed´ı jsou sˇachy.
2.3.5 Prostrˇed´ı diskre´tn´ı nebo spojite´
Rozdeˇlen´ı na diskre´tn´ı nebo spojite´ mu˚zˇe by´t pouzˇito na stav prostrˇed´ı, zp˚usob jak je
vn´ıma´n cˇas nebo na agentovy vjemy a akce. Naprˇ´ıklad sˇachova´ partie ma´ konecˇny´ pocˇet
diskre´tn´ıch stav˚u, stejneˇ jako vjemu˚ a akc´ı, narozd´ıl od rˇ´ızen´ı auta, kde rychlost i pozice jsou
spojite´ velicˇiny. Vstup z digita´ln´ı kamery je prˇesneˇ vzato diskre´tn´ı, ale typicky je vn´ıma´n
spojiteˇ jako sled promeˇnlivy´ch intenzit a pozic.
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2.3.6 Prostrˇed´ı s jedn´ım nebo v´ıce agenty
Zda´ se, zˇe je velmi jednoduche´ klasifikovat prostrˇed´ı jako single- nebo multi-agentn´ı, nicme´neˇ
je potrˇeba urcˇit, zda ostatn´ı objekty v dane´m prostrˇed´ı je nutne´ povazˇovat za agenty, nebo
stochasticky chovaj´ıc´ı-se objekty. V prostrˇed´ı s agentem A a objektem B mu˚zˇeme rˇ´ıct, zˇe
B je agent, pokud by se jeho chova´n´ı dalo popsat jako maximalizace ohodnocen´ı, jehozˇ
hodnota za´vis´ı na chova´n´ı agenta A. V partii sˇachu, naprˇ´ıklad, se entita B snazˇ´ı zvy´sˇit
svoje ohodnocen´ı, a to, podle pravidel hry, snizˇuje ohodnocen´ı agenta A. Takove´ prostrˇed´ı
je konkurencˇn´ı multiagentn´ı. Naopak prˇi rˇ´ızen´ı vozidla, vyhy´ba´n´ı se sra´zˇka´m vza´jemneˇ
sko´re zvysˇuje, proto je to cˇa´stecˇneˇ kooperativn´ı multiagentn´ı prostrˇed´ı. Cˇa´stecˇneˇ je to i
konkurencˇn´ı prostrˇed´ı nebot’ naprˇ. na jednom parkovac´ım mı´steˇ mu˚zˇe sta´t pouze jedno
auto. V multiagentn´ıch prostrˇed´ıch vyvsta´vaj´ı proble´my s designem agent˚u, naprˇ´ıklad prˇi
komunikaci mezi nimi.
2.4 Implementace agent˚u a jejich prostrˇed´ı
Veˇtsˇina ko´du je postavena na principu agent˚u, kterˇ´ı konaj´ı akce na za´kladeˇ vjemu˚ prˇijaty´ch
z prostrˇed´ı, a prostrˇed´ı, ktere´ reflektuje tyto akce zmeˇnami stavu. Vsˇechny dalˇs´ı algo-
ritmy jsou odvozeny nebo prˇipojeny k tomuto za´kladn´ımu principu. Ten tud´ızˇ prˇ´ımo vede
k objektoveˇ orientovane´ implementaci, kde lze s u´speˇchem vyuzˇ´ıt abstrakci a prˇedevsˇ´ım
deˇdicˇnost. Pokud je naprˇ´ıklad potrˇeba pouzˇ´ıt vyhleda´vac´ı algoritmus, je vytvorˇeno obecne´
prostrˇed´ı, jeho pocˇa´tecˇn´ı stav je nastaven na pocˇa´tecˇn´ı stav ze ktere´ho se vyhleda´va´, do
tohoto prostrˇed´ı je umı´steˇn obecny´ agent a program tohoto agenta vola´ zvoleny´ vyhleda´vac´ı
algoritmus. Agent pote´ prova´d´ı akce, postupneˇ podle vygenerovane´ posloupnosti, vedouc´ı
k c´ılove´mu stavu. Ve Smalltalku lze toto prove´st na u´rovni jizˇ existuj´ıcich trˇ´ıd pouze zmeˇnou
jejich instanc´ı, nicme´neˇ cˇistsˇ´ı cesta je vytvorˇen´ı nove´ trˇ´ıdy pro prostrˇed´ı, ktere´ je jizˇ pevneˇ
sva´za´no s dany´m proble´mem, tzn. potomka trˇ´ıdy obecne´ prostrˇed´ı a vytvorˇen´ı potomka
trˇ´ıdy obecny´ agent, ktery´ je prˇ´ımo usp˚usoben k vyhleda´va´n´ı ve stavove´m prostoru. A prˇesneˇ
t´ımto zp˚usobem je vytvorˇen ko´d tohoto projektu. Zde jsou podrobneˇ popsa´ny trˇ´ıdy tvorˇ´ıc´ı
za´klady ko´du projektu. Vzhledem k tomu, zˇe Squeak nema´ jmenne´ prostory, jsou jme´na
vsˇech trˇ´ıd tohoto projektu doplneˇna prefixem ”AIMA“, aby nedosˇlo k mozˇne´mu konfliktu
s jizˇ existuj´ıc´ımi trˇ´ıdami syste´mu. Tento prefix zde nen´ı uveden nebot’ zbytecˇneˇ vede ke
ztra´teˇ prˇehlednosti. Toto plat´ı i pro na´sleduj´ıc´ı kapitoly.
2.4.1 Trˇ´ıda Environment
V hierarchii trˇ´ıd reprezentuj´ıc´ıch prostrˇed´ı je nejvy´sˇe Environment. Tato trˇ´ıda poskytuje
mechanizmy pro beˇh prostrˇed´ı, obsluhuje sve´ agenty, prˇeda´va´ jim vjemy, spousˇt´ı jejich
programy a prova´d´ı jejich akce. Rovneˇzˇ zaznamena´va´ sko´re jednotlivy´ch agent˚u. Kazˇda´
instance te´to trˇ´ıdy v sobeˇ uchova´va´ kolekci agent˚u agents, kterˇ´ı v prostrˇed´ı p˚usob´ı, cˇ´ıtacˇ
krok˚u steps, maxima´ln´ı pocˇet krok˚u maxSteps, po dosazˇen´ı tohoto pocˇtu krok˚u je prostrˇed´ı
ukoncˇeno, a sv˚uj aktua´ln´ı stav state. Za´kladn´ı metoda te´to trˇ´ıdy je run, ktera´ spust´ı proces
obslouzˇen´ı jednotlivy´ch agent˚u dokud nen´ı dosazˇeno maxima´ln´ıho pocˇtu krok˚u maxSteps
nebo ukoncˇen´ı simulace testem isTermination. V kazˇde´m kroku metody run je kazˇde´mu
agentovi prˇeda´n jeho vjem pomoc´ı metody getPercept a na´sledneˇ od neˇj vyzˇa´da´na akce,
ta je ve formeˇ symbolu. Mnozˇinu vsˇech mozˇny´ch akc´ı v dane´m prostrˇed´ı vrac´ı metoda
legalActions. Potomci te´to trˇ´ıdy pak implementuj´ı jednotlive´ akce jako metody (zpra´vy) a
pomoc´ı Smalltalkovske´ metody perform: aSymbol je tato akce provedena. Akce vsˇech agent˚u
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se prova´deˇj´ı azˇ po vyhodnocen´ı vjemu˚ vsˇech agent˚u v metodeˇ executeAgentActions, ta je
vola´na z update, kde se rovneˇzˇ prova´deˇj´ı zmeˇny prostrˇed´ı pro kazˇdy´ krok. Na´sledneˇ je vsˇem
agent˚um vyhodnoceno sko´re pomoc´ı metody performanceMeasure. T´ım koncˇ´ı cyklus krok˚u
a pokud nen´ı kladneˇ vyhodnocena metoda isTermination, pokracˇuje cyklus dalˇs´ım krokem.
2.4.2 Trˇ´ıda GridEnvironment
GridEnvironment je potomek obecne´ho prostrˇed´ı a reprezentuje prostrˇed´ı s prostorem,
ktery´ lze adresovat pomoc´ı sourˇadnic x,y. Obecne´ prostrˇed´ı v˚ubec pojem prostoru nezava´d´ı.
Na kazˇde´ pozici v prostoru se mu˚zˇe vyskytovat neˇkolik objekt˚u, ty jsou podrobneˇji popsa´ny
n´ızˇe. V mnozˇineˇ legalActions te´to trˇ´ıdy jsou akce turn, forward, grab a release, ktere´
umozˇnˇuj´ı agentovi otocˇit se, j´ıt doprˇedu a zvednout nebo pustit objekt vyskytuj´ıc´ı se na
stejne´m mı´steˇ jako agent, resp. v jeho kontejneru. Vzhledem k tomu, zˇe se zde pouzˇ´ıva´
prostor, je trˇeba take´ vytvorˇit metody pro pohyb v neˇm, a to gridAt:, ktera´ vrac´ı kolekci
objekt˚u na dane´ pozici, gridAt:put:, jezˇ umı´st´ı objekt na danou pozici, a gridAt:remove:,
ktera´ dany´ objekt ze zvolene´ pozice odebere. Da´le je potrˇeba metoda, ktera´ hleda´ objekt na
dane´ pozici findObjectIf:at: a take´ na sousedn´ıch pozic´ıch findNeighborIf:at:. Jejich spojen´ım
je pak metoda findObjectOrNeighborIf:at:. Prˇi vytvorˇen´ı instance te´to trˇ´ıdy je nastavena ve-
likost prostrˇed´ı, sourˇadnice pocˇa´tecˇn´ıho bodu a vytvorˇeny objekty pomoc´ı trˇ´ıdy ObjectSpec,
ktera´ je popsa´na n´ızˇe.
2.4.3 Trˇ´ıda VacuumWorld
VacuumWorld je uka´zkove´ prostrˇed´ı pro agenta-vysavacˇe, ktery´ se pohybuje v prostoru
a vysa´va´ smet´ı, jeho sko´re pocˇ´ıta´ metoda performanceMeasure v za´vislosti na pocˇtu
sesb´ırany´ch objekt˚u - prachovy´ch cˇa´stic. Prˇi inicializaci je na´hodneˇ vytvorˇen prach na vsˇech
mı´stech s pravdeˇpodobnost´ı 25%. Mezi povolene´ akce patrˇ´ı kromeˇ turn a forward take´ suck,
ktera´ vysaje prach na pozici agenta, a shutOff, ktera´ agenta ukoncˇ´ı.
2.4.4 Trˇ´ıda WumpusWorld
WumpusWorld je rovneˇzˇ uka´zkove´ prostrˇed´ı, tentokra´t vsˇak jde o jeskyni obsahuj´ıc´ı kromeˇ
agenta take´ zlato, ja´my a prˇ´ıˇseru zvanou Wumpus. Agent mus´ı na za´kladeˇ vjemu˚ dosa´hnout
nejveˇtsˇ´ıho sko´re, v tomto prˇ´ıpadeˇ to znamena´ naj´ıt zlato, nespadnout do ja´my a nenechat
se sezˇrat. V prˇedefinovane´ metodeˇ getPercept je agentovi vra´cen vjem na za´kladeˇ jeho okol´ı,
pokud je v jeho sousedstv´ı Wumpus, obdrzˇ´ı symbol #stench, pokud je vedle ja´my, dostane
#breeze v prˇ´ıpadeˇ, zˇe na stejne´ pozici jako on je zlato, dostane #glitter, kdyzˇ naraz´ı do zdi,
je mu prˇeda´no #bump a pokud neˇktery´ objekt v jeskyni vyda´ neˇjaky´ zvuk, dostane se mu
#sound. Agentovi je prˇeda´na kolekce vsˇech symbol˚u, ktere´ jsou v danou chv´ıli pravdive´, a
na jejich za´kladeˇ zvol´ı neˇjakou akci.
2.4.5 Trˇ´ıda Agent
Jako za´kladn´ı trˇ´ıda pro agenty slouzˇ´ı Agent. Obsahuje instancˇn´ı promeˇnnou program, do
ktere´ se ukla´da´ blok s agentovy´m programem. Jeho nepovinny´m parametrem je kolekce
vjemu˚ a vrac´ı symbol akce. Rovneˇzˇ je mozˇne´ prˇ´ımo prˇet´ızˇit metodu runProgram, ktera´
tento blok vyhodnocuje, v prˇ´ıpadny´ch potomc´ıch se slozˇiteˇjˇs´ımi programy. Da´le kazˇda´ in-
stance uchova´va´ v promeˇnny´ch svoje sko´re, jme´no, aktua´ln´ı vjem, akci, ktera´ je naplneˇna
programem a sve´ teˇlo, cozˇ je jeden z objekt˚u v GridEnvironment a potomc´ıch.
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2.4.6 Trˇ´ıda AskUserAgent
AskUserAgent je potomek trˇ´ıdy Agent, ktery´ mı´sto proveden´ı sve´ho programu vzˇdy vyvola´
dotaz na uzˇivatele, zobraz´ı aktua´ln´ı vjem a cˇeka´ na vlozˇen´ı akce, kterou ma´ prove´st.
2.4.7 Trˇ´ıdy RandomVacuumAgent a RandomWumpusAgent
Tito potomci trˇ´ıdy Agent slouzˇ´ı k testovac´ım u´cˇel˚um pro VacuumWorld resp. Wumpus-
World. Jejich program pouze na´hodneˇ vyb´ıra´ akci z mnozˇiny vsˇech mozˇny´ch akc´ı pro dane´
prostrˇed´ı.
2.4.8 Trˇ´ıdy ReactiveVacuumAgent a ReactiveWumpusAgent
Tyto trˇ´ıdy agent˚u slouzˇ´ı k uka´zce pra´ce agenta ve VacuumWorld resp. WumpusWorld.
Jejich program je v podstateˇ mapovac´ı funkce, ktera´ na za´kladeˇ vjemu˚ zvol´ı vhodnou akci za
u´cˇelem z´ıska´n´ı nejveˇtsˇ´ıho mozˇne´ho pocˇtu bod˚u. Hlavn´ı u´kol agenta ReactiveVacuumAgent
je vysa´vat smet´ı, cˇili pokud na neˇj naraz´ı, vysaje jej. Pokud naraz´ı do steˇny, otocˇ´ı se.
V ostatn´ıch prˇ´ıpadech na´hodneˇ zvol´ı, jestli p˚ujde doprˇedu nebo se otocˇ´ı. Program agenta
ReactiveWumpusAgent je trochu slozˇiteˇjˇs´ı, a to zejme´na z d˚uvodu pla´nu akc´ı, ktery´ si agent
interneˇ uchova´va´. Pokud naprˇ´ıklad naraz´ı do steˇny, otocˇ´ı se dvakra´t doprava a jde kuprˇedu,
cˇili se pohybuje od zdi prycˇ. Pla´n je rˇesˇen jako kolekce akc´ı, a pokud program hleda´ vhodnou
akci a pla´n nen´ı pra´zdny´, vra´t´ı prvn´ı akci z fronty. Pokud najde zlato, sebere jej. Vzhledem
k tomu, zˇe v prostrˇed´ı WumpusWorld vyda´ zvuk pouze umı´raj´ıc´ı Wumpus, pamatuje si
agent take´, jestli je Wumpus jesˇteˇ nazˇivu.
2.4.9 Trˇ´ıda Object
Object je za´kladn´ı trˇ´ıdou pro vy´skyt jake´hokoli objektu v prostoru prostrˇed´ı. Kazˇdy´ objekt
ma´ definovany´ tvar, barvu, velikost, kontejner pro dalˇs´ı objekty, smeˇr jaky´m je otocˇen a
neˇkolik dalˇs´ıch atribut˚u. Jsou nad n´ım definova´ny metody pro umı´steˇn´ı v prostoru. Ob-
sahuje take´ metody isObstacle, isGrabable a isDeadly, ktere´ vracej´ı pouze true nebo false,
a slouzˇ´ı k jednoduche´ definici, co je objekt zacˇ, zda je prˇeka´zˇkou, jestli se da´ zvednout,
cˇi je-li pro agenta smrt´ıc´ı. V na´sleduj´ıc´ıch potomc´ıch trˇ´ıdy jsou tyto metody jednodusˇe
prˇedefinova´ny.
2.4.10 Trˇ´ıda ObstacleObject
ObstacleObject je trˇ´ıda reprezentuj´ıc´ı prˇeka´zˇku, konkre´tneˇ to mu˚zˇe by´t naprˇ. zed’. Agent,
ktery´ se pokus´ı prˇemı´stit na pozici s prˇeka´zˇkou, obdrzˇ´ı vjem na´raz (#bump).
2.4.11 Trˇ´ıda DeadlyObject
DeadlyObject je naprˇ. ja´ma nebo Wumpus a pokud se agent ocitne na pozici spolecˇneˇ
s objektem te´to trˇ´ıdy, je ukoncˇen.
2.4.12 Trˇ´ıda AgentBodyObject
Protozˇe i agent se mus´ı vyskytovat na neˇjake´ pozici v prostoru, je mu vytvorˇeno teˇlo, ktere´
je instanc´ı te´to trˇ´ıdy. Toto teˇlo je prˇi inicializaci prˇideˇleno agentovi do instancˇn´ı promeˇnne´
body.
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2.4.13 Trˇ´ıda ObjectSpec
Poneˇvadzˇ je potrˇeba pro kazˇde´ prostrˇed´ı s prostorem vytva´rˇet urcˇitou sadu objekt˚u, je
vhodne´ vytvorˇit trˇ´ıdu, ktera´ schopna tuto operaci neˇjaky´m zp˚usobem usnadnit. Proto je
trˇ´ıda GridEnvironment vytvorˇena tak, aby prˇi inicializaci obdrzˇela kolekci objekt˚u typu
ObjectSpec a tyto specifikace postupneˇ aplikovala na sama sebe. Trˇ´ıda ObjectSpec ocˇeka´va´
vlozˇen´ı typu objektu, ktery´ ma´ reprezentovat pomoc´ı metody what. Jako nepovinne´ u´daje
je mozˇno vlozˇit pocˇet, pozici cˇi pravdeˇpodobnost vytvorˇen´ı objektu pomoc´ı metod count, at
a probability. Pro zada´n´ı pozice obsahuje i specia´ln´ı metody, ktere´ doka´zˇ´ı vytvorˇit objekt na
vsˇech pozic´ıch prostoru, po okraj´ıch, cˇi na´hodneˇ: atAll, atEdge a atFree. Je tedy pomeˇrneˇ
snadne´ vytvorˇit specifikaci pro zed’ po okraj´ıch prostoru, nebo prach vsˇude s 25 procentn´ı
pravdeˇpodobnost´ı. Prˇi inicializaci prostrˇed´ı je vsˇem instanc´ım trˇ´ıdy ObjectSpec zasla´na
zpra´va applyTo s parametrem prostrˇed´ı a ta pomoc´ı metody makeObject a drˇ´ıve zadany´ch
specifikac´ı vytvorˇ´ı dany´ objekt. Trˇ´ıda zna´ pouze symbol tohoto objektu, samotne´ vytvorˇen´ı
instance zajist´ı trˇ´ıdn´ı metoda dane´ho prostrˇed´ı, ktera´ je zavola´na pomoc´ı perform. Pokud
je specifikova´no, zˇe objekt nen´ı loka´ln´ı (metodou isLocal), cˇili nepatrˇ´ı-li prˇ´ımo k dane´mu
prostrˇed´ı, pak nen´ı vola´na trˇ´ıdn´ı metoda prostrˇed´ı, ale symbol je prˇ´ımo nalezen v globa´ln´ım
slovn´ıku Smalltalk a je vytvorˇena instance te´to trˇ´ıdy.
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Kapitola 3
Rˇesˇen´ı proble´mu˚
V prˇedchoz´ı kapitole byl uka´za´n inteligentn´ı agent, ktery´ jednal na principu prˇ´ıme´ho
prˇiˇrazen´ı akce k urcˇite´mu stavu. Takov´ı agenti nefunguj´ı prˇ´ıliˇs dobrˇe v rozsa´hly´ch
prostrˇed´ıch, kde takove´ prˇiˇrazen´ı akc´ı ke vjemu˚m by bylo prˇ´ıliˇs slozˇite´ a robustn´ı. Na
druhou stranu, agenti, kterˇ´ı jsou zameˇrˇen´ı na c´ıl mı´sto konkre´tn´ıho vjemu, mohou uspeˇt
d´ıky zvazˇova´n´ı budouc´ıch mozˇny´ch akc´ı a vhodnosti vy´sledku teˇchto akc´ı.
3.1 Rˇesˇ´ıc´ı agent
Jeden druh takove´ho agenta se nazy´va´ rˇesˇ´ıc´ı agent a ten je prˇedmeˇtem za´jmu te´to kapitoly.
Rˇesˇ´ıc´ı agenti se rozhoduj´ı co provedou na za´kladeˇ nalezen´ı posloupnosti akc´ı, ktere´ vedou
k zˇa´dany´m stav˚um. Prvn´ım krokem prˇi tvorbeˇ takove´ho agenta je spra´vna´ formulace c´ıle,
ktery´ poma´ha´ agentovi hledat spra´vnou cestu, vyloucˇ´ı ostatn´ı mozˇnosti a t´ım znacˇneˇ zu´zˇ´ı
mnozˇinu stav˚u, do ktery´ch agent mu˚zˇe prostrˇed´ı dostat. Za c´ıl mu˚zˇeme povazˇovat mnozˇinu
stav˚u, kde kazˇdy´ stav splnˇuje podmı´nku, zˇe proble´m je vyrˇesˇen. Protozˇe agent˚uv u´kol je
nale´zt posloupnost akc´ı, ktere´ vedou k c´ılove´mu stavu, je nutne´ rozhodnout, s jaky´mi akcemi
a stavy mu˚zˇe agent pracovat. To je d˚ulezˇite´ pro formulaci proble´mu, zvolit urcˇitou u´rovenˇ
abstrakce, aby pocˇet krok˚u k dosazˇen´ı c´ıle nebyl prˇ´ıliˇs velky´ a bylo mozˇne´ nale´zt rˇesˇen´ı.
Proces hleda´n´ı posloupnosti akc´ı vedouc´ıch k c´ıli nen´ı prˇ´ımy´, existuje mnoho stav˚u, kde
agent nev´ı jak si vede, a proto je jeho u´kolem vyzkousˇet r˚uzne´ mozˇne´ akce, ktere´ z dane´ho
stavu vedou, azˇ do chv´ıle, kdy se dostane do stavu zna´me´ho. Potom prˇehodnot´ı nalezene´
cesty a vybere tu nejlepsˇ´ı. Vyhleda´vac´ı algoritmus obdrzˇ´ı proble´m na vstupu a jako vy´stup
vrac´ı rˇesˇen´ı ve formeˇ posloupnosti akc´ı. Jakmile je rˇesˇen´ı nalezeno, nasta´va´ fa´ze proveden´ı
teˇchto akc´ı. Po formulaci c´ıle a rˇesˇene´ho proble´mu, agent tedy zavola´ vyhleda´vac´ı algo-
rtimus, a pote´ prova´d´ı akce podle navra´cene´ho rˇesˇen´ı, veˇtsˇinou to znamena´, zˇe provede
prvn´ı akci z posloupnosti a odstran´ı ji. Takto pokracˇuje dokud jsou ve fronteˇ dalˇs´ı akce. To
samozrˇejmeˇ znamena´, zˇe prostrˇed´ı mus´ı splnˇovat urcˇita´ krite´ria. Prˇedevsˇ´ım mus´ı by´t stat-
icke´, poneˇvadzˇ agent prˇi hleda´n´ı cesty ani prˇi prova´deˇn´ı akc´ı jizˇ nebere ohled na prostrˇed´ı.
Jelikozˇ se prˇedpokla´da´, zˇe pocˇa´tecˇn´ı stav je zna´m, prostrˇed´ı mus´ı by´t pozorovatelne´. Prˇi
hleda´n´ı je nutne´ vycˇ´ıslit vsˇechny stavy, prostrˇed´ı tedy mus´ı by´t diskre´tn´ı. Nejd˚ulezˇiteˇjˇs´ım
faktorem je, zˇe prostrˇed´ı mus´ı by´t deterministicke´, protozˇe agent prˇi prova´deˇn´ı akc´ı ignoruje
vjemy, nemu˚zˇe tedy zpracova´vat neprˇedv´ıdane´ uda´losti.
Spra´vna´ definice proble´mu se skla´da´ ze cˇtyrˇ cˇa´st´ı. Prvn´ı je pocˇa´tecˇn´ı stav, tj. stav
prostrˇed´ı, ve ktere´m agent zacˇ´ına´ rˇesˇit proble´m. Dalˇs´ı je popis mozˇny´ch agentovy´ch akc´ı,
ktery´ je nejcˇasteˇji vyja´drˇen funkc´ı na´sledovn´ıka. Tato funkce vrac´ı pro kazˇdy´ stav mnozˇinu
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dvojic akce a na´sledovn´ıka, kde kazˇda´ akce je jedna z prˇ´ıpustny´ch akc´ı v tomto stavu a
na´sledovn´ık je stav, do ktere´ho se prostrˇed´ı dostane po proveden´ı akce. Pocˇa´tecˇn´ı stav
a funkce na´sledovn´ıka dohromady definuj´ı stavovy´ prostor proble´mu, mnozˇinu vsˇech stav˚u
dosazˇitelny´ch z pocˇa´tecˇn´ıho stavu. Trˇet´ı cˇa´st definice proble´mu je c´ılovy´ test, ktery´ urcˇ´ı, zda
dany´ stav je c´ılovy´m stavem. Neˇkdy je c´ılovy´ch stav˚u v´ıce a tento test jednodusˇe urcˇ´ı, jestli
se prostrˇed´ı nacha´z´ı v jednom z nich. Ne vzˇdy je c´ıl vyja´drˇen jako vyjmenovana´ mnozˇina
stav˚u, naprˇ´ıklad v sˇachove´ partii nastane c´ılovy´ stav vzˇdy kdyzˇ kra´l je ohrozˇen a nema´ kam
se schovat. Posledn´ı cˇa´st´ı definice je funkce urcˇuj´ıc´ı cenu cesty. Rˇesˇ´ıc´ı agent ma´ obvykle
funkci ceny zalozˇenou na jeho vlastn´ım ohodnocen´ı. Mu˚zˇeme prˇedpokla´dat, zˇe cena cesty
je soucˇtem cen jednotlivy´ch krok˚u, a funkci ceny kroku mu˚zˇeme definovat jako c(x,a,y),
ktera´ vrac´ı cenu proveden´ı akce a ze stavu x do stavu y. Tyto cˇa´sti definice mu˚zˇeme ulozˇit
do jedne´ datove struktury a prˇedat je jako parametr algoritmu rˇesˇ´ıc´ımu dany´ proble´m.
Vy´sledkem je pak cesta z pocˇa´tecˇn´ıho do c´ılove´ho stavu. Kvalita rˇesˇen´ı je meˇrˇena pomoc´ı
funkce ceny cesty a rˇesˇen´ı s nejnizˇsˇ´ı cenou je rˇesˇen´ım optima´ln´ım.
3.2 Hleda´n´ı rˇesˇen´ı
Jakmile ma´me proble´m formulova´n, potrˇebujeme jej vyrˇesˇit. To je provedeno prohleda´n´ım
stavove´ho prostoru. Na´sleduj´ıc´ı zp˚usoby hleda´n´ı vyuzˇ´ıvaj´ı vyhleda´vac´ı strom nebo vyh-
leda´vac´ı graf, pokud je mozˇne´ dosa´hnout stejne´ho stavu neˇkolika cestami. Korˇenem to-
hoto stromu je uzel odpov´ıdaj´ıc´ı pocˇa´tecˇn´ımu stavu. Prvn´ım krokem je kontrola, zda nejde
o c´ılovy´ stav, protozˇe je nutne´ osˇetrˇit i takove´ prˇ´ıpady. V naproste´ veˇtsˇineˇ prˇ´ıpad˚u tomu
tak nen´ı, a proto se pokracˇuje rozsˇ´ıˇren´ım aktua´ln´ıho stavu aplikova´n´ım funkce na´sledn´ıka
na tento stav a t´ım vygenerova´n´ım nove´ mnozˇiny stav˚u. T´ımto jsme z´ıskali neˇkolik cest
a mus´ıme zvolit, kterou cestou se budeme nada´le ub´ırat. Tato volba za´vis´ı na metodeˇ
hleda´n´ı, jednotlive´ zp˚usoby budou popsa´ny da´le. Takto by se dal popsat obecny´ algoritmus
pro prohleda´va´n´ı stavove´ho prostoru. Jednotlive´ uzly vyhleda´vac´ıho stromu uchova´vaj´ı tyto
informace: stav, jeden z mnozˇiny stavove´ho prostoru proble´mu, rodicˇovsky´ uzel, ze ktere´ho
byl tento uzel vygenerova´n, akce, ktera´ byla aplikova´na na rodicˇe a vedla k vytvorˇen´ı tohoto
uzlu, cena cesty z pocˇa´tecˇn´ıho stavu azˇ do tohoto uzlu a hloubka zanorˇen´ı, tj. pocˇet krok˚u
z pocˇa´tecˇn´ıho stavu. Vy´sledkem algoritmu pro rˇesˇen´ı proble´mu˚ je bud’ rˇesˇen´ı nebo chyba, zˇe
rˇesˇen´ı nebylo nalezeno, neˇktere´ algoritmy mohou take´ skoncˇit v nekonecˇne´ smycˇcˇe a v˚ubec
nevra´tit vy´sledek. Hodnocen´ı algoritmu lze rozdeˇlit do cˇtyrˇ krite´ri´ı: u´plnost, cˇili jestli algo-
ritmus najde rˇesˇen´ı pokud neˇjake´ existuje, optima´lnost, jestli najde nejlepsˇ´ı rˇesˇen´ı, cˇasova´
slozˇitost a pameˇt’ova´ na´rocˇnost.
3.3 Neinformovane´ metody hleda´n´ı
Neinformovane´ metody, nebo take´ slepe´ metody hleda´n´ı, nemaj´ı o stavech zˇa´dne´ dalˇs´ı in-
formace, kromeˇ zada´n´ı proble´mu. Jedine´ co veˇd´ı o kazˇde´m stavu je to, zda je cˇi nen´ı c´ılovy´.
3.3.1 Breadth-first search
Breadth-first search (BFS), neboli slepe´ prohleda´va´n´ı do sˇ´ıˇrky, je jednoducha´ metoda,
pracuj´ıc´ı na principu expandova´n´ı stromu postupneˇ po u´rovn´ıch, cˇili vsˇechny uzly v dane´
hloubce jsou expandova´ny drˇ´ıve, nezˇ uzly dalˇs´ı u´rovneˇ. Je zrˇejme´, zˇe tato metoda je u´plna´,
optima´ln´ı pouze v prˇ´ıpadeˇ, zˇe s nar˚ustaj´ıc´ı hloubkou se nesnizˇuje cena kroku (naprˇ´ıklad prˇi
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stejny´ch cena´ch krok˚u), avsˇak je dost na´rocˇna´ na pameˇt nebot’ mus´ı uchova´vat mnozˇinu
uzl˚u, ketre´ je trˇeba expandovat.
3.3.2 Uniform-cost search
Uniform-cost search (UCS) je narozd´ıl od prˇedchoz´ı metody optima´ln´ı vzˇdy, protozˇe neex-
panduje uzly v porˇad´ı podle jejich hloubky, ny´brzˇ podle nejnizˇsˇ´ı ceny cesty. Z toho vyply´va´,
zˇe prˇ´ıpadeˇ stejne´ ceny kroku u vsˇech krok˚u je tato metoda identicka´ s prˇedchoz´ı metodou.
V prˇ´ıpadeˇ, zˇe by neˇjaky´ krok meˇl nulovou cenu, skoncˇil by tento algoritmus v nekonecˇne´
smycˇcˇe. Nevy´hoda te´to metody je, zˇe cˇasto nejdrˇ´ıve expanduje mnoho uzl˚u s maly´mi ce-
nami prˇed prozkouma´n´ım ostatn´ıch cest s veˇtsˇ´ı cenou, ktere´ mohou ve´st k rˇesˇen´ı, cozˇ se
odra´zˇ´ı ve velke´ pameˇt’ove´ na´rocˇnosti.
3.3.3 Depth-first search
Depth-first search (DFS), neboli slepe´ prohleda´va´n´ı do hloubky, vzˇdy expanduje nejhloubeˇji
postaveny´ uzel tak dlouho, dokud takovy´ uzel nema´ zˇa´dne´ho na´sledn´ıka. Potom se metoda
vra´t´ı zpeˇt ke druhe´mu nejhlubsˇ´ımu uzlu. Z toho vyply´vaj´ı nevy´hody te´to metody, mu˚zˇe
expandovat prˇ´ıliˇs hluboko, nebo i nekonecˇneˇ hluboko, i kdyzˇ rˇesˇen´ı se nale´za´ mnohem vy´sˇe
ve stromu v jine´ veˇtvi. Metoda tedy nen´ı u´plna´ ani optima´ln´ı. Ma´ vsˇak velmi skromne´
pameˇt’ove´ na´roky. Jej´ı varianta Depth-limited search (DLS) je zalozˇena na stejne´m pricipu,
akora´t obshauje omezen´ı pro expanzi jen do urcˇite´ hloubky. To znamena´, zˇe pokud je rˇesˇen´ı
n´ızˇe, v˚ubec jej nenalezne. Obvykle se vsˇak da´ urcˇit kolik krok˚u je maxima´lneˇ potrˇeba, a
zamez´ı se t´ım mozˇnost nekonecˇne´ho expandova´n´ı neˇktere´ veˇtve vyhleda´vac´ıho stromu.
3.3.4 Iterative deepening depth-first search
Iterative deepening depth-first search (IDS) je metoda postupne´ho zanorˇova´n´ı zalozˇena na
slepe´m prohleda´va´n´ı do hloubky. Pracuje na principu postupne´ho zvysˇova´n´ı limitu zanorˇen´ı
a uzˇit´ı DLS, kombinuje vy´hody slepe´ho prohleda´va´n´ı do hloubky i do sˇ´ıˇrky, nen´ı prˇ´ıliˇs
pameˇt’oveˇ na´rocˇna´, je u´plna´ a za stejny´ch podmı´nek jako BFS je i optima´ln´ı. Vzhledem
k tomu, zˇe sta´le postupneˇ vola´ DLS pro sta´le veˇtsˇ´ı limit hloubky zanorˇen´ı, zda´ se, zˇe
nen´ı prˇ´ıliˇs efektivn´ı z d˚uvodu neusta´le´ho opakova´n´ı expanze vysˇsˇ´ıch uzl˚u, pravda je ovsˇem
takova´, zˇe cˇasova´ slozˇitost IDS je mensˇ´ı nezˇ BFS, je tedy mnohem rychlejˇs´ı. Obecneˇ plat´ı,
zˇe tato metoda je pro u´lohy s velky´m stavovy´m prostorem a nezna´mou hloubkou rˇesˇen´ı ze
vsˇech neinformovany´ch metod nejlepsˇ´ı volbou.
Vsˇechny tyto metody mohou prˇi hleda´n´ı narazit na vy´znamnou komplikaci - ply´tva´n´ı
cˇasu nale´za´n´ım jizˇ zna´my´ch stav˚u. V neˇktery´ch proble´mech tato mozˇnost nikdy nenastane,
ale v rˇadeˇ prˇ´ıpad˚u jsou akce vratne´, jako naprˇ´ıklad prˇi hleda´n´ı trasy. Stavove´ stromy jsou
v teˇchto prˇ´ıpadech nekonecˇne´, ale pokud budeme ignorovat jizˇ jednou expandovane´ stavy,
mu˚zˇeme je zmeˇnsˇit na konecˇnou velikost. To ovsˇem znamena´ uchovat vsˇechny jizˇ navsˇt´ıvene´
stavy v pameˇti, abychom je mohli porovnat s aktua´ln´ım stavem prostrˇed´ı.
3.4 Informovane´ metody hleda´n´ı
Narozd´ıl od slepy´ch metod prohleda´va´n´ı stavove´ho prostoru, informovane´ metody pouzˇ´ıvaj´ı
znalosti, ktere´ nejsou v definici proble´mu, a mohou nale´zt rˇesˇen´ı mnohem efektivneˇji.
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3.4.1 Best-first search
Best-first search (BestFS) je obecna´ metoda, ktera´ vyb´ıra´ uzel pro expanzi na za´kladeˇ
evaluacˇn´ı funkce f(n). Obvykle je vybra´n uzel s nejnizˇsˇ´ı hodnotou, protozˇe evaluacˇn´ı funkce
vyjadrˇuje vzda´lenost od c´ıle. Acˇkoli je v na´zvu slovo best, nevyb´ıra´ vzˇdy ten nejlepsˇ´ı uzel,
pokud by to tak bylo, nebylo by to hleda´n´ı, ale prˇ´ıma´ cesta k c´ıli. Ovsˇem ne vzˇdy je
evaluacˇn´ı funkce prˇesna´, a tak je vzˇdy vybra´n ten uzel, o ktere´m se prˇedpokla´da´, zˇe je
nejlepsˇ´ı. Za´kladem metody je heuristicka´ funkce h(n), ktera´ vrac´ı onu prˇedpokla´danou
vzda´lenost od c´ıle. Pokud je n c´ılovy´ stav, pak h(n) = 0.
3.4.2 Greedy best-first search
Prvn´ı variantou te´to metody je metoda greedy best-first search. Ta expanduje uzly pouze na
za´kladeˇ jejich vzda´lenosti od c´ıle, ohodnocuje tedy uzly pouze pomoc´ı heuristicke´ funkce,
cˇili f(n) = h(n). Acˇkoli tato metoda ve veˇtsˇineˇ prˇ´ıpad˚u pouzˇ´ıva´ pouze minima´ln´ı velikost
vyhleda´vac´ıho stromu, nen´ı optima´ln´ı ani u´plna´.
3.4.3 A* search
Nejzna´meˇjˇs´ı variantou BestFS metodou je A* search, ktera´ ohodnocuje uzly kombinac´ı g(n),
ceny cesty k uzlu, s h(n), prˇedpokla´dane´ ceny cesty z uzlu do c´ıle. Znamena´ to, zˇe f(n)= g(n)
+ h(n) a evaluacˇn´ı funkce vrac´ı prˇedpokla´danou cenu rˇesˇen´ı procha´zej´ıc´ıho uzlem n. Pokud
heuristicka´ funkce nikdy neprˇecen´ı cestu k c´ıli, nalezne tato metoda vzˇdy optima´ln´ı rˇesˇen´ı.
Jej´ı cˇasova´ slozˇitost nen´ı prˇ´ıliˇs velka´, ale klade velke´ na´roky na pameˇt nebot’ si uchova´va´
vsˇechny uzly, nehod´ı se proto pro rˇesˇen´ı proble´mu˚ prˇ´ıliˇs velky´ch rozmeˇr˚u.
3.5 Hran´ı her
V minule´ kapitole byla zmı´neˇna multiagentn´ı prostrˇed´ı, ve ktery´ch kazˇdy´ agent mus´ı zva´zˇit
akce ostatn´ıch agent˚u a jak tyto akce ovlivn´ı jeho hodnocen´ı. V oblasti hran´ı her se prˇeva´zˇneˇ
jedna´ o deterministicke´, plneˇ pozorovatelne´, konkurencˇn´ı prostrˇed´ı, kde se dva agenti strˇ´ıdaj´ı
ve svy´ch akc´ıch, a vy´sledne´ ohodnocen´ı jednoho je opacˇne´ k hodnocen´ı druhe´ho agenta.
Naprˇ´ıklad, pokud prvn´ı hra´cˇ vyhraje partii sˇachu, druhy´ nutneˇ prohra´l. Hru jako takovou
lze forma´lneˇ definovat jako druh proble´mu s na´sleduj´ıc´ımi prvky: pocˇa´tecˇn´ı stav, ktery´
uda´va´ stav hrac´ı desky a ktery´ hra´cˇ je na tahu; funkci na´sledn´ıka, ktera´ vrac´ı seznam
pa´r˚u [tah, stav], kde kazˇdy´ pa´r vyjadrˇuje jeden z mozˇny´ch tah˚u a vy´sledny´ stav; test
na konec hry a hodnot´ıc´ı funkce, ktera´ vrac´ı cˇ´ıselne´ vyja´drˇen´ı koncove´ho stavu. V sˇachu
naprˇ´ıklad tato funkce pro vy´hru, prohru nebo remı´zu vrac´ı hodnoty +1, -1 nebo 0. V kla-
sicke´m proble´mu zalozˇene´m na prohleda´va´n´ı stavove´ho prostoru by optima´ln´ım rˇesˇen´ım
byla posloupnost tah˚u vedouc´ıch k c´ılove´mu stavu, nicme´neˇ prˇi hrˇe ma´ k tomu co rˇ´ıct i
druhy´ hra´cˇ. Hra´cˇ A tedy mus´ı naj´ıt strategii, ktera´ urcˇuje jeho tah z pocˇa´tecˇn´ıho stavu,
pak tahy ze vsˇech stav˚u, ktere´ mohly vzniknout tahem hra´cˇe B, da´le tahy ze vsˇech stav˚u,
ktere´ mohly vzniknout tahem B na kazˇdy´ mozˇny´ prˇedchoz´ı tah, a tak da´le. Jiny´mi slovy,
optima´ln´ı strategie vede k vy´sledk˚um ne horsˇ´ım nezˇ jaka´koli jina´ strategie, prˇi ktere´ hra´cˇ
hraje proti dokonale´mu protivn´ıkovi.
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3.5.1 Minimax
Metoda minimax vyb´ıra´ nejlepsˇ´ı tah podle hern´ıho stromu, vytvorˇene´ho vy´sˇe zmı´neˇny´m
hleda´n´ım vsˇech mozˇny´ch tah˚u hra´cˇe i souperˇe. Listy tohoto stromu jsou c´ılove´ stavy a kazˇdy´
je ohodnocen hodnot´ıc´ı funkc´ı. Potom je kazˇdy´ uzel stromu ohodnocen podle pravidla, zˇe
pokud se jedna´ o uzel hra´cˇe A, je mu prˇiˇrazena nejvysˇsˇ´ı hodnota z ohodnocen´ı na´sledny´ch
uzl˚u, v prˇ´ıpadeˇ uzlu souperˇe B je to hodnota minima´ln´ı, poneˇvadzˇ plat´ı, zˇe cˇ´ım vysˇsˇ´ı
ohodnocen´ı, t´ım l´ıp pro A, a naopak, cˇ´ım nizˇsˇ´ı, t´ım l´ıp je na tom B. T´ım se ohodnocen´ı
dostane azˇ ke korˇenu stromu a podle neˇj hra´cˇ rozhodne, ktery´ tah provede. Jelikozˇ je trˇeba
vytvorˇit strom pro celou hru, je pro jine´ nezˇ ty nejjednodusˇsˇ´ı hry obrovsky´ a tato metoda
prakticky nepouzˇitelna´, nicme´neˇ slouzˇ´ı jako analyticky´ za´klad pro pouzˇitelneˇjˇs´ı algoritmy.
3.5.2 Alpha-beta pruning
Metoda alfa-beta rˇezu doka´zˇe eliminovat neˇktere´ veˇtve stromu a je tedy podstatneˇ efek-
tivneˇjˇs´ı nezˇ prˇedchoz´ı algoritmus. Vycha´z´ı prˇ´ımo z neˇj, nicme´neˇ veˇtve, ktere´ nemohou
ovlivnit ohodnocen´ı uzlu, jsou z vy´pocˇtu vypusˇteˇny. Pokud ve stromu existuje uzel n takovy´,
zˇe hra´cˇ mu˚zˇe ta´hnout na tento uzel, a za´rovenˇ existuje lepsˇ´ı volba m bud’ u prˇedka uzlu n
nebo kdekoli vy´sˇe ve stromu, pak uzlu n nebude prˇi hrˇe nikdy dosa´hnuto. Metoda z´ıskala
jme´no podle dvou promeˇnny´ch, alfa a beta, ktere´ uchova´va´j´ı hodnoty doposud nalezeny´ch
nejlepsˇ´ıch hodnot, alfa obsahuje pro hra´cˇe A nejvysˇsˇ´ı hodnotu a beta nejlepsˇ´ı pro hra´cˇe
B, cˇili nejnizˇsˇ´ı. Metoda postupneˇ upravuje hodnoty alfa a beta jak procha´z´ı stromem
a odrˇezˇe zby´vaj´ıc´ı veˇtve uzlu pokud zjist´ı, zˇe ohodnocen´ı aktua´ln´ıho uzlu je horsˇ´ı, nezˇ
aktua´ln´ı alfa resp. beta pro hra´cˇe A resp. B. Efektivita metody je znacˇneˇ za´visla´ na porˇad´ı
prohleda´va´n´ı jednotlivy´ch uzl˚u. Pokud jsou nejdrˇ´ıve vyhodnoceny cesty, ktere´ se zdaj´ı by´t
dobry´m tahem, mu˚zˇe tato metoda ve srovna´n´ı s minimaxem za stejny´ cˇas dosa´hnout azˇ
dvojna´sobne´ hloubky stromu.
3.6 Implementace
3.6.1 Trˇ´ıda Problem
Za´kladn´ı trˇ´ıdou pro rˇesˇen´ı proble´mu˚ pomoc´ı prohleda´va´n´ı stavove´ho prostoru je Problem.
Obsahuje instancˇn´ı promeˇnne´ initialState, ve ktere´ je ulozˇen pocˇa´tecˇn´ı stav, a goal, ve
ktere´ je ulozˇen stav c´ılovy´. Proble´m je vyrˇesˇen, pokud metoda goalTest vrac´ı true, cozˇ je
prˇi shodnosti prˇeda´vane´ho a c´ılove´ho stavu. Pokud nelze prˇesneˇ definovat c´ılovy´ stav je
mozˇne´ tuto metodu prˇet´ızˇit v potomku trˇ´ıdy. Trˇ´ıda sama o sobeˇ je v podstateˇ abstraktn´ı,
protozˇe nema´ definovanou metodu successors, ktera´ vrac´ı na´sledne´ mozˇne´ stavy ve dvojici
s akc´ı. Tuto metodu si mus´ı kazˇdy´ konkre´tn´ı proble´m, potomek te´to trˇ´ıdy, prˇedefinovat.
Rˇesˇen´ı proble´mu se spousˇt´ı vola´n´ım metody solve. Tato trˇ´ıda rovneˇzˇ obsahuje prohleda´vac´ı
algoritmy. Ty jsou implementova´ny pomoc´ı kolekce uzl˚u, instanc´ı trˇ´ıdy Node, ke ktere´ je
prˇistupova´no jako ke fronteˇ, a kazˇdy´ algoritmus prˇedepisuje v jake´m porˇad´ı je k uzl˚um ve
fronteˇ prˇistupova´no. Trˇ´ıda zna´ na´sleduj´ıc´ı algoritmy.
Slepe´ prohleda´va´n´ı do sˇ´ıˇrky prova´d´ı metoda breadthFirstSearch, ktera´ pouzˇ´ıva´ frontu
typu FIFO. Stejny´ algoritmus, ktery´ ale nav´ıc eliminuje na´vraty do prˇedchoz´ıho stavu, je
napsa´n pod na´zvem noReturnsBreadthFirstSearch. Test na opakova´n´ı prˇedchoz´ıho stavu
zajiˇst’uje trˇ´ıda Node metodou isReturning. Pro vynecha´n´ı nejen opakuj´ıc´ıch se stav˚u, ale
u´plneˇ vsˇech duplicitn´ıch stav˚u ve vyhleda´vac´ım stromu slouzˇ´ı metoda noDuplicatesBreadth-
FirstSearch. Slepe´ prohleda´va´n´ı do hloubky zajiˇst’uje metoda depthFirstSearch, ta vyuzˇ´ıva´
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fronty s uzly jako za´sobn´ıku - LIFO. Jelikozˇ se mu˚zˇe snadno zacyklit, existuje jej´ı varianta
s eliminac´ı vsˇech cykl˚u, ktera´ podobneˇ jako v prˇedchoz´ım prˇ´ıpadeˇ vyuzˇ´ıva´ funkcˇnosti trˇ´ıdy
Node, ale metody isLooping, ktera´ kontroluje nejen prˇedchoz´ı na stav, ale vsˇechny prˇedchoz´ı
stavy a t´ım bezpecˇneˇ detekuje jaky´koli cyklus. Tato metoda ma´ na´zev noCyclesDepthFirst-
Search. Jako za´klad informovany´ch algoritmu˚ vyhleda´va´n´ı je metoda bestFirstSearch, ktera´
prˇij´ıma´ jako parametr blok s evaluacˇn´ı funkc´ı. Acˇkoli uniformCostSearch patrˇ´ı mezi nein-
formovane´ algorimy, vyuzˇ´ıva´ bestFirstSearch tak, zˇe j´ı prˇeda´va´ funkci vracej´ıc´ı cenu kroku.
Metoda greedySearch vyb´ıra´ uzly na za´kladeˇ prˇedpokla´dane´ ceny cesty k c´ıli, prˇeda´va´ tedy
bestFirstSearch jako parametr heuristickou funkci. Algoritmus aStarSearch je na ba´zi best-
FirstSearch, kde evaluacˇn´ı funkce scˇ´ıta´ aktua´ln´ı cenu cesty a prˇedpokla´danou cenu do c´ıle.
3.6.2 Trˇ´ıda Node
Jednotlive´ uzly jsou za´kladn´ımi prvky pro uchova´n´ı stavove´ho prostoru a jeho procha´zen´ı.
Kazˇdy´ uzel prˇedstavuje stav a ma´ metodu expand, ktera´ vygeneruje uzly, ke ktery´m lze doj´ıt
z jeho stavu. Uchova´va´ rovneˇzˇ cenu aktua´ln´ı cesty, prˇepokla´danou cenu do c´ıle, aktua´ln´ı
hloubku zanorˇen´ı a odkazy na na´sleduj´ıc´ı uzly. Instance te´to trˇ´ıdy tvorˇ´ı vyhleda´vac´ı strom.
3.6.3 Trˇ´ıda Game
Game je trˇ´ıda urcˇena´ pro popis a nalezen´ı rˇesˇen´ı prˇi hran´ı her. Podobneˇ jako pro proble´m,
pro konkre´tn´ı hru je nutne´ vytvorˇit potomka a nadefinovat metody makeMove, legalMoves
a isGameOver. Prvn´ı z nich urcˇuje jak se urcˇity´m tahem zmeˇn´ı stav hry, druha´ vrac´ı kolekci
povoleny´ch tah˚u pro dany´ stav a trˇet´ı testuje zda existuje v´ıteˇz nebo je remı´za. S touto
trˇ´ıdou je pevneˇ sva´za´na trˇ´ıda GameState urcˇuj´ıc´ı stav hry. Sama trˇ´ıda Game obsahuje
implementaci neˇkolika algoritmu˚ pro hran´ı her. Na´sleduj´ı na´zvy jejich metod.
Metoda minimaxDecision je za´kladn´ı algoritmus, ktery´ prohleda´va´ postupneˇ vsˇechny
stavy dokud nedojde k c´ıli a podle teˇchto informac´ı vybere nejlepsˇ´ı tah. Acˇkoli dojde vzˇdy
k nejlepsˇ´ımu vy´sledku, vzhledem k jeho neefektivnosti je pro netrivia´ln´ı hry nepouzˇitelny´.
Metoda minimaxCutoffDecision prohleda´va´ stavovy´ prostor podobneˇ jako minimax ale
pouze do n u´rovn´ı, pote´ na koncove´ stavy aplikuje evaluacˇn´ı funkci a na za´kladeˇ teˇchto
informac´ı rozhodne, jak ta´hnout. Podobneˇ jako omezeny´ minimax prohleda´va´ metoda al-
phaBetaDecision jen do urcˇene´ u´rovneˇ a vra´t´ı take´ stejny´ vy´sledek, ale prohleda´ me´neˇ uzl˚u,
je tud´ızˇ efektivneˇjˇs´ı. Na´hodny´ vy´beˇr z mnozˇiny mozˇny´ch tah˚u prova´d´ı metoda pickRandom-
Move. Aby mohl do hry zasahovat i uzˇivatel, existuje metoda askGameUser, ktera´ vyzve
uzˇivatele, aby vybral jeden z mnozˇiny mozˇny´ch tah˚u.
3.6.4 Trˇ´ıda GameState
Trˇ´ıda GameState je urcˇena pro ulozˇen´ı aktua´ln´ıho stavu hry. Ve svy´ch instancˇn´ıch
promeˇnny´ch uchova´va´ hrac´ı desku, seznam hra´cˇ˚u, jejich sko´re a tah, ktery´ tento stav
vytvorˇil. Seznam hra´cˇ˚u obsahuje na prvn´ım mı´steˇ vzˇdy aktua´ln´ıho hra´cˇe, tud´ızˇ postupneˇ
rotuje doleva jak se hra´cˇi strˇ´ıdaj´ı.
3.6.5 Prostrˇed´ı
ProblemSolvingEnvironment je trˇ´ıda urcˇena´ k rˇesˇen´ı proble´mu˚. Kazˇdy´ proble´m ma´ metodu
asEnvironment, ktera´ vytvorˇ´ı instanci tohoto prostrˇed´ı. ProblemSolvingAgent je urcˇen
pro pra´ci v prostrˇed´ı pro rˇesˇen´ı proble´mu˚, vlastn´ı promeˇnnou algorithm a prˇi inicializaci
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prostrˇed´ı je jeho program definova´n tak, aby nejprve nalezl rˇesˇen´ı dane´ho proble´mu a pote´
vykona´val krok po kroku azˇ do c´ılove´ho stavu. Trˇ´ıda GameEnvironment je vytvorˇena jako
prostrˇed´ı pro hran´ı her. Kazˇda´ hra ma´ metodu asEnvironment, ktera´ vytvorˇ´ı instanci tohoto
prostrˇed´ı. GameAgent je urcˇen pro hran´ı her, vlastn´ı promeˇnnou algorithm a prˇet´ızˇenou
metodu runProgram, ktera´ je upravena pro komunikaci s hrou a prˇ´ıme´ vola´n´ı algoritmu pro
vy´pocˇet tahu podle agenta. HumanGameAgent a RandomGameAgent jsou trˇ´ıdy odvozene´
od GameAgent, pouzˇ´ıvaj´ıc´ı algoritmus pro vy´beˇr tahu podle volby uzˇivatele resp. na´hodne´
volby.
3.7 Prˇ´ıklady
3.7.1 Misiona´rˇi a kanibalove´
Pro uka´zku rˇesˇen´ı proble´mu˚ byla zvolena klasicka´ u´loha, ve ktere´ je nutne´ prˇepravit z jedno
brˇehu na druhy´ 3 misiona´rˇe a 3 kanibaly, prˇicˇemzˇ lod’ka unese 2 osoby a na zˇa´dne´m brˇehu
nesmı´ kanibalove´ nikdy prˇecˇ´ıslit misiona´rˇe. Pro tento proble´m byla vytvorˇena trˇ´ıda Can-
nibalProblem, ktera´ je potomkem trˇ´ıdy Problem. Pro jednodusˇsˇ´ı reprezentaci stav˚u byla
vytvorˇena trˇ´ıda CannibalState, ktera´ popisuje pocˇet jednotlivy´ch osob na obou brˇez´ıch.
3.7.2 Piˇskvorky
Jako uka´zka hran´ı her byly zvoleny piˇskvorky (Tic-Tac-Toe). Trˇ´ıda TTTGame definuje
potrˇebne´ funkce pro zjiˇsteˇn´ı mozˇny´ch tah˚u, vykona´n´ı tahu a testu na konec hry, rovneˇzˇ
evaluacˇn´ı funkci pro algoritmus alfa-beta. AlphaBetaTTTAgent vyuzˇ´ıva´ tohoto algoritmu
pro vy´beˇr tahu.
3.7.3 Da´ma
Dalˇs´ı uka´zkou hry vyuzˇ´ıvaj´ıc´ı tento ko´d je Da´ma (Checkers). Hra vyuzˇ´ıva´ alfa-beta rˇezu a je
schopna´ hledat azˇ 10 p˚ultah˚u doprˇedu bez vy´razne´ho zpomalen´ı hry. Kazˇdy´ stav sˇachovnice
je ohodnocen podle pocˇtu a polohy b´ıly´ch a cˇerny´ch kamen˚u a dam, nebot’ hern´ı strom nen´ı
dopocˇ´ıta´n azˇ do konce hry a je tedy nezbytne´ listy omezene´ho stromu neˇjak ohodnotit. Hra
obsahuje pomeˇrneˇ vydarˇene´ graficke´ prostrˇed´ı, inspirovane´ sˇachy, ktere´ jsou ve Squeaku
standardneˇ. Za´kladn´ı funkcˇnost zajiˇst’uje trˇ´ıda Checkers, hra se spousˇt´ı proveden´ım vy´razu
Checkers new.
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Kapitola 4
Logika
Tato kapitola se zaby´va´ reprezentac´ı znalost´ı a logicky´m mysˇlen´ım, cozˇ jsou nezbytne´
soucˇa´sti umeˇle´ inteligence. Agent, ktery´ vyuzˇ´ıva´ znalost´ı, je schopen dosa´hnout sve´ho c´ıle i
v komplexn´ıch prostrˇed´ıch. Rˇesˇ´ıc´ı agenti sice znaj´ı vy´sledek svy´ch akc´ı a d´ıky neˇmu hledaj´ı
rˇesˇen´ı, ovsˇem takove´ znalosti jsou velmi specificke´. Sˇachovy´ program doka´zˇe spocˇ´ıtat mozˇne´
tahy kra´le, nicme´neˇ nema´ ani poneˇt´ı o tom, zˇe zˇa´dna´ figurka nemu˚zˇe by´t na dvou mı´stech
za´rovenˇ. Oproti tomu logicky´ agent mu˚zˇe teˇzˇit ze svy´ch znalost´ı mnohem obecneˇji. Znalosti
take´ hraj´ı velkou roli v cˇa´stecˇneˇ pozorovatelny´ch prostrˇed´ıch, kde je agent mu˚zˇe kombino-
vat s aktua´ln´ımi vjemy a odvodit tak neˇktere´ skryte´ aspekty soucˇasne´ho stavu okol´ı prˇed
volbou sve´ akce.
4.1 U´vod do logiky
Za´kladn´ı soucˇa´st´ı logicke´ho agenta je ba´ze znalost´ı, cozˇ je mnozˇina veˇt, ktere´ jsou vyja´drˇeny
v jazyce pro reprezentaci znalost´ı a obsahuj´ı neˇjake´ tvrzen´ı o okoln´ım sveˇteˇ. Jelikozˇ
potrˇebujeme zp˚usob, jak do ba´ze znalost´ı prˇida´vat veˇty a jak z n´ı zjiˇst’ovat, co je zna´mo,
existuj´ı metody tell a ask. Obeˇ tyto metody mohou vyuzˇ´ıt odvozen´ı pro vytvorˇen´ı novy´ch
veˇt z jizˇ existuj´ıc´ıch v ba´zi znalost´ı. Logicky´ agent mus´ı prˇi odvozova´n´ı dodrzˇet pravidlo,
zˇe jaka´koli odpoveˇd’ na ota´zku mus´ı logicky vyply´vat z toho, co bylo do ba´ze znalost´ı
vlozˇeno drˇ´ıve. Kdykoli agent odvod´ı za´veˇr z dostupny´ch informac´ı, je zarucˇeno, zˇe tento
za´veˇr je spra´vny´, pokud jsou spra´vne´ dostupne´ infomace. To je steˇzˇejn´ı vlastnost logicke´ho
mysˇlen´ı. Obecny´ program logicke´ho agenta je zalozˇen na na´sleduj´ıc´ım principu. Jako kazˇdy´
jiny´ agent prˇij´ıma´ vjem na vstupu a jeho vy´stupem je akce. Vjem je nejprve ulozˇen do ba´ze
znalost´ı metodou tell. Na´sledneˇ je proveden dotaz do ba´ze (ask) a po vyhodnocen´ı dotazu je
navra´cena akce. Tato akce je prˇed proveden´ım ulozˇena do ba´ze znalost´ı, jelikozˇ je nutne´ zaz-
namenat, zˇe tato akce skutecˇneˇ byla provedena. Z uvedene´ho postupu vyply´va´, zˇe je mozˇne´
vytvorˇit agenta pouze vlozˇen´ım veˇt do ba´ze znalost´ı, cozˇ prˇi vhodne´m reprezentacˇn´ım jazyce
mu˚zˇe velmi zjednodusˇit na´vrh syste´mu. Takovy´ prˇ´ıstup se nazy´va´ deklarativn´ı. Oproti tomu
procedura´ln´ı prˇ´ıstup prˇ´ımo ukla´da´ pozˇadovane´ chova´n´ı agenta jako ko´d programu, cozˇ mu˚zˇe
podstatneˇ zlepsˇit efektivitu syste´mu. V soucˇasne´ dobeˇ je zrˇejme´, zˇe na´vrh u´speˇsˇne´ho agenta
mus´ı kombinovat oba tyto prˇ´ıstupy.
Jak jizˇ bylo rˇecˇeno, ba´ze znalost´ı je mnozˇina veˇt. Kazˇda´ veˇta mus´ı by´t ve spra´vne´m
tvaru, ktery´ je urcˇen syntax´ı reprezentacˇn´ıho jazyka. Logika take´ definuje se´matiku jazyka,
tj. vy´znam kazˇde´ veˇty. Podle definice, se´mantika jazyka definuje pravdivost kazˇde´ veˇty pro
kazˇde´ mozˇne´ prostrˇed´ı. Naprˇ´ıklad v aritmetice je veˇta x+ y = 4 pravdiva´ v prostrˇed´ı, kde
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x je 2 a y je 2, ale nen´ı pravdiva´ v prostrˇed´ı s x = 1 a y = 1. To znamena´, zˇe kazˇda´ veˇta
v logice mus´ı by´t pro jake´koli prostrˇed´ı pravdiva´ cˇi nepravdiva´. Logicke´ mysˇlen´ı agenta je
zalozˇeno na logicky´ch d˚usledc´ıch. Z veˇty A logicky vyply´va´ veˇta B, cozˇ znamena´, zˇe pro
kazˇdy´ model (prostrˇed´ı), ve ktere´m je A pravdiva´, je B rovneˇzˇ pravdiva´. Nejjednodusˇsˇ´ım
algoritmem pro odvozova´n´ı je kontrola model˚u, cozˇ je vlastneˇ vyja´drˇen´ı vsˇech mozˇny´ch
model˚u a porovna´n´ı, zda veˇta A je pravdiva´ ve vsˇech modelech, ve ktery´ch je pravdiva´ ba´ze
znalost´ı. Odvozovac´ı algoritmus je bezesporny´ (sound), jestlizˇe odvozene´ veˇty jsou vzˇdy
logicky´m d˚usledkem jizˇ zna´me´ veˇty, a u´plny´ (complete), pokud doka´zˇe odvodit kazˇdou
logicky vyply´vaj´ıc´ı veˇtu z jizˇ zna´my´ch veˇt v ba´zi znalost´ı.
4.2 Vy´rokova´ logika
4.2.1 Jazyk vy´rokove´ logiky
Vy´rokova´ logika je velmi jednoducha´, poslouzˇ´ı tedy dobrˇe k vysveˇtlen´ı za´kladn´ıch prvk˚u
te´to oblasti. Jako prvn´ı bude popsa´n jazyk vy´rokove´ logiky.
Syntaxe tohoto jazyka definuje spra´vny´ tvar veˇt - formul´ı vy´rokove´ logiky. Nejmensˇ´ı
element jazyka je atomicka´ formule (atom), cozˇ je vy´rokovy´ symbol, ktery´ je bud’ pravdivy´
nebo nepravdivy´. Existuj´ı dva symboly se zvla´sˇtn´ım vy´znamem, vzˇdy pravdivy´ - True
a vzˇdy nepravdivy´ - False. Formule se skla´daj´ı z atomicky´ch formul´ı a logicky´ch spojek
(negace, konjunkce, disjunkce, implikace a ekvivalence).
Se´mantika jazyka definuje pravidla pro urcˇen´ı pravdivosti formule pro dany´ model, tj.
nastav´ı hodnotu pravdivosti pro kazˇdy´ vy´rokovy´ symbol. Hodnota prvotn´ıch formul´ı je da´na
modelem, jednoduche´ formule jsou vyhodnoceny podle pravdivostn´ı tabulky a komplexn´ı
formule jsou pomoc´ı rekurze rozlozˇeny na jednoduche´ a vyhodnoceny podle prˇedchoz´ıch
pravidel.
P Q ¬P P ∧Q P ∨Q P ⇒ Q P ⇔ Q
false false true false false true true
false true true false true true false
true false false false true false false
true true false true true true true
Tabulka 4.1: Pravdivostn´ı tabulka
Ba´ze znalost´ı obsahuje formule, ktere´ urcˇuj´ı pravdivost ba´ze pro dany´ model. Jelikozˇ je
nutne´, aby vsˇechny formule byly splneˇny, mu˚zˇeme ba´zi bra´t jako jedinou formuli, ktera´ je
konjunkc´ı formul´ı v ba´zi obsazˇeny´ch.
4.2.2 Odvozova´n´ı
C´ılem odvozen´ı je zjistit, zda dana´ formule logicky vyply´va´ z ba´ze znalost´ı. Nejjednodusˇsˇ´ı
algoritmus vycha´z´ı prˇ´ımo z principu logicke´ho d˚usledku, vycˇ´ıslen´ı vsˇech mozˇny´ch model˚u a
na´sledna´ kontrola, jestli dana´ formule je platna´ v kazˇde´m modelu, ve ktere´m je platna´ ba´ze
znalost´ı. Ve vy´rokove´ logice lze model vyja´drˇit jako prˇiˇrazen´ı hodnoty pravda nebo nepravda
pro kazˇdy´ vy´rokovy´ symbol vyskytuj´ıc´ı se v ba´zi znalost´ı. Algoritmus pro kontrolu model˚u
tedy rekurzivneˇ vycˇ´ısl´ı vsˇechna mozˇna´ prˇiˇrazen´ı hodnot k promeˇnny´m a pro kazˇdou variantu
zkontroluje platnost formule a ba´ze znalost´ı. Tento algoritmus je bezesporny´, jelikozˇ je
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zalozˇen prˇ´ımo na definici logicke´ho d˚usledku, a u´plny´, protozˇe vzˇdy skoncˇ´ı, model˚u je vzˇdy
konecˇny´ pocˇet.
Vy´rokova´ logika je pro mnoho u´loh pouzˇitelna´, n´ıcme´neˇ nen´ı optima´ln´ı pro prostrˇed´ı
neomezene´ velikosti, protozˇe postra´da´ vy´razove´ schopnosti pro vyja´drˇen´ı cˇasu, prostoru a
vztah˚u mezi objekty. V takovy´ch prˇ´ıpadech je vhodne´ vyuzˇ´ıt logiku prvn´ıho rˇa´du (logiku
predika´tovou).
4.3 Predika´tova´ logika
4.3.1 Jazyk predika´tove´ logiky
Vy´razove´ prostrˇedky vy´rokove´ logiky, jak jizˇ bylo rˇecˇeno, nejsou bohate´ natolik, aby s je-
jich pomoc´ı bylo mozˇno vyja´drˇit znalosti o komplexn´ıch prostrˇed´ıch. Jazyk predika´tove´
logiky na´m vsˇak umozˇnˇuje reprezentaci fakt˚u ve srozumitelneˇjˇs´ı a mnohdy prˇesneˇjˇs´ı podobeˇ.
Narozd´ıl od modelu ve vy´rokove´ logice, ktery´ je mnozˇinou pravdivostn´ıch hodnot kazˇde´ho
vy´rokove´ho symbolu, obsahuje model predika´tove´ logiky objekty. Tyto objekty mohou mı´t
mezi sebou r˚uzne´ vztahy, neˇktere´ z teˇchto vztah˚u jsou funkcemi, takove´, kde existuje pouze
jedna ”hodnota“ pro dany´ ”vstup“. Tyto relace mezi objekty jsou vlastneˇ jen mnozˇiny
n-tic objekt˚u, ktere´ maj´ı mezi sebou neˇjaky´ vztah. Za´kladn´ı slozˇkou jazyka jsou symboly
reprezentuj´ıc´ı objekty, vztahy a funkce. Tyto symboly jsou tedy rozdeˇleny na individuove´
konstanty, predika´tove´ a funkcˇn´ı symboly. Dalˇs´ı soucˇa´st´ı jazyka jsou termy, kazˇdy´ term je
logicky´ vy´raz pro urcˇity´ objekt. Kazˇda´ individuova´ konstanta je tedy term, nicme´neˇ ne vzˇdy
ma´me zvla´sˇtn´ı symbol pro kazˇdy´ objekt, a proto je term mozˇne´ vyja´drˇit funkcˇn´ım sym-
bolem na´sledovany´m mnozˇinou termu˚ v za´vorce, cozˇ jsou argumenty dane´ funkce. Narozd´ıl
od procedura´ln´ıch programovac´ıch jazyk˚u, fukncˇn´ı symbol neznamena´ zˇa´dne´ vola´n´ı pod-
programu, ktery´ prˇeda´va´ na´vratovou hodnotu, je to pouze komplikovany´ na´zev pro objekt
a umozˇnˇuje na´m odvozovat fakta anizˇ bychom neˇjakou funkci definovali. Termy, ktere´ od-
kazuj´ı na objekty, a predika´tove´ symboly, ktere´ znacˇ´ı relace, tvorˇ´ı atomicke´ formule, vy-
jadrˇuj´ıc´ı fakta. Atomicka´ formule je pravdiva´ v dane´m modelu, pokud relace, ke ktere´ se
vztahuje predika´tovy´ symbol, obsahuje objekty, ke ktery´m se vztahuj´ı argumenty tohoto
symbolu. Stejneˇ jako ve vy´rokove´ logice, slozˇiteˇjˇs´ı formule lze vytvorˇit pomoc´ı logicky´ch
spojek (negace, konjunkce, disjunkce, implikace a ekvivalence). Abychom mohli vyjadrˇovat
vlastnosti nejen jednotlivy´ch objekt˚u, ale i kolekc´ı objekt˚u, potrˇebujeme kvantifika´tory. Uni-
verza´ln´ı kvantifika´tor ∀x uplatnˇuje dany´ vy´rok pro kazˇdy´ objekt v ba´zi znalost´ı nahrazen´ım
promeˇnne´ x ve formuli za jednotlive´ objekty. Umozˇn´ı tak vyja´drˇit obecna´ fakta o prostrˇed´ı,
jako naprˇ. ∀x(medved(x)∧bily(x))⇒ lednimedved(x). Podobneˇ tak lze pomoc´ı existencˇn´ıho
kvantifika´toru ∃x ucˇinit tvrzen´ı o neˇjake´m objektu anizˇ bychom jej jmenovali. Toto tvrzen´ı
je pak pravdive´, pokud v dane´m modelu existuje alesponˇ jeden objekt, po jehozˇ prˇiˇrazen´ı
do promeˇnne´ x je formule kvantifika´toru platna´.
4.3.2 Odvozova´n´ı v predika´tove´ logice
Prvn´ı mozˇnost´ı, jak vyhodnotit vy´raz predika´tove´ logiky, je prˇeve´st jej na vy´raz vy´rokove´
logiky. K tomu je zapotrˇeb´ı pravidel pro odstraneˇn´ı kvantifika´tor˚u a predika´tovy´ch symbol˚u.
Univerza´ln´ı kvantifika´tor mu˚zˇeme odstranit tak, zˇe z dane´ formule substituc´ı volne´ho termu
za promeˇnnou z´ıska´me mnozˇinu formul´ı logicky vyply´vaj´ıch z kvanfitifikovane´ formule. Ex-
istencˇn´ı kvantifika´tor odstran´ıme nahrazen´ım promeˇnne´ za symbol, ktery´ se doposud v ba´zi
znalost´ı nevyskytuje. Posledn´ım rozd´ılem od formul´ı vy´rokove´ logiky jsou predika´tove´ sym-
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boly, ty vsˇak mu˚zˇeme bra´t jako obycˇejne´ vy´rokove´ symboly. Nyn´ı jizˇ stacˇ´ı neˇktera´ z metod
pro rˇesˇen´ı vy´raz˚u vy´rokove´ logiky.
Tento prˇ´ıstup je vsˇak neefektivn´ı, a proto jsou cˇasteˇji pouzˇ´ıva´na prˇ´ımo pravidla pro
odvozen´ı vy´raz˚u predika´tove´ logiky. Jedn´ım z nejd˚ulezˇiteˇjˇs´ıch je unifikace, cozˇ je vlastneˇ
nalezen´ı a substituce termu˚ za promeˇnne´. Vstupem algoritmu jsou dveˇ klauzule a u´kolem
je naj´ıt substituci takovou, aby po jej´ım proveden´ı byly klauzule shodne´. Pokud je nen´ı
mozˇne´ unifikovat, vrac´ı metoda pra´zdny´ vy´sledek.
Jednoduchou a u´cˇinnou metodou jak rˇesˇit vy´razy predika´tove´ logiky je algoritmus
forward-chaining. Tato metoda je schopna efektivneˇ vyhodnotit syste´m slozˇeny´ z Hornovy´ch
klauzul´ı, cozˇ jsou disjunkce litera´l˚u, ktere´ obsahuj´ı nejvy´sˇe jeden pozitivn´ı litera´l. Tyto
litera´ly mohou obsahovat promeˇnne´, v tom prˇ´ıpadeˇ jsou povazˇova´ny za univerza´lneˇ kvan-
tifikovne´. Algoritmus pracuje na principu postupne´ho vytva´rˇen´ı novy´ch fakt˚u v ba´zi
znalost´ı. Nejprve procha´z´ı vsˇechny zna´ma´ pravidla a pokud jsou jejich premisy splneˇny,
je prˇida´n novy´ fakt, ktery´ je vy´sledkem dane´ho pravidla. Takto se pokracˇuje dokud nen´ı
dotaz zodpoveˇzen nebo dokud jizˇ nelze prˇidat novy´ fakt.
4.4 Implementace
4.4.1 Trˇ´ıdy a algoritmy vy´rokove´ logiky
Za´kladn´ı prvek vy´rokove´ logiky – ba´ze znalost´ı, je zastoupen trˇ´ıdou KnowledgeBase. Ob-
sahuje kolekci veˇt, ktere´ jsou vkla´da´ny metodou tell:. Jelikozˇ jsou veˇty vkla´da´ny ve formeˇ
rˇeteˇzc˚u, je trˇeba je zpracovat, aby byly pouzˇitelne´ v implementovany´ch algoritmech. To
prova´d´ı lexika´ln´ı analyza´tor Lexer ve spojen´ı se syntakticky´m analyza´torem Parser. Pro
vy´rokovou logiku se pouzˇ´ıvaj´ı potomci teˇchto trˇ´ıd PELexer a PEParser. Vy´stupem parseru
je instance trˇ´ıdy Sentence nebo neˇktery´ z jej´ıch potomk˚u. Jsou to TrueSentence a FalseSen-
tence pro vzˇdy pravdive´ a vzˇdy nepravdive´ formule, AtomicSentence pro atomicke´ for-
mule, UnarySentence pro una´rn´ı vy´razy (negace) a BinarySentence pro reprezenci formul´ı s
bina´rn´ım opera´torem. V prˇ´ıpadeˇ UnarySentence a BinarySentence jsou jejich operandy opeˇt
instancemi neˇktere´ z potomk˚u Sentence a t´ımto zp˚usobem je slozˇena jaka´koli komplexn´ı
formule vy´rokove´ logiky. Abychom mohli ba´zi znalost´ı vyuzˇ´ıt pro z´ıska´va´n´ı fakt˚u, je im-
plementova´na metoda askWithTTEntails:, ktera´ vyhodnot´ı zadany´ vy´raz pomoc´ı kontroly
model˚u na za´kladeˇ pravdivostn´ı tabulky. Samotny´ algoritmus implementuje trˇ´ıda TTEntails
a jej´ı rekurzivn´ı metoda ttCheckAll:querySentence:symList:model:, ktera´ vytvorˇ´ı vsˇechny
kombinace hodnot vsˇech symbol˚u ba´ze znalost´ı a ty postupneˇ testuje, zda zadana´ formule
je platna´ v modelu, ve ktere´m je za´rovenˇ platna´ ba´ze znalost´ı. Prˇ´ıklad vyhodnocen´ı formule
vy´rokove´ logiky pomoc´ı te´to metody lze spustit trˇ´ıdn´ı metodou LogicDemo ttEntailsDemo.
4.4.2 Trˇ´ıdy a algoritmy predika´tove´ logiky
Pro prˇida´va´n´ı fakt˚u do ba´ze znalost´ı predika´tove´ logiky DLKnowledgeBase metodou add:
je nejprve nutne´ nadefinovat symboly, ktere´ se ba´zi budou vyskytovat, prostrˇednictv´ım
trˇ´ıdy FOLDomain a jejich metod addConstant:, addFunction: a addPredicate:. Kolekce
teˇchto symbol˚u pak vyuzˇ´ıva´ lexika´ln´ı analyza´tor FOLLexer pro spra´vne´ rozpozna´n´ı jed-
notlivy´ch token˚u, syntakticky´ analyza´tor FOLParser pak podle teˇchto token˚u zpracuje
zadany´ vy´raz jako instanci FOLSentence nebo jej´ıho potomka. Stejneˇ jako ve vy´rokove´ log-
ice, existuj´ı zde trˇ´ıdy pro jednotlive´ typy vy´raz˚u (nebo jejich cˇa´sti): FOLPredicate, FOL-
NotSentence, FOLParanthizedSentence, FOLConnectedSentence, FOLQuantifiedSentence a
22
FOLTermEquality. Algoritmus pro vyhodnocen´ı vy´razu doprˇedny´m rˇeteˇzen´ım je implemen-
tova´n jako metoda forwardChain: na trˇ´ıdeˇ ba´ze znalost´ı DLKnowledgeBase, ktera´ postupneˇ
odvozuje nova´ fakta z jizˇ existuj´ıch pravidel a vyuzˇ´ıva´ pomoci unifika´toru Unifier. Prˇ´ıklady
obsazˇene´ v knize AIMA [1] je mozˇne´ spustit pomoc´ı trˇ´ıdn´ıch metod FOLDemo kingsDemo
a FOLDemo weaponsDemo.
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Kapitola 5
Pla´nova´n´ı
Pla´nova´n´ı je u´loha, jej´ımzˇ rˇesˇen´ım je posloupnost akc´ı, ktery´mi je dosa´hnut c´ılovy´ stav. Zde
jsou popsa´ny u´lohy v klasicke´m pla´novac´ım prostrˇed´ı, tj. plneˇ pozorovatelne´m, determini-
sticke´m, staticke´m a diskre´tn´ım, v ostatn´ıch prostrˇed´ıch je trˇeba pouzˇ´ıt jiny´ch algoritmu˚ a
agent˚u, prˇesahuj´ıc´ıch ra´mec te´to kapitoly. Pokud bychom pro rˇesˇen´ı pla´novac´ı u´lohy pouzˇili
agenta prohleda´vaj´ıc´ıho stavovy´ prostor, byl byl zahlcen mnoha irelevantn´ımi akcemi.
Naprˇ´ıklad pokud bychom meˇli jako u´kol koupit knihu, a existovala by akce Koupit(isbn),
ktera´ by jako parametr dostala desetimı´stne´ ISBN knihy, agent by hledal mezi 10 mil-
iardami mozˇnost´ı tu, ktera´ by meˇla jako vy´sledek stav Vlastnit(ISBN0137903952), cozˇ je
pra´veˇ kniha, kterou chceme. Jednal by tak, protozˇe nev´ı, zˇe akce Koupit(x) ma´ vy´sledek
Vlastnit(x). Pla´novac´ı agent tuto znalost ma´, a proto mu˚zˇe splnit tuto u´lohu velmi snadno.
Dalˇs´ı pot´ızˇ by byla naj´ıt spra´vnou heuristickou funkci. Prˇedpokla´dejme, zˇe agent ma´ za u´kol
koupit 4 knihy. Pro cˇloveˇka to nen´ı proble´m pochopit, heuristicka´ funkce pro ohodnocen´ı
stavu je pocˇet jizˇ zakoupeny´ch knih, tohle ovsˇem vyhleda´vac´ı agent netusˇ´ı, jeho funkce tes-
tuj´ıc´ı c´ılovy´ stav je pro neˇj pouze cˇerna´ skrˇ´ınˇka vracej´ıc´ı pravdu cˇi nepravdu. Proto nemu˚zˇe
by´t samostatny´, cˇloveˇk mus´ı vytvorˇit heuristickou funkci pro kazˇdy´ jeho proble´m zvla´sˇt’.
Oproti tomu pla´novac´ı agent vid´ı c´ıl jako jako konjunkci d´ılcˇ´ıch c´ıl˚u, mu˚zˇe tedy vyuzˇ´ıt
heuristiku neza´vislou na prostrˇed´ı, pocˇet nesplneˇny´ch d´ılcˇ´ıch c´ıl˚u.
5.1 Jazyk pla´novac´ıch proble´mu˚
Za´kladn´ım jazykem klasicky´ch pla´novac´ıch u´loh je jazyk STRIPS (je zkratkou pro STanford
Research Institute Problem Solver). Jako prvn´ı je nutne´ neˇjak reprezentovat stavy prostrˇed´ı.
Stav je rozlozˇen na logicke´ podmı´nky a vyja´drˇen konjunkc´ı pozitivn´ıch litera´l˚u vy´rokove´
nebo predika´tove´ logiky, naprˇ. Slavny∧Bohaty nebo Na(kostka1, stul)∧V ruce(kostka2).
Formule predika´tove´ logiky musej´ı by´t slozˇeny pouze z atomicky´ch formul´ı neobsahuj´ıch
individuove´ promeˇnne´ ani funkcˇn´ı symboly. Je prˇedpokla´da´no, zˇe vsˇechy podmı´nky, ktere´
nejsou v dane´m stavu zmı´neˇny, jsou povazˇova´ny za nepravdive´. Da´le jsou vyja´drˇeny c´ılove´
stavy. C´ıl je cˇa´stecˇneˇ urcˇeny´ stav, vyja´drˇeny´ konjunkc´ı pozitivn´ıch litera´l˚u. Stav s splnˇuje
c´ıl c, pokud s obsahuje vsˇechny atomy z c (mu˚zˇe obsahovat i dalˇs´ı jine´), naprˇ´ıklad stav
Slavny∧Bohaty∧Nemocny splnˇuje c´ıl Slavny∧Bohaty. Jako posledn´ı je potrˇeba popsat
akce. Akce se skla´da´ ze trˇ´ı cˇa´st´ı, na´zvu akce a definice parametr˚u, z podmı´nky, ktera´ mus´ı
by´t splneˇna prˇed proveden´ım akce, a vy´sledku, ktery´ uda´va´, co se zmeˇn´ı po proveden´ı akce.
Na´zev a definice parametr˚u akce jsou ve tvaru naprˇ. Zvedni(X,Y ), podmı´nka je konjunkce
pozitivn´ıch litera´l˚u neobsahuj´ıc´ıch funkcˇn´ı symboly, vsˇechny promeˇnne´ v n´ı uvedene´ se
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mus´ı vyskytovat v definici akce, a vy´sledek je konjunkce litera´l˚u neobsahuj´ıc´ıch funkce
popisuj´ıc´ıch zmeˇnu stavu po proveden´ı akce. V neˇktery´ch prˇ´ıkladech by´va´ vy´sledek rozdeˇlen
na dveˇ mnozˇiny, jedna obsahuje pozitivn´ı litera´ly a uda´va´, co je trˇeba ke stavu prˇidat, a
druha´, obsahuj´ıc´ı negativn´ı litera´ly, prˇedepisuje, ktere´ litera´ly se sta´vaj´ı nepravdivy´mi a
maj´ı by´t odstraneˇny. Rovneˇzˇ ve vy´sledku se mus´ı kazˇda´ promeˇnna´ vyskytovat i v definici
akce.
5.2 Rˇesˇen´ı pla´novac´ıch proble´mu˚
Za´kladn´ı pla´novac´ı algoritmy pracuj´ı na principu prohleda´va´n´ı stavove´ho prostoru. Jelikozˇ
maj´ı akce proble´mu definovanou podmı´nku a vy´sledek, je mozˇne´ k vyhleda´va´n´ı prˇistoupit
obeˇma smeˇry, z pocˇa´tecˇn´ıho nebo c´ılove´ho stavu.
Prohleda´va´n´ı stavove´ho prostoru je podobne´ algoritmu˚m na rˇesˇen´ı proble´mu˚, ktere´ byly
zmı´neˇny drˇ´ıve. Je zalozˇeno na principu nalezen´ı posloupnosti akc´ı, ktera´ vede z pocˇa´tecˇn´ıho
stavu do stavu c´ılove´ho. Azˇ doneda´vna se prˇedpokla´dalo, zˇe tento zp˚usob rˇesˇen´ı pla´novac´ıch
proble´mu˚ nen´ı natolik efektivn´ı, aby byl pouzˇitelny´ v praxi. V posledn´ıch letech vsˇak byly
objeveny heuristicke´ funkce, ktere´ znatelneˇ zvy´sˇily efektivitu tohoto algoritmu.
Zpeˇtne´ prohleda´va´n´ı stavove´ho prostoru nen´ı prˇi rˇesˇen´ı obecne´ho proble´mu prˇ´ıliˇs
pouzˇitelne´, jelikozˇ nen´ı vzˇdy jasne´ jak vygenerovat prˇedky c´ılovy´ch stav˚u. Prˇi pouzˇit´ı jazyka
STRIPS je to vsˇak snadne´, protozˇe mnozˇiny stav˚u mohou by´t popsa´ny litera´ly, ktere´ musej´ı
by´t v teˇchto stavech pravdive´. Hlavn´ı vy´hoda te´to metody je to, zˇe zkouma´ pouze relevantn´ı
akce, cˇili takove´, ktere´ koncˇ´ı ve stavu jednoho z d´ılcˇ´ıch c´ıl˚u. Sice mohou existovat i nerel-
evantn´ı akce, ktere´ vedou do c´ılove´ho stavu, ale pokud existuje rˇesˇen´ı, bude vzˇdy, i bez
takovy´ch akc´ı, nalezeno.
5.3 Implementace
Na´sleduj´ıc´ı ko´d byl napsa´n za u´cˇelem vytvorˇen´ı jazyka na ba´zi STRIPS,prˇicˇemzˇ byl kladen
d˚uraz na co nejlepsˇ´ı vyuzˇit´ı objektove´ implementace a prostrˇedk˚u syste´mu Squeak. Jazyk
STRIPS vyuzˇ´ıva´ reprezentace stav˚u pomoc´ı litera´l˚u. Takovy´ prˇ´ıstup je vhodny´ zejme´na pro
jazyky jako je Prolog. Pro Smalltalk by bylo vy´hodneˇjˇs´ı vsˇechny tyto stavy reprezentovat
objekty. A aby nebylo potrˇeba databa´ze stav˚u, je mozˇne´ vyuzˇ´ıt prˇ´ımo objekt˚u, se ktery´mi
je pla´nova´no. Tento prˇ´ıklad vyuzˇ´ıva´ klasickou uka´zku planova´n´ı - prˇesouva´n´ı kostek na
stole. Prostrˇed´ı se skla´da´ z neˇkolika kostek polozˇeny´ch na stole. Je mozˇne´ skla´dat kostky na
sebe, ale pouze jednu na druhou, ne v´ıce. Nad stolem je roboticka´ ruka, ktera´ mu˚zˇe kostku
zvednout a polozˇit. C´ılem je prˇeskla´dat kostky do jine´ pozice.
5.3.1 Objekty
Vsˇechny objekty ”na stole“ jsou instance trˇ´ıd se spolecˇny´m prˇedkem STRIPSObject. Tato
trˇ´ıda obsahuje metody pro zjiˇsteˇn´ı a zmeˇnu stavu objektu. Metody pro zjiˇsteˇn´ı stavu objektu
jsou postaveny na na´sleduj´ıc´ım principu: Pokud je stav, na ktery´ se dotazuji, pravdivy´,
vra´t´ı true, jestlizˇe nen´ı, vra´t´ı mnozˇinu blok˚u obsahuj´ıc´ıch akce. Jakmile budou tyto akce
provedeny, vra´t´ı stav hodnotu true. Samotne´ akce pak mohou mı´t dalˇs´ı podmı´nky, ktere´
prˇi dotazu opeˇt vracej´ı true nebo mnozˇinu blok˚u s akcemi.
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5.3.2 Prostrˇed´ı
STRIPSEnvironment obsahuje, kromeˇ prvk˚u obecne´ho prostrˇed´ı, instancˇn´ı promeˇnne´ ta-
ble a goalStack. Promeˇnna´ table ukazuje na objekt st˚ul, ktery´ je samozrˇejmeˇ potomkem
STRIPSObject. St˚ul ma´ od obycˇejne´ho objektu dveˇ vy´jimky, nemus´ı by´t pra´zdny´, aby se
na neˇj dalo neˇco polozˇit, a za´rovenˇ jeho promeˇnna´ onTop nen´ı pouze ukazatel na objekt, ale
na kolekci objekt˚u. To znamena´, zˇe na neˇm mu˚zˇe lezˇet v´ıce veˇc´ı za´rovenˇ. Druha´ promeˇnna´,
goalStack, reprezentuje za´sobn´ık c´ıl˚u. Kazˇdy´ z prvk˚u tohoto za´sobn´ıku je typu STRIPS-
GoalSet. Ten obaluje mnozˇinu blok˚u, prˇicˇemzˇ jako takovy´ vytva´rˇ´ı ucelenou podmı´nku. Na
dno za´sobn´ıku c´ıl˚u se ulozˇ´ı pozˇadovany´ c´ılovy´ stav.
5.3.3 Agent
Trˇ´ıda STRIPSAgent definuje metodu runProgram tak, aby mohla efektivneˇ rˇesˇit pla´novac´ı
u´lohu podle STRIPS. Proveˇrˇ´ı podmı´nku na za´sobn´ıku, pokud je pravdiva´, pak ji ze
za´sobn´ıku odstran´ı. Pra´zdny´ za´sobn´ık znacˇ´ı konec, u´loha byla u´speˇsˇneˇ vyrˇesˇena. Pokud
podmı´nka splneˇna nebyla, a byla prˇitom slozˇena z neˇkolika blok˚u, pak je na za´sobn´ık
ulozˇena podmı´nka obsahuj´ıc´ı prvn´ı nesplneˇny´ blok. Pokud se podmı´nka skla´da´ pouze z jed-
noho bloku, pak je tento vyhodnocen a jeho vy´sledek, cozˇ mus´ı by´t zase blok, poneˇvadzˇ
podmı´nka nebyla splneˇna, je ulozˇen jako podmı´nka na za´sobn´ık.
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Kapitola 6
Neurcˇitost a pravdeˇpodobnost
V prˇedchoz´ıch kapitola´ch bylo uka´za´no, jak pomoc´ı vy´rok˚u ohodnoceny´ch jako pravdive´,
nepravdive´ nebo nezna´me´ lze s logicky´m prˇ´ıstupem odvodit pla´n akc´ı, ktery´ vyrˇesˇ´ı danou
situaci. Ve skutecˇnosti bohuzˇel agent te´meˇrˇ nikdy nema´ prˇ´ıstup ke vsˇemu, co se v jeho
prostrˇed´ı deˇje, a mus´ı tedy jednat s jistou mı´rou neucˇitosti.
6.1 Neurcˇite´ znalosti
Abychom mohli vyja´drˇit neurcˇite´ znalosti, pouzˇijeme klauzule predika´tove´ logiky a ke
kazˇde´ prˇiˇrad´ıme mı´ru pravdeˇpodobnosti dane´ho vy´roku v rozmez´ı 0 azˇ 1. Toto cˇ´ıslo
nevyjadrˇuje stupenˇ pravdivosti tvrzen´ı jako u fuzzy logiky, ale sp´ıˇse mı´ru prˇesveˇdcˇen´ı,
zˇe se tento vy´rok stane pravdivy´m. Naprˇ´ıklad pokud cˇloveˇka bol´ı zub, ma´ zubn´ı kaz
(∀p(Priznak(p,BolestZubu)⇒ Nemoc(p, ZubniKaz))). Tato veˇta nen´ı vzˇdy pravdiva´, ale
my jsme prˇesveˇdcˇeni, zˇe v 80% prˇ´ıpad˚u tomu tak je, a proto prˇiˇrad´ıme k te´to veˇteˇ hodnotu
0,8. Tato hodnota mu˚zˇe by´t z´ıska´na naprˇ´ıklad pomoc´ı statisticky´ch meˇrˇen´ı (z pozorva´n´ı
bylo zjiˇsteˇno, zˇe 80% pacient˚u trp´ıc´ıch bolest´ı zub˚u ma´ zubn´ı kaz), obecny´ch pravidel nebo
kombinac´ı neˇktery´ch fakt˚u. Teˇchto 80% shrnuje vsˇechny prˇ´ıpady, kdy jsou prˇ´ıtomny faktory
pro vznik kazu zp˚usobuj´ıc´ı bolest, a za´rovenˇ prˇ´ıpady ve ktery´ch ma´ pacient bolest a kaz,
ale neza´visle na sobeˇ. Zby´vaj´ıc´ıch 20% zastupuje prˇ´ıpady, ve ktery´ch ma´ pacient zubn´ı kaz
bez bolesti zub˚u. Pokud je toto cˇ´ıslo 0, znamena´ to, zˇe agent je bezvy´hradneˇ prˇesveˇdcˇen,
zˇe vy´rok je nepravdivy´, pokud je 1, je prˇesveˇdcˇen, zˇe je to pravda. Agentovo prˇesveˇdcˇen´ı
o faktech okoln´ıho sveˇta je zalozˇeno na vjemech z tohoto prostrˇed´ı a mu˚zˇe by´t pr˚ubeˇzˇneˇ
upravova´no. Prˇi tazˇen´ı z bal´ıcˇku karet mu˚zˇe by´t agent prˇesveˇdcˇen, zˇe drzˇ´ı v ruce srdcove´
eso s pravdeˇpodobnost´ı zhruba 2% (1/52), ale po shle´dnut´ı karty tomuto vy´roku prˇiˇrad´ı 0
nebo 1.
Pro za´pis a pra´ci s neurcˇity´mi znalostmi je potrˇeba forma´ln´ı jazyk, ktery´ doka´zˇe
vyja´drˇit logicke´ formule s mı´rou prˇesveˇdcˇen´ı a za´vislost te´to hodnoty na jizˇ nabyty´ch
zkusˇenostech. Kazˇdy´ vy´rok obsahuje promeˇnnou vyjadrˇuj´ıc´ı nezna´my´ stav, naprˇ. Zubn´ıKaz.
Tato promeˇnna´ ma´ sv˚uj obor hodnot, v prˇ´ıpadeˇ zubn´ıho kazu je to pravda nebo nepravda,
jindy mu˚zˇe by´t diskre´tn´ı, cˇi spojity´. Jednoduche´ vy´roky mohou tvorˇit slozˇite´ pomoc´ı stan-
dardn´ıch logicky´ch spojek.
Nepodmı´neˇna´ pravdeˇpodobnost prˇiˇrazena´ k vy´roku vyjadrˇuje stupenˇ pravdeˇpodobnosti,
pokud nezna´me zˇa´dne´ dalˇs´ı informace, a je zapisova´na jako P (a), naprˇ. P (ZubniKaz) = 0, 1
nebo P (Pocasi = dest) = 0, 2. Rozlozˇen´ı pravdeˇpodobnosti P(a) je vektor hodnot
urcˇuj´ıc´ı pravdeˇpodobnost vsˇech mozˇny´ch stav˚u promeˇnne´ a. Podmı´neˇna´ pravdeˇpodobnost
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P (a|b) urcˇuje pravdeˇpodobnost a, za prˇedpokladu, zˇe je na´m zna´mo b. Podmı´neˇnou
pravdeˇpodobnost lze vyja´drˇit jako nepodmı´neˇnou pomoc´ı vzorce
P (a|b) = P (a ∧ b)
P (b)
(6.1)
ktery´ je take´ za´kladem jednoduche´ metody pro odvozova´n´ı neurcˇity´ch fakt˚u. Jako ba´zi
znalost´ı pouzˇijeme tzv. u´plne´ spojene´ pravdeˇpodobnostn´ı rozlozˇen´ı (full joint probabil-
ity distribution), cozˇ je rozlozˇen´ı pravdeˇpodobnosti nad u´plnou mnozˇinou promeˇnny´ch
prostrˇed´ı. Ma´me tedy tabulku pravdeˇpodobnost´ı vsˇech kombinac´ı stav˚u v prostrˇed´ı a po-
moc´ı uvedene´ho vzorce mu˚zˇeme spocˇ´ıtat podmı´neˇnou pravdeˇpodobnost neˇktere´ho stavu po
pozorova´n´ı dalˇs´ıch fakt˚u. Tato metoda nen´ı v praxi prˇ´ıliˇs pouzˇitelna´, jelikozˇ nen´ı mozˇne´
pouzˇ´ıvat promeˇnne´ se spojity´m oborem hodnot (tabulka by byla nekonecˇna´) a take´ z d˚uvodu
velikosti pro veˇtsˇ´ı pocˇet promeˇnny´ch (pro prostrˇed´ı s n booleovsky´mi promeˇnny´mi je
potrˇeba pocˇa´tecˇn´ı tabulka o velikosti O(2n)). V prostrˇed´ı mohou existovat promeˇnne´, ktere´
se vza´jemneˇ v˚ubec neovlivnˇuj´ı – jsou na sobeˇ neza´visle´. Takove´ promeˇnne´ mohou pod-
statneˇ sn´ızˇit velikost tabulky rozlozˇen´ı pravdeˇpodobnosti, nebot’ dveˇ navza´jem neza´visle´
promeˇnne´ mu˚zˇeme rozdeˇlit do dvou tabulek. Neza´vislost promeˇnny´ch a a b lze vyja´drˇit
takto: P (a|b) = P (a) nebo P (b|a) = P (b) nebo P (a∧ b) = P (a)P (b). Jako prˇ´ıklad mu˚zˇeme
uve´st trˇeba pocˇas´ı a zubn´ı kaz nebo postupne´ hody kostkou. V praxi se ovsˇem takove´
prˇ´ıpady objevuj´ı zrˇ´ıdka, protozˇe te´meˇrˇ vzˇdy existuje neˇjaka´ spojitost.
Jedn´ım z nejd˚ulezˇiteˇjˇs´ıch za´kladn´ıch vzorc˚u te´to oblasti je Bayesovo pravidlo.
P (b|a) = P (a|b)P (b)
P (a)
(6.2)
Na te´to jednoduche´ rovnici je postavena veˇtsˇina modern´ıch syste´mu˚ umeˇle´ inteligence
pracuj´ıc´ıch na principu odvozova´n´ı d˚usledk˚u s neurcˇity´mi informacemi. Umozˇnˇuje spocˇ´ıta´n´ı
nezna´my´ch pravdeˇpodobnost´ı ze zna´my´ch a pokud hleda´me cele´ pravdeˇpodobnostn´ı ro-
zlozˇen´ı urcˇite´ho jevu, mu˚zˇeme rovnici zjednodusˇit na P(Y |X) = αP(X|Y )P(Y ), kde
α je tzv. normalizacˇn´ı konstanta. Proble´m nasta´va´ v prˇ´ıpadeˇ, kdy chceme spocˇ´ıtat
pravdeˇpodobnost podle v´ıce nezˇ jednoho jevu, poneˇvadzˇ pak potrˇebujeme zna´t podmı´neˇnou
pravdeˇpodobnost konjunkce teˇchto jev˚u. T´ım se dosta´va´me opeˇt ke 2n kombinac´ı jev˚u, je-
jichzˇ pravdeˇpodobnost je trˇeba neˇkam ulozˇit. Jak bylo zmı´neˇno vy´sˇe, pomoc´ı principu
neza´vislosti je mozˇne´ vytvorˇit neˇkolik mensˇ´ıch tabulek. Pokud jsou dveˇ promeˇnne´ vza´jemneˇ
za´visle´ pouze prostrˇednictv´ım neˇjake´ trˇet´ı promeˇnne´, mu˚zˇeme jejich pravdeˇpodobnost
spocˇ´ıtat podle definice podmı´neˇne´ neza´vislosti P(X,Y |Z) = P(X|Z)P(Y |Z) a nen´ı tedy
trˇeba ukla´dat pravdeˇpodobnosti jednotlivy´ch kombinac´ı jev˚u.
6.2 Bayesovske´ s´ıteˇ
Bayesovska´ s´ıt’ je datova´ struktura reprezentuj´ıc´ı promeˇnne´ a jejich vza´jemne´ vztahy,
ktera´ na principu neza´vislosti a podmı´neˇne´ neza´vislosti doka´zˇe prˇesneˇ specifikovat dane´
prostrˇed´ı mnohem kompaktneˇji nezˇ u´plne´ spojene´ pravdeˇpodobnostn´ı rozlozˇen´ı. Je to acyk-
licky´ orientovany´ graf, ve ktere´m promeˇnne´ prostrˇed´ı tvorˇ´ı uzly a orientovane´ spoje mezi
uzly definuj´ı vztahy, plat´ı zˇe sˇipka z uzlu X do uzlu Y znamena´, zˇe X je prˇedkem Y .
Kazˇdy´ uzel Xi ma´ podmı´neˇne´ pravdeˇpodobnostn´ı rozlozˇen´ı P (Xi|Parents(Xi)). Topologie
s´ıteˇ urcˇuje podmı´neˇnou neza´vislost mezi promeˇnny´mi prostrˇed´ı, sˇipky intuitivneˇ naznacˇuj´ı
jaky´ vliv na sebe uzly navza´jem maj´ı. Ke kazˇde´mu uzlu stacˇ´ı definovat podmı´neˇne´
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rozlozˇen´ı pravdeˇpodobnosti pouze v˚ucˇi svy´m prˇedk˚um, z teˇchto definic je pak mozˇne´
dopocˇ´ıtat libovolnou hodnotu u´plne´ho spojene´ho pravdeˇpodobnostn´ıho rozlozˇen´ı, jelikozˇ
plat´ı P(Xi, Xi−1, ..., X1) = P(Xi|Parents(Xi)) za podmı´nky, zˇe prˇedkove´ Xi maj´ı mensˇ´ı
index nezˇ i.
Za´kladn´ım u´kolem kazˇde´ho pravdeˇpodobnostn´ıho odvozovac´ıho syste´mu je spocˇ´ıtat
podmı´neˇne´ pravdeˇpodobnostn´ı rozlozˇen´ı mnozˇiny dotazovany´ch promeˇnny´ch po prˇeda´n´ı
pozorovane´ uda´losti, tj. prˇiˇrazen´ı hodnot mnozˇineˇ promeˇnny´ch. Jelikozˇ bayesovske´ s´ıteˇ
prˇesneˇ urcˇuj´ı u´plne´ spojene´ pravdeˇpodobnostn´ı rozlozˇen´ı, je mozˇne´ z´ıskat vy´sledek pos-
tupny´m secˇten´ım pravdeˇpodobnost´ı odvozeny´ch ze s´ıteˇ podle vy´sˇe uvedeny´ch pravidel.
Cˇasova´ na´rocˇnost te´to operace je v nejhorsˇ´ım prˇ´ıpadeˇ stejna´ jako prvn´ı odvozovac´ı metody,
nicme´neˇ prostorova´ na´rocˇnost je pouze linea´rn´ı, jelikozˇ je rozlozˇen´ı postupneˇ scˇ´ıta´no. Efek-
tivitu odvozovac´ı metody lze zlepsˇit eliminac´ı opakovane´ho vycˇ´ıslen´ı neˇktery´ch promeˇnny´ch,
ale i prˇesto je proble´m odvozen´ı v bayesovsky´ch s´ıt´ıch NP-slozˇity´. Vyj´ımku tvorˇ´ı pouze
prˇ´ıpady, kdy v s´ıti existuje vzˇdy nanejvy´sˇ jedna neorientovana´ cesta mezi libovolny´mi dveˇma
uzly, pak je cˇasova´ i prostorova´ slozˇitost odvozovac´ı metody pouze linea´rn´ı.
6.3 Statisticke´ metody
Vzhledem k male´ efektiviteˇ algoritmu˚ pro exaktn´ı odvozova´n´ı ve velky´ch a slozˇiteˇ propo-
jeny´ch s´ıt´ıch, je trˇeba zameˇrˇit se na stochasticke´ aproximacˇn´ı metody, zalozˇene´ na
na´hodne´m vzorkova´n´ı. Za´kladn´ı aproximacˇn´ı metody patrˇ´ı do skupiny prˇ´ıme´ho vzorkova´n´ı
a jsou to prior sample a rejection sampling. Jsou postaveny na genera´toru na´hodny´ch cˇ´ısel,
ktery´ vrac´ı hodnotu v intervalu [0, 1]. Bayesovska´ s´ıt’ je v topologicke´m porˇad´ı vyhodnocena
s pouzˇit´ım vygenerovane´ho cˇ´ısla a s ohledem na jizˇ urcˇene´ hodnoty prˇedk˚u dane´ho uzlu.
Druha´ metoda vyuzˇ´ıva´ stejne´ho principu, ale hleda´ pouze vzorky splnˇuj´ıc´ı pozˇadovana´
fakta, ostatn´ı vzorky ignoruje. Pod´ıl vzork˚u vyhovuj´ıc´ım fakt˚um exponencia´lneˇ klesa´
s nar˚ustaj´ıc´ım pocˇtem fakticky´ch promeˇnny´ch, algoritmus tud´ızˇ nen´ı vhodny´ pro slozˇite´
proble´my. Metoda likelihood weighting eliminuje proble´m zahazova´n´ı nevhodny´ch vzork˚u
t´ım, zˇe generuje pouze ty vhodne´. Prˇi postupne´m procha´zen´ı s´ıt´ı se generuj´ı hodnoty teˇch
promeˇnny´ch, ktere´ nejsou pevneˇ nastaveny jako fakta, v opacˇne´m prˇ´ıpadeˇ je hodnota prˇ´ımo
nastavena a za´roven ulozˇena podmı´neˇna´ pravdeˇpodobnost te´to hodnoty pro tuto promeˇnnou
jako koeficient pro dany´ vzorek. Kazˇdy´ vzorek je nakonec upraven t´ımto koeficientem,
ktery´ zarucˇ´ı prˇimeˇrˇenou va´hu jednotlivy´m vzork˚um v za´vislosti na pravdeˇpodobnosti jejich
vy´skytu. Posledn´ım algoritmem pro aproximacˇn´ı vyhodnocen´ı bayesovske´ s´ıteˇ je Markov
chain Monte Carlo. Tato metoda, narozd´ıl od prˇedesˇly´ch, nevytva´rˇ´ı nove´ vzorky u´plneˇ od
zacˇa´tku, ny´brzˇ vzˇdy z prˇedcha´zej´ıc´ıho vzorku, zmeˇnou hodnoty jedne´ z promeˇnny´ch, ktera´
se nevyskytuje v zadany´ch faktech.
6.4 Implementace
6.4.1 Trˇ´ıda EnumerateJointAsk
Tato trˇ´ıda implementuje stejnojmennou metodu pro vy´pocˇet podmı´neˇne´ pravdeˇpodobnosti
urcˇite´ho jevu bez pouzˇit´ı bayesovsky´ch s´ıt´ı. Prˇed pouzˇit´ım te´to metody je nutne´ naplnit
tzv. u´plne´ spojene´ pravdeˇpodobnostn´ı rozlozˇen´ı, ktere´ je reprezentova´no trˇ´ıdou
ProbabilityDistribution. Konstruktoru te´to trˇ´ıdy se prˇeda´vaj´ı promeˇnne´ prostrˇed´ı, a to
bud’ jako jednotlive´ parametry nebo jejich kolekce (existuj´ı metody with:, with:with:,
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with:with:with:, with:with:with:with: a withAll:). Jednotlive´ rˇa´dky tabulky rozlozˇen´ı jsou in-
stance trˇ´ıdy Row a obsahuj´ı zadanou pravdeˇpodobnost a Model, cozˇ je kolekce promeˇnny´ch
a jejich hodnot pro dany´ rˇa´dek. Tyto rˇa´dky se zada´vaj´ı vola´n´ım zpra´vy set:probability: ob-
jektu ProbabilityDistribution. Nakonec je nutne´ polozˇit ota´zku, co vlastneˇ chceme zjistit a
za jaky´ch podmı´nek. To zajiˇst’uje trˇ´ıda Query, ktera´ obsahuje dotazovanou promeˇnnou a
kolekci nastaveny´ch promeˇnny´ch. To cele´ je na´sledneˇ zpracova´no v metodeˇ trˇ´ıdy Enumer-
ateJointAsk ask:probabilityDistribution: a vy´sledek nakonec jesˇteˇ znormalizova´n. Uka´zka
pouzˇit´ı te´to metody je ProbabilityDemo enumerationJointAskDemo.
6.4.2 Trˇ´ıda BayesNetNode
Za´kladn´ımi elementy bayesovske´ s´ıteˇ jsou jej´ı uzly, ktere´ zastupuje trˇ´ıda BayesNetNode.
Kazˇdy´ uzel obsahuje kolekci svy´ch prˇedk˚u i potomk˚u, na´zev sve´ promeˇnne´ a tabulku
pravdeˇpodobnostn´ıho rozlozˇen´ı. Prˇedek nebo prˇedkove´ uzlu se nastavuj´ı vola´n´ım zpra´vy
influencedBy:, ktera´ nejen dopln´ı vza´jemne´ vazby mezi uzly, ale napln´ı i tabulku ro-
zlozˇen´ı (ve formeˇ instance ProbabilityDistribution) podle prˇedk˚u uzlu. Samotna´ hod-
nota pravdeˇpodobnosti v za´vislosti na hodnoteˇ prˇedka je nastavena metodou setProba-
bility:val:, ktera´ dopln´ı tabulku rozlozˇen´ı dane´ho uzlu. Kazˇdy´ uzel ma´ tedy tuto tabulku
s pocˇtem promeˇnny´ch odpov´ıdaj´ıc´ım pocˇtu prˇedk˚u uzlu a s nastavenou pravdeˇpodobnost´ı
vy´skytu pro kazˇdou kombinaci hodnot promeˇnny´ch. Vlastn´ı hodnotu promeˇnne´ uzlu pocˇ´ıta´
metoda isTrueFor:model:, ktere´ je prˇeda´na hodnota pravdeˇpodobnosti a kolekce jizˇ nas-
taveny´ch uzl˚u, podle ktere´ je spocˇ´ıta´na pravdeˇpodobnost aktua´ln´ıho uzlu, ta je porovna´na
se zadany´m parametrem a podle vy´sledku vra´cena hodnota uzlu. Korˇenovy´ uzel takto
vytvorˇene´ s´ıteˇ je prˇeda´n konstruktoru trˇ´ıdy BayesNet. Vytvorˇen´ı bayesovske´ s´ıteˇ podle
knihy AIMA str. 510 ukazuje metoda ProbabilityDemo createWetGrassNetwork.
6.4.3 Trˇ´ıda BayesNet
Jak vypov´ıda´ z na´zvu, tato trˇ´ıda reprezentuje bayesovskou s´ıt’ a implementuje metody pro
pra´ci s n´ı. Za´kladn´ı metoda pro spocˇ´ıta´n´ı podmı´neˇne´ pravdeˇpodobnosti je enumerateAsk:,
ktera´, podobneˇ jako trˇ´ıda EnumerateJointAsk, spocˇ´ıta´ pravdeˇpodobnosti podle tabulky ro-
zlozˇen´ı a je tedy za´stupcem exaktn´ıch vy´pocˇetn´ıch metod pro bayesovske´ s´ıteˇ. Postupne´
rekurzivn´ı procha´zen´ı s´ıteˇ prˇi vy´pocˇtu zajiˇst’uje metoda enumerateAll:evidence:. Na´hodny´
vzorek stavu s´ıteˇ lze z´ıskat vola´n´ım metody getPriorSample, ktera´ vygeneruje na´hodny´
stav pro kazˇdy´ uzel s´ıteˇ s ohledem na vza´jemne´ za´vislosti. Tuto metodu vyuzˇ´ıva´ algo-
ritmus rejection sampling, ktery´ na za´kladeˇ hledane´ promeˇnne´, pozˇadovane´ho stavu s´ıteˇ
a pocˇtu pokus˚u statisticky urcˇ´ı pravdeˇpodobnost vy´skytu pozˇadovane´ho stavu. Vzorky,
ktere´ nevyhovuj´ı zadany´m podmı´nka´m, jsou zahozeny. Spousˇt´ı se vola´n´ım zpra´vy re-
jectionSample:evidence:numSamples. Na podobne´m principu funguje metoda likelihood-
Weighting:evidence:numSamples:, ktera´ ovsˇem zˇa´dne´ vzorky nezahazuje, ale upravuje
tak, aby splnˇovaly zadane´ podmı´nky, a mı´sto prˇicˇten´ı 1 za kazˇdy´ vzorek obsahuj´ıc´ı
hledanou promeˇnnou ve stavu true resp. false je prˇicˇten koeficient, ktery´ je na´sobkem
pravdeˇpodobost´ı zadany´ch podmı´nek, aby bylo statisticky vyva´zˇeno upravova´n´ı vzork˚u.
Posledn´ı zmı´neˇnou metodou te´to trˇ´ıdy jemcmcAsk:evidence:numSamples:, cozˇ je implemen-
tace algoritmu Markov chain Monte Carlo. Tento algoritmus nejprve vygeneruje na´hodny´
prvn´ı vzorek, vytvorˇ´ı mnozˇinu uzl˚u, ktere´ nejsou zada´ny (non-evidence), a pro kazˇdy´ takovy´
uzel spocˇ´ıta´ Markov blanket, cozˇ je mnozˇina vsˇech prˇ´ımy´ch prˇedk˚u, potomk˚u a prˇedk˚u po-
tomk˚u, a pouzˇije jej jako pocˇa´tecˇn´ı podmı´nky pro generova´n´ı nove´ hodnoty tohoto uzlu.
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T´ım postupneˇ obmeˇnuje hodnoty v mnozˇineˇ non-evidence a vytva´rˇ´ı tak novy´ stav ze stavu
prˇedchoz´ıho. Pro proveden´ı n iterac´ı vrac´ı normalizovany´ pomeˇr hodnot true a false.
Prˇ´ıklady pouzˇit´ı teˇchto algoritmu˚ obsahuje trˇ´ıda ProbabilityDemo, jej´ızˇ trˇ´ıdn´ı metody
priorSampleDemo, rejectionSamplingDemo, likelihoodWeightingDemo a mcmcAskDemo
pouzˇ´ıvaj´ı prˇeddefinovanou bayesovskou s´ıt’ vytvorˇenou metodou createWetGrassNetwork
a vyhodnocuj´ı zadany´ dotaz pomoc´ı vy´sˇe popsany´ch algoritmu˚.
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Kapitola 7
Ucˇen´ı
Tato kapitola se zaby´va´ ucˇen´ım, jehozˇ podstata spocˇ´ıva´ ve zpracova´n´ı vjemu˚ a jejich vyuzˇit´ı
v budoucnu. To vede ke zlepsˇen´ı schopnosti jednat u´cˇelneˇ a efektivneˇ. Ucˇen´ı ma´ mnoho
podob, od proste´ho zapamatova´n´ı zkusˇenost´ı azˇ po vytva´rˇen´ı slozˇity´ch teori´ı. V za´sadeˇ
mu˚zˇeme rozdeˇlit ucˇen´ı do trˇech skupin, a to podle dostupne´ odezvy. Ucˇen´ı s dohledem
(supervised learning) obna´sˇ´ı hleda´n´ı urcˇite´ funkce podle mnozˇiny prˇ´ıklad˚u jej´ıch vstup˚u
a vy´stup˚u. Tyto prˇ´ıklady mohou by´t zada´ny bud’ jako sˇkolic´ı mnozˇina, nebo v prˇ´ıpadeˇ
plneˇ pozorovatelne´ho prostrˇed´ı mu˚zˇe agent sa´m vn´ımat na´sledky svy´ch akc´ı a naucˇit se tak
tyto na´sledky prˇedv´ıdat v budoucnu. Ucˇen´ı bez dohledu (unsupervised learning) znamena´
vyuzˇit´ı metod ucˇen´ı pro zadane´ vstupy, acˇkoli nejsou prˇesneˇ definova´ny vy´stupy funkce.
Takto mu˚zˇeme naucˇit agenta rozliˇsit r˚uzne´ jevy, anizˇ bychom prˇedem znali jejich definici.
Posledn´ı a nejobecneˇjˇs´ı skupinou je tzv. zpeˇtnovazebn´ı ucˇen´ı (reinforcement learning), prˇi
ktere´m agentovi nen´ı prˇ´ımo sdeˇleno co ma´ deˇlat, pouze je na konci ohodnocen (odmeˇnou
nebo pokutou). Du˚lezˇitou roli hraje take´ vyja´drˇen´ı naucˇeny´ch informac´ı, naprˇ. jako formule
vy´rokove´ cˇi predika´tove´ logiky, nebo pravdeˇpodobnostn´ı popis ve formeˇ bayesovske´ s´ıteˇ.
7.1 Princip ucˇen´ı
Algoritmus pro deterministicke´ rˇ´ızene´ ucˇen´ı ma´ za u´kol pomoc´ı indukce naj´ıt funkci h,
ktera´ je aproximac´ı nezna´me´ funkce f . Protozˇe je to ucˇen´ı s dohledem, jsou algortimu
prˇeda´ny prˇ´ıklady, cozˇ jsou dvojice (x, f(x)), kde x je vstup a f(x) vy´stup hledane´ funkce.
Funkce h se nazy´va´ hypote´za, konzistentn´ı hypote´za je takova´, ktera´ spra´vneˇ spocˇ´ıta´
vsˇechny zadane´ prˇ´ıklady. Slozˇitost ucˇen´ı spocˇ´ıva´ v tom, zˇe nen´ı mozˇne´ dost dobrˇe rˇ´ıci,
zda h je dobra´ hypote´za, tj. jestli je schopna´ spra´vneˇ aproximovat f i pro dalˇs´ı (pro ni
nezna´me´) prˇ´ıklady. Pokud existuje v´ıce konzistentn´ıch hypote´z pro jednu mnozˇinu prˇ´ıklad˚u,
je vhodne´ (podle Ockhamova pravidla) preferovat tu nejjednodusˇsˇ´ı hypote´zu konzistentn´ı
s daty. Nalezen´ı jednoduche´ a spra´vne´ hypote´zy za´vis´ı prˇedevsˇ´ım na volbeˇ prostoru hy-
pote´z, ktery´ vyjadrˇuje urcˇitou mnozˇinu funkc´ı, naprˇ. polynomicke´ k-te´ho stupneˇ. Pokud
se skutecˇna´ hledana´ funkce f nenacha´z´ı v tomto zvolene´m prostoru, nen´ı dany´ proble´m
ucˇen´ı splnitelny´. Jako rˇesˇen´ı bychom mohli zvolit co nejobecneˇjˇs´ı prostor hypote´z, ktery´m
bezesporu je trˇ´ıda vsˇech Turingovy´ch stroj˚u, nebot’ kazˇda´ spocˇitatelna´ funkce mu˚zˇe by´t
vyja´drˇena neˇjaky´m Turingovy´m strojem, to ale bohuzˇel nen´ı mozˇne´, protozˇe by t´ımto dosˇlo
k obrovske´mu na´r˚ustu vy´pocˇetn´ı slozˇitosti ucˇic´ıho algorimu. Druhy´m d˚uvodem procˇ volit
jednoduchy´ prostor hypote´z je na´sledne´ pouzˇ´ıva´n´ı nalezene´ hypote´zy, vy´pocˇet h(x) je mno-
hem rychlejˇs´ı v prˇ´ıpadeˇ linea´rn´ı funkce nezˇ v prˇ´ıpadeˇ programu Turingova stroje. Z teˇchto
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d˚uvod˚u pracuj´ı na´sleduj´ıc´ı algoritmy s jednodusˇe vyja´drˇeny´mi funkcemi, a to konkre´tneˇ
ve formeˇ klauzul´ı vy´rokove´ logiky. Efektivitu ucˇic´ıho algoritmu mu˚zˇeme zmeˇrˇit pomoc´ı
tzv. ucˇic´ı krˇivky, ktera´ ukazuje procentua´ln´ı prˇesnost prˇedpoveˇdi pro testovac´ı mnozˇinu
v za´vislosti na velikosti tre´novac´ı mnozˇiny.
7.2 Rozhodovac´ı stromy
Rozhodovac´ı stromy (decision trees) patrˇ´ı k teˇm nejjednodusˇsˇ´ım, ale i prˇesto k nej-
lepsˇ´ım z ucˇic´ıch algoritmu˚. Slouzˇ´ı jako vhodny´ u´vod do te´to oblasti a za´rovenˇ nejsou
slozˇite´ na implementaci. Vstupem rozhodovac´ıho stromu je objekt nebo situace popsana´
mnozˇinou atribut˚u a na´vratovou hodnotou je rozhodnut´ı, cozˇ je prˇedpokla´dany´ vy´sledek
na za´kladeˇ vstupu. Acˇkoli atributy mohou mı´t diskre´tn´ı nebo spojity´ obor hodnot,
vsˇechny zde uvedene´ induktivn´ı algoritmy pracuj´ı s danou mnozˇinou prˇ´ıklad˚u s diskre´tn´ım
(konkre´tneˇ booleovsky´m) oborem hodnot. Rozhodovac´ı strom pracuje na principu pos-
tupne´ho prova´deˇn´ı posloupnosti test˚u, kde kazˇdy´ uzel stromu prˇedstavuje jeden takovy´
test na hodnotu jednoho z atribut˚u a z neˇj vedouc´ı veˇtveˇ zastupuj´ı mozˇne´ hodnoty dane´ho
atributu. Kazˇdy´ koncovy´ list urcˇuje rozhodnut´ı - na´vratovou hodnotu algoritmu. Takova´
reprezentace je cˇloveˇku velmi bl´ızka´ a by´va´ pouzˇita v r˚uzny´ch na´vodech. Vyjadrˇovac´ı
schopnosti rozhodovac´ıch stromu˚ plneˇ odpov´ıdaj´ı prostrˇedk˚um vy´rokove´ logiky, tj. kazˇdou
booleovskou funkci je mozˇne´ zapsat jako rozhodovac´ı strom. Trivia´lneˇ jako kazˇdy´ rˇa´dek
pravdivostn´ı tabulky tvorˇ´ıc´ı jednu cestu stromem, ale to by znamenalo exponencia´ln´ı na´rust
velikosti stromu v za´vislosti na pocˇtu atribut˚u, nasˇteˇst´ı vsˇak lze veˇtsˇinu funkc´ı vyja´drˇit
mnohem jednodusˇsˇ´ım stromem.
Ucˇen´ı booleovske´ho rozhodovac´ıho stromu prob´ıha´ nad tre´novac´ı mnozˇinou, cozˇ je
mnozˇina prˇ´ıklad˚u (X1, y1), ..., (Xi, yi) slozˇeny´ch z vektoru vstupn´ıch atribut˚u X a vy´stupn´ı
hodnoty y. Proble´m nalezen´ı takove´ho stromu, aby byl konzistentn´ı s prˇ´ıklady, mu˚zˇe by´t
trivia´lneˇ vyrˇesˇeno vytvorˇen´ım cesty od korˇene k listu pro kazˇdy´ prˇ´ıklad zvla´sˇt’. Takovy´
strom, ktery´ si pouze zapamatuje tre´novac´ı mnozˇinu, nen´ı schopen odhalit jaky´koli vzor
chova´n´ı hledane´ funkce, a proto od neˇj nelze ocˇeka´vat spra´vne´ odhadnut´ı prˇ´ıklad˚u, ktere´
jej nebyly naucˇeny. Je tedy trˇeba tvorˇit strom jinak, aby byl co nejjednodusˇsˇ´ı a za´rovenˇ
konzistentn´ı s prˇ´ıklady. Za´kladem je testovat nejprve takovy´ atribut, ktery´ co nejle´pe
rozdeˇl´ı tre´novac´ı mnozˇinu podle sve´ hodnoty na neˇkolik podmnozˇin. Zjednodusˇeneˇ rˇecˇeno,
cˇ´ım v´ıce stejny´ch vy´stupn´ıch hodnot je v kazˇde´ podmnozˇineˇ, t´ım je atribut vhodneˇjˇs´ı.
Na kazˇdou takovou podmnozˇinu prˇ´ıklad˚u se aplikuje dalˇs´ı test na dalˇs´ı vhodny´ atribut,
dokud vsˇechny prˇ´ıklady v podmnozˇineˇ nemaj´ı stejnou vy´slednou hodnotu. T´ımto zp˚usobem
mu˚zˇeme vytvorˇit strom s dostatecˇneˇ maly´m pocˇtem test˚u a z´ıskat tak velmi jednoduchou
hypote´zu konzistentn´ı s daty. Vy´beˇr vhodne´ho atributu je zalozˇen na mnozˇstv´ı informace,
ktere´ dany´ atribut poskytuje, a pocˇ´ıta´ se na´sleduj´ıc´ım zp˚usobem. Pokud kazˇda´ mozˇna´
odpoveˇd’ vi ma´ pravdeˇpodobnost P (vi), pak mnozˇstv´ı informace I urcˇ´ıme jako
I(P (v1), ..., P (vn)) =
n∑
i=1
−P (vi)log2P (vi) (7.1)
a pokud tre´novac´ı mnozˇina obsahuje p pozitivn´ıch odpoveˇd´ı a n negativn´ıch, pak mnozˇstv´ı
informace ve spra´vne´ odpoveˇdi je
I(
p
p+ n
,
n
p+ n
) = − p
p+ n
log2
p
p+ n
− n
p+ n
log2
n
p+ n
. (7.2)
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Kazˇdy´ atribut A rozdeˇl´ı tre´novac´ı mnozˇinu E na podmnozˇiny E1, ..., Ev podle jejich hodnot
atributu A, prˇicˇemzˇ A mu˚zˇe mı´t v r˚uzny´ch hodnot. Kazˇda´ podmnozˇina Ei obsahuje pak
pi kladny´ch a ni za´porny´ch odpoveˇd´ı, z cˇehozˇ opeˇt mu˚zˇeme z´ıskat hodnotu informace.
Pr˚umeˇrne´ mnozˇstv´ı informace ze vsˇech podmnozˇin je hodnota, kterou potrˇebujeme z´ıskat
po otestova´n´ı atributu A. Z toho vsˇeho vyply´va´, zˇe informacˇn´ı zisk atributu A je
Zisk(A) = I(
p
p+ n
,
n
p+ n
)−
v∑
i=1
pi + ni
p+ n
I(
pi
pi + ni
,
ni
pi + ni
) (7.3)
a na´m nezby´va´ nic jine´ho, nezˇ naj´ıt atribut s nejveˇtsˇ´ım ziskem a dosadit jej na korˇen
rozhodovac´ıho stromu. Takto postupneˇ vytvorˇ´ıme cely´ strom, ktery´ je samozrˇejmeˇ pouze
aproximac´ı hledane´ funkce na za´kladeˇ zadany´ch prˇ´ıklad˚u, mu˚zˇe se tedy, v za´vislosti na
velikosti tre´novac´ı mnozˇiny, i velmi liˇsit od skutecˇne´ funkce. Mezi cˇaste´ proble´my patrˇ´ı
nedostupnost vsˇech r˚uzny´ch hodnot vsˇech atribut˚u v testovac´ı mnozˇineˇ, nebo nepodstatne´
atributy komplikuj´ıc´ı strom anizˇ by nesly neˇjakou uzˇitecˇnou informaci.
7.3 Dalˇs´ı metody ucˇen´ı
Skupinove´ ucˇen´ı (ensemble learning) pracuje na principu vy´beˇru kolekce hypote´z a spo-
jen´ı jejich predikc´ı. Naprˇ´ıklad soubor slozˇeny´ z 5 hypote´z, kde vy´sledna´ prˇedpoveˇd je ta
s nejveˇtsˇ´ım vy´skytem ve skupineˇ, potrˇebuje pro chybnou klasifikaci prˇ´ıkladu alesponˇ 3
chybne´ klasifikace ve skupineˇ, prˇicˇemzˇ pravdeˇpodobnost tohoto jevu je mnohem mensˇ´ı nezˇ
v prˇ´ıpadeˇ pouzˇit´ı pouze jedne´ hypote´zy. Dalˇs´ım prˇ´ıkladem jak mu˚zˇe tato metoda zlepsˇit
vy´sledky je rozsˇ´ıˇren´ı prostoru hypote´z. Pokud kazˇda´ jednotliva´ hypote´za je z urcˇite´ho
jednodusˇe vyja´drˇene´ho prostoru hypote´z, pak se na jejich slozˇen´ı mu˚zˇeme d´ıvat jako na
jedinou hypote´zu patrˇ´ıc´ı do obecneˇjˇs´ıho prostoru hypote´z anizˇ bychom vy´razneˇ zvy´sˇili
vy´pocˇetn´ı slozˇitost. Nejrozsˇ´ıˇreneˇjˇs´ı metodou z te´to oblasti je posilova´n´ı (boosting). Kazˇdy´
prˇ´ıklad ma´ nastavenou va´hu, na pocˇa´tku je to 1. Cˇ´ım vysˇsˇ´ı tato va´ha je, t´ım v´ıce je
na prˇ´ıklad kladen d˚uraz prˇi generova´n´ı nove´ hypote´zy. Po vygenerova´n´ı prvn´ı hypote´zy
je spra´vneˇ klasifikovany´m prˇ´ıklad˚um va´ha sn´ızˇena, v opacˇne´m prˇ´ıpadeˇ zvy´sˇena. Z te´to
upravene´ va´zˇene´ tre´novac´ı mnozˇiny je vytvorˇena dalˇs´ı hypote´za a postup se opakuje,
dokud skupina neobsahujeM hypote´z, kdeM je vstupem posilovac´ıho algoritmu. Vy´sledna´
skupinova´ hypote´za je kombinac´ı vsˇech M hypote´z, kde vy´sledny´ prˇedpoklad je urcˇen jako
va´zˇena´ veˇtsˇina ze vsˇech hypote´z, prˇicˇemzˇ va´zˇen´ı je provedeno na za´kladeˇ u´speˇsˇnosti klasi-
fikace na tre´novac´ı mnozˇineˇ.
Dalˇs´ı implementovanou metodou ucˇen´ı je rozhodovac´ı seznam (decision list). Skla´da´
se z posloupnosti test˚u, prˇicˇemzˇ kazˇdy´ test je konjunkc´ı litera´l˚u. Pokud je test splneˇn, je
navra´cena hodnota urcˇena´ seznamem pro dany´ test. Pokud splneˇn nen´ı, pokracˇuje se dalˇs´ım
testem ze seznamu. Tato metoda je podobna´ rozhodovac´ım stromu˚m, ale jej´ı obecna´ struk-
tura je mnohem jednodusˇsˇ´ı, acˇkoli jednotlive´ testy mohou by´t slozˇiteˇjˇs´ı. Princip tvorby
takove´ho seznamu spocˇ´ıva´ v nalezen´ı co nejjednodusˇsˇ´ıho testu, ktery´ je splnitelny´ pro
neˇjakou (co nejveˇtsˇ´ı) mnozˇinu prˇ´ıklad˚u se stejny´m vy´sledkem z tre´novac´ı mnozˇiny. Tento
vy´sledek je pak prˇiˇrazen k testu a prˇ´ıklady jsou odebra´ny z tre´novac´ı mnozˇiny. Postup
se opakuje dokud mnozˇina obsahuje neˇjake´ prˇ´ıklady. Testy mohou by´t tvorˇeny naprˇ´ıklad
postupny´m zkousˇen´ım vsˇech atribut˚u a vsˇech jejich hodnot.
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7.4 Implementace
7.4.1 Trˇ´ıda DataSet
Za´kladn´ı objektem pro uchova´n´ı mnozˇiny prˇ´ıklad˚u je trˇ´ıda DataSet, ktera´ obsahuje kolekci
prˇ´ıklad˚u (Example) a jejich popis (DataSetSpecification). V popisu datasetu jsou urcˇeny
na´zvy vsˇech atribut˚u, prˇ´ıpadneˇ i jejich mozˇne´ hodnoty, a za´rovenˇ je zde definova´n c´ılovy´
atribut target. Kazˇda´ definice atributu je podle datove´ho typu vyja´drˇena objektem trˇ´ıdy
StringAttributeSpecification resp. NumericAttributeSpecification, cozˇ jsou potomci trˇ´ıdy At-
tributeSpecification. Pokud je atribut typu rˇeteˇzec, je za´rovenˇ definova´na mnozˇina vsˇech jeho
mozˇny´ch hodnot. Kazˇdy´ prˇ´ıklad ulozˇeny´ v datasetu je popsa´n kolekc´ı atribut˚u StringAt-
tribute resp. NumericAttribute, ve ktery´ch je ulozˇena hodnota atributu pro dany´ prˇ´ıklad.
Aby bylo mozˇne´ jednodusˇe naplnit dataset ze souboru, existuje trˇ´ıda DataSetFactory, ob-
sahuj´ıc´ı trˇ´ıdn´ı metodu fromFile:specification:separator: a dalˇs´ı dveˇ metody pro naplneˇn´ı
dat z prˇilozˇeny´ch uka´zkovy´ch soubor˚u restaurant.csv a iris.csv, ktere´ jsou soucˇa´st´ı AIMA
a jsou dostupne´ na webovy´ch stra´nka´ch [3]. Trˇ´ıda DataSet rovneˇzˇ obsahuje metody pro
vyhodnocen´ı mnozˇstv´ı informace z ulozˇeny´ch prˇ´ıklad˚u getInformationFor a zjiˇst’eˇn´ı zisku
informace pro dany´ atribut calculateGainFor:. Obeˇ tyto metody jsou implementova´ny podle
vy´sˇe uvedeny´ch vzorc˚u.
7.4.2 Trˇ´ıda DecisionTreeLearner
Prvn´ı metodou pro ucˇen´ı je vytvorˇen´ı rozhodovac´ıho stromu, cozˇ zajiˇst’uje trˇ´ıda Decision-
TreeLearner. Jako u kazˇde´ho potomka trˇ´ıdy Learner se ucˇen´ı provede metodou train:, ktere´
je prˇeda´n dataset s prˇ´ıklady. Tato metoda postupneˇ vytvorˇ´ı strom rekurzivn´ım vola´n´ım
metody decisionTreeLearning:attrNames:defaultTree:, ktera´ vzˇdy na za´kladeˇ informacˇn´ıho
zisku vybere atribut a vytvorˇ´ı pro neˇj uzel stromu. Jednotlive´ uzly jsou instance trˇ´ıdy
DecisionTree, listy stromu tvorˇ´ı specia´ln´ı varianta te´to trˇ´ıdy, jej´ı potomek ConstantDeci-
sionTree. Vy´sledny´ (naucˇeny´) strom pak zajiˇst’uje metodou predict: vyhodnocen´ı c´ılove´ho
atributu podle zadane´ho prˇ´ıkladu tak, zˇe postupneˇ procha´z´ı od korˇene azˇ k list˚um podle
hodnot ostatn´ıch atribut˚u, azˇ na konci ConstantDecisionTree vra´t´ı hledanou hodnotu. Pro
oveˇrˇen´ı vy´sledne´ho stromu implementuje Learner metodu test:, ktera´ vyhodnot´ı u´speˇsˇnost
klasifikace algoritmu pro zadany´ dataset. Prˇ´ıklad s pouzˇit´ım tohoto algoritmu lze spustit
vola´n´ım metody LearningDemo decisionTreeDemo.
7.4.3 Trˇ´ıda AdaBoostLearner
Tato trˇ´ıda reprezentuje algoritmus pro skupinove´ ucˇen´ı. Nejprve je trˇeba vytvorˇit kolekci
velmi jednoduchy´ch rozhodovac´ıch stromu˚, ktere´ maj´ı pouze korˇen a umı´ tedy rozhodovat
pouze na za´kladeˇ jednoho atributu a jedne´ jeho hodnoty. Tyto stromy jsou vytvorˇeny
pro kazˇdou hodnotu kazˇde´ho atributu v datasetu pomoc´ı trˇ´ıdn´ı metody getStumps-
For:retValIfMatch:retValIfUnmatch: trˇ´ıdy DecisionTree. Kazˇdy´ takovy´ strom je prˇeda´n
instanci StumpLearner, cozˇ je potomek trˇ´ıdy DecisionTreeLearner, ktery´ pouze vrac´ı
vy´sledek podle sve´ho jednoduche´ho rozhodovac´ıho stromu. Kolekce teˇchto instanc´ı spolecˇneˇ
s datasetem jsou na´sledneˇ prˇeda´ny konstruktoru trˇ´ıdy AdaBoostLearner. Samotne´ ucˇen´ı
(train:) prob´ıha´ postupny´m upravovova´n´ım vah jednotlivy´ch hypote´z (StumpLearner)
v za´visloti na velikosti chyby klasifikace (metoda calculateError:). Jakmile maj´ı vsˇechny
hypote´zy va´hy upraveny, vrac´ı AdaBoostLearner v metodeˇ predict: va´zˇenou veˇtsˇinu ”hlas˚u“
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svy´ch hypote´z pomoc´ı funkce weightedMajority:. Prˇ´ıklad s pouzˇit´ım tohoto algoritmu lze
spustit vola´n´ım metody LearningDemo ensembleLearningDemo.
7.4.4 Trˇ´ıda DecisionListLearner
Ucˇen´ı pomoc´ı rozhodovac´ıch seznamu˚ implmentuje trˇ´ıda DecisionListLearner, jej´ızˇ metoda
train: vola´ rekurzivn´ı funkci decisionListLearning:, ktera´ nejprve vygeneruje seznam vsˇech
test˚u a z nich vybere takovy´, ktery´ je platny´ na dane´m datasetu, tj. existuj´ı prˇ´ıklady
splnˇuj´ıc´ı test, ktere´ maj´ı stejny´ vy´sledek (hodnotu c´ılove´ho atributu). Tento vy´beˇr prova´d´ı
metoda getValidTest:dataSet:. Generova´n´ı test˚u prob´ıha´ iterac´ı nad vsˇemi nec´ılovy´mi
atributy a jejich hodnotami, vytvorˇ´ı se vzˇdy test zda dany´ atribut je roven dane´ hod-
noteˇ. Jednotlive´ testy jsou instance trˇ´ıdy DLTest, jej´ızˇ trˇ´ıdn´ı metoda createDLTestsWith-
AttributeCount: pak podle zadane´ho datasetu tuto mnozˇinu vytvorˇ´ı. Vybrany´ test je prˇida´n
do kolekce objektu DecisionList a zby´vaj´ıc´ı prˇ´ıklady, ktere´ test nesplnˇuj´ı, jsou prˇeda´ny opeˇt
metodeˇ decisionListLearning:, dokud neˇjaky´ zby´va´. Takto je vytvorˇen seznam test˚u, ktery´
je pouzˇit prˇi vyhodnocova´n´ı (predict:) postupny´m testova´n´ım. Hodnota prvn´ıho testu, ktery´
vyhovuje pro zadany´ prˇ´ıklad, je vra´cena. Prˇ´ıklad s pouzˇit´ım tohoto algoritmu lze spustit
vola´n´ım metody LearningDemo decisionListDemo.
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Kapitola 8
Za´veˇr
Hlavn´ım c´ılem te´to pra´ce bylo vytvorˇit implementaci algoritmu˚ pro rˇesˇen´ı u´loh z oblasti
umeˇle´ inteligence podle vzorovy´ch prˇ´ıklad˚u knihy AIMA [1]. Acˇkoli tyto prˇ´ıklady jizˇ existuj´ı
ve trˇech implementac´ıch do r˚uzny´ch jazyk˚u, my´m za´jmem bylo vytvorˇit ekvivalentn´ı metody
v jazyce Squeak Smalltalk z neˇkolika d˚uvod˚u. Prˇedneˇ proto, aby potenciona´ln´ı cˇtena´rˇ te´to
knihy meˇl mozˇnost veˇtsˇ´ıho vy´beˇru z nab´ızeny´ch implementac´ı, protozˇe si mysl´ım, zˇe Squeak
ma´ v sobeˇ obrovsky´ potencia´l – prˇedevsˇ´ım pro takove´ u´cˇely, jako je tento – d´ıky cˇisteˇ objek-
toveˇ orientovane´mu prˇ´ıstupu, velmi dobre´ cˇitelnosti a velice snadne´ syntaxi nen´ı slozˇite´ se
v neˇm rychle zorientovat. I prˇes tyto klady to nen´ı prˇ´ıliˇs zna´my´ a rozsˇ´ıˇreny´ jazyk, a proto by
publikova´n´ı vytvorˇene´ho ko´du na webove´ stra´nce knihy [3] mohlo prˇispeˇt k jeho zviditelneˇn´ı.
Dalˇs´ı prˇ´ınos vid´ım v uveden´ı teˇchto algoritmu˚ na SqueakMap, cozˇ je Squeakovska´ reposi-
tory, protozˇe podobny´ch knihoven pro rˇesˇen´ı u´loh umeˇle´ inteligence je zat´ım v tomto jazyce
poskrovnu.
Soucˇa´st´ı pra´ce je prˇipraveny´ soubor image, ktery´ nejen obsahuje vytvorˇeny´ ko´d, ale i
jednoduche´ prostrˇed´ı pro prezentaci teˇchto algoritmu˚ s odkazy nejen pro jejich spusˇteˇn´ı ale i
s odkazy prˇ´ımo do ko´du vybrany´ch algoritmu˚ pro rychly´ a jednoduchy´ prˇ´ıstup k vytvorˇeny´m
metoda´m. Jako demonstracˇn´ı program vytvorˇeny´ ve Squeaku jsem naprogramoval hru
Da´ma (Checkers), ktera´ vyuzˇ´ıva´ agenta a prostrˇed´ı z kapitoly 2 a algoritmus na hran´ı
her alfa-beta z kapitoly 3. Hra slouzˇ´ı prˇedevsˇ´ım jako uka´zka toho, zˇe lze tento ko´d bez
proble´mu˚ pouzˇ´ıt i v praxi.
Dalˇs´ı mozˇnost´ı, jak vyuzˇ´ıt teˇchto algoritmu˚, je vytvorˇit na jejich za´kladeˇ plnohodnot-
nou e-learningovou aplikaci, cozˇ by obna´sˇelo zpracova´n´ı prˇilozˇeny´ch prˇ´ıklad˚u ve Squeaku
prˇirozene´ graficke´ podobeˇ a pouzˇit´ı neˇktery´ch text˚u naprˇ. z te´to pra´ce k vy´kladu. Ja´ jsem
zvolil jiny´ prˇ´ıstup, a t´ım je teoreticky´ popis jak implementovane´ algoritmy funguj´ı, aby si
prˇ´ıpadny´ za´jemce o tuto problematiku mohl ve zkra´cene´ podobeˇ prˇecˇ´ıst jak dane´ postupy
funguj´ı a na co by si meˇl da´t pozor prˇi jejich pouzˇit´ı (naprˇ. prˇi tvorbeˇ vlastn´ı aplikace) anizˇ
by musel hledat v jiny´ch zdroj´ıch.
Jelikozˇ byla my´m steˇzˇejn´ım zdrojem informac´ı pra´veˇ kniha AIMA [1], vyskytuj´ı se
v textu neˇktere´ anglicke´ pojmy z oblasti UI, ke ktery´m neexistuje cˇesky´ ekvivalent, a
u neˇktery´ch pojmu˚ (naprˇ. kde cˇesky´ na´zev prˇesneˇ nevystihuje vy´znam slova) je z d˚uvodu
jednoznacˇnosti a prˇesnosti v za´vorce uveden p˚uvodn´ı anglicky´ na´zev.
Vy´zkum umeˇle´ inteligence pokry´va´ mnoho oblast´ı a ty steˇzˇejn´ı z nich jsem se v te´to
pra´ci pokusil uve´st, ve formeˇ teoreticke´ho vy´kladu i prakticke´ uka´zky, a pevneˇ veˇrˇ´ım, zˇe
pro prˇ´ıpadne´ za´jemce o studium umeˇle´ inteligence bude tato pra´ce prˇ´ınosem.
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Prˇ´ıloha A
Na´sleduj´ıc´ı tabulka ukazuje algoritmy implementovane´ v jazyce Squeak Smalltalk, umı´steˇn´ı
jejich pseudoko´du v knize a stav implementace v ostatn´ıch jazyc´ıch.
Ozn. Strana Na´zev v knize Druh Python Java Lisp Smalltalk
2 32 Environment typ
√ √ √
2.1 33 Agent fn
√ √ √ √
2.10 47 Simple-Reflex-Agent fn
√ √
3.1 61 Simple-Problem-Solving-Agent fn
√ √ √
3 62 Problem typ
√ √ √ √
3 69 Node typ
√ √ √ √
3.7 70 Tree-Search fn
√ √ √ √
3 71 Queue typ
√ √ √ √
3.9 72 Tree-Search fn
√ √ √ √
3.13 77 Depth-Limited-Search fn
√ √ √ √
3.14 79 Iterative-Deepening-Search fn
√ √ √ √
4 95 Best-First-Search fn
√ √ √ √
4 97 A*-Search fn
√ √ √ √
6.3 166 Minimax-Decision fn
√ √ √ √
6.7 170 Alpha-Beta-Search fn
√ √ √ √
7 195 KB typ
√ √ √
7.7 205 Propositional Logic Sentence typ
√ √ √
7.10 209 TT-Entails fn
√ √ √ √
9 273 Subst fn
√ √ √ √
9.1 278 Unify fn
√ √ √ √
9.3 282 FOL-FC-Ask fn
√ √ √
13.4 477 Enumerate-Joint-Ask fn
√ √
14.12 512 Prior-Sample fn
√ √
14.13 513 Rejection-Sampling fn
√ √
14.14 515 Likelihood-Weighting fn
√ √
14.15 517 MCMC-Ask fn
√ √
18.5 658 Decision-Tree-Learning fn
√ √ √ √
18.10 667 AdaBoost fn
√ √
18.14 672 Decision-List-Learning fn
√ √ √
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