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Аннотация 
Поиск особых точек лица является важной подзадачей в решении ряда задач лицевой 
биометрии. В системах распознавания лиц построение биометрического шаблона проис-
ходит по предварительно выровненному (нормализованному) изображению лица, этап 
нормализации включает в себя задачу поиска основных точек лица. Актуальной в подоб-
ной задаче является проблема баланса между качеством работы детектора особых точек и 
скоростью. В данной статье предложен одноэтапный детектор лиц и особых точек на базе 
глубоких конволюционных нейронных сетей, работающий в режиме реального времени и 
достигающий высокого качества на ряде известных тестовых выборок (AFLW2000, 
COFW, Menpo2D). Предлагаемый детектор лиц и особых точек основан на идее одно-
этапного детектора объектов SSD, зарекомендовавшего себя как алгоритм, обеспечиваю-
щий высокую скорость работы и высокое качество обнаружения объектов. В качестве ба-
зовой архитектуры глубоких конволюционных нейронных сетей используется сеть 
ShuffleNet V2.  Важной особенностью предлагаемого алгоритма является то, что обнару-
жение лица на изображении и поиск ключевых точек делается за один проход глубоких 
конволюционных нейронных сетей, что позволяет значительно экономить время на этапе 
внедрения. Также подобная многозадачность позволяет снизить процент ошибок в задаче 
поиска особых точек, что позитивно сказывается на качестве работы итогового алгоритма 
распознавания лиц.  
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Введение 
В статье предлагается детектор лиц и особых то-
чек, основаный на идее одноэтапного детектора объ-
ектов SSD, [1], [2]. 
Решение задачи распознавания лиц находит ши-
рокое применение в различных сферах человеческой 
деятельности: системы видеонаблюдения, охранные 
комплексы, криминалистическая экспертиза, системы 
виртуальной реальности, системы идентификации и 
верификации личности в мобильных устройствах и 
многие другие. На сегодняшний день самые передо-
вые системы распознавания лиц построены на базе 
глубоких конволюционных нейронных сетей (ГКНС) 
[3], [4], показавших результаты, превосходящие ре-
зультаты человека-эксперта в решении ряда задач 
компьютерного зрения. 
При распознавании лиц в большинстве случаев 
происходит сравнение биометрических шаблонов 
(векторов признаков, характеризующих цифровое 
изображение лица). Построение биометрического 
шаблона подразумевает построение эффективных 
векторов признаков для решения, в зависимости от 
постановки, задачи идентификации или верификации 
лиц. Помимо собственно решения самой задачи иден-
тификации или верификации, особую роль играет 
предварительное обнаружение лица на изображении, 
а также поиск основных точек лица.  
Особые точки необходимы на этапе нормализации 
лиц перед построением биометрического шаблона. 
Предварительная нормализация изображения лица поз-
воляет значительно повысить качество работы алгорит-
ма распознавания за счет универсализации обрабатыва-
емых изображений. Под особыми точками подразуме-
ваются точки, соответствующие определенным частям 
лица. Обычно для нормализации выделяют 5 основных 
точек: центры зрачков, центр носа и уголки рта. 
Часто на этапе обнаружения лиц, помимо непо-
средственно обнаружения лица (выделения описы-
вающего прямоугольника), происходит также обна-
ружение особых точек. Существует ряд широко из-
вестных алгоритмов, позволяющих одновременно 
находить как описывающий прямоугольник лица, 
так и непосредственно особые точки. К таким алго-
ритмам, например, относятся каскадный алгоритм 
MTCNN [5] и одноэтапный детектор лиц и особых 
точек RetinaFace [6]. Однако таких решений, пока-
зывающих высокий результат в режиме реального 
времени, на сегодняшний довольно мало. В боль-
шинстве решений сначала производится предвари-
тельное обнаружение лица на изображении с ис-
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пользованием, как правило, нейросетевых детекто-
ров лиц, и только после этого на основании найден-
ного описывающего прямоугольника кадрированное 
изображение лица подается на вход еще одной сети 
для поиска особых точек. 
На сегодняшний день все детекторы объектов на 
базе ГКНС можно условно разделить на 2 типа: одно-
этапные (single-shot, proposal-free) детекторы и двух-
этапные (two-stage, region-based). Одноэтапные алго-
ритмы подразумевают использование одной глубокой 
конволюционной нейронной сети, выходом которой 
являются непосредственно искомые прямоугольники 
и метки классов. К одноэтапным детекторам объектов 
относятся такие алгоритмы, как SSD [1], DSOD [7], 
RetinaNet [8]. В двухэтапных алгоритмах обнаруже-
ние и распознавание проводится в два этапа. На пер-
вом этапе специализированная ГКНС формирует 
набор гипотез о местоположении объектов, затем на 
втором этапе другая ГКНС проводит финальное рас-
познавание объектов и доуточнение их положения. 
Известны такие двухэтапные детекторы объектов, 
как: R-CNN [9], Fast-RCNN [10], Faster-RCNN [11], R-
FPN [12] и другие. Первую группу детекторов объек-
тов отличает высокая скорость работы, однако одно-
этапные детекторы уступают по качеству обнаруже-
ния детекторам второго типа. Так как в системах рас-
познавания лиц приоритетной является скорость ра-
боты сети, предлагаемый детектор лиц и особых то-
чек строится на базе одноэтапного детектора объек-
тов SSD с использованием в качестве базовой сети 
ShuffleNet V2 [13].  
В данной статье предлагается детектор лиц и осо-
бых точек, работающий в режиме реального времени 
и достигающий высокого качества на известных те-
стовых выборках (AFLW2000, COFW, Menpo2D). 
Важной особенностью предлагаемого детектора явля-
ется то, что обнаружение лиц и особых точек произ-
водится за один проход ГКНС, т.е. для поиска особых 
точек не используется дополнительная ГКНС. 
1. Одноэтапный детектор лиц и особых точек 
1.1. Архитектура сети 
Общая идея всех алгоритмов семейства SSD за-
ключается в том, что поиск областей и классифика-
ция происходят за один проход, в отличие от двух-
этапных детекторов объектов семейства R-CNN. Для 
обнаружения объектов разных масштабов использу-
ются глубокие карты признаков разных конволюци-
онных слоев. Структуру сети SSD можно условно 
разделить на две части: основная подсеть для извле-
чения глубоких карт признаков и подсеть для прогно-
зирования, на основе карт признаков различных мас-
штабов, местонахождения целевых объектов. Заклю-
чительные сверточные слои сети SSD объединяют 
предсказания по всем масштабам карт признаков, по-
сле чего применяется алгоритм подавления немакси-
мумов (NMS) для формирования окончательных ги-
потез о местонахождении искомого объекта. 
Формирование итоговых описывающих прямо-
угольников объектов происходит с использованием 
предварительно заданных опорных прямоугольников 
(анкеры) [11]. Используя сверточные слои, подсеть 
для прогнозирования местоположения объектов 
предсказывает смещение координат прогнозируемого 
описывающего прямоугольника относительно центра 
заданного анкера для каждой ячейки карты призна-
ков, а также показатель уверенности найденного 
класса объекта. Прогнозирование смещений вместо 
прогнозирования напрямую координат значительно 
упрощает задачу и облегчает обучение сети.  
На рис. 1 приведен пример входного изображения 
(справа) и полученной карты признаков размером 5×5 
(слева).  На приведенном изображении карты призна-
ков в одной из ее ячеек приведен пример опорного 
прямоугольника (анкера) с соотношением сторон 1:1 
(пунктирная линия). Красным цветом показан соот-
ветствующий описывающий прямоугольник, смеще-
ние которого относительно заданного анкера пред-
сказывает сеть. В нашей постановке задачи, помимо 
собственно смещения координат описывающего пря-
моугольника (координаты верхнего левого угла и 
нижнего правого), происходит также прогнозирова-
ние смещения особых точек (координаты левого гла-
за, правого глаза, носа, левого уголка рта, правого 
уголка рта) относительно центра опорного прямо-
угольника. 
   
Рис. 1. Пример изображения с визуализацией разметки 
описывающего прямоугольника и особых точек, а также 
пример карты признаков размера 5×5 с визуализацией 
одного из опорных прямоугольников и соответствующего 
ему описывающего прямоугольника 
Выбор опорного положительного (содержащего 
объект) прямоугольника, относительно которого счи-
тается смещение прогнозируемого описывающего 
прямоугольника, происходит с использованием метри-
ки «пересечение над объединением» (intersection over 
union, IoU). В данной статье выбор положительных 
опорных прямоугольников осуществляется аналогично 
алгоритму S3FD [14]. На первом этапе положительны-
ми считаются анкеры, для которых показатель метрики 
IoU с эталонным описывающим прямоугольником 
превышает 0,35. На втором этапе из оставшихся выби-
раются анкеры, проходящие по порогу 0,1 согласно 
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метрике IoU. Если количество отобранных на втором 
этапе анкеров превышает количество анкеров, ото-
бранных на первом этапе, выбираются анкеры с 
наибольшим значением IoU в количестве, равном чис-
лу выбранных на первом этапе анкеров.  
Для обнаружения лиц на входных изображениях 
размера 640×640 пикселей применяются карты при-
знаков трех различных масштабов. В нижней части 
основной сети находятся карты признаков, предна-
значенные для обработки лиц наименьшего масштаба 
на изображении. Масштаб обрабатываемых лиц уве-
личивается от уровня к уровню. 
Первая карта признаков разработанной сети имеет 
размер 20×20 и представляет собой выход последнего 
слоя четвертой стадии базовой сети ShuffleNet V2. 
Вторая и третья карта признаков имеют размер 10×10 
и 5×5 соответственно и представляют собой блок по-
нижения пространственной размерности сети 
ShuffleNet V2. В сети используются опорные прямо-
угольники (анкеры) с соотношением сторон 1:1, что 
позволяет сети быстрее сходиться к целевым значе-
ниям описывающего прямоугольника лица. Архитек-
тура сети в общем виде представлена на рис. 2. 
1.2. Мультизадачная функция потерь 
Общая функция потерь представляет собой сумму 
трех независимых функций потерь (функция потерь ло-
кализации, функция потерь особых точек и функция по-
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N – число выбранных опорных прямоугольников (ан-
керов), 
i – индекс опорного прямоугольника, 
 
Рис. 2. Архитектура сети 
pi – предсказанная вероятность того, что i-й опорный 
прямоугольник принадлежит классу лица, 

ip – бинарная метка класса, принимает значение 1 
для положительных опорных прямоугольников (ли-
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цо) и 0 для отрицательных опорных прямоугольников 
(не лицо), 
Lloc – функция потерь Smooth L1, рассчитанная толь-
ко для положительных опорных прямоугольников, на 
вход подаются предсказанный описывающий прямо-
угольник bbi и эталонный (размеченный) описываю-
щий прямоугольник ibb (регрессия смещения относи-
тельно центра опорных прямоугольников), 
Lpnt – функция потерь Smooth L1, вычисляемая только 
для положительных опорных прямоугольников, на 
вход подаются предсказанные особые точки pnti и 
эталонные (размеченные) особые точки ipnt  (регрес-
сия смещения относительно центра опорных прямо-
угольников), 
Lconf – функция потерь Softmax для двух классов (ли-
цо / не лицо). 
1.3. Обучающая выборка 
При обучении ГКНС крайне важен выбор обуча-
ющей выборки, при этом особую важность имеет ко-
личество изображений в выборке. Для обучения де-
тектора лиц и детектора особых точек требуется база 
изображений, содержащая одновременно координаты 
описывающего прямоугольника лица и координаты 
особых точек. 
Для обучения был использован набор данных 
WFLW. База WFLW содержит 10 000 лиц (7 500 для 
обучения и 2 500 для тестирования) с разметкой 98 осо-
бых точек. Поскольку для нормализации достаточно 
всего 5 ключевых точек, использовались не все особые 
точки, которые представлены в разметке WFLW. Набор 
данных WFLW содержит лица в различных условиях 
съемки, включая разнообразные сложные ракурсы, 
условия освещенности, элементы маскировки. 
Чтобы расширить набор данных, при обучении к 
исходным изображениям применяется ряд геометри-
ческих и цветовых преобразований, в том числе слу-
чайное кадрирование, отражение относительно вер-
тикали, изменение контраста, насыщенности изобра-
жения, добавление шума. 
1.4. Параметры обучения 
При обучении веса базовой сети ShuffleNet V2 бе-
рутся из предобученной на базе ImageNet сети. Обу-
чение сети производится методом Adam с начальным 
lr = 0,001; β1 = 0,9; β2 = 0,999; регуляризующее слагае-
мое – 0,0005; размер батча – 96 на 8 картах NVIDIA 
GTX1080. 
2. Результаты экспериментов 
2.1. Методика тестирования 
В качестве основной метрики качества в задаче 
поиска особых точек используется средняя ошибка, 
нормализованная на геометрическое среднее ширины 
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где: N – количество искомых особых точек, d – среднее 
геометрическое ширины и высоты истинного описы-
вающего прямоугольника лица ( wh ), ky – координа-
ты (x, y) особой точки, найденные ГКНС, yk – коорди-
наты (x, y) истинной особой точки (разметка). 
В данной статье для более полной оценки предла-
гаемого алгоритма значение средней ошибки рассчи-
тано как в целом для всех 5 особых точек, так и для 
каждой особой точки отдельно.  
Для оценки алгоритмов поиска особых точек в со-
четании со средней ошибкой обычно указывается по-
казатель средней частоты отказов (failure rate). Если 
евклидово расстояние между предсказанной и истин-
ной особой точкой превышает значение, равное 10 % 
от размера лица, вычисленного как геометрическое 
среднее высоты и ширины описывающего прямо-
угольника лица, то считается, что данная особая точ-
ка найдена с ошибкой. Мы вычисляем среднюю ча-
стоту отказов (показатель failure rate) как процент 
ключевых точек, которые были предсказаны ошибоч-
но. Также для более наглядной оценки работы алго-
ритма поиска особых точек строится кумулятивная 
кривая ошибок. 
2.2. Оценка результатов 
Тестирование проводилось на ряде публичных баз 
для тестирования качества детекторов особых точек: 
AFLW2000, COFW и Menpo2D. Тестовый набор дан-
ных AFLW2000 содержит 2000 изображений, полу-
ченных из основного набора данных AFLW путем 
кадрирования до размера 450×450 пикселей. Изобра-
жения включают лица в различных условиях съемки. 
Тестовый набор данных COFW содержит 507 лиц. 
Тестовый набор данных Menpo2D содержит 5335 
изображений лиц. 
Результаты работы предлагаемого детектора лиц и 
особых точек, в сравнении с двумя известными алго-
ритмами для одновременного обнаружения лиц и по-
иска особых точек (MTCNN и RetinaFace), приведены 
на рис. 3. 
Таким образом, предлагаемый алгоритм превос-
ходит на всех тестовых выборках алгоритм поиска 
лиц и особых точек MTCNN. А также сравним или 
превосходит по качеству алгоритм RetinaFace с 
MobileNet в качестве основной сети. 
Также было протестировано качество работы де-
тектора лиц на известной публичной тестовой выбор-
ке FDDB, содержащей 2845 изображений 5171 лица в 
различных условиях съемки. Результат работы детек-
тора приведен на рисунке. Предлагаемый детектор 
имеет высокий показатель качества согласно ROC- 
кривой, 95,8 % при количестве ложных срабатываний, 
равном 1000 (рис. 4). Пример работы детектора лиц и 
особых точек приведен на рис. 5. 
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Рис. 3. Сравнение на тестовой выборке результатов работы алгоритмов обнаружения лиц и особых точек:  
AFLW2000 (a), COFW (б), Menpo2D (в) (кумулятивная кривая ошибок, гистограмма распределения ошибок  
по каждой из 5 искомых особых точек, средняя частота отказов) 
 
Рис. 4. ROC-кривая ошибок на тестовом  
наборе данных FDDB 
2.3. Время работы алгоритма 
Одной из особенностей предлагаемого алгоритма 
является скорость его работы. В табл. 1 представлено 
среднее время обработки одного изображения форма-
та 640×640.  
При этом следует отметить, что тестирование 
проводилось при размере батча, равном 1, так как это 
соответствует практике применения алгоритмов об-
наружения лиц. 
Заключение 
Таким образом, был разработан детектор лиц и 
особых точек, работающий в режиме реального вре-
мени, позволяющий достигать высокого качества на 
широко известных тестовых выборках для оценки ал-
горитмов поиска особых точек, сравнимый, а по ряду 
метрик превосходящий лидирующие алгоритмы по-
иска особых точек. Отличительной особенностью 
предлагаемого алгоритма является скорость работы, а 
также то, что алгоритм позволяет находить лица и 
особые точки одновременно за один проход ГКНС. 
Алгоритм позволяет обрабатывать до 50 кадров в 
секунду на CPU (в один поток) и более 350 кадров в 
секунду на GPU (при использовании батча, равного 1) 
и, таким образом, является одним из наиболее быстрых 
алгоритмов обнаружения лиц на текущий момент. 
Границы применимости данного алгоритма могут быть 
расширены за счет введения дополнительных возмож-
ностей нахождения бинарных лицевых атрибутов (пол, 
эмоции, наличие очков, усов, бороды). Это является 
предметом дальнейших исследований. 
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Рис. 5. Пример работы предложенного детектора лиц и особых точек на изображениях из тестовой выборки WFLW 
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Abstract  
Facial landmark detection is an important sub-task in solving a number of biometric facial 
recognition tasks. In face recognition systems, the construction of a biometric template occurs ac-
cording to a previously aligned (normalized) face image and the normalization stage includes the 
task of finding facial keypoints. A balance between quality and speed of the facial keypoints detec-
tor is important in such a problem. This article proposes a CNN-based one-stage detector of faces 
and keypoints operating in real time and achieving high quality on a number of well-known test 
datasets (such as AFLW2000, COFW, Menpo2D). The proposed face and facial landmarks detec-
tor is based on the idea of a one-stage SSD object detector, which has established itself as an algo-
rithm that provides high speed and high quality in object detection task. As a basic CNN architec-
ture, we used the ShuffleNet V2 network. An important feature of the proposed algorithm is that 
the face and facial keypoint detection is done in one CNN forward pass, which can significantly 
save time at the implementation stage. Also, such multitasking allows one to reduce the percentage 
of errors in the facial keypoints detection task, which positively affects the final face recognition 
algorithm quality.  
Keywords: biometry, face detection, CNN, landmarks detection, SSD. 
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