In large panels of financial time series with dynamic factor structure on the levels or returns, the volatilities of the common and idiosyncratic components often exhibit strong correlations, indicating that both are exposed to the same market volatility shocks. This suggests, alongside the dynamic factor decomposition of returns, a dynamic factor decomposition of volatilities or volatility proxies. Based on this observation, Barigozzi and Hallin (2016) proposed an entirely non-parametric and model-free two-step general dynamic factor approach which accounts for a joint factor structure of returns and volatilities, and allows for extracting the market volatility shocks. Here, we go one step further, and show how the same two-step approach naturally produces volatility forecasts for the various stocks under study. In an applied exercise, we consider the panel of asset returns of the constituents of the S&P100 index over the period [2000][2001][2002][2003][2004][2005][2006][2007][2008][2009]. Numerical results show that the predictors based on our two-step method outperform existing univariate and multivariate GARCH methods, as well as static factor GARCH models, in the prediction of daily high-low range-while avoiding the usual problems associated with the curse of dimensionality.
Introduction
Decomposing asset returns and risks or volatilities into a common, market-driven, component and an individual, idiosyncratic one, is one of the main issues in financial econometrics, risk management, and portfolio optimization. Well-known theoretical results such as the Asset Pricing Theorem, indeed, show that market-driven risks cannot be diversified away, while individual ones can be eliminated ‡ Supported by the IAP research network grant P7/06 of the Belgian government (Belgian Science Policy). 1 through portfolio diversification. Some of the first econometric illustrations of this are Connor and Korajczyk (1986) for returns and Engle and Marcucci (2006) for volatilities.
The very definition of a market volatility concept, however, calls for the analysis of a large number of individual stocks-typically, a large panel of stock volatility proxies, or a large panel of stock returns (from which volatility proxies are to be extracted)-large enough that it provides a good picture of the entire market. Such an analysis unavoidably runs into the usual challenges associated with high-dimensional observations-here, moreover, with the additional complexities of a time series context, where both auto-and cross-correlations, of all lags, play crucial roles. Since the advent of the "big data" revolution, the analysis of high-dimensional time series has attracted much interest, in conjunction with the surge of activity in the estimation of high-dimensional covariance matrices, and has become one of the most active areas of time series econometrics. A number of procedures have been proposed, of which the so-called dynamic factor model methods, under their various forms (exact, approximate, static, finite/infinite factor spaces, ...) so far have been the most successful.
Essentially, two distinct approaches to the analysis of large panels of volatilities can be found in the literature: (i) the analysis of directly observed series of volatility proxies, and (ii) the estimation of conditional heteroskedastic models for returns.
(i) When the panel under study itself is a large panel of volatility proxies (as realized volatilities or adjusted log-ranges), a factor analysis on such panels is the common way to cope with highdimensionality issues-see Engle and Marcucci (2006) , Barigozzi et al. (2014) , Luciani and Veredas (2015) , or Ghysels (2014) , for recent contributions in that context. But the question then naturally arises of how those volatility proxies have been obtained (presumably, from some unreported primitive large panel of returns). Moreover, a direct analysis of volatility proxies only can tell one part of the story. Indeed, optimizing financial portfolios by minimizing total risk (variance) and maximizing total return, while also taking into account the existence of non-diversifiable market-driven components requires a joint analysis of returns and volatilities.
(ii) Multivariate conditionally heteroskedastic models do provide a unified framework for such joint analysis by defining volatilities as conditional variances of observed returns. Among those models are the multivariate stochastic volatility models by Harvey et al. (1994) , the GARCH-DCC model by Engle (2002) , and the composite likelihood GARCH models by Engle et al. (2008) , 1 to quote only a few. However, being parametric, those models all suffer of the "curse of dimensionality": estimation, even panels of moderate size, rapidly becomes unfeasible. In order to overcome this problem, and in agreement with the Capital Asset Pricing Model (CAPM) idea of a market shock affecting all components of a financial index, factor structures on the returns have been developed jointly with GARCH modelling for the latent factors: see, for instance, Ng et al. (1992) , Harvey et al. (1992) , Diebold and Nerlove (1989) , Van der Weide (2002) , Connor et al. (2006) , Sentana et al. (2008) , or Rangel and Engle (2012) . All those factor models, however, are static, and mainly of the exact type (strictly no idiosyncratic cross-correlations); thus, they do not fully exploit the time series nature of the data. They cannot account for idiosyncratic cross-sectional dependencies, which typically do exist in large datasets; 2 a fortiori, they cannot take into account the idiosyncratic contribution to the total volatility.
In both cases, the relation between returns and market volatility remains (fully or partially) unexplored, hence unexploited. In factor models for volatilities (approach (i)), common factors are interpreted as driving "market volatility" but nothing can be said about their relation to returns, as returns are not included in the analysis. On the other hand, in conditionally heteroskedastic factor models for returns (approach (ii)), volatility factors are typically identified as the conditional standard errors of the return-common factors-a gross oversimplification, as factor models for returns do not carry any information on a possible factor structure for volatilities (see Barigozzi and Hallin, 2016 , for details and empirical confirmation).
A global point of view, with a joint analysis of returns and volatilities in a high-dimensional setting, is therefore highly desirable. Barigozzi and Hallin (2016) propose such an analysis, with a two-step dynamic factor approach of the problem based on the general or generalized dynamic factor model introduced in Forni et al. (2000) : a first dynamic factor model procedure, applied to the panel of returns, is extracting a (double) panel of volatility proxies which, in a second step, is analyzed via a second dynamic factor model procedure. Barigozzi and Hallin (2016) , however, are focused on the objective of recovering volatility market shocks. Here, we go one step further, and show how the same two-step approach, possibly combined with an application of GARCH techniques, naturally produces forecasts of conditional volatilities. Now, (conditional) volatilities are commonly defined as the (conditional) standard errors of returns (conditional on past values). This creates a tension with general dynamic factor models, which are entirely based on L 2 projection techniques, hence deviations from best linear predictors rather than from conditional expectations. These two points of view are usually reconciled (e.g., in ARMA-GARCH models, cfr. Francq and Zakoian, 2004) by imposing strong white noise assumptions on conditionally standardized innovations. Such assumptions are highly ad hoc and unrealistic in the high-dimensional context considered here; moreover, they are quite contrary to the spirit of general dynamic factor models. Rather than imposing such assumptions, we prefer modifying slightly the concept of (conditional) volatility, which we throughout define as square roots of (conditional) expectations of squared linear innovations (that is, squared residuals from L 2 projections). In the present context, that definition, moreover, naturally takes place after the decomposition of returns into common and an idiosyncratic components, yielding two volatilities-one for the common (market-driven) component of returns, and a second one for the idiosyncratic component. See Sections 2 and 3 for details.
In an applied exercise, we consider the panel of asset returns of the constituents of the S&P100 index from 26 th January 2000 through 9 th December 2009-a period comprising the recent Great Financial Crisis-and compare the forecasts produced by our two-step methods with the few feasible alternatives available in the literature: univariate and multivariate GARCH and static factor GARCH models. As a benchmark, we adopt adjusted intra-daily log range, as originally advocated by Parkinson (1980) , and then also by Alizadeh et al. (2002) and Brownlees and Gallo (2010) , among others. Numerical results on different time windows between 2007 and 2009 indicate that the forecasts based on our two-step methods outperform, often quite significantly, all their competitors.
The paper is organized as follows. Section 2 presents the two-step general dynamic factor procedure we are proposing. Section 3 deals with the forecasting problem, and Section 4 provides empirical results for the S&P100 panel. Finally, in Section 5, we conclude and discuss possible extensions.
The method

A two-step general dynamic factor model
The observation we are dealing with is an n × T panel of stock returns or levels, that is, the finite realization of a double-indexed stochastic process, of the form Y := {Y it | i ∈ N, t ∈ Z}, where t stands for time and i for the cross-sectional index identifying the stocks. This n × T panel either can be considered a collection of n observed highly interrelated time series (length T ), or a unique observed time series in dimension n. As both n and T are "large", (n, T )-asymptotics, where both n and T tend to infinity, are considered throughout.
Let Y n := {Y n,t = (Y 1t , Y 2t , . . . , Y nt ) ′ | t ∈ Z} denote the n-dimensional subprocess of Y, and consider the following assumptions.
ASSUMPTION (A1)
. For all n ∈ N, the vector process Y n is strictly stationary, with mean zero and finite variances.
ASSUMPTION (A2)
. For all n ∈ N, the spectral measure of Y n is absolutely continuous with respect to the Lebesgue measure on [−π, π] , that is, Y n admits a spectral density matrix
We say that Y admits a dynamic factor representation with q factors if Y it for all i and t decomposes into a "common" component {X it }, and an "idiosyncratic" component {Z it } such that
(L, as usual, stands for the lag operator), and (i) the q-dimensional vector process u := {u t = (u 1t u 2t . . . u qt ) ′ | t ∈ Z} is orthonormal zeromean white noise;
(ii) the idiosyncratic n-dimensional processes Z n := {Z n,t = (Z 1t Z 2t . . . Z nt ) ′ | t ∈ Z} are zeromean second-order stationary for any n, with θ-a.e. bounded (as n → ∞) dynamic eigenvalues;
(iii) Z kt 1 and u ht 2 are mutually orthogonal for any k, h, t 1 and t 2 ;
(iv) the filters b ik (L) are one-sided and square-summable:
This actually defines the general or generalized dynamic factor model (GDFM), of which all other factor models (in the econometric time series literature) are particular cases; in vector notation, (2.1) also takes the form
For any θ ∈ [−π, π], denote by λ Y;n,1 (θ), . . . , λ Y;n,n (θ) the eigenvalues (in decreasing order of magnitude) of Σ Y;n (θ); the mappings θ → λ Y;n,i (θ) are Y n 's dynamic eigenvalues. The GDFM decomposition (2.1) can be identified by means of the following assumption.
ASSUMPTION (A3).
For some q ∈ N, the qth dynamic eigenvalue of Σ Y;n (θ), λ Y;n,q (θ), diverges as n → ∞, θ-a.e. in [−π, π] , while the (q + 1)th one, λ Y;n,q+1 (θ), is θ-a.e. bounded.
More precisely, we know from Forni et al. (2000) and Forni and Lippi (2001) that, given Assumptions (A1) and (A2), Assumption (A3) is necessary and sufficient for the process Y to admit the dynamic factor representation (2.1). 3 Hallin and Lippi (2014) moreover provide very weak primitive conditions under which (2.1), hence Assumption (A3), holds for some q < ∞.
The decomposition (2.2) of Y n induces (with obvious notation) decompositions Γ Y;n,k = Γ X;n,k + Γ Z;n,k and Σ Y;n (θ) = Σ X;n (θ) + Σ Z;n (θ) of Y n 's cross-covariance and spectral density matrices Γ Y;n,k := E[Y n,t Y ′ n,t−k ] and Σ Y;n (θ), respectively.
Since Y n decomposes into two components X n and Z n (to avoid confusion in the sequel, we call them " level-common" and "level-idiosyncratic") , where X n is driven by the q-tuple {u t } of common or market shocks, and Z n is orthogonal to the same, two distinct sources of volatility are to be expected: the volatility originating in the shocks driving the level-common components X n (volatility of level-common components), and the volatility originating in the shocks driving the levelidiosyncratic components Z n (volatility of level-idiosyncratic components).
The analysis of volatilities, traditionally, is based on the autocovariance structure of some nonlinear transform of innovation processes-something the factor model decomposition (2.1) at first sight does not provide. For the common component X n , however, such residuals can be obtained from recent results by Forni and Lippi (2011) and Forni et al. (2015b,a) . As for the idiosyncratic components Z n , since they are only mildly cross-correlated, componentwise residuals, without much loss of information, can be obtained via univariate AR fitting: (see Forni et al., 2005; Luciani, 2014; Luciani and Veredas, 2015) . 4 Assume, without loss of generality and for the simplicity of notation, that n is an integer multiple of (q+1), that is, n = m(q+1) for some m ∈ N. Forni and Lippi (2011) and Forni et al. (2015b) show that, under Assumptions (A1)-(A3) and the mild additional condition of a rational spectrum, there exist an m(q +1)×m(q +1) block-diagonal matrix of one-sided filters A n (L) with m blocks A (i) (L) of dimension (q + 1) × (q + 1) such that the VAR operators (I n − A n (L)) are fundamental for X n , and a full-rank n × q matrix of constants H n such that Y n admits a VAR representation of the form
where Z n := (I n − A n (L)) Z n,t is idiosyncratic, i.e. only has θ-a.e. bounded (as n → ∞) dynamic eigenvalues. The form of the extreme-right-hand side of (2.3) is of particular importance. It shows, indeed, that the filtered panel (I n − A n (L)) Y n,t , where the AR filters in A n (L) can be estimated via (q + 1)-dimensional AR fitting, admits a static factor model representation: the common shocks u t in (2.3) indeed are loaded statically via the matrix loadings H n . Those shocks, their loadings, and the Z n,t ,'s therefore can be recovered from the observations by means of traditional static factor methods-as described, for instance, by Stock and Watson (2002) or Bai and Ng (2002) 
Denote by e := {e it := (H n u t ) i | i ∈ N, t ∈ Z} the double-indexed process of those levelcommon residuals. The n-dimensional (but singular, being the n-dimensional linear transform of a q-dimensional white noise) subprocess e n := H n u of e is the innovation process of Y n 's common component X n , hence is zero-mean second-order white noise. Here and throughout, linear innovation or innovation is to be understood in a linear, L 2 context: e n is thus the difference between X n and its projection onto its own past-which coincides with its projection onto the past of Y n since Z n (hence also Z n ) is orthogonal (all leads and lags) to X n :
4 Sparse VAR fitting is a feasible alternative, which we did not consider here.
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where the notation Proj X t−1 denotes projection onto the Hilbert space spanned up to time (t − 1) by the X nt 's (equivalently, the Hilbert space spanned up to time (t − 1) by u or by e n ). The conditional expectation of e 2 it is what we define here as the squared volatility of level-common component X it :
Note that (in the absence of further assumptions) V 2 X;it|t−1 here is not a conditional variance, as the conditional mean of e it , unlike the unconditional one, needs not be zero. Nor is it an expectation conditional on the past of Y n -unless X n and Z n are assumed to be independent (which is the type of assumption the AR-(G)ARCH literature typically makes). Nevertheless, being the square root of the conditional expectation of the squared deviation of X it from its best L 2 predictor, V X;it|t−1 , in the L 2 context of dynamic factor models, fully qualifies as a volatility concept.
As for the Z it 's, being idiosyncratic, they are only mildly cross-correlated, and a componentwise residual analysis only overlooks negligible information. We therefore assume, for each { Z it | t ∈ Z}, a univariate AR representation, of the form
where the AR filters c i (L) are one-sided, square-summable, and such that the roots of c(z) = 0 all lie outside the unit disc. 5 Denote by v := {v it | i ∈ N, t ∈ Z} the corresponding double-indexed process of residuals: the v it 's are zero-mean second-order white noise, and constitute the univariate innovations of the level-idiosyncratic components Z it . The corresponding n-dimensional subprocess is denoted as
By univariate innovation here, we mean that {v it } is the (linear) innovation of Z it considered as a univariate process, the past of which, typically, is a strict subspace of that of Z n,t
where the notation Proj
t−1 denotes projection onto the Hilbert space spanned up to time (t − 1) by the Z it 's. The conditional (on the past until
it is what we define here as the squared volatility of Y it 's idiosyncratic component
(2.6)
Actually, that squared volatility is an approximation to the expectation of v 2 it conditional on the past until (t − 1) of the n-dimensional vector process Z n .
At this point, one could think of recombining the two mutually orthogonal shocks affecting each individual return, and proceed with a volatility analysis of the n × T panel of (e it + v it )'s. Merging those two sources of volatility is not good statistical practice, though, as the couples (e it , v it ) clearly carry more information than the sums (e it + v it ). As in Barigozzi and Hallin (2016) , we therefore proceed with a joint volatility analysis of the two n × T panels at hand.
Classical volatility analyses are based on the autocovariance structure of volatility proxies-some non-linear transform of the residuals resulting from some second-order fit. Define, for any fixed i ∈ N, the level-common and level-idiosyncratic log-volatility proxies
(2.7)
5 Sparse or low-dimensional VAR representations are also a possibility.
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The advantage of logarithmic proxies over squared residuals lies in the fact that they can be analyzed via additive factor models without imposing any tricky positivity constraints (see also Engle and Marcucci, 2006 , for a similar definition). Just as the original observations, the s it 's and w it 's constitute double-indexed processes s and w, hence, for finite n and T , two n × T panels s n := {s n,t = (s 1t , s 2t , . . . , s nt ) ′ | t ∈ Z} and w n := {w n,t = (w 1t , w 2t , . . . , w nt )
As n is large, a dynamic factor model approach again naturally enters the picture. If the two panels (2.7) and (2.7) are to be analyzed via general dynamic factor model techniques, we need the existence of spectral densities, with q s and q w exploding eigenvalues, respectively.
ASSUMPTION (B1). The second-order moments E[s 2
it ] and E[w 2 it ] are finite for all i ∈ N and, for all n ∈ N, the spectral densities of s n and w n are absolutely continuous with respect to the Lebesgue measure over [−π, π] , that is, s n and w n admit spectral density matrices, Σ s;n (θ) and Σ w;n (θ), respectively, for θ ∈ [−π, π].
ASSUMPTION (B2).
1. There exists q s ∈ N such that the q s th eigenvalue λ s;n,qs (θ) of
2. There exists q w ∈ N such that the q w th eigenvalue
, while the (q w + 1)th one, λ w;n,qw+1 (θ), is θ-a.e. bounded.
As argued in Hallin and Lippi (2014) , such an assumption is extremely natural and mild: why would a data-generating process with "unbounded complexity"-a weird system with increasingly many exploding dynamic eigenvalues-provide a good approximation to the finite-(n, T ) situation under study? Assumptions (B1) and (B2) jointly imply that each of the two panels of log-volatility proxies admit a dynamic factor representation with q s and q w common shocks, respectively. Barigozzi and Hallin (2016) show that this is empirically justified for the financial data considered in this paper, with, moreover, q s = q w = 1.
The fact that q s = q w = 1 implies a degenerate block structure which considerably simplifies the analysis described (for general q s and q w ) in Hallin and Liška (2011) and Barigozzi and Hallin (2016) :
, we have the decompositions 9) or, with obvious vector notation,
10)
such that the same properties (i)-(v) of decomposition (2.1) hold. The ε t 's here are the linear innovations of the χ s;n,t 's and the χ w;n,t 's. 6 Moreover, those univariate shocks ε t naturally qualify as the market volatility shocks, and their impact on volatilities (estimation of impulse-response functions, etc.) is studied in detail in Barigozzi and Hallin (2016) . Here instead we focus on the estimation of the four components arising from (2.10)-(2.11), which we then use for computing multi-period ahead volatility forecasts for the common and the idiosyncratic components of each individual stock return in the original panel.
Estimation
A superscript T is used for estimated quantities, as opposed to population ones. While in Barigozzi and Hallin (2016) we considered estimation for arbitrary numbers of factors in returns and volatilities, here we limit ourselves to the simpler case of one factor in all panels as suggested from the empirical application in Section 4.
Step 1: estimating the level-common and level-idiosyncratic shocks
Estimation of the level-common and level-idiosyncratic innovations is in six steps.
(i) Start with the lag-window estimator of the spectral density matrix of the returns
is the kth lag estimated autocovariance of returns and K(·) a suitable (see Forni et al. (2015a) for details) kernel function with bandwidth
(ii) The estimates of the spectral density matrices of the level-common component process X n and the level-idiosyncratic one Z n are (p * stands for the transposed complex conjugate of p)
respectively.
(iii) By classical inverse Fourier transform of Σ T X;n (θ), estimate the autocovariances Γ T X;n,k , k ∈ Z of the level-common components.
(iv) Assuming, for simplicity, that n = 2m for some m ∈ N, consider the m diagonal 2×2 blocks of the Γ T X;n,k 's. From each block, estimate (via standard AIC or BIC, then Yule-Walker methods) the order, and the coefficients, of a 2-dimensional VAR model. This yields, for the ith diagonal block, an estimator ) provides an estimate e T n of the level-common innovation process e n . Note that separate identification of H T n and u T such that e T n = H T n u T is not required (although possible; see Barigozzi and Hallin, 2016 , for details).
(vi) The estimator of the idiosyncratic component Z n is then Z T n :
Fitting a univariate AR model (the order of which identified via standard AIC or BIC methods) to each of the n components of Z T n , denote by v T n the resulting n × 1 vector of residuals.
The results of Forni et al. (2015a) establish the consistency, as n, T → ∞, of all those estimators. Note that the cross-sectional ordering of the panel has an impact on the selection of the 2-dimensional blocks in step (iv). Each cross-sectional permutation of the panel would lead to distinct estimators e T n and v T n sharing the same asymptotic properties. These estimators can then be aggregated into a unique one by simple averaging (after an obvious reordering of their components). Although considering all n! permutations is clearly unfeasible, in practice, as stressed by Forni et al. (2015a) , a few of them are enough to deliver stable averages (which therefore are matching the infeasible average over all n! permutations). In Section 4, we repeat steps (iv)-(v) 100 times over randomly generated permutations.
Step 2: recovering the market volatility shocks
The estimated innovations e T n and v T n obtained in are the starting point of the blockfactor analysis of Step 2, itself consisting of two parts.
(viii) From the components of e T n and v T n , compute the estimated and centered log-volatility proxiess T n andẘ T n as in (2.7).
(ix) Repeat steps (i)-(vi) of Section 2.2.1, on the 2n-dimensional joint panel η T 2n of centered logvolatility proxiess T n andẘ T n resulting from (viii). 7 That involves a lag-window estimator
,t−|k| is the kth lag empirical autocovariance of the 2n × 1 vector of log-volatility proxies and K(·) a suitable kernel function with bandwidth M T which will depend also on the bandwidth B T of step (i) of Section 2.2.1.
Step (iv) (performed on η T 2n,t ) produces a 2n-dimensional block-diagonal VAR operator (with n two-dimensional diagonal blocks) of the form
Step (vi) eventually yields estimated common components of the log-volatility proxies 8
where H T s;n and H T w;n are n × 1, and ε T is scalar. Here again, full identification of the shock ε T is not required. The estimated idiosyncratic components of the log-volatility proxies then are
As already mentioned, the consistency, as n and T tend to infinity, of all estimators derived in this section is carefully established in Forni et al. (2015a) , where they are computed from observed data. Here, those estimators are based on the estimated log-volatility proxies s T n and w T n obtained in Section 2.2.1. A formal consistency proof thus is needed which, with consistency rates, is the subject of ongoing research.
Forecasting
The factor decomposition (2.8)-(2.9) for the s it 's and w it 's yields, for the squared innovations of the level-common and level-idiosyncratic components, the multiplicative factor models
7 Namely, η T it , i = 1, . . . , 2n is eithers T jt orẘjt for some j = 1, . . . , n. 8 Due to block-diagonality, inverting the VAR filters only requires the inversion of two-dimensional VARs.
Those squared innovations thus each consist of a product of two components (namely, exp χ s;it and exp ξ s;it for e 2 it , exp χ w;it and exp ξ w;it for v 2 it ) and a scale factor. Hence, we have four components containing information on volatilities, to be taken into account in the construction of volatility predictions.
To this end, we propose two approaches. The first one (Section 3.1) is entirely based on the factor models discussed in the previous sections: from these, we build linear predictors of log-volatility proxies, to which we apply the exponential transformations (3.1)-(3.2) to compute predictions of the level-common and level-idiosyncratic squared innovations e 2 it and v 2 it , respectively, that can be interpreted as squared volatility forecasts.
In the second approach (Section 3.2), we combine our two-stage general dynamic factor model with a heuristic application of GARCH techniques: 9 after computing the transformations as in (3.1) and (3.2), we fit a GARCH model on each of the four components exp χ s;it , exp ξ s;it , exp χ w;it , and exp ξ w;it . Details are provided in Sections 3.1 and 3.2; both approaches, along with some competitors, are implemented in the empirical exercise of Section 4.
Prediction of squared volatilities (approach 1)
From representations (2.8) and (2.9), and using similar notation as in Section 2.1, we obtain the linear predictors 4) where the sums are truncated at some pre-selected lags k * and h * , and the coefficients d s;ik and d w;ik are the coefficients of the impulse-response functions d s;i (L) and d w;i (L), respectively. Up to the truncation, χ s;i,t+1|t and χ w;i,t+1|t constitute optimal one-period ahead linear predictors, in the Hilbert spaces spanned up to time t by log(e 2 it ) and log(v 2 it ), of χ s;i,t+1 and χ w;i,t+1 . Moreover, when restricted to χ s;t+1 or χ w;t+1 , the projections in (3.3)-(3.4) also coincide with the projections onto the past up to time t of (s n,t , w n,t ).
Next, with little loss, the idiosyncratic components ξ s;it and ξ w;it of the log-volatility proxies can be modeled separately as univariate AR processes (as we did in Step 1 of estimation for the levelidiosyncratic ones). This yields "univariate" linear predictors (in the sense of Section 2.1) 6) where the orders ℓ * i and m * i are determined, for example, via BIC.
From (3.3)-(3.5) and (3.4)-(3.6), and using transformations (3.1)-(3.2), we construct predictions of the level-common and level-idiosyncratic squared innovations e 2 i,t+1 and v 2 i,t+1 as e 2 i,t+1|t := exp χ s;i,t+1|t + ξ s;i,t+1|t + E[s it ] , i ∈ N, t ∈ Z, (3.7)
In the finite-sample case, when observing a sample of length T for n time series, after replacing the expectations E[s it ] and E[w it ] with the corresponding sample means, and the exact coefficients d s;ij , d w;ij , ψ s;ij and ψ w;ij with estimated ones, the above expressions yield one-period ahead forecasts e 2 T i,T +1|T and v 2 T i,T +1|T of squared innovations. Those forecasts can then be recombined into a single forecast for each individual stock. Indeed, since e i,t+1 and v i,t+1 are mutually orthogonal, it is natural to add up the predictions:
This approach can of course be straightforwardly generalized to any multi-period ahead forecast. From
Step 2 of estimation, the estimators of the market shocks ε t and the coefficients d in (3.3) and (3.4) are readily available, thus the linear predictors (3.3)-(3.4) can be immediately computed. On the other hand, estimation of the ψ coefficients in (3.5)-(3.6) requires an additional step involving n univariate estimations. Moreover, since log-volatilities are known to display long-memory, a possible alternative model to consider is the univariate heterogeneous AR (HAR) model by Corsi (2009) from which linear predictors can be computed in a very similar way.
Some caveats are in order, though. First, let us recall that e 2 it and v 2 it are just squared linear innovations-not squared deviations from conditional expectations. Hence, their expectations are not conditional variances, unless Gaussian assumptions or strong white noise assumptions on the noise driving the AR representations of ξ s;it and ξ w;it are made. Moreover, unless a further assumption is made that idiosyncratic returns are mutually strictly orthogonal, v 2 it only takes into account the univariate past of Z it ; a similar remark holds for ξ s;i,t+1|t and ξ w;i,t+1|t . Such assumptions, which are of the same nature as those underlying classical VARMA-GARCH models, are quite unlikely to hold in this context, and contradict the spirit of factor model methods. Therefore, we will refrain imposing them. Second, the optimality properties of e 2 i,T +1|T and v 2 i,T +1|T as predictors of e 2 i,T +1 and v 2 i,T +1 , of the linear L 2 type, hold in the space of their log-transforms, and do not resist exponentiation. For all those reasons, the forecasts proposed here should be considered somewhat heuristic. Heuristic as they may be, however, their performance quite often appears to be better than their competitors' when dealing with real data: see Section 4.
Prediction of squared volatilities (approach 2)
The volatility forecasts developed in Section 3.1 are based on L 2 features in the space of the logtransforms log e 2 i,t+1 and log v 2 i,t+1 . As an alternative, one may prefer combining the factor approach with GARCH techniques-much in the spirit of the factor GARCH models considered in the literature 10 , but exploiting the more elaborate two-step dynamic factor method developed here.
For each of the four quantities appearing in (3.1)-(3.2), we can think of a conditional heteroskedastic GARCH dynamic scheme of the form exp (χ s;it ) = ω s;it ν 2 s;it , exp (ξ s;it ) = h s;it ǫ 2 s;it , i ∈ N, t ∈ Z (3.10)
exp (χ w;it ) = ω w;it ν 2 w;it , exp (ξ w;it ) = h w;it ǫ 2 w;it , i ∈ N, t ∈ Z (3.11) with β w;i,ℓ ω w;i,t−ℓ , i ∈ N, t ∈ Z, (3.14)
where the orders (p i , q i ), (p * i , q * i ), (p i ,q i ), and (p * i ,q * i ) can be determined, for example, via BIC. The standard GARCH assumptions with the addition of independence of the common and idiosyncratic components of the volatility panel here would take the form ASSUMPTION (C). The processes ν s;i , ǫ s;i , ν w;i , ǫ w;i are i.i.d. with mean zero and unit variance. Moreover, ν s;i and ǫ s;j , ν w;i and ǫ w;j , ν s;i and ν s;j , ν w;i and ν w;j , ǫ s;i and ǫ s;j , and ǫ w;i and ǫ w;j , respectively, are mutually independent at all leads and lags for any i, j ∈ N.
Those assumptions, clearly, are ad hoc: independence, as a rule, is unnatural in the L 2 framework of factor models, which are entirely based on second-order moments. A heuristic application of the estimation techniques derived from those assumptions nevertheless yields forecasts that work quite well, and, in the empirical exercise of Section 4, outperform all existing methods.
Denote by E X t−1 the conditional expectation given the past until (t − 1) of X n : the conditioning space thus contains the past values of all ν s;i 's and all ǫ s;i 's. Then, under Assumption (C), (3.1), (3.10), and the GARCH specifications (3.12)-(3.13), the squared volatility of the level-common component is (see (2.4)) 11 , using Assumption (C) in the derivation of the last equality 12 ,
Following the same reasoning, and under the same conditions, (3.2), (3.11), (3.14) and (3.15) yield, for the squared volatility of the level-idiosyncratic component (see (2.6)),
where E e Z i t−1 stands for the conditional expectation given the past until (t − 1) of Z i . This, as explained in Section 2.1, provides an approximation of the conditional expectation given the past until (t − 1) of Z n -unless of course an unrealistic exact factor structure for the returns is imposed.
11 Note that, by construction, ωs;it only depends on ν s;i,t−k , k > 0; analogously, hs;it only depends on ǫ s;i,t−k , k > 0. 12 Without Assumption (C), the term E When observing a sample of length T for n time series, and after replacing expectations with sample means and parameters with their estimators, the right-hand sides of (3.16) and (3.17) constitute heuristic one-period ahead predictors of squared volatilities which we denote as V 2 T X;i,T +1|T
and V 2 T Z;i,T +1|T . As before, these two predictions can be recombined into a unique forecast
This approach of course straightforwardly generalizes to any multi-period ahead forecast. The parameters in (3.12)-(3.15) are classically estimated by Gaussian Quasi Maximum Likelihood (Bollerslev, 1986) computed from the estimated common and idiosyncratic components of logvolatility proxies obtained in Section 2.2.2. Due to the symmetry of the standard GARCH model, we do not need information about the sign of innovations. On the other hand, if we were to consider leverage effects and therefore asymmetric GARCH specifications, as, for instance, the TARCH model by Zakoian (1994) , the sign of the return process would be needed; in this case, we could use the sign of the estimated level-common and level-idiosyncratic residuals, respectively, which are available from Section 2.2.1.
Let us stress once more that we do not require Assumption (C) to hold, so that our approach essentially is a heuristic one. An asymptotic study, on the model of, e.g., Francq and Zakoian (2004) or Hafner and Preminger (2009) , could be performed by imposing, on top of (3.10)-(3.11) and (C), mutually independent v it 's (hence an exact factor structure). Again, such assumptions are extremely strong and unrealistic, and are not in line with the spirit of the general dynamic factor approach; we will not make them, and prefer an empirical evaluation of our forecasts. Such evaluation is provided in Section 4, and looks quite favorable.
Forecasting the volatility of S&P100
As an application, we consider the panel of stocks, based on daily adjusted closing prices, used in the construction of the Standard & Poor's 100 (S&P100) index. Since we are interested in forecasting volatilities during the Great Financial Crisis, we limit our study to daily log-returns from 26 th January 2000 to 9 th December 2009. We have thus an observation period of 2500 days. Since not all constituents of the index were traded during the observation period, we end up with a panel of n = 90 time series. 13 We estimate the factor models for returns and volatilities as described in Section 2.2. In accordance with the results from the Hallin and Liška (2007) criterion, we set q = q s = q w = 1. The VAR orders of the 2-dimensional blocks in both estimation steps, and the AR orders for the levelidiosyncratic components are selected by means of BIC. 14 From this, as explained in Section 3, we can build forecasts in two ways. First, as in Section 3.1, we compute forecasts of the common and idiosyncratic components of log-volatility proxies. The truncation lags for the common components forecasts (3.3)-(3.4) were set to k * = h * = 20, while for the idiosyncratic components the AR orders ℓ * i and m * i in (3.5)-(3.6) were chosen via BIC. Alternatively, we also adopt HAR specifications for all components, thus taking into account possible long-memory, as suggested by Corsi (2009) . We then obtain forecasts of squared volatilities according In each row we report the cross-sectional mean and standard deviation (in parentheses) of the estimated parameters of the GARCH models for the conditional variances. We also report the mean and standard deviation of persistences defined as the sum of the two parameters.
to the two approaches described in the previous section. In particular, we have the combined forecasts E T Y;i,T +h|T as defined in (3.9). Multi-period ahead forecast are also defined straightforwardly. In a second exercise, we estimate, as in Section 3.2, GARCH models for (3.10)-(3.11). Given a sample of length T , we then obtain four sets of estimators, ω T s;it , h T s;it , ω T w;it , and h T w;it . GARCH orders are selected by BIC, which mostly yields GARCH(1,1) models. Therefore, in Table 1 , we report some descriptive statistics of the estimated parameters when considering a GARCH(1,1) model for all series. In particular, it is interesting to look at the values of the cross-sectional average persistence (defined as the sum of the GARCH parameters) in each panel of estimated volatilities. We see that parameter estimates for the level-common volatilities, ω T s;it and h T s;it , and level-idiosyncratic idiosyncratic volatilities, h T w;it , display the typical behavior of GARCH models with average persistence very close to one. If we look at cross-sectional standard deviations of persistence, the panel h T w;it , which is idiosyncratic both for levels and volatilities, seems to be quite heterogeneous. On the contrary, the panel ω T s;it , which is common to levels and volatilities, is highly homogeneous. Finally, the levelidiosyncratic common volatility presents an exception, with lower persistence, 0.61 on average, thus indicating a faster mean reversion in conditional variance with respect to the three other panels.
From (3.12)-(3.15), we build four sets of one-period ahead forecasts: ω s;i,T +1|T , h s;i,T +1|T , ω w;i,T +1|T , and h w;i,T +1|T . These forecasts are then recombined using (3.16), (3.17), and (3.18), yielding the squared volatility forecast V 2 T Y;i,T |T +1 . Multi-period ahead forecast are also defined straightforwardly.
Following standard practice, for each series i = 1, . . . , n, we compare conditional variance forecasts with the adjusted intra-daily log range, defined by Parkinson (1980) as ρ it := (log p high;it − log p low;it ) 2 4 log 2 , i = 1, . . . , n, t = 1, . . . , T, (4.1)
where p high;it and p low;it denote the maximum and the minimum prices of stock i on day t, respectively. It has been shown by Alizadeh et al. (2002) and Brownlees and Gallo (2010) that theoretically, numerically, and empirically the adjusted intra-daily log range is a highly efficient volatility proxy robust to microstructure noise and hence at least equally as good as more sophisticated alternatives such as, for example, realized volatilities (Andersen et al., 2003) . We repeat estimation and forecast of the model 500 times corresponding to the 500 days in the period from 14 th December 2007 to 9 th December 2009, thus including the Great Financial Crisis. Each forecast is computed from the estimation on a rolling sample of T = 2000 observations. We consider h-period ahead forecasts with h = 1, 2, 5, 10. We compute three different forecasts based on our model: (i) the squared innovations forecast E Y;i,T +h|T , as defined in (3.9) and based on HAR dynamics, 15 (ii) the total squared volatility forecast V 2 Y;i,T +h|T , as defined in (3.18), and (iii) the market squared volatility forecast, (ω s;i,T +h|T + ω w;i,T +h|T ), which can be computed directly from (3.12)-(3.14).
In addition, we also consider the following three competitor models, taken from the classical literature:
(iv) componentwise univariate GARCH, (v) multivariate composite likelihood vech-GARCH, and (vi) static factor GARCH models.
The univariate GARCH in (iv) is performed on the residuals of univariate AR models estimated on each individual series. The vech-GARCH in (v) is estimated by means of composite maximum likelihood as in Engle et al. (2008) and is the only multivariate GARCH model able to cope with the high-dimensionality of the dataset at hand, since classical models, as for example BEKK (Engle and Kroner, 1995) or DCC (Engle, 2002) , cannot be estimated in a reasonable amount of time (convergence of the maximization algorithm of these models moreover seems problematic even when based on a composite likelihood). Finally, the static factor GARCH model in (vi) is in the spirit of Diebold and Nerlove (1989) , Van der Weide (2002) , Alessi et al. (2009) , and Aramonte et al. (2013) : in a first step, r factors are extracted by means of static principal components (as in Stock and Watson, 2002 , for instance); in a second step, an AR-GARCH model is adjusted to each estimated principal component. 16 The number r of static factors is selected by means of the criteria of Bai and Ng (2002) or Alessi et al. (2010) ; both criteria identify three static common factors. However, estimating more than one factor might imply a larger estimation error in the second step, and we therefore also consider the case of a single common factor. Finally, we also estimate univariate AR-GARCH models for the idiosyncratic component of the static model. 17 We know from Patton (2011) that the use of a conditionally unbiased, but imperfect, conditional variance proxy (as the adjusted intra-daily log range used here) can lead to undesirable outcomes in standard methods for comparing conditional variance forecasts. To assess the relative forecasting performances of various methods, a loss function must be chosen such that the ranking of competing forecasts is robust to the presence of noise in the volatility proxy. The root-mean-squared-error (RMSE) satisfies this property and, for the total squared volatility forecast (3.18), is defined as
15 Results based on AR specifications are very similar. 16 The results are unaffected if we estimate the model using the various versions of Kalman filter proposed by Diebold and Nerlove (1989) , Harvey et al. (1992) , and Sentana et al. (2008) . 17 Results are very similar when we assume homoskedastic idiosyncratic components.
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where ρ it is given in (4.1) and τ is the out-of-sample size considered. For all forecasts built from the models listed under (i)-(vi), we report, in Tables 2, 3, To fully appreciate the performance of the different forecasting methods in Figure 1 , we show the distribution of relative RMSEs across all series and computed on rolling windows of τ = 20 days.
To conclude, in Figures 2 (financial sector) and 3 (other sectors), we compare, for selected stocks, our one-period ahead total conditional variance forecasts V 2 Y;i,T +1|T with the forecasts resulting from a static factor GARCH model-which, according to the results presented, seems to be the best competitor. Forecasts are plotted together with the adjusted intra-daily log range. Inspection of results reveals that, overall, we tend to outperform all competing models considered in regard to the total squared volatility forecast V 2 Y;i,T +h|T and sometimes also when considering the squared innovations forecasts E Y;i,T +h|T . In detail, when focussing on different time windows, we notice that our method strongly outperforms the others during periods of relative quiet in the market while during crisis it tends to be slightly worse than the static factor GARCH model. A possible explanation could be that, due to the high collinearity and lesser persistence (caused by continuous and abrupt fluctuations in the market) of the series under consideration during the Financial Crisis, comovements can easily explained with just one principal component as in the static factor GARCH with one factor. On the other hand, during quieter periods, the role of idiosyncratic returns and volatilities becomes important, and our model seems to better disentangle those dynamics specific to the single series from those related to the market. Summing up, our losses with respect to other models are limited during periods of high volatility while our gains are quite substantial in the other periods and therefore, over all days considered, our approach delivers a better performance both on average across stocks and for many individual stocks-in particular, the Financial ones.
Conclusion
In this paper, we propose a two-step general dynamic factor method for the analysis of financial volatilities in large panels of stock returns. Our focus throughout is to produce measures of squared innovations and of their conditional mean as proxies of squared volatilities and to produce multiperiod ahead forecasts of the same. In a previous paper, we showed that the decomposition into "common" and "idiosyncratic" component of the returns does not necessarily coincide with the corresponding decomposition for volatilities, in the sense that level-idiosyncratic components, just as much as the the level-common ones, are affected by market volatility shocks (Barigozzi and Hallin, 2016) . Here, based on this finding, we propose a "divide and rule" analysis of volatilities by decomposing them into four different components: common and idiosyncratic of level-common innovations and common and idiosyncratic of level-idiosyncratic innovations. In Section 4 we show that, for the assets composing the S&P100 index, GARCH forecasts based on those four components are generally better than univariate and other factor based forecasts when compared with the adjusted intra-daily log range. Median for our model (red) and static factor GARCH with one factor (black) with related 25 th and 75 th percentiles.
The present framework can be extended in many directions of potential interest in financial econometrics and risk management. In particular, two extensions are under study: (i) the construction of conditional prediction intervals for returns, providing estimated conditional Value at Risk values, and (ii) the estimation of optimal portfolios in the Markowitz sense. For each stock we report, for h-period ahead forecast with h = 1, 2, 5, 10, the RMSE (relative to univariate GARCH forecasts) for our two approaches and for the static factor GARCH model. See the Appendix for tickers' definitions. One-period ahead forecasts of squared volatility obtained from our model (red) and from a static factor GARCH with one factor (black) for selected stocks from the financial sector, along with the observed adjusted intra-daily log range (light grey). See Appendix for tickers' definitions. One-period ahead forecasts of squared volatility obtained from our model (red) and from a static factor GARCH with one factor (black) for selected stocks from the financial sector, along with the observed adjusted intra-daily log range (light grey). See Appendix for tickers' definitions.
