The multi-scale turbulence approach is useful in predicting mean flows in problems containing complex turbulent structures that are otherwise unattainable using standard Reynolds-averaged Navier-Stokes models. In crossflow simulations using the multi-scale turbulence approach, modifying the sub-filter turbulent mass diffusion based on the resolved field was useful in simulation of normal injection with coarser grids. Inclined injection angles are commonly evaluated for improved mixing performance; this work is therefore aimed at assessing the multi-scale approach with inclined injection in supersonic crossflow. Reynolds-averaged Navier- 
Nomenclature
= heat capacity at constant pressure = generalized coefficient for numerical viscosity estimation = Smagorinsky constant = injector inner diameter = diffusion vector for species = total specific energy of the mixture = total specific enthalpy of the mixture = second blending function, Menter 
I. Introduction
UPERSONIC crossflow analysis is needed to understand the physics behind supersonic combustion occurring in scramjet engines. Because the residence time of the flow in the combustor is often on the order of chemical time scales, it is of utmost importance for the fuel and oxidizer to be mixed quickly. It is necessary to gain better understanding of the effect of different fuel injection configuration and combustor geometries on the mixing process in order to achieve desirable designs for scramjet engines.
Reynolds-averaged Navier-Stokes (RANS) based approaches have shown some success in understanding the mechanics of supersonic cross flows. Tam et al. 1 used RANS based methods with Menter Shear Stress Transport (SST 2 ), Menter baseline (BSL 2 ), and Wilcox -3 turbulence models to simulate the experiments of Gruber et al. [4] [5] [6] . It was shown that the Wilcox -model performed the best of all three; however, in all the models tested the fuel penetration height was over predicted by up to 25%. Palekar et al. 7 obtained better correlations with penetration heights with a 4.7 million cell grid using the commercial computational fluid dynamics (CFD) code GASP. The Wilcox -turbulence model was also utilized for turbulence closure. Coarser grids did not sufficiently resolve the flow and spanwise fuel penetration significantly deviated from the experiment. Maddalena et al. 8 used theWilcox turbulence model to simulate an aeroramp injection scheme as well as transverse injection of sonic helium American Institute of Aeronautics and Astronautics 3 into air. Total pressure loss for transverse injection was shown to be greater than of normal injection configuration with the computational results not correlating well with the experiment.
As stated by many researchers [9] [10] [11] , there are some obvious limitations to RANS models when applied to unsteady problems because they tend to be overly dissipative (predicting higher eddy viscosity and damping the unsteady motion of the fluid). The crossflow problem usually involves large scale unsteady turbulent structures, density gradients, and shock boundary layer interactions as evident by experimental findings [4] [5] [6] . These phenomena are difficult to capture correctly with standard RANS approaches and may benefit from methods capable of resolving turbulent structures such as Direct Numerical Simulation (DNS) or Large Eddy Simulation (LES). LES is capable of capturing the large scale turbulent structures, and while not as computationally expensive as DNS, it is impractical for use in the supersonic crossflow problem because a prohibitively large number of grid points must be used to resolve the boundary layer. Recently, Kawai and Lele 12 conducted a LES of sonic injection into a supersonic crossflow and showed key physics of the jet mixing in supersonic crossflow such as clockwise and counterclockwise rotating strong counter-rotating vortices, a pair of U-shaped counter rotating vortices. To reduce the expense of the computations, the Reynolds number was lowered by a factor of six, relative to the experiment 13 but the boundary layer thickness upstream of jet injection was matched.
Detached eddy simulation (DES) 11 and hybrid RANS/LES methods, where RANS is used at the wall boundary and LES is used elsewhere, has shown a great promise in the solution of supersonic crossflow problem. Peterson et al.
14 used a DES model based on Spalart-Allmaras one equation turbulence model to simulate supersonic cross flow experiments conducted at Virginia Polytechnic University. DES compared favorably to the experiment with results superior to RANS. Boles et al. [15] [16] [17] simulated Gruber et al. [4] [5] [6] air and helium injection cases as well as ethylene injection case conducted at Air Force Research Laboratory (AFRL) and reported by Lin et al. 18 . In all cases time averaged hybrid results were superior to RANS quantitatively and qualitatively when compared to experimental injectant distribution.
In an effort similar to hybrid RANS/LES, Hassan et al. 19 used the multi-scale turbulence approach to reduce the eddy viscosity in SST turbulence model 2 . They were able to capture large scale turbulent structures showing remarkable improvement in the simulation of Lin et al. 18 over the RANS approach. Grid refinement studies on adapted unstructured grids showed that very fine grids are needed to resolve enough turbulent scales to reach any form of grid independence. This was probably due to the use of the dissipative second-order upwind schemes. It was also shown that RANS simulations are very sensitive to the turbulent Schmidt number ( ) 19, 20 . Hassan et al. 19 and Boles et al. 17 derived estimates for the turbulent Schmidt number based on the resolved field which was not constant with strong variations throughout the flow.
There have been many efforts in the RANS community to calculate, rather than specify, the turbulent Prandtl and Schmidt numbers as early as 1975 21 . Methods based on the mixing length used a two equation model to calculate turbulent diffusivity in conjunction with - 22, 23 . In general, the results from these methods showed an improvement over -alone in low temperature high Mach number cases. Guo et al. 24 used a genetic algorithm to obtain model constants for a diffusion vector transport equation used in addition to -. The results showed some improvement over a baseline -model for a jet-in-crossflow application. CRAFT Tech developed a variable Prandtl( ) and Schmidt( ) number approach based largely on earlier efforts 22, 23 with added compressibility correction. The model showed improvements over a constant / in a range of classical validation cases 25, 26 . Keistler 27 used a reacting model with variable / method designed for high speed flows and based on CRAFT tech efforts 25, 26 to simulate Lin et al. 18 mixing case. The results were compared to those obtained by hybrid RANS/LES method of Boles et al. 17 While the variables approach showed some limited improvement over RANS in predicting fuel concentration levels. It fell short to the hybrid RANS/LES method in predicting jet shape mainly due to inability to produce large scale turbulent structures. Hassan et al. 28 then proposed an extension to their earlier multi-scale approach 19 allowing for the calculation of the turbulent Schmidt number based on the resolved field. The proposed method does not utilize transport equations with ad hoc constants. The value of the turbulent Schmidt number in the sub-filter RANS model is adaptively changed based on the resolved turbulent field. At every time step, the average turbulent Schmidt number based on the ratio of the resolved mass and momentum eddy viscosity is calculated. This value is used in the mass transport equation instead of the specified constant value.
In previous efforts 19, 28 , the test cases considered were normal injections of sonic ethylene into Mach 2 air based on experiments conducted at AFRL and reported by Lin et al. 18 Because the Injection was conducted at a 90 degree angle, large separation between the jet and crossflow occurred causing violent breakup and large scale turbulent structures. In this effort we focus on 30 degree injection with momentum ratio, q=0.5. A grid of 29 million cells is used with the multi-scale method while a grid of 6 million cells is used with the RANS approach. Adaptive Sc t is II.
Governing Equations and Computational Modeling Approaches
A density-based, finite volume code, Loci-Chem 29, 30 , is utilized in this study. The code is capable of handling mixed element type unstructured grids. The convective fluxes are based on Roe's flux difference splitting 31 . Both convective and diffusive fluxes are evaluated to second order accuracy. Menter SST 2 model is used for turbulence closure along with multi-scale treatment.
Multi-Scale Turbulence Treatment:
With the concept of eddy viscosity used in either a standard two-equation RANS approach or the Smagorinsky subgrid model in LES, both filtered and averaged mass, momentum, and energy equations yield an identical mathematical form as indicated by Germano 32 ,
where the Reynolds terms are modeled as follows:
The variables in Eqs. (1) and (2) are shown in the filtered form, however they could represent averaged quantities in which case the value of the eddy viscosity would be produced via a two equation turbulence model. They could also be instantaneous variables when the eddy viscosity is set to zero. When they are filtered, a Smagorinsky subgrid eddy viscosity is defined as follows: American Institute of Aeronautics and Astronautics
Assuming that we average the result of each model, Eqs. (1) and (2) combined with the averaging procedure, become a single mathematical formulation in which we input an eddy viscosity and output averaged quantities. This formulation is valid for averaged, filtered and instantaneous equations as long as the correct eddy viscosity value is provided.
In multi-scale modeling, we assume the input eddy viscosity is a continuous function that varies from the RANS value to zero depending on the ratio of the grid size, , to a locally defined turbulence length scale, . After the appropriate eddy viscosity is found it is used in Eqs. (1) and (2). The multi-scale model allows smooth transition from RANS to LES to DNS with the grid size and local turbulent length scales being the determining factors of which model to use. When employing this approach, there are no limitations on grid size or geometry because the transition between the models is allowed to occur anywhere in the computational domain.
The multi-scale treatment can be implemented easily into any RANS code as a mere modification to the eddy viscosity that is output from the two equation model, before using it in the mass, momentum and energy transport. This modification depends on the definition of the filter function, the turbulence length scale ( ) and the multiscale eddy viscosity.
Multi-scale approach
A multi-scale turbulence approach proposed by Hassan et al. 19 is used in this effort. It is based on a filter function that is a blend between the filter-based model (FBM) developed by Johansen et al. 33 and the multi-scale hybrid RANS/LES turbulence model developed by Nichols and Nelson 34 . The turbulence length scale, , is defined as follows:
where, √
and the eddy viscosity defined as,
The constant, is the same one used in SST model 2 . The value of varies, but in this approach we use the value of 0.01 as recommended by Boles 17 for ethylene injection cases. The grid length scale length scale, , is defined as twice the maximum distance between the cell center and each face as follow
Finally the filter function takes the form adopted in Hassan et al. 19 ,
Adaptive turbulent Schmidt number approach
In standard RANS approach the turbulent momentum flux is modeled as follows,
Turbulent mass flux for multispecies is modeled as,
We can multiply Eq. (9) by ̃ and Eq. (10) by ̃ ⁄ to obtain scalar equations. Then we can define mass and momentum eddy viscosities based on turbulent fluctuations,
The turbulent Schmidt number can be obtained by dividing the mass and momentum eddy viscosities. When using the multi-scale model approach only fluctuations in the resolved field are calculated directly, while those in the sub-filter field are calculated using the RANS model. To eliminate uncertainties associated with specifications of the turbulent Schmidt number. Hassan et al. 28 defined the resolved turbulent Schmidt number based on resolved quantities as follows, The use of the resolved turbulent Schmidt number in Eq. (12) the RANS model assumes that the ratio of turbulent momentum fluxes and turbulent mass fluxes in the resolved portion of the flow is the same as in the unresolved portions of the flow. In other words if we split the energy spectrum at a certain wave length equal to the filter function we have equal ratios of mass and momentum turbulent fluxes in the sub-filter and resolved portions. This assumption was tested by Hassan et al. 28 and it was found that the effect of the adaptive approach was limited because numerical viscosity was not taken into consideration when calculating sub-filter turbulent diffusion. Hassan et al. 28 suggested the following correction to Reynolds diffusion term, ̃
The numerical viscosity is estimated using the generalized coefficient approach 35, 36 taking the following approximate value
A generalized coefficient, , value of 0.2 is used in this effort as suggested by Mossi et al. 36 for a second order scheme in a compressible fully developed flow.
The resolved turbulent Schmidt number ( ) is calculated at every time step during the simulation and is used calculating RANS turbulent mass diffusion in Eq. (2). The value of the resolved turbulent Schmidt number is theoretically constant at every time step however, because averages are not available a priori, the estimations of the averages improve as the simulation proceeds and converge to a constant value. Also the application of into the RANS sub-filter model is not done until a number of iterations at constant to avoid erroneous values of at the beginning of the simulation. Also the positivity of the resolved turbulent Schmidt number is maintained by taking the absolute value.
Experimental setup
Lin et al. 18 performed a sonic injection of ethylene into Mach 2 air crossflow at the continuous flow supersonic tunnel at Wright-Patterson Air Force Base, Ohio. The tunnel has a constant test area of 131×152 mm. The injectors were circular with different diameters, injection angles, and momentum ratios. In this study we focus on the case with 0.1875 inches (4.76mm) inclined 30 degree injection with a momentum ratio of 0.5. Lin et al. 18 used Raman scattering technique to collect quantitative concentration data. These measurements were used to calculate the mixture fraction at various locations downstream of the injector.
Grid and numerical choices
In this study, two grids are used a RANS grid for RANS simulations and a multi-scale grid for multi-scale simulations. The RANS contains about 6 million cells with the jet region at a finer resolution and a boundary layer grid starting at 10. The multi-scale grid contains 29 million cells with the extra cells mainly in the jet and wall regions. Figure 1 shows the lower part of the computational domain and boundary conditions. Figure 2 shows a center cut with the adapted grid areas near the injector. The inlet to the computational domain was taken from a RANS solution of a separate simulation of the nozzle. The full width and height of the wind tunnel was used in the computation. The injector geometry was also representative of that used in the experiment. The normal injection cases used for comparison from a previous study contain 600,000 cells for RANS and 27 million for multi-scale 19 . Boundary conditions and geometrical information of the simulation are shown in Table 1 . 
Injectant angle( ) 30°
The cases used in this study are RANS and multi-scale simulations with and without the the adaptive approach for inclined 30 degree injection. Additionally, previous 90 degree injection multi-scale case using the fine grid and RANS are used for comparison 19 . Table 2 gives a summary of the cases and their description to facilitate reference to them in the results section. III.
Results and Discussion
The RANS inclined injection simulations were run with the SST turbulence model 2 until converged. RANS results at 6.3 million cells were identical to those obtained at much lower resolutions. The multi-scale approach with and without the adaptive turbulent Schmidt number was applied starting with RANS solution interpolated on the multi-scale grid then instantaneous results were collected and averaged once instabilities are statistically converged 19, 28 . Results with the multi-scale model without the adaptive approach along with turbulent fluctuations and vorticity are compared to those of a normal 90 degree injection. The predictions of multi-scale alone are then compared to multi-scale with the adaptive approach and RANS results in predicting experimental measurements. To avoid confusion the term "multi-scale" will refer to multi-scale without the adaptive turbulent Schmidt number approach while the term "adaptive" will be used with multi-scale combined with the adaptive approach.
A. Fuel mixing dynamics in inclined versus normal injection
Fuel mass fractions are quantitatively compared to the available experimental Raman scattering results at 3 different x/D locations in Figure 3 . The fuel concentration is over-predicted at x/D=5 by RANS which shows a single horse-show vortex of concentration higher than 70% and taking up the entirety of the cross section. The multi-scale results show two weaker kidney shaped vortices that are larger than those in the experimental measurements but smaller and weaker than the RANS results. The experimental concentrations at x/D=5 are still much weaker than multi-scale even though the latter is conducted with nearly 30 million cells. At x/D=10, fuel concentration is over-predicted by both RANS and multi-scale however results are closer to the experiment with the multi-scale approach. There is also a bend in the numerical measurements in both RANS and multi-scale near y/D=1 that is not present in experimental results. Penetration heights are also slightly over-predicted with both RANS and multi-scale which corresponds to jet growth faster than that witnessed in the experiment. At x/D=25 the predictions of both RANS and multi-scale show a balloon like structure that is more mixed in the case of multi-scale. The results, however, are different from the experiment which shows a single width column attached to the wall. The penetration height is over-predicted due to higher jet growth. Overall, the multi-scale model did not improve the results significantly over RANS especially when looking at similar previous results with the 90 degree injection. In a previous study, the multi-scale approach alone was used to simulate normal Ethylene injection in supersonic crossflow 19 . Results showed significant improvement over RANS when compared to the experiment Raman scattering measurements of Lin et al 18, 37 . Results of that study are shown in Figure 4 with a grid of 27 million cells. 19 
At
= 5, the penetration height is well predicted for both RANS and multi-scale. RANS results have a "heart shaped" fuel core with two large kidney vortices that are not present in the experiment. Multi-scale results on the other hand show a flatter core with a single vortex that is closer to the experimental measurements. For = 10, The RANS solution is oval shaped with higher fuel concentration than the experiment. The multi-scale has a circular cross section with concentrations similar to that of the experiment. For = 25, RANS results show fuel concentration higher than the experiment with a balloon-like shape. The multi-scale has similar shape and concentration to the experimental measurements. Overall, there is a significant improvement in the results when multi-scale is used with normal injection. Results shown in Figure 3 for the inclined injection do not show such an improvement. It is therefore of value to compare normal and inclined injections in terms of turbulent fluctuations.
The dynamics of normal injection differ from those of inclined injection and thus affect the turbulent fluctuations occurring in the flow. In normal injection, violent interactions between the jet and crossflow causes plume breakup and separation between the jet and crossflow. This leads to large scale structures that originate in the near field and have a greater effect in determining the overall shape of the mean flow. Large scale mixing occurs at a lower wave length therefore it is a major factor in mixing. Inclined injection is less violent. There is no turbulent breakup of the fuel plume. Instead fluctuations originate from the edge of the jet near the bow shock. Fluctuations occur more locally and at a higher wave length. Therefore a much finer grid/time scale is needed to resolve important turbulent structures. Figure 5 shows instantaneous snapshots of fuel mass fractions on the center plane for both 90 and 30 degree injections using the multi-scale model. In the near field, violent breakup occurs for the 90 degree case with the fuel plume disintegrating into small fuel packets and sheets. The plume in the 30 degree case is largely intact with small Kelvin-Helmholtz like instabilities near the bow shock where the interaction between jet and crossflow occurs. Further down the field, the entire flow is comprised of large turbulent structures that contain smaller fuel rich vortices that are carried along with them. In the case of 30 degree, the flow has a predetermined background shape in which there are small perturbations and small fuel rich spots that are carried along with the flow. The same conclusions can be drawn by looking at the instantaneous vorticity snapshots in Figure 6 . In the case of 90 degrees, the vorticity changes very rapidly from positive to negative and vortical structures are wrapped around each others that the entire flow is comprised of vortical structures. The size of the vortices increases downstream and takes up the entire region where fuel is present. In the case of 30 degrees, vorticity of positive and negative values are smaller and scattered inside the jet. They do not dictate the shape of the jet unlike the case of 90 degree injection. There is a sheet of negative vorticity on the outside boundary of the jet containing all other flow structures. On the inside of the jet scattered vortices appear in the background flow and are carried along with it. Overall the 30 degree injection contains smaller locally concentrated vortices and therefore requires resolving the flow in much more detail than the normal injection.
B. Multi-scale results with and without the adaptive approach
The adaptive turbulent Schmidt number approach was developed and tested with different grid resolutions for the 90 degree case by Hassan et al 28 . The turbulent Schmidt number is calculated based on the resolved portion of the flow and is used in the sub-filter RANS model. It was developed to work best in cases where high frequency fluctuations are not readily available from the simulation and those larger ones available are representative of the mixing process. The case of the 30 degree injection is a good candidate because most of the turbulent mixing is carried by smaller vortices that are harder to resolve. Therefore the modeled portion of the flow has a significant effect on the overall turbulent diffusion.
To evaluate the capability of RANS and multi-scale models, first the average fuel mass fraction on the center plane of the injector is collected and shown in grey scale in Figure 7 to compare with the mean intensity of processed PLIF images obtained experimentally by Lin et al. 18, 37 It should be noted that the mean intensity images do not have scaling information, therefore, no scale is displayed. Despite different grid resolutions, the multi-scale and RANS results have similar jet structure. The intensity of fuel concentration is lower in the case of multi-scale than RANS due to higher degree of mixing. Experimental results show significantly higher turbulent mixing with slower jet growth than either RANS or multi-scale. Below the fuel plume there is a fuel lean pocket that is more pronounced in the RANS and multi-scale results than the experiment because fuel is able to diffuse there with the higher turbulent mixing. In the far field there is also a slender fuel lean pocket in the center of the jet in RANS and multi-scale that is not present in experimental mean PLIF images. Overall multi-scale results are slightly more mixed than RANS while still not significantly closer to the experiment. With the adaptive approach, similar to the experiment, fuel lean pocket under the plume is smeared due to high turbulent mixing. The jet growth and penetration heights are well predicted with the jet only slightly larger than the experiment. Fuel concentration in the far field is also slightly under-predicted with the adaptive approach. Overall the adaptive results are very good compared to the experiment and are a significant improvement over RANS and multi-scale alone.
In order to qualitatively check the resolved turbulent fluctuations in multi-scale models, the variance of the fuel mass fraction is compared to the variance of the intensity of the PLIF images. The results of the comparison are plotted in greyscale in Figure 8 . Scaling information is not shown because it is not present with the experimental results. Naturally, the RANS results show an insignificant variance because no variance is captured as the high eddy viscosity dampens turbulent. The multi-scale variance shows some similarity to the experiment especially near the jet exit. At the top edge of the fuel plume there is an area of high variance which corresponds to the fluctuations originating below the bow shock. This area is present in both experimental and multi-scale plots. Following the upper edge of the jet there is a decrease in variance that is present in both multi-scale and experiment, however, it is more pronounced in the multi-scale plot. The variance then increases and decreases again as we move to the far field. This behavior is also present in the multi-scale results. Near the wall there are also similar results in the near field in both RANS and multi-scale, however, as we move away from the jet, there is a high variance region in the multi-scale results that is not present in the experiment. Overall the multi-scale captures similar variance dynamics as the experiment except in the far field and near the center of the jet.
The adaptive approach displays the same variance characteristics as those obtained from PLIF images. Following the upper jet boundary there is a higher variance region that decreases and increases in intensity. The entire length of the upper jet boundary is well captured by the simulation and is in much better agreement than the multi-scale results alone. The inside of the jet shows lower variance in the fuel plume and the fuel lean pocket is in agreement with the experiment. There is some deviation in variance in the far field below the jet boundary. Those disagreements are far less obvious than those shown with the multi-scale alone. Overall the variance obtained using the adaptive approach is superior to those obtained without it when compared to the experiment. Experimental Raman scattering fuel concentration results are compared to the adaptive approach at 3 axial locations. Fuel concentration is slightly over predicted at x/D=5 with the overall structure of the fuel core similar to that of the experiment. Penetration height and width are well predicted. At x/D=10, fuel concentration is well predicted with similar structure however penetration height is slightly over predicted. There is no bend in the numerical results unlike multi-scale alone. At x/D=25, the predictions of the adaptive approach are of similar structure to the experimental measurements, however, penetration height is over predicted and higher concentration fuel core is thinner in the center. There is no balloon like structure unlike multi-scale alone.
Adaptive turbulent Schmidt number contours for 3 axial locations are plotted in Figure 10 . In most areas of interest the value of turbulent Schmidt number is less than 0.7. There are areas however with high values of Sc t corresponding to low turbulent diffusion. Overall, the value of Sc t varies dramatically throughout the flow. There is symmetry around z/D=0 in Sc t contours which is a sign that good quality fluctuations have been collected from the flow field 28 . Symmetry is more apparent in the near field, however, at x/D=25 there is still overall symmetry in Sc t contours. 
IV.

Summary and Conclusions
An inclined 30 degree injection case is successfully simulated with the multi-scale model both with and without the adaptive approach. A large grid with 29 million cells is used to resolve and analyze more turbulent structures. When compared to experimental fuel concentration, multi-scale without the adaptive approach showed minor improvement over RANS. Unlike a previous study with normal 90 degree injection, multi-scale alone did not significantly improve the results. Comparison to the 90 degree injection case reveals smaller turbulent fluctuations that are of higher frequency than the 90 degree case. Vortical structures in the 30 degree case are scattered in a back ground representing the main flow. In the 90 degree case vortical structures were larger and more complex due to violent interaction between the jet and cross flow. Smaller scattered vortices in the 30 degree case therefore require more accurate sub-filter model of the turbulent mixing to avoid prohibitively expensive simulations. The adaptive turbulent Schmidt number approach is used to improve the prediction of turbulent diffusion in the sub-filter RANS model based on the resolved portion of the flow. When the adaptive approach is employed, the results improve significantly. Mean and variance fuel concentration predictions compare favorably with experimental measurements and are far superior to either RANS or multi-scale without adaptive Scmidt number.
V.
