Nested relations in partitioned normal form (PNF) are an important subclass of nested relations that are useful in many applications. In this paper we address the question of determining when every PNF relation stored under one nested relation scheme can be transformed into another PNF relation stored under a different nested relation scheme without loss of information, referred to as the two schemes being data equivalent. This issue is important in many database application areas such as view processing, schema integration and schema evolution. The main result of the paper provides two characterisations of data equivalence for nested schemes. The first is that two schemes are data equivalent if and only if the two sets of multivalued dependencies induced by the two corresponding scheme trees are equivalent. The second is that the schemes are equivalent if and only if the corresponding scheme trees can be transformed into the other by a sequence of applications of a local restructuring operator and its inverse.
INTRODUCTION
It is widely accepted now that the flat relational model, as defined by [5] , needs to be extended or modified to cater for the demands of new application areas such as those involving textual, spatial or scientific data [4, 17, 22, 25, 27] . One of the most important of these extensions is the nested relational model, originally proposed in [14] , which removes the 1NF restriction that attribute values be atomic and instead allows sets and relations as attribute values. Many aspects of nested relational databases have been investigated in the last decade including query languages and algebras, query optimisation, normalisation and user interfaces [12, 13, 17, 19, 23, 24, 29] .
Several research prototypes of nested databases have been implemented [20, 23, 26] and several major commercial database systems, such as ORACLE System 8 and ILLUSTRA [27] , support nested relations.
Several subclasses of nested relations have also been investigated [29] and one subclass that has received considerable attention is the class of partitioned normal form (PNF) nested relations [1, 12, 21] . In a PNF relation the set of atomic attributes at every level of the nested relation must be a key. It has been shown that PNF relations possess several desirable properties that nested relations in general do not possess, such as nesting and unnesting operations commuting, which results in the semantics of PNF nested relations and their query languages being more transparent than for general nested relations [18] . It has also been suggested that PNF 2 relations are sufficient to model all practical applications of nested relations [7] . The issue that is investigated in this paper is determining when every PNF nested relation stored under one nested relation scheme can be transformed into another PNF nested relation stored under a different nested relation scheme without loss of semantic content, referred to as the two schemes being data equivalent. Determining whether two schemes are data equivalent is an important issue in all data models, not only the nested relational model, and has impact on a variety of areas such as view processing, scheme integration, schema evolution and schema translation in heterogeneous database systems [9, 10, 15, 16] . In particular, the recent work in [15, 16] has highlighted the importance of data equivalence, and the more general notion of data dominance, in the development of correct techniques for schema integration and schema translation and demonstrated that several existing methodologies were incorrect because of insufficient attention being paid to the issues of data equivalence and data dominance.
The approach to formalising the notion of data equivalence used in this paper is based on the seminal work in [9, 11] . The essential idea of data equivalence is that two database schemes are data equivalent if there exists a bijection which maps from every instances of one scheme to an instance in the other. If this property is satisfied, then every instance of one scheme can be mapped to an instance in the other scheme and then recovered since the mapping is 1-1. If no restriction is placed on the instance mapping apart from the requirement that it be a bijection, then this notion of data equivalence is referred to as absolute equivalence. Several more restrictive notions of data equivalence were also introduced in [9, 11] based on further restricting the instance mapping. In particular, the other types of data equivalence introduced were (in increasing order of restrictiveness): internal equivalence (which does not allow the instance mapping 'invent' more than a fixed set of constants), generic equivalence (which requires that the instance mapping commutes with permutations of the data values which leave the instances unchanged) and query equivalence (which requires that the instance mapping be a query in the data model). It has been shown that in the case of the relational model, the different notions of data equivalence are not identical whereas in the format model introduced in [9, 11] absolute equivalence, internal equivalence and generic equivalence are identical. In this paper, we will show that all four notions of data equivalence are identical for single nested relational schemes.
The main result of this paper is to provide two characterisations of absolute equivalence for PNF schemes.
The first shows that two PNF schemes are absolutely equivalent if and only if the sets of multivalued dependencies (MVDs) induced by the corresponding scheme trees are equivalent. This results confirms the importance of considering dependencies in restructuring, an observation that had been previously made but not fully investigated [10] . For the second characterisation, we introduce a local restructuring operator for the tree corresponding to a PNF scheme, called COMPRESS, which merges a parent node having a single child node with the child node. We then show that two PNF schemes are absolutely equivalent if and only if one tree can be transformed into the other by a sequence of applications of the COMPRESS operator and its inverse. Finally, we use these results to develop a polynomial time algorithm for testing whether two nested schemes are absolutely equivalent. We also point out that in characterising absolute equivalence we explicitly derive a 1-1 mapping between the PNF instances of the schemes expressed as a sequence of unnest and nest operations. The benefit of deriving an instance mapping, and especially one that is expressible as a query, is that the instance mapping can be used in database translation tools to translate any query expressed against one scheme into another query expressed against an equivalent scheme [9, 10, 15, 16] . We also note that the technique we use in proving the main result, using combinatorial methods and the path properties of balanced scheme trees, is a novel one and differs from the techniques used to characterise data equivalence in related data models [1, 2, 11] .
3
The rest of the paper is organised as follows. In Section 2 we introduce basic definitions and notations. In Section 3 we derive the main result of the paper on characterising absolute equivalence on nested schemes. In Section 4 we discus related work and Section 5 contains concluding comments.
DEFINITIONS AND NOTATION
We now introduce the definitions and notation to be used in later sections. More complete presentations can be found in standard references such as [3, 18] .
Trees
A tree is a finite, acyclic, directed graph in which there is a unique node, called the root, with indegree 0 and every other node has indegree 1. A node n' is a child of a node n (or equivalently, n is the parent of n') if there is a directed edge from n to n'. A pair of nodes are siblings if they are children of the same node. A node is a leaf if it has no children. A node n' is recursively defined to be a descendant of a node n (or equivalently, n is an ancestor of n') if either n' is a child of n, or n has a child n" such that n' is a descendant of n". The height of a tree T is the number of nodes on the longest path from the root to a leaf node.
A tree T' is a subtree of a tree T if the nodes of T' are a subset of those of T and for every pair of nodes n' and n, n' is a child of n in T if and only if n' is a child of n in T'. A subtree T' is a principal subtree of T if the root of T' is a child of the root of T . A tree T is balanced if every non-leaf node has at least two children.
Scheme trees and nested relations
Let U be a fixed countable set of atomic attribute names. Associated with each attribute name A ∈ U is a countably infinite set of values denoted by DOM(A) and the set DOM is defined by DOM = ∪DOM(A i ) for all
A scheme tree is a tree containing at least one node and whose nodes are labelled with nonempty sets of attributes that form a partition of a finite subset of U.
If n denotes a node in a scheme tree T then:
ATT(n) is the set of attributes associated with n;
ΑΤΤ(Τ) is the union of ATT(n) for all n ∈ T; ANC(n) is the set of all ancestor nodes of n, including n;
A(n) is the union of ATT(n') for all n' ∈ ANC(n); DESC(n) is the set of all descendant nodes of n, including n; D(n) is the union of ATT(n') for all n' ∈ DESC(n);
ROOT(T) denotes the root node of T;
HEIGHT(T) denotes the height of T. (i) for any pair of nodes n' and n in S, n' is a child of n in T iff τ (n') is a child of τ (n) in S;
(ii) for every node n ∈ S, ATT(n) = ATT(τ(n)).
We note that it follows from this definition that if scheme trees S and T are isomorphic then ATT(S) = ATT(T). It also follows that the scheme tree resulting from interchanging in a scheme tree any pair of subtrees whose roots are siblings is isomorphic to the original scheme tree. If a scheme tree T has leaf nodes {n 1 , … , n m } then the path set of T, P(T), is defined by P(T) = {A(n 1 ), … , A(n m )}. For instance, the path set of the scheme tree in Figure 2 .1 is {{STUDENT, MAJOR}, {STUDENT, CLASS, EXAM}, {STUDENT, CLASS,
PROJECT}}.
A nested relation scheme (NRS) for a scheme tree T, denoted by N(T), is the set defined recursively by:
(i) If T consists of a single node u then N(T) = ATT(u);
(ii) If A = ATT(ROOT(T)) and T 1 , …, T k , k ≥ 1, are the principal subtrees of T then
For example, for the scheme tree T shown in Figure 2 .1, N(T) = {STUDENT, {MAJOR}, {CLASS, {EXAM}, {PROJECT}}}.
We now recursively define the domain of a scheme tree T, denoted by DOM(N(T)), by:
where P(S) denotes the set of all nonempty, finite subsets of a set
S.
We note in the above definition that, in contrast to the VERSO model defined in 
Nested Operators
We now define the two restructuring operators for nested relations, nest and unnest [28] .
Let Y be a nonempty proper subset of N(T). Then the operation of nesting a relation r on Y, denoted by ν Y (r), is defined to be a nested relation over the scheme (N(T) -Y) ∪ {Y} and a tuple t ∈ ν Y (r) iff: (1) there
Unnesting is defined as follows. Let r(N(T)) be a relation and {Y} an element of H(N(T)). Then the unnesting
of r on {Y}, denoted by µ {Y} (r) is a relation over the nested scheme (N(T) -{Y}) ∪ Y and a tuple t ∈ µ {Y} (r) iff
More generally, one can define the total unnest of a relation, µ*(r), as the flat relation defined recursively by:
(1) if r is a flat relation then µ*(r) = r;
(2) otherwise µ*(r) = µ*(µ {Y} (r)) where {Y} is a higher order attribute in the NRS for r.
It can be shown [28] that the order of unnesting is immaterial and so µ* is uniquely defined.
Constraints
We now define dependencies in a nested relation in a similar fashion to the way they are defined in flat relations.
If r(N(T)) is a nested relation and Y and Z are subsets of N(T) then r satisfies the functional dependency (FD)
Given The set of MVDs induced by a scheme tree T is defined as follows [17] . If (n, n') is an edge in T, then the MVD associated with this edge is the MVD A(n) →→ D(n') and MVD(T) is the set of all such MVDs associated with all the edges in T. For example, if T is the scheme tree in Figure 2 .1 then
(r) where π denotes the projection operator.
The subclass of nested relations we investigate in this paper, partitioned normal form (PNF) relations, was introduced in [21] . If T is a scheme tree and PNF(T) denotes the set of all PNF nested relations over T, then a relation r ∈ PNF(T) iff the following conditions hold:
(i) r is a nested relation defined over N(T);
(ii) Z(N(T)) is a key for r, i.e. r satisfies the FD Z(N(T)) → H(N(T));
(iii) For every Y ∈ H(N(T)) and t ∈ r, t[Y] is in PNF.
ABSOLUTE EQUIVALENCE FOR PNF SCHEMES
In this section we establish the main results of the paper on characterising absolute equivalence for scheme trees.
Firstly, we recall the definition of absolute equivalence between schemes [9] .
Definition 3.1. Let T and S be scheme trees where ATT(T) = ATT(S) = U and let X ⊆ DOM. The set DOM X (T) is defined by DOM X (T) = {r | r ∈ PNF(T) and ACT(r) ⊆ X}. Then T is absolutely equivalent to S if there exists a positive integer N such that for all
there exists a bijection from DOM X (T) to DOM X (S) (|X| denotes the cardinality of a set X)
A simple consequence of Definition 3.1 is the following alternative characterisation [9] of absolute equivalence in terms of domain sizes. This characterisation is fundamental to the later results in this paper.
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Lemma 3.1. Let T and S be scheme trees where ATT(T) = ATT(S) and let X ⊆ DOM. Then T and S are absolutely equivalent iff there exists a positive integer N such that for all
We now show that |DOM X (T)| can be computed by the following recursively defined integer function.
Definition 3.2. If T is a scheme tree and X ⊆ DOM, then the integer function α X (T) is recursively defined as follows:
(i) If T consists of a single node with attributes
where
(ii) otherwise if T has a root node n with attributes A 1 , …, A m and nonempty principal subtrees
For example, given the scheme trees S and T shown in Figure 3 .1, (the -1 is because we do not permit empty sets).
A straightforward corollary of the previous lemma and Lemma 3.1 is the following which characterises absolute equivalence using α X (T).
Lemma 3.3. Let T and S be scheme trees where ATT(T) = ATT(S) and let X ⊆ DOM. Then T is absolutely equivalent to S iff there exists a positive integer N such that for all X ⊆ DOM such that |X ∩
Another interesting corollary of Lemma 3.2 is the following result which provides a characterisation of the number of flat relations which satisfy MVD(T), a result that the reader can verify is not easily to obtain directly.
Proof. From Lemma 3.10 (see later), there exists a bijection from PNF(T) to SAT(MVD(T)) which
preserves active values and so |DOM X (MVD(T))| = |DOM X (T)| and the result follows from Lemma 3.2.
We now introduce a restructuring operator for PNF scheme trees, called COMPRESS 2 ,. As will be shown shortly, the application of the COMPRESS operator yields a scheme tree which is absolutely equivalent to the original scheme tree. We will also show later, in the main result of the paper, that the COMPRESS operator is complete in the sense that two scheme trees are absolutely equivalent only if one can be transformed into the other by repeated application of the COMPRESS operator and its inverse Definition 3.3. Let T be a scheme tree and n a node in T with a single child node n' having children n 1 , …, n k . Then the COMPRESS operator results in replacing the subtree with root n by a subtree with root containing ATT(n) ∪ ATT(n') and having children n 1 , …, n k .
The COMPRESS operator is illustrated in Figure 3 .2. 
. COMPRESS Operator
Next, we show that the number of PNF instances of a scheme tree is invariant under the COMPRESS operator and so COMPRESS preserves absolute equivalence.
Lemma 3.5. If T is a scheme tree then α X (T) = α X (COMPRESS(T)), where COMPRESS(T) denotes the scheme tree obtained by applying the COMPRESS operator to an arbitrary node in the tree.
Proof. From Definition 3.2, it suffices to show that α X (T) = α X (S) where, from Figure 3 .2, T is the subtree rooted at node n and S is the subtree rooted at node n". From Definition 3.2 we have:
where T' is subtree rooted at n'. If n' has no children then _X(T) can be written as
Alternatively, if n' has children n1, (, nk and corresponding subtrees T1, (, Tk rooted at these nodes, then _X(T) can be written as:
It follows from this result that by repeatedly applying the COMPRESS operator to a scheme tree T until no more applications can be applied, a balanced tree is obtained which is absolutely equivalent to the original tree.
In the terminology of [11] , this tree can be considered as a normal form tree for T. We now show the crucial result that for balanced scheme trees, the absolute equivalence property coincides with the trees being isomorphic.
It is interesting to note that the property of a scheme tree being balanced is unique to the context of PNF relations, since the property does not arise in the normal form trees developed in related nested data models which do not enforce PNF [2, 11] .
Theorem 3.1. If S and T are balanced scheme trees such that ATT(S) = ATT(T) then S and T are absolutely equivalent iff S and T are isomorphic.
The proof of the only if part this theorem (the if part is trivial) requires steps in the form of several preliminary lemmas and so we firstly summarise these steps. We firstly show that if S and T are not isomorphic then there exist attributes A and B such that A and B belong to the same path in one scheme tree, say S, but not in T. We then establish lower and upper bounds for α X (S) and α X (T) and show that if we construct a domain X where the number of attribute values of any attribute in X, except for those of A and B, is fixed and the number of A and B values in X are allowed to be large but identical then α X (S) > α X (T) and so S and T cannot be absolutely equivalent. To establish the first preliminary lemma on the relationship between isomorphisms and path sets in scheme trees, we need the following definitions. We firstly prove that the sets of attributes belonging to leaf nodes in S and T are the same. If not, there exists an attribute A which, without loss of generality, is in a leaf node of S but in a non-leaf node n in T.
From the balanced assumption, n has at least two children and so there exists an attribute B in one child of n and an attribute C in another and so B | C in T. This is a contradiction since by assumption S ~ T and so A ~ B
and A ~ C but this implies that B ~ C in S since an attribute in a leaf node belongs to at most one element of the path set of a scheme tree.
Next we claim that there is a bijection ρ from the leaf nodes of S to the leaf nodes of T such that ATT(n) = ATT(ρ(n)) for every leaf node n in S. Otherwise, since the sets of attributes in leaf nodes are the same, there must exist a pair of attributes A and B such that A and B are in the same leaf node in S but in different leaf nodes of T thus contradicting the assumption that S ~ T.
Since the sets of leaf attributes are the same in both trees, the sets of attributes in non-leaf nodes are the same and so by the induction hypothesis the scheme trees S' and T' are isomorphic, where S' and T' are the trees obtained by removing the leaf nodes from S and T respectively. Hence there exists a bijection τ from the nodes of S' to those of T'. Consider the mapping from the nodes of S to those in T defined by σ(n) = ρ(n) if n is a leaf node in S and τ(n) otherwise. It is clear that σ satisfies property (ii) of a scheme tree isomorphism from the induction hypothesis and the property of ρ established above. Also, by the induction hypothesis, σ satisfies property (i) for any pair of nodes in S' and so to complete the proof it suffices to show that a leaf node n' in S has a parent node n iff σ(n' ) has parent node σ(n) in T. If this is not the case, then by the induction hypothesis σ(n) must be a leaf node in T' such that ATT(n) = ATT(σ(n)) and so A ~ B in S for any A ∈ ATT(n) and B ∈ ATT(n' ) , but A | B in T which completes the proof of the if part.
Only If: Immediate from the definition of isomorphism between scheme trees.
We note that the previous result only holds if the trees are balanced. For example, if S and T are scheme trees such that N(S) = {A, {B}} and N(T) = {B, {A}} then T ~S but S and T are not isomorphic. We next introduce two auxiliary functions and show that they are upper and lower bounds for α X (T).
Definition 3.5. If T is a scheme tree with ATT(T) = {A 1 , … , A n } and X ⊆ DOM, then the integer function β X (T) is defined by:
where p X (T) is defined recursively by:
where ATT(ROOT(T)) = {A 1 , … , A m }, x i = |X ∩ DOM(A i )|, 1 ≤ i ≤ n, and T 1 , …, T k denote the principal subtrees of T.
For example, for the scheme trees S and T shown in Figure 3 .1, β X (T) = 2 x 1 x 2 x 3 and β X (S) = 2 (x 2 + x 3 + 1)x 1 Definition 3.6. If T is a scheme tree with ATT(T) = {A 1 , … , A n } and X ⊆ DOM, then the integer function δ X (T) is defined by:
and q X (T) is defined recursively by :
For example, for the scheme trees S and T shown in Figure 3 .1, δ X (T) = 2 x 1 x 2 x 3 -1 and δ X (S) = 2 (x 2 -1 + x 3 -1)(x 1 -1)
Lemma 3.7. If T is a scheme tree where ATT(T) = {A 1 , … , A n } and |X ∩ DOM(
Proof. We shall firstly show that α X (T) < β X (T) by induction on HEIGHT(T). The result clearly holds for the case where the height of tree is 1 so assume inductively that it holds for trees of height less than some positive integer p. Then
We now show δ X (T) < α X (T) again by induction on the HEIGHT(T). Firstly, one can establish by a simple induction argument, which we omit, that α X (T) > 1. In the case that HEIGHT(T) = 1,δ X (T) < α X (T) since a b -1 > a b -1 when a > 1 and b > 1. Assume inductively that δ X (T) < α X (T) holds for trees of height less than some positive integer p. Then
We now use Lemma 3.7 to provide upper and lower bounds for α X (T). 
> x i -1 since q X 's > 1 and all the x's are > 1 by assumption
If instead A i is in a principal subtree T p then
by the induction hypothesis
We now complete the proof of (i) by using induction on HEIGHT(T) to show that p X (T) > (x -1) 2 from which (ii) follows using Lemma 3.7. In the case where HEIGHT(T) = 1, then A i and A j must both be in ROOT(T), and so
Assume inductively then that the result holds for all trees up to height k and let T be of height k + 1. If A i
and A j are both in ROOT(T) then
since q X (T) > 1 as noted above Alternatively, suppose that A i is in ROOT(T) and A j is in a principal subtree T p . Then
Alternatively, suppose that A i and A j are both in a principal subtree T p . Then q X (T) > q X (T p ) from the definition of q X (T) and so q X (T) > (x -1) 2 by the induction hypothesis. The other case, where A i and A j are in different principal subtrees cannot occur because A i ~ A j .
To prove (ii), we firstly note that one can prove, using a similar method to the one used above in proving If A i and A j belong to different principal subtrees of T, which without loss of generality we denote by T i and
, where C and D are expressions not containing x, and so the result follows using the above result that both p X (T i ) and p X (T j ) are equal to expressions which are linear in exists a constant N such that 2 (x -1) 2 > 2 C 2 x + C 2 for x > N and so α X (S) > α X (T) when x k > 1 for all k, 1 ≤ k ≤ n and x i = x j = x. This contradicts Lemma 3.3 and so S and T cannot be absolutely equivalent.
We note that Theorem 3.1 is not valid if the scheme trees are not balanced. For example, if one takes scheme trees S and T, where N(S) = {A, {B}} and N(T) = {A, B} then it follows from Definition 3.2 and Lemma 3.3 that S and T are absolutely equivalent yet they are not isomorphic. It also follows from this theorem that the scheme trees S and T in Figure 3 .1 are not absolutely equivalent since they are balanced but not isomorphic.
We now use Theorem 3.1 to show that the (balanced) normal form tree for T, denoted by B(T), is unique (up to an isomorphism). We write S ⇒ T if there exists a sequence of scheme trees S 1 , …, S n such that S 1 = S, …, S n = T and S i = COMPRESS(S i-1 ), n ≥ i > 1.
Lemma 3.9. If S is a scheme tree and S 1 and S 2 are balanced scheme trees such that S ⇒ S 1 and S ⇒ S 2 , then S 1 and S 2 are isomorphic.
Proof. It suffices to show that ⇒ is Church-Rosser, i.e.
(i) every sequence of COMPRESS operations terminates;
(ii) if S ⇒ S 1 and S ⇒ S 2 then there is a pair of isomorphic trees T 1 and T 2 such that S 1 ⇒ T 1 and S 2 ⇒ T 2 .
Since COMPRESS reduces the number of nodes in the scheme tree by 1, (i) follows immediately. For (ii), it follows from (i) that there exist balanced scheme trees T 1 and T 2 such that S ⇒ S 1 ⇒ T 1 and S ⇒ S 2 ⇒ T 2 . Applying Lemmas 3.3 and 3.5 shows that T 1 and T 2 are absolutely equivalent and so they are isomorphic by Theorem 3.1.
To complete the preliminaries needed to prove the main result of the paper, we follow the approach of [29] and define a generalised nest operator and then show that it can be used to construct a bijection between PNF instances of two scheme trees whose induced sets of scheme trees are equivalent.
Definition 3.7. Let T be a scheme tree and s a flat relation defined over U. Then nesting s according to T,
(i) For every non-root node n ∈ T there exists one and only one X i such that N(T n ) = X i , where T n is the subtree of T with root n;
(ii) If node n is a descendent of node n' in T, then the nest operation on the set corresponding to n is performed before the nest operation on the set corresponding to n '.
For example, given the scheme tree T in Figure 2 .1, then one nest sequence to construct ν * T (s) is ν MAJOR ν CLASS, {EXAM}, {PROJECT} ν EXAM ν PROJECT (r). The following properties of ν * T (s) can be easily shown using the results in [28, 29] :
Lemma 3.10. If s is a flat relation in SAT(MVD(T)), then:
(ii) If r ∈ PNF(T), then ν * T (µ*(r)) = r;
We use this result to show that if MVD(S) and MVD(T) are equivalent, then there exists a bijection from
PNF(S) to PNF(T).
Lemma 3.11. If S and T are scheme trees where ATT(T) = ATT(S) and MVD(S) ≡ MVD(T), then the mapping from PNF(S) to PNF(T) defined by F(r) = ν * T (µ*(r)), r ∈ PNF(S), is a bijection.
Proof. We shall verify that F has each of the properties of a bijection.
(i) F is total. If r ∈ PNF(S), then µ*(r) ∈ SAT(MVD(S)) (Theorem 7.5 in [18] ) and so µ*(r) ∈ SAT(MVD(T)) since MVD(S) ≡ MVD(T) and hence ν * T ( µ*(r)) ∈ PNF(T) (again by Theorem 7.5 in [18] ) ).
(ii) F is onto. Let r ∈ PNF(T) and consider the relation r 1 where r 1 = ν * S ( µ*(r)). From the same argument as in (i), r 1 ∈ PNF(S). By Lemma 3.10 (iii), µ*(ν * S ( µ*(r))) = µ*(r) and so F(r 1 ) = ν * T ( µ*(ν * S ( µ*(r)))) = ν * T ( µ*(r)) and, by Lemma 3.10 (ii), ν * T ( µ*(r)) = r and so F is onto.
(iii) F is 1-1. Suppose that there are relations r 1 and r 2 ∈ PNF(S) such that F(r 1 ) = F(r 2 ), i.e. ν * T ( µ*(r 1 )) = ν * T ( µ*(r 2 )). Then applying µ* to both sides and using Lemma 3.10 (iii) shows that µ*(r 1 ) = µ*(r 2 ) and applying ν* S to both sides and using Lemma 3.10 (ii) shows that r 1 = r 2 and so F is 1-1.
Combining these preliminary results now leads to the main result of this paper which provides two characterisations of absolute equivalence for nested schemes. (i) S and T are absolutely equivalent;
(
ii) B(S) and B(T) are isomorphic; (iii) MVD(S) ≡ MVD(T).
Proof. We shall show that (i) ⇒ (ii) ⇒ (iii) ⇒ (i). (ii) ⇒ (iii)
It follows directly from the definition of a scheme tree isomorphism that if B(S) and B(T) are isomorphic then MVD(B(S)) = MVD(B(T)) and so it suffices to show that MVD(T') ≡ MVD(COMPRESS(T')), where COMPRESS(T') denotes the tree obtained by any application of the COMPRESS operator to an arbitrary scheme tree T'. This follows immediately from the observation that P(T') = P(COMPRESS(T')) and the result [18] that MVD(T') ≡ ><[P(T')].
Immediate from Lemma 3.11 and noting that for any r ∈ PNF(S), ACT(r) = ACT(F(r)).
Some observations on this theorem and its consequences are appropriate at this point. We firstly note that a consequence of the equivalence of (i) and (ii) is that the COMPRESS operator (and its inverse) are complete in the sense that two scheme trees are absolutely equivalent if and only if one tree can be obtained from the other by a sequence of applications of the COMPRESS operator and its inverse. Secondly, from (i) ⇒ (iii) and Lemma 3.11 it follows that absolute equivalence implies query equivalence in the context of the nested query language of [28] . So all the types of data equivalence coincide for nested schemes since it is well known that query equivalence ⇒ generic equivalence ⇒ internal equivalence ⇒ absolute equivalence [10] .
The theorem also results in two polynomial time algorithms for testing scheme tree equivalence, one by checking for the equivalence of the sets of MVDs and the other by converting each scheme tree to a balanced tree and then checking if the trees are isomorphic. Using the MVD approach, it follows from the results in [6] 
Related Work
The concept of absolute equivalence and the investigation of necessary and sufficient conditions for absolute equivalence for a nested type model, called the format model, was first carried out in [11] . The format model uses three data constructors -collection (which corresponds to set construction), composition (which corresponds to tuple construction) and classification (an alternate construction similar to a variant record construction). A set of local restructuring operators were then defined and proven to be complete for preserving absolute equivalence between formats. The format model is a more general model than the nested model used in the this paper in a number of aspects. Firstly, the nested model does not use the classification construction, secondly the nested model requires that the collection and composition operators alternate which is not required in the format model and lastly, the nested model requires the PNF condition whereas the format model does not. As a consequence, while the essential problem addressed in this paper and [11] is the same, the results differ because of the different underlying models. In particular, none of the restructuring operators in [11] is equivalent to our COMPRESS operator and the balanced property of a normal form tree in this paper is not a property of the normal form trees in [11] . The work in [11] was later extended in [2] where the problem of restructuring and data equivalence of the format model was extended to include finite attribute domains. Also, restructuring operators which augment the data capacity of a scheme were introduced. Once again, the results in [2] differ from the results in this paper because of the differing model assumptions.
The work in [1] examined data equivalence in the context of the VERSO model. The VERSO model is closer to the one used in this paper than those in [2, 11] but there are still two important differences. Firstly, the VERSO model allows empty sets at all levels in a relation whereas the model used in this paper, based on [28] , does not permit empty sets. Secondly, the data manipulation language in VERSO differs from that of the nested model used in this paper and in particular does not include the nest and unnnest operators for restructuring.
Instead, the effect of restructuring an instance of a VERSO scheme is defined indirectly via a set of flat relations corresponding to the instance. As a result, the restructuring between two arbitrary VERSO schemes defined over the same set of atomic attributes may not be defined and so the VERSO restructuring operator is less powerful than the unnnest and nest operators. For instance, given the scheme trees S and T with N(S) = {A, B, C} and N(T) = {A, {B}, {C}}, then a relation defined over S can be transformed into one over T by two applications of the nest operator but S cannot be transformed into T with the VERSO restructuring [10] . As a result, the notion of data equivalence between two schemes in [1] is restricted to those schemes for which the VERSO restructuring operator is defined. In contrast, we place no restrictions on the nested schemes apart from the obvious requirement of them being defined over the same set of atomic attributes. It is interesting to then compare the results on data equivalence in [1] with ours. Their main result shows that two VERSO schemes are data equivalent if and only if they are identical apart from the trivial restructuring operations of permuting the order of attributes within a node of the scheme tree or permuting the left-to-right ordering of the children of a node. This is a more negative result than ours which allows nontrivial restructuring of the scheme tree using the COMPRESS operator and its inverse. The other difference between the work in [1] and ours is that they consider the issue of data dominance, a more general notion than data equivalence, whereas we have only considered data equivalence.
A different aspect to restructuring PNF relations was investigated in [8] . The motivation for the work was based on the observation that if empty sets are permitted, then restructuring using the nest an unnest operators may result in losing more information then is necessary. A restructuring operator was then defined which maps directly from one nested scheme to another without the use of the nest an unnest operator, using a similar but more general approach to that used in [1] , with the aim of minimising information loss in the restructuring.
However, this paper did not address the question of characterising when the new restructuring operator preserved information content and this was posed as an open problem.
In [12] two restructuring operations were considered in the context of nested relations not necessarily in PNF.
The first operation, called empty node insertion, allows the insertion of a node with the empty set of attributes between two other nodes in the path of a scheme tree. Empty node insertion preserves absolute equivalence but is not considered herein, since nodes having an empty set of attributes are disallowed. The motivation for allowing such nodes in [12] is the restructuring of a forest of scheme trees so that they be joinable. The second operation, called root weighting, is a generalisation of the COMPRESS operator which allows us to remove a node in the scheme tree and add its attributes to one of its ancestor nodes. As a result of Theorem 3.3 it is easy to verify that any root weighting not corresponding to an application of the COMPRESS operator does not preserve absolute equivalence, resulting in dominance instead.
CONCLUSIONS
In this paper we have investigated the problem of when two nested relational schemes are data equivalent and provided two characterisations of data equivalence. The first is that two nested schemes are data equivalent if and 19 only if the sets of MVDs induced by the corresponding scheme trees are equivalent. The second is that two schemes are data equivalent if and only if the corresponding scheme trees can be transformed into each other by a sequence of applications of a tree restructuring operator called COMPRESS (and its inverse). The COMPRESS operator merges a parent and child nodes in a scheme tree if the parent has only one child node. We also used these characterisations to derive two polynomial time algorithms for determining when two nested schemes are data equivalent.
There are several other related topics that also warrant further investigation. Data equivalence can be viewed as a special case of data dominance [8] which holds if there is a 1-1 (but not necessarily onto) mapping from the instances of one scheme to the instances of another scheme. Finding then a complete set of restructuring operators for a scheme tree which preserve data dominance is an important question that arises in contexts such as schema integration where one often wants to ensure that the integrated scheme dominates the original schemes.
The approach in this paper has also assumed that attribute domains are disjoint and it would be useful to characterise data equivalence and dominance if this assumption is dropped. Another aspect that needs further investigation is to extend the approach in this paper, which has only characterised data equivalence for a single nested scheme, to characterising absolute equivalence and dominance for nested database schemes.
