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Abstract — In this paper, a method is proposed to tackle the problem of single channel audio 
separation. The proposed method leverages on the exemplar source is used to emulate the targeted 
speech signal. A multi-component nonnegative matrix factor 2-D deconvolution (NMF2D) is proposed 
to model the temporal and spectral changes, and the number of spectral basis of the audio signals. The 
paper proposes an artificial auxiliary channel to imitate a pair of stereo mixture signals which is termed 
as “artificial-stereophonic mixtures”. The artificial-stereophonic mixtures and the exemplar source are 
jointly used to guide the factorization process of the NMF2D. The factorization is adapted under a 
hybrid framework that combines the Generalized Expectation-Maximization algorithm with 
multiplicative update adaptation. The proposed algorithm leads to fast and stable convergence, and 
ensures the non-negativity constraints of the solution are satisfied. Adaptive sparsity has also been 
introduced on each sparse parameter in the multi-component NMF2D model when the exemplar 
deviates from the target signal. Experimental results have shown the competence of the proposed 
algorithms in comparison with other algorithms. 
Keywords — adaptive signal processing, signal processing, learning systems, intelligent control, 
system identification 
 
I. INTRODUCTION 
Blind source separation (BSS) 
1-5
 is an ill-posed problem that cannot be totally solved without some prior 
information, i.e., a certain number of assumptions have to be imposed to render the problem solvable 
2
 such as 
mutual statistical independence among the sources, the number of sources, how the sources are mixed, the 
location of the sources with respect to the microphones, and the channel type. Several recent solutions have 
been developed to mitigate some of these constraints. In the work 
6
, a method is proposed to decorrelate 
multiple non-stationary stochastic sources using a multivariable crosstalk-resistant adaptive noise canceller. In 
2 
 
related method 
7
, the problem of speech quality enhancement is tackled using adaptive and non-adaptive 
filtering algorithms. A two-microphone Gauss-Seidel pseudo affine projection algorithm combined with 
forward blind source separation is proposed. A higher efficiency in speech enhancement in noisy environment 
has been attained. The paper 
8
 proposes rational polynomial functions to replace the original score functions 
used in standard ICA. The rational polynomials are derived by the Pade approximant from Taylor series 
expansion of the original nonlinearities which can be quickly evaluated to enable large-scale multidimensional 
sets of data characterized by super-Gaussian distribution to be separated within a short period of time.  
In recent years, there has been a shift of focus from blind to informed source separation framework where the 
aim is to achieve higher performance that the conventional BSS approaches cannot reach. In this framework, 
researchers seek an aid from an external source in addition to the mixture signal as side information to enhance 
the separation performance. Informed source separation can be classified as follows:  
(a) Score Informed Source Separation: In this method the parameters of the separation algorithm are 
initialized by depending on the side information that are available from the Musical Instrument Digital 
Interface (MIDI) files (sometimes they are called musical scores), such as the onset time, pitch, and 
duration of the musical notes 
9-10
. An overview of the score informed source separation can be found in the 
paper 
11
. Furthermore, similar to this idea the user can manually set or rest the code matrix in the NMF 
models 
12-13
.  
(b) Exemplar-Based Source Separation: Here the informed source separation targeted a specific source in the 
mixture by providing another source that is similar to the one to be separated. Such as the user mimic the 
targeted source by singing 
14
, by humming 
15
, or by dubs the dialog in films 
16
. Furthermore, using an 
additional audio references as a side information such as using the multitrack cover version of the same 
song 
17-20
 or using several international versions of the same movie 
21
. Additionally the text can be used as 
side information to mimic the targeted speech signal 
22
. The use of the exemplar gives a controllability 
over the separation mechanism by mean of which source is to be separated in the mixture 
23-25
.  
In both approaches, there is a need for a synthesizer to convert them to music. In the score informed source 
separation an MIDI synthesizer or a user is usually used to convert the scores to music in order to use them as 
side information with the audio mixture. Similarly, the exemplar-based informed source separation (especially 
text based one) uses a speech synthesizer or a user to convert the texts to music.  
(c) Coding Based Informed Source Separation: It is two stages scenario that contains the encoding stage and 
the decoding stage. At the encoding stage all the sources are available in addition to the mixture in order to 
generate a side information that can be transmitted with the mixture or be embedded in the mixture 
26
, and 
will be used in the decoder stage to separate the sources 
27-30
. Ozerov et al. 
30
 showed that the coding based 
informed source separation can outperforms the oracle estimation, if the required bitrate provided. It is 
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bitrate vs quality of separation in this type of informed source separation, as it takes advantage from both 
source coding and source separation. 
Among these types of informed source separation, the exemplar based informed source separation has been 
pursued in this paper as the MIDI files are not always available in the case of the score informed source 
separation. Also, the coding based informed source separation did not progress far as it investigates the quality 
of separation achieved in terms of the available bitrate, and therefore it is far from the scope covered of this 
paper; however it is very prompting future work if it can be proven that the nonnegative matrix factor 2-D 
deconvolution (NMF2D) 
31
 can achieve better performance and lower bitrate than the conventional methods.  
In this paper, we address the problem of informed source separation when only a single receiver is available. 
This gives rise to the single-channel source separation (SCSS) which is an extreme case of under-determined 
BSS problem where only a single channel recording is available to estimate more than one source signals. The 
proposed solution leverages on exemplar signal from text associated with the mixture which is generated by 
using a speech synthesizer or human speaker. The approach is essentially belonging to the category of text 
informed source separation 
22, 32-33
. In the current paper, two algorithms will be proposed, namely, the full 
exemplar-based algorithm and the semi-exemplar based algorithm
*
. In the exemplar-based algorithm, we will 
utilize the exemplar to “guide” the factorization process of the NMF2D. The cost function is augmented with a 
weighted term containing the exemplar which is co-factorized along with the mixture signal. We term this as 
the Nonnegative Matrix Partial Co-factorization 2-D Deconvolution (NMPCF2D). The proposed NMPCF2D 
has the ability to describe pitch and temporal changes of the signal as well as the variations in the spectral basis. 
In the case of semi-exemplar based algorithm, the exemplar signal is used only to initialize the tensors of the 
NMF2D which alone will be used to carry out the separation. The difference between the semi-exemplar based 
algorithm and the exemplar based algorithm is that the former algorithm will guide the separation for the first 
iteration only (i.e., to give the correct start) by initializing its tensors through the exemplar signal, while in the 
latter algorithm the exemplar signal is used to initialize as well as to guide the separation process for every 
iteration via the NMPCF2D until it converges to the desired solution. For faster convergence, both algorithms 
are adapted under a framework that hybridizes the Generalized EM algorithm with the Multiplicative Update 
(which is termed as GEM-MU 
12
). Furthermore, as the speech source changes rapidly over time, conventional 
methods that assign a fixed uniform sparsity will inadvertently lead to either too many ineffective temporal 
codes (i.e. under-sparseness), or too many temporal codes set to zero (i.e. over-sparseness). Thus the proposed 
solution addresses this issue by internalizing a mechanism wherein the sparsity level of each individual 
temporal code is adaptively tuned as part of the parameter estimation stage. Finally, to relieve the ill-posed 
condition imposed by the single recording of the mixture signal, the paper proposes an “auxiliary channel” 
 
*
 For brevity, we term the full-exemplar based algorithm simply as exemplar based algorithm. 
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which generates another mixture signal. When this auxiliary mixture signal concatenates with the original 
mixture, they emulate a pair of stereophonic mixture signals. Fig. 1 shows a high level representation of the 
proposed exemplar-based algorithm. The semi-exemplar algorithm is similar to Fig. 1 except that the exemplar 
signal does not directly feed into the GEM-MU based NMPCF2D. 
The contributions in this paper can be summarized as follows: Firstly, two informed source separation 
algorithms are proposed. Secondly, the proposal of NMPCF2D to guide the source separation process. Thirdly, 
the development of artificial stereophonic channel and its integration with the hybrid GEM-MU algorithm to 
render stable and fast convergence during parameter estimation while preserving the non-negativity 
constraints of the sources. The paper is organized as follows: Section II is dedicated to the problem formulation 
where the mixture model with artificial stereophonic channel and the exemplar model will be formulated. The 
proposed full-exemplar and semi-exemplar based algorithms will be derived in Section III. The description of 
the targeted speech signal using the exemplar signal will be carried out in Section IV. Experimental results and 
discussions of these results will be shown in Section V. Finally, Section VI draws the conclusions. 
 
II. PROBLEM FORMULATION 
A. Auxiliary Channel 
Considering the underdetermined single channel mixture, namely:  
?̃?1(𝑡) = ?̃?(𝑡) + ?̃?(𝑡) + ?̃?(𝑡)                                                              (1𝑎) 
where 𝑥1(𝑡) is the sampled mixture signal, ?̃?(𝑡) the sampled target signal (e.g. speech), and ?̃?(𝑡) is the 
sampled background signal (which we will take as either a music or effects (fx)), ?̃?(𝑡) is some additive noise, 
for (𝑡 = 1,… , 𝑇). In this paper, ?̃?(𝑡) and ?̃?(𝑡) are assumed to be modelled by the autoregressive (AR) process: 
?̃?(𝑡) = −∑ 𝑎?̃?(𝜏)?̃?(𝑡 − 𝜏)
𝐷?̃?
𝜏=1
+ 𝑒?̃?(𝑡)                                                   (1b) 
where 𝑎?̃?(𝜏) denotes the 𝜏
𝑡ℎ order AR coefficient of target signal, 𝐷?̃? is the maximum AR order, and 𝑒?̃?(𝑡) is 
an independent identically distributed (i.i.d.) random signal with zero mean and variance 𝜎𝑒?̃?
2 . The same 
definition will be applied to the background signal i.e. ?̃?(𝑡) = −∑ 𝑎?̃?(𝜏)?̃?(𝑡 − 𝜏)
𝐷?̃?
𝜏=1 + 𝑒?̃?(𝑡). This model is 
particularly interesting in signal separation. Firstly, many real-life signals satisfy this process and secondly, it 
enables us to formulate an auxiliary channel by weighting and time-shifting 𝑥1(𝑡) as 
?̃?2(𝑡) =
?̃?1(𝑡) + 𝛾?̃?1(𝑡 − 𝛿)
1 + |𝛾|
                                                                  (2) 
In Eqn. (2), 𝛾 ∈   is the weight parameter, and 𝛿 is the time-delay between ?̃?2 and ?̃?1. The original mixture in 
Eqn. (1a) together with the auxiliary channel output in Eqn. (2) form what we term in this paper as 
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“artificial-stereophonic mixtures”. It has an artificial resemblance of a stereo signal except that it is given at 
one spatial location which results in the same time-delay but different attenuation of the source signals. To 
show this, we can express Eqn. (2) in terms of the source signals, AR coefficients and time-delay as 
?̃?2(𝑡) =
?̃?(𝑡) + ?̃?(𝑡) + ?̃?(𝑡) + 𝛾[?̃?(𝑡 − 𝛿) + ?̃?(𝑡 − 𝛿) + ?̃?(𝑡 − 𝛿)]
1 + |𝛾|
 
=  
(−𝑎?̃?(𝛿) + 𝛾)
1 + |𝛾|
?̃?(𝑡 − 𝛿) +
(−𝑎?̃?(𝛿) + 𝛾)
1 + |𝛾|
?̃?(𝑡 − 𝛿) +
?̃?(𝑡)  +  𝛾?̃?(𝑡 − 𝛿)
1 + |𝛾|
+
𝑒?̃?(𝑡) − ∑ 𝑎?̃?(𝜏)?̃?(𝑡 − 𝜏)
𝐷?̃?
𝜏=1
𝜏≠𝛿
1 + |𝛾|
+
𝑒?̃?(𝑡) − ∑ 𝑎?̃?(𝜏)?̃?(𝑡 − 𝜏)
𝐷?̃?
𝜏=1
𝜏≠𝛿
1 + |𝛾|
.                                  (3) 
Defining the followings: 
𝑎?̃?(𝛿) =
−𝑎?̃?(𝛿)+𝛾
1+|𝛾|
, 𝑎?̃?(𝛿) =
−𝑎?̃?(𝛿)+𝛾
1+|𝛾|
   
𝑟?̃?(𝑡) =
𝑒?̃?(𝑡)−∑ 𝑎?̃?(𝜏)?̃?(𝑡−𝜏)
𝐷?̃?
𝜏=1
𝜏≠𝛿
1+|𝛾|
  
 𝑟?̃?(𝑡) =
𝑒?̃?(𝑡)−∑ 𝑎?̃?(𝜏)?̃?(𝑡−𝜏)
𝐷
?̃?
𝜏=1
𝜏≠𝛿
1+|𝛾|
   
𝜈(𝑡) = 𝑟?̃?(𝑡) + 𝑟?̃?(𝑡) +
?̃?(𝑡)  +  𝛾?̃?(𝑡 − 𝛿)
1 + |𝛾|
.                                                 (4) 
In Eqn. (4), 𝑟𝑗(𝑡)  represents the residue of the speech signal and background, and 𝜈(𝑡)  denotes the 
accumulated noise obtained by weighting and time-shifting of the additive noise ?̃?(𝑡) plus the residues. Using 
Eqns. (1)-(4), the mixture model can now be formulated in terms of the sources and the noise as 
 
?̃?1(𝑡) = ?̃?(𝑡) + ?̃?(𝑡) + ?̃?(𝑡) 
?̃?2(𝑡) = 𝑎?̃?(𝛿)?̃?(𝑡 − 𝛿) + 𝑎?̃?(𝛿)?̃?(𝑡 − 𝛿) + 𝜈(𝑡).                                     (5) 
 
Eqn. (5) shows that the signals ?̃?1(𝑡) and ?̃?2(𝑡) resemble a pair of stereo mixture signals that has been mixed 
by ?̃?(𝑡) and ?̃?(𝑡) and their constituents delayed version. The terms ?̃?(𝑡) and 𝜈(𝑡) represent the noise that 
perturbed ?̃?1(𝑡) and ?̃?2(𝑡), respectively. 
The time-frequency representation of the noisy mixing model is obtained using the Short-Time Fourier 
Transform (STFT) of ?̃?𝑗, 𝑗 = 1,2 as 
 
𝑥1,𝑓,𝑛 = 𝑔𝑓,𝑛 + 𝑏𝑓,𝑛 + 𝑛𝑓,𝑛 
𝑥2,𝑓,𝑛 = 𝑎?̃?(𝛿)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛−𝛿 + 𝑎?̃?(𝛿)𝑒
−𝑖𝜔𝛿𝑏𝑓,𝑛−𝛿 + 𝜈𝑓,𝑛                                (6) 
 
where 𝑥𝑖,𝑓,𝑛 , 𝑔𝑓,𝑛 , 𝑏𝑓,𝑛 , 𝑛𝑓,𝑛  and 𝜈𝑓,𝑛  are the STFT of ?̃?𝑖(𝑡), ?̃?(𝑡), ?̃?(𝑡), ?̃?(𝑡) and  𝜈(𝑡), respectively, and 
𝑓 = 1,… , 𝐹 is the frequency bin index. By invoking stationarity of the source signals i.e., 𝑆𝑇𝐹𝑇[?̃?(𝑡 − 𝛿)]
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= 𝑒−𝑖𝜔𝛿𝑔𝑓,𝑛−𝛿 ≈ 𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛, the above can be expressed as  
 
𝒙𝑓,𝑛 ≅ 𝑨𝑓𝒔𝑓,𝑛 + 𝐧𝑓                                                                               (7) 
 
where 𝒙𝑓,𝑛 = [
𝑥1,𝑓,𝑛
𝑥2,𝑓,𝑛
] ∈ ℂ2×1 ,  𝑨𝑓 = [
1 1
𝑎?̃?,𝑓(𝛿) 𝑎?̃?,𝑓(𝛿)
] ∈ ℂ2×2 ,  𝑎𝑗,𝑓(𝛿) = 𝑎𝑗(𝛿)𝑒
−𝑖𝜔𝛿 , 𝒔𝑓,𝑛 = [
𝑔𝑓,𝑛
𝑏𝑓,𝑛
] ∈
ℂ2×1, and 𝐧𝑓 = [
𝑛𝑓,𝑛
𝜈𝑓,𝑛
] ∈ ℂ2×1. The separability of the proposed pseudo-stereo mixture has been undertaken 
and presented in the Appendix. It is shown that when the AR coefficients of the sources at selected delay are 
different (i.e. 𝑎?̃?(𝛿) ≠ 𝑎?̃?(𝛿)) or the residues are different (i.e. 𝑟?̃?(𝑡) ≠ 𝑟?̃?(𝑡)), then the pseudo-stereo mixture 
in (7) is separable. It should be noted that through delaying the original mixture ?̃?1(𝑡) by 𝛿 lag and weightily 
recombining it with the original mixture in Eqn. (2), the resulting action resembles a filtering process by a 
finite impulse response filter. As a result, the waveform of the auxiliary channel output differs from the 
original mixture. Also since the sources are audio signals, the local stationarity assumption enables the AR 
coefficients at the corresponding time delay to manifest as if these were the “mixing coefficients”. Hence this 
enables a representation of two-input two-output mixing system as shown in Eqn. (7). These mixing 
coefficients culminated to a square matrix which has the attribute of a full-rank matrix provided that 
𝑎1,𝑓(𝛿) ≠ 𝑎2,𝑓(𝛿). Thus the single-channel source separation is transformed into an exact-determined system 
in the TF domain given the above conditions hold. To further model the sources 𝒔𝑓,𝑛
𝑇 = [𝑔𝑓,𝑛 𝑏𝑓,𝑛], we 
propose to use a multi-component NMF2D. The choice of NMF2D is motivated by the need to specify the 
spectral and temporal changes of the target speech signal through its convolutive parameters and the number of 
frequency basis. If NMF is used, it will be able to describe the number of frequency basis only. Therefore, the 
NMF2D with multiple components will be considered for the spectral variance model instead of the NMF 
spectral model. Thus, each source can be expressed by  𝐾 complex-valued latent components, i.e., 𝑔𝑓,𝑛 =
∑ 𝑐𝑘,𝑓,𝑛
𝑔𝐾𝑔
𝑘=1  and 𝑏𝑓,𝑛 = ∑ 𝑐𝑘,𝑓,𝑛
𝑏𝐾𝑏
𝑘=1  and can be modeled as realization of proper complex zero-mean variables: 
 
𝑐𝑘,𝑓,𝑛
𝑔 ~𝒩𝑐 (0, 𝜎𝑘,𝑓,𝑛
𝑔2 ) = 𝒩𝑐 (0, ∑ ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑔 ℎ𝑘,𝜙,𝑛−𝜏
𝑔
𝜙𝑚𝑎𝑥
𝜙=0
𝜏𝑚𝑎𝑥
𝜏=0
) 
𝑐𝑘,𝑓,𝑛
𝑏 ~𝒩𝑐(0, 𝜎𝑘,𝑓,𝑛
𝑏2 ) = 𝒩𝑐 (0, ∑ ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑏 ℎ𝑘,𝜙,𝑛−𝜏
𝑏
𝜙𝑚𝑎𝑥
𝜙=0
𝜏𝑚𝑎𝑥
𝜏=0
)                                    (8) 
 
where 𝒩𝑐(𝜇, Σ) is proper complex Gaussian distribution 
34
, 𝑤𝑘,𝑓,𝜏
𝑔
 and 𝑤𝑘,𝑓,𝜏
𝑏  represent the spectral basis of the 
speech and background sources, respectively; ℎ𝑘,𝜙,𝑛
𝑔
 and ℎ𝑘,𝜙,𝑛
𝑏  represent the temporal code for each spectral 
basis element of the speech and background sources, respectively, for 𝑓 = 1,… , 𝐹;  𝑛 = 1,… ,𝑁;  𝑘 = 1, . . . 𝐾.  
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B. Generalized Expectation-Maximization (GEM) Algorithm 
The maximum a posteriori (MAP) probability is chosen as the optimization criterion. The noise 𝑛𝑖,𝑓𝑛 is 
assumed to be stationary and spatially uncorrelated, i.e. 
𝑛𝑖,𝑓𝑛~𝒩𝑐 (0, (𝜎𝑖,𝑓
𝑛 )2
 
)     and    𝜮𝐧,𝑓 = 𝑑𝑖𝑎𝑔[(𝜎𝑖,𝑓
𝑛 )2].                                         (9) 
Let 𝑿 = {𝒙𝑓,𝑛}𝑓,𝑛  and 𝑪 = {{𝑐𝑘,𝑓,𝑛
𝑔
}, {𝑐𝑘,𝑓,𝑛
𝑏 }}
𝑘,𝑓,𝑛
be the observations and latent variables, and 𝜽 =
 {𝑨,𝑾,𝑯,𝜦 , 𝜮𝐧}  as the parameters of the model where 𝑨 = {𝑨𝑓}𝑓 , 𝑾 =
{𝑾𝑔,𝑾𝑏} , 𝑯 = {𝑯𝑔, 𝑯𝑏} , 
𝜦 = {𝜦𝑔, 𝜦𝑏} , 𝑾𝑔 = {𝑤𝑘,𝑓,𝜏
𝑔
}
𝑘,𝑓,𝜏
, 𝑾𝑏 = {𝑤𝑘,𝑓,𝜏
𝑏 }
𝑘,𝑓,𝜏
, 𝑯𝑔 = {ℎ𝑘,𝜙,𝑛
𝑔
}
𝑘,𝜙,𝑛
, 𝑯𝑏 = {ℎ𝑘,𝜙,𝑛
𝑏 }
𝑘,𝜙,𝑛
, 𝜦𝑔 =
{𝜆𝑘,𝜙,𝑛
𝑔
}
𝑘,𝜙,𝑛
, 𝜦𝑏 = {𝜆𝑘,𝜙,𝑛
𝑏 }
𝑘,𝜙.𝑛
. The tensor 𝜦 contains the sparsity terms for 𝑯. The estimation of model 
parameters and latent variables will alternate between the expectation-maximization (EM) steps through the 
posterior probability: 
?̂?𝑀𝐴𝑃 = arg max
𝜃
 log 𝑝(𝜽|𝑿 ) 
where 
log 𝑝(𝜽|𝑿) ≥ ∫𝑄(𝑪) log [
𝑝(𝑪, 𝜽|𝑿 )
𝑄(𝑪)
] 𝑑𝑪                                                   (10) 
for any distribution 𝑄(𝑪) . Defining 𝐹(𝑄(𝑪), 𝜽) = ∫𝑄(𝑪) log [
𝑝(𝑪,𝜽|𝑿 )
𝑄(𝑪)
] 𝑑𝑪 , then the E-step consists of 
determining 𝑄(𝑪) that maximizes 𝐹(𝑄(𝑪), 𝜽) where the optimal 𝑄(𝑪) is given by 𝑄∗(𝑪) = 𝑃(𝑪|𝑿, 𝜽′) for 
the current model 𝜽′. The M-step consists of maximizing 𝐹(𝑄∗(𝑪), 𝜽) with respect to the model 𝜽 when 𝑄(𝑪) 
is fixed at 𝑄∗(𝑪) i.e. 𝜽∗ = argmax𝜽  ∫ 𝑄
∗(𝑪) log 𝑝(𝑪, 𝜽|𝑿) 𝑑𝑪. The posterior probability is given by  
𝑝(𝑪, 𝜽|𝑿) =  
𝑝(𝑿, 𝑪|𝜽)𝑝(𝜽)
𝑝(𝑿)
∝ 𝑝(𝑿|𝑪, 𝜽)𝑝(𝑪|𝜽)𝑃(𝜽).                                         (11) 
 
III. PROPOSED EXEMPLAR AND SEMI-EXEMPLAR ALGORITHMS 
The GEM-MU will be used as the platform for deriving the proposed algorithms. The GEM-MU combines the 
generalized EM algorithm and the multiplicative update (MU) algorithm. The source power spectrogram 
posterior estimates (?̂?𝑗,𝑓𝑛) (see Eqn. (13)), the mixing parameters, and the noise covariance will be estimated 
in the E-step of the EM algorithm, while the parameters 𝑊  and 𝐻  will be estimated in the M-step of the EM 
algorithm by using the MU algorithm with adaptive sparsity NMF2D. First of all, the common part between 
the two proposed algorithms will be derived, and once this is achieved we will derive each one separately 
within their context.  
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A. E-Step: Conditional expectations of natural statistics 
In the E-step, the complete data {𝑿, 𝑪} and its pdfs 𝑝(𝑿, 𝑪|𝜽) form an exponential family. Using Eqns. (7)-(9), 
it can be shown that the complete data log-likelihood is given by 
−log𝑝(𝑪, 𝜽|𝑿) = −log𝑝(𝑿|𝑪, 𝜽) − log 𝑝(𝑪|𝜽) − log𝑃(𝜽) 
=
𝑐
∑[log|𝜮𝐧,𝑓| + ∑ log( ∑ ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑔 ℎ𝑘,𝜙,𝑛−𝜏
𝑔
𝜙𝑚𝑎𝑥
𝜙=0
𝜏𝑚𝑎𝑥
𝜏=0
) 
𝐾𝑔
𝑘=1
+ ∑
|𝑐𝑘,𝑓,𝑛
𝑔
|
2
∑ ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑔 ℎ𝑘,𝜙,𝑛−𝜏
𝑔𝜙𝑚𝑎𝑥
𝜙=0
𝜏𝑚𝑎𝑥
𝜏=0
𝐾𝑔
𝑘=1𝑓,𝑛
+ ∑ log( ∑ ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑏 ℎ𝑘,𝜙,𝑛−𝜏
𝑏
𝜙𝑚𝑎𝑥
𝜙=0
𝜏𝑚𝑎𝑥
𝜏=0
)
𝐾𝑏
𝑘=1
+ ∑
|𝑐𝑘,𝑓,𝑛
𝑏 |
2
∑ ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑏 ℎ𝑘,𝜙,𝑛−𝜏
𝑏𝜙𝑚𝑎𝑥
𝜙=0
𝜏𝑚𝑎𝑥
𝜏=0
𝐾𝑏
𝑘=1
]
+ 𝑁 ∑𝑡𝑟[𝜮𝐧,𝑓
−1𝑹𝒙𝒙,𝑓 − 𝜮𝐧,𝑓
−1𝑨𝑓𝑹𝒙𝒔,𝑓
𝐻 − 𝜮𝐧,𝑓
−1𝑹𝒙𝒔,𝑓𝑨𝑓
𝐻 + 𝜮𝐧,𝑓
−1𝑨𝑓𝑹𝒔𝒔,𝑓𝑨𝑓
𝐻]
𝑓
 
− log 𝑝(𝑨𝑓) − log 𝑝(𝜮𝐧,𝑓) − log 𝑝(𝑾) − log 𝑝(𝑯|𝜦)                                                (12) 
where 𝑹𝒙𝒙,𝑓 =
1
𝑁
∑ 𝒙𝑓𝑛𝒙𝑓𝑛
𝐻
𝑛 , 𝑹𝒔𝒔,𝑓 =
1
𝑁
∑ 𝒔𝑓𝑛𝒔𝑓𝑛
𝐻
𝑛  and 𝑹𝒙𝒔,𝑓 =
1
𝑁
∑ 𝒙𝑓𝑛𝒔𝑓𝑛
𝐻
𝑛 . The above complete data 
likelihood can be represented in the standard form of exponential family. In other words, we have 
log 𝑝(𝑿|𝑪, 𝜽) = 〈𝜂(𝜽), T(𝑿, 𝑪)〉 + 𝜗(𝜽)  where T(𝑿,𝑪)  is a vector of all scalar elements of t(𝑿, 𝑪) =
{𝑹𝒙𝒙,𝑓 , 𝑹𝒔𝒔,𝑓 , 𝑹𝒙𝒔,𝑓, 𝑢𝑘,𝑓,𝑛
𝑔 , 𝑢𝑘,𝑓,𝑛
𝑏 } where 𝑢𝑘,𝑓,𝑛
𝑗 = |𝑐𝑘,𝑓,𝑛
𝑗
|
2
 for 𝑗 = {𝑔, 𝑏}, and 𝜂(𝜽) and 𝜗(𝜽) are some vector 
and scalar functions of parameters. The natural sufficient statistics of this family is given by t(𝑿, 𝑪). In the 
E-step, the conditional expectation of the natural statistics are evaluated according to t̂(𝑿, 𝜽′) =
∫ t(𝑿, 𝑪) 𝑝(𝑪|𝑿, 𝜽′)𝑑𝑪 and this gives the conditional expectations ?̂?𝒙𝒙,𝑓 = 𝑹𝒙𝒙,𝑓 =
1
𝑁
∑ 𝒙𝑓𝑛𝒙𝑓𝑛
𝐻
𝑛 ,  ?̂?𝒙𝒔,𝑓 =
1
𝑁
∑ 𝒙𝑓𝑛?̂?𝑓𝑛
𝐻
𝑛 ,  ?̂?𝒔𝒔,𝑓 =
1
𝑁
∑ ?̂?𝑓𝑛
 ?̂?𝑓𝑛
𝐻 + ?̂?𝒔,𝑓𝑛𝑛  and ?̂?𝑘,𝑓,𝑛
𝑗 = [?̂?𝑓𝑛?̂?𝑓𝑛
𝐻 + ?̂?𝒄,𝑓𝑛]𝑘,𝑘
𝑗
where ?̂?𝑓𝑛
 = 〈𝒔𝑓𝑛
 |𝒙𝑓𝑛
 , 𝜽′〉 is the 
a posteriori estimate of the source using the model 𝜃′ estimated from previous EM step. The source power 
spectrogram posterior estimates are given by 
?̂?𝑗,𝑓𝑛 = ?̂?𝒔𝒔,𝑓𝑛(𝑗, 𝑗)                                                                                         (13)  
where  
?̂?𝑓𝑛 = 𝜮𝒔,𝑓𝑛𝑨𝑓
𝐻𝜮𝒙,𝑓𝑛
−1 𝒙𝑓𝑛                                                                                  (14) 
?̂?𝑓𝑛 = 𝜮𝒄,𝑓𝑛[𝑨𝑓⨂𝟏𝐾]
𝐻
𝜮𝒙,𝑓𝑛
−1 𝒙𝑓𝑛                                                                   (15) 
𝜮𝒙,𝑓𝑛 = 𝑨𝑓𝜮𝒔,𝑓𝑛𝑨𝑓
𝐻 + 𝜮𝐧,𝑓                                                                             (16) 
?̂?𝒔,𝑓𝑛 = (𝑰 − 𝜮𝒔,𝑓𝑛𝑨𝑓
𝐻𝜮𝒙,𝑓𝑛
−1 𝑨𝑓)𝜮𝒔,𝑓𝑛                                                           (17) 
?̂?𝒄,𝑓𝑛 = (𝑰 − 𝜮𝒄,𝑓𝑛[𝑨𝑓⨂𝟏𝐾]
𝐻
𝜮𝒙,𝑓𝑛
−1 [𝑨𝑓⨂𝟏𝐾])𝜮𝒄,𝑓𝑛                               (18) 
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𝜮𝒔,𝑓𝑛 =
[
 
 
 
 ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑔 ℎ𝑘,𝜙,𝑛−𝜏
𝑔
𝑘,𝜏,𝜙
0
0 ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑏 ℎ𝑘,𝜙,𝑛−𝜏
𝑏
𝑘,𝜏,𝜙 ]
 
 
 
 
                        (19) 
𝜮𝒄,𝑓𝑛 = [
𝜮𝒄𝑔,𝑓𝑛 𝟎
𝟎 𝜮𝒄𝑏,𝑓𝑛
]                                                                             (20a) 
 𝜮𝒄𝑗,𝑓𝑛 = 𝑑𝑖𝑎𝑔 ([ ∑ ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑗 ℎ𝑘,𝜙,𝑛−𝜏
𝑗
𝜙𝑚𝑎𝑥
𝜙=0
𝜏𝑚𝑎𝑥
𝜏=0
]
𝑘,𝑘
).                                (20b) 
In above, ‘⊗’ is the Kronecker product and 𝟏𝐾 is a row vector with 𝐾 unit element where 𝐾 is the number of 
complex-valued latent components. The detailed derivations of Eqns. (14)-(16) follow from the linear complex 
Gaussian model. 
 
B. M Step: Update of parameters  
The matrix 𝑨𝑓 can be found according to 
𝜕
𝜕𝑨𝑓
〈log 𝑝(𝑿|𝑪, 𝜽) + log 𝑝(𝑨𝑓)〉𝑃(𝑪|𝑿,𝜽′) = 0 
−𝜮𝐧,𝑓
−1 〈𝑹𝒙𝒔,𝑓〉 + 𝜮𝐧,𝑓
−1𝑨𝑓〈𝑹𝒔𝒔,𝑓〉 + 𝝋(𝑨𝑓) = 0                                                (21) 
where 𝝋(𝑨𝑓) = 𝜕 log 𝑝(𝑨𝑓) 𝜕𝑨𝑓⁄ . In the case of 𝑃(𝑨𝑓) is an uniform distribution, then Eqn. (21) leads to  a 
simple closed form expression 
𝑨𝑓 = ?̂?𝒙𝒔,𝑓?̂?𝒔𝒔,𝑓
−1 .                                                                          (22) 
The matrix 𝜮𝐧,𝑓 can be found similarly as 
𝜕
𝜕𝜮𝐧,𝑓
−1 〈log 𝑝(𝑿|𝑪, 𝜽) + log 𝑝(𝜮𝐧,𝑓)〉𝑃(𝑪|𝑿,𝜽′) = 0 
−𝜮𝐧,𝑓 + 𝑹𝒙𝒙,𝑓 − 𝑨𝑓〈𝑹𝒙𝒔,𝑓
𝐻 〉 − 〈𝑹𝒙𝒔,𝑓〉𝑨𝑓
𝐻 + 𝑨𝑓〈𝑹𝒔𝒔,𝑓〉𝑨𝑓
𝐻 + 𝝋(𝜮𝐧,𝑓) = 0                            (23) 
where 𝝋(𝜮𝐧,𝑓) = 𝜕 log 𝑝(𝜮𝐧,𝑓) 𝜕𝜮𝐧,𝑓
−1⁄ . When 𝑃(𝜮𝐧,𝑓) assumes a uniform distribution, then Eqn. (23) leads to  
𝜮𝐧,𝑓 = 𝑑𝑖𝑎𝑔(𝑹𝒙𝒙,𝑓 − 𝑨𝑓?̂?𝒙𝒔,𝑓
𝐻 − ?̂?𝒙𝒔,𝑓𝑨𝑓
𝐻 + 𝑨𝑓?̂?𝒔𝒔,𝑓𝑨𝑓
𝐻).                                      (24) 
Various models exist to model the prior distribution 𝑝(𝑨𝑓) and 𝑝(𝜮𝑛,𝑓) which can be incorporated into the 
above estimation; however, uniform prior distribution results in computational stable and ease of 
implementation. The determination of 𝑾 and 𝑯 will follow the multiplicative update rule. At this point we can 
distinguish between the two proposed algorithms, and how the targeted speech signal will be described through 
the exemplar signal.  
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1) Exemplar Based Algorithm 
In this algorithm, the exemplar signal will be used to initialize the targeted speech signal (see Section IV.C) 
and guide separation through matrix co-partial factorization. The matrix co-partial factorization 
simultaneously decompose the targeted signal and the side information and force them to partially share the 
common frequency basis in order to enable the side information to guide the separation of the targeted signal 
22,28-29
. In this paper, we propose the NMPCF2D which is a two-dimensional deconvolution of the matrix 
co-partial factorization. The NMPCF2D uses not only the frequency (spectral) basis but also the convolutive 
parameters (𝜏 and 𝜙) in order to describe the temporal and spectral changes of the targeted speech signal, and 
therefore renders it more distinguishable and hence more separable than the other sources in the mixture. 
The second term in the right hand side of Eqn. (11) can be expressed using the Itakura-Saito divergence with 
power spectrogram estimated from the E-step. The third term involves the parametrization of {𝑾,𝑯,𝜦 }. Each 
element of 𝑯  has independent decay parameter 𝜆𝑘,𝜙,𝑛
𝑗
 with exponential distribution given by 𝑝(𝑯𝑗|𝜦𝑗) =
∏ 𝑝 (ℎ𝑘,𝜙,𝑛
𝑗
|𝜆𝑘,𝜙,𝑛
𝑗 )𝑘,𝜙,𝑛 = ∏ 𝜆𝑘,𝜙,𝑛
𝑗 exp (−𝜆𝑘,𝜙,𝑛
𝑗 ℎ𝑘,𝜙,𝑛
𝑗 )𝑘,𝑛,𝜙 . The prior over {𝑾
𝑗}
 
 can be assumed flat such 
that each spectral component is factor-wise normalized to unit length i.e. 𝑝(𝑾𝑗) = ∏ 𝛿 (‖𝑾𝑘
𝑗
‖
2
− 1)𝑘  where 
‖𝑾𝑘
𝑗
‖
2
= √∑ (𝑤𝑘,𝑓,𝜏
𝑗 )
2
𝑓,𝜏 . Thus, taking the conditional expectation of the negative logarithm of the second 
and third terms of (11) leads to 
 
−〈log 𝑝(𝑪|𝑾 , 𝑯) + log 𝑝(𝑾) + log 𝑝(𝑯|𝜦)〉𝑃(𝑪|𝑿,𝜽′) 
= ∑[∑𝐷𝐼𝑆 (?̂?𝑗,𝑓𝑛| ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑗 ℎ𝑘,𝜙,𝑛−𝜏
𝑗
 
𝑘,𝜏,𝜙
)
𝑓,𝑛𝑗
−∑log δ (‖𝑾𝑘
𝑗
‖
2
− 1)
𝑘
+ ∑ (𝜆𝑘,𝜙,𝑛
𝑗 ℎ𝑘,𝜙,𝑛
𝑗 − log 𝜆𝑘,𝜙,𝑛
𝑗 )
𝑘,𝑛,𝜙
]                                      (25) 
 
where 𝑗 = {𝑔, 𝑏} and ?̂?𝑗,𝑓𝑛 is the j-th source power spectrogram estimated from (13). Thanks to the E-step, we 
now have direct access to the estimates of the target speech and background signals in order to estimate 
{𝑾𝑔,𝑾𝑏} and {𝑯𝑔, 𝑯𝑏} rather than from the mixture signal which is noisy. We are also able to estimate the 
mixing gain thanks to the artificial stereophonic channel which augments the dimensionality of the mixing 
matrix and increases its rank. The separation performance, however, can be weakened under the adverse 
conditions of low signal-to-interference ratio and the background signal shares some characteristics with the 
target speech. To alleviate these conditions, a form of exemplar signal whose spectral and temporal 
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characteristics resemble the target speech will be used. The exemplar signal can be derived from the text 
associated with the mixture and generated by using a speech synthesizer or human speakers. Let ?̃?(𝑡) be the 
sampled exemplar signal, 𝑦𝑓,𝑛𝑦 ∈ ℂ
1×𝑁𝑦 be the STFT of ?̃?(𝑡), and 𝑝𝑦,𝑓,𝑛𝑦 = |𝑦𝑓,𝑛𝑦|
2 is the power spectrogram 
of the exemplar signal. We want to emphasize that 𝑁 can differ from 𝑁𝑦  due to the temporal mismatch 
between the exemplar signal and the mixture since it is not practically feasible to emulate the exemplar to be an 
exact match to the targeted speech signal. These temporal mismatches between the exemplar and the targeted 
speech signals will result in mismatch between the activation tensors of the exemplar and the targeted speech. 
A synchronization matrix has been adopted to address this issue 
35
. With the exemplar signal, we have 
developed a joint decomposition using both the mixture and exemplar spectrograms to obtain improved 
estimates of the spectral basis 𝑾 and temporal tensors 𝑯. This is done by allowing the exemplar signal to be 
factorized using similar model i.e., multi-component NMF2D 𝑝𝑦,𝑓,𝑛𝑦 ≈ ∑ ∑ ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑦 ℎ𝑘,𝜙,𝑛−𝜏
𝑦𝜙𝑚𝑎𝑥
𝜙=0
𝜏𝑚𝑎𝑥
𝜏=0
𝐾𝑔
𝑘=1 . 
We augment Eqn. (25) with a weighted joint factorization of the exemplar spectrogram as follows 
𝒥 = ∑ 𝐷𝐼𝑆 (?̂?𝑗,𝑓𝑛| ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑗 ℎ𝑘,𝜙,𝑛−𝜏
𝑗
 
𝑘,𝜏,𝜙
)
𝑗,𝑓,𝑛
+ 𝜂𝐷𝐼𝑆 (𝑝𝑦,𝑓𝑛𝑦| ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑦 ℎ𝑘,𝜙,𝑛𝑦−𝜏
𝑦
 
𝑘,𝜏,𝜙
)
− ∑log (𝛿 (‖𝑾𝑘
𝑗
‖
2
− 1))
𝑗,𝑘
+ ∑ (𝜆𝑘,𝜙,𝑛
𝑗 ℎ𝑘,𝜙,𝑛
𝑗 − log 𝜆𝑘,𝜙,𝑛
𝑗 )
𝑗,𝑘,𝑛,𝜙
 
subject to 
𝑾𝑦 = 𝑾𝑔 and 𝑯𝑦 = 𝑯𝑔𝑫𝑇. 
In above, 𝜂 is the scalar that weighs the importance of the exemplar signals in the factorization process and 𝑫 
is the synchronization matrix of dimension 𝑁𝑦 × 𝑁  to ameliorate the temporal mismatch between the 
exemplar and the mixture. The first two terms on the right hand side represent the matrix factorization of the 
sources and exemplar spectrograms into the spectral basis and activation tensors, the third term denotes the 
regularization on the spectral basis, and the fourth tem represents the sparseness of the activation. The 
regularization involving 𝛿 (‖𝑾𝑘
𝑗
‖
2
− 1) can be satisfied by explicitly normalizing each spectral dictionary to 
unity i.e. 𝑤𝑘,𝑓,𝜏
𝑗 = 𝑤𝑘,𝑓,𝜏
𝑗 √∑ (𝑤𝑘,𝑓,𝜏
𝑗 )
2
𝑓,𝜏⁄ . Using the definition of the Itakura-Saito divergence and by letting 
𝑣𝑓𝑛
𝑔  = ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑔
  
ℎ𝑘,𝜙,𝑛−𝜏
𝑔
   
𝑘,𝜏,𝜙 , 𝑣𝑓𝑛
𝑏  = ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑏
  
ℎ𝑘,𝜙,𝑛−𝜏
𝑏
   
𝑘,𝜏,𝜙  and 𝑣𝑓𝑛
𝑦  = ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑦
  
ℎ𝑘,𝜙,𝑛−𝜏
𝑦
   
𝑘,𝜏,𝜙 , the above 
cost function reduces up to the constant terms to  
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𝒥 =
𝑐
∑(?̂?1,𝑓𝑛 𝑣𝑓𝑛
𝑔−1 − log  𝑣𝑓𝑛
𝑔−1)
𝑓,𝑛
+ ∑ 𝜆𝑘,𝜙,𝑛
𝑔 ℎ𝑘,𝜙,𝑛
𝑔 −
𝑘,𝑛,𝜙
∑ log𝜆𝑘,𝜙,𝑛
𝑔
𝑘,𝑛,𝜙
+ ∑(?̂?2,𝑓𝑛 𝑣𝑓𝑛
𝑏−1 − log  𝑣𝑓𝑛
𝑏−1)
𝑓,𝑛
 
+ ∑ 𝜆𝑘,𝜙,𝑛
𝑏 ℎ𝑘,𝜙,𝑛
𝑏 −
𝑘,𝑛,𝜙
∑ log𝜆𝑘,𝜙,𝑛
𝑏
𝑘,𝑛,𝜙
+ ∑ 𝜂 (𝑝𝑦,𝑓𝑛𝑦  𝑣𝑓𝑛𝑦
𝑦−1 − log  𝑣𝑓𝑛𝑦
𝑦−1).          
𝑓,𝑛𝑦
                  (26) 
 
The multiplicative updates (MU) approach will be used to estimate 𝑾𝑔 and 𝑯𝑔: 
𝜽 ← 𝜽 ∙
[𝛻𝒥]−
[𝛻𝒥]+
                                                                           (27) 
where 𝛻𝒥 = [𝛻𝒥]+ − [𝛻𝒥]−. This leads to 
 𝑤𝑘,𝑓,𝜏
𝑔 ← 𝑤𝑘,𝑓,𝜏
𝑔
(
∑ ?̂?1,𝑓+𝜙,𝑛𝑣𝑓+𝜙,𝑛
𝑔−2 ℎ𝑘,𝜙,𝑛−𝜏
𝑔
𝜙,𝑛 +
𝜂 ∑ 𝑝𝑦,𝑓+𝜙,𝑛𝑦𝑣𝑓+𝜙,𝑛𝑦
𝑦−2 ℎ𝑘,𝜙,𝑛𝑦−𝜏
𝑦
𝜙,𝑛𝑦
)
∑ 𝑣𝑓+𝜙,𝑛
𝑔−1 ℎ
𝑘,𝜙,𝑛−𝜏
𝑔
𝜙,𝑛 +  𝜂 ∑ 𝑣𝑓+𝜙,𝑛𝑦
𝑦−1 ℎ𝑘,𝜙,𝑛𝑦−𝜏
𝑦
𝜙,𝑛𝑦
                                  (28) 
given that 𝑾𝑦 = 𝑾𝑔, and 
ℎ𝑘,𝜙,𝑛
𝑔 ← ℎ𝑘,𝜙,𝑛
𝑔
(
 
 
 
 
∑ ?̂?1,𝑓,𝑛+𝜏𝑣𝑓,𝑛+𝜏
𝑔−2
𝑓,𝜏 𝑤𝑘,𝑓−𝜙,𝜏
𝑔 +
𝜂 ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑦 𝑝𝑦,𝑓,𝑛𝑦+𝜏𝑣𝑓,𝑛𝑦+𝜏
𝑦−2
𝑓,𝜏,𝑛𝑦 𝑑𝑛𝑦,𝑛 
∑ 𝑣𝑓,𝑛+𝜏
𝑔−1
𝑓,𝜏 𝑤𝑘,𝑓−𝜙,𝜏
𝑔 + 𝜆𝑘,𝜙,𝑛
𝑔 +
𝜂 (∑ 𝑤
𝑘,𝑓−𝜙,𝜏
𝑦 𝑣𝑓,𝑛𝑦+𝜏
𝑦−1 𝑑𝑛𝑦,𝑛𝑓,𝜏,𝑛𝑦 + 𝜆𝑘,𝜙,𝑛𝑦
𝑦 𝑑𝑛𝑦,𝑛))
 
 
 
 
                             (29) 
given that 𝑯𝑦 = 𝑯𝑔𝑫𝑇 . For the sparsity term, the update is obtained by solving 
𝜕
𝜕𝜆
𝑘,𝜙,𝑛
𝑔 〈log 𝑝(𝑪, 𝜽|𝑿 )〉𝑃(𝑪|𝑿,𝜽′) = 0 which leads to 
𝜆𝑘,𝜙,𝑛
𝑔 =
1
ℎ
𝑘,𝜙,𝑛
𝑔 .                                                                       (30) 
 
By following the same procedure as above, 𝑾𝑏, 𝑯𝑏 and 𝜆𝑘,𝜙,𝑛
𝑏  can be estimated as follows: 
 
𝑤𝑘,𝑓,𝜏
𝑏 ← 𝑤𝑘,𝑓,𝜏
𝑏
∑ ?̂?2,𝑓+𝜙,𝑛𝑣𝑓+𝜙,𝑛
𝑏−2 ℎ𝑘,𝜙,𝑛−𝜏
𝑏
𝜙,𝑛
∑ 𝑣𝑓+𝜙,𝑛
𝑏−1 ℎ𝑘,𝜙,𝑛−𝜏
𝑏
𝜙,𝑛
                                                  (31) 
ℎ𝑘,𝜙,𝑛
𝑏 ← ℎ𝑘,𝜙,𝑛
𝑏 (
∑ ?̂?2,𝑓,𝑛+𝜏𝑣𝑓,𝑛+𝜏
𝑏−2
𝑓,𝜏 𝑤𝑘,𝑓−𝜙,𝜏
𝑏  
∑ 𝑣𝑓,𝑛+𝜏
𝑏−1
𝑓,𝜏 𝑤𝑘,𝑓−𝜙,𝜏
𝑏 + 𝜆𝑘,𝜙,𝑛
𝑏
)                                           (32) 
𝜆𝑘,𝜙,𝑛
𝑏 =
1
ℎ𝑘,𝜙,𝑛
𝑏                                                                       (33) 
 
Similarly, 𝑾𝑦 and 𝑯𝑦 can be estimated as 
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𝑤𝑘,𝑓,𝜏
𝑦 ← 𝑤𝑘,𝑓,𝜏
𝑦
∑ 𝑝𝑦,𝑓+𝜙,𝑛𝑦𝑣𝑓+𝜙,𝑛𝑦
𝑦−2 ℎ𝑘,𝜙,𝑛𝑦−𝜏
𝑦
𝜙,𝑛𝑦
∑ 𝑣𝑓+𝜙,𝑛𝑦
𝑦−1 ℎ𝑘,𝜙,𝑛𝑦−𝜏
𝑦
𝜙,𝑛𝑦
                                       (34) 
ℎ𝑘,𝜙,𝑛𝑦
𝑦 ← ℎ𝑘,𝜙,𝑛𝑦
𝑦 (
∑ 𝑝𝑦,𝑓,𝑛𝑦+𝜏𝑣𝑓,𝑛𝑦+𝜏
𝑦−2
𝑓,𝜏 𝑤𝑘,𝑓−𝜙,𝜏
𝑦  
∑ 𝑣𝑓,𝑛𝑦+𝜏
𝑦−1
𝑓,𝜏 𝑤𝑘,𝑓−𝜙,𝜏
𝑦
).                                  (35) 
 
2) Semi-Exemplar Based Algorithm 
A variant of the above algorithm is to use the exemplar signal only for initializing the target speech signal. The 
MU rule will be used to update {𝑾𝑗 , 𝑯𝑗}
𝑗={𝑔,𝑏}
. These are obtained by setting 𝜂 = 0 for Eqns. (28)-(29) 
leading to 
𝑤𝑘,𝑓,𝜏
𝑔 ← 𝑤𝑘,𝑓,𝜏
𝑔
∑ ?̂?1,𝑓+𝜙,𝑛𝑣𝑓+𝜙,𝑛
𝑔−2 ℎ𝑘,𝜙,𝑛−𝜏
𝑔
𝜙,𝑛
∑ 𝑣𝑓+𝜙,𝑛
𝑔−1 ℎ
𝑘,𝜙,𝑛−𝜏
𝑔
𝜙,𝑛
                                                 (36) 
ℎ𝑘,𝜙,𝑛
𝑔 ← ℎ𝑘,𝜙,𝑛
𝑔 (
∑ ?̂?1,𝑓,𝑛+𝜏𝑣𝑓,𝑛+𝜏
𝑔−2
𝑓,𝜏 𝑤𝑘,𝑓−𝜙,𝜏
𝑔  
∑ 𝑣𝑓,𝑛+𝜏
𝑔−1
𝑓,𝜏 𝑤𝑘,𝑓−𝜙,𝜏
𝑔 + 𝜆𝑘,𝜙,𝑛
𝑔
)                                          (37) 
and the same sparsity in Eqn. (30) will be used. The tensors of the background signal follow similarly and they 
are shown in Eqns. (31)-(32), while the sparsity update in Eqn. (33).  
The semi-exemplar based algorithm uses the exemplar signal to initialize the tensors of the NMPCF2D and, 
thus it depends on the exemplar to give a good start. On the other hand, the exemplar based algorithm proposed 
in Section III B 1) uses the exemplar signal not only to give the correct initialization but also to guide the whole 
algorithm through the NMPCF2D which jointly factorizes the exemplar and mixture signals to yield the 
desired spectral bases and temporal code. Therefore, the exemplar based algorithm recycles the signal ?̃?(𝑡) 
more often than the semi-exemplar based algorithm. However, the latter does not require the synchronization 
matrix 𝑫 which is time-consuming. In addition, the temporal activation is constraint-free to adapt according to 
the underlying mixture signal.  
IV. DESCRIBING TARGET SPEECH USING EXEMPLAR SIGNAL  
The description of the target speech signal will be carried out indirectly by the exemplar signal and from the aid 
of the NMF2D that optimizes its parameters. Here the parameters of the NMF2D will be optimized by 
depending on the exemplar signal instead of the mixture. The exemplar is considered instead of the targeted 
speech signal as it is unavailable. The NMF2D is proposed due to its ability in descripting the temporal and 
spectral changes through the convolutive parameters (𝜏  and 𝜙), and specifying the required number of 
frequency basis 𝐾.  
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A. Components Order Selection 
The determination of the model order for the NMF2D will be realized by using the exemplar signal 𝑦(𝑡): 
Step 1: Optimize 𝑊𝑦, and 𝐻𝑦 by using (34) and (35).  
Step 2: Optimizing 𝜏 and 𝜙 
Set 𝐾 = 1 
For 𝜏𝑚𝑎𝑥 = 1 to Τ 
For 𝜙𝑚𝑎𝑥 = 1 to Φ 
 Estimate 𝑣𝑓𝑛
𝑦 = ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑦
  
ℎ𝑘,𝜙,𝑛−𝜏
𝑦
   
𝑘,𝜏,𝜙 . 
 Estimate the signal-to-distortion ratio (SDR) 36 between the exemplar signal 𝑝𝑦,𝑓𝑛𝑦  and its 
approximation 𝑣𝑓𝑛
𝑦
 in order to evaluate the factorization performance. 
Select convolutive parameters (𝜏𝑚𝑎𝑥, 𝜙𝑚𝑎𝑥) with the highest SDR. 
Step 3: Optimizing K 
For 𝐾 = 2 to 𝐾𝑚𝑎𝑥 
 Estimate 𝑣𝑓𝑛
𝑦 = ∑ 𝑤𝑘,𝑓−𝜙,𝜏
𝑦
  
ℎ𝑘,𝜙,𝑛−𝜏
𝑦
   
𝑘,𝜏,𝜙 . 
 Estimate the SDR between the exemplar signal 𝑝𝑦,𝑓𝑛𝑦 and its approximation 𝑣𝑓𝑛
𝑦
. 
Select 𝐾 with the highest SDR. 
B. Components Reconstruction 
The estimated sources ?̂?𝑓𝑛 can be reconstructed by using Wiener filtering (𝜮𝒔,𝑓𝑛𝑨𝑓
𝐻𝜮𝒙,𝑓𝑛
−1 ) as in Eqn. (14),  and 
due to the linearity of the STFT, the inverse-STFT (with dual synthesis window 
37
) can be used to transform it 
to the time domain. 
 
C. Initialization 
The initialization is an essential part for the separation since the NMF2D is very sensitive to the initialization. 
In this paper, we initialize the spectral and temporal tensors for the proposed algorithms using the exemplar 
signal ?̃?(𝑡) which itself is decomposed into 𝑤𝑘,𝑓,𝜏
𝑦
 and ℎ𝑘,𝜙,𝑛
𝑦
: 
(𝑤𝑘,𝑓,𝜏
𝑔
)
𝑖𝑛𝑖
= 𝑤𝑘,𝑓,𝜏
𝑦
 
(ℎ𝑘,𝜙,𝑛
𝑔
)
𝑖𝑛𝑖
= ℎ𝑘,𝜙,𝑛
𝑦 𝑑𝑛𝑦,𝑛  
where 𝑑𝑛𝑦,𝑛 is synchronization parameter. For the background, (𝑤𝑘,𝑓,𝜏
𝑏 )
𝑖𝑛𝑖
 and (ℎ𝑘,𝜙,𝑛
𝑏 )
𝑖𝑛𝑖
 will be randomly 
initialized. Thus we can initialize the spectral bases and temporal activation for the mixture as follows: 
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(𝑤𝑘,𝑓,𝜏
𝑥 )
𝑖𝑛𝑖
= [(𝑤𝑘,𝑓,𝜏
𝑔
)
𝑖𝑛𝑖
(𝑤𝑘,𝑓,𝜏
𝑏 )
𝑖𝑛𝑖]  
(ℎ𝑘,𝜙,𝑛
𝑥 )
𝑖𝑛𝑖
= [
(ℎ𝑘,𝜙,𝑛
𝑔
)
𝑖𝑛𝑖
(ℎ𝑘,𝜙,𝑛
𝑏 )
𝑖𝑛𝑖
].  
Table I summarizes the proposed full-exemplar based algorithm. In the case of semi-exemplar based 
algorithm, the M-step will be performed differently. In particular, {𝑤𝑘,𝑓,𝜏
𝑔 , ℎ𝑘,𝜙,𝑛
𝑔
} are computed by (36)-(37). 
V. RESULTS AND DISCUSSIONS 
A. DATASET 
The performance of the proposed algorithms will be investigated and compared with recent text and music 
informed source separation methods 
22
. For fair comparison, the same datasets will be used. The dataset is 
derived from 10 speech mixtures that mix with music (Speech + music) and effect (Speech + Fx). For each 
mixture the speech is emulated by using 12 exemplars (synth Man, Synth Woman, TMT Man, TMT woman, 
and other 8 foreign speakers). Thus we will have 240 experiments (generated from the 20 mixtures and the 12 
exemplars for each mixture) for SNR of -5dB.  
 
B. EVALUATION 
In order to evaluate the proposed algorithms, SDR is adopted which combines the source-to-interference ratio 
(SIR) and the source-to-artefacts ratio (SAR). The MATLAB codes for this evaluation procedure can be found 
in 
38
.  
 
C. SELECTIONS OF  𝜂, 𝛿, AND 𝛾 
The contribution of the exemplar on the separation is weighted by 𝜂, so if 𝜂 → 0 the exemplar will have little 
effect, while if its value is increased the exemplar will have more influence. To determine the value of 𝜂 we 
use the following: 
𝜂 = 𝜂0
𝑁
𝑁𝑦
                                                                               (38) 
where 𝑁 and 𝑁𝑦 is the temporal length of the mixture and the exemplar, respectively, and for our case we 
consider 𝜂0 = 0.5. The factor 𝑒
−𝑖𝜔𝛿 that appears in the artificial stereophonic channel (in Eqn. (6)) is only 
uniquely specified if |𝜔𝛿| < 𝜋, otherwise this would cause phase-wrap. Selecting improper time-delay δ will 
lead to phase-wrap if the maximum frequency of the source is exceeded. In order to avoid phase ambiguity, we 
must satisfy  
|𝜔𝑚𝑎𝑥𝛿𝑚𝑎𝑥| < 𝜋.                                                                         (39) 
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where 𝜔𝑚𝑎𝑥 = 2𝜋𝑓𝑚𝑎𝑥 𝑓𝑠⁄  , 𝛿𝑚𝑎𝑥 is the maximum time delay, 𝑓𝑚𝑎𝑥 is the maximum frequency present in the 
sources and 𝑓𝑠 is the sampling frequency. Hence, 𝛿𝑚𝑎𝑥 can be determined from Eqn. (39) according to 
𝛿𝑚𝑎𝑥 <
𝑓𝑠
2𝑓𝑚𝑎𝑥
                                                                         (40) 
As long as the delay parameter is less than 𝛿𝑚𝑎𝑥, there will not be any phase ambiguity. Assuming a maximum 
frequency 𝑓𝑚𝑎𝑥 = 3.5 kHz, and a sampling frequency 𝑓𝑠 = 16 kHz, one obtains 𝛿𝑚𝑎𝑥 < 2.3 using Eqn. (40). 
Therefore, phase ambiguity can be avoided when 𝛿  is selected up to 2.3. Additionally, for a maximum 
frequency 𝑓𝑚𝑎𝑥 = 8 kHz the maximum delay 𝛿𝑚𝑎𝑥 is limited to 1. This condition is used to determine the 
range of 𝛿 in formulating the artificial stereophonic channel. For the weighting parameter 𝛾 that determines 
the attenuation on the delayed mixture 𝛾?̃?1(𝑡 − 𝛿) (see Eqn. (2)), we found that exists a range of 𝛾 with high 
SDR as shown in Fig. 2. The plot suggests that this range to be 0.1 ≤ 𝛾 ≤ 0.25. In all our cases, we use 
𝛾 = 0.15. 
 
D. OPTIMIZATION OF  𝜏, 𝜙, and 𝛫 
By following the procedure described in Section IV A (i.e. setting Τ = 10, Φ = 10, and 𝐾𝑚𝑎𝑥 = 10), the 
results for one exemplar are shown in Fig. 3. Fig. 3(a) shows that the best SDR is attained at 𝜏 = 9 and 𝜙 = 1. 
In addition, Fig. 3(b) reveals that 𝐾 = 2 results in the optimum number of components. The parameters of the 
exemplars for all 10 mixtures are computed resulting into 120 different parameters (𝜏, 𝜙, and 𝛫). This number 
is due to 120 different exemplars (each speech signal in the mixture is emulated by 12 exemplars, and as there 
are 10 mixtures, this results in 120 exemplars)
†
. Despite 12 exemplars emulating the same speech signal, they 
have different parameters because they derived from different speakers (native and non-native English) and 
different genders, and as a result of these differences we have different parameters of the NMF2D that describe 
each exemplar. 
 
E. RESULTS 
The STFT windows length is set to 512 with 50% overlaps. To show the convergence of the proposed 
algorithms, the convergence of the cost functions Eqn. (11) of both algorithms are shown in Fig. 4. This plot is 
obtained for one mixture with twelve exemplars. It is noted that all trajectories have converged to the steady 
state in less than 50 iterations. The fast and stable convergence is attributed to the manner of how the 
GEM-MU algorithm adapts the model parameters and latent variables. 
 
 
† Both 120 (Speech+Music) mixture group and 120 (Speech+Effects) mixture group have the same speech signal. 
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1) Effects of the exemplar on the separation: In this subsection, the effects of the exemplar on the separation 
performance will be studied. Four cases will be considered in the following depending on how the exemplar is 
constructed with respect to the targeted speech signal. 
 
Case 1: Exemplar is identical to the targeted speech signal 
This is considered as an ideal case since it is not always possible to emulate exactly the targeted speech signal; 
however, it forms the baseline for further comparisons. This case is considered by taking the targeted speech 
source as an exemplar. The results are tabulated in Table II. Since the exemplar is identical to the targeted 
speech signal, it gives a good initialization for the semi-exemplar based algorithm. In addition, the 
(full-)exemplar based algorithm benefitted from both good initialization and temporal tracking of the targeted 
speech signal during the whole time. The waveforms of the mixture, the original speech signal, and its 
corresponding estimate are shown in Fig. 5. It is clear that both algorithms have correctly estimated the source.  
 
Case 2: Variation of exemplar’s gender 
Depending on the gender of the exemplar two cases will be considered. First, the same gender case where the 
exemplar comes from the same gender as the targeted speech signal (either both males or both females). 
Second, the different gender case where the exemplar is derived from different gender from the targeted speech 
signal (one male and the other is female, and vice versa). The obtained separation results are tabulated in Table 
III. The results show that similar gender exemplar gives higher SDR performance than the different gender. 
This difference is acceptable as the male cannot emulate effectively the female voice and vice versa, therefore 
a difference occurs between the two cases. Furthermore, the waveforms of the speech signal and their estimates 
are shown in Fig. 6. The plot shows that in both cases the proposed algorithm has estimated the speech signal 
correctly thanks to the NMPCF2D in removing the temporal and spectral mismatches between the exemplar 
and the targeted speech signal. However, the same gender case results in slightly better SDR as the exemplar is 
more similar to the targeted speech signal than the different gender exemplar. 
 
Case 3: Variation of exemplar’s native speaker  
Depending on the exemplar whether it is native English speaker or not, two cases are correspondingly 
considered. The first case corresponds to both targeted speech signal and exemplar being native English 
speaker. The second case corresponds to the situation where the targeted speech signal is native English 
speaker while the exemplar is non-native English speaker. In the latter, it is difficult for the non-native English 
speaker to emulate the targeted speech signal in the same way as the native English speaker, due to the 
different phoneme expression and accent of the two speakers, as shown in the waveforms of the native and 
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non-native exemplar in Fig. 7. The plot shows that the non-native English speaker waveform is substantially 
different than the targeted speech signal in comparison with the native English speaker signal. The difference 
has clearly influenced the accuracy of the estimated signal as shown in the plot. The results are tabulated in 
Table III which indicates that the similar native exemplar tends to yield better separation than the non-native 
exemplar. It is interesting to note that in comparison with Case 2, the effects of native/non-native speakers tend 
to have stronger impact on the separation performance than that of gender differences. An average reduction of 
0.44dB is observed when comparing the SDR performance between Case 2 and Case 3. 
 
Case 4: Missing information exemplar 
In this case, the exemplar does not emulate all the words in the targeted speech signal. This case has been 
achieved by removing 20% of information in the exemplar. The results are tabulated in Table III, which 
indicates a difference between using the complete and missing words exemplar. The result shows the 
non-trivial effects of the exemplar on the separation algorithm as it guides the factorization process for the 
whole time series. Despite the exemplar is ambiguous due to the missing words, the NMPCF2D has to an 
extent successfully reconstructed the waveform of targeted speech signal. Fig. 8 shows the obtained results 
where it is noticeable that the first half of both estimated waveforms are quite similar while the second half 
shows some aspect of visual differences caused by the missing information exemplar to underestimate the part 
of the targeted speech signal at those time period when the exemplar is muted.  
The above cases demonstrate the influences the exemplar signal has on the separation performance. The more 
similar the exemplar to the targeted speech signal, the better will be the performance, and vice versa. However, 
we have also examined the deviation of the exemplar signal from the targeted speech and the obtained results 
have unanimously indicated that the proposed exemplar algorithm has been able to maintain a relatively robust 
separation performance. 
 
2) Comparison with recently developed methods: The proposed algorithms will be compared with the matrix 
factorization model based on the excitation-filter channel speech model 
22
. In this algorithm, the variations 
between the speech example and the targeted speech in the mixture such as pitch variation, pronounced 
phonemes, recording conditions, and speaker’s vocal tract are modelled by the excitation-filter channel speech 
model. The excitation-filter channel model jointly factorizes the spectrograms of the mixture and the exemplar 
that emulate the speech signal. Also, we compared with the Structural Gaussian Scaled Mixture Model 
(GSMM) 
22 
 with constraints applied on the matrices of the excitation-filter channel speech model in order to 
have a physical motivation, such as allowing one phoneme to be pronounced at a time and one fundamental 
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frequency to be active at a time. The proposed algorithms have also been compared with Schmidt’s algorithm 
31
 which is based on the conventional NMF2D. 
The SDRs of the informed excitation-filter channel speech model, structural GSMM, Schmidt’s algorithm, and 
the proposed algorithms are tabulated in Table IV. The table indicates that the proposed algorithms have better 
performance than the informed excitation-filter channel speech model, which can be summarized as follows: 
An achievement of 2.57 dB more for the speech and music group, and 1.89 dB more for the speech and effects 
group for the semi-exemplar based algorithm. For the exemplar-based algorithm an achievement of 3.12 dB 
more for the speech and music group, and 3.37 dB more for the speech and effects group. Furthermore, the 
exemplar based algorithm achieved an improvement of 1.86 dB for the speech and effects group and 0.16 dB 
for the speech and music group, in comparison with GSMM algorithm. On the other hand, the semi-exemplar 
based algorithm achieves 0.38 dB more for the speech and effects group, and 0.39 dB less for the speech and 
music group. Although the proposed semi-exemplar based algorithm is less dependent on the exemplar signal, 
its high performance is attributed to the artificial stereophonic channels and leverages on the diversity of the 
full rank mixing matrix. Furthermore, an achievement of 0.65 dB more, and 1.22 dB more for the 
semi-exemplar based algorithm in comparison with Schmidt’s algorithm for both the speech and music group 
and the speech and effects group, respectively. Finally an achievement of 1.2 dB more, and 2.70 dB more for 
the exemplar-based algorithm in comparison with Schmidt’s algorithm for both the speech and music group, 
and the speech and effects group, respectively. 
In addition to the above, we will examine the source representation of the algorithms. To show the effects of 
source representation, one component of 𝑾 and 𝑯 tensors and their corresponding product for both the 
GSMM and the proposed NMPCF2D have been plotted in Figs. 9(a) and 9(b), respectively. Both plots show 
how 𝑾 models the changes in the frequencies of the source and 𝑯 the distribution in the time domain. On the 
separate hand, while 𝑾 and 𝑯 of the GSMM detected the frequency bases, they were not able to address the 
frequency and the temporal changes.  Additionally, the spectrogram of the original speech, the exemplar, the 
mixture, and the estimated speech by using the proposed algorithms and the structural GSMM are shown in 
Fig. 10. These plots clearly show that the proposed algorithms have successfully detected the pitch and 
temporal change of the source due to its two-dimensional deconvolution while the structural GSMM failed to 
detect these changes. Furthermore, Fig. 11 shows the waveforms of these signals. Finally, from Table IV it can 
be seen that the exemplar based algorithm has achieved better separation results than the semi-exemplar based 
algorithm since the latter only uses the exemplar to initialize the tensors of the targeted speech signal. Thus the 
initialization will guide the algorithm for the first iteration and gives the correct start but it may get trapped in 
local minima or drifted away from the solution as the iterations increases. Although the exemplar based 
algorithm has been given the identical start as the semi-exemplar based algorithm, its separation is guided by 
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the NMPCF2D which models both exemplar and the targeted speech signal. To show this, the waveform of the 
original voice, exemplar, and the estimated voice by using these two algorithms are shown in Fig. 12. The plot 
indicates that the exemplar based algorithm has successfully estimated the original source. This shows the 
importance and contribution of NMPCF2D on the proposed algorithm. 
 
VI. CONCLUSION 
In this paper two algorithms for the informed single-channel source separation i.e., the semi-exemplar based 
algorithm and the exemplar-based algorithm, have been proposed. These algorithms leverage on the 
two-dimensional matrix factorization method, namely, the NMF2D and the proposed NMPCF2D. These 
algorithms have the advantage of describing the target signal by describing the pitch and temporal changes of 
that signal, which cannot carry out by the NMF or NMPCF. Artificial stereophonic channel is introduced to 
render the ill-posed single-channel source separation into an exact-determined system. For faster convergence 
and better performance, the parameters of both algorithms are adapted using the hybrid GEM-MU algorithm 
with adaptive sparsity. It has been shown that the proposed method outperformed the conventional algorithms. 
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APPENDIX 
The separability of model can be examined from the pseudo-stereo mixture by considering 𝑎𝑗(𝛿) in the three 
cases. Case 1 refers to identical sources mixed in the single channel, Case 2 represents different sources but 
setting 𝛾 and 𝛿 for the pseudo-stereo mixture such that 𝑎?̃?(𝑡; 𝛿, 𝛾) = 𝑎?̃?(𝑡; 𝛿, 𝛾), and Case 3 corresponds to 
the most general case where the sources are distinct, and 𝛾 and 𝛿 are selected arbitrarily such that the mixing 
attenuations and residues are also different. The above cases are evaluated in the light of the following 
sepability function:   
𝐽(𝑛, 𝑓) = argmin
𝑘∈(?̃?,?̃?)
| ?̅?𝑘(𝑛, 𝑓)𝑒
−𝑖𝜔𝛿𝑥1,𝑓,𝑛 −(
1+𝛾𝑒−𝑖𝜔𝛿
1+|𝛾|
) 𝑥1,𝑓,𝑛|
2
         (A1) 
 
where 
?̅??̃?(𝑛, 𝑓) = 𝑎?̃?(𝛿) − 𝐶?̃?(𝑛, 𝑓) 
?̅??̃?(𝑛, 𝑓) = 𝑎?̃?(𝛿) − 𝐶?̃?(𝑛, 𝑓) 
𝐶?̃?(𝑛, 𝑓) =
1
1 + |𝛾|
∑ 𝑎?̃?(𝑚)𝑒
−𝑖𝜔(𝑚−𝛿)
𝐷𝑘
𝑚=1
𝑚≠𝛿
 
𝐶?̃?(𝑛, 𝑓) =
1
1 + |𝛾|
∑ 𝑎?̃?(𝑚)𝑒
−𝑖𝜔(𝑚−𝛿)
𝐷𝑘
𝑚=1
𝑚≠𝛿
 
24 
 
Technically, this function partitions the TF plane of the mixed signal into 𝑘  groups of (𝑛, 𝑓)  units by 
evaluating the cost function. For each TF unit, the 𝑘𝑡ℎ argument that gives the minimum cost will be assigned 
to the 𝑘𝑡ℎ source. We may analyze further by assuming that the target source dominates at a particular TF unit. 
In this case, the first line of (15) reduces to 𝑥1,𝑓,𝑛 = 𝑔𝑓,𝑛 and therefore, the above becomes  
 
𝐽(𝑛, 𝑓) = argmin
𝑘
|?̅?𝑘(𝑛, 𝑓)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛 − (
1+𝛾𝑒−𝑖𝜔𝛿
1+|𝛾|
)𝑔𝑓,𝑛|
2
  
= argmin
𝑘
|?̅?𝑘(𝑛, 𝑓)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛 −
𝑔𝑓,𝑛
1+|𝛾|
−
𝛾𝑒−𝑖𝜔𝛿 
1+|𝛾|
𝑔𝑓,𝑛|
2
  
= argmin
𝑘
|?̅?𝑘(𝑛, 𝑓)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛 +∑
𝑎?̃?(𝑚)𝑒
−𝑖𝜔𝑚
1+|𝛾|
𝐷?̃?
𝑚=1 𝑔𝑓,𝑛−𝑚 −
𝛾𝑒−𝑖𝜔𝛿 
1+|𝛾|
𝑔𝑓,𝑛|
2
  
= argmin
𝑘
|?̅?𝑘(𝑛, 𝑓)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛 + ∑
𝑎?̃?(𝑚)𝑒
−𝑖𝜔𝑚
1+|𝛾|
𝐷?̃?
𝑚=1
𝑚≠𝛿
𝑔𝑓,𝑛−𝑚 −(
−𝑎?̃?(𝛿)+𝛾 
1+|𝛾|
) 𝑒−𝑖𝜔𝛿𝑔𝑓,𝑛|
2
  
= argmin
𝑘
 |𝑎𝑘(𝛿)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛 − 𝐶𝑘(𝑛, 𝑓)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛 +∑
𝑎?̃?(𝑚)𝑒
−𝑖𝜔𝑚
1+|𝛾|
𝐷?̃?
𝑚=1
𝑚≠𝛿
𝑔𝑓,𝑛−𝑚 − 𝑎?̃?(𝛿)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛|
2
      (A2) 
 
The following three cases are considered: 
Case 1: If  𝑎?̃?(𝛿) = 𝑎?̃?(𝛿) = 𝑎(𝛿)  and 𝑟?̃?(𝑡) = 𝑟?̃?(𝑡) = 𝑟(𝑡), then ?̃?2(𝑡) = (
𝑎(𝛿)+𝛾
1+|𝛾|
) ?̃?1(𝑡 − 𝛿) + 2𝑟(𝑡).  
In this case, there is no benefit achieved at all. The second mixture is simply formulated as a time-delayed of 
the first mixture multiply by a scalar plus the redundant residue. The separability of this case is presented by 
substituting the pseudo-stereo mixture of Case 1 into the cost function. Since both residues are equal, then 
𝐶?̃?(𝑛, 𝑓) = 𝐶?̃?(𝑛, 𝑓) = 𝐶(𝑛, 𝑓) =
1
1+|𝛾|
∑ 𝑎(𝑚)𝑒−𝑖𝜔(𝑚−𝛿)𝐷𝑚=1
𝑚≠𝛿
. For Case 1, the cost function becomes: 
𝐽(𝑛, 𝑓) = argmin
𝑘
 |𝑎(𝛿)𝑒−𝑖𝜔𝛿𝑔𝑓,𝑛 − 𝐶(𝑛, 𝑓)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛 +∑  
𝑎(𝑚)𝑒−𝑖𝜔𝑚
1+|𝛾|
𝐷
𝑚=1
𝑚≠𝛿
𝑔𝑓,𝑛−𝑚 − 𝑎(𝛿)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛|
2
  (A3) 
Invoking the local stationarity of the source 𝑔𝑓,𝑛−𝐷 = 𝑔𝑓,𝑛 for a constant 𝐷, then (A3) leads to  
 
𝐽(𝑛, 𝑓) = argmin
𝑘
|∑
(𝑎(𝑚)𝑒−𝑖𝜔𝑚−𝑎(𝑚)𝑒−𝑖𝜔𝑚)
1+|𝛾|
𝐷
𝑚=1
𝑚≠𝛿
|
2
|𝑔𝑓,𝑛|
2
            (A4) 
= 0 for ∀𝑘. 
 
As a result, the cost function 𝐽(𝑛, 𝑓) is zero for all 𝑘  arguments. In this case, the cost function cannot 
distinguish the 𝑘 arguments, the mixture is not separable.  
 
Case 2: If  𝑎?̃?(𝛿) = 𝑎?̃?(𝛿) = 𝑎(𝛿)     and 𝑟?̃?(𝑡) ≠ 𝑟?̃?(𝑡), then ?̃?2(𝑡) = (
𝑎(𝛿)+𝛾
1+|𝛾|
) ?̃?1(𝑡 − 𝛿) + 𝑟?̃?(𝑡) + 𝑟?̃?(𝑡). 
This case remains almost similar to the previous case and differs only in terms of 𝑟?̃?(𝑡) ≠ 𝑟?̃?(𝑡). As each 
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residue 𝑟𝑗(𝑡) is related to the 𝑗
𝑡ℎ source via 𝐶𝑗(𝑛, 𝑓), the identifiability of this mixture can be analyzed as  
 
𝐽(𝑛, 𝑓) = argmin
𝑘
 |𝑎(𝛿)𝑒−𝑖𝜔𝛿𝑔𝑓,𝑛 − 𝐶𝑘(𝑛, 𝑓)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛 +∑
𝑎?̃?(𝑚)𝑒
−𝑖𝜔𝑚
1+|𝛾|
𝐷?̃?
𝑚=1
𝑚≠𝛿
𝑔𝑓,𝑛−𝑚 − 𝑎(𝛿)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛−𝑚|
2
  
 = argmin
𝑘
|∑
(𝑎?̃?(𝑚)−𝑎𝑘(𝑚))
1+|𝛾|
𝐷?̃?
𝑚=1
𝑚≠𝛿
𝑒−𝑖𝜔𝑚|
2
|𝑆𝑗(𝜏, 𝜔)|
2
                     (A5) 
 
It can be deduced from above that the cost function yields a zero value for 𝑘 = ?̃? i.e. corresponds to the target 
source, and nonzero value for 𝑘 ≠ ?̃?. Despite the mixing attenuation for both sources are identical, the cost 
function is still able to distinguish the 𝑘 arguments by using only the difference of residues. Therefore, the 
mixture of Case 2 is separable.  
 
Case 3: If 𝑎?̃?(𝛿) ≠ 𝑎?̃?(𝛿)  and 𝑟?̃?(𝑡) ≠ 𝑟?̃?(𝑡) , (or 𝑟?̃?(𝑡) = 𝑟?̃?(𝑡) ) then ?̃?2(𝑡) = (
𝑎?̃?(𝛿)+𝛾
1+|𝛾|
) ?̃?(𝑡 − 𝛿) +
(
𝑎?̃?(𝛿)+𝛾
1+|𝛾|
) ?̃?(𝑡 − 𝛿) + 𝑟?̃?(𝑡) + 𝑟?̃?(𝑡) . 
 
We first treat the situation of 𝑟?̃?(𝑡) = 𝑟?̃?(𝑡). Since the mixing attenuations 𝑎?̃?(𝛿) and 𝑎?̃?(𝛿) correspond 
respectively to ?̃?(𝑡) and ?̃?(𝑡) then the cost function can be expressed as   
 
𝐽(𝑛, 𝑓) = argmin
𝑘
 |𝑎𝑘(𝛿)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛 − 𝐶(𝑛, 𝑓)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛 +∑
𝑎(𝑚)𝑒−𝑖𝜔𝑚
1+|𝛾|
𝐷
𝑚=1
𝑚≠𝛿
𝑔𝑓,𝑛−𝑚 − 𝑎?̃?(𝛿)𝑒
−𝑖𝜔𝛿𝑔𝑓,𝑛|
2
  
= argmin
𝑘
 |(𝑎𝑘(𝛿) − 𝑎?̃?(𝛿))𝑒
−𝑖𝜔𝛿 + ∑
(𝑎(𝑚)−𝑎(𝑚))
1+|𝛾|
𝐷
𝑚=1
𝑚≠𝛿
𝑒−𝑖𝜔𝑚|
2
|𝑔𝑓,𝑛|
2
           (A6) 
= argmin
𝑘
|(𝑎𝑘(𝛿) − 𝑎?̃?(𝛿))𝑒
−𝑖𝜔𝛿|
2
|𝑔𝑓,𝑛|
2
 
 
This cost function yields a nonzero value only for 𝑘 ≠ ?̃? i.e. does not correspond to the target source. In this 
case, the cost function can separate the 𝑘 arguments due to the difference of 𝑎𝑘 and 𝑎?̃?. The case of  𝑟?̃?(𝑡) ≠
𝑟?̃?(𝑡) follows similar line of argument as above where the cost function becomes 
 
𝐽(𝑛, 𝑓) = argmin
𝑘
 [|(𝑎𝑘(𝛿) − 𝑎?̃?(𝛿))𝑒
−𝑖𝜔𝛿 +∑
(𝑎?̃?(𝑚)−𝑎𝑘(𝑚))
1+|𝛾|
𝐷𝑗
𝑚=1
𝑚≠𝛿
𝑒−𝑖𝜔𝑚|
2
|𝑔𝑓,𝑛|
2
]      (A7) 
 
This cost function yields a nonzero value only for 𝑘 ≠ ?̃?; thus the cost function is able to distinguish the 𝑘 
arguments. In summary, by considering 𝑎?̃?(𝑡) and 𝑟?̃?(𝑡) with respect to above three cases, only Case 2 and 
Case 3 are separable.  
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Table I 
 Proposed algorithm 
Proposed algorithm 
1. Optimize the convolutive parameters and number of components based on the exemplar. 
2. Initialize 𝑤𝑘,𝑓,𝜏
𝑔
and ℎ𝑘,𝜙,𝑛
𝑔
 based on the exemplar, 𝑤𝑘,𝑓,𝜏
𝑏  and ℎ𝑘,𝜙,𝑛
𝑏  randomly. 
3. Generate the stereophonic mixture ?̃?2(𝑡) as in eqn. (2). 
4. Apply the STFT on the mixture signal. 
5. E-step: Compute ?̂?𝑗,𝑓𝑛 and ?̂?𝑓𝑛 using (13) and (14). 
6. M-step: Compute 𝑨𝑓, 𝜮𝐧,𝑓, 𝑤𝑘,𝑓,𝜏
𝑦
, ℎ𝑘,𝜙,𝑛𝑦
𝑦
, 𝑤𝑘,𝑓,𝜏
𝑔
, ℎ𝑘,𝜙,𝑛
𝑔
, 𝜆𝑘,𝜙,𝑛
𝑔
, 𝑤𝑘,𝑓,𝜏
𝑏 , ℎ𝑘,𝜙,𝑛
𝑏 , and 𝜆𝑘,𝜙,𝑛
𝑏  using eqns. (22), 
(24), (34), (35), (28), (29), (30), (31), (32), and (33), respectively. 
7. Normalize 𝑤𝑘,𝑓,𝜏
𝑥 = 𝑤𝑘,𝑓,𝜏
𝑥 √∑ (𝑤𝑘,𝑓,𝜏
𝑥 )
2
𝑓,𝑘,𝜏⁄  
8. Repeat E- and M-steps, and the normalization until convergence is achieved i.e. rate of cost change is 
below a prescribed threshold, 𝜓 (e.g. 𝜓 = −20𝑑𝐵). 
9. Perform inverse STFT with dual synthetic window to estimate ?̃?(𝑡), and ?̃?(𝑡) 
 
 
 
 
 
 
Table II 
Effects of the identical exemplar on the separation performance 
 
 
 
 
 
 
 
 
 
 
Algorithms 
Average SDR (dB) 
Speech + Music Speech + Fx 
Proposed full-exemplar  4.23 5.96 
Proposed semi-exemplar  3.79 5.10 
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Table III 
Effects of the exemplar on the separation performance 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table IV 
Average SDRs of the 10 mixtures with their different 12 exemplars 
 
 
 
 
 
 
 
 
 
 
Type of Exemplar 
Average 
SDR (dB) 
Same Gender  3.06 
Different Gender  2.67 
Native English Speaker  2.51 
Non-Native English Speaker  2.35 
Complete sentence 13.75 
Missing information sentence 4.95 
   
Algorithms 
Average SDR (dB) 
Speech + Music Speech + Fx 
Informed excitation-filter channel speech model -0.74 0.67 
Structural GSMM 2.22 2.18 
Schmidt’s algorithm 1.18 1.34 
Proposed semi-exemplar  1.83 2.56 
Proposed full-exemplar  2.38 4.04 
