Abstract. By explicit machine computation we obtain the mod-2 cohomology ring of the third Conway group Co 3 . It is Cohen-Macaulay, has dimension 4, and is detected on the maximal elementary abelian 2-subgroups.
he suggests that H * (Co 3 , F 2 ) might be Cohen-Macaulay. Certainly the Dickson invariants constitute a filter-regular system of parameters [8, Thm 1.2] .
By a mixture of machine computation and theoretical argument we obtain the following theorem, answering Benson's question in the affirmative: Theorem 1.1. The mod-2 cohomology ring H * (Co 3 , F 2 ) of the third Conway group Co 3 has the following properties:
(1) As a commutative F 2 -algebra, it has 16 generators and 71 relations. A full presentation is given in Appendix A. The smallest generator degree is 3, and the greatest is 15. The greatest degree of a relation is 33. ( 2) It is Cohen-Macaulay, having Krull dimension 4 and depth 4. (3) It has zero nilradical, and is detected on the maximal elementary abelian 2-subgroups. These all have rank 4, and form four conjugacy classes. (4) Its Poincaré series is of the form P (t) = f (t) (1 − t 8 )(1 − t 12 )(1 − t 14 )(1 − t 15 )
, We computed the cohomology of the Sylow subgroup using our package [21] . Then we computed the stable elements degree by degree, following Holt [19] . We used our variant [18, Thm 3.3 ] of Benson's test [8] to tell when to stop. Remark 1.3. We actually constructed Benson's Dickson invariants in H * (Co 3 , F 2 ), in order to obtain an explicit filter regular system of parameters.
Structure of the paper. We recall the stable elements method in Section 2, discussing how to reduce the number of stability checks. In Section 3 we consider how to implement stability checks and Benson's test for non-p-groups. We highlight the relevant group theory of Co 3 in Section 4, proving Theorem 1.1.
Stable elements
Let p be a prime, G a finite group, and H ≤ G a subgroup whose index is coprime to p. Following Holt [19, 
where each |G i : G i−1 | is as small as possible. One determines H * (G i , F p ) as the ring of stable elements in H * (G i−1 , F p ). Often we take G 1 = N G (Z(S)).
Discarding double cosets. For some double cosets the associated stability condition is satisfied by every x ∈ H * (H, F p ). Such double cosets can be discarded. For example, the trivial double coset H1H can always be discarded. And HgH can be discarded if H g ∩ H has order coprime to p. Proposition 18 of [17] generalizes to a group-theoretic criterion for the redundancy of some double cosets.
Lemma 2.1. Let H ≤ G be a subgroup with p ′ index. Let g ∈ G, and let T be a Sylow p-subgroup of H g ∩ H. Suppose that transfer from H * (T, F p ) to H * (G, F p ) is the zero map. Then the stability condition associated to HgH is redundant.
In particular if there is a p-group W = 1 such that T × W ≤ G, then the stability condition associated to HgH is redundant.
See Remark 4.3 for an application of this result.
Proof. We do not claim that the stability condition is always satisfied. The proof of the stable elements method in [7, Prop. 3.8 .2] uses a weaker condition: that stability holds after transfer from H g ∩ H to G. So if the transfer map is zero, then the double coset is redundant. But transfer from H g ∩ H factors through transfer from T to G, since transfer from T to H g ∩ H is a split surjection. Last part: Transfer from T to G factors through transfer from T to T × W , which is zero: for restriction from T × W to T is a split surjection, and restriction followed by transfer is multiplication by |W |.
To perform the stability test for HgH we first construct the induced homomorphisms Res H H g ∩H and g * Res H H∩ g H , determining the images of the ring generators. If each generator has the same image both times then we discard the double coset. Similarly, we discard it if the pair of maps has been seen already. This too saves effort, for the most time-intensive step is the next one: working out the matrices of the two linear maps from
Computational aspects
Representing cohomology rings. We consider how to represent the cohomology ring of a finite group on the computer. Reusing the results of previous computations saves time, but it does involve coherence issues. Let G be a finite group and S ≤ G a Sylow p-subgroup. We assume that we already know the cohomology of a groupS isomorphic to S. In order to make use of this computation we choose an isomorphism f :S → S. We can then store H * (G, F p ) by recording the map f together with the image ring R G,f given by
Now suppose that φ : G 1 → G 2 is a group homomorphism, and that we calculated H * (G i , F p ) for i = 1, 2 using the Sylow p-subgroup S i and the isomorphism f i :S i → S i . We represent φ * as the composition
Stability and the representation. Let S ≤ H ≤ G, where S is Sylow in G and H * (H, F p ) is known: so we know R H,f for an isomorphism f :S → S. The stability test for HgH asks for the equalizer of φ *
will not yet be known, but the cohomology of its Sylow subgroup T will be. We have two options:
• We compute H * (H g ∩ H, F p ) and construct φ * 1 , φ * 2 as above.
• We take the equalizer of ψ *
This works since Res
H g ∩H T is injective. To our surprise, the first method proved to be more efficient. One possible explanation is that H n (H g ∩ H, F p ) often has considerably smaller dimension than H n (T, F p ). This reduces the size of the matrices representing the two maps: and matrix size seems to have the greatest influence on running time.
Remark. Holt [19] chooses good double coset representatives at the outset. We are effectively taking the first ones we find and correcting them later on.
Computing stable elements degree by degree. We have translated each stability check into taking the equalizer of two known ring homomorphisms. We now have to determine the equalizers and then take their intersection. One approach would be efficient algorithms for ideals, though we might have to implement these ourselves. Another would be to compute parameters for H * (G, F p ) using e.g. Chern classes, and then to use algorithms for noetherian modules.
We take a different approach and work degree by degree. Then performing a stability check just means taking the nullspace of a matrix. This is easier to implement, but linear algebra on its own cannot tell when to stop.
Following Benson, we write τ d H * (G, F p ) for the F p -algebra generated by the indecomposable elements of 
corresponds to a linear dependence between these images; and if the images do not span the subspace of stable elements in
Remark. The third author has implemented the stable elements method in his HAP system. With Dutour Sikirić he used it to compute the integral homology of the Mathieu group M 24 out to degree four [14] .
Constructing filter regular parameters. We use Benson's test for completion [8, Thm 10.1] to tell when d is large enough to ensure that
which are a filter-regular system of parameters for both
Here, r = p-rk(G). We need one technical result.
Proof. 
The third Conway group
The Sylow 2-subgroup. The third Conway group Co 3 is simple and admits a degree 276 faithful permutation representation [13] . The Sylow 2-subgroups have order 2
10 . The Online ATLAS [23] contains explicit permutations for the degree 276 representation. GAP [16] easily constructs the Sylow 2-subgroup S.
Despite its size, computing H * (S, F 2 ) is a surprisingly routine application of our program [21] . The result may be viewed online [20] . Duflot's lower bound for the depth [11, Thm 12.3.3] is one, and the Krull dimension is four. In fact the depth is three. This led Dave Benson to reiterate to us his conjecture that H * (Co 3 , F 2 ) could be Cohen-Macaulay.
The maximal elementary abelian subgroups. There are two conjugacy classes of involutions in Co 3 : classes 2A and 2B with centralizer sizes 2,903,040 and 190,080 respectively. Using GAP one sees that Co 3 has four conjugacy classes of maximal elementary abelian 2-subgroups. Each has rank 4, and they are distinguished by the number of 2A elements they contain. In ATLAS notation:
For each 1 ≤ r ≤ 4 there is a subgroup 2A r ≤ V r containing all the 2A elements.
Lemma 4.1. In Theorem 1.1, (3) follows from (2).
Proof. As H * (Co 3 , F 2 ) has depth 4, the centralizers of the rank four elementary abelians detect the cohomology ring, by a result of Carlson [11, Thm 12.5.2] . Using GAP one sees that these elementary abelians are self-centralizing. Elementary abelian 2-groups have polynomial cohomology, so the nilradical vanishes.
A tower of subgroups. The Sylow 2-subgroup has 484,680 double cosets in Co 3 . It is therefore essential that we find a convenient tower of subgroups.
The order 4 elements in Co 3 form two conjugacy classes [13] . Type 4A elements have size 23,040 centralizer, and type 4B elements have size 1,536 centralizer. Lemma 4.2. Let S be a Sylow 2-subgroup of G = Co 3 . Then
(1) The centre Z(S) and the second centre Z 2 (S) have isomorphism types
Proof. The first two are easily checked in GAP [16] using the permutation representation. For the third statement one inspects the four order 4 elements in Z 2 (S) ∼ = C 4 × C 2 , finding two of type 4A, and two of type 4B. The centralizer sizes differ, so the two type 4A elements lie in the same cyclic subgroup.
The last part now follows, for Z(S) is a characteristic subgroup of U, and no other subgroup of Z 2 (S) is conjugate to U in G = Co 3 .
Consider the tower of subgroups
G 3 is a maximal subgroup of Co 3 [13] . The sizes of the layers are as follows:
As the trivial double coset can be discarded, working up the tower involves a total of 1 + 2 + 2 + 6 = 11 stability conditions. Proof of Theorem 1.1. We computed the mod-2 cohomology ring of the Sylow subgroup using our package [21] . We then used the stable elements method and the computational methods of Section 3 to work up the tower of subgroups.
The depth is a by-product of a computation based on Benson's test. F 2 ) has no nilradical. The letter 'b' denotes a generator with nilpotent restriction to the centre Z(S) of the Sylow subgroup. The letter 'c' denotes a Duflot element, whose restriction to Z(S) is non-nilpotent. The first index gives the degree of the generator, the second is to distinguish generators of the same degree. This presentation is also available online [20] .
A minimal generating set for H * (Co 3 ; F 2 ) is given by 
