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i
Abstract
Many questions in managerial decision making imply —if uncertainty is
involved— stochastic optimization problems of the form







where the state transition dS = g(S, x) dt + σ(S) dz describes the underlying
stochastic process S as an Ito¯ process and dz is a Brownian motion.
For very simple problems, results can be obtained analytically by solving the
corresponding Bellman equation. In all other cases, V (S) has to be computed
numerically. Unfortunately, conventional numerical methods are either slow,
or completely fail as the solution is a saddlepoint path so that all neighboring
solution paths diverge.
This thesis applies methods developed in “Applied Computational Economics
and Finance” by M.J. Miranda and P.L. Fackler to solve selected problems that
arise in modeling managerial decision making, optimal pricing of nondurables,
modeling the ups and downs in oil prices, and modeling the impact of CO2
emission into the atmosphere.
ii
Kurzfassung
Viele Fragen der betrieblichen Entscheidungsfindung fu¨hren —wenn Unsicher-
heit involviert ist— zu stochastischen Optimierungsproblemen der Form







wobei der Zustandsu¨bergang dS = g(S, x) dt + σ(S) dz den zugrunde liegen-
den stochastischen Prozess S als Ito¯ Prozess beschreibt und dz eine Brownsche
Bewegung ist.
Fu¨r sehr einfache Probleme kann durch Lo¨sung der dazugeho¨rigen Bellman
Gleichung eine analytische Lo¨sung berechnet werden. In allen anderen Fa¨llen
ist dies jedoch mittels numerischer Methoden mo¨glich. Konventionelle nume-
rische Lo¨sungsmethoden sind allerdings langsam oder teilweise unbrauchbar,
weil die Lo¨sung einen Sattelpunktpfad beschreibt und alle benachbarten Pfade
divergieren.
Diese Magisterarbeit verwendet die in “Applied Computational Economics and
Finance” von M.J. Miranda and P.L. Fackler entwickelten numerischen Metho-
den, um ausgewa¨hlte Probleme der Modellierung der betrieblichen Entschei-
dungsfindung, der optimalen Preisfestlegung von kurzlebigen Konsumgu¨tern,
der Modellierung von Schwankungen im O¨lpreis und der Modellierung der
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Continuous time optimization problems of the form








occur very often in modern economics. If in addition a state transition as for
example
dS = g(S, x) dt+ σ(S) dz (1.2)
describes the underlying stochastic process S as an Ito¯ process1 (where dz is a
Brownian motion2), we obtain a “continuous time stochastic control problem”.
In simple cases, an analytical solution of V (S) can be obtained by solving the
corresponding Bellman equation as shown in the next section. Unfortunately,
not many problems admit a closed form solution. Especially if the optimal
strategy is nonlinear, V (S) has to be computed numerically as shown in the
next but one section. The remaining two sections of this introduction are
devoted to simple examples that illustrate the power of the described analytical
and numerical solution methods.
1 The Ito¯ process, a generalized Wiener process, is named after the Japanese mathematician
Ito¯ Kiyoshi (* õ, 1915–2008). See e.g. [1] and [2] for more information.
2 The Brownian motion, often referred to as Wiener process, is named after Scottish botanist
Robert Brown (1773–1858). See e.g. [3] for further information.
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1. Introduction
1.1 How to Obtain An Analytical Solution?
The first step is to convert3 the stochastic optimization problem








dS = g(S, x) dt+ σ(S) dz (1.2)
into a deterministic differential equation, the so called “Bellman equation”4
ρV (S) = max
x
{






Please note that the Bellman equation is not only non-stochastic, but also time
invariant as we deal here with an infinite time-horizon problem.
The second step is solve the fist order condition of the maximization problem
in Equation (1.3)
fx(S, x) + gx(S, x)VS(S) = 0 (1.4)
for the “optimal control” x(VS, S) to insert it again into Equation (1.3). The
resulting differential equation is called the “concentrated Bellman equation”:




The final step is to obtain a particular solution for the differential equation
Equation (1.5) using standard calculus. Unfortunately, a closed form solution
can be found only for very simple problems. For more complex cases, numerical
methods must be used as shown in the next subsection.
3 By using Ito¯’s Lemma we remove the the randomness and therefore also the expectation
(see [2, p. 321] for more details on the derivation).
4 The “Bellman equation,” or Hamilton-Jacobi-Bellman equation, often referred to as dy-




1.2 How to Obtain A Numerical Solution?
As standard shooting algorithms5 are likely to fail to numerically solve
ρV (S) = max
x
{






and finite difference methods suffer from show convergence [4], we use the
algorithm developed in [5, Section 11.2] to numerically solve the differential
equation. It works as follows:




cjΦj(S) = Φ(S)c (1.6)
where Φ(S) is a set of n orthogonal basis functions and c is a vector of the n
basis coefficients[5, Section 6.1]. For this interpolation of V (S) at the nodal
points si we use use
 Chebychev basis polynomials of the first kind
Φj(S) = Tj−1(z) (1.7)
recursively defined as
T0(z) = 1, T1(z) = z, Tj(z) = 2zTj−1(z)− Tj−2(z) (1.8)













, ∀i = 1, 2, . . . , n. (1.9)
The advantage of Chebychev node interpolation is that it results in nearly
optimal polynomial approximants (Rivlin’s theorem [6]) satisfying the equi-
oscillation-property [7]. Therefore, at least in theory, the interpolation error
can be made arbitrarily small by increasing the order n. But even if the
Chebychev polynomials used in combination with Chebychev interpolation
nodes result in extremely-well conditioned interpolation equations, numeri-
5 using, for example, an Euler or an Runge-Kutta algorithm
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cal instabilities prevent the use of too high orders. If required (for example,
to calculate the optimal stopping point Sˆ in Figure 1.3 with arbitrary pre-
cission) these instabilities can be overcome by using cubic splines:
 cubic spline basis functions (see [8, Chapter 3.]) in combination with evenly




n− 1(b− a), ∀i = 1, 2, . . . , n (1.10)
or in combination with to the specific problem adapted interpolation nodes.
Splines are advantageous if functions experience a wide range of curvature.
It is to be noted that spline interpolation matrices are sparse6. In addition,
their values are are bounded. This not only makes storage and matrix
manipulation algorithms very efficient, but also reduces numerical difficulties
due to the very well conditioned structure.
Secondly, after choosing a set of basis functions of order n in the interval [a, b],
we make an initial guess for the coefficient vector c. To do so, we either use
a previously calculated result or simply set cj = j ∀j = 1, 2, . . . , n. Applied
to the examples in presented in the next chapters, it turned out that using
the previous results leads to fast convergence but sometimes also numerical
instabilities. On the other hand, cj = j worked very efficient in all investigated
examples.












Thirdly, we calculate the optimal control x∗(si, c) by solving the first order
condition of the maximization problem of Equation (1.11)
fx(si, x
∗) + gx(si, x∗)Φ′(si)c = 0. (1.12)
6 A sparse matrix is a matrix that consists primarily of “zeros.”
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Fifthly, after obtaining the optimal control, we update the value function, that
is the vector c, by using Newton’s method
c = (ρΦ0 −mΦ1 − vΦ2)−1 f (1.13)
where Φ0, Φ1, and Φ0 are the n×n basis matrices formed by the n values of si,
ρ is the discount rate, and m, v, and f are vectors defined by mi = g(si, xi),
vi = 0.5σ
2(si), and fi = f(si, xi).
Sixthly, we continue with step three, until the result is accurate enough or a
predefined number of iterations (for example, 300) is exceeded.
Finally, if the algorithm did not converge, we reduce the order n or choose
different initial values for the value function at the collocation nodes si.
1.3 A First Example: “No CO2 Emissions”
Assume the following very simple example that admits a closed form solution.
The example is taken from [9, Section 2.1.]. The meaning of the model is described in [9,
p. 107]. As the purpose of this introduction is to present the method used to obtain an
analytical/numerical solution to the stochastic control problem we refrain from explaining
the model in detail here.
f(S, x) = −γ
2
S2 (1.14)
g(S, x) = 0 (1.15)






















dS = σ dz. (1.18)
1.3.1 Analytical Solution
To do so, we insert Equations (1.14) and (1.15) into Equation (1.3) to obtain
the deterministic problem






As there is no maximization problem left, we now only have to obtain a particu-
lar solution for the differential equation Equation (1.19) (see also [9, Eq. (12)]):










We apply the method described in Section 1.2 (see also [5, Section 11.2]) using
the Matlab code shown below:
wirl1fun.m:
01 function out = wirl1fun(flag,s,x,Vs,xrho,xsig,xgamma)
02 switch flag
03 case ’x’; out = NaN + zeros(size(s,1),1); % optimal control
04 case ’f’; out = -xgamma/2*s.^2; % reward function
05 case ’g’; out = 0 + zeros(size(s,1),1); % drift function
06 case ’sigma’; out = xsig + zeros(size(s,1),1); % diffusion function
07 case ’rho’; out = xrho + zeros(size(s,1),1); % discount function
08 end
main file:
01 clc; clear; optset(’scsolve’,’defaults’);
02
03 % Define problem parameters
04 xgamma = 0.868187; xsig = 0.2; xrho = 0.03;
05
06 % Pack model structure
07 model.func=’wirl1fun’; model.params={xrho,xsig,xgamma};
08
09 % Define nodes and basis matrices
10 fspace=fundefn(’cheb’,5,-1,3); snodes=funnode(fspace);
11




Figure 1.1 shows the the numerically calculated value function as well as the









Figure 1.1: The numerical and analytical solution —both plotted on top of each
other— turn out to be equal.
1.4 A Second Example: “Constant CO2 Emissions”
For the model described in [9, Section 3.], we obtain the functions
f(S, x) = u¯− γ
2
S2 (1.21)
g(S, x) = x¯ (1.22)










The analytical solution to the problem is obtained by solving the Bellman
equation
ρV (S) = u¯− γ
2




leading to the particular solution (equal to [9, Eq. (17)])


















We again apply the algorithm described in [5, Section 11.2] to obtain the










Figure 1.2: The numerical and analytical solution —both plotted on top of each
other— turn out to be equal.
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1.5 A Third Example: “Irreversible CO2 Emissions”
For the model described in [9, Section 4.] we obtain the functions





g(S, x) = x (1.27)
σ(S) = σ (1.28)







The associated first order condition is
fx(S, x) + gx(S, x)VS(S) = 0. (1.30)
Using Equations (1.26) and (1.27) we obtain
α− βx+ 1VS(S) = 0 (1.31)





This time, the analytical solution to the problem cannot be obtained by solving
the Bellman equation












We again apply the algorithm described in [5, Section 11.2] to obtain the
solution shown in Figure 1.3. We use the Matlab code shown below.
wirl3fun.m:
01 function out = wirl3fun(flag,s,x,Vs,xgamma,xsig,xrho,xalpha,xbeta)
02 switch flag
03 case ’x’; out = max((xalpha+Vs)/xbeta,zeros(size(s,1),1)); % optimal control
04 case ’f’; out = xalpha*x-xbeta*x.^2/2-xgamma/2*s.^2; % reward function
05 case ’g’; out = x; % drift function
06 case ’sigma’; out = xsig + zeros(size(s,1),1); % diffusion function






04 % Define problem parameters
05 xgamma = 0.868187; xsig = 0.2; xrho = 0.03; xalpha=70.142; xbeta=136.341;
06
07 % Pack model structure
08 model.func=’wirl3fun’; model.params={xgamma,xsig,xrho,xalpha,xbeta};
09
10 % Define nodes and basis matrices
11 fspace=fundefn(’spli’,2000,-30,30); snodes=funnode(fspace);
12















Figure 1.3: The numerical solution, same as [10, Fig. 3].
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2 Ups and Downs of (Oil) Prices
Note that the problem statement below is quoted from [11].
“The risk neutral monopoly sets its price strategy such that the expected net
present value of profits is maximized







p(t)− c)x(t) dt} . (2.1)
The function x(t) denotes the demand in period t and c denotes the unit cost
of production that can be ignored without loss in generality by interpreting p
as the price above the constant marginal costs c.
Sluggishness is an important characteristic of world energy markets. Demand
depends on the energy efficiencies of durables with an average life time of,
for example, above ten years for cars and of many decades for buildings. A
particularly convenient and thus often used specification of dynamic demand
(and also of supply) is the one implied by the Eisner-Strotz model [12, 13].
Therefore, define with D(p) as the (expected) equilibrium or long run demand
and assume that the static (and also stationary) profit (or revenue) function
pi(p) = pD(p) is concave with a unique, interior profit maximizing price de-
noted with p∗. The consumers trade off (quadratic) costs for being out of
equilibrium (1
2





ing myopic behavior (that is, all present adjustments are made from a plan for
future adjustments based on the assumption that the current price prevails in
11
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all future) implies the dynamic demand pattern
dx(t) = η [D(p(t))− x(t)] dt+ σ(x(t)) dz (2.2)
in which dz denotes the increment of a standardized Wiener process z and
σ the corresponding standard error. The adjustment parameter η determines
in the deterministic model the time constant of adjustment τ = 1/η which
increases with respect to (subjective) discounting and adjustment costs γ.
Consumers are myopic, or at least were myopic in this sense according to em-
pirical investigations in [14, 15]. This hypothesis seems in line also with recent
evidence because anticipation of higher prices should trigger conservation prior
to a price jump. However, consumers were instead on a spending spree on en-
ergy intensive services such as gas guzzling SUVs until very recently (following
a period of caution after the twelve years of high energy prices from 1973 to
1985). Although different specifications of the random term in the stochastic
process1 described in Equation (2.2) are conceivable, the following analysis is




because it introduces level dependent uncertainty while still allowing for ex-
plicit, analytical solutions.”
2.1 The Bellman Equation
A price strategy maximizing the expected net present value defined in Equa-
tion (2.1) that is subject to the state transition defined in Equation (2.2) must
satisfy the Hamilton-Jacobi-Bellman equation (see [2])
rV (x) = max
p
{





The interior first order condition is
x+ ηD′(p)V ′(x) = 0. (2.5)
1 Pindyck introduces stochastic processes (of prices and discoveries) into the analysis of
resource markets but with little explanatory power for the recent price jump [16–18].
12
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Assuming a quadratic and concave demand2











Inserting Equation (2.8) into Equation (2.6) and then into Equation (2.4)
results in the the differential equation
























2 linear or convex demand yields bang-bang policies, see Section 2.3.
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we obtain for the framework introduced in Equations (1.1) to (1.3) the follow-
ing functions3
f(S, x) = (x− c)S (2.10)
















Figure 2.1 shows the expected steady state solution x∞ of the demand for
different values of ε and σ(x). Note that the case of ε → −∞, σ(x) = 0
corresponds to the steady state solution of the linear, deterministic problem
x∞ = 13.3 (compare [11]).
3210-1-2-3-4-5-6


















Figure 2.1: Expected steady state solution for different levels of ε and σ(x).
3 Note that the variable names change: r → ρ, x→ S, and p→ x.
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Figure 2.2: Expected steady state solution for different levels of σ(x) and ε.
Figure 2.3 shows the same results for different levels of the discount rate r.
Note the solution for ε → −∞, σ(x) = 0, r → −∞ which corresponds to the




















Figure 2.3: Expected steady state solution for different levels of the discount rate r.
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Figure 2.4: Expected steady state solution for different levels of the uncertainty σ.
Figure 2.5 shows the expected steady state solution for different levels of the
time constant η. Note that for high and low time constants, the steady state














Figure 2.5: Expected steady state solution for different levels of the time constant η.
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Figure 2.6: For decreasing ε, the concave problem converges to the non-concave de-










Figure 2.7: For decreasing ε, the long-run state density converges do a dirac.
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2.3 Non-Concave Demand (Big Bang Problem)
Let us now assume the non-concave (D′′(p) ≥ 0) demand
D(p) = 1− p+ ε
2
p2 (2.14)
and a price that is bounded by [p, p¯]







p(t)− c)x(t) dt} (2.15)
where p denotes the minimum and p¯ denotes the maximum price the firm can





p = 0 p¯ = 1
D = D(p) = 1 D¯ = D(p¯) = 0.10
the settings of low and high demands in Equation (2.14) correspond in a convex
set up for D(p) with the static profit maximizing price of ps = 0.544 and the
corresponding demand xs = D (ps) = 0.485.
In the dynamic case, applying continuity in V ′ and V ′′ implies that the firm
charges the upper price limit
p(x) = p¯ iif (p¯− c)x+ η [D¯ − x]V ′ − η [D − x]V ′ > 0 (2.16)
and the lower price limit
p(x) = p iif (p¯− c)x+ η [D¯ − x]V ′ − η [D − x]V ′ < 0. (2.17)
In other words, the optimal policy is always at the boundary as also shown in
the bottom of Figure 2.8. The threshold at which the price jumps from p to p¯
is denoted as xˆ.
18


























In a world subject to global warming, ones goal should be to maximize the
global welfare1 (the social optimum =̂ first best)







u(y)− C(T )) dt} (3.1)
where u(y) is the global benefit due to the emissions y (a and b are constants)
u(y) = ay − b
2
y2, (3.2)






the temperature T follows the Ito¯ process (δ and σ are a constants)
dT = (y − δT ) dt+ σT dz, (3.4)
and dz is a Brownian motion.
1 This example is taken from [19] and extended by missing numerical simulations. For more
detailed information on the model and the parameter sets used, see [19].
20
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If n identical but individual countries maximize their own welfare, each country





In order to let the aggregate correspond to Equations (3.2) and (3.3), each
country has to maximize its own welfare












where v(xi) is the individual benefit due to the emissions x
u(y) = ay − bn
2
y2 (3.7)





3.1 The Bellman Equation
The optimal, welfare maximizing strategy must satisfy the Hamilton-Jacobi-
Bellman equation
rW (T ) = max
y
{
[u(y)− C(T )] + [y − δT ]W ′(T ) + 1
2
σ2T 2W ′′(T )
}
(3.9)
for the first best case and
rVi(T ) = max
x
{
[v(xi)−K(T )] + [nx− δT ]V ′i (T ) +
1
2
σ2T 2V ′′i (T )
}
. (3.10)
for the second best case. The corresponding interior first order conditions are



















n = 1 to 3
δ = 0.005
σ = 0.1
we obtain for the framework introduced in Equations (1.1) to (1.3) the follow-
ing functions2





g(S, x) = c− δS (3.16)


































Figure 3.2: Numerical simulation, second best.
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Figure 3.4: Numerical simulation, second best.
25
4. Pricing of Nondurables
4 Pricing of Nondurables
Assume that n equal players choose their emissions x at time t such that the
net present value of the total benefits minus costs is maximized1 (first best)











or that each of the n identical players chooses his emissions xi such that the












where u(xi) is the individual benefit due to the emissions xi (0 < a < 1 and




(xi − x)a, (4.3)
and X is the quadratic external cost due to the pollution stock X (c > 0 and









1 This example is taken from [20] and extended by missing numerical simulations. For more
detailed information on the model and the parameter sets used, see [20].
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4.1 The Bellman Equation
To solve the first best dynamic optimization problem (Equation (4.1)), we
calculate the Hamilton-Jacobi-Bellman equation











+ (nx− δX)W ′(X)
]
(4.5)
and maximize the right hand side
x∗ = x+ (−W ′) 1a−1 . (4.6)



















with the corresponding interior first order condition
x∗ = x+ (−V ′) 1a−1 . (4.8)
4.2 A Numerical Example
Using the variables
a = 0.6 δ = 0.2
c = 1500 r = 10
x = 0.01 n = 2
we obtain for the framework introduced in Equations (1.1) to (1.3) the follow-
ing functions (n∗ = n for first best, n∗ = 1 for second best)2
f(S, x) = n∗
1
a
(x− x)a − c
2
S2 (4.9)
g(S, x) = nx+ δS (4.10)
σ(S) = [ ] (4.11)
x(S, Vs) = x+ (−Vs) 1a−1 . (4.12)
2 Note that the variable names change: r → ρ, X → S, W → V .
27
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X∗∞ = 0.102. (4.14)















Figure 4.1: First best solution.
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For the second best case, the optimal level of pollution X∗∞ can be calculated
again using Equation (4.13) as
X∗∞ = 0.110. (4.15)
















Figure 4.2: Second best solution, a = 0.6 > 1n .
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To simulate the second best case where a < 1
n
we set a to 0.4 and obtain the
optimal level of pollution (using Equation (4.13)) as
X∗∞ = 0.155. (4.16)






















Solving differential equations of the form
ρV (S) = max
x
{






that is, continuous time stochastic control problems of the form








dS = g(S, x) dt+ σ(S) dz, (1.2)
using the algorithm described in Section 1.2 (taken from [5, Section 11.2])
turns out to be straight forward. Numerical instabilities only arose if
 the order of the basis functions was chosen too high (then the order had to
be decreased iteratively until the numerical instabilities resolved)
 or if optimal stopping problems were solved using Chebychev polynomials
as basis functions (cubic splines resolved the numerical problems in these
cases).
Summarizing, despite the small difficulties pointed out above, the algorithm
of [5, Section 11.2] shows excellent convergence for the examples presented in
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