In this paper, we adapt stochastic Perron's method to analyze stochastic target problems in a jump diffusion setup, where the controls are unbounded. Since classical control problems can be analyzed under the framework of stochastic target problems (with unbounded controls), we use our results to generalize the results of Bayraktar and Sîrbu (SIAM Journal on Control and Optimization, 2013) to problems with controlled jumps.
a viscosity solution to a non-linear Hamilton-Jacobi-Bellman (HJB) equation using the geometric dynamic programming principle proved in [2] .
In this paper, our goal is to provide an analysis of this problem using stochastic Perron's method. This method was introduced in [7, 8, 9] for classical control problems. This method is a verification approach (without requiring smoothness) in that it does not use the dynamic programming principle to show that the value function is a viscosity solution. The idea is to build two classes of functions that envelope the value function and that are stable enough under minimization and maximization, respectively. This construction helps us demonstrate that the supremum over the first class is a lower semi-continuous viscosity super-solution and the infimum over the second class (the functions larger than the value function) is an upper semicontinuous viscosity sub-solution. Assuming that a comparison principle holds, we show that the infimum over the second class and the supremum over the first class (which sandwich the value function) are equal, and hence, the value function is the unique viscosity solution. Since we only work with the envelopes, not the value function itself, we never use the dynamic programming principle (and hence the measurable selection theorem). In fact, the dynamic programming principle is a corollary of our result. As pointed out by [10] and the references therein, the rigorous proof of the dynamic programming principle for controlled diffusion processes is difficult and contains subtle technical issues. Our result can be seen as an elementary alternative based only on Itô's Lemma and the comparison principle, which also has to be proved to identify the value function as the unique viscosity solution of the Hamilton-Jacobi-Bellman partial differential equation (PDE) .
We choose to work with the most general stochastic target setup from [5] . Our controls are unbounded and the controlled processes are jump diffusions. The main reason for using unbounded controls is that it allows us to use the embedding result of [11] , which converts an ordinary control problem into a stochastic target problem with unbounded admissible controls. Using this result, we generalize [9] to the setting of controlled jumps.
In contrast to [9] , we analyze stochastic target problems in this paper. The main contribution is the construction of the sets of stochastic semi-solutions, which are appropriate for stochastic target problems.
This makes the proofs of the viscosity properties of the value function different. We also generalize our earlier result in [12] in the sense that we consider unbounded controls and controlled jumps. The presence of the jumps and the unbounded control set brings new technical difficulties: in contrast to [12] , the relaxed semi-limits are introduced for the PDE characterization, which have a nontrivial impact on the formulation of the associated PDEs and the derivation of viscosity properties of the value function using stochastic Perron's method, especially at the boundary. Of particular importance is the relaxation with respect to the test function, which appears because we consider jumps.
The rest of the paper is organized as follows. The setup of the problem, the related HJB equation and the definitions of the stochastic semi-solutions are introduced in Section 2. In Sections 3 and 4, we prove the viscosity properties in the parabolic interior and at the boundary, respectively. In Section 5, we use the comparison principle to close the gap between the viscosity super-solution and sub-solution and demonstrate the uniqueness of the viscosity solution to the associated HJB equation. In Section 6, we see how an optimal control problem can be converted into a stochastic target problem. Some technical results are delegated to the Appendix. Our main results are Theorems 3.1, 4.1, 5.1 and 6.1.
The Setup
To introduce the stochastic target problem in (3), we need to introduce some notation and make appropriate assumptions. Throughout this paper, the superscript ⊤ stands for transposition, | · | for the Euclidean norm of a vector in R n and · for the Frobenius norm of a matrix. For a subset of O of R n , we denote by Int(O) its interior. We also denote the open ball of radius r > 0 centered at x ∈ R n by B r (x) and the set of n × n matrices by M n . Inequalities and inclusion between random variables and random sets, respectively, are in the almost sure sense unless otherwise stated.
Given a complete probability space (Ω, F , P), let {λ i (·, de)} I i=1 be a collection of independent integervalued E-marked right-continuous point processes defined on this space. Here, E is a Borel subset of R equipped with the Borel sigma field E. Let λ = (λ 1 , λ 2 , · · · , λ I ) ⊤ and W = {W s } 0≤s≤T be a d-dimensional
Brownian motion defined on the same probability space such that W and λ are independent. Given t ∈ [0, T ],
We will use T t to denote the set of F t -stopping times valued in [t, T ]. Given τ ∈ T t , the set of F t -stopping times valued in [τ, T ] will be denoted by T τ .
Besides the measurability and the integrability conditions for U t 0 , we impose another condition on the admissible control set. Let U t be the admissible control set, which consists of all ν ∈ U t 0 such that for any compact
Assumption 2.2 Let z = (x, y) and u = (u 1 , u 2 ) ∈ U = U 1 × L 2 (E, E,m; R n ). We use the notation u U := |u 1 | + u 2 m and u(e) := (u 1 , u 2 (e)) for the rest of the paper. 
3. b and β are Lipschitz and grow linearly in all variables except e, but uniformly in e. We now define the value function of the stochastic target problem. Let g : R d → R be a measurable function with polynomial growth. The value function of the target problem is defined by
The Hamilton-Jacobi-Bellman Equation
Denote b = (b 1 , b 2 , · · · , b I ) ⊤ and β = (β 1 , β 2 , · · · , β I ). For a given ϕ ∈ C(D), we define the relaxed semi-limits For our later use, we also define the following:
. We will use similar notation for H * and other operators in later sections.
Later, we will produce a viscosity super-solution and sub-solution, respectively, to
Stochastic Semi-Solutions
Before we introduce the definitions of the stochastic semi-solutions, we define the concatenation of the admissible controls.
The concatenation of ν 1 and ν 2 at τ is defined 2. Given (t, x, y) ∈ D×R, for any τ ∈ T t and ν ∈ U t , there existsν ∈ U t such that Y (ρ) ≥ w(ρ, X(ρ)) P−a.s.
and Y := Y ν⊗τν t,x,y . and ρ = T , we get that for any ν
Therefore, from (3), y < w(t, x) implies that y ≤ u(t, x). This means that w ≤ u and u − ≤ u. By the
In short,
We will provide sufficient conditions which guarantee Assumption 2.3 in the Appendix A. As in [4] and [5] , the proof of the sub-solution property requires a regularity assumption on the set-valued map N 0,η (·, ψ).
Then for every ε > 0, (t 0 , x 0 , y 0 , p 0 ) ∈ Int(B) and u 0 ∈ N 0,η (t 0 , x 0 , y 0 , p 0 , ψ), there exists an open neighborhood B ′ of (t 0 , x 0 , y 0 , p 0 ) and a locally Lipschitz continuous mapν defined on
x, y, p, ψ).
Viscosity Property in D i
In this section, we state and prove the theorem which characterizes u + (resp. u − ) as a viscosity sub-solution (resp. super-solution) of (6) (resp. (5)). The boundary conditions will be discussed in Theorem 4.1.
Lemma 3.1 U + and U − are closed under pairwise minimization and maximization, respectively. That is, Proof See Appendix B. ⊓ ⊔
Boundary Conditions
In this section, we discuss the boundary conditions at T . From the definition of the value function u, it holds that u(T, x) = g(x) for all x ∈ R d . However, u + and u − may not satisfy this boundary condition. Define 
The upper (resp. lower) semi-continuous envelope of δ is denoted by δ * (resp. δ * ). Let
The following theorem is an adaptation of the results in [2, 3, 4, 11] .
Proof
Step 1 (The sub-solution property on D T ). For the sake of contradiction, we assume that for
where ι will be fixed later and n 0 satisfies
By the lower semi-continuity of δ * and the upper semi-continuity of g, we can find ι > 0 and ε > 0 such that
By Assumption 2.4, the fact that δ ≥ δ * , (8) and (10), we can find a locally Lipschitz mapν such that
In (11), we may need to choose smaller values of ε, ι and η. Fix ι.
Here we may need to shrink ε > 0 again. Since u + is USC andφ(T,
Since
Notice thatφ(T, ·) − u + (T −, ·) is strictly positive on the compact set
by the upper semi-continuity of u + (T −, ·), there exists ζ > 0 such that
From (15), we conclude that there exists σ > 0 such that
More precisely, if (16) does not hold for any σ > 0, then there exists a sequence (t n , x n ) ∈ D i such that
The compactness of T * implies that there is a subsequence of (t n , x n ) which converges to (T, x ′ ) for some x ′ ∈ T * . By taking the lim sup of the above equation over the subsequence, we getφ(T,
. This contradicts (15) . Therefore, (16) holds.
In (16), we choose σ < ε. By a Dini-type argument, there exists n 1 ≥ n 0 such that
Since w(T, x) ≥ g(x) and (9) holds, we get that w κ (T, x) ≥ g(x) for all x ∈ R d . We also notice that
Using (11), (12), (13), (14) and (17) in a manner that is similar to Step 1 in Theorem 3.1's proof, we can
show that w κ is a stochastic super-solution, which contradicts (18).
Step 2 (The super-solution property on D T ). We will divide the proof into two steps:
where ι will be fixed later and n 0 ≥ 2 satisfies
the lower semi-continuity of g and u − , we can find ε > 0 and η ∈ ]0, 1[ such that
By the locally boundedness of µ X , σ X , µ Y , b and β, and H * ϕ(x 0 ) = C, there exists ι > 0 such that
Here, we may need to choose smaller values of ε and η. Therefore, by the definition of ∆ u,e , 
As in Step 2 of Theorem 3.1's proof, we can show that w κ ∈ U − , which yields a contradiction.
Step 2.B: In this step, we prove that u − (T −, ·) is a viscosity super-solution of δ * ϕ(x) ≥ 0. Let x 0 ∈ R d and
Let (t k,ι n , x k,ι n ) be the minimizer of u − − ϕ k,ι n on [s n , T ] × cl(B 1 (x 0 )). We claim that for any k > 0 and ι > 0, there exists N k,ι ∈ N such that s n ≤ t k,ι n < T for all n ≥ N k,ι , and x k,ι n → x 0 as n → ∞.
We now prove (21). Since (s n , ξ n ) → (T, x 0 ), we can find N k,ι ∈ N such that for n ≥ N k,ι ,
On the other hand,
By (22) and (23), the first part of (21) holds. By an argument similar to Step 4 in Theorem 3.1's proof in [9] , we know that the second part of (21) also holds.
From (21) and the definition of ϕ k,ι n , we also see that
By (21), (24) and the facts that
Since for all k > 0, ι > 0 and n ≥ N k,ι , (t k,ι n , x k,ι n ) is a local minimizer of u − − ϕ k,ι n and t k,ι n < T , we get −∂ t ϕ k,ι n (t k,ι n , x k,ι n ) + H * (t k,ι n , x k,ι n , u − (t k,ι n , x k,ι n ), Dϕ k,ι n (t k,ι n , x k,ι n ), D 2 ϕ k,ι n (t k,ι n , x k,ι n )) ≥ 0 from Theorem 3.1. For any k > 0, ι > 0 and n ≥ N k,ι n , from the definition of H * , there exists a sequence
This implies that By the definition of ∆ u,e in the set-valued map N, the equation above implies that δ * (t k,ι n , x k,ι n , u − (t k,ι n , x k,ι n ), Dϕ k,ι n (t k,ι n , x k,ι n ), ϕ ι ) = δ * (t k,ι n , x k,ι n , u − (t k,ι n , x k,ι n ), Dϕ k,ι n (t k,ι n , x k,ι n ), ϕ k,ι n ) ≥ 0. (26) Note that ϕ ι u.c. −→ ϕ as ι → 0. Moreover, for ι > 0, u − (t k,ι n , x k,ι n ) → ϕ(x 0 ) and Dϕ k,ι n (t k,ι n , x k,ι n ) → Dϕ(x 0 ) as n → ∞ then k → 0. Taking the lim sup of (26) by first sending n → ∞ then k → 0 and ι → 0, we have δ * ϕ(x 0 ) = δ * ϕ(T, x 0 , ϕ(x 0 ), Dϕ(x 0 ), ϕ) ≥ 0 from the upper semi-continuity of δ * , ⊓ ⊔
Verification by Comparison
We now carry out the verification for non-smooth functions assuming the comparison principle as in [9] . Let (s n , ξ n ) be a sequence in D i satisfying (s n , ξ n ) → (T, x 0 ) and u + (s n , ξ n ) → u + (T −, x 0 ). For all n ∈ N,
Let (t k,ι n , x k,ι n ) be the maximizer of u + − ϕ k,ι n on [s n , T ] × cl(B 1 (x 0 )). Similar to the arguments in Step 2B of Theorem 4.1's proof, we can show that lim k→0,ι→0 lim n→∞ u + (t k,ι n , x k,ι n ) = ϕ(x 0 ). We also know that for any k > 0 and ι > 0, there exists N k,ι ∈ N such that s n ≤ t k,ι n < T for all n ≥ N k,ι and x k,ι n → x 0 as n → ∞.
Therefore, for all k > 0, ι > 0 and n ≥ N k,ι , (t k,ι n , x k,ι n ) is a maximizer of u + − ϕ k,ι n on [s n , T ] × cl(B 1 (x 0 )).
From Theorem 3.1,
Hence, the H * -term in the above equation is less than ∞. From the definition of ∆ u,e , we get H * (t k,ι n , x k,ι n , u + (t k,ι n , x k,ι n ), Dϕ k,ι n (t k,ι n , x k,ι n ), D 2 ϕ k,ι n (t k,ι n , x k,ι n ), ϕ ι ) < ∞, which further implies that Gϕ(t k,ι n , x k,ι n , u + (t k,ι n , x k,ι n ), Dϕ k,ι n (t k,ι n , x k,ι n ), D 2 ϕ k,ι n (t k,ι n , x k,ι n ), ϕ ι ) ≤ 0 by Assumption 5.1.
Using an argument similar to that in Step 2B of Theorem 4.1's proof, we conclude that Gϕ(x 0 ) ≤ 0. 
In the presence of jumps, it is nontrivial to check this assumption. When there are no jumps in the controlled processes, the comparison principle can be proved in certain classes of functions (see the discussion above Assumption 2.2 in [6] ). Also, in Section 6, δ drops out in the corresponding PDE and there are comparison results available for fully non-linear equations with jumps (see [13] ). Proof It follows from their definitions that u − ≤ u + . Since u + is USC and u − is LSC, then
Moreover, u + (T −, ·) is a viscosity sub-solution and u − (T −, ·) is a viscosity super-solution to (30) due to To convert the control problem to its stochastic target counterpart, we need the following lemma, which is an adaptation of a result in [11] . Proof Since A t and Γ t satisfy the admissibility conditions, this stochastic target problem is well defined. In view of Lemma 2.1 in [11] , it suffices to check that
In fact, by the martingale representation theorem, for any ν ∈ U t , E[g(X ν t,x (T ))|F t · ] can be represented in the form of Y α,γ t,y for some α ∈ A t and γ ∈ Γ t 0 , where Γ t 0 is the collection of L 2 (E, E,m; R I )-valued processes satisfying all of the admissibility conditions except for (2). In particular, g(X ν t,x (T )) = Y α,γ t,y (T ). Assume, contrary to (32), that there exists ν 0 ∈ U t such that
for some y ∈ R, α 0 ∈ A t and γ 0 ∈ Γ t 0 , but (2) does not hold. In the equation above, E[g(X ν0 t,x (T ))|F t · ]
can be chosen to be càdlàg, thanks to Theorem 1.3.13 in [14] . Then for K > 2 g ∞ , there exists τ 0 ∈ T t such that P E γ ⊤ (τ 0 , e)λ({τ 0 }, de) > K > 0. Suppose that P E γ ⊤ (τ 0 , e)λ({τ 0 }, de) > K > 0. 5 Let M 0 (·) = E g(X ν0 t,x (T ))|F t · . Therefore,
Since |M 0 | is bounded by g ∞ < K/2, we obtain a contradiction.
⊓ ⊔
Let H * be the USC envelope of the LSC map H :
x, u, e)) − ϕ(t, x)) m i (de). 
Proof It is easy to check Assumption 2.4 for the stochastic target problem. Since g is bounded, we can check that all of the assumptions in the Appendix A are satisfied, which implies that Assumption 2.3 holds. From where δ = dist(0, N c ) − dist(0, N) and
Obviously, N = R d × R. Therefore, δ = ∞ and the boundary conditions hold. ⊓ ⊔
The following two corollaries show that u is the unique viscosity solution to its associated HJB equation.
We omit the proof, since it is the same as the proofs of Proposition 5.1 and Theorem 5.1. 
then there exists a unique continuous viscosity solution V to (34) with terminal condition V(T, x) =ĝ(x)
Conclusions
In this paper, stochastic target problems in a jump diffusion setup are analyzed by using stochastic Perron's method, which had been recently developed to analyze the classical stochastic control problems. In fact, we using the fact that ordinary stochastic control problems can be embedded into stochastic target problems we extended that analysis to cover to processes in which both the diffusions and jumps are controlled. Our future research will focus on extending the analysis to stochastic target games. In the formulation of such problems, a strategic player tries to find a strategy such that the controlled process reaches a given target no matter what the opponent's control is. Of particular importance is the set-up in which one of the players is a stopper, whose aim is to get to the target at a stopping time instead of a fixed horizon.
Appendix A
We provide sufficient conditions for the nonemptiness of U + and U − .
Assumption A.2 There exists u 0 ∈ U such that σ Y (t, x, y, u 0 ) = 0 and b(t, x, y, u 0 (e), e) = 0 for all (t, x, y, e) ∈ D × R × E.
Remark A.1 In the context of super-hedging in mathematical finance, the assumption above is equivalent to restricting trading to the riskless assets. 
Proof
Step 1. In this step we assume that µ Y is non-decreasing in its y-variable. We will show that w(t, x) = γ − e kt is a stochastic super-solution for some choice of k and γ. From the Lipschitz continuity of µ Y in y-variable in Assumption 2.2,
where L 0 is the Lipschitz constant of µ Y with respect to y. Note that we use the assumption that µ Y is non-decreasing in its y-variable to obtain the second inequality. Since Γ + (τ ) = 0, an application of Grönwall's Inequality implies that Γ + (ρ) ≤ 0, which further implies that (35) holds.
Step 2. We get rid of our assumption on µ Y from Step 1 by following a proof similar to those in [12] and [15] . For c > 0, define Y ν t,x,y as the strong solution of Therefore,
x,y (T ) ≥g(X ν t,x (T )) -a.s.}, whereg(x) = e cT g(x). Therefore,ũ(t, x) = e ct u(t, x). Since µ Y is Lipschitz in y, we can choose c > 0 so that µ Y : (t, x, y, u) → cy + e ct µ Y (t, x, e −ct y, u) 
Therefore,
By Grönwall's Inequality, Γ + (τ ) = 0 implies that Γ + (ρ) = 0 on F . More precisely, for ω ∈ F (P − a.s.), Γ + (s)(ω) = 0 for s ∈ [τ (ω), ρ(ω)]. This implies that we can replace the inequalities with equalities in (40). Therefore, by (39), Γ (ρ) < 0 on F , which yields P(Y (ρ) < w(ρ, X(ρ))|B) > 0. ⊓ ⊔ It is not difficult to check that ν ∈ U t . To prove that the above construction works, we next show that Y (ρ) ≥ w κ (ρ, X(ρ)) P−a.s. on {Y (τ ) ≥ w κ (τ, X(τ ))}, where X := X ν⊗τν t,x and Y := Y ν⊗τν t,x,y . Corresponding to the construction of ν on A and A c , we consider the following two cases: (i) On the set A ∩ {Y (τ ) ≥ w κ (τ, X(τ ))}. We have Y (τ ) ≥ w(τ, X(τ )). From the definition of ν on A and the fact that w ∈ U + , we know Y (ρ) = Y ν⊗τ ν 1 t,x,y (ρ) ≥ w(ρ, X ν⊗τ ν 1 t,x (ρ)) ≥ w κ (ρ, X(ρ)) P − a.s on A ∩ {Y (τ ) ≥ w κ (τ, X(τ ))}. 
Since (θ 1 , X(θ 1 )) / ∈ B ε/2 (t 0 , x 0 ), we know
from (45). On the other hand, it holds that Y (θ 2 ) −φ(θ 2 , X(θ 2 )) ≥ ε on {θ 1 > θ 2 } ∩ A c ∩ {Y (τ ) ≥ w κ (τ, X(τ ))} due to (46) and (48). Therefore, sinceφ > w − ε on cl(B ε/2 (t 0 , x 0 )) and (47) holds, Y (θ 2 ) − w(θ 2 , X(θ 2 )) ≥ ε +φ(θ 2 , X(θ 2 )) − w(θ 2 , X(θ 2 )) > 0 on {θ 1 > θ 2 } ∩ A c ∩ {Y (τ ) ≥ w κ (τ, X(τ ))}.
Combining (49) and (50), we obtain Y (θ) − w(θ, X(θ)) ≥ 0 on A c ∩ {Y (τ ) ≥ w κ (τ, X(τ ))}. Therefore, from the definition of ν θ ,
Also, the monotonicity of Γ (· ∧ θ) implies that Y (ρ ∧ θ) −φ(ρ ∧ θ, X(ρ ∧ θ)) + κ ≥ 0 on A c ∩ {Y (τ ) ≥ w κ (τ, X(τ ))}. This means that
From (51) and (52), we get Y (ρ) − w κ (ρ, X(ρ)) ≥ 0 on A c ∩ {Y (τ ) ≥ w κ (τ, X(τ ))}.
Step 2 (u − is a viscosity super-solution). Let (t 0 , x 0 ) ∈ D i satisfy 0 = (u − − ϕ)(t 0 , x 0 ) = min D i (u − − ϕ) for some ϕ ∈ C 1,2 (D). For the sake of contradiction, assume that − 2η := −∂tϕ(t 0 , x 0 ) + H * ϕ(t 0 , x 0 ) < 0.
Let {w k } ∞ k=1 be a sequence in U − such that w k ր u − . Letφ(t, x) := ϕ(t, x) − ι|x − x 0 | n 0 , where we choose n 0 ≥ 2 such that for all ι > 0, max 0≤t≤T (φ(t, x) − w 1 (t, x)) → −∞ and max 0≤t≤Tφ (t, x) → −∞ as |x| → ∞. 9 (54) By (53), the upper semi-continuity of H * and the fact thatφ u.c.
−→ ϕ as ι → 0, we can find ε > 0, η > 0 and ι > 0 such that µ Y (t, x, y, u) − L uφ (t, x) ≤ −η for all u ∈ N ε,−η (t, x, y, Dφ(t, x),φ) and (t, x, y) ∈ D i × R s.t. (t, x) ∈ Bε(t 0 , x 0 ) and |y −φ(t, x)| ≤ ε.
Fix ι. Note that (t 0 , x 0 ) is still a strict minimizer of u − −φ. Since (54) holds, there exists R 0 > ε such that
On the compact set T := [0, T ] × cl(B R 0 (x 0 )) \ B ε/2 (t 0 , x 0 ), we know thatφ < u − and the maximum ofφ − u − is attained since u − is LSC. Therefore,φ < u − − 2α on T for some α > 0. By a Dini-type argument, for large enough n, we haveφ < wn − α on T andφ < wn + ε on cl(B ε/2 (t 0 , x 0 )). For simplicity, fix such an n and set w = wn. In short, ϕ < w − ε on O,φ < w − α on T andφ < w + ε on cl(B ε/2 (t 0 , x 0 )).
For κ ∈ ]0, α ∧ ε[ , define w κ := (φ + κ) ∨ w on cl(Bε(t 0 , x 0 )), w outside cl(Bε(t 0 , x 0 )).
Noticing that w κ (t 0 , x 0 ) ≥φ(t 0 , x 0 ) + κ > u − (t 0 , x 0 ), we will obtain a contradiction if we show that w κ ∈ U − . Obviously, w κ is continuous, has polynomial growth in x and w κ (T, x) ≤ g(x) for all x ∈ R d . Fix (t, x, y) ∈ D i × R, ν ∈ U t and τ ∈ Tt. Our
