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Introduction
Introduction to remote sensing
What is remote sensing? Wikipedia (2014) quotes “Remote sensing is the acqui-
sition of information about an object or phenomenon without making physical
contact with the object. In modern usage, the term generally refers to the use
of aerial sensor technologies to detect and classify objects on Earth (both on the
surface, and in the atmosphere and oceans) by means of propagated signals (e.g.
electromagnetic radiation). It may be split into active remote sensing, when a
signal is first emitted from aircraft or satellites, or passive (e.g. sunlight) when
information is merely recorded”. A trivial example of remotely sensed imagery is
the Earth imagery that composes the background of Google Earth/Map and Bing
maps.
Remote sensing started soon after the beginning of the space age in 1957, when
the first man-made satellite, sputnik-1, was sent to orbit. Three years after, in
1960, the first remote sensing satellite, TIROS-1 a weather dedicated satellite,
took pictures of the Earth (Fig. 1). However, it is usually acknowledged that
remote sensing of the Earth started with the advent of the Landsat-1 launched in
1972. Every 16 days, Landsat-1 acquired images of the (almost) entire earth, at a
spatial resolution of 80 m/pix, with 4 spectral bands (“colors”). The last satellite
of that Landsat program (USGS, 2014c), Landsat-8, was launched mid-2013, and
offer higher spatial (up to 15 m/pix) and spectral (11 bands) resolution. From that
pioneering program, hundreds of Earth-observation satellites have been launched
targeting a wide range of specifications and purposes. More than 500 satellites are
currently “observing” the Earth.
The satellite instrument (the “camera”) differs depending on the application at
stake. Among the passive electo-optical sensors some instruments are designed for
1
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Figure 1: First image of weather satellite TIROS-1 in 1960. Credit NASA.
higher ground resolution (0.5 m/pix Worldview satellite), while other are designed
for higher spectral resolution (220 bands Hyperion). Active sensors instruments
are also widely used. Radar and laser instruments for instance records specific phe-
nomena or properties that would be out of reach using passive instrument. Light
detection and ranging (LiDAR), a laser based instrument, is used in vegetation
monitoring as it permits the recording of both the vegetation height and ground
height below the canopy. Radar instrument can see through cloud and at night,
and are used for topography mapping, and atmospheric properties sounding.
What are these hundreds of satellites used for? The applications are countless:
Weather forecast, atmospheric pollution, ionospheric property; Ocean tempera-
ture, topography, salt concentration, tsunamis, ships surveillance; Monitoring of
the cryosphere, urban sprawl, deforestation, desertification, agriculture, coastal
erosion, volcanic activity; Mining, oil & gaz exploration; Disaster assessment and
management, population monitoring. All of these applications, by no means an
exhaustive list, adopted remotely sensed images as integral part of their activities.
Imagery alone is not enough though. Soon after the first acquisitions, it was
realized that the raw imagery does not provide the information looked for. It
is the information hidden behind the raw image, or series of images, that once
extracted is of direct interest to the application considered. Examples of questions
that you want the imagery to answer: What is the carbone dioxide concentration of
the atmosphere? What is the topography of that area? How many new buildings
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are there? How healthy is the crop field? Is the coastline changing? By how
much has the glacier retreated? Did it also thin while retreating? What is the
roads network? What areas were affected by the landslide? Have these sand
dunes moved? Did the earthquake deformed the ground? By how much? Answers
to these questions are not easily and readily accessible from the images alone.
Research groups have therefore developed methodologies and processes to detect,
extract, measure, and quantify these informations.
Some applications require one image to obtain the information needed. For in-
stance the monitoring of a crop field health can be done with one image through
the so-called analysis Normalized Difference Vegetation Index (NDVI1) (Fig. 2).
In tectonics, images are used to characterize active tectonic faults from their ge-
omorphologic footprint on the landscape (Peltzer et al., 1989, Tapponnier and
Molnar, 1977); this is a static approach that necessitates only one image. Some
applications, however, require two or more images acquired at different dates to
monitor the evolution of “something” through time. For instance, the comparison
of the forest footprints between a pair of images will inform on the deforesta-
tion that occured between the acquisition dates (Fig. 3). In tectonics, a dynamic
approach this time consists in measuring the ground deformation due to a fault
rupture from a pair of images acquired at different dates (Massonnet et al., 1993,
Raucoules et al., 2010, Van Puymbroeck et al., 2000).
In this thesis we will focus on a subset of the applications and instruments men-
tioned previously. Specifically, we will concentrate on the use of optical instrument
to measure the displacement or deformation of a ground surface from a time-series
of images. Details on that application range and methods are described in the
next section. Remote sensing allows the measurement of large areas with a spa-
tial density not achievable from in-situ measurements. These measurements are
critical to better understand the underlying geomorphological processes, whether
for scientific knowledge, predictions, or hazard assessment.
1NDVI is based on a ratio between spectral bands.
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Figure 2: NDVI analysis from
a multi-spectral satellite image.
Credit LSU AgCenter.
Figure 3: Deforestation evidence
from multi-temporal satellite im-
ages. Credit JPL-NASA.
Monitoring surface displacement from remote sens-
ing
Here, and from now on, “surface” means the surface of the Earth whether it is the
bare ground, a glacier, a dune field,. . . and “displacement” means any deformation,
migration, flux,. . . of the surface (or part of it). Specific example of measuring
surface displacement include the measurement of the ground deformation induced
by earthquake, the advance or retreat of a glacier, the migration of sand dunes,
the expansion or deflation of a volcano mount, the sliding of a landslide. To
measure surface displacement, at least two images are needed, acquired at different
moment in time (days, months, years), and bracketing the event, whether sudden
(e.g., earthquake), or continuous (glacier flux). Using image processing methods
detailed below, the surface displacement can be measured from the two images by
detecting and measuring the relative “shift” of the surface between them.
Measuring surface displacement from optical satellite imagery was first discussed
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by Crippen (1992) who accidently measured sand dunes migration while look-
ing for earthquake ground deformation, and Scambos et al. (1992) who measured
glacier flux from a pair of Landsat images. In recent years several studies used
satellite imagery to measure co-seismic ground deformation (Binet and Bollinger,
2005, De Michele et al., 2008, Dominguez et al., 2003, Klinger et al., 2006, Michel
and Avouac, 2002, Van Puymbroeck et al., 2000), glacier flux (Berthier et al.,
2005, Scherler et al., 2008), landslide (Delacourt et al., 2004), and dune field (Nec-
soiu et al., 2009, Vermeesch and Drake, 2008). Leprince et al. (2007) proposed
a methodological process flow to accurately extract surface displacement from a
pair of satellite images. The method is summarized next, and the reader is en-
couraged to refer to this work for more details as this thesis is strongly based on
it. The algorithms described in Leprince et al. (2007) have been implemented in
a software, COSI-Corr (Co-registration of Optically Sensed Images and Correla-
tion) (Tectonics-Observatory, 2014), and is distributed to the academic community
since 2007.
There are three types of acquisition systems (ASPRS, 2004):
Frame system acquires the image in a single shot (the image is entirely acquired
in one “click”). This system is not common on satellite.
Pushbroom system acquires the image line-by-line. The full image is con-
structed by the sequential acquisition of lines as the scene pass in front
of the camera, such as a desktop scanner (one “click” per line).
Whiskbroom system acquires one pixel at a time. Like the pushbroom sensor,
the whiskbroom acquires line by line, but acquires also every pixel of the
line sequentially, using a fast rotating mirror.
Satellite imagers mostly use pushbroom systems2. Aerial imagery mostly use frame
system3, and will be the subject of the first part of this thesis. Whiskbroom systems
are not common and will not be discussed further.
How to measure surface displacement from satellite imagery? From the raw images
as acquired by the satellite to the final map of the surface displacement, a series
of processing steps are needed. The process is summarized in the chart flow on
Figure 4 , and works as follow:
2Except on recent or upcoming small satellites, e.g., Skybox and PlanetSat constellations.
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The COSI-Corr Flow Chart
Figure 4: COSI-Corr flow chart of the imagery processing for accurate defor-
mation measurement.
1. We start with the two raw images with their meta-data, and a Digital Ele-
vation Model (DEM) which provides the scene topography. The meta-data
of the image contains the geometric information of the camera during the
acquisition: camera geometry and orientation, satellite position, speed, and
jitter.
2. Using the images meta-data and DEM, a geometric acquisition model of each
pixel is defined. That is, we establish the X, Y, Z coordinates in space of
the ground imaged by each pixel of the images. Once the model is defined
for both images, they are projected on a common cartographic projection
(the so-called orthorectification) such that they are properly aligned to each
other before comparison.
3. Once the images are in a common reference frame, they are compared through
correlation: a sliding patch of size a few pixels (32×32 to 128×128 usually)
step-and-correlate over the entire images: at each step, the patches of the
two images are correlated; the correlation provides the displacement in pixel
in the column and row directions of the features in the 2 patches, which can
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be translated into a displacement in East/West and North/South. The final
output is a East/West and North/South displacements maps, along with a
map of the measurements confidence.
This process flow has been applied to various studies as mentioned earlier. How
does this approach, which has be developed for, and used on, satellite imagery,
adapt to aerial imagery, in particular archive film-based imagery? And how does
it apply in a planetary context, to Mars specifically? This is the subject of this
thesis and is described in the next section.
Thesis objectives
This work is divided into two main parts. The first part investigates the extension
of the method described in Leprince et al. (2007) to aerial (frame) imagery, and
presents a case study on a rifting event in Iceland. The second part of this thesis,
illustrates the application of the method to Mars. In particular the method is
applied to very high resolution imagery for the monitoring of sand mobility over a
dune field. The measurements, first of their kind, brought new insight on Martian
eolian processes.
Aerial imagery
As mentioned earlier, Landsat program is somehow the commonly acknowledged
start of remote sensing. However, image acquisition of the earth started before
that with aerial imagery4. Although the first aerial photo dates back from the
early 20th century, federal, civil, and classified programs of aerial acquisitions
started in mid-20th with objectives that were mostly topography extraction and
land use mapping. Images were acquired on films, which were either reproduced,
or printed on paper for use by photogrametrists. Similarly, defence departments
launched spy satellites before the advent of Landsat. These classified surveillance
programs started in the early 1960s (Keystone-USA; Kosmos-Russia), acquired
images on large rolls of films, and returned the roll to Earth in a capsule (Fig. 6).
During the last decade, some of these archives have been declassified and are now
4Images acquired from an airplane, as opposed to from a satellite
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Landers ground deformation
obtained from the correlation
of 10 m/pix satellite imagery.
From Van Puymbroeck et al.
(2000). Coarse fault trace are
recovered along with distributed
deformations.
Landers ground rupture as
mapped by field investigations.
From Spotila and Sieh (1995).
Fault trace is recovered in details,
but no distributed deformation can
be measured.
Figure 5: Comparison of surface displacement obtained between coarse satel-
lite imagery and field mapping. Aerial imagery, with higher resolution, should
recover the details of the rupture and distributed deformation.
accessible to the civil community. All these archives, whether aerial or declassified
spy imagery, and despite varying resolution and quality, provide an opportunity
to either study past events (Fig. 5), or to extend the monitoring of an area back
in time.
Chapter 1 The first part of this study focuses on the implementation of aerial im-
agery into COSI-Corr porcess flow in the context of seismo-tectonic events
monitorinf. Based on the early results obtained with aerial imagery for
measuring coseismic ground deformation (Michel and Avouac, 2006), land-
slide (Delacourt et al., 2004), or volcano deformation (de Michele and Briole,
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Figure 6: Spy imagery films return to Earth
2007), this chapter specifies a method based on Leprince et al. (2007) and
photogrammetry procedures for the processing of aerial archive imagery (film
based), and assess the potential and limitation of such images. In particular
limitations such as scan artefacts, film distortions, distributed deformations,
and unique topography issue are investigated through the application of the
technique to the Landers and Hector Mine earthquakes. This chapter has
been published under Ayoub et al. (2009)
Chapter 2 The second chapter presents a full study using archive aerial imagery.
We investigate and quantify the Krafla, Iceland rift opening crisis that oc-
curred in the mid-seventies using a mixture of modern satellite imagery,
aerial imagery and declassified spy images. Temporal and spatial rift open-
ing sequences could be estimated from the various acquisitions dates of the
images. This chapter has been published under Hollingsworth et al. (2012)
Mars aeolian processes
Since Mariner-4 fly-by in 1965, Mars has been hosting a number of observation
satellites. In 2004 and 2006, Mars Express and Mars Reconnaissance orbiter
(MRO)(Fig. 7) respectively were sent to Mars orbit. Each carries about half a
dozen instruments, among which some high resolution optical sensors. The High
Resolution Stereo Camera (HRSC) on Mars Express acquires stereo imagery and
color imagery of up to 2 m/pix resolution. The High Resolution Science Exper-
iment (HiRISE) and the Context Camera (CTX) on MRO acquires images at
a resolution of 0.25 and 6 m/pix respectively. Ironically, such high resolution,
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0.25 m/pix, is not available on Earth due to federal restriction at 0.5 m/pix for
civilian imagery5.
Figure 7: Mars Reconnaissance Orbiter. Credit NASAS & Univ. Arizona.
In the absence of liquid water, wind is the defacto main erosion agent on the
planet today. Recurrent global dust storms and abundant bedforms suggest an
active landscape subject to erosive winds. However, the low atmosphere density
predicts the opposite and question about the “activeness” of these bedforms is
raised. Thanks to the advent of HiRISE and its very high resolution, evidences
of sand activity over dune fields were recently reported in Silvestro et al. (2010)
and Hansen et al. (2011) who visually compared multi-temporal HiRISE images.
However, Silvestro et al. (2010) could not determine if the sand ripple displacement
observed was due to loose, by-passing sand over a fossilized bedforms, or part of
a fully active dune process. We explored that question leveraging COSI-Corr sub-
pixel capability and HiRISE imagery high resolution.
Chapter 3 Before moving to Mars and HiRISE imagery, this chapter is a short
study presenting the main sources of errors found in the surface displacement
maps when using pushbroom systems. We focus on the distortions due to
the satellite non-perfect acquisition geometry. Distortions are characterized
for several Earth satellites (SPOT, ASTER and Quickbird) and for HiRISE
which will be used in the two next chapters. Specifically we document the
main sources of distortions which are the unrecorded jitter of the satellite
during acquisition, and the CCD arrays alignments residual. This chapter
has been published under Ayoub et al. (2008)
Chapter 4 The first scientific objective of this work on Mars follows up the study
of Silvestro et al. (2010), aimed at demonstrating unambiguously that Nili
5The restriction may be decreased to ∼0.3 m/pix with the launch of WorldView-3 in 2014.
Stay tuned. . .
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Patera dune field is currently active. To measure aeolian bedform dynamics,
the HiRISE geometry and Mars projection system were first implemented
into COSI-Corr. A pair of HiRISE images acquired 3 months apart over the
Nili Patera dune field was used to track the migration of the sand ripples
laying on top of the dunes. We find that the entire dune field is covered with
migrating ripples, confirming the active state of the dune field, as opposed to
a fossilized state. An estimate of the sand flux is inferred, with a surprising
amplitude comparable to some of the Antartica dune field. This chapter has
been published under Bridges et al. (2012b)
Chapter 5 Encouraged by the results of the previous chapter, the HiRISE team
acquired ∼10 additional images over Nili Patera, all together covering one
Mars year. We characterize from the time-series analysis the seasonal sand
flux variation throughout the year using the approach defined in the previous
chapter. The sand flux seasonal variation is then used, jointly with sand
flux prediction from atmospheric simulations, to estimate the sand mobility
threshold, i.e., the shear stress threshold. This chapter is under review at
Nature Communications at the time of this thesis writing.
Chapter 1
Co-registration and Correlation
of Aerial Photographs for Ground
Deformation Measurements
Franc¸ois Ayoub, Se´bastien Leprince, Jean-Philippe Avouac
Division of Geological and Planetary Sciences, Caltech, California, U.S.A.
Foreword - This chapter describes the framework for aerial imagery
processing. Although it is focused on analog imagery, i.e., acquired on
film, the method described here can be easily adapted to digital aerial
imagery. Since the publication of this work in 2009, additional methods
and tools have been added to the framework, usually developed from
the demand of a specific study as illustrated in Chapter 2. All the algo-
rithms have been implemented in COSI-Corr software and distributed
to the academic community. This work is referenced as Ayoub et al.
(2009).
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1.1 Introduction
In principle, ground displacements can be tracked through cross-correlation or
feature tracking on multitemporal aerial photographs. This approach has been
used with some success for a variety of applications, e.g., landslides (Delacourt
et al., 2004), volcano (de Michele and Briole, 2007), and is of particular interest
in seismotectonics. Large earthquakes generally produce ground ruptures which
are an important source of information on earthquake mechanics in complement
to geodetic and seismological measurements. Field measurements suffer from a
number of limitations: fault ruptures have a complex geometry and the zone of
anelastic co-seismic strain is sometimes distributed and difficult to detect in the
field; fault slip can generally be measured only on a limited number of locations
where clear offset piercing points are observable such as roads or terrace risers
for example; the fault-perpendicular component is generally not measurable in
the field. Optical satellite imagery can help overcome some of these limitations,
the principle of the approach being that surface deformation can be measured
by co-registration and correlation of images acquired before and after an earth-
quake (Van Puymbroeck et al., 2000). The technique has been implemented for
operational use in a software for Co-Registration of Optically Sensed Images and
Correlation (COSI-Corr) (Leprince et al., 2007), available from the Caltech Tec-
tonics Observatory (http://www.tectonics.caltech.edu). The technique has proven
effective in a number of studies of large, Mw>7, earthquakes (Avouac et al., 2006,
Binet and Bollinger, 2005, Dominguez et al., 2003, Feigl et al., 2002, Klinger et al.,
2005, Michel and Avouac, 2002). However, the resolution of satellite images, e.g.,
2.5–10 m SPOT, 15 m ASTER, is sometimes insufficient to measure subtle fault
displacement less than about 1 m (Leprince et al., 2007) and is therefore of limited
use to analyze the details of co-seismic deformation or to investigate earthquakes
with magnitude Mw less than 7. In addition, satellite images with appropriate
geometric accuracy and ground resolution are not available for some past earth-
quakes which are known to have produced surface ruptures. The use of aerial
photography with sub-metric ground resolution would extend the applicability of
the technique to earthquakes too small to be measured from satellite images, or
for which good quality satellite images would not be available. Michel and Avouac
(2006) obtained encouraging results on the 1992 Landers earthquake using aerial
photography from the United States Geological Survey (USGS). Motivated by this
result, we have adapted to aerial images the procedure designed by (Leprince et al.,
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2007) for the processing of satellite images. Hereafter, we describe this adaptation
and assess the performance and limitations of the technique.
Retrieving accurate ground deformation of sub-resolution amplitude requires a
number of processing steps. Prior to comparison, images must be finely co-
registered. This is achieved by orthorectifying the images on a common projection
while accounting for acquisition distortion, scaling difference, and topography.
Special attention needs to be paid to the resampling to preserve the original im-
age information. Ultimately, the correlation of the reconstructed images provides
a map of the horizontal ground displacements.
We first detail the various steps in the processing: reconstruction mapping; resam-
pling; co-registration optimization, and correlation. We next show an application
to the 1992, Mw 7.3, Landers, California, earthquake. The technique is validated
and sources of artifacts due to the scanning quality and to topographic distortions
are identified and investigated. Finally, we present an application to the 1999,
Mw 7.1, Hector Mine, California, earthquake to illustrate that, in the case of the
co-seismic deformation measurements, some ambiguity between real ground dis-




The technique requires the digitization of the film based photographs with a high
spatial and radiometric resolution scanner. Digital photography is not considered
in this study as aerial photography archives are mainly film based. However, the
technique described in this paper could be used with digital frame cameras as well.
Prior to comparison, images are co-registered through their orthorectification on
a common reference system. Cumulative uncertainties on both the acquisition
parameters and topography lead to mis-registrations between the orthorectified
images to be compared. The co-registration is therefore improved by optimizing
the acquisition parameters of the second image (the slave) with respect to the first
orthorectified image (the master).
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Orthorectified and precisely co-registered images are then correlated using a sliding
window. At each step, horizontal offsets along the East/West and North/South
directions are measured and stored.
1.2.2 Orthorectification & Resampling
We chose to orthorectify the images on the UTM grid for the following reasons: it
provides a support independent from the acquisition system, allowing the pairing
of images from different devices, e.g., satellite and aerial images; the relative dis-
placements between orthorectified images are directly measured in length unit; the
orthorectified images are cartographically correct, possibly a useful by-product.
The orthorectification transformation is defined using photogrammetry technique
(Wolf, P and Dewitt, B, 2000); that is, definition of the camera’s Interior Orienta-
tion (IO), and Exterior Orientation (EO) with the help of Ground Control Points
(GCPs). The orthorectification transform, which associates ground coordinates
(UTM in our case) to pixel coordinates, is applied to the UTM grid on which the
images are projected. This defines the transformation matrices, containing the x
and y coordinates of the pixels in the image to project.
The orthorectified images are constructed by resampling the raw images according
to the transformation matrices. It is common practice to use the nearest neighbor,
bilinear, or bicubic kernel for resampling. However, these kernels can corrupt the
image information by introducing aliasing and may ultimately bias the correlation
(Leprince et al., 2007). We therefore use the ideal sine cardinal (sinc) kernel,
truncated to a length between 11 and 25 samples, and whose lobes are determined
from the transformation matrices.
1.2.3 GCP Selection
GCPs are used to define an image’s EO. A common method in selecting GCPs
consists in measuring in-situ ground coordinates of features clearly identifiable on
the image. This method is costly and might not be applicable depending on the
area accessibility. The need for GCPs can be alleviated if on-board Kinematic
GPS (KGPS) and Inertial Navigation Unit (INU) estimate directly the image’s
EO (Schwarz et al., 1993). The use of KGPS and INU have been common practice
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for the last couple of years. However, for more generality and to include older (pre-
KGPS/INU) photographs, our approach assumes that the EO is not constrained
from these techniques, and that no field measurements of GCPs are available.
GCPs are selected on the master image to obtain a proper orthorectified master
with a minimum of topographic distortion. This requires georeferencing the image
to the DEM as precisely as possible. Based on feature recognition, tie points are
selected between the raw master and some external data such as a high resolution
map, or an already georeferenced image (SPOT, aerial image, etc). The georef-
erencing of the external data (map,...) provides the horizontal coordinates, while
the elevation is read from the DEM. If no external data are available, the shaded
DEM can be used to define GCPs. In this case, the DEM provides both horizon-
tal and vertical coordinates. Although this method works well with medium/high
resolution satellites, it suffers from large inaccuracies with aerial images due to the
usually large difference in resolution with the DEM. GCPs optimization explained
in 1.2.4 allows some refinement generally yielding good results.
Once the master image is orthorectified, GCPs are selected on the slave image to
achieve the best co-registration with the orthorectified master image. The slave’s
GCPs are defined by selecting tie points between the orthorectified master and the
raw slave. The georeferenced master provides the horizontal ground coordinates
while the DEM provides the elevation.
For our application of co-seismic ground deformation measurement, it might not
be possible to define GCPs outside the deformation zone. Indeed, the footprint of
aerial photographs is typically on the order of a few kilometers, while the deforming
zone of earthquakes large enough to produce ground ruptures (with magnitudes
Mw> 6.5) is generally several tens of kilometers wide. As a consequence, selecting
tie points between images bracketing the seismic event may introduce systematic
error, since the ground coordinates of the slave tie points may have changed. In
that case, information on ground deformation at the scale of the area covered by
the GCPs is filtered out but the deformation at much smaller wavelengths such
as the fault trace, the fault slip, and the near-field deformation, will still be re-
trieved. Satellite images with a larger footprint like SPOT (60× 60 km) generally
contain areas far enough from the main deformation (i.e., away from the fault
trace) where GCPs can be selected without introducing significant errors. If, for
example, external data on ground deformation are available through, e.g., field
survey, GPS measures, or SPOT correlation maps, it is then possible to correct
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for GCPs’ ground coordinates that have undergone co-seismic displacement. Tie
points are selected as previously explained, and ground coordinates retrieved from
the orthorectified master are corrected according to these external data. Alterna-
tively, the theoretical displacements at the GCPs locations can be estimated from
an a priori earthquake source model (Hudnut et al., 1994).
1.2.4 Co-registration Optimization
Manual tie points selection leads to unavoidable mis-registrations between the
orthorectified master and the orthorectified slave. However, these mis-registrations
can be reduced afterwards by optimizing the slave GCPs as follows:
1. Start with the GCPs derived from the tie points selected between the or-
thorectified master and the slave image.
2. Estimate of the slave’s EO based on the GCPs.
3. Orthorectification of the slave image and correlation with the orthorectified
master image.
4. Correction of each GCP ground coordinate based on the ground offset found
between the master and slave orthorectified images at each GCP location.
5. Return to (2) with the updated GCPs ground coordinates. Iterate until
ground offset found between the master and slave images become negligible.
In practice, to reduce computation time, only patches centered around each GCP
are orthorectified and correlated.
The optimized GCPs generally lead to a sub-pixel co-registration between the
orthorectified images. This optimization suppresses the need for a meticulous and
time consuming precise tie point selection; a manual, coarse selection is sufficient
as the optimization adjusts GCP coordinates. Nevertheless, tie points must be
selected in areas where correlation has a good chance of succeeding (good local
texture), and where no obvious temporal change may bias the correlation (e.g.,
strong shadow, man made changes). Residual mis-registration comes from all the
artifacts (e.g., DEM error, acquisition distortions) which were left unaccounted
for.
Chapter 1. Co-registration and Correlation of Aerial Photographs 18
GCP optimization can also be applied to the master if its GCPs were to be deter-
mined from an already orthorectified image. The shaded DEM can be used as the
master image, but this method is more subject to decorrelations, and correlation
is generally possible only in areas with rough, vegetation-free topography.
It should be noted that the procedure assumes the topography unchanged between
acquisitions, so that the slave and master images can be orthorectified using the
same DEM. This is only an approximation. Theoretically, one should instead use
a pre- and post- earthquake DEM to orthorectify the pre- and post- earthquake
images, respectively, to account for the change in topography. Unfortunately, ac-
cess to a pre- and post-earthquake DEM is rare. Also, given the uncertainties
of the DEM values and georeferencing, which are generally large compared to the
aerial photography resolution, it is best to use a single DEM: the orthorectification
errors due to the DEM errors might be presumed to affect similarly the orthorecti-
fication of the master and slave images. We will see later that this approximation
is a source of systematic error that can be corrected.
1.2.5 Correlation
To measure precisely the relative offset between two images, several methods have
been proposed in the literature. The one used in this study is based on phase cor-
relation and described in detail in Leprince et al. (2007). The correlation method
must be robust to noise and sub-pixel accurate, while using relatively small cor-
relation windows (typically 32× 32 pixels).
The correlation is a two steps process. The first step determines – at a multi-pixel
scale – the shift between images from their correlation matrix. The second step
refines the measurements at a sub-pixel scale by estimating the slope difference
of the images’ Fourier transform. To reduce windowing artifacts in the Fourier
transforms, image patches are weighted with a Hanning window. Also, to improve
further the correlation quality, a mask that filters out high frequencies is applied
to the images’ Fourier transforms.
Correlation is processed using a sliding window that scans the two images. Each
correlation provides an offset in column and row directions, and a Signal to Noise
Ratio (SNR, ranging from 0 to 1) which assess the measurement quality. In case
of a UTM projection the measured offsets, in column and row, correspond directly
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Study Case Date NAPP Code Film Type Scan Origin Res. (µm)
Landers 07/25/1989 1790-161 CIR USGS 14, 21
MD 10
10/03/1995 6825-253 B/W USGS 7, 14, 21
MD 10
06/01/2002 12498-144 CIR USGS 14, 21
Hector Mine 07/25/1989 1790-210 CIR USGS 21
06/01/2002 12488-50 CIR USGS 21
Table 1.1: Data references. Scans were obtained from the USGS and from a
microdensitometer (MD) originally designed for astronomy. CIR: Color Infra-
Red.
to horizontal displacements along the East-West and North-South directions re-
spectively.
1.3 Test Results
1.3.1 The 1992, Mw 7.3, Landers earthquake
In Michel and Avouac (2006), the Kickapoo step over of the 1992 Landers, Califor-
nia, earthquake was studied successfully using USGS National Aerial Photography
Program (NAPP) photographs (USGS-NAPP, 1987). This program acquired im-
ages of the continental United States in a 5-7 year cycle. The aircraft altitude is
around 20,000 feet (6100 m) and films are 9× 9 inches, covering an area of slightly
less than 10×10 km. The ground resolution is announced at 1 m while the film nom-
inal resolution is about 10µm corresponding to around 0.4 m on ground. Michel
and Avouac (2002) used films scanned at 10µm with a microdensitometer (MD)
originally designed for astronomy with a theoretical positional accuracy of 0.6µm
and a root mean square error (rmse) of 0.2µm. However, errors of up to 1µm in
repetitiveness were observed, leading to ground errors of up to 4 cm. In practice,
access to a microdensitometer may be limited. To validate our methodology with
more easily available data, we have studied the same case example using films
scanned at 21µm delivered by the USGS (Table 1.1).
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Regarding the DEM, we used the freely available SRTM DEM, with a ground
resolution of 1 arc-second (∼30 m). It has an absolute height accuracy of 16 m
and a relative height accuracy of 10 m. The absolute horizontal accuracy is 20 m
and the relative horizontal accuracy is 15 m. These accuracies are quoted at 90%
level (JPL-NASA, 2000). The IO of the 1989 and 1995 images were established
with the help of the camera calibration reports provided by the USGS. The 1995
image was co-registered first to the topography as the SRTM mission was carried
out in 2000 (both post-earthquake). A shaded image of the DEM was generated
(Fig. 1.1) with illumination parameters estimated from the 1995 image shadow
pattern. Four GCPs were selected between the image and the shaded DEM. Hor-
izontal and vertical coordinates were both obtained from the georeferenced DEM.
Using patches of 256 × 256 pixels, GCPs were optimized according to the pro-
cedure outlined in 1.2.4. The average residual mis-registration was estimated to
2.4 m while the standard deviation residual was estimated to 18 m. This latter un-
certainty is slightly higher than the 15 m relative horizontal accuracy of the SRTM
DEM. More GCPs would have properly constrained the co-registration, but the
limited topography in the image did not allow it. The 1995 EO was determined
using the optimized GCPs. The image was then orthorectified on a 1 m resolution
grid (UTM, North, Zone 11).
Five tie points, quite distant from each other, were taken on one side of the
fault between the orthorectified 1995 image and the raw 1989 image (the fault
was localized after a coarse pre-process with tie points selected at the four image
corners). Horizontal coordinates were obtained from the 1995 orthorectified image,
and elevation was read from the DEM to convert these tie points into GCPs. GCP
optimization was carried out with 256× 256 pixels patches. After three iterations
the optimization converged. The average residual mis-registration was evaluated
to 1 mm, and the standard deviation residual to 35 cm. The 1989 image was
orthorectified with the help of the optimized GCPs on the same 1995 orthorectified
image grid.
Images were then correlated using a 64×64 pixel window (64×64 m on the ground),
with a 16 pixel sliding step. The results of the correlation process are presented
in Figs. 1.2, 1.3, and 1.4. The fault ruptures appear clearly as discontinuities in
the displacement maps. Horizontal fault slip is easily measured from profiles run
perpendicular to the fault trace (Fig. 1.5). As also shown by Michel and Avouac
(2006), the ruptures map and the measured fault slip are in excellent agreement
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Figure 1.1: Shaded DEM of the study area. Profile BB’ locates the profile on
Fig. 1.3, and Fig. 1.9, and reported on Fig. 1.10.
with the field investigation of Sieh et al. (1993). To illustrate the potential of the
technique we point to a secondary fault, mapped but not measured during field
investigations, which is both detected and measured from the aerial photographs
(Fig. 1.2). The horizontal slip is estimated to 20 cm (one-fifth of the images res-
olution) validating the sub-pixel change detection capability of the technique. In
some areas, correlation is lost leading to very small SNR or outliers. Only 0.3%
of the total number of measurements fall within this category. Inspection of the
decorrelation areas show that they result from man made changes (new or mod-
ified buildings), or coincide with areas which are nearly translation invariant at
the correlation window scale, e.g., radiometrically constant sandy areas, straight
and isolated roads. It should be noted that the images were particularly suited to
cross-correlation as NAPP follows strict acquisition specifications, e.g., no cloud
cover, limited haze, and limited shading. A strong variation in sun illumination,
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for example, will cause shading and radiometric (depending on ground reflectance)
differences in the images that can seriously compromise the correlation output.





































Figure 1.2: North/South displacement map of the Landers 1989/1995 corre-
lation. Images were orthorectified on a 1 m grid and correlated using a 64× 64
pixel window with a 16 pixel step. Positive displacement is toward the North.
The main fault shows up as the main discontinuities, as well as a secondary
fault trace with a slip estimated at 20 cm. Film distortion and scan artifacts,
with amplitude up to 40 cm, are visible. Profile AA’ is reported on Fig. 1.5.
To assess the potential bias and error of the measurements, an image of 2002
was co-registered to the 1995 orthorectified image with 13 GCPs. The GCP op-
timization, carried out with 256× 256 pixel patches, converged after 4 iterations.
The average residual mis-registration was evaluated to 2 mm and the standard
deviation residual to 30 cm. Results of the correlation are presented in Figs. 1.6
and 1.7. No significant ground deformation is expected given that the only large
earthquake in the area over that period of time is the 1999, Mw 7.1, Hector Mine,
California, earthquake which occurred about 30 km away from the study area.
Locally, the measurement spread is Gaussian with a standard deviation of 7 cm.
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Figure 1.3: East/West displacement map of the Landers 1989/1995 correla-
tion. Images were orthorectified on a 1 m grid and correlated using a 64 × 64
pixel window with a 16 pixel step. Positive displacement is toward the East.
Topography and film artifacts are visible on the right and left side of the map
respectively. Topographic artifacts are due to a parallax effect caused by the
use of a unique DEM for the 1989 and 1995 images although the earthquake
changed the topography. Profile BB’ is reported on Fig. 1.10.
However, geometric artifacts mainly due to scan artifacts and film distortion cause
the global measurement histogram to be not Gaussian with a spatially dependent
distribution. The histogram is however centered at around zero, with a standard
deviation of 25 cm and an amplitude maximum of up to 1 m.
As seen in the East/West displacement map (Fig. 1.7), deformation is everywhere
negligible except along the 1992 fault trace event where some small amount of
displacement are detected. This displacement corresponds to a right-lateral slip
of about 10-15 cm. The possibility of a parallax effect due to a vertical up/down
lift not accounted for in the DEM is discarded. Indeed, from Eq. 1.1, a 4 m
Chapter 1. Co-registration and Correlation of Aerial Photographs 24






























0 1 20.5 Km
³
0.96 1
Figure 1.4: SNR map of the Landers 1989/1995 correlation. A higher SNR
indicates a better correlation. Roads are visible and get a low SNR due to
the poor correlation algorithm convergence on translation invariant features
(Leprince et al., 2007). Other areas of decorrelation include man made changes.
The total amount of decorrelation accounts for 0.3% of the measures.
up/down-lift would be necessary to cause a 15 cm horizontal parallax displace-
ment. The displacement observed on the E-W component might be real and could
correspond to aseismic slip triggered by the 1999, Hector Mine, earthquake, as
reported on some other faults by Fialko et al. (2001) and discussed by Du et al.
(2003). However, this deformation does not show up in the North/South displace-
ment map, possibly because it is obscured by the particularly strong scan artifacts
on this component (Fig. 1.6).
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Figure 1.5: Profile AA’ from Fig. 1.2. Secondary fault with slip amplitude as
low as 20 cm is detected and its location is indicated by a black arrow on Fig. 1.2.
At around the same amplitude a scan artifact is also detected and is indicated
by a white arrow on Fig. 1.2. The standard deviation of the measurements is
7 cm.
1.3.2 Sensitivity to DEM artifacts
Topographic artifacts are seen on both 1989/1995 and 1995/2002 displacement
maps, as suggested by the obvious correlation with the shaded topography (Figs.
1.1, 1.2, 1.3). The artifacts are most obvious on the 1989/1995 displacement map
(Fig. 1.3) in the area of profile BB’ where the relief is the roughest. A simple
interpretation of this correlation is that the change of the topography due to co-
seismic deformation cannot be ignored.
Assuming a perfect acquisition system and ignoring film distortions, scan errors,
and correlation bias, the effect of the change of the topography (Fig. 1.8) can be
accounted for by writing:
DX = (h− h1)x1
f1︸ ︷︷ ︸
ax







DY = (h− h1)y1
f1
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Figure 1.6: North/South displacement map of the Landers 1995/2002 corre-
lation. Images were orthorectified on a 1 m grid and correlated using a 64× 64
pixel window with a 16 pixel step. Strong scan artifacts are visible along the
line and column directions. They have an amplitude up to 40 cm, which is above
the 20 cm fault detected in Fig. 1.2, and can limit the technique depending on
their amplitude and location. Notice that the fault displacement detected in
Fig. 1.7 does not appear here, although it may be masked by the strong scan
artifacts.
where DX and u refer respectively to the real and measured displacements in the
East/West direction. DY and v apply to the North/South direction. Subscripts
1 and 2 refer to the master and slave images. h, h1, and dh represent respectively,
the real elevation of a ground point, the DEM elevation read at the ground point,
and the vertical displacement of the ground point caused by the earthquake. f1
and f2 are the focal lengths of the master and slave cameras respectively, and x1, y1
and x2, y2 are the camera coordinates of the ground point image in the master and
slave images respectively. Rearranging Eq. 1.1 and using standard trigonometric
equalities we obtain:
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Figure 1.7: East/West displacement map of the Landers 1995/2002 correla-
tion. Images were orthorectified on a 1 m grid and correlated using a 64 × 64
pixel window with a 16 pixel step. Inspection of decorrelation areas on topog-
raphy revealed non negligible shadowing differences. Slight scan artifacts are
visible in the column direction. Black arrows indicates fault displacements with
an amplitude estimated at around 10-15 cm. No clear explanation has yet been
found. A parallax effect due to a vertical uplift not accounted for in the DEM
is discarded as 4 m of up/down lift would be necessary.

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Figure 1.8: Geometry of the orthorectification and correlation measure in
case of a unique DEM use (in one dimension) when other possible artifacts are
considered null (film distortions, correlator bias,. . . ). DX and u represent the
real and measured horizontal displacement in the x direction.
where H1 and H2 are the optical center altitudes of the master and slave cameras
respectively, and Bx, By are the optical center base in East/West and North/South
direction respectively. i represents the displacement induced by the DEM eleva-
tion error, taking into account the difference of the exposure stations’ location. It
is the absolute DEM error (h−h1) weighted by the stereoscopic parallax coefficient
at the ground point considered. This coefficient is composed of an acquisition alti-
tudes ratio, and the base/height ratio. ii represents the term originating from the
approximation of the topography by a single DEM. The corresponding artifacts
are thus correlated to the topographic gradients and can then be easily identi-
fied. iii represents the horizontal offset resulting from a vertical displacement not
accounted for when using a single DEM.
Field investigations by Sieh et al. (1993) have shown that vertical displacement in
the Kickapoo area was small everywhere compared to the horizontal displacements.
iii can therefore be neglected. Moreover, from the EOs of the 1989 and 1995
images, optical centers are close enough that stereoscopic parallax effects are also
negligible. Considering that the co-seismic displacements are at most a few meters,
we then have (Bx + DX) H1. In addition, we have H1 ≈ H2, so that i can be
neglected. i is indeed estimated to at most 6 cm, assuming a DEM error of 16 m,
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in the upper range of estimated errors on the SRTM DEM. The real displacements
given by Eq. 1.2 are then estimated by correcting the displacements determined








∆DEM(u, v) + v
(1.3)
Using the apparent displacements estimated from the correlation maps (u, v), the
DEM, and the slave image information, the corrected displacement field (DX,DY )
can thus be retrieved. This correction is very effective in our case study: the topo-
graphic artifacts are no longer visible in Figs. 1.9, and 1.10. This simple procedure
allows the correction of the correlation map for the DEM artifacts induced by the
use of a single DEM. Note that in the case of a significant vertical displacement,
the term iii in Eq. 1.1 cannot be neglected. In that case the measured offsets
(u, v) are a linear combination of the horizontal and vertical displacements (DX,
DY, dH). All three components of the displacement can be determined only if a
second pair of images with a different viewing angle is available.
1.3.3 Sensitivity to Scan Characteristics
1.3.3.1 Scan Artifacts
In addition to topographic artifacts, scan artifacts are visible in both 1989/1995
and 1995/2002 displacement maps (Figs. 1.2, 1.3, 1.6, 1.7) in the North/South and
East/West directions. The artifacts amplitude in the North/South (line) direction
is the largest and accounts for up to 40 cm on the ground.
To assess the quality of USGS digitized images, additional 1989 and 1995 film
scans at 7 and 14µm were obtained from the USGS (Table 1.1). A Zeiss Precision
Scanner using a PHODIS Photogrammetric Image Processing System and a Leica
Geosystems DSW600 Digital Scanning Workstation were used for the digitization.
Both instruments are attributed a positional accuracy of 1.5µm (rmse) (USGS
personal communication).
These scans were compared to the MD scans of Michel and Avouac (2006) as the
MD offers a practical positional accuracy of 1µm (rmse). 1989 and 1995 USGS
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Figure 1.9: East/West displacement map of the Landers 1989/1995 correlation
corrected for artifacts due to a single DEM use, according to Eq. 1.1. Profile
BB’ is reported on Fig. 1.10.
images were co-registered using manual tie points selection, wrapped (simple affine
transformation), and correlated to the 1989 and 1995 MD images respectively.
Note that, in this particular test, the images were not orthorectified, they were
left in the camera geometry to avoid introducing other geometric artifacts. Apart
from some long wavelength artifacts due to imprecision in co-registration and
film distortions, scan artifact patterns are easily recognizable (Figs. 1.11, 1.12).
The artifacts amplitude are presented in Table 1.2. Artifacts measured along the
line and column directions are clearly visible, with larger amplitude found in the
line direction. Scans at 7 and 14µm provided different patterns but no better
stability than scans at 21µm. The artifacts are smaller on the B/W scans than
on the color-infrared (CIR) scans. Surprisingly, the 21µm B/W scans present the
smallest artifacts.
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Figure 1.10: Profile BB’ of the uncorrected (Fig. 1.3) and corrected (Fig. 1.9)
East/West displacement map. Notice that artifacts are correlated to the topog-
raphy (Fig. 1.10).
Year Master Scan Slave Scan Max Artifacts Max Artifacts
MD(µm) USGS(µm) Row (µm) Column (µm)
1989 10 14 20 10
10 21 8 4
1995 10 7 6 4
10 14 6 4
10 21 5 3
Table 1.2: USGS scan artifacts amplitude measured in row and column direc-
tion. Scans from the USGS are wrapped onto scans from an MD and correlated
using a 64× 64 pixel sliding window.
The observed scan artifacts, which are much stronger than what the nominal char-
acteristic of the scanners would suggest, may put a severe limitation on the tech-
nique depending on their amplitude and orientation relative to the displacement
to measure. However, scan artifacts produce patterns that are easily identified and
relevant information (e.g. surface rupure map and fault slip) might be retrieved
correctly from the correlation map using adequate care (Fig. 1.5).
1.3.3.2 Scan Resolution
The photographs of the USGS NAPP program have an estimated ground resolution
of 1 m, although the film’s nominal resolution is around 40 cm. Scans at 7, 10, 14,
and 21µm correspond to an average ground resolution of 20, 40, 56, and 84 cm
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Figure 1.11: Displacement map along the line direction of the MD/USGS
scans correlation. Scans of the 1995 film were obtained at 21µm from the
USGS and at 10µm from a MD. MD scan was co-registered and wrapped onto
the USGS scan using a sinc kernel for resampling. Correlation used a 64 × 64
pixel window with a 32 pixel step. Scan artifacts are also visible in the column
direction but with smaller amplitude. Profile CC’ is reported on Fig. 1.12. Other
long wavelength deformation are due to film distortions and mis-registration.
respectively. Displacement maps obtained from scans at 7, 10, 14 and 21 µm
did not present any improvement with increasing scan resolution. The quality of
the measurement even degrades with the scan resolution due to the stronger scan
artifacts as discussed above. For this particular study, a scan resolution close to
the nominal image resolution is sufficient; higher scan resolution do not deliver
additional information.
1.3.4 Sensitivity to GCPs
1.3.4.1 GCPs - Absolute Accuracy
To assess the sensitivity of the technique to the choice and accuracy of GCPs, the
1995 aerial photograph was orthorectified with 4 different GCP sets:
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Figure 1.12: Profile CC’ (Fig. 1.11) showing scan artifacts with amplitude up
to 5µm (around 20 cm on ground), above the scanner specifications announced
at 1.5µm rmse.
• case 1 - 10 GCPs obtained from a field survey using a differential Real Time
Kinematics GPS, with an accuracy of a few centimeters.
• case 2 - 10 GCPs optimized with a 10 m ground resolution orthorectified
SPOT image (which georeferencing was optimized with the shaded SRTM
DEM).
• case 3 - 4 GCPs optimized with the shaded SRTM DEM.
• case 4 - 4 GCPs carefully selected manually but not optimized from the
shaded SRTM DEM. This case simulates the situation where a poorly con-
trasted shaded DEM due to low relief prevents a good correlation during the
optimization.
Orthorectified images from cases 2, 3, and 4 were correlated with the image from
case 1, considered as the reference. The displacement maps show long wavelength
distortions with some high frequency distortions correlated to the topography.
Maximal mis-registrations are 10 m, 18 m, and 25 m for case 1/2, case 1/3, and
case 1/4, respectively. Case 2 and case 3 are within the SRTM DEM absolute
horizontal accuracy (20 m), whereas case 4 is outside. Although the SPOT image
was also coregistered with the shaded SRTM DEM, case 2 absolute georeferencing
is better than case 3. This is explained by the larger area and larger number of
GCPs (∼ 20) used to coregister the SPOT image to the shaded DEM.
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To assess the consequence of these mis-registrations on the co-seismic displacement
maps, the 1989 slave image was co-registered and correlated with the four-case 1995
orthorectified images. The results were found to be similar regarding the surface
rupture mapping and fault slip vectors. However, long wavelength displacements
were different.
1.3.4.2 GCPs - Tectonic signal distortions
The major source of distortion at long wavelength found in 1.3.4.1 comes from
the assumption made during the slave image’s GCP definitions. Indeed, tie points
are selected between the slave and the orthorectified master to co-register the two
images. These tie points are converted to GCPs using the orthorectified master
georeferencing for horizontal coordinates and the DEM for the vertical coordi-
nate (elevation). The possible ground displacement at each GCP location is then
cancelled out by equating the slave ground coordinates with the master ground
coordinates for each GCP. We illustrate this from NAPP aerial images of the
1999, Mw 7.1, Hector Mine, California, earthquake (Table 1.1). Pre- and post-
earthquake images were processed using the methodology described in 1.2. Three
tie points were selected between the slave and orthorectified master and the de-
rived GCPs were optimized. The North/South displacement map is presented in
Fig. 1.13. The 2D displacement is overlaid as vectors on the figure, together with
the GCP locations. The fault rupture is clearly visible. Its geometry and horizon-
tal slip are in accordance with the field measurements by Treiman et al. (2002).
As expected, displacement falls to zero at GCP locations. The co-registration
compensated the real ground displacements at the GCP locations and introduced
long wavelength distortion in the displacement maps. Forcing the co-registration
at GCP locations without accounting for the ground displacement introduces long
wavelength distortion biasing ground displacements in the far-field.
This bias can be avoided if estimates of the ground displacements at the GCP loca-
tions are known and taken into account during the optimization. To demonstrate
this point we used the Hector Mine earthquake displacement maps determined
from the correlation of 10 m SPOT images (Leprince et al., 2007). The SPOT im-
ages were co-registered using GCPs far away from the fault zone where co-seismic
displacement could be neglected. A subset of the North/South displacement map
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Figure 1.13: North/South displacement map of the 1989/2002 correlation of
images bracketing the Hector Mine earthquake. Images were orthorectified on a
1 m grid and correlated using a 64×64 pixel window with a 16 pixel step. Three
GCPs, indicated by the black crosses, were optimized to co-register the master
and slave images without accounting for seismic ground displacement at their
ground location. Overprinted vectors were generated from the North/South
and East/West displacement maps, and represent the 2D ground displacement.
Long wavelength distortions (vortices) are introduced to satisfy the master and
slave co-registration. Profile DD’ is reported on Fig. 1.16.
obtained from the SPOT images is shown in Fig. 1.14. The dashed square repre-
sents the aerial images footprint.
The GCPs of the aerial slave image were then re-optimized taking into account
the displacements measured from SPOT at the three GCP locations (Fig. 1.14).
The North/South component of the displacement obtained from this procedure
is shown in Fig. 1.15. The fault geometry and fault slip value are identical to
the ones from the first process. However, the long wavelength component of the
Chapter 1. Co-registration and Correlation of Aerial Photographs 36






















Figure 1.14: North/South displacement map of the denoised SPOT correla-
tion of images bracketing the Hector Mine earthquake. Three GCPs located far
enough away from the fault to assume a null ground displacement were opti-
mized to co-register the master and the slave. Images were orthorectified on a
10 m resolution grid and correlated using a 32×32 pixel window with an 8 pixel
step. Positive displacement is toward the North. The raw displacement maps
were denoised by a technique preserving fault offset (personal communication,
Leprince). The dotted square represents the aerial photograph footprint, and
black crosses indicate the location of the aerial photograph GCPs. Profile DD’
is reported on Fig. 1.16.
displacement map now matches the SPOT displacement map, and the distortion
found on Fig. 1.13 was corrected. Nevertheless, far-field ground deformation must
be considered carefully with film based imagery as film distortion, for example,
manifests itself in the displacement map by deformation of similar frequency and
amplitude (e.g., Fig. 1.3).
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Figure 1.15: North/South displacement map of the 1989/2002 correlation map
of images bracketing the Hector Mine earthquake. Images were orthorectified
on a 1 m grid and correlated using a 64 × 64 pixel window with a 16 pixel
step. Three GCPs, located by the black crosses, were optimized to co-register
the master and the slave images while accounting for ground displacement at
their ground location (red arrow) from SPOT measures (Fig. 1.14). Major long
wavelength distortions seen in Fig. 1.13 were removed. Only the long wavelength
distortions caused by the SPOT correlation error may remain, along with those
introduced by film distortions. Profile DD’ is reported on Fig. 1.16.
1.4 Conclusion
This study describes how the procedure originally developed to process optical
satellite images can be adapted to aerial photographs, taking into account the
specific characteristics of these types of images. Orthorectification and georefer-
encing can be achieved using the DEM only, without any other external data. In
that case, the absolute georeferencing of the images is limited by the accuracy of
Chapter 1. Co-registration and Correlation of Aerial Photographs 38



















Air P hoto w/ S pot C orrection
Air P hoto no S pot C orrection
Difference C orrection / no C orrection
S P OT  measures
D  D'
gcps location
Figure 1.16: Profiles from Figs. 1.13, 1.14, 1.15. GCP correction brings a
2nd order polynomial correction in each North/South and East/west direction.
High frequency signals such as the fault slip, are not affected however.
the DEM georeferencing. The correlation of two images taken before and after
an earthquake yields offsets which primarily represent the ground horizontal dis-
placements. Some artifacts are introduced when using a single DEM, but they
can be corrected in postprocessing. In case of large stereoscopic parallax and sig-
nificant ground up/down lift, the horizontal displacements measured also depend
on the vertical displacement; however, Eq. 1.2 and Eq. 1.3 suggest that horizon-
tal and vertical displacement can be retrieved if a third image is available, or,
alternatively, if a pair of images from the adjacent flight strip overlaps the area
of interest. The images co-registration is achieved with a sub-pixel accuracy of
around 1/3 of a pixel. The limitation on the images’ co-registration comes from
film distortions, scan artifacts, DEM error, and the assumption of no ground dis-
placements at the tie point locations. This latter assumption can be reduced if the
ground displacements at the tie point locations can be estimated independently
(from other measurements or an a priori model of co-seismic ground deformation).
Better performance should be achievable in the future thanks to the rapid spread
of digital aerial photography and to a better control on the geometry of the images
thanks to Real-Time-Kinematic GPS and Inertial Navigation Unit. Finally, the
technique is sensitive to temporal decorrelation such as those due to shadowing
differences, man made changes, changes of the vegetation cover and clouds.
Despite these limitations, this study presented a powerful technique to precisely
map the fault trace and measure fault slip and near-field ground deformation. With
images at 1 m resolution, the technique applies to ruptures with a minimum length
of a few kilometers and a minimum displacement of a few tens of centimeters. It
should thus be applicable to earthquakes breaking the surface with a moment
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magnitude exceeding about 6.5. This opens the possibility to reassess a number of
past earthquakes for which aerial photography archives would be available. Aerial
photographs are less adapted to measuring ground deformation in the far-field
which will be best measured with optical satellite imagery (e.g. SPOT, ASTER)
or interferometric synthetic aperture radar. Aerial photographs and these latter
techniques are complementary as they provide unprecedented accuracy in the near-
and far-field measurements, respectively.
Seismotectonic applications have been the primary motivation for this study but
the method described here is also applicable to measure ice flow, landslides or
sand dune migration for example (Leprince et al., 2008a). The algorithms were
implemented in the software package COSI-Corr (ENVI module) complementing
the satellite image processing package. The software is available for download from
the Tectonics Observatory (www.tectonics.caltech.edu).
Chapter 2
Deformation during the 1975–84
Krafla rifting crisis, NE Iceland,
measured from historical optical
imagery
James Hollingsworth, Se´bastien Leprince, Franc¸ois Ayoub, Jean-Philippe Avouac
Foreword - This chapter presents a study relying heavily on the
methodology presented in chapter 1, and is one of the most extensive
in terms of dataset variety. My contribution was essentially focused
on the aerial images and spy image integration and processing. Some
improvements from the original framework had to be developed, in
particular the adaptation of COSI-Corr to space-based frame imagery
(spy imagery), and the epipolar/perpendicular-epipolar development
to reduce topographic residual. J. Hollingsworth and S. Leprince pro-
vided the satellite image processing and geological analysis. In another
study, not presented here, the horizontal and vertical Chi-Chi earth-
quake surface rupture was mapped in details with aerial imagery using
the overlapping ground deformation from different view angles (Kuo
et al., 2014). This work is referenced under Hollingsworth et al. (2012).
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2.1 Introduction
With the obvious technical challenges in studying oceanic rift zones directly, our
understanding of the processes that operate within rift zones and that influence
their topographic and structural evolution remain relatively poor. The interplay
between diking and faulting is a key factor controlling the structural development
of spreading centers; differences in the amount of plate spreading accommodated
by diking versus faulting ultimately lead to the very different topographic expres-
sions of rift zones from around the world (Buck et al., 2006, De Chabalier and
Avouac, 1994). Injection of dikes and slip on faults occur as instantaneous events
in the geological record. Therefore, geodetic measurements which span a volcanic
or tectonic event provide a method for measuring the displacement field associated
with that event. Deformation associated with a single volcanic or seismic cycle
can then be scaled up to see how it may produce the geological deformation we
see preserved in the landscape. Obviously this can only be achieved where the co-
seismic and geologic ground displacements can be measured from remote sensing
or geodesy.
The only other region where plate spreading occurs on land, and may therefore
be imaged geodetically, is Iceland. Recent injection of a dike in an off-rift setting
in southern Iceland resulted in the Eyjafjallajo¨kull eruption, the ash clouds from
which caused major disruption to European air traffic in spring 2010 (Sigmundsson
et al., 2010). Although no inner-rift dike injections have occurred in Iceland in the
period of GPS and InSAR observation (1990’s and later), a major volcanic episode
occurred between 1975–84, known as the Krafla rifting crisis, or ‘Krafla Fires’,
during which around 20 dikes were injected into the crust within the Northern
Volcanic Zone (NVZ) of NE Iceland (Fig. 2.1, see also Bjo¨rnsson, 1985, Buck
et al., 2006, Sigmundsson, 2006, Tryggvason, 1984). Geodetic measurements of
surface extension from triangulation and EDM data were very limited in the early
stages of the crisis, during which dikes were injected at depth with relatively little
material erupted at the surface. Although surveying of the Krafla caldera, which
lies at the southern end of the dike-affected region, increased during the latter
stages of the crisis, our knowledge of the spatial extent of opening for the whole
region, particularly in the north, remains poor.
In this paper, we use sub-pixel correlation of recent SPOT5 satellite data with
declassified US spy images from the 1970’s and historical aerial photos from the
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Figure 2.1: Topographic map of the northern central region of Iceland (in-
set figure shows the location within the wider mid-Atlantic plate spreading
zone). Yellow circles show the location of micro-earthquakes (Mw ≥2.8) be-
tween 1990–2010 from the SIL earthquake catalog of the Iceland Meteorological
Office (http://hraun.vedur.is/ja/google/index.html). Red arrows show GPS ve-
locities from A´rnado´ttir et al. (2009) relative to stable North America. Black
earthquake focal mechanisms are earthquake centroid determinations from the
Harvard CMT catalog. Heavy dashed black lines show the boundaries of the
Northern Volcanic Zone (NVZ), across which all the plate spreading between
Eurasia and North America is accommodated at this latitude. Transparent
white areas highlight the various fissure swarms which lie within the NVZ, which
accommodate this plate spreading through a combination of fault slip and mag-
matic injection. The red area highlights the Krafla fissure swarm, which was
active through a number of dike injections between 1975–1984, an event known
as the Krafla Fires. The heavy black circle shows the location of the Krafla
caldera, which was the focus of much of the Krafla Fires activity.
1950’s, 1960’s, 1970’s and 1990’s to measure the horizontal displacement field
produced during the 1975–84 Krafla rifting crisis. This allows us to significantly
revise the location, magnitude, and evolution of opening, as well as investigate
the interaction between magmatic (i.e. dike) and tectonic (i.e. fault) deformation
in this rifting episode. We first outline the procedure for producing displacement
maps from optical images, before discussing the results and the main implications
for deformation during the Krafla Fires. We build on these observations in a
second paper (Hollingsworth et al., 2013), which focuses on modeling of the optical
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displacement data to determine the best-fitting dike injection and surface faulting
parameters throughout the Krafla Fires.
2.2 Overview of the 1975–84 Krafla rifting crisis
Deformation during the 1975–84 Krafla Fires was accommodated by diking at
depth, and faulting/fissuring near the surface. Opening was confined to a 2–5 km
wide zone characterized by clear NNE-SSW striking normal faults which offset
post-glacial lavas throughout the NVZ (Fig. 2.2). Modeling dike propagation in
the Krafla region, Buck et al. (2006) produced a similar pattern of dike injec-
tions away from a magma chamber as those measured during the Krafla Fires
(Einarsson, 1991). However, the magnitude and distribution of opening were both
significantly smaller and more uniform than was measured during the Krafla Fires.
Furthermore, the first, and largest dike injection could not be modeled with the
same parameters as the subsequent dikes. This suggests that either the modeling
was too simplistic, which the authors acknowledge, or the measurements of total
opening were incorrect, or both.
Although geodetic measurements of deformation from triangulation, EDM, tilt and
leveling surveys were made throughout the Krafla Fires crisis (e.g. Tryggvason,
1984, 1994, Wendt et al., 1985), the spatial coverage of measurements is very
sparse, and almost completely confined to the southern region around the caldera
itself, thereby preventing a more detailed investigation of how plate spreading is
accommodated by dike injection. Measurements from the northern and extreme
southern ends of the fissure swarm are generally poorly constrained, although
some individual dike injections from these regions have been studied in detail,
providing some information on the geometry of diking and faulting (Rubin, 1992).
Buck et al. (2006) provides a most comprehensive summary of events throughout
the crisis; the onset of activity was signaled by intense seismicity in the Krafla
region on the 20th December 1975, coupled with significant tilting and eruption
of volcanic material within the caldera (Bjo¨rnsson et al., 1977). Seismic activity
remained high until January-February 1976, with much of the activity confined
to the caldera itself. However, the largest earthquake of the entire crisis occurred
on the 13th January (Mw6.3) at the northern end of the rift zone, some 60 km
north of the caldera. This earthquake occurred offshore in the Axarfjo¨rdur region
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Figure 2.2: Topographic map of the Krafla region of NE Iceland. White lines
show various faults and fissures active throughout the Late Quaternary. Blue
circle shows the boundary of the Krafla caldera (from Bjo¨rnsson et al., 1977),
which is thought to have formed during the last interglacial (Eemian) period
(114-130 kyr, Brandsdotttir et al., 1997). Yellow and green areas show the extent
of lava flows during the 1975–84 and 1725–29 eruptions, respectively (Bjo¨rnsson
et al., 1977). Large red box shows the footprint of the SPOT5 satellite image
correlated with a KH-9 hexagon spy satellite image from 1977 (the footprint
of which covers an even larger area than shown in this figure). Black boxes
show the location of aerial photo correlations throughout this study. (b) Plot
showing the spatial and temporal coverage of the different datasets used to
constrain opening during the 1977-84 Krafla rifting crisis. The gray zone shows
the duration of the crisis.
(Fig. 2.1). The right-lateral focal mechanism suggested slip on a NW-SE transform
fault, in response to NW-SE extension in the south resulting from dike injection.
Once the majority of extension had been relieved by dike injections at mid-to-
shallow crustal levels, increasing amounts of magma were erupted throughout the
crisis, mostly in the vicinity of the caldera. The crisis ended with its most extensive
eruption, occurring between 4–18th September 1984, which covered the caldera-
region and extended 10 km to the north (Fig. 2.3c).
Chapter 2. The 1975–84 Krafla rifting crisis, NE Iceland 45
Between 1975 and 1984 around 9 separate eruptions occurred and 20 dikes were
injected into the crust, which resulted in 9–10 m of surface opening near the caldera
(A´rnado´ttir et al., 1998, Buck et al., 2006, Tryggvason, 1984, Wendt et al., 1985).
However, since the region of diking extended more than 50 km north and 10–
20 km south of the caldera, our knowledge of the distribution of opening along the
whole length of the fissure swarm remains poor. The aim of this paper is to revise
current estimates of opening over the entire Krafla rift, using new measurements
from correlation of optical satellite and aerial photo data.
2.3 Methods: optical correlation of spy satellite
and aerial photos
Correlation of both satellite and aerial images have been successfully used to iden-
tify co-seismic ground ruptures and quantify fault offsets during large earthquakes
(Avouac et al., 2006, Copley et al., 2011, Michel and Avouac, 2002, 2006, Wei
et al., 2011), and the displacement field produced by injection of magmatic dikes
(Barisin et al., 2009, Grandin et al., 2010a). While previous studies have focused
on using modern satellite data such as SPOT and ASTER imagery, we discuss
a new procedure for co-registering and correlating older KH-9 spy satellite and
aerial photos for the purposes of measuring ground displacements. In the follow-
ing section we discuss the key aspects of this new procedure which are relevant to
the results and discussion sections of this study. However, further details on the
methodology may be found in Appendix A.1.
2.3.1 Orthorectification and correlation of KH-9 and SPOT5
satellite images
We measure the displacement field associated with the 1975–84 Krafla rift crisis
using the COSI-Corr software package1, which compares two images of the Earth’s
surface that were acquired at different times, and measures any pixel shifts be-
tween them with an accuracy around 1/10 of the input image pixel size. Although
this technique was developed primarily for use with modern pushbroom satellite
1freely available from www.tectonics.caltech.edu/slip history/spot coseis/index.html
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systems, recent development has enabled its use for correlating aerial photos (Ay-
oub et al., 2009). Surazakov and Aizen (2010) recently showed that declassified
KH-9 Hexagon US spy images could be treated as very high altitude aerial pho-
tos for the purposes of orthorectifying, which resamples the image to account for
any topographic component in oblique view images — for more details on the
orthorectifying procedure, see Appendix A.1.1. For these purposes, information
about the camera system is required, such as focal length, optical distortions,
and film size, and which currently remains classified for all declassified US spy im-
ages. After experimenting with different camera parameters, Surazakov and Aizen
(2010) concluded that KH-9 images were acquired with a similar camera system as
the NASA Large Format Camera (LFC, see Mollberg and Schardt, 1988). There-
fore, we use the LFC focal length of 30.5 cm, and define the extents of the image
using the 1×1 cm grid of reseau points which cover the image. KH-9 images were
acquired globally between 1971 and 1980; each image measures 250×125 km, with
a resolution of 6–9 m, and may be purchased from the USGS2 for $30.
Fig. 2.3a and b shows a KH-9 Hexagon spy satellite image covering the NE Iceland
region, acquired on the 15th September 1977. This image was correlated with a
SPOT5 pushbroom satellite image of the Krafla region acquired on the 3rd October
2002 (Fig. 2.3c). The SPOT5 image is first orthorectified with COSI-Corr using
georeferencing information contained within the accompanying header (or ‘dim’)
file, and a 30 m ASTER Global DEM. The KH-9 Hexagon image is then co-
registered to the SPOT5 orthorectified image using 3 tie points collected 20–30
km from the deforming region (Fig. 2.3b). Because we do not have a pre-crisis
DEM, the KH-9 image is then orthorectified with the same post-crisis ASTER
GDEM. The KH-9 and SPOT5 orthoimages are shown in Fig. 2.3b and c. The
uniform black area which strikes northwards from the caldera in the post-event
SPOT5 image corresponds to the 1981 and 1984 lava flows.
Correlation of the KH-9 and SPOT5 orthoimages is performed using COSI-Corr,
which outputs E-W and N-S displacement maps showing how the pixels move
between the two image acquisitions. A multiscale sliding correlation window of 64
to 32 pixels is used, with a measurement made every 8 pixels (64 m). This method
matches groups of pixels based on their frequency content, and is typically more
accurate than matching based on grayscale value. Displacements can be resolved
2earthexplorer.usgs.gov
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Figure 2.3: (a) KH-9 Hexagon satellite image of the Krafla region, NE Ice-
land, acquired on the 15th September 1977. Orange star shows the location of
the Krafla caldera. Dashed yellow box shows the 60×60 km footprint of the
post-crisis SPOT5 image. The white region in the SE of the image is the Vat-
najo¨kull ice cap. Inset shows the footprint of the KH-9 image relative to Iceland.
Overlapping regions of the KH-9 and SPOT5 images are shown in (b) and (c),
respectively. Yellow circles show the location of tie points used to co-register
the KH-9 and SPOT5 images. Lavas erupted near the Krafla caldera in 1984
are only visible in the post-crisis SPOT5 image.
down to 1/10 of the input pixel size, i.e. ∼1 m for KH-9 images. For further
details on the correlation method, see Leprince et al. (2007).
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2.3.2 Removal of non-tectonic noise from KH-9 and SPOT5
correlation map
In contrast with pushbroom satellite images, film-based satellite images are subject
to additional sources of error resulting from film-distortions, scanning of the film,
and inadequate knowledge of the camera system used to acquire the images. These
effects may produce signals which overprint the tectonic signal in displacement
maps, albeit at wavelengths usually longer than the short-wavelength deformation
produced by localized surface slip, i.e. across fault ruptures.
Topography unaccounted for by the DEM during the orthorectification process
may result in an additional source of noise present in the correlation maps. Resid-
ual short-wavelength topographic signals may remain in the correlation map, and
can significantly overprint the displacement field. This problem occurs if the two
images are acquired with an oblique view component, and the DEM’s used to cor-
rect them are of lower resolution than the input satellite images, e.g. ∼8 m KH-9
images orthrectified with a 30 m ASTER GDEM (Version 1). In these cases, there
is a stereo effect between the two images, which records the surface topography,
and which is not corrected by the coarser DEM — it is this principle which allows
DEM’s to be extracted from stereo imagery. Because the topographic signal be-
tween the two images is greatest in the direction of stereo overlap, known as the
epipolar direction or plane of parallax, and negligible in the direction perpendicu-
lar to this, we can project our displacement maps into the epipolar-perpendicular
direction to retrieve a displacement signal with minimal topographic residuals.
For more details on the procedure for removing topographic residuals from dis-
placement maps, see Appendix A.1.2. Topographic residuals may also occur if the
topography moves significantly between image acquisitions, and the same DEM
is used to orthorectify both images. This effect is particularly strong with large
lateral ground displacements in hilly or mountainous terrain (Ayoub et al., 2009,
Oskin et al., 2012).
Other factors may also affect the correlation of pre- and post-crisis images, such
as quality of the film, changes in vegetation, differences in sun shading, presence
of snow, deposition of sediment, erosion, anthropogenic effects, and various other
processes which change the Earth’s surface. These may combine in ways which
act to hinder the correlation (e.g. it may be hard to correlate a snowy image with
a non-snowy image), or may produce a directional bias in the correlation, thereby
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complicating the tectonic signal (e.g. different sun shading may bias the correlator
in the direction of the shadows). Such effects vary between different images, and
may be difficult to remove from the final displacement map, especially if their
affects are very small, and non-uniform across the image. Nevertheless, even the
qualitative recognition of these various factors may help in assessing the quality
of a correlation.
2.3.3 Orthorectification and correlation of historical aerial
photos
Unfortunately there are no KH-9 satellite images available which pre-date the
rift crisis onset in 1975. To assess opening across the rift zone over the entire
crisis (1975–1984), we correlate aerial photos acquired in 1957 and 1960, with
photos from 1990, acquired after the crisis ended. Aerial photos were purchased
from the National Land Survey of Iceland3. Because the ground footprint of
these photos are relatively small (8 km), we cannot recover the long-wavelength
deformation because the images do not extend into the non-deforming regions.
Nevertheless, correlation of aerial photos can still provide accurate measurements
of the short-wavelength displacement produced by faults (Ayoub et al., 2009).
Furthermore, very precise measurements of the displacement field can be obtained
with aerial photos due to their relatively high resolution compared with satellite
imagery; Ayoub et al. (2009) is able to resolve fault displacements of only 20 cm
for aerial photos correlations covering the 1992 Landers earthquake. Therefore,
by correlating pre- and post-crisis aerial photos we are able to resolve the total
surface opening produced during the crisis, where it is localized onto major faults
and fissures (Section 2.4). We also correlate pre- and inter-crisis aerial photos to
examine the displacement field resulting from the early stages of the crisis, which
is less well understood.
The method for co-registering and correlating aerial photos is similar to KH-9
Hexagon spy images; both datasets must be orthorectified using the ‘Aerial Im-
agery’ module within COSI-Corr, see Appendix A.1.3 for more details. However,
because aerial photos are often high resolution, typically ≤1 m, topographic resid-
uals are correspondingly very large in the absence of a high-resolution DEM to
3www.lmi.is
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orthorectify the photos. Therefore, we project all aerial photo correlations into
the epipolar-perpendicular direction to minimize topographic residuals.
Furthermore, because a typical aerial photo is acquired at elevations of ∼5 km,
the resulting image footprint covers an area of ∼10×10 km. Because the width
of the Krafla rift zone is around 5 km wide, the camera incidence angle varies
significantly over the deforming region — although KH-9 images are subject to
similar variations in incidence angle, they are acquired at much higher elevations
of ∼166 km, resulting in much larger footprints of 250×125 km; therefore the
incidence angle varies only a small amount over the 5 km wide Krafla rift. As
the incidence angle increases away from the center of an aerial photo, it gains a
significant oblique component around the edges of the photo. Therefore, in the
absence of a high resolution pre- and post-crisis DEM for orthorectification, some
care is needed when interpreting an aerial photo correlation map, because vertical
deformation around the edges of the image may produce an apparent horizontal
displacement signal — this problem is discussed further in Appendix A.1.4. In the
case of the Krafla rift, vertical displacement on the rift-bounding normal faults
may slightly enhance, rather than cancel out, the values of horizontal extension at
the margins of the correlations, which is where the incidence angles are greatest
(i.e. the displacement will include both horizontal and vertical components). This
is because the photos were acquired from a flight line which lies in the middle
of the rift, and so the camera looks westward at the western rift boundary and
eastward at the eastern boundary. Therefore, the fault displacements we measure
from correlation of aerial photos are likely to be maximum values.
2.4 Measuring Krafla surface extension
The results of our optical image correlation analysis is presented in the following
section. Figure 2.2 outlines the spatial and temporal coverage of data used in the
analysis, and provides an index for the various figures in this section.
2.4.1 Estimates of mid-late crisis rift extension: 1977–2002
Figure 2.4 shows the surface extension across the Krafla fissure swarm between
1977 and 2002. Due to the proximity of the tie points to the rift zone (Fig. 2.3),
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partuclarly east of the rift, artifacts related to scanning, and the lower image
quality of the KH-9 compared to the SPOT5 image, the long wavelength decay of
the horizontal displacement signal and the quality of the co-registration may be
slightly biased. Nevertheless, the relative displacements across discontinuities are
well resolved (see also Ayoub et al., 2009).
The majority of extension is accommodated on rift bounding faults and fissures.
The width of the rift increases from ∼1 km in the south, to ∼5 km in the north.
Although the spatial and displacement resolution of the KH-9-SPOT correlation is
too low to resolve details of inner rift extension, the relatively smooth displacement
profile across the inner rift for the northern section of the swarm suggests little
or no extension is accommodated by localized faulting or fissuring between the
rift bounding faults. Virtually all of the extension is accommodated on the rift-
bounding faults shown as black lines in Fig. 2.4a. Surface extension across the rift
varies between 4–5 m, and is relatively uniform along the rift zone, with slightly
elevated opening in the central section. The presence of the river delta at the
northern end of the rift results in poor coherence, thus preventing the measurement
of extension near the coastline. A kink in the strike of surface opening occurs in the
middle of the rift (Fig. 2.4a), and corresponds to a similar kink in the migration of
seismicity during the July 1978 earthquake swarm (Einarsson and Brandsdottir,
1980).
2.4.2 Estimates of total rift extension: 1957–1990
2.4.2.1 Northern rift-segment
Correlation of aerial photos from 1957 and 1990 for the northern section of the
Krafla fissure swarm, near the Axarfjo¨rdur coastline, are shown in Fig. 2.5. Both
image correlations are produced from overlapping 1957 and 1990 aerial photos
taken along N-S flight lines. In each case, pre- and post-crisis images were co-
registered using tie points collected from the eastern rift flank, which is assumed
to be stable. Displacement values are given in the epipolar perpendicular direc-
tions, shown by the black arrows, which are free from topographic residuals and
approximately perpendicular to the faults/fissures within the fissure swarm. It
is necessary to look at displacement in the epipolar perpendicular direction be-
cause the aerial photos (0.5 m resolution) are orthorectified with the much coarser
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Figure 2.4: (a) Reprojection of the epipolar perpendicular displacement field
into the 104◦ direction (i.e. perpendicular to the strike of the rift zone) — see
Fig. 2.2 for location. Black lines show the simplified location of rift bounding
faults which were activated between 1977–2002. Blue arrow shows a kink in
the strike of the rift bounding faults. Dotted black lines show steps in the dis-
placement field which result from film scanning artifacts. Stacked displacement
profiles are shown across the north (b), central (c), and southern (d) parts of the
rift zone. Displacement values are relative to the tie point locations (Fig.2.3b
and c); because the tie points do not extend far enough from the rift zone, the
values are not absolute, but relative. Dotted black circles show steps in the
displacement field produced by scanning.
ASTER GDEM, and so the raw E-W and N-S displacement fields output by COSI-
Corr are obscured by topographic residuals.
Figure 2.5b and d show swath profiles of displacement across the rift zone, taken
approximately perpendicular to the fissure swarm and sub-parallel to the epipolar
perpendicular direction. The positive signal within the middle of the rift zone is
likely an artifact produced by subsidence in the left side of the image, which is
viewed obliquely by the camera, and then orthorectified using the post-crisis DEM
— see Appendix. A.1.4 for more details. The eastern rift flank is fixed between
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both images, yielding approximately zero horizontal displacement. Discontinu-
ities in the displacement field indicate extension accommodated on faults/fissures.
The northern-most correlation (Fig. 2.5a) only just spans the entire rift, which
is widest (∼5 km) at this latitude. Approximately 2.0–2.5 m extension is ac-
commodated across a 1.5 km-wide distributed zone of faults/fissures forming the
eastern margin of the rift zone, while 1.0–1.5 m extension is accommodated on
a fault/fissure forming the western margin of the rift. Decorrelated areas occur
due to rapid temporal changes in the river delta. Vertical displacements do not
contribute significantly to the horizontal displacement values from the center of
the correlation, because the incidence angles from the pre- and post- images are
close to nadir — see Appendix A.1.4. The incidence angle at the western edge of
the image is 25–30◦, and so a vertical displacement of 2.2–3.3 m could produce an
apparent westward displacement of 1.0-2.5 m. Alternatively, the same signal could
be produced by pure horizontal displacement, or some combination of horizontal
or vertical motion; equal values of 0.8 m vertical and horizontal slip could con-
structively produce 1.2 m westward motion. Therefore, a horizontal displacement
of 1.5 m is likely to represent a maximum value. The 4–5 km width of the rift
is the same as seen on the KH-9-SPOT5 correlation in Fig. 2.4. The total exten-
sion accommodated at the surface is 3.5–3.7 m; less than the 5.5–7 m estimated
by Tryggvason (1984). However, it should be noted that due to the small 6 km
swath size of the aerial photos, we are less sensitive to long-wavelength distributed
deformation, which could account for some of this difference.
Figure 2.5c shows a correlation immediately south of Fig. 2.5a. Only the cen-
tral and eastern parts of the rift zone are covered by the correlation, and so the
total extension cannot be resolved here. Nevertheless, extension on the eastern
rift margin is well resolved at 2.1 m, consistent with the 2.0–2.5 m estimate from
Fig. 2.5b. Deformation becomes more localized to the south. Because the epipolar
perpendicular direction in Fig. 2.5a and c contains a large N-S component, slip
on normal faults will produce subsidence and thus a northward signal in the rift
zone for the southern part of the correlation (negative/blue epipolar perpendicu-
lar displacement), and a southward signal for the northern part of the correlation
(positive/red displacement) — see Appendix A.1.4 for more details. For the west
and east parts of the correlation, subsidence will produce eastward (positive) and
westward (negative) motion respectively. This effect is the likely cause of the
positive bulge in the middle of the rift zone in the Fig. 2.5b and d profiles. Nev-
ertheless, the displacement values for the western rift flank in Fig. 2.5b begin to
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Figure 2.5: (a) Epipolar perpendicular displacement field for the northern
end of the Krafla fissure swarm (see Fig. 2.2 for location) from 1957 and 1990
aerial photos. Decorrelated areas in the north of the image coincide with the
Jo¨kulsa´ a´ Fjo¨llum river delta. Black lines show normal faults which moved dur-
ing the crisis. Tie points were collected from the eastern rift flank. (b) Swath
profile of the deformation across the rift zone (shown by the white box in a).
Although the swath crosses the river delta, it is the only profile to span the
entire northern section of the rift. The relative displacements across faults are
robust, while distributed deformation is hard to distinguish from displacement
ramps introduced by mis-registration of the pre- and post-crisis images (see
Appendix A.1.4). Gray area is poorly constrained due to low coherence. (c)
Epipolar displacement map, and (d) displacement profile for the region imme-
diately south of (a). The displacement maps in (a) and (c) overlap in the areas
shown by the black bars at the side of the image.
flatten out, suggesting no more localized deformation is occurring outside the rift
zone, consistent with the KH-9-SPOT5 correlations. If we assume the relative el-
evations of the east and west rift flanks have not changed significantly throughout
the crisis, i.e. minimal relative subsidence/uplift between the rift flanks, which
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is also consistent with the long term geomorphology, then 3.5–3.7 m difference
between the east and west flanks reflects the maximum total horizontal extension.
2.4.2.2 Central rift-segment
Figure 2.6a and b shows aerial photo correlations for the central section of the
Krafla fissure swarm, immediately north of the lava flow which erupted at the end
of the crisis in 1984. The eastern rift flank is fixed using tie points. Elevated values
in the reference area of Fig. 2.6b are likely a result of fattening effects during the
correlation; a defect by which the center of the pixel correlation window inherits
the displacement of the more contrasted pixels within the window. However, the
relative displacement between the east and west rift flanks is ∼6 m at the north
of Fig. 2.6a, and ∼7 m in the south of Fig. 2.6a and north of Fig. 2.6b, which
cover the same area (Fig. 2.6c and d). The correlations for this section of the rift
zone are relatively noisy, which may partly be due to the presence of snow drifts
west of the rift zone, which reduce the coherence between the pre- and post-crisis
images.
2.4.2.3 Southern rift-segment
Figure 2.7a shows an aerial photo correlation (1960–1990) for the southern section
of the Krafla rift zone, near the southern extent of the 1984 lava flow. The 1960
photo was correlated with the 1990 aerial photo using tie points collected either
side of the rift zone; Ayoub et al. (2009) showed this approach allows displace-
ments across faults and fissures to be well resolved, although may bias how the
deformation signal decays at longer wavelengths. The obvious N-S discontinu-
ity at the western edge of the image is a scanning artifact from the 1960 aerial
photo. The rest of the correlation is relatively clean, with a typical noise level
of 0.2–0.5 m. A complicated deformation pattern in the southeast corner of the
correlation may result from vertical motion on normal faults. Fig. 2.7b shows
a displacement profile across the north of the correlation, where patches of high
ground remain clear of lava, thereby yielding displacement measurements across
the rift. A total of 7.5–8.0 m extension is accommodated across a 1 km wide zone,
which represents the peak extension value measured across the whole rift zone.
These values decrease to 6–7 m in the south of this figure.
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Figure 2.6: (a) and (b) Epipolar perpendicular displacement fields for the
central section of the Krafla fissure swarm (see Fig. 2.2 for location) from cor-
relation of 1957 and 1990 aerial photos. Decorrelated areas in the south of the
images are due to lavas erupted in 1984. Black lines show normal faults which
moved during the crisis. Displacement values of ∼2 m for the reference region
in (b) result from problems co-registering the two images, due to fattening ef-
fects (see text for details). The two displacement maps overlap in the areas
shown by the black side bar. (c) and (d) Swath profiles of the rift-perpendicular
deformation, shown by the blue and red boxes in (a), and the green box in (b).
2.4.3 Estimates of early-crisis rift extension: 1957–1976
2.4.3.1 Northern rift-segment
Figure 2.8 shows the displacement field for the northern end of the fissure swarm
for the early period of rifting, spanning 1957–1976 (same region as Fig. 2.5). Lo-
calized extension is clearly resolved at the northern edge of the correlation, close to
where the Jo¨kulsa´ a´ Fjo¨llum river delta cuts across the rocky lava flows which char-
acterize the Krafla region; the river deposits do not correlate due to their rapid
temporal evolution. Up to 2 m of opening is accommodated on faults/fissures
within the delta, consistent with field reports from Tryggvason (1976). However,
no obvious opening is present in the correlation maps to the south (Fig. 2.8a and
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Figure 2.7: (a) Epipolar perpendicular displacement field for the southern
section of the Krafla fissure swarm (see Fig. 2.2 for location) from correlation
1960 and 1990 aerial photos. Decorrelated areas in the north of the image
corresponds with the southern limit of the 1984 erupted lavas. Black lines show
normal faults which moved during the crisis. (b) Profile of the rift-perpendicular
deformation (shown by the white line in a).
c), implying there was no extension on faults/fissures in this region. This pat-
tern is confirmed by swath profiles across the northern (Fig. 2.8b) and southern
(Fig. 2.8d) parts of these correlations. Around 0.6–1.1 m opening is accommo-
dated across faults within the northern profile, although this value increases to
>2 m further north within the river delta. Fault slip is less clearly resolved on
the western rift boundary; the broad increase in westward motion of this rift flank
may result from uplift associated with dike injection at depth but with no surface
faulting, see Appendix A.1.4 for more details. Little or no localized extension is
accommodated on the southern profile. Although image correlation is less sensi-
tive to long-wavelength deformation, any distributed opening across the inner rift
would still produce a short-wavelength ramp in the displacement profile, assuming
it is accommodated over a few kilometers.
2.4.3.2 Central rift-segment
Figure 2.9a shows the 1957–1976 displacement field for the central section of the
Krafla fissure swarm (same region as shown in Fig. 2.6), 10–15 km north of the
caldera. A strong parallax effect between the two aerial photos, as well as snow
drifts and low sun illumination in the 1957 photo result in a relatively noisy correla-
tion, especially where a hill occurs in the center-right of the correlation. They may
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Figure 2.8: (a) East-west displacement field for the northern end of the Krafla
fissure swarm (see Fig. 2.2 for location) from correlation of 1957 and 1976 aerial
photos. Because the camera was in the same location for each photo acquisition,
there is no parallax difference between the two images and both the E-W and
N-S displacement fields are free from topographic residuals. Black lines show
normal faults which moved during the early stages of the crisis. The 1976 photo
was registered to the 1957 aerial photo using tie points from the middle of the
image. (b) A swath profile of the deformation across the rift zone (shown by
the white box in a). (c) Displacement map, and (d) displacement profile for
the region immediately south of (a). Black side bars show the region of overlap
between (a) and (c). Although the region shown in (c) does not span the entire
rift zone, no obvious opening is observed across the eastern rift-bounding fault.
also account for the unexplained long-wavelength signals present across the rift
zone, particularly around the edges of the correlation. Nevertheless, the amount
of opening across the northern edge of the correlation is small — definitely less
than 2 m, as seen at the northern end of the rift — with no obvious sign of localized
opening. A possible opening of 1 m may occur at the southern edge of the correla-
tion, along the western rift boundary, which may relate to dike injection beneath
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the caldera to the south. However, this opening signal also lies at the edge of
the photo, where optical and film distortions are greatest, and coincides with the
location of the greatest snow drift. Furthermore, long wavelength uplift of the rift
flanks associated with dike injection at depth, but without fault slip at the surface,
could result in a smooth westward displacement if the post-crisis DEM was used
to orthorectifying both pre- and post-crisis aerial photos (see Appendix A.1.4).
Figure 2.9: (a) Epipolar perpendicular displacement field for the central sec-
tion of the Krafla fissure swarm (see Fig. 2.2 for location) from correlation of
1957 and 1976 aerial photos. The 1976 photo was registered to the 1957 aerial
photo using tie points collected from the middle of the image, due to a lack of
coverage of the rift flanks. (b) Swath profiles across the north and southern
regions of the deformation map (shown by the white box in a). (c) Epipolar
perpendicular displacement field for the period 1976–1990 and (d) displacement
profile for the central section of the Krafla fissure swarm, which encompasses
the area shown in (a). The displacement maps in (a) and (c) overlap in the
areas shown by the black bars at the side of the image.
Figure 2.9c shows a correlation map for the central fissure swarm, but for the
1976–1990 period. The correlation is very clean, and the epipolar perpendicular
direction is normal to the faults/fissures bounding the rift zone. A profile of
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displacement across the rift zone indicates 7 m of opening, with roughly equal
opening accommodated on each rift boundary. Because this opening value is the
same as that measured using aerial photos from 1957–1990 (Fig. 2.6a), it confirms
that little or no localized surface opening occurred in the central section of the
fissure swarm over a distance of ∼20 km between 1957 and 1976.
2.5 Discussion
2.5.1 Summary of opening during the Krafla rifting crisis
(1975-84)
A summary of the results presented in Section 2.4 are shown in Fig. 2.10. The
cumulative opening at various stages of the crisis is shown in Fig. 2.11. Our
new displacement measurements from optical image correlation indicate a total
of ∼8 m opening across the Krafla caldera, which is consistent with previous
estimates of 9 m for this area (Buck et al., 2006, Tryggvason, 1984). However, our
measurements fall short of previous estimates, by 1.5–2.5 m, for the northern part
of the rift zone, where total localized extension was at most 3.7 m, based on our
image correlation results.
During the period 1975–1984, E-W crustal extension was accommodated by dike
injection and fault slip over a distance of ∼80 km. Surface extension is accom-
modated primarily on the rift-bounding normal faults above the dike, rather than
by opening of fissures within the rift zone. Average surface opening along the
entire 80 km zone of deformation was ∼2.5 m for the period 1977–1984, assuming
extension decays linearly to zero at the northern limit of the rift zone, near the
1976 earthquake epicenter (Fig. 2.10b). The average surface opening spanning the
entire rift crisis between 1975–1984 is ∼4.3 m along the 80 km length of the rift
zone. Therefore, 40% of the total surface opening occurred during the first 20%
of the crisis. This is similar to observations from the Afar region of East Africa,
where a significant amount of the total opening, >75% at depths of 2–10 km,
occurred during the first dike injection (Grandin et al., 2010b). Opening was
not uniform along the Krafla rift zone, with maximum values of ∼8 m occurring
at the southern end, near the caldera, and ∼4 m at the northern end, near the
Axarfjo¨rdur coastline. This pattern is also similar to Afar, where ∼15 m opening
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occurred in the central section of the rift, and ∼5 m occurred at either end of the
rift (at depths of 2–10 km, over a distance of 50–60 km, Grandin et al., 2010b).
The distribution of opening along both the Krafla and Afar rift zones correlate
with the regional topography, implying a first order link between topography and
tectonics, as expected from mechanical analysis of diking (e.g. Behn et al., 2006,
Fig. 2.10b and c). A more complete analysis of the deformation field, which uses
elastic dislocation modeling to better constrain the geometry of surface faults and
dikes injected throughout the Krafla rifting crisis, is given in Hollingsworth et al.
(2013).
In the Axarfjo¨rdur coastal region, almost the entire opening during the 9 year crisis
was accommodated in the first few months (between Dec 1975 and Sept 1976).
Surprisingly, over the same time period, no localized opening is observed along a
20 km section of the fissure swarm between the Krafla caldera and the northern
coast (Figs. 2.8 and 2.9). Although we do not present opening measurements for
the southern caldera region during the early stages of the crisis (due to lack of
data), significant seismic activity and localized volcanism in this area, coupled
with field observations of fault movements within the caldera (Bjo¨rnsson et al.,
1977) suggest localized surface opening occurred at the southern end of the rift
zone. Therefore, a bi-modal pattern of opening must have occurred along the
fissure swarm during the early stages of the crisis, whereby surface extension was
accommodated at the southern and northern ends of the rift, but not in the middle
(Fig. 2.10c).
2.5.2 Implications for the kinematics of Krafla dike injec-
tions
If opening at the surface by faulting occurs in response to dike injection at depth,
and over similar timescales to dike propagation (e.g. Hauksson, 1983, Rubin, 1992,
Rubin and Pollard, 1988), we need to reconcile a bi-modal pattern of surface
opening with a magma source which lies at the southern end of the rift zone,
where modeling of regional tilt data indicates a magma chamber at 3 km depth
beneath the Krafla caldera (A´rnado´ttir et al., 1998, Ewart et al., 1991), see also
Fig. 2.10a. Buck et al. (2006) suggests this pattern could be produced by an
increase in tensile stresses away from the magma chamber: a dike would first open
near the magma source and propagate laterally, while the driving pressure equals
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Figure 2.10: (a) Topographic map of the Krafla region. White lines show
faults which have been active in the Quaternary (mapped from aerial photos).
Heavy white line and stippled white region show the Jo¨kulsa´ a´ Fjo¨llum river
and delta. White dashed region is Myvatn lake. Blue circle shows the Krafla
caldera. Orange star is the location of the magma chamber beneath the Krafla
caldera from A´rnado´ttir et al. (1998). White star shows a deeper magma source
at 21 km (de Zeeuw-van Dalfsen et al., 2004). Yellow dotted lines shows a
broad zone of uplift comprising the Storaviti and Grjothals topographic highs.
The Global CMT solution is shown for the 13th January 1976 earthquake. (b)
Profiles of opening (y-axis) along the fissure swarm (x-axis) for the different
time periods investigated in this study (see key for details). Grey and purple
lines shows the previous best estimate of opening between 1975–1981 and 1981–
1984 (A´rnado´ttir et al., 1998, Tryggvason, 1984). The location along the rift of
the 1976 earthquake (yellow star) and 21 km deep mogi source (white star) are
shown. (c) Summary of timing and distribution of dike injections and fissure
eruptions during the Krafla crisis (adapted from Buck et al., 2006). Grey region
shows a swath topographic profile (left y-axis) along the length (x-axis) of the
Krafla fissure swarm (swath corresponds to white box in a). Horizontal black
and red lines show the location of injected dikes and fissure eruptions (x-axis)
and their timing throughout the crisis (right y-axis, time increases vertically
from 1975 to 1984 along green arrow). Location of the Krafla caldera is shown
by the vertical yellow line in (b) and (c).
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Figure 2.11: Cumulative opening along the length of the crisis (axes are the
same as for Fig. 2.10b and c).
the breakout pressure, but then close up again as it propagated into more tensile
regions away from the magma chamber.
One implication of this model is that for a dike to propagate along a crack, and
then close up again as it moves along, it must not freeze. However, a dike may
have to propagate at depths of >10 km to avoid freezing during propagation; at
these depths the host rock temperature is greater than 600◦C (Fialko and Rubin,
1998). Because the geothermal gradient likely decreases away from the caldera,
the depth at which a dike must propagate to avoid freezing will correspondingly
increase. This implies a significant increase in the depth of diking as it propagates
away from the 3 km deep magma source near the Krafla caldera. Nevertheless,
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it should be noted if basaltic dikes inject a rhyolitic crust (rhyolitic volcanism is
known from Krafla Jo´nasson, 1994), then the dikes could cause melt-back of the
host rock, thereby allowing injection at shallower depths. Also, even a partially
frozen dike may continue to flow, so long as the constituent crystals do not adhere
to the dike walls.
If surface crustal extension is accommodated by normal faults which localize above
the shallowest reaches of the dike, where there is a concentration of tensile stresses
(Agnon and Lyakhovsky, 1995, Pinzuti et al., 2010), the width of the fault-bounded
rift zone will reflect the depth to the top of the dike; a wide rift zone results from
deep diking, while a narrow rift zone results from shallow diking (assuming a rel-
atively constant fault dip). The Krafla rift zone increases from ∼1 km width near
the caldera to ∼5 km near the coastline, and is consistent with an increase in dike
depth as it propagates northward (Fig. 2.4 and Fig. 2.10). However, this observa-
tion does not explain the lack of surface faulting along the central section of the
rift. Firstly, as the depth to the top of the dike increases northward, the amount
of strain at the surface decreases, thereby inhibiting surface slip localization. Sec-
ondly, if a dike passes through the central section of the rift without freezing, and
yet is wide enough to activate surface faulting north of this section, why does
it not activate surface faulting across the central section? Although Buck et al.
(2006) provides an explanation for dikes closing up at depth, based on a decrease
in driving pressure, an additional model is required to explain how surface faults
activated by a dike can slip back to their original positions.
An alternative explanation for the bi-modal distribution of surface opening during
the early stages of the crisis may be that the strength of the host rock varies along
the rift zone. As the driving pressure decreases northwards, and the depth to the
dike top increases, the deformation is large enough to activate surface faults in the
south, but not along the central section of the rift (Buck et al., 2006, Grandin et al.,
2012). However, as the dike injects away from the magma chamber, the pressure
in the dike tip cavity is initially maintained by magmatic volatiles. This produces
a pore-pressure boundary layer in the dike tip, thus preserving low pressure in the
host rock and increasing its strength (Ziv et al., 2000). The southern and central
rift segments therefore remain elastic, and the change from surface faulting near
the caldera to no surface faulting in the central section is a result of the decreasing
driving pressure and increasing depth to the dike top. However, once the dike
extends far enough from the magma chamber, the volatiles become fully exsolved
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from the magma, and the pressure in the dike tip cavity is then maintained by
the ambient pore fluid pressure, with influx of fluids from the host rock into the
dike tip. This results in a lower frictional resistance at the tip of the dike, causing
weakening of the host rock (Ziv et al., 2000). This weakening may be enough
to activate faults which extend to the surface along the northern section of the
rift. This effect could be enhanced if the northern rift is in a greater state of
tension. Nevertheless, if the dike propagates so fast that the length of the pore
pressure boundary layer is less than the rock grain size, which could be the case
near the magma chamber, then the frictional resistance ahead of the dike tip fed
by magmatic volatiles may also be reduced.
Another explanation could be that the northern section opened at the surface in
response to a deep dike injection sourced from the north, rather than the south;
a relatively deep dike would be required to activate the normal faults bounding
the 5 km wide rift. Dike injections sourced from different magma chambers along
a rift zone was observed using satellite geodesy over the Afar rift in East Africa,
which was activated during the 2005–2009 Afar rift crisis (Barisin et al., 2009,
Grandin et al., 2009, Wright et al., 2006). In the early stages of the crisis, magma
upwelling and dike injection in the Dabbahu-Gabho area at the northern end of
the rift triggered further rifting and deep magma chamber discharge (10 km depth)
in the Manda Hararo section of the rift 30 km to the south. Elastic dislocation
modeling of geodetic data indicate significant variations in the magnitude of fault
slip and dike opening along the rift zone, with a patch of low opening separating
the Dabbahu-Gabho and Manda Hararo regions (Barisin et al., 2009, Grandin
et al., 2009, Wright et al., 2006) — the 5 km width of this low slip section is
nevertheless much smaller than the 20 km section at Krafla. Injection of a dike at
depth beneath the northern Krafla rift early in the crisis may explain some aspects
of the seismicity resulting the Krafla rift crisis. These are discussed below.
2.5.3 Seismicity of the early Krafla rifting crisis
On the 13th January 1975, the largest earthquake (Mw6.4) of the crisis occurred
at the northern end of the rift, some 5 km north of the Axarfjo¨rdur coastline
(Fig. 2.12). The earthquake centroid moment tensor (Global CMT) indicates
significant strike-slip deformation during this event. Because the epicenter was lo-
cated at the northern end of the rift zone, and the event occurred just a few weeks
Chapter 2. The 1975–84 Krafla rifting crisis, NE Iceland 66
after the initial dike injection, Bjo¨rnsson et al. (1977) interpreted it as result-
ing from right-lateral slip on a NW-SE transform fault, the Grimsey Lineament,
which was thought to form a structural termination to the rift zone, in response to
loading caused by the earlier dike injection. However, bathymetric data from the
Axarfjo¨rdur region does not reveal any geomorphic features typical of prolonged
right-lateral strike-slip activity. Major NNW-SSE trending scarps are clearly vis-
ible in the bathymetry, typical of normal faults, suggesting that the Krafla rift
zone continues northward beyond the location of the 1976 earthquake epicenter.
Ro¨gnvaldsson et al. (1998) concluded right-lateral shear across the Grimsey Lin-
eament is actually accommodated by block rotation between N-S faults which
strike perpendicular to the transform fault, i.e. there is no single through-going
transform fault in this region.
The relocated hypocenter for the 1976 event (Engdahl et al., 1998) is located
directly above one of these normal faults, which strikes NNW for >30 km along
the eastern margin of Axarfjo¨rdur bay (shown by yellow pointers in Fig. 2.12). The
1976 hypocenter also coincides with a patch of micro-earthquakes from the period
1981–1986 (Einarsson, 1991) and 2000–2010 (SIL catalog, see Fig. 2.12). The
depth distribution for these events indicates brittle behavior throughout the entire
crust, with 80% occurring between 3–15 km depth (see also Ro¨gnvaldsson et al.,
1998). This cluster of activity closely resembles another cluster of earthquakes to
the south, associated with magmatic intrusion beneath the Krafla caldera between
1981–1986 (Fig. 2.12 inset). This similarity may indicate a similar response of the
crust to the change in stresses associated with magma upwelling and dike injection.
The 1976 earthquake focal mechanism also contains a significant (30%) non-double
couple component. Similar focal mechanisms have been reported in the Long Val-
ley Caldera (Julian, 1983), which were originally interpreted as oblique strike-slip
earthquakes, before being re-interpreted as CLVD mechanisms with a dilatational
component associated with injection of fluids into the crust. CLVD mechanisms
have also been reported for micro-earthquakes in the Krafla post-rifting period
(Foulger et al., 1989). (On the 12th December 1980 a similar CLVD mechanism
also occurred ∼60 km NW of the 1976 Krafla earthquake on the Grimsey Lin-
eament, and may also be related to N-S injection of a dike at depth in 1980 —
Fig. 2.1). Because the 1976 focal mechanism includes a significant dilatational
component, the strike of a dike injected at depth would be approximately NNW-
SSE, consistent with the strike of the normal faults at the surface (Fig. 2.12, see
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Figure 2.12: Bathymetry and topography of the northern Krafla fissure
swarm. Faults are shown by white lines. The Engdahl catalog location for
the 13th January 1976 earthquake is shown, along with the Harvard CMT solu-
tion. Red and green circles show microearthquakes at >3 km and <3 km depths,
detected by the SIL network in the period 2000–2010. Inset figure shows mi-
croearthquakes recorded along the Krafla rift between 1981 and 1985 (adapted
from Einarsson, 1991). A major NNW-SSE striking normal fault scarp in the
Axarfo¨rdur bay is highlighted by yellow pointers (McMaster et al., 1977).
also McMaster et al., 1977). However, it should be noted that the non-double
couple component could simply reflect a more complicated earthquake source, in-
cluding multiple double-couple, or both dilatational and double-couple sub-events.
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Although the various dike injections of the Krafla rifting crisis may have been
sourced from various magma sources, lateral dike injection has clearly played an
important role in accommodating along-strike opening of the Krafla fissure swarm
(e.g. Einarsson and Brandsdottir, 1980). Therefore, perhaps the most likely sce-
nario which explains both the seismicity, and pattern of surface opening is one in
which a dike propagates from the caldera northward into a region of higher tension
at the northern end of the rift (Buck et al., 2006). Surface faults are activated in
the south as a result of wider opening on a shallower dike. Surface faulting in the
north occurs above a thinner deeper dike because the host rock is weakened due
to the transition from magmatic volatiles to ambient pore fluids feeding the dike
tip cavity (Ziv et al., 2000). In this model, a relatively large and deep packet of
magma would be delivered to the northern end of the Krafla rift, enough to acti-
vate normal faults at this location. Because the normal faults extend to greater
depths in the crust, where they coincide with the dike top, they will have a bigger
area than those closer to the caldera. Combined dike opening and normal slip on
relatively large faults may therefore account for both the shear and dilatational
components in the 1976 earthquake focal mechanism, as well as the epicentral lo-
cation at the northern end of the rift Fig. 2.12. These conclusions are summarized
on a crustal profile along the Krafla rift, shown in Fig. 2.13. It is also worth noting
that Einarsson and Brandsdottir (1980) report a kink in the seismicity associated
with the July 1978 dike injection, which propagated from the Krafla caldera to
N66◦3′ (Fig. 2.4, and thick black arrow in Fig. 2.13). This kink corresponds to
the region of no surface faulting in the central rift at the start of the crisis, and
may highlight a structural complexity at depth. The obliquity of the kink with
respect to the strike of the wider Krafla rift raises the possibility that the January
1976 dike injection may have propagated through a self-generated crack analo-
gous to ‘wing-cracks’ observed to form in the tips of pure mode-II fractures (Ziv
et al., 2000). The generation of such a ‘wing-crack’ could occur at the transition
of magmatic volatiles to ambient pore fluids feeding the dike tip cavity (Fig. 2.13).
2.5.4 Implications for magma migration throughout the
Krafla crust
Although the shallow magma chamber beneath the Krafla caldera appears to have
sourced material for the various dike injections throughout the crisis, de Zeeuw-van
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Figure 2.13: Schematic cross section along the Krafla rift zone summarizing
the general sub-surface movements of magma throughout the 1975–84 rift crisis.
Thick dotted white line shows the Storaviti and Grjothals topographic high;
yellow line shows the Krafla caldera; thin white dotted line shows the coastline.
Red areas show possible magma chambers at depth; pink areas show significant
dike opening during the early stages of the crisis; yellow regions show significant
dike opening in the mid-to-late stages of the crisis; dark gray region shows the
region above the dike, which failed by faulting. Various aspects from the studies
of Buck et al. (2006) and Ziv et al. (2000) relating to dike propagation and
strength of the crust, and which may explain the bi-modal pattern of surface
opening (this study) are summarized alongside the figure, see Section 2.5.2
for details. Green section of the crust indicates the transition from magmatic
volatiles to influx of pore fluids in the dike tip cavity. See Section 2.5.2 for
additional discussion.
Dalfsen et al. (2004) detected a much deeper accumulation of magma using InSAR
observations over the period 1993–99, which may have also contributed to defor-
mation during the crisis. The location of this deep accumulation, ∼15 km north of
the Krafla caldera and at 21 km depth also coincides with the region of maximum
opening during the 1975–84 crisis, as well as two topographic highs (Storaviti and
Grjothals), which make up a broader long-wavelength high across the center of
the rift zone, similar to the Mando Hararo section of the Afar rift. Therefore, it
is possible that the shallow magma chamber beneath the caldera may have been
sourced from a deeper, more centrally located magma chamber (Fig. 2.10a), which
may also have sourced a magma chamber to the north (Fig 2.13). This idea is also
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consistent with geochemical data from the Krafla region (Gronvold, 2006, Maclen-
nan et al., 2008, Nicholson et al., 1991), which shows significant variability in the
depth of magma sources throughout the Krafla rift, particularly within and out-
side the caldera. However, it should be noted that the long-wavelength post-rifting
signal over the Storaviti-Grjothals high may also be explained by visco-elastic re-
laxation models (e.g. de Zeeuw-van Dalfsen et al., 2004, DiCaprio, 2010), which
also account for the co-location of the maximum post-rifting signal with the re-
gion of maximum co-rifting opening. de Zeeuw-van Dalfsen et al. (2004) rule out
the visco-elastic relaxation hypothesis because the expected post-rifting deforma-
tion from Pollitz and Sacks (1996) is only 15% of the total broad deformation
seen in their interferograms. However, DiCaprio (2010) showed that alternative
post-rifting, viscoelastic models can exhibit much larger deformation rates. Nev-
ertheless, a contraction of ∼0.5 m was measured across the Krafla caldera region
between 1965–71 (Wendt et al., 1985), which could also be explained by deflation
of the deep magma source of de Zeeuw-van Dalfsen et al. (2004), with melt mi-
grating to shallower depths prior to the crisis. Similar migration of melt between
6–24th July 2007 from depths of 17.5 km to 13.5 km and at dip angles of 50◦ have
recently been reported near Askja caldera, 80 km south of Krafla (White et al.,
2011).
2.6 Conclusions
Correlation of a declassified KH-9 spy satellite image with a SPOT5 satellite im-
age reveals the regional deformation pattern between 1977–2002 (2.5 m average
opening), while correlation of aerial photos between 1957–1990 provide local mea-
surements of the total extension close to the rift zone (average 4.3 m opening).
These results were obtained using the COSI-Corr software package, which allows
declassified spy satellite and aerial photos to be correlated with subpixel precision.
Development of a new ‘Epipolar Map Projection’ tool within COSI-Corr also allows
displacements to be measured in the epipolar perpendicular plane, which contains
no topographic residuals. Therefore, high resolution optical imagery from differ-
ent sources may now be successfully correlated without an equivalent resolution
DEM. Our results provide new insights into the deformation accommodated at the
northern end of the Krafla rift zone, where earlier geodetic measurements were rel-
atively sparse. Correlation of aerial photos from 1957–1976 reveal the magnitude
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and extent of opening during the early stages of the crisis. This study provides
new constraints on the displacement field resulting from the 1975–1984 Krafla
rifting crisis, NE Iceland. Extension at the surface is accommodated primarily
by normal faults which bound the rift zone, while extension is accommodated at
depth by dike injection. A bi-modal pattern of opening along the rift during this
period could be produced by two different magma sources, located at the north-
ern and southern ends of the rift zone. This is similar to observations from the
Afar rift zone in East Africa, where extensive and precise geodetic measurements
allow the determination of dike opening and fault slip throughout the rift zone.
Alternatively, the bi-modal pattern of opening may also result from a weakening of
the host rock along the northern end of the rift, as magmatic volatiles transition
to ambient pore fluids feeding the dike tip cavity. Variations in the magnitude
of opening along the Krafla rift zone require that either different sections of the
rift zone are subject to dike injection events at different times, or the remain-
ing deformation is accommodated elsewhere in the region, such as the neighboring
Theistareykir and Fremri-Na´mar fissure swarms. Our results are significant as they
provide new information on how past dike injection events accommodate long-term
plate spreading. Furthermore, this study highlights the potential of optical im-
age correlation using inexpensive declassified spy satellite and aerial photography
to measure deformation of the Earth’s surface going back many decades. This
latter point highlights the potential of image correlation for providing important
contributions in other areas of Earth surface observation, and for periods where
InSAR and GPS data are not available, such as glacial studies, landsliding, coastal
erosion, volcano monitoring as well as earthquake studies.
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Foreword - The next chapters we leave aerial imagery on Earth to
move to satellite imagery on Mars. But before that, this chapter is a
short investigation on the sources of bias in the displacement maps that
are commonly found in pushbroom system. A set of active sensors are
studied: SPOT, ASTER, Quickbird, and HiRISE which will be used in
the next 2 chapters. The main sources of distortions are the CCD arrays
geometry calibration residual, and the satellite jitter not recorded by
the on-board devices which can account for few pixels mis-registration
in the most severe cases. This study was presented at the IGARSS
conference (Ayoub et al., 2008).
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3.1 Introduction
Accurate geometrical modeling of optical imaging systems is of prime importance
to finely monitor the Earth’s surface. This is particularly relevant to digital ele-
vation model (DEM) generation, measurement of surface displacement (ice-flow,
landslide, coseismic deformation), and change detection applications. Recent
methodological advances now allow for the co-registration of pushbroom satel-
lite images with 1/50 pixel accuracy, which makes possible the measurement of
ground displacement with accuracy better than 1/10 of the pixel size Leprince
et al. (2007). This methodology was implemented in the Co-registration of Opti-
cally Sensed Images and Correlation (COSI-Corr) (Tectonics-Observatory, 2014)
software package. As a drawback of such measurement accuracy, uncertainties
on the imaging system are exacerbated, and unmodeled distortions may severely
affect applications requiring high accuracy.
Here, we characterize the unmodeled distortions of several optical sensors cur-
rently in use, and we pinpoint the possible consequences for different applications.
Multi-temporal images of the same area and from the same sensor are orthorec-
tified, co-registered and correlated with COSI-Corr according to Leprince et al.
(2007). The procedure applies a rigorous modeling using all available acquisition
data (e.g. camera geometry, spacecraft attitudes, orbits). If the image’s geometries
were correctly modeled, the correlation map should be uniformly zero. However,
tests ran on images from the SPOT, ASTER, Quickbird, and HiRISE satellites, re-
vealed clear artifacts originating from focal plane distortions and from unmodeled
platform attitudes (jitter).
3.2 SPOT 1,2,3 and 4
The SPOT (Satellite Pour l’Observation de la Terre) constellation comprises 5
satellites. The latest satellite, SPOT 5, has its panchromatic optical detector
made of an unique CCD array, whereas the SPOT 1, 2, 3, and 4 detectors are
composed of 4 CCD arrays combined together through an optical divider. The
accurate knowledge of the CCD arrays alignment is essential for a geometrically
correct image reconstruction. In Leprince et al. (2007), the ground deformation
produced by the 1999, Mw 7.1, Hector Mine earthquake was retrieved through
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the correlation of a 10 m SPOT 2 and a 10 m SPOT 4 images bracketing the event.
The standard deviation of the measurements was around 80 cm, and the coseismic
ground deformation could be localized and measured. However, the measurements
were polluted with along-track stripes from CCD misalignments whose amplitudes
were up to 1.6 m.
The calibration of these CCD misalignments was studied in Leprince et al. (2008b)
and applied to the SPOT 4 HRV1 sensor. The ground distortion induced by
each CCD array was measured using subpixel correlation between the SPOT 4
HRV1 image and a SPOT 5 image that was assumed distortion-free. The images
were precisely orthorectified and coregistered before correlation to account for the
images’ acquisition geometries and to remove any stereoscopic effect. Distortions
found in the disparity map were then reprojected in the camera focal plane. CCD
arrays misalignments were reduced by one order of magnitude (Fig. 3.1). As
of now, the refinement of the SPOT 4 HRV1 and SPOT 2 HRV1 CCD arrays
orientation were processed and implemented in the COSI-Corr package.
3.3 ASTER
ASTER (Advanced Spaceborne Thermal Emission and Reflection Radiometer) is
an imaging instrument flying on Terra, a satellite launched in December 1999 as
part of NASA’s Earth Observing System (EOS). The ASTER Visible Near Infrared
(VNIR) device is composed of an unique CCD array for each spectral band. In
a context of tectonic investigation, an ASTER image acquired on May 10, 2000
was correlated with a SPOT 4 image acquired August 17, 1998, with the purpose
of measuring the coseismic ground deformation sustained by the 1999, Mw 7.1,
Hector Mine earthquake. Prior to correlation, the images were orthorectified and
co-registered on a 10 m UTM grid using the methodology described in Leprince
et al. (2007). The SPOT 4 CCD arrays alignments were refined as explained in 3.2.
On the East/West displacement map (Fig. 3.2), the fault discontinuity is readily
identifiable. However, a strong, undulating pattern is corrupting the displacement
map and impairs quantitative measurement of the coseismic displacement. This
pattern has an amplitude of around 6-7 m and a frequency of 1.6 Hz. This artifact
is attributed to the ASTER image only. Indeed, in Leprince et al. (2007), the same
SPOT image was correlated with a non ASTER image, and no similar pattern was
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Figure 3.1: East-West component (eastward positive) of two disparity fields
measured from subpixel correlation of a reference 5-m SPOT 5 image and a 10-m
SPOT 4 image near Hector Mine (California). Top: the camera geometry pro-
vided by SPOT Image Corp. was accounted for. Linear artifacts from SPOT 4
CCD misalignments are identifiable with amplitude greater than 1 m. Bottom:
the disparity field was generated using the same images but the SPOT 4 CCD
arrays misalignments were calibrated according to Leprince et al. (2008b). Cor-
relation analysis were performed on 32×32 pixel windows, sliding with a step
of 8 pixels.
detected. This artifact is a consequence of unrecorded spacecraft jitter during the
ASTER image acquisition.
The Terra on-board attitude recorders have a sensitivity of 1 arcsecond (around
3.4 m on ground for VNIR images) and a sampling rate of 0.97 Hz. The sampling
rate is insufficient to record properly the spacecraft jitter observed on Fig. 3.2. The
displacement generated from the jitter has an amplitude greater than the devices
sensitivity, and should have been detected. The devices are either malfunction-
ing, or, possibly, the undersampled measurements provide an aliased jitter record.
Similar artifacts in amplitude and frequency were also reported in Avouac et al.
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Figure 3.2: Disparity map in the East/West direction between a SPOT 4
and an ASTER images, acquired on May 10, 2000, and on August 17, 1998
over the Hector Mine area, California. Images were orthorectified on a 10 m
resolution UTM projection, and subpixel correlation was performed on 32×32
pixels windows, sliding with a step of 8 pixels. The SPOT 4 image was corrected
for CCD arrays misalignments as explained in 3.2. The goal of this study
was to detect and measure the ground rupture produced during the 1999, Mw
7.1, Hector Mine earthquake. The fault rupture is identifiable but accurate
measurements are difficult due to the oscillating bias induced by the unmodeled
jitter of the ASTER spacecraft during the image acquisition.
(2006), Leprince et al. (2007), and Iwasaki and Fujisada (2003). The latter shows
in addition that DEMs extracted from ASTER imagery are distorted with such
artifacts.
3.4 Quickbird
Launched in 2001, the Quickbird satellite provides images with the highest res-
olution available to the general public. Its panchromatic detector is composed
of six CCD arrays, alternatively placed aft and forth in the focal plane, and ac-
quires images with a ground sampling of 60 cm. In Binet and Bollinger (2005), two
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SPOT 5 - 2.5 m resolution images with similar viewing angles were correlated to
reveal the location and to provide estimates of the surface offsets induced by the
December 26, 2003, Mw 6.6 Bam earthquake in Iran. Building on this study, we
applied a similar technique using Quickbird panchromatic imagery to refine the
SPOT derived measurements. Unfortunately, the large viewing angle difference
between the Quickbird images (14.3◦) produced significant topography residuals
in the correlation maps, that could not be corrected for using the 3-arcsec (90 m)
SRTM DEM. We therefore resampled and co-registered both Quickbird images at
50 cm resolution in an epipolar geometry. Cross-correlation in this geometry leads
to a displacement map with a component that supposedly only depends on the
topography, while the other component is independent of the topography. This is
this last component that we present in Fig. 3.3. We show that the fault rupture can
indeed be recovered but that, unfortunately, residual distortions from the imaging
system corrupt the measurements. A CCD discontinuity artifacts is indeed aligned
with the fault rupture, mixing both signals. Unmodeled jitter produces distortion
of around 5 pixels (2.5 m) which occurs mainly around 1 Hz. We also notice a jitter
of 4.3 Hz of amplitude 0.2 pixel. Finally, we notice seam artifacts between CCD
arrays that are produced during the image stitching process. Indeed, adjacent
CCD arrays do slightly overlap and the necessary merging of overlapping areas
involves a registering step subject to errors.
3.5 HiRISE
Since 2006, the High Resolution Imaging Science Experiment (HiRISE) on board
of the Mars Reconnaissance Orbiter (MRO) images the Mars surface with un-
precedented resolution (around 30 cm) McEwen et al. (2007). The monochromatic
(red wavelength) optical detector is composed of 10 CCD arrays, alternatively
placed aft and forth in the focal plane, and are slightly overlapping to insure a
continuous ground imaging between CCD arrays. Two multi-temporal overlapping
images, acquired over the Victoria crater in the Meridiani Planum, were retrieved
in raw format (EDR) from the HiRISE website and reconstructed in the focal
plane geometry. The reconstruction accounted for the acquisition parameters:
radiometry, camera geometry, spacecraft attitudes and ephemerides (SPICE ker-
nels). Topography was not accounted for, but the identical viewing angles between








































Figure 3.3: Disparity map in the direction orthogonal to the epipolar direction
between two Quicbird images (03SEP30063637-P1BS-000000170456 01 P001
and 04JAN03064311-P1BS-000000170455 01 P001), acquired above the city of
Bam, Iran, on September 30, 2003, and on January 03, 2004. Images were resam-
pled at a 50 cm resolution and subpixel correlation was performed on 128×128
pixels windows, sliding with a step of 64 pixels. This disparity map should not
show any particular pattern, and indeed, no topography signal is detected. The
goal of this study was to detect and to measure the ground rupture produced
during the Mw 6.6 Bam earthquake of December 26, 2003. In this geometry,
the fault rupture is measured to be less than 2 pixels (less than 1 m), but accu-
rate measurements are difficult due to the bias imposed by distortions from the
imaging system such as CCD interconnection discontinuity and jitter artifacts.
In particular, a CCD distortion seem to exactly coincide with the coseismic sig-
nal to be measured. White areas are decorrelation areas, mostly produced by
the collapse of buildings during the earthquake.
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the two images removes stereoscopic effects. The reconstructed images were then
co-registered and correlated.
The along-track disparity map (Fig. 3.4) shows strong geometric distortions in
column and line directions. The undulating pattern (red) reveals spacecraft jitter
that was unmodeled during the images reconstruction. The vertical stripes (blue)
originate, potentially, from two causes. The first cause would be the consequence
of the unmodeled jitter on the staggered CCD arrays. Indeed, unmodeled jitter
introduces a relative shift between images acquired by adjacent, staggered, CCD
arrays. The amplitude of these shift depends on both the jitter characteristics
(frequency and amplitude), and the time delay between adjacent CCD arrays to
image a same ground location. The second cause would be a CCD arrays mis-
alignment with respect to their nominal position. In the latter case, the absolute
CCD array orientation in in the focal plane proposed by Leprince et al. (2008b)
is limited here as no high resolution reference is available. However, a relative
orientation between CCD arrays could be operated.
The amplitude of the jitter distortion is up to 3 pixels (around 1 m), whereas the
amplitude of the CCD arrays induced distortion is around 4-5 pixels (1-1.5 m).
The cross-track disparities map, not displayed here, presents the same artifacts
with about the same amplitude. These artifacts can corrupt applications requir-
ing precise photogrammetry. Indeed, we produced a DEM from HiRISE imagery
using ISIS3 (USGS) and SOCET SET (BAE Systems) softwares and applying the
procedure defined by the HiRISE team. CCD arrays artifacts, similar to the ones
found in Fig. 3.4, were identified on the DEM as seen on Fig. 3.5, and generate an
elevation error of around 1 m. In Kirk et al. (2007), DEM extraction with HiRISE
imagery was confronted to similar CCD arrays and jitter artifact.
3.6 Conclusion
This study reveals that geometrical distortions of current pushbroom satellites are
to be sought among two main causes: the modeling inaccuracy of the CCD sensor
geometry, and the jitter of the instrument’s platform during image acquisition.
These two problems occur on most pushbroom systems, whether they orbit the
Earth or Mars, and whether they deliver low- or high-resolution images. Artifacts
induced in disparity maps hamper change detection applications as well as DEM























































Figure 3.4: Along-track component (up positive) of the disparity field mea-
sured from subpixel correlation of two 25 cm HiRISE images (TRA 000873 1780
and PSP 006847 1780), acquired over the Victoria crater area in Meridiani
Planum. The reconstruction accounted for the images radiometry, camera ge-
ometry, spacecraft attitudes and ephemerides. Topography was not accounted
for, but the identical incidence angles removes any stereoscopic effect. They
were correlated using a window size of 64×64 pixels and a sliding step of 16 pix-
els. The black stripe is due to missing data in the PSP 006847 1780 image, and
the decorrelation area right of the black stripe is caused by large areas covered
with fine material that appear featureless at the correlation window size. As
expected, no topographic effect are noticed, but strong artifacts are found in the
column and line directions. Cross-track artifacts (red profile averaged in line
direction over the red box) reveal unmodeled spacecraft jitter, while along-track
artifacts (blue profile averaged in column direction over the blue box) are pro-
duced by a probable combination of CCD arrays misalignment and unmodeled
jitter on staggered CCD arrays. The CCD arrays’ relative position of the two
images are sketched above and below the disparity field.
Chapter 3. Influence of camera distortions for change detection 81
1 km
Figure 3.5: Shaded DEM generated from HiRISE imagery near Columbia
Hills. Raw images were reconstructed using the USGS ISIS-3 software and
the corresponding SPICE kernels, and DEM generation was operated using the
SOCET-SET software. Although the camera geometry was recently refined,
residual CCD misalignments generate artifacts in the DEM with an amplitude
of around 1 m.
generation. Proper correction and modeling of these distorting causes is becom-
ing an urgent need since these distortions may now be greater than the images
resolution, limiting the potential of high-resolution systems. Solutions to correct
for these distortions are appearing Leprince et al. (2008b), Teshima and Iwasaki
(2008), Bamber et al. (2006), and precisely detecting and characterizing them is
indeed a decisive step to this end.
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Foreword - This study is the first application of COSI-Corr to
extra-terrestrial imagery, targeted at the measurement of aeolian activ-
ity. My contribution focused on redesigning part of COSI-Corr (extra-
terrestrial imager, non-Earth projection system, large size imagery),
estimating the sand flux from the ripple migration measurements, and
comparing it to Earth dune fields. N. Bridges provided the martian
aeolian background and estimation of the erosive potential of the sand
flux and was the main lead of the manuscript writing. This work is
referenced as Bridges et al. (2012a).
82
Chapter 4. Earth-like sand fluxes on Mars 83
4.1 Introduction
Strong and sustained winds on Mars have been considered rare, on the basis of
surface meteorology measurements and global circulation models (Arvidson et al.,
1983, Haberle et al., 2003), raising the question of whether the abundant dunes
and evidence for wind erosion seen on the planet are a current process. Recent
studies (Bridges et al., 2012b, Chojnacki et al., 2011, Hansen et al., 2011, Silvestro
et al., 2010) showed sand activity, but could not determine whether entire dunes
were moving—implying large sand fluxes—or whether more localized and surficial
changes had occurred. Here we present measurements of the migration rate of
sand ripples and dune lee fronts at the Nili Patera dune field. We show that the
dunes are near steady state, with their entire volumes composed of mobile sand.
The dunes have unexpectedly high sand fluxes, similar, for example, to those in
Victoria Valley, Antarctica, implying that rates of landscape modification on Mars
and Earth are similar.
The Martian surface displays abundant bedforms (ripples and dunes) (Malin and
Edgett, 2001), and evidence for wind erosion ranging from centimetre-scale ven-
tifact rock textures (Laity and Bridges, 2009) to kilometre-scale yardangs and
exhumed mantles (Malin and Edgett, 2001). But whether these features are ac-
tively moving has been an open question, as sand-transporting winds have been
considered rare in the low-density atmosphere of Mars (Arvidson et al., 1983,
Haberle et al., 2003). Although many bedforms have been interpreted as static,
relict features (Malin and Edgett, 2001), and dune formation times are predicted
to be five orders of magnitude slower than on Earth (Claudin and Andreotti,
2006), recent high-resolution orbiter (Bridges et al., 2012b, Chojnacki et al., 2011,
Hansen et al., 2011, Silvestro et al., 2010) and rover (Sullivan et al., 2008) images
have provided evidence of sand movement. Whether these observations document
surficial migration, or bedforms in equilibrium (the full volume undergoing move-
ment) — and therefore large sand fluxes capable of actively eroding the surface
— could not be determined using the traditional measurement techniques of the
earlier studies. Resolution of this problem has implications for understanding past
Martian climates, as it has been suggested that significant erosion on Mars may
have required a higher-pressure atmosphere in the past (Armstrong and Leovy,
2005).
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4.2 Measuring bedforms migration and sand flux
Recent advances in optical image correlation (Leprince et al., 2007) have allowed
dune migration rates and associated sand fluxes in terrestrial dune fields to be esti-
mated from satellite data (Vermeesch and Drake, 2008). We took advantage of the
High Resolution Imaging Science Experiment (HiRISE) on the Mars Reconnais-
sance Orbiter, a push-broom imager with pixel sizes of ∼ 25 cm (McEwen et al.,
2010), to track the displacement of sand ripples covering the dunes. We imple-
mented the HiRISE geometry in the “Co-registration of Optically Sensed Images
and Correlation” (COSI-Corr) tool suite, which provides quantitative surface dy-
namics measurements by automatic and precise orthorectification, co-registration,
and sub-pixel correlation of images (Leprince et al., 2007). The resulting data
rival those obtained using remotely sensed images of Earth dunes (Vermeesch and
Drake, 2008).
The high spatial resolution of HiRISE combined with COSI-Corr allows us to
quantify dune ripple migration rates and the derivation of sand flux across the
entire image, a critical measurement that we perform for the first time on a plan-
etary surface. To undertake this investigation,we chose the Nili Patera dune field,
a location containing abundant barchan dunes with morphology typical of dunes
elsewhere on Mars and on Earth, and for which localized ripple migration has been
identified using visual comparison of images acquired at different times (Bridges
et al., 2012b, Silvestro et al., 2010). Four HiRISE images centred on the Nili Pat-
era dune field (8.8◦N, 67.3◦ E) were used: two to quantify changes that occurred in
the time interval (105 Earth days) between their acquisition (subsequently referred
to as images T1 and T2); and another two to construct a stereo-derived Digital
Elevation Model, on which the images were orthorectified and co-registered (im-
ages S1 and S2; Supplementary Table 1). The correlation of T1 and T2 provides
dense measurements of ripple migration (Fig. 4.1a). We find that ripple migration
occurs across the entire dune field, and increases with elevation along the stoss
slopes. Measurable ripple motion is up to 4.5 m, confirming high sand activity. As
dunes become more sheltered towards the southwest, ripple displacement generally
decreases, consistent with active, northeasterly winds. The azimuthal distribution
of displacement vectors (Fig. 4.1a, inset) is consistent with the southwesterly trend
inferred from the orientation of the dune slip faces and barchan horns.




































































Figure 4.1: Ripple migration, dune migration and dune elevation.
a, Ripple displacements in the Nili Patera dune field derived from correlat-
ing HiRISE images PSP 004339 1890 (30 June 2007) and PSP 005684 1890
(13 October 2007). Green and blue numbered lines show where profiles of
ripple displacement were retrieved. Red lines with letters show where dune
lee-front displacements were measured between images PSP 004339 1890 and
ESP 017762 1890 (11 May 2010). Inset rose diagram shows distribution of rip-
ple migration azimuth. b, Dune migration rate derived from the ripple mi-
gration rates and dune elevation. c, Dune elevation relative to bedrock base.
Elevation and height maps are based on stereo images ESP 017762 1890 and
ESP 018039 1890 (2 June 2010). See Supplementary Information for details of
how dune height was estimated.
Ripple displacement (dr) increases linearly with elevation on a given dune (hD)
(Fig. 4.2). The fastest ripples, those with the steepest slopes in Figure 4.2, moved
so far that the correlation breaks down once the displacement exceeds a distance
approximately equal to the ripple wavelength (4.6 ± 0.09 m; see Supplementary
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Information). This linear relationship is consistent with the behaviour of steady-
state migrating dunes in which mass is conserved while shape and volume are
maintained (Ould Ahmedou et al., 2007), and wind shear stress increases with dune













































































Figure 4.2: Linear correlation between ripple migration and dune
height. Upper left frame: ripple displacement versus local dune elevation for
profiles on upwind (blue) and downwind (green) dunes. Profile locations are
shown in Figure 4.1a. (“Upwind” dunes are in the northeast part of the field,
unsheltered from prevailing northeasterly winds; “downwind” dunes are in the
southwest part of the field, partially sheltered by the dunes to the northeast.)
Solid lines are best-fitting linear functions, shifted to go through the origin to fa-
cilitate slope comparisons. Dashed lines are extrapolations out to the dune crest
for cases where displacements could not be estimated, owing to decorrelation
of the ripple patterns. Black lines are isopleths of dune migration rates. The
individual profiles and measured ripple displacements are shown in the other
frames.
We also measured dune migration from the advancement of lee fronts between
T2 and S1 (941 days), taking advantage of the accurate registration of the two
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images obtained with COSI-Corr. Fronts showed measurable advancement, but
were negligible between T1 and T2 (105 days) except for a few isolated cases
where avalanches occurred (Bridges et al., 2012b, Silvestro et al., 2010). These
measurements were performed only where the lee advance was clear, and therefore
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Figure 4.3: Dune migration rates. Normalized histogram (black) of dune
migration rates over the 105-day T1–T2 time interval, derived from all mea-
surements of Figure 4.1b where dune height (elevation above the bedrock base)
exceeds 0.5 m. (All time intervals and rates in this paper refer to Earth days
and years.) The right-side tail is mostly attributable to rates measured on the
dunes’ upwind and lateral edges, where the measured rates are probably erro-
neously large because the ripples there are not fully developed to the equilibrium
height that is assumed in the calculations. (See Supplementary Information.)
These large values appear as rims around the dunes in Figure 4.1b. The blue
and green probability density functions show, respectively, the migration rates
inferred for individual upwind and downwind dunes (Fig. 4.2). (See inset tables
and Supplementary Table 2 for all migration rates and uncertainties.) The mean
heights of the upwind and downwind dunes are 27 and 22 m, respectively. The
red probability density function shows migration rates derived from lee-front
advance over the 941-day T2–S1 interval. The location of these lee fronts is
shown in Figure 4.1a (except for measurement e, which is located outside the
area shown in the figure). Black arrows between the inset tables link dune mi-
gration rates obtained on the same dune from lee-front tracking (thus resulting
from reptation and saltation) and from ripple migration (resulting from rep-
tation only). Assumptions about ripple geometry result in uncertainty in the
mean height of the ripples (see Supplementary Information), which propagates
to a 20% uncertainty in dune migration rate.
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Our measurements of ripples and dune migration are related, as they both reflect
sand transport, and can be used to estimate sand flux. Sand transport results from
saltation and reptation (Anderson, 1987, Andreotti, 2004). Saltation is the hop-
ping motion of grains over long trajectories which, when they collide with a sand
bed, results in a splash of shorter reptation trajectories. Reptation causes ripple
migration,whereas both processes contribute to dune advancement. The reptation
sand flux is estimated by multiplying the ripples’ migration rate by their average
height, hr, estimated to be 20 ± 6 cm (Supplementary Information). Assuming
the reptation sand flux equals that of the whole dune, the dune migration rate is
drhr/(hDt) (Supplementary Information),where t is the time interval (105 days).
The histogram of dune migration rates over the whole study area peaks at an
average value of ∼ 0.1 m/yr (Earth year) (Fig. 4.3). This distribution is consistent
with the dune speeds derived from linear fits to the selected ripple profiles of Fig-
ure 4.2, which range from 0.03± 0.01 to 0.27± 0.08 m/yr (Fig. 4.3). The relative
uncertainty in dune migration rate derived from these measurements is estimated
to be less than 20% (Fig. 4.3, inset table); however, this is a minimum estimate
because the saltation sand flux contribution is not yet considered. Extrapolating
the dune migration rates derived from lee-front advancement to a year shows that
the lee-derived rates are approximately five times larger than the ripple-derived
rates (Fig. 4.3). The higher values reflect the contribution of the saltation sand
flux, which is not considered in the ripple-derived rates.
4.3 Earth - Mars sand flux comparison
Comparison with terrestrial dunes (Fig. 4.4), shows that the Nili migration rates
are about 1–2 orders of magnitude slower than for dunes of comparable height on
Earth. Multiplying the dune migration rates by their maximum heights (hDmax)
gives sand fluxes at the dune crests: Q0 = dDhDmax/t where dD is the dune dis-
placement (Vermeesch and Drake, 2008). Mean fluxes for reptation and reptation
plus saltation are 1.4 and 6.9m3m−1 yr−1, respectively (Fig. 4.4). This is compa-
rable to sand fluxes for dunes in Victoria Valley, Antarctica (Bourke et al., 2009).
Terrestrial studies show that bulk and interdune sand fluxes are about one-third of
the crest flux (Ould Ahmedou et al., 2007), so that typical fluxes in Nili should be
∼ 2.3m3m−1 yr−1. The Nili dunes have ∼ 1, 000 times the volume of those in Vic-
toria Valley, yet similar sand fluxes, indicating that the characteristic timescales
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of formation are ∼ 1, 000 times longer, showing that dunes on Mars evolve much
more slowly than their counterparts on Earth. The timescale associated with the
formation and evolution of the Nili Patera dune field, estimated by dividing the
dunes’ volume by the average sand flux times the length scale of the dune field, is
∼ 9, 800 yr. Similarly, turnover times needed for dunes to migrate over a distance
equal to their length are very short,ranging from ∼ 170 yr for the fastest dune

































Nili Patera - ripple, upwind
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Nili Patera - lee front
Figure 4.4: Comparison of dune migration rates and sand flux on
Mars and Earth. Dune migration rates versus dune height for a number of
sites on Earth (with reference numbers in parentheses); the 14 dunes selected in
Figure 4.2; and dunes for which the lee-front advance was measured (locations
in Fig. 4.1a). Black diagonal lines are isopleths of sand flux. Red and blue/green
diagonal lines are mean sand fluxes derived from the lee-front advance and ripple
migration measurements, respectively. Vertical error bars show 1σ (1 standard
deviation) confidence intervals for the dune migration rates. The mean sand flux
derived from the lee-front advance is 6.9 ± 0.52 (1σ) m3/m/yr, and the mean
sand flux derived from the ripple migration measurements is 1.4±0.08m3/m/yr.
(See Supplementary Table 2 for individual measurements.) The factor of five
between the two fluxes suggests that the saltation flux is about four times the
reptation flux.
The observed correlation between ripple and dune displacement implies that the
entire volume of the dunes is composed of mobile sand. The alternative, a mobile
rippled skin over an indurated sand core, cannot be maintained for long time
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periods and is therefore improbable.The measured ripple reptation flux implies a
rapid erosion rate of ∼ 0.01 m/yr (mean dune speed of 0.1 m/yr, multiplied by the
tangent of the average stoss slope (6◦)). In the absence of a net influx from saltation
to compensate for this erosion, the dunes would erode very rapidly. Because
saltation drives reptation, the two processes scale (Anderson, 1987, Andreotti,
2004), so that saltation flux should increase up the stoss slope in proportion to
the reptation flux. This implies dune erosion as great as 0.05 m/yr. Such a rapid
rate would quickly erode any mobile sand layer and expose the indurated core,
effectively shutting off subsequent ripple migration. In this picture, the Nili ripple
migration rates and patterns would represent a very short time window (maximum
duration of the order of the turnover time — a few hundred to a few thousand
years) following the formation of an immobile dune core. Finding the dunes in
this rare state seems very improbable. More likely is that erosion of the stoss slope
is compensated by deposition on the lee front, resulting in whole dune migration
and complete recycling of the entire dune volume.
4.4 Some interpretations. . .
These results demonstrate that conditions in Nili Patera, and probably over much
of Mars, are sufficient to move large dunes and transport fluxes of sand equiva-
lent to those on Earth. This is in contrast to predictions from the Ames General
Circulation Model (GCM) (Haberle et al., 2003) that threshold wind speeds suf-
ficient to move sand at Nili Patera should not occur. The spatial resolution of
GCMs is insufficient to resolve boundary-layer turbulence that may cause gusts
above threshold (Fenton and Michaels, 2010). Even mesoscale simulations need
a spatial resolution of kilometres to a few hundred metres to properly model the
atmospheric turbulence that accounts for topography and thermal contrasts at
the scales of individual dunes (Fenton et al., 2005, Spiga and Forget, 2009). The
work exemplified in this study can be applied to other regions of Mars, thereby
providing ground calibrations for GCMs and mesoscale models, and descriptions
of small-scale atmospheric turbulence.
The occurrence of such large sand fluxes, despite the limited winds in Mars’ low-
density atmosphere (Arvidson et al., 1983, Haberle et al., 2003), is probably related
to fundamental differences in how sand is mobilized by the wind on Mars com-
pared to Earth. Although saltation due to aerodynamic shear at fluid threshold
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is required to initiate grain motion, once started, the sand ejection resulting from
grain impact is the major contributor to the particle flux. On Earth, this results
in the wind speed required to maintain saltation being about 80% that required
for initiation (Bagnold, RA, 1954). But because of the higher and longer saltation
trajectories on Mars, grains are accelerated to a greater fraction of the wind speed
than on Earth,resulting in impact threshold speeds that are only about 10% of the
fluid threshold, equivalent in magnitude to that on Earth (Kok, 2010). Thus, once
saltation is initiated by low-frequency gusts, moderate wind speeds can maintain
significant fluxes of sand.
4.5 Erosion potential
To assess the derived sand fluxes in regard to landscape modification, we con-
sider the abrasion susceptibility, Sa, defined as the mass of sand required to
erode a unit mass of rock. For basalt grains striking basaltic rocks at the im-
pact threshold for Mars, Sa = 2× 10−6 (Greeley et al., 1982). The average flux of
2.3m3m−1 yr−1 implies that for the saltation trajectories of 0.1 − 0.5m that are
likely on Mars (Kok, 2010), the abrasion rate would be ∼ 1–10µmyr−1 on flat
ground, and ∼ 10–50µmyr−1 for a vertical rock face (see Supplementary Infor-
mation), spanning field measurements of basalt abrasion rates in Victoria Valley
of ∼ 30–50µmyr−1 (Malin, 1986).
4.6 Conclusion
One view of Mars has been that conditions since the end of the Hesperian period
(1.8− 3.5Gyr ago) have been fairly static, with very low erosion rates (Golombek
et al., 2006). This study shows that this is not the case at Nili Patera, and
probably not at other areas of Mars where there are significant gusts of sand and
wind. This may explain why vast areas of the Martian surface show evidence of
erosion and removal, including of mantle materials for which the processes and
agents of exhumation have been a mystery (Malin and Edgett, 2001), yet also
contain fields of large dunes that migrate at relatively slow rates. Over long time
periods, it may be that much or all of Mars has been subjected to large sand
fluxes, with associated erosional modification of the landscape. The techniques
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reported here can be applied to many dunes and other slowly changing features
on Mars and Earth, allowing sand flux and landscape modification to be assessed
in a variety of terrains, latitudes, seasons and climates.
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Foreword - The results obtained in chapter 4 incited the HiRISE
PI to scheduled a time-series acquistions over Nili Patera covering one
Mars year. This new dataset allowed us to carry the study presented in
this chapter in collaboration with Ashima Research. My contribution
was centered on the seasonal flux measurement from the image time-
series and the shear stress threshold estimation from the wind simula-
tion. C. Newman and M. Richardson provided the simulated sand flux
from a GCM. In addition to Nili Patera dune field, some other dune
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fields have been since the target for monitoring with COSI-Corr. This
work is referenced as Ayoub et al. (2014).
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5.1 Introduction
Coupling between surface winds and saltation is a fundamental factor governing
geological activity and climate on Mars. Saltation of sand is crucial for both erosion
of the surface and dust lifting into the atmosphere. Wind tunnel experiments along
with measurements from surface meteorology stations and modeling of wind speeds
suggest that winds should only rarely move sand on Mars. However, evidence for
currently active dune migration has recently accumulated. Crucially, the frequency
of sand-moving events and the implied threshold wind stresses for saltation have
remained unknown. Here, we present detailed measurements over Nili Patera
dune field based on HiRISE images, demonstrating that sand motion occurs daily
throughout much of the year and that the resulting sand flux is strongly seasonal.
Analysis of the seasonal sand flux variation suggests an effective threshold for
sand motion for application to large scale model wind fields (1-100 km scale) of
τ = 0.01± 0.0015N/m2.
a b c
d
Figure 5.1: Geographic setting and illustration of study area. (a),
Location of the Nili Patera dune field (8◦N , 67◦W ) and surrounding topography
(Elevation color scale −4000m (blue) to 4000m (red), scale bar 400 km). The
arrow points to the Nili Patera caldera that contains the Nili Patera dune field.
Notice the large Isidis basin to the east (blue), and smooth topography between
the basin rims and Nili Patera. (b), CTX image of the Nili Patera dune front
(scale bar 2 km). The white square indicates the location of panel c. (c),
HiRISE (ESP 018039 1890) close up view of a Nili Patera dune with vector field
overlay of the ripple migration measured between two time-adjacent HiRISE
images (arrow scale 50 cm, scale bar 50m). (d), Close-up view (black rectangle
in (c)) of sand ripples.
Mars’ current landscape and stratigraphic observations attest to the importance of
aeolian processes in shaping the planet and building its sedimentary cover (Gree-
ley, R and Iversen, JD, 1985, Grotzinger et al., 2005). Aeolian processes are known
to dominate the current Martian climate through the modulation of atmospheric
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thermal forcing by suspended dust (Haberle et al., 1982, Moriyama, 1976, Straus-
berg et al., 2005, Wilson and Hamilton, 1996). However, the intensity of wind
activity has been judged to be significantly lower than on Earth, such that re-
cent evidence for currently active dune migration (Bridges et al., 2012b, Hansen
et al., 2011, Silvestro et al., 2010) and measurements of Martian sand-fluxes com-
parable to terrestrial values (Bridges et al., 2012a) came as a surprise. Prevailing
expectations based on wind tunnel experiments, theory for initiation of saltation,
atmospheric modeling, and limited in situ wind measurements suggested that sand-
moving winds should be very rare (Arvidson et al., 1983, Chojnacki et al., 2011,
Haberle et al., 2003, Moore, 1985, Pollack et al., 1976, Sullivan et al., 2000). The
apparent contradiction between rare implied saltation and reasonably common
dust lifting (Newman et al., 2002, Szwast et al., 2006) remains unresolved but
has variously been ascribed to the uncertainties in interparticle cohesion, the role
of electrostatics, the role of gustiness, and the vertical wind shear and suction in
dust devils (Kok and Renno, 2009, Newman et al., 2002). Indeed, a major dust
storm occurred during the time period between the acquisitions of the two images
analyzed in the Nili Patera HiRISE study (McCleese et al., 2010) allowing the
possibility that anomalously high storm winds accounted for a significant fraction
of the measured sand flux.
Quantitative interpretation of aeolian features and realistic dynamical modeling
of the Martian dust cycle are impeded by the difficulty of transferring to Mars the
semi-empirical laws of sand transport established for Earth and estimating the
time-integrated effect of high speed winds based on dynamical simulations. An
extra uncertainty for dust emission is the question of whether saltation of sand
is the dominant mechanism for dust lifting. Saltation appears to be required,
given that sand-sized particles (∼ 100µm) are significantly easier to mobilize
than dust (∼ 1µm) under most reasonable assumptions regarding the interpar-
ticle cohesion of dust (particles larger than 100µm are also progressively harder
to mobilize) (Greeley, R and Iversen, JD, 1985, Kok, 2010). The key parameter
for sand motion is the effective stress threshold for saltation (Kok et al., 2012).
When applied to wind stress output from an atmospheric model, the threshold de-
termines the fraction of the year over which sand transport is active, the seasonal
variation of sand fluxes and hence the annual erosive potential, and the seasonal
evolution and magnitude of saltation-induced dust lifting. The latter factor yields
a feedback loop in the Martian climate system as the mass of dust lofted modi-
fies the atmospheric and surface thermal forcing (due to absorption/emission and
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shading, respectively), which in turn significantly modifies the strength of sur-
face wind stresses. The identification of a stress threshold appropriate for use in
mesoscale and general circulation models, which have computational grid scales
of order 1 to 100 km (O[1-100 km]), is thus a crucial factor in simulating and thus
better understanding the “steady-state” Martian dust cycle and the initiation and
evolution of dust storms. The lack of viable constraints on the stress threshold
in O[1-100 km] scale models creates a vast area of plausible domain space within
which the dust cycle might be operating (Basu and Richardson, 2004, Kahre and
Haberle, 2010), much of which ultimately will not be relevant to Mars.
We estimate an effective threshold from satellite-based observation of sand activ-
ity over an area of about 40 km2. Sustained sand flux is observed throughout a
Mars year, with strong seasonal variability. Wind simulations applied to a set
of sand transport laws provide a predicted sand flux, which is compared to the
measured sand flux. We determine the effective shear stress threshold that allows
the predicted sand flux to best reproduce the measured sand flux variations. The
threshold, estimated at around τ = 0.01 ± 0.0015N/m2, is an effective threshold
relevant for mesoscale and general circulation modeling in the O[1-100 km] scale
range for which the turbulent characteristic of the wind is not resolved (though
in such models the amount of turbulence, and its impact on surface exchange of
momentum and mixing within the boundary layer, are typically parametrized in
some manner).
5.2 Results
5.2.1 Seasonal sand flux measurement
In this study, we examine a time-series of HiRISE images (McEwen et al., 2010)
of the Nili Patera dune field (8.8◦N , 67.3◦E) over the course of a Mars year to
determine the seasonal distribution of sand transport. The barchanoid dune field
sits in Nili Patera, a 55 km diameter, ∼ 2 km deep caldera at the top of Syrtis
Major, a 1000 × 1500 km wide shield volcano lying a maximum of ∼ 6 km above
the neighboring Isidis Planitia basin (Isidis) to the east. The dune field covers an
area of approximately 200 km2 and is located 500 km west of Isidis (Fig 1). The
HiRISE imager aboard the Mars Reconnaissance Orbiter acquired a time-series of
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nine optical images (see Supplementary Tab. 1) at 25 cm pixel scale during Mars
Year (MY) 30 (2010-2011), which cover an area of ∼ 43 km2 at the eastern (up-
wind) edge of the dune field. The resolution of the imagery allows observation of
ripples that cover the dune surfaces. The sand ripple migration is measured with a
precision of a few centimeters from the precise registration and cross-correlation of
pairs of successive images using the Co-registration of Optically Sensed Images and
Correlation (COSI-Corr) methodology (Leprince et al., 2007). For each pair of im-
ages, a “difference” image is constructed that represents the magnitude of ripple
migration during the analyzed time interval. We apply a principal component-
based analysis which takes into account the uncertainties assigned to each local
measurement, and which produces a time-series of ripple migration images with
non-correlated noise filtered out (see Methods). We estimate the average sand flux
over each time interval based on ripple migration (Moriyama, 1976). The total
sand flux, q, scales with the ripple migration sand flux, qr, as q ∼ q1.2r (Andreotti,
2004). Our results show a sustained sand flux throughout the year with a strong
seasonal variation: during the southern summer period, which includes perihelion
(time of closest approach to the Sun), the flux is about three times larger than
during the northern summer (Fig. 2). The sand flux measured over a 3 month
period in the northern winter of MY28 (2007) (Bridges et al., 2012a) is compa-
rable, though about 30% lower, to the winter values obtained for MY30 in this
study. We measure only the space- and time-averaged values within each period
separating each data acquisition, although a glimpse of the stochasticity of sand-
moving winds can be inferred, as follows. All the analyzed pairs show evidence
of significant ripple migration, even two pairs of images taken only 17 or 16 days
apart (corresponding to the periods with planetocentric solar longitude (Ls) =
322 − 332◦ and Ls 332 − 340◦, respectively). Over these two consecutive periods
the average flux is different by a factor of two, suggesting that while sand-moving
wind events were probably numerous during both of these short time periods, the
variability in frequency, duration, and/or strength of these winds must have been
large. However, the south-westward direction of the flux, indicated by the migra-
tion direction of the sand ripples, is stable over the year (see Supplementary Tab.
1), indicating a fairly constant direction of sand-moving winds.
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Figure 5.2: Mean sand flux over Nili Patera as a function of solar
longitude. The sand flux is derived from measuring ripples migration from
the correlation of HiRISE images in MY30 (2010-2011) using COSI-Corr (see
Methods). We estimate a mean sand flux for each period separating the dates of
acquisition of two successive images (acquisition date is given in solar longitude
(Ls) along the x-axis). 1-σ errors of the flux due mainly to acquisition geometric
artifact are displayed in dark orange. The sustained sand flux throughout the
year, and the significant values obtained over periods of only 16-17 days, suggest
that sand-moving winds probably occur daily. The flux is about three times
larger in northern winter than in northern summer. The dashed histogram
represents the mean sand flux, averaged over the same area, measured in MY28
(2007) (Bridges et al., 2012b). The flux in MY28 is smaller than in MY30,
probably due to the effect of the large global dust storm which occurred this
year between the two acquisition times. The increased atmosphere opacity
would have reduced the effect of Isidis basin on slope flow, resulting in weaker
diurnal winds at Nili Patera.
5.2.2 Climate situation at Nili Patera
Atmospheric models on various scales show that the circulation at Nili Patera is
dominated by a combination of the tropical-mean overturning (“Hadley”) circula-
tion, thermal tides, and slope flows associated with the dichotomy boundary and
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the Isidis basin (Fenton and Richardson, 2001, Greeley et al., 1993, Rafkin et al.,
2004, Toigo et al., 2012). Nili Patera is located roughly 9◦ North of the equa-
tor within the seasonally-reversing Hadley circulation. During northern summer,
the intertropical convergence zone (the location of mean upwelling in the Hadley
circulation) is displaced northward of Nili Patera. The cross-equatorial surface
expression of this cell (the “monsoonal” circulation) curves due to planetary ro-
tation yielding mean north-eastward winds at the latitude of Nili Patera. This
flow reverses in southern summer, generating south-westward winds. A significant
thermal tide (Wilson and Hamilton, 1996) is superposed on the monsoonal flow,
yielding major daily variations of wind speed and direction, with the latter rotat-
ing over a full cycle during the day. Finally, the daily solar heating of the surface in
the presence of the dichotomy boundary and the Isidis impact basin yields strong
daytime winds that blow up the rim of the basin and then flow radially outward for
hundreds of kilometers, contributing west-south-westward winds to the circulation
at Nili Patera (Fig. 1). By contrast, nighttime flow down the Isidis rim does not
significantly influence Nili Patera flows.
We observe that ripple migration occurs throughout the year, and remarkably
keeps a south-westward direction, suggesting that sand-moving winds are most
likely dominated by the daily flows running outward over the southern highlands
from the Isidis basin rim. The peak speed of these winds varies over the year due
to the variation of solar heating of the surface with season that is produced for
Mars’s current orbital configuration (specifically its obliquity and eccentricity). In
southern summer the background winds of the Hadley circulation also blow toward
the south-west, reinforcing the Isidis basin topographic forcing. The lower sand
flux in MY28 compared to MY30 at the same time of year (Fig. 2) additionally
suggests that the global dust storm of MY28 may have inhibited sand transport.
Observations from the Martian surface during the 1977a and b dust storms show
that increased atmospheric opacity during storms reduces the solar heating of the
surface. The MY28 storm is thus likely to have damped buoyancy slope winds at
Isidis in that year.
5.2.3 Wind shear stress threshold constrain
We use the observed seasonal evolution of the sand flux to estimate an effective
wind stress threshold. To do so, we simulate the seasonal evolution of sand flux
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using a numerical atmospheric model, and adjust the stress threshold used in the
sand flux equation such that the predicted seasonal flux variation matches the
observed one. The physical validity of the model wind fields are tested to some
degree via the demand that — for some choice of threshold — they fit the evolution
of the sand flux throughout the year.
Our numerical modeling of the wind field uses the MarsWRF (Richardson et al.,
2007, Toigo et al., 2012) system, a multiscale, nonhydrostatic Mars atmospheric
model based on the NCAR Weather Research and Forecast (WRF) system (Ska-
marock and Klemp, 2008). The model was sampled in seasonal windows over the
annual cycle, with near-surface winds, densities, and wind stresses output every
Martian minute (1/1440th of a Martian day or sol; see also Methods) on a grid
spacing scale of 120 km (O[120 km]). We also run a mesoscale model on a scale
of O[1.5 km], not continuously through the year because of the massive comput-
ing time that would involve, but for periods of ∼ 5 − 10 continuous days, every
30◦ Ls. We find that the two models yield similar output (see Supplementary Fig.
1), which suggests that the winds captured by the O[120 km] simulation dominate
even in the presence of more local flows. We therefore infer that — whereas the
seasonal variation of sand flux predicted by the model is very sensitive to the choice
of wind stress threshold — the stress threshold for scales O[1-100 km] should be
consistent with the one defined from the O[120 km] scale; we assume so for the
rest of the study.
A variety of sand transport laws have been proposed which relate the sand flux
to the wind stress, τ , in excess of some threshold wind stress, τs, which is the
minimal threshold shear stress required to sustain transport, once initiated. Most
agree that sand flux scales between the square and the cube of the frictional
velocity (u∗ =
√
τ/ρ). To investigate the sensitivity of our analysis to the chosen
law, we predict the sand flux, q, using six different equations (see Methods).
Figure 3 shows the seasonal evolution of sand flux predicted at O[120 km] for the 6
sand flux formulations, and for 5 of the 25 values of the stress threshold examined
in this study. The most noticeable aspects of these results are the similarity of
the predicted sediment fluxes between the four transport laws tested, and that a
strong seasonal variation is predicted in all cases. However, the observed ratio of
the summer to winter sand flux is globally reproduced in the predictions for only
a limited range of threshold stresses. If the threshold is larger than 0.015N/m2,
the predicted summer flux drops to nearly zero and the predicted ratio of winter
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to summer sand flux is significantly too large. Conversely, if the stress threshold
is smaller than 0.05N/m2, the predicted ratio of winter to summer sand flux is
too small, less than half the ratio observed. The correlation is generally good,
with the exception of the two shortest periods (Ls 322− 355◦ and Ls 355− 105◦),
possibly due to uncertainties in the measurements or to the stochastic nature of
the sand-moving winds as discussed above. The shear stress threshold for sand
motion is thus estimated to be for simulation at a grid scale of O[1-100 km] (Fig.4).
5.3 Discussions
We note that the effective threshold value is in between the impact thresholds
determined from simulations, 0.003N/m2 (Kok, 2010) and 0.02N/m2 (Almeida
et al., 2008), and much below the fluid threshold estimated at about 0.008N/m2
(Iversen and White, 1982). However, the significance of this similarity is unclear
as the impact thresholds are defined from high resolution turbulence resolving
models, whereas the effective threshold in this study is defined from non-resolving
turbulence large scale simulations. The value of stress threshold inferred should
be interpreted as the effective threshold, that is a unique threshold for initiation
and sustenance of sand flux, for the instantaneous mean wind over scales from
kilometers to a few degrees. This threshold is much lower than would be expected
for turbulence-resolving models, wind tunnel experiments, or lander-based local in
situ observations (Greeley, R and Iversen, JD, 1985, McCleese et al., 2010). Large
scale models do not resolve boundary layer turbulence (on scales O[1-1000 m]) and
hence do not simulate gust distributions superposed upon the area-mean winds.
However, the estimation of the area average of the unresolved eddy wind stresses
(the coherent net effect of “gustiness”) is a critical component of the surface layer
parameterization included within global and mesoscale models, as realistic surface
sources and sinks of angular momentum are needed to generate the observed large-
scale circulation. Since turbulent gusts represent a distribution about the mean
wind speed, there is a monotonic relationship between the area mean wind stress
threshold and the local instantaneous value. Further, the consistency over the Nili
dune field over an area O[100 km2] and the barchanoid nature of the dunes suggest
that the dunes form under strong mean winds and that the dune field is not domi-
nated by the structure of the O[1-1000 m] wind field. As such, the stress threshold
estimated from the Nili observations is inherently the O[1-100 km] threshold that
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would result in a distribution of wind stresses such that some fraction of this dis-
tribution is above the local stress threshold for grain motion. This study does not
address the nature of the mapping from O[1-100 km] scales to the local scale (O[1-
1000 m]), and it should be noted that this mapping may vary spatially with factors
such as the interparticle cohesion, grain size or surface roughness. However, the
estimation of the O[1-100 km] threshold stresses estimated here is relevant to esti-




All images were provided by the USGS in a radiometrically calibrated format
(“balance cube”). Each image came in the form of 10 stripes corresponding to each
of the CCD array in the broadband “red” channel. The stripes were processed
using the USGS recommended procedure with ISIS. The process stitches back the
CCD stripes while accounting for any geometric distortions in order to provide
a reconstructed, distortion-free, full image. Camera and orbital geometries were
extracted from the SPICE kernels and imported into COSI-Corr along with the
images. In addition to the nine images, a stereoscopic pair was acquired at the
beginning of the time series to extract a 1m post-spacing Digital Elevation Model
(DEM) of the dune field. The second image of the stereoscopic pair is the first
image of the time series. The topography was extracted using BAE SOCET SET R©
software. Using COSI-Corr, all the images were registered to the first image of the
time series, which warrants a perfect registration of the first image to the DEM by
construction. Approximately 25 tie-points were selected between the first image
and each image of the time series. The tie-points were the same for all images,
except where footprint differences prevented it, in which case the tie points were
relocated inside the overlap of the two images. All the tie-points were located on
the bedrock, away from the dunes. The tie-points accuracy was optimized with
COSI-Corr using a 256 × 256 pixels window size. The average misregistration at
the tie-point locations of the resulting registered pair of images are on the order
of few millimeters, with a standard deviation of around 25 cm (see Supplementary
Tab. 1). Most of the registration residual comes from unrecorded jitter of MRO
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during image acquisition, and residual in the CCD arrays relative orientations.
Images were then orthorectified with COSI-Corr on the same 25 cm resolution
grid, using the optimized set of tie-points, the DEM, and the ancillary data. Pairs
of time-adjacent images were correlated with COSI-Corr using a sliding window
of 70× 70 pixels (17.5× 17.5 m) and a step of 16 pixels (4 m).
5.4.2 Bias in ripple migration maps due to DEM error
DEM extraction using a stereoscopic pair of images relies on feature tracking and
measurement of feature shift due to the parallax. An underlying assumption to
reconstruct a DEM is the stability of the scene between the images’ acquisitions.
Indeed, to recover an accurate topography model, parallax is ideally due to to-
pography only, and not to the topography augmented with a physical shift of the
terrain. In this study, the DEM extraction on dunes tracks the ripples features to
estimate the dune height. Ripples migration between the acquisitions, if any, will
therefore bias the overall dune height. To estimate the bias on the ultimate ripple
migration maps due to a potentially biased DEM, we estimated the error in eleva-
tion assuming a ripple migration based on the first measurement map. Using this
estimated DEM error, we estimated its contribution on all the migration maps by
taking into account the stereoscopic angle between each image pairs of the time se-
ries. Ripple migration linearly scales with the elevation of the dune(Bridges et al.,
2012a), such that the error in elevation will linearly scale with the dune elevation.
We estimate the maximum, average, and standard deviation of the dune elevation
error to be respectively 77, 26, and 14 cm. The DEM error contribution to the
subsequent ripple migration maps is listed in C.1, but overall the error is small,
about few centimeters, with a maximum of around 20 cm in the worst case (pair
21652–22364 with a stereoscopic angle of 17◦.
5.4.3 Bias in ripple migration maps due to the use of a
unique DEM
The DEM was generated at the beginning of the time series. The first image is
actually part of the stereo pair that was used to extract the topography. The
last image of the time series was acquired 700 days after. In the meantime, dunes
migrate, such that using a unique DEM may cause a misalignment of dunes with
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the images. In Bridges et al. (2012a), dune migration speed was estimated to
around 1 m/yr for the fastest dunes. According to the DEM, the slopes of the
dunes’ stoss slopes in the “axial” direction are 4–8◦. Assuming a dune displacement
of 2 m (in 700 days) and a static morphology and height over this time scale, an
error of around 28 cm in elevation would be introduced, which would contribute to
a maximum of around 8 cm in ripple migration estimation in the worst case (pair
21652–22364 with a stereoscopic angle of 17◦).
Overall, geometric errors due to 1) stability of the ripple between the stereopair
acquisition, and 2) stability of the dunes during the time-series timespan, can be
neglected in view of the measured ripple displacements (∼meters).
5.4.4 Jitter and CCD induced mis-registration
Unrecorded spacecraft jitter during image acquisition causes distortions in the
imagery that are not corrected during the orthorectification. These geometric
distortions are recovered in the subsequent correlation maps as erroneous “dis-
placements”. As seen in Figures C.2 and C.3, geometric distortions (most visible
on the bedrock area) can be observed in the cross and along-track directions. The
cross-track undulations are a direct effect of the jitter and the along-track stripes
are caused by the effect of the jitter on the staggered CCD arrays. Collectively,
these jitter and CCD artifact (jitter/CCD artifacts) account for up to 1–2 pixels
(25–50 cm), and are the largest source of error in the ripple migration estimation.
This source of error is accounted for in the weighted linear regression between
predicted and measured fluxes (See Methods 5.4.9).
5.4.5 Principal Component Analysis
A principal component analysis (PCA) was applied to the time-series in order to
filter out measurement noise and to extract the main signal from the data. In
practice, we used a weighted low rank approximation of the covariance matrix to
account for the missing values (decorrelated pixels), and different noise amplitude
between the maps. Noise amplitude between maps can vary due to the irregular
time sampling of the acquisitions which leads to different shadowing effects and
temporal changes. We used an adapted version of PCAIM (Kositsky and Avouac,
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2010), giving each map a weight inversely proportional to the number of decor-
related points in the dataset. The assumption is that a map containing a large
number of decorrelated points is a noisier measurement map. Prior to computing
the PCA, all displacement maps were time normalized, to account for the unequal
time span between pairs. The chi-square measurement indicates that the first two
components of the PCA accounts for 84% and 82% of the time-series variance, of
the East/West and North/South displacement maps respectively.
5.4.6 Estimates of ripple height
The DEM cannot distinguish ripple topography, so we had to assume a standard
ripple height. We used the ripple height of 40 cm defined in Bridges et al. (2012a).
Visual observation of the ripple shape shows a stable ripple wavelength in time
and space (except at the very base of the dune where ripples nucleate and grow to
stable state). This wavelength stability suggests a stable ripple height over time
and space as well. Therefore, because ripple height is not time dependent, and
because we are interested in the relative variation of the flux only, the ripple height
actual value does not play a role during the linear regression between predicted
and measured sand flux. Ripple height would play a definite role if we were to
estimate the absolute sand flux quantity however.
5.4.7 Sand flux estimation
The ripple displacement maps were reconstructed (see Supplementary Fig. 4-11)
using the first two components of the PCA (see Supplementary Fig.2,3). The
migration azimuth of the ripple is quite stable throughout the year (see Supple-
mentary Tab. 1), and is around 115◦ from North counter-clockwise. This azimuth
corresponds also to the azimuth found in Bridges et al. (2012a). The scattered
azimuth distribution for pair 23564-23920 is due to strong un-modeled satellite
jitter. To limit the jitter bias in the estimation of the sand flux, the ripple dis-
placements are projected onto the main migration direction, and the average sand
flux was estimated for each map using the method described in Bridges et al.
(2012a). Because the displacement maps are co-registered, and because we used
the reconstructed maps, the exact same pixels, in location and amount, were used
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to compute the average reptation sand flux of each displacement map of the time-
series. Note that the sand flux estimated on every point on the dune scales linearly
with the height of the dune (Bridges et al., 2012a), that is, for a given dune, sand
flux will vary from approximately no sand flux (base) to a maximum (crest). The
average flux computed in this study differs from the traditional ways of quantifying
sand flux, e.g., at the crest, area based, but is relevant for the temporal evolution
analysis.
5.4.8 GCM and mesoscale simulations
The MarsWRF model (Richardson et al., 2007, Toigo et al., 2012) was run at
2◦ global grid spacing, with four levels of interactive nests used to increase the
resolution over the Nili Patera region. Each embedded domain contained 120×120
grid points, and had a factor of three refinement of the grid (i.e., produced a three-
fold increase in resolution), resulting in a grid spacing of ∼ 1.5 km in the innermost
nest, centered on the Nili Patera caldera.
MarsWRF, as run for this study, used surface boundary conditions from the 1/64th
degree MOLA topographic map, 1
2
degree MOLA roughness map, and MGS TES-
derived albedo and thermal inertia maps (Toigo et al., 2012). The simulation used
the 2-stream “KDM” radiative transfer model, treating CO2 and dust radiative
heating (Mischna et al., 2012) and the MRFPBL boundary layer scheme. The
dust distribution was defined using the Mars Climate Database “MGS” dust sce-
nario. The model includes a full carbon dioxide cycle that produces a roughly
30% variation of atmospheric mass over a Mars year. The cycle is calibrated with
respect to the multi-year Viking lander pressure datasets (Toigo et al., 2012).
The GCM 2◦ output used in this study was taken from the last year of a multiyear
run. The output (drag velocity, air density and vector winds near the surface)
was sampled every Martian minute (1/1440th of a Mars day or Sol) over the whole
year. Mesoscale simulations were not run for the whole year, but were sampled
every minute for ∼ 10 Sols over intervals starting at Ls=0◦ and every 30◦ of Ls
thereafter. Each mesoscale simulation was initialized using output at the required
Ls from the global 2◦ run, and the first 3 sols were discarded to avoid “spin-up”
effects (see Supplementary Fig. 1).
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5.4.9 Shear stress threshold estimation
The objective is to adjust the sand shear stress threshold used with the prediction
of atmospheric simulations and a transport law, such that the predicted sand flux
matches the observed sand flux (from the imagery). Using the GCM prediction of
the wind shear, we tested a total of six transport laws to estimate the shear stress
threshold for sustained transport, once initiated. Because we are matching the
seasonal variation of flux (i.e., the relative flux, rather than the absolute magnitude
of flux at a given time) the constants at the start of the equations are factored
out:
q ∝ ρu∗2(u∗ − u∗t ) (Lettau, K and Lettau, HH, 1978)
q ∝ ρ(u∗2 − u∗2t )1.2 (Werner, 1990)
q ∝ ρu∗t (u∗2 − u∗2t (Duran et al., 2011)
q ∝ ρ(u∗3 − u∗2t /u∗)(α + γu∗t/u∗ + βu∗2t /u∗2) (Sorensen, 2004)
q ∝ ρu∗t (u∗ − u∗t )2 (Almeida et al., 2008)
q ∝ ρ(u∗ − u∗t )(u∗ + u∗t )2 (White, 1979)
(5.1)
where u∗t is the threshold velocity calculated from the atmospheric density, ρ, and
stress threshold τs = ρ(u
∗
t )
2. Note that while the threshold is often stated in
terms of the frictional velocity, as the latter is easier to measure, it is the shear
stress that is of primary physical importance for the initiation of grain motion.
We estimated the optimal shear stress threshold from the chi square analysis of
the best fit (linear regression) between predicted and measured fluxes for a range
of threshold values. Two main elements taken into account in the weighted linear
regression are detailed below:
The measured sand flux represents only the reptation sand flux. However, the
predicted sand flux from the simulations represents the total sand flux, which
is composed of the reptation and saltation sand fluxes. (Andreotti, 2004) pro-
posed that the reptation flux scales with u∗2, and that the total flux scales with
(u∗2–u∗2t )
1.2, which is a relation also proposed by (Werner, 1990). We therefore
assume the repton flux qr to scale with the total flux q as q ∝ q1.2r for u∗ above
the threshold. This relation was accounted for during the estimation of the shear
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threshold, as the predicted sand flux from the simulations represents the total sand
flux.
The larger source of flux measurement error is the jitter/CCD artifact (Methods
- Jitter and CCD induced mis-registration), which we accounted for in the linear
regression as follows. For each pair, the error from the jitter/CCD artifact on the
estimated sand flux is quantified: the East/West and North/South displacement
maps of the bedrock only (that is, no dunes) are projected on the main migra-
tion direction (115◦). The average and variance of the “equivalent” sand flux is
computed. In an artifact free setup, the average and variance of the resulting
“equivalent” sand flux should be null. As expected, the average is close to zero as
the satellite ancillary parameters are optimized such that the overall coregistration
of the 25 tie points located on the bedrock is optimal. The variance however is not
null (see Supplementary Tab. 1). Although the CCD/Jitter error is not uniformly
distributed on the field area, the bedrock and dunes are sufficiently interlaced to
consider the sand flux error estimated from the bedrock to correctly represent the
sand flux error on the dunes. This error variance was used as a confidence weight
on the measurement during the linear regression. Note, the jitter/CCD artifact
does not depend on the time span between acquisitions. However, the resulting
‘equivalent’ sand flux does, and the larger the time span, the smaller the error on
the measured sand flux.
The reduced Chi square curves have a minimum around 10, which indicates that
some error sources, whether they originate from the measurement, the simulation
or the transport law, are not properly accounted for. One source of error is the
stochastic nature of wind events which cannot be captured in the simulations, but
which are observed in the measurements with low time-span. To account for the
error sources that are not captured, we increased the error on the measurement
such that the resultant reduced Chi square falls to unity. The resulting probability
density function gives us a conservative confidence level on the shear stress and
are represented on Fig 4.
5.4.10 List of software used
SOCET-Set1: Commercial software provided by BAE Systems used for the DEM
generation from stereogrammetry. We followed the procedure recommended by the
1www.baesystems.com
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USGS (http://webgis.wr.usgs.gov/pigwad/tutorials). Along with the DEM, the
two orthorectified images from the stereopairs were generated, and one of them
was used as the reference to register the time-series to the topography.
ISIS2: Free, open source image processing software developed and provided by
the USGS. This software was used to pre-process the raw HiRISE imagery into
a format that can be handled by COSI-Corr. The ISIS processing also extract
the metadata of the images (telemetry, camera geometry, satellite jitter) from
the NASA SPICE kernels, and store them into an ascii file that can be read by
COSI-Corr.
COSI-Corr3: Free, not open source software provided by Caltech and used to or-
thorectify, register, and correlate the image time-series. The output of COSI-Corr
is the ripple displacement maps. The methodology used to process and gener-
ate these images is the one described in the User Guide. The HiRISE capability
of COSI-Corr, developed by the authors of this study, will be part of the next
COSI-Corr release.
PCAIM4: Free and open source software provided by Caltech. This software was
used to compute the PCA on the HiRISE time series.
MarsWRF5: Free and open source atmospheric simulation software, developed
and provided by Ashima Research (http://ashimaresearch.com/). The GCM and
mesoscale simulations of the wind regime at Nili Patera were computed using Mar-
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Figure 5.3: Comparison of measured and predicted sand fluxes com-
puted for different shear stress threshold. Shear stress thresholds (τs)
from 0.001N/m2 to 0.024N/m2 with a step of 0.001N/m2 were tested. Only
five of these tests are represented here (a-e). The gray histogram and orange bars
represent respectively the measured sand flux and its 1-σ error; the colored his-
tograms represent the predicted sand fluxes computed from GCM wind output
and four transport laws: equation 1 (red); equation 2 (green); equation 3 (blue);
equation 4 (yellow, using α = 0, β = 3.0, γ = 2.1 as proposed for a grain size
of 170µm (Kok et al., 2012)); equation 5 (cyan); equation 6 (magenta). Equa-
tion 4 has been also tested for grain size of 125, 242, and 320µm, with threshold
within 0.00005N/m2 of the threshold for grain size 170µm. The colored plots
are linearly scaled according to the linear regression between the predicted and
measured fluxes. (f) displays the chi square of the linear regression for the set
of threshold and transport laws tested. The best linear correlation minimum
is obtained for a shear stress threshold between 0.008 and 0.01N/m2 depend-
ing on the transport law considered, indicating a weak sensitivity of the stress
threshold to the transport law considered.
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Figure 5.4: Probability density function of the shear stress threshold
for various transport laws. The crosses are the Probability Density Func-
tion (PDF) at each of the threshold values tested; the continuous curves show
best fitting Gaussian curves. The optimal threshold values and confidence level
(at the 1-σ confidence level) are 0.009± 0.00149N/m2, 0.0091± 0.00146N/m2,
0.0098± 0.00152N/m2, 0.01± 0.00155N/m2, 0.0094± 0.00155N/m2, 0.0079±
0.00129N/m2 for equation 1 (red), equation 2 (green), equation 3 (blue), equa-
tion 4 (yellow), equation 5 (cyan), equation 6 (magenta), respectively. To ac-
count for all the un-modeled sources of error from the measurement, transport
law, and atmospheric simulations, the sand flux measurements errors were scaled
such that the reduced chi square of the linear regression falls to unity.
Conclusion
In this thesis we explored archive aerial images for Earth surface displacement
measurement, and the monitoring of aeolian activity on Mars from satellite images.
Although closely related in the remote sensing field as a whole, the objectives were
sufficiently different to divide the conclusion in distinct sections.
5.5 Contributions to the aerial (frame) imagery
5.5.1 Methodological contributions
The work presented in chapter 1 proposes a framework, based on the proven satel-
lite framework developed in COSI-Corr, to the processing of aerial (film-based
frame) imagery for the measurement of surface displacement. Using traditional
photogrammetry recommendations, specificities of aerial imagery were evaluated
and accounted for. The extension of COSI-Corr framework to aerial imagery makes
it possible to combine aerial and satellite imagery whether for cross-registration
or cross-correlation. Processing of declassified space imagery was also developed.
Only the frame system was considered6. In terms of processing it is similar to a
very high aerial image, but necessitated some algorithmic adjustments to account
for the Earth curvature. The main algorithms and post-processing tools such as
the epipolar and perpendicular-epipolar projection used in Chapter 2 have been
implemented into COSI-Corr.
The methodology has been successfully applied to the 1992, Mw 7.3 Landers, and
1999, Mw 7.1 earthquakes. The main surface rupture was mapped accurately, and
the fault slip could be measured with limited uncertainty. Secondary and small
6Depending on the spy satellite mission, either frame or pushbroom-equivalent on a cylindrical
focal plane systems were used.
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surface ruptures of amplitude about 20 cm (1/5th of the native resolution), missed
during the field reconnaissance (Sieh et al., 1993), were identified. The Hector
Mine earthquake study demonstrated the possibilities and advantages of the si-
multaneous use of satellite and aerial imagery in situation of large, distributed
surface displacement. The Krafla rift study is one of the most elaborate project
using archive imagery that we worked on. Four datasets, two aerial imagery cam-
paigns, one declassified spy imagery and one modern satellite imagery, all acquired
at different periods ranging from 1957 to 2002, were processed to quantify the rift
crisis opening while providing information on the event temporal sequences. This
study demonstrates the benefits of archive imagery to document events which hap-
pened at a time when the ubiquitous satellites (GPS, optical, radar,. . . ) were not
available.
Overall, aerial imagery is a good complement to satellite imagery. First it aug-
ments the chance to find the necessary imagery to study a given process. This is
particularly true for the revisit of past events or to extend time-series back in time.
Aerial imagery can also be used jointly with satellite imagery. In case of spatially
large process, the coarser resolution and larger footprint of satellite imagery can
be used to monitor the full spatial extent of the process at a medium resolution,
and capture the long wavelength of the surface displacement. The higher reso-
lution and smaller footprint of aerial imagery can be used to “zoom” in an area
of interest for finer details. Last, aerial imagery can be the only option for event
that occurred before the satellite era or for surface displacements that are too
small to be recovered by satellite imagery. The spatial resolution between satellite
and aerial imagery has only been comparable since very recently. In the Krafla
study presented in Chapter 2, the aerial imagery of 1957 was at a resolution of
60 cm/pix. This is to be put in perspective to the 80 m/pix that became avail-
able 15 years later in 1972, followed by 10 m/pix in 1986, to 1 m/pix in 2000 with
satellite imagery.
5.5.2 Limitations
The use of archive aerial imagery for a surface process is still somewhat oppor-
tunistic. Not so much because of the processing technique but mostly because of
the data itself.
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Aerial imagery can be decades old. Films are subject to aging and storage condi-
tions, which irremediably deteriorate the image quality. Whether geometric (film
distortion), or radiometric (graininess, chemical instability, lost of radiometry),
these defects reduce the overall measurement quality. Systematic digitization of
aerial films, although a titanic endeavor, should be done as soon as possible with
high qulity photogrammetric scanners. The USGS started systematic digitaliza-
tion of their archives only few years ago, and is still an ongoing process. In addition
to aging, film imagery lacks the radiometry depth that is offered with digital im-
agery, leading to occasional saturated acquisition campaigns.
High spatial resolution is both a blessing and a curse. High resolution captures
small displacement and details out of reach with coarser resolution imagery. But
at the same time, high resolution images are more subject to parallax effect, and
require high resolution DEM to limit topographic residual in the displacement
maps.If too strong, topographic residual can overcast the surface displacement
signal7.
The higher the resolution, the faster are the temporal changes. Aerial imagery
is therefore sensitive to the time-span between the images to correlate. It also
depends on the scene: remote, poorly vegetated, and unhabited areas are more
stable in time than highly populated areas. The older are the acquisitions, the
more likely they are “temporally” isolated, with higher chances to be too distant
in time from the other dataset to compare with.
Limitations of the image footprint: Aerial image covers a footprint area much
smaller than satellite image - usually about a few kilometers per side8. For large
natural scenes such as earthquake, glacier, dune field, the size of the footprint can
be a limitation. Either because the entire process is not covered by the imagery
available, or because it would entails the processing of a large number of images
with all the mosaicking artefacts that it would cause. The technique also relies on
the presence of stable areas in the image footprint to co-register the images prior
comparison; a small footprint may prevent that depending on the surface process
at stake, as seen in Chapters 1 and 2.
The last but not least of the limitations is to know that the data exists and how
to find it. Satellite imagery is highly centralized compared to aerial imagery. In
7Extraction of a high resolution DEM from the along-track and side aerial images can remedy
the problem.
8This is not the case for the declassified imagery which have very large footprint.
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a handful websites browsing, one can access the entire satellite imagery database.
Aerial imagery is different. There are hundreds of acquisitions companies, which
do not publicize their database content. The USGS, a federal agency, is digitizing
their film-based imagery and makes them available, but there are other federal,
state, and local agencies which have acquired (and still are) aerial imagery, but
don’t have a policy to publish their database content. Let alone that archive
imagery has not been necessarily digitized and are still on films, in a storeroom,
somewhere to be found, hopefully correctly stored and indexed, with the calibra-
tion report of the camera somewhere nearby. Depending on the area and country,
it can become very challenging to obtain the data. Picture yourself trying to get
the digitized films along with the camera calibration reports of an aerial photo
campaign carried somewhere in Asia in 1967 by a mapping company that does not
exist anymore! Definitively an arduous task than browsing a few online satellite
database.
5.5.3 Looking forward
In this thesis we purposefully considered only archive, film-based imagery. As
mentioned earlier, all the method proposed here are readily applicable to digital
imagery. The only change would concern the Interior Orientation that would be
slightly different (no film distortion, no fiducial points). Speaking about perspec-
tives of aerial imagery, however, we need to look forward and consider modern,
digital imagery. Some of the limitations mentioned in the previous paragraph
still, somehow, hold for digital imagery. The aging of digital imagery is not a con-
cern anymore, but the reduced footprint, high resolution parallax residual, and
accessibility of the data are still a hinder.
Images resolution is getting higher and higher. High resolution, whether from
satellite or aerial imagery, allows theoretically the monitoring of process of smaller
amplitude. However, the limitation due to an under-resolved DEM becomes in-
creases, such that it becomes unlikely that an approach consisting of comparing
two multi-temporal images that have been orthorectified with an external DEM
would work. Unless access to a very high resolution DEM is possible, which is
rarely the case. An alternate approach would consist in the simultaneous solving
of the topography and the surface displacement. The process would move from the
comparison of multi-temporal acquisitions to the comparison of multi-temporal,
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stereo acquisitions, with two benefits: 1) mitigation of the DEM resolution limita-
tion, and 2) measurement of the 3D surface displacement, as opposed to just the
2D-horizontal displacement. This approach is currently investigated in our group,
emboldened by preliminary results obtained on a multi-temporal stereo imagery
study on the Franz Joseph glacier in New Zealand (Leprince, 2013). The draw-
back of this approach is the stronger constrain on the data. Images have to be
available in stereo. It is a limitation for satellite as stereo acquisitions are mostly
on-demand only (default acquisition is monoscopic), but not so much for aerial
imagery which is always acquired in multi-stereo with the along-track and side
track overlap. Despite this constrain, it seems to be the only way to best use the
very high resolution available today.
Regarding instrument and hardware, Unmanned Aerial Vehicles (UAVs) have been
rapidly developing in the last years. A wide range of UAVs are available for im-
agery acquisition. The low costs of UAVs (few k$) and ease of use, bring the
concept of “personal remote sensing” for a research group or even for a single
researcher, concept unimaginable a decade ago. Imagery can be acquired at the
desired spatial and temporal resolutions, with as much overlapping as desired.
UAVs come with their share of limitations, the main ones being the smaller foot-
print that they can image, the low grade camera, and the need to be physically
at the areas of interest to acquire the imagess. However, we shall see in the very
close future the emergence of studies using UAVs.
In the context of measuring surface displacement, laser technology (aerial LIDAR)
has been popularized over the last ten years. Oskin et al. (2012) used multi-
temporal liDAR acquistion to map the 2010, Mw 7.2 El Mayor-Cucapah earthquake
ground deformation. LIDAR acquistions are still airborne only, with no program of
global coverage. The database is very sparse compared to optical imagery (satellite
and aerial), but is being enriched at specific locations. Radar (SAR, InSAR)
continues to be a well developed and popular technology for surface displacement
measurement.
To wrap up about modern digital imagery in the context of measuring surface
displacement such as earthquake ground deformation, glacier flux, landslides, sand
dunes migration: Aerial imagery advantages and monopole have reduced thanks
to the increase of satellite image resolution, the active development of airborne
LiDAR acquisitions, and the development of affordable UAVs. One commonality
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between all these sources is the very high image resolution which necessitates the
simultaneous surface displacement measurement and topography extraction.
5.6 Contributions to Martian eolian processes
The work on the Martian sand dunes presented in this thesis was the first COSI-
Corr technique application on extra-terrestrial data, and the longer — in number
of epochs — time-series that we have worked on so far. This type of study has
not been done on Earth, and ironically, cannot be done on Earth easily. The
sand activity monitoring was made possible thanks to the very high resolution
of HiRISE imagery and the large size of the sand ripples laying on top of the
dunes. On Earth, the size of the ripples are much smaller and migrate much faster
which would require centrimetric resolution imagery and a temporal resolution of
a couple of minutes! To cover an area similar to the area imaged on Mars, that
would require an army of hovering UAVs taking pictures every few minutes. This
is not an easy and cheap field experiment to set up. The tracking of the Mars
beforms is therefore a new measurement type that opened up several research
avenues.
5.6.1 Methodological and scientific contributions
Overall the methodological approach used in the processing of the HiRISE images
is similar to the one used for Earth satellite imagery and described in (Leprince
et al., 2007). The main technical contributions concern the implementation of the
planetary imagery to COSI-Corr and development of methods to post-process this
long time-series.
The processing of HiRISE imagery into COSI-Corr needed first the implementation
of the camera geometry, that is, modelling of the camera geometry and accounting
for the satellite telemetry. Second, initially developed for Earth, the software had
to be re-engineered to accept other planetary bodies. As of now, Mars and the
Moon have been implemented. Third, COSI-Corr was modified to ingest and
process the large size of HiRISE images, which was not possible with the version
at the beginning of the project. All of these updates have been fully implemented
in COSI-Corr and are available the academic community.
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Roughly at the time of the project start, and despite regular observed dust storms,
a debate on the current Mars weather conditions was opposing proponents of a
static, fossilized, landscape to proponents of active landscape dynamics. The
advent of HiRISE and its very high resolution was a good opportunity to look at the
dynamics of the aeolian bedforms - wind being the main erosion agent on the planet
today. Following the work of (Silvestro et al., 2010) who identified few migrating
ripples from 2 images acquired 3 months apart in 2007, we used COSI-Corr and
the same images to measure the sand ripple migration. We observe that the entire
dune field is subject to ripple migration, and show that the ripple migration speed
along the stoss slope increases linearly with dune height as predicted by the theory,
but measured here for the first time. We also observe using images taken three
years apart dunes migration (not ripples), which confirms that the dune field is
active and not fossilized. After determining the ripple height, we could estimate a
sand flux from the ripples migration. To our surprise the sand flux is quite high,
comparable to some of the dune field on Earth.
Once the methodology to measure the sand flux from HiRISE and COSI-Corr was
established, we extended our study to a time-series of ∼10 images covering one
Mars year. From the time-series of ripples migration maps, the objective was to
compute a time-series of sand flux. However, the geometric distortion of HiRISE
identified in Chapter 3, polluted the measurement. The distortion amplitude was
not negligible with respect to the ripple migration of some maps. Consequently we
proposed a method to denoise the images based on a Principal Component Anal-
ysis. This allowed us to minimize the geometric distortion before computing the
sand flux. We observed a very clear seasonal variation of the sand flux throughout
the year, which can be easily explained from the topographic situation around Nili
Patera and the Mars orbital eccentricity.
With a quantified seasonal sand flux variation at Nili Patera, we investigated
the benefit this measurement could bring to the atmospheric community. We
collaborated with Claire Newman and Mark Richardson from Ashima Research
which develop and maintain marsWRF, an adaptation to Mars of the Weather and
Forecasting Model (WRF) developed by NCAR (National Center for Atmospheric
Research, USA). The measurement of the sand flux and its variability, over an
area of several square km is of great interest for climate simulation. As a direct
result of the wind, we used the sand flux to bring a constraint on the sand shear
stress threshold that is to be used with climate simulation. We asked the question:
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Which threshold would allow marsWRF simulation to reproduce the variability of
the sand flux observed? Constraining this threshold is critical for global modeling
of the Mars weather as moving sand is the main driver to dust lofting in the
atmosphere, which in turn strongly influence the weather through atmosphere
opacity and surface thermal change. The output of this study is the proposition of
an effective stress threshold relevant for use with GCM and mesoscale simulations.
5.6.2 Limitations
Despite the good results obtained on the sand flux study using HiRISE, the ap-
proach has strict constraints and does not leave a lot of freedom in the data
requirements.
HiRISE images resolution is high, and subject to the DEM resolution limitation,
as mentioned in the previous section. On Mars, there is no choice regarding the
availability of a DEM of sufficient resolution: the only source is a DEM gener-
ated with HiRISE stereo-pair. In practice that means that anyone who want to
do a change detection and/or surface displacement measurement need to ask the
HiRISE team to specifically acquires a HiRISE stereo-pair. In addition to the
stereo-pair a third image (minimum) needs to be acquired for the temporal cov-
erage, and also need usually to be tasked specifically. Hence, a change detection
study on Mars using HiRISE will require the tasking of all the images necessary,
along with a stereo-pair.
The HiRISE coverage of Mars is very sparse. In 2008 after the primary phase
(2 years), only 0.5% of the Mars surface had been imaged. The official objective
of the HiRISE mission is to cover 3% of the planet (McEwen et al., 2010). The
archive limitation that was mentioned for aerial imagery is even more critical with
HiRISE.
A limitation that can be serious depending on the change or surface displacement
that is looked for is the CCD striping and jitter distortions. These distortions can
account for up to a few pixels and if the displacement is small it can be overcast
by the geometric distortion. To reduce the distortion, a better calibration of the
CCD misalignement is needed. One way to calibrate the CCD misalignment, that
we are currently investigating, is to take profit of the large time-series of HiRISE
used in this study. In the study of the sand flux, we removed and discarded the
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distortion from the sand activity signal. Here we propose to do the opposite and
remove the sand activity signal from the CCD/jitter distortion. Using the time-
series of distortions we hope to invert for the precise CCD misalignement. The
resulting calibration of the CCD could be systematically applied to further HiRISE
processing. The jitter attitude would be still be uncorrected however.
5.6.3 Looking forward
The study on the sand ripples migration opened up new research possibilities in
aeolian bedforms and atmospheric/climate sciences. Much more work can be done
with some suggestions listed here.
The shear stress threshold estimate is just an estimate derived from one location,
using one atmospheric model, and one GCM grid resolution. It would be inter-
esting to confront this threshold with the ones that would be found: 1) Using a
different atmospheric model, such as Mars Regional Atmospheric Modeling Sys-
tem (MRAMS, 2014) or LMD Mars Global Climate Model (LMD, 2014), 2) From
a complete mesoscale simulation using a high resolution grid, 3) at a different dune
fields locations (which would requires another time-series acquisition).
The time-series covering Nili Patera is extending. Motivated by the results of the
first analysis, HiRISE images are still acquired over Nili Patera. In a few months
an additional Mars year will be available which will allows us to look at the annual
variation of the sand flux.
Numerous evidences of morphological processes of glacier-type flux and landslides
have been identified and could benefit from the high resolution of HiRISE and the
change detection capability of COSI-Corr.
Appendix A
Appendix Chapter 2
A.1 Optical Image Correlation Methodology
Here we provide further details on the methodology used to correlate SPOT5
and KH-9 satellite images, and aerial photos. All processing was done using the
COSI-Corr software package, which is a plugin for ENVI Exelis.
A.1.1 Orthorectification and correlation of SPOT5 and KH-
9 satellite images
During the orthorectification process, both the SPOT5 and KH-9 images are
resampled to correct for the effect of topography, which occurs because of the
stereoscopic effect produced when images are acquired with an oblique view of
the Earth’s surface (i.e. off-nadir incidence angles). Orthorectification gives both
images a common viewing geometry, equivalent to the satellite looking exactly
normal to Earth’s surface everywhere across the image, after which they can be
correlated to measure horizontal tectonic displacements. If the two images are
not corrected for topography, the offset or disparity map will include a tectonic
displacement overprinted by a much larger topographic signal which results from
the parallax difference between the two images (Fig. A.1). To precisely orthorec-
tify SPOT5 and KH-9 images, a digital elevation model of a similar resolution
to the image acquisitions, and ideally from the same time period is needed. Un-
fortunately, the limited availability of suitable topographic data precludes such
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a precise orthorectification. Therefore, we use the 30 m global ASTER GDEM,
which is produced by stereo extraction and stacking of multiple ASTER DEM’s.
We filter the ASTER GDEM with a 3×3 low pass and 3×3 median filter to reduce
high frequency noise.
Figure A.1: As an airplane flies over the ground (i.e. from point a to b)
acquiring aerial photos, the incidence angle changes across the image. The result
is that the ground is viewed at different oblique angles around the edges of the
image, which result in visual differences of the same feature in the landscape
(due to a change in parallax). The number of pixels (dx) between the red and
blue features in (a), is much greater than the number of pixels (dx’) between
the same features in (b), because the cliff which separates them is being viewed
at different angles. However, the number of pixels between the red and green
features is the same in both images. This is because the viewing angle is the same
for both the red and green features in the y-direction. Therefore, the parallax
difference between the images is greatest in one direction, known as the epipolar
direction, and in this example corresponds to the flight direction of the airplane.
Topographic information can be extracted from aerial photos reprojected into
the epipolar plane. Conversely, there is no topographic information recorded in
the epipolar perpendicular direction.
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A.1.2 Post Processing: Removal of topographic residuals
Due to the much lower resolution of the ASTER GDEM (30 m) compared with
the KH-9 (∼8 m) and SPOT5 (2.5 m) images, we cannot account for all of the
topographic signal during orthorectification. This results in a displacement signal
which correlates with high-frequency topographic noise in our correlation maps
(Fig. A.2), thus slightly obscuring the tectonic signal. Because the parallax dif-
ference between the two images, i.e. the topographic signal, is at a maximum
in the plane of parallax (also called the epipolar plane, see Fig. A.1), the topo-
graphic noise can be isolated by looking only at the epipolar plane displacement
field. Conversely, the displacement perpendicular to the epipolar plane contains
no topographic information (Renaud Binet, personal communication, 2010). We
project our E-W and N-S displacement field into the epipolar and epipolar perpen-
dicular displacement fields using the ‘Epipolar Map Projection’ tool in COSI-Corr
(Fig. A.3). This allows us to measure the opening accommodated across the rift
between September 1977 and October 2002 (Fig. 2.4). For the KH-9-SPOT5 image
pair (Fig. 2.3), the epipolar perpendicular direction is approximately parallel to
the maximum opening direction (i.e. WNW-ESE, see Fig. A.3) — the variation in
this direction across the wider Krafla region results from differences between the
radial incidence angle of the KH-9 image and the constant near-vertical incidence
angle (0.78◦ east looking) angle of the SPOT5 image. However, the variation in
epipolar direction across a 10 km wide zone over the Krafla fissure swarm is small
(Fig. A.3a).
A.1.3 Orthorectification and correlation of historical aerial
photos
Although KH-9 and traditional aerial photos may both be orthorectified using
the ‘Aerial Imagery’ module within COSI-Corr, a few important differences exist
between KH-9 and aerial photos which may result in different correlation results.
Firstly, because camera calibration reports were supplied with the 1957 and 1990
aerial photos, we are able to generate more robust interior orientation models
for the aerial camera systems used; this is not the case for the KH-9 images, for
which the calibration reports remain classified. Therefore, using the aerial camera
calibration information, we are able to account for optical distortions produced
by the lens. Furthermore, a very precise and accurate determination of the focal
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Figure A.2: (a) East-west and (b) north-south displacement fields produced
from correlation of the 1977 KH-9 and 2002 SPOT5 satellite images. The area
covered by these images corresponds to that shown in Fig. 2.3b and c. Positive
values indicate eastward/northward movement of pixels between the two images.
Opening of the Krafla rift zone occured between the gray pointers in (a), see
Buck et al. (2006). Eruption of lavas in 1984 results in a decorrelated patch
around the caldera in both displacement maps. Green circles show the locations
of tie points used to co-register the KH-9 image to the SPOT5 image.
Figure A.3: Reprojection of the KH-9-SPOT5 displacement maps into the
epipolar perpendicular (a), and epipolar planes (b). Region corresponds to that
shown in Fig. 2.3b and c. Black arrows show the direction of these planes
across the image, which vary due to combining a pushbroom satellite with a
frame camera satellite system from different altitudes. Topographic noise, such
as the Jo¨kulsa´ a´ Fjo¨llum river valley, is visible in the epipolar direction, but not
the epipolar perpendicular direction.
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length helps to reduce topographic residuals throughout the image, as well as
enabling the photo to be successfully orthorectified.
The high resolution of aerial photos (typically <1 m) means we need similarly high
resolution digital elevation models to accurately orthorectify them. Unfortunately,
the best available DEM we have for the Iceland region is the Global ASTER GDEM
Version 1 (30 m). Orthorectifying aerial photos with such a coarse DEM means
there are many topographic residuals remaining in the photos, which produce
large displacement values during correlation, thus obscuring the real signal. Using
high resolution stereo DEMs extracted from the aerial photos themselves does not
account for all the topographic residuals, and may even add additional topographic
noise if the two DEMs are not perfectly co-registered. We did not use pre- and
post-crisis DEMs due to the significant challenges co-registering them precisely.
We therefore orthorectify all aerial photos with the same ASTER GDEM, thereby
providing consistency in processing between all datasets. We then reproject the
displacement field into the epipolar and epipolar perpendicular geometry. Because
the latter is free from stereoscopic effects, we analyze only epipolar perpendicular
displacement fields for aerial photo correlations. It is therefore important to choose
aerial photo pairs where the epipolar perpendicular directions are close to direction
with the greatest displacement, i.e. rift-perpendicular for Krafla.
A.1.4 Interpreting vertical deformations from correlation
of aerial photos and satellite images
When the incidence angle for satellite images and aerial photos deviate from nadir,
and the images become oblique to the Earth’s surface, the images become increas-
ingly sensitive to vertical deformation. This effect is particularly strong in aerial
photos, where the incidence angle increases radially outwards from the center of
the image, and therefore the sensitivity to topography increases around the edge of
the photos. When we do not have adequate pre- and post-event DEMs, we must
use the same DEM to orthorectify both the pre- and post-event aerial photos.
However, any vertical displacement which occurs around the edges of the images
will produce an apparent horizontal signal, because the same DEM was used for
the pre- and post-event images (Fig. A.4 and Copley et al., 2011).
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For the case where a camera is looking obliquely west at the ground, and there
is subsidence between images, (Fig. A.4a) the subsidence will produce a positive
eastward signal unless suitable pre- and post- DEM’s are used to orthorectify the
images. In the western parts of the image (Fig. A.4a), the camera is looking
obliquely west. Therefore, if the green point in the post-crisis image has subsided
from its original location, the blue circle in the pre-crisis image, which is orthorec-
tified using the post-crisis DEM, will be projected to the location shown by the
yellow circle. When correlating the pre- and post-crisis images, the yellow cir-
cle will appear to move eastwards, thereby giving an apparent positive eastward
displacement. If a camera is looking obliquely north (Fig. A.4b), a subsidence
signal will produce an apparent southward displacement. In the northern part of
an aerial photo, the camera looks obliquely north. Therefore, the green circle,
which lies in the middle of the rift in the post-crisis, has subsided from its origi-
nal position (blue circle), which then gets projected to the location of the yellow
circle. Thus, the pre-crisis yellow circle appears to be displaced southward to the
green circle location in the post-crisis image. If the incidence angle looks obliquely
south or east, subsidence will produce a north or westward motion, respectively
(Fig. A.4c). The resulting E-W displacement profile for a rift-zone oriented N-S is
shown in Fig. A.4d,e,f. The eastern rift-flank is the stable reference area between
the two images, and so the western-rift flank moves west, relative to the eastern
rift-flank, thereby accommodating E-W extension. Subsidence and E-W exten-
sion are accommodated on N-S rift-bounding normal faults (A.1a). Subsidence
occurs on the west side of the correlation/displacement map, and is therefore be-
ing imaged obliquely, looking west (Fig. A.4d and e). A profile of displacement
taken across the rift is shown in Fig. A.4f. The eastern rift-flank is flat/stable,
and both the inner rift and western rift-flank move to the west. However, the
obliquity increases westward across the inner rift, which results in an increasing
eastward component as one moves westward along the profile. If the heights of
the east and western rift-flanks do not change considerably throughout the period
of deformation, the E-W displacement of the western rift-flank will represent the
total horizontal extension across the rift.
Figure A.5a shows how using the same post-crisis DEM can explain the posi-
tive eastward increase in displacement seen across the Northern Krafla inner rift
(Fig. 2.5). The pre-crisis topography is shown in green, and the post-crisis topog-
raphy in gray; the black arrows show the camera incidence angles, which increase
westward across the image. At the eastern rift boundary, shown by the heavy
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Figure A.4: Cartoon showing the effect of using the same DEM for orthorecti-
fying the pre- and post-crisis images, and changes in the camera viewing geom-
etry on a displacement field involving vertical motions. If a camera is looking
obliquely west (a) or obliquely north (b), a subsidence signal will produce an
apparent eastward and southward displacement, respectively (see text for de-
tails). (c) Summary diagram showing how vertical motions produce apparent
horizontal displacements across different parts of an aerial photo. (d) Cartoon
showing two rift bounding faults located at the western edge of an aerial photo
correlation. Tie points are collected from the eastern rift flank; displacements
are relative to this reference area. The E-W displacement field resulting from
normal slip on the two faults is shown in (e), and a profile of displacement is
shown in (f). Apparent eastward motion due to subsidence in the western part
of the image produces a ramp in the inner rift displacement.
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black line with fault arrows on the right of the image, the camera looks straight
down. The blue circle represents a pixel in the post-crisis aerial photo, which
moved from its original location in the pre-crisis topography, shown by the or-
ange cricle. When the pre-crisis aerial photo is orthorectified using the post-crisis
DEM, the orange pixel is projected to the location shown by the red box. Image
correlation measures the horizontal shift between the red and blue boxes. If there
has been more normal slip on the eastern rift boundary than the western, con-
sistent with our results, then the westward displacement measured by COSI-Corr
will decrease westward. The thick black arrows along the bottom of the figure
show the decrease in westward displacement across the image, which varies as a
function of the camera incidence angle and elevation change. The percentage val-
ues are shown relative to the true westward displacement, δx, which is 100% and
is constant everwhere west of the eastern rift boundary. Figure A.5b shows the
resulting E-W displacement profile (positive eastward motion increases upwards).
E-W extension is accommodated only on the eastern rift bounding fault, while
both east and west bounding faults accommodate vertical motion, which produces
the change in elevation between the two images. The resulting increase, or bulge
in eastward displacement across the inner rift resembles the displacement profiles
measured in the Northern Krafla Rift.
In Figure A.5a, the western rift flank has not changed elevation between the pre-
and post-crisis images. However, levelling profiles across the northern Krafla rift
which span the 1978 dike injection revealed significant rift flank uplift (Sigurds-
son, 1980). Figure A.5c shows how rift flank uplift will effect the western Krafla
rift boundary if a pre-crisis DEM is not used. Blue pixels in the post-crisis im-
age move back to their original locations, orange circles, which are then projected
back onto the post-crisis topography, red square locations. COSI-Corr will then
measure the horizontal displacement between the blue circles and red squares, and
will overestimate the real horizontal displacement where the pre-crisis topography
was lower than the post-crisis topography. Figure A.5d shows the resulting dis-
placement profile, which increases exponentially towards the rift flanks. This effect
may explain similar features seen at the edges of many of our correlations. For
example, the large increase in westward motion seen in Fig. 2.8 could occur if the
1976 dike injection did not activate the western boundary fault at this location.
The resulting broad zone of uplift over the western rift flank would then produce
an increase in the westward horizontal displacement value. This is a more likely
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explanation, because we do not see any distributed deformation outside of the rift
zone in the KH-9-SPOT5 correlation (Fig. 2.4).
Finally, because all our aerial photos were acquired from flights paths oriented
along the Krafla inner rift, the images always look westward at the western rift
boundary and eastward at the eastern rift boundary. Because uplift occurs in
the rift flanks, and subsidence in the inner rift, any vertical motion will produce
an additional horizontal signal, rather than cancelling out the real displacement
(consistent with Fig. A.5c). Our estimates of extension are therefore likely to
represent maximum values. Furthermore, this effect is specific to the geometry of
the aerial photo survey and tectonic displacements at Krafla. Therefore, care must
be taken when interpreting aerial photo displacement maps from other regions in
which large vertical displacements have occured.
Figure A.5: (a) Cartoon showing a profile across the Northern Krafla rift
corresponding to the area imaged in the 1957–1990 aerial photo correlations
(Fig. 2.5). If the post-crisis DEM is used to orthorectify the pre-crisis aerial
photos, post-crisis pixels (blue) are projected back to the locations shown by
the red squares, which leads to an underestimation of the true westward displace-
ment (δx) — see text for details. (b) Displacement profile across the rift shown
in (a). Positive eastward displacement increases upwards. (c) Cartoon showing
a profile across the western boundary of the Northern Krafla rift, corresponding
to the area imaged in the 1957–1976 aerial photo correlations (Fig. 2.8). If the
1976 topography is used to orthorectify the 1957 aerial photos, blue pixels in the
1976 image are projected back to the red squares, leading to an overestimation
of the true westward displacement (δx) — see text for details. (d) Displacement





Recent advances in image modeling and processing (Leprince et al., 2007) permit
the measurement of relative displacements between images to the sub-pixel level.
Methodological improvements in this field have been implemented in the soft-
ware package Co-registration of Optically Sensed Images and Correlation (COSI-
Corr) (Tectonics-Observatory, 2014). Correlation requires unambiguous discrim-
ination features. This technique has been successfully employed to measure dis-
placements on Earth, including fault offsets, ice flows, landslides, and sand dune
migration (Avouac et al., 2006, Leprince et al., 2007, Necsoiu et al., 2009, Ver-
meesch and Drake, 2008).
B.1.2 Data set
A total of four HiRISE images were used to measure ripple migration rates (Ta-
ble B.1). Two images were used to extract the topography (S1 and S2), and the
others used to measure ripple migration (T1 and T2). Images T2 and S1 were also
used to assess overall dune displacement.
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Image ID ID Roll angle (◦) Ls (◦) Acquisition date ∆Time (days)
PSP 004339 1890 T1 -0.353 268 06/30/07 0
PSP 005684 1890 T2 -4.001 330 10/13/07 105
ESP 017762 1890 S1 25.269 89 05/11/10 1046
ESP 018039 1890 S2 -4.98 99 6/02/10 1068
Table B.1: ID = Abbreviated identification used in the text; roll angle is the
off-nadir pointing of the spacecraft (which is equivalent to the HiRISE bore-
sight), with positive values toward the West and negative toward the East; Ls
is the areocentric longitude of Mars’s orbit around the Sun, with Ls = 0circ
corresponding to the beginning of northern spring and southern autumn. All
images have a resampled pixel scale of 25 cm.
B.1.3 Digital Elevation Model extraction
Images S1 and S2 were specifically acquired for stereo-photogrammetry. They were
taken 22 days apart in 2010 with a viewing angle difference of 32.9◦. The Digital
Elevation Model (DEM) extraction was carried out at the HiRISE Operations
Center at University of Arizona using the United States Geological Survey (USGS)
recommended procedure (USGS, 2014a) that incorporates the Integrated Software
for Imagers and Spectrometers (ISIS) image processing package (USGS, 2014b)
and SOCET SET stereo software (USGS, 2014a). The extracted DEM had a
post-spacing of 1 m and was manually edited in some places. At these locations
the DEM extraction failed mainly because of textureless areas, especially on the
dunes’ lee side. The two images were subsequently orthorectified on a ∼25 cm
resolution grid.
HiRISE imagery is subject to jitter that, if not corrected, may introduce distortions
in the DEM (Kirk et al., 2007). The University of Arizona developed a procedure to
remove jitter distortions from HiRISE images prior to further processing (Mattson
et al., 2009). However, corrections are only applied if jitter amplitude is larger
than 1–2 pixels, which was not the case with the S1 and S2 images. Notice that we
neglect possible topographic changes between these two images. This assumption
is discussed and justified below.
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B.1.4 Dune height extraction
The first step for determining dune height based on the DEM was to define re-
gions of bedrock. This was done by setting an amplitude threshold on the ripple
displacement map (Fig. 4.1a). The bedrock area was then adjusted from visual
inspection of the images (the sand being darker than the bedrock) in areas close to
the dunes, and in areas for which bedrock mis-registration was above the thresh-
old. The bedrock topography beneath the dune field was then extrapolated using
a thin plate spline interpolation (Bookstein, 1989). In practice, the bedrock con-
tained too many points for the thin plate spline algorithm to ingest. Therefore,
around 5000 points, evenly spread, were extracted from the bedrock areas. Addi-
tional points were extracted around the dune footprints. The interpolated bedrock
topography beneath the dunes was then replaced in the main DEM. The resulting
bedrock topography model was then subtracted from the DEM to yield the dune
height map shown in Figure 4.1c.
B.1.5 Image processing
Images T1 and T2 were used to evaluate ripple migration. These were acquired
105 days apart in 2007, with a difference in viewing angle of 4.0◦. Both images
have a resampled ground resolution of 25 cm. Before correlation, the images went
through a two step process using ISIS and COSI-Corr.
Both images were supplied by the USGS in a radiometrically and geometrically
calibrated format (“balanced cubes”) in the form of 10 stripes corresponding to
the 10 CCD arrays in the broadband “red” channel (Kirk et al., 2007, McEwen
et al., 2007, 2010). Camera jitter was estimated by the University of Arizona using
standard procedures (Mattson et al., 2009). The stripes were then processed using
ISIS and the USGS procedure (hijit4socet script). This process stitched the stripes
together, while correcting for the jitter estimate and accounting for the camera
geometry, outputting an image as if it was acquired by an ideal, distortion-free
camera. The images were then formatted into a SOCET SET R© readable format
with the ancillary data (e.g., ephemeris, camera geometry) extracted from the
SPICE (ancillary data) kernels (NASA, 2014).
The images and the extracted ancillary data were plugged into COSI-Corr (Lep-
rince et al., 2007) rather than into SOCET SET to take advantage of the optimized
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co-registration feature in order to finely register images before correlation. Fifty
tie-points were selected between image T1 and orthorectified image S1. The tie-
points were evenly spread over the images and were located in bedrock areas away
from the dunes. The tie-points were optimized using COSI-Corr using a window
size of 256 × 256 pixels. The resulting average mis-registration between the two
images at the tie-point locations was less than 1/100th of a pixel with a stan-
dard deviation of 0.46 pixel (11.5 cm) in the East/West direction and 0.58 pixel
(14.5 cm) in the North/South direction. Image T1 was then orthorectified with
COSI-Corr on a 25 cm grid, using the ancillary data, the optimized set of tie-
points, and the DEM previously extracted. Image T2 was then co-registered to
orthorectified image T1. The same procedure as above was applied with similar
co-registration accuracy.
Orthorectified images T1 and T2 were correlated with COSI-Corr using a slid-
ing correlation window of 70 × 70 pixels (17.5 × 17.5 m) and a step of 16 pixels
(4 m). The displacement maps obtained are presented in Figure B.2 and B.3 and
represent respectively the East/West (positive eastward) and North/South (pos-
itive northward) components of the displacement field. Figure B.4 presents the
histogram of the entire bedrock mis-registration. The average ripple displacement
is about 2.5 m, with measureable peaks at 4 m. In the North/South displacement
map, CCD artifacts can be seen that are residuals of the camera geometry model.
Their amplitude varies from negligible up to ∼0.35 m. Theses artifacts are also
found in the East/West direction but are overprinted by ripple displacements. The
amplitude displacement map (Fig. 4.1a) represents the norm of the displacement
from the East/West and North/South components.
B.1.6 Elevation error ambiguity
As observed in Figure 4.1), the displacements are highly correlated to dune topog-
raphy, such that topographic error could be considered a factor. We show that
this is not the case because:
1. Given the baseline and height ratio of the two images, an error of 30 m
in elevation would be necessary to produce 2.5 m of displacement. This is
highly unlikely as the vertical DTM accuracy is a few tens of centimeters for
a SOCET SET matching accuracy of one pixel. The dunes themselves have
a height ranging from a few meters to around 50 m.
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2. Displacements visually estimated in previous work (Silvestro et al., 2010)
from images T1 and T2 compare well with our results.
3. The displacement maps, which are in East/West and North/South direc-
tions, were projected onto the epipolar and perpendicular-epipolar directions
that are defined from the image acquisition geometries. All parallax related
displacements are therefore projected onto the epipolar direction, in partic-
ular the topographic residuals. If the ripple displacements measurements
were only due to topographic error, they would be entirely in the epipo-
lar direction. However, the perpendicular epipolar direction displays ripple
displacements, invalidating the hypothesis possibility of parallax error.
B.1.7 Error due to topographic changes between S1 and
S2
This study assumes that the dunes and ripples remain static in the 22 days between
S1 and S2, such that an accurate DEM is derived. This was verified as follows:
1. Stereoscopic error induced by ripple migration — SOCET SET matches
textured surfaces for topographic extraction. The ripple pattern is used dur-
ing the matching to infer the dune heights. We determined the error made
on the DEM if the ripples moved during the 22 day span between S1 and
S2.
Taking the average and maximum displacements of 2.5 and 4 m in the 105
days between T1 and T2 implies that motion in 22 days would be 0.52 m
and 0.83 m, inducing an error on the dune topography of 0.8 m and 1.29 m
respectively. This elevation error would in turn causes a displacement map
bias of about 6 and 11 cm, respectively. This value (a few centimeters) is
small enough relative to the measured displacements (a few meters) to be
negligible. In addition, no ripple displacement could be detected visually
between the stereo images, suggesting an even smaller topographic error.
2. Error due to the assumption of static dune topography — With
an average of 2.5 m ripple displacement in 105 days, the dunes themselves
may well have moved in the three year period between the acquisition of the
images for correlation (T1 and T2) and the ones for DEM extraction (S1
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and S2), making the assumption of static dune topography incorrect. Dune
fronts were visually checked between the 941 day time separation between
T2 and S1. Obviously the images could not be correlated as the ripples
pattern changed entirely in three years. However, taking advantage of the
good images registration between T2 and S1, up to 2–3 m of dune migration
was manually measured in some cases, whereas other dunes were static.
According to the DEM, the slope of the dunes’ stoss sides in the “axial”
direction is in the range 4–8◦. Assuming a dune displacement of 3 m, a stoss
slope of 6◦, and a static morphology and height over this time scale, an
error of around 30 cm in elevation would be introduced. As discussed above,
an elevation error of 1 m induces a ∼10 cm bias in the displacement maps.
Consequently, a 30 cm error in elevation would introduce a displacement
bias at the centimeter scale, which can be neglected in view of the measured
ripple displacements.
B.1.8 Estimate of the mean ripple height
The ripple pattern is clearly seen in the HiRISE images as they form alternating
thin bright bands between thick dark bands, implying asymmetric slopes analogous
to ripples on Earth (Ashley, 1990, Zimbelman, 2010). The DEM has insufficient
resolution to resolve the ripple topography. The mean height of the crest of the
ripples (measured with respect to the elevation of the trough between the ripples)
can nonetheless be estimated to 40 cm, based on the following two approaches.
We measured 5 ripple trains consisting of 9–13 ripples each. These had aver-
age wavelengths ranging from 3.6 m to 5.3 m. The mean value is estimated to
4.6±0.09m . Assuming that the Nili ripples have height to wavelength ratios
like those of many terrestrial aeolian ripples (Ashley, 1990, Zimbelman, 2010)
and “transverse aeolian ridges” elsewhere on Mars (Zimbelman, 2010), values are
∼1:10. Therefore, assuming a typical wavelength on the order of 4.5 m, implies
that the ripples are ∼45±9 cm high. The uncertainty on the height to wavelength
ratio is difficult to assess and not taken into account in this estimate.
In some areas the shape of ripples that are in contact with the bedrock at the
dune base can be clearly delineated against the bedrock. Using the local slope of
the dune and the profiles of the ripple projections on the bedrock, an estimate of
the ripple height was obtained. On average, from 7 measurements at 2 different
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sites the height was estimated at 35±3 cm. Based on these two approaches, we
estimate the ripple height at the crest, as 40±9 cm.
The mean height, hr, of the ripples, which is the quantity that determines the
reptation sand flux, depends on the crest height but also on the ripple geometry.
If the ripples are assumed sinusoidal or triangular (Simons et al., 1965) makes
no difference as in both cases the mean height is actually half the crest height.
The ripple geometry need only be considered if there is a significant dissymmetry
of concavity between the convex and concave portions of the ripple profile. In
absence of constraints on ripple geometry we assume that this factor might result
in an additional 10% source of relative uncertainty. Altogether we estimate the
relative uncertainly on the mean ripple height as on the order of 30%, so hr =
20±6 cm.
B.1.9 Relation between dune celerity and sand flux in steady-
state
A migrating dune that maintains its shape and volume is considered at steady-
state. Conservation of mass for such a dune writes in 1-D as
ρs∂hD/∂t = −cρs∂hD/∂x = −∇q (B.1)
where ρs is the sand density, hD is local dune height, t is the time, c is the
dune migration rate, x is the transport direction, and q(x, t) is the mass sand
flux (Ould Ahmedou et al., 2007). The dune slope from the upwind edge to the
crest should be nearly constant. Integrating the above equation therefore gives
cρshD = q (B.2)
Therefore, the flux increases with increasing elevation on a dune surface. The total
flux is the combined saltation (qs) and reptation (qr) fluxes. The ratio, α between
the two fluxes depends on the local conditions (Anderson, 1987, Andreotti, 2004);
we can write:
cρshD = (1 + α)qr (B.3)
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Considering the ripple migration-induced sand flux equal to the reptation sand
flux. Hence,
qr = hrdrρs/t (B.4)
with hr the mean ripple height, dr the ripple displacement, and t the time interval.
Hence,
c = (1 + α)hrdr/hDt (B.5)
For a constant mean ripple height hr, a dune at steady state requires that dr/hD
be constant. This linear relationship between dr and hD is observed in the mea-
surements (Fig. 4.2), and we found no evidence for systematic spatial variation of
ripple size (hr is therefore assumed constant).
Because dune migration rate and flux derived from ripple displacement are propor-
tional to the ripple height, deviation from the assumed constant hr of 20 cm is the
greatest contributor to the uncertainty. With the height measurement techniques
varying by ±6 cm (see above), the reptation flux and the dune migration rates
derived from ripple migration rates have an uncertainty of ∼30%.
B.1.10 Resolution of technique
The minimum derived dune migration contributed by reptation flux depends on
the minimum ripple displacement that can be measured, or c ∼ drhr/hDt. In
practice, with HiRISE images, the COSI-Corr correlator has a displacement de-
tection capability of around 3 cm, give or take a few centimeters depending on
the scene texture. The detection threshold is usually assessed by looking at the
standard deviation of the measured displacements over a patch of supposedly uni-
form displacement. In Nili Patera this estimation is hard to make on the dunes
themselves, as ripple displacements increase or decrease along the dune slope and
are not uniform on any given patch. We therefore estimated the measurement res-
olution on the bedrock, which is around 4 cm (Fig. B.4). Although the resolution
could be different on the bedrock and on the dunes, the texture on both surfaces
contain enough high frequencies to expect a similar measurement resolution. The
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smallest displacements are around 20 cm, so all measurements are well above this
limit. Notice, however, the difference between the resolution and the absolute ac-
curacy of the measurements which may be biased by local mis-registration. The
ripple-derived dune migration rate is c ∼ drhr/hDt. With a 20 cm mean ripple
height, the minimum detectable dune migration rate over 105 days is therefore
8 10−3/hD m. Dune heights range from the maximum brink value of 61.5 m to
the minimum 0.5 m used in the calculation, translating into a threshold over 105
days of 1.3 10−4 to 1.6 10−2 m, or, over an Earth year, 4.5 10−4 to 5.5 10−2 m, re-
spectively. Therefore, there is a range of thresholds, depending on the local dune
height. However, the dropping of the histogram in Figure 4.3 at values < 0.1 m
is not because of this limitation, since, as just described, all displacements were
above the resolution limit. In other words, Figure 4.3 represents all ripple-derived
dune migration rates.
B.1.11 Calibration of the abrasion rate
Abrasion susceptibility (Sa) is defined as the ratio of the mass lost from a rock sur-
face to that of the impacting sand and has been measured for a range of conditions
and compositions in the laboratory (Greeley et al., 1982). At fluid threshold, Sa
for basalt grains hitting basalt rocks at 20ms−1 is ∼ 2 10−4. However, as discussed
in the main text, sand fluxes on Mars are sustained at impact threshold conditions
with wind and particle impact speeds about 10% that at fluid threshold, equivalent
to typical terrestrial values (Kok, 2010). Abrasion susceptibility is proportional to
grain kinetic energy (Greeley et al., 1982), such that Sa should be ∼ 2 10−6 at im-
pact threshold. Because the density of both materials are the same, the abrasion
susceptibility is also the ratio of rock volume loss to the volume of impacting sand.
The flux of sand that we calculate is that passing through a vertical cross section
and this must be converted to the flux hitting a surface ranging in slope (θ) from
flat ground to a vertical face. We can therefore consider the abrasion rate equal
to (SaQi/z)(α cos θ+ sin θ), where Qi is the interdune sand flux and α is the ratio
of saltation height to descending path length. The mean trajectory height (z) on
Mars, considering both reptating and saltating grains, has been calculated as ∼10
to a few 10s of centimeters, with the exact value depending on grain size and shear
velocity (Kok, 2010). The mean height to length ratio of typical saltation trajecto-
ries on Mars is 1:10 (Kok, 2010). Saltation trajectories are generally asymmetrical
such that the descending portion of the path (that which contains sand that hits
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the ground) occupies the greatest portion (Bridges et al., 2005, Greeley, R and
Iversen, JD, 1985, White and Schultz, 1977). This should especially be the case
for Mars where path lengths are longer than on Earth. Therefore, α should range
from 0.1 to 0.2, with most trajectories toward lower values. Taking the average
interdune sand flux (Qi) of 2.3 m
3/m/yr (Earth year), values of z of 0.1 – 0.5 m,
and α ranging from 0.1–0.15 gives abrasion rates of 0.9–9µm/yr for a flat ground
surface. For vertical rocks, the range is 9–46µm/yr. The field measurements in
Victoria Valley, Antarctica (Malin, 1986) used samples elevated above the ground
and sticking outward from an aluminum framework (Malin, 1984) and therefore
closely represent that for vertical rock faces.
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Dune Height (m) Migration rate Migration rate Sand flux Sand flux
label (m/yr) std. dev. (m3/m/yr) std. dev.
1 38 0.07 0.01 2.66 0.38
2 15 0.27 0.08 4.05 1.2
3 29 0.05 0.01 1.45 0.29
4 22 0.17 0.03 3.74 0.66
5 31 0.09 0.02 2.79 0.62
6 24 0.13 0.03 3.12 0.72
7 20 0.07 0.02 1.40 0.40
8 30 0.05 0.01 1.50 0.30
9 21 0.20 0.05 4.20 1.05
10 24 0.05 0.01 1.20 0.24
11 16 0.09 0.02 1.44 0.32
12 25 0.03 0.01 0.75 0.25
13 12 0.05 0.02 0.60 0.24
14 39 0.09 0.02 3.51 0.78
a 9 0.71 0.12 6.39 1.08
b 13 0.18 0.12 2.34 0.28
c 10 0.58 0.12 5.8 1.2
d 17 0.24 0.12 4.08 2.04
e 40 0.43 0.12 17.2 4.8
f 38 0.59 0.12 22.42 4.56
g 15 0.92 0.12 13.8 1.8
h 22 0.49 0.12 10.78 2.64
i 20 0.50 0.12 10 0.24
j 16 0.47 0.12 7.52 1.92
k 12 0.42 0.12 5.04 1.44
Table B.2: Dune migration speed and sand flux.























Figure B.1: HiRISE image PSP 004339 1890 showing the Nili Patera
dune field study area where images T1 and T2 overlap. Upper inset of
this area (red box) with respect to the entire dune shows location field in CTX
image P04 002427 1888 XI 08N292W. Lower inset is a close-up view of one of
the dunes, showing the rippled surface.

























Figure B.2: East/West component of the T1/T2 correlation. Displace-
ments are positive toward the East. Ripple displacements are measured up to
around 3.6 m. Above this value, the correlation mostly fails as the ripple pattern
changes too much between T1 and T2 (shown as white pixels).

























Figure B.3: North/South component of the T1/T2 correlation. Dis-
placements are positive toward the North. Toward the south, values up to
around 3.2 m are measured. Above this value, the correlation mostly fails as
the ripple pattern changes too much between T1 and T2 (shown as white pix-
els). Along-track stripes are due to CCD array misalignment residual, with an
amplitude of more than 1 pixel for the most misaligned CCD.







std dev.: 25 cm
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mean: 8 cm











Figure B.4: Histograms of displacement (in East/West and North/-
South directions) measured on the bedrock only. These measurements
give an indication on the T1 and T2 registration quality and the minimum
displacement that can potentially be measured.
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A B C D E F G H I
18039 98.8 06/02/10 - - - - - -
20729 206.9 12/28/10 209 8 2.5-23.7 0.42–0.037 0.03-0.02-0.1 120-25.2
21652 251.8 03/10/11 72 5 0.0-28.5 1.16-0.111 0.02-0.01-0.06 110-25.2
22364 286.6 05/05/11 56 17 0.1-21.0 1.77-0.170 0.08-0.04-0.24 110-25.8
23142 322.4 07/04/11 60 4.5 0.0-21.5 1.52-0.136 0.02-0.01-0.06 110-24.8
23353 331.6 07/21/11 17 1 0.1-31.0 0.94-0.083 0.004-0.001-0.01 115-26.7
23564 340.4 08/06/11 16 13.4 0.2-33.2 1.98-0.846 0.06-0.03-0.18 120-43.3
23920 354.85 09/03/11 28 8.5 0.0-33.5 0.73-0.500 0.04-0.02-0.11 145-62.05
27032 105.0 05/02/12 242 5 0.0-18.2 0.29-0.025 0.02-0.1-0.06 110-25.9
Table C.1: Parameters of HiRISE images composing the time-series.
A) Image IDs of the form ESP 0XXXXX 1890 with individual id listed in the
column A. B) Solar Longitude (Ls) (degree). C) Acquisition date (mm/dd/yy).
D) Number of Earth days between previous and current image. E) Parallax
angle between previous and current image (degree). F) Registration residual
(average and standard deviation) at the tie-points between the images and the
reference image (ESP 018039 1890). G) Reptation sand flux (m3/m/yr) (mean
and error (1-σ)). H) Bias on the ripple displacement (m) due to the use of one
unique DEM which does not capture the migration of the dune over time. This
error is determined from the difference in emission angle between the two images,
the average dune displacement between the DEM acquisition and the image, and
the amplitude of the ripple migration, I) Ripple migration orientation (degree
from North, positive counter-clockwise) (mode and standard deviation).
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Figure C.1: Comparison between GCM and mesoscale sand fluxes predictions
(using the Lettau & Lettau (Lettau, K and Lettau, HH, 1978) transport law,
and a stress threshold of 0.01 N/m2). GCM flux prediction (blue) was simulated
every minute for a continuous Mars year, on a 2◦ resolution grid. Mesoscale flux
prediction (green) was simulated every minute for 5–10 continuous days every
30◦ Ls, on a 1.5 km resolution grid. Both predictions display similar seasonal
variation amplitude, suggesting 1) that most of the wind drivers are captured
in the GCM in Nili Patera area, and 2) that the stress threshold estimated
from the GCM would be in the same range as the stress threshold determined
from the mesoscale. Note that on this graph, the mesoscale prediction has been
linearly scaled (preserving the relative temporal variation) to allow comparison
with the GCM prediction.
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Figure C.2: First component of the PCA applied to the displacement maps
time-series.
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Figure C.3: second component of the PCA applied to the displacement maps
time-series.
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Figure C.4: Amplitude of the sand ripple displacements in the Nili Patera
dune field derived from correlating HiRISE images 18039 and 20729 acquired
209 Earth days apart. The displacement map represented is the composition
of the 2 first components (Figs. C.2, C.3) of the Principal Component Analysis
(PCA) applied to the time-series. Azimuth of the ripples is given in Table C.1.
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Figure C.5: Amplitude of the sand ripple displacements in the Nili Patera
dune field derived from correlating HiRISE images 20729 and 21625 acquired
72 Earth days apart. The displacement map represented is the composition of
the 2 first components (Figs. C.2, C.3) of the Principal Component Analysis
(PCA) applied to the time-series. Azimuth of the ripples is given in Table C.1.
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Figure C.6: Amplitude of the sand ripple displacements in the Nili Patera
dune field derived from correlating HiRISE images 21625 and 22364 acquired
56 Earth days apart. The displacement map represented is the composition of
the 2 first components (Figs. C.2, C.3) of the Principal Component Analysis
(PCA) applied to the time-series. Azimuth of the ripples is given in Table C.1.
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Figure C.7: Amplitude of the sand ripple displacements in the Nili Patera
dune field derived from correlating HiRISE images 22364 and 23142 acquired
60 Earth days apart. The displacement map represented is the composition of
the 2 first components (Figs. C.2, C.3) of the Principal Component Analysis
(PCA) applied to the time-series. Azimuth of the ripples is given in Table C.1.
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Figure C.8: Amplitude of the sand ripple displacements in the Nili Patera
dune field derived from correlating HiRISE images 23142 and 23353 acquired
17 Earth days apart. The displacement map represented is the composition of
the 2 first components (Figs. C.2, C.3) of the Principal Component Analysis
(PCA) applied to the time-series. Azimuth of the ripples is given in Table C.1.
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Figure C.9: Amplitude of the sand ripple displacements in the Nili Patera
dune field derived from correlating HiRISE images 23353 and 23564 acquired
16 Earth days apart. The displacement map represented is the composition of
the 2 first components (Figs. C.2, C.3) of the Principal Component Analysis
(PCA) applied to the time-series. Azimuth of the ripples is given in Table C.1.
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Figure C.10: Amplitude of the sand ripple displacements in the Nili Patera
dune field derived from correlating HiRISE images 23564 and 23920 acquired
28 Earth days apart. The displacement map represented is the composition of
the 2 first components (Figs. C.2, C.3) of the Principal Component Analysis
(PCA) applied to the time-series. Azimuth of the ripples is given in Table C.1.
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Figure C.11: Amplitude of the sand ripple displacements in the Nili Patera
dune field derived from correlating HiRISE images 23920 and 27032 acquired
242 Earth days apart. The displacement map represented is the composition
of the 2 first components (Figs. C.2, C.3) of the Principal Component Analysis
(PCA) applied to the time-series. Azimuth of the ripples is given in Table C.1.
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