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Abstract
El proyecto desarrolla un sistema de un control en tiempo real de un sistema MIMO no 
lineal.  El  problema ha sido afrontado con métodos  matemáticos,  gráficos  y  numéricos 
utilizando software libre disponible en la red.
Para controlar un sistema dándole un correcto funcionamiento desde un punto de vista 
de   latencia,  predictibilidad,   estabilidad,  controlabilidad  y  alcanzabilidad  se  necesita  un 
sistema de control que actúe en tiempo real.
RTAI, aunque no sea un sistema operativo de tiempo real tal como VXworks o QNX, es 
una suite de actualizaciones y librerías libre que se basa en el núcleo Linux convertiendolo 
completamente requisable (preemptable).
En el proyecto se reportan:
• la metodología de instalación de RTAI y de Scicoslab,
• el desarrollo de las prácticas de SITR mediante RTAI,
• un estudio inicial de las ecuaciones que regulan una planta hidráulica, constituida 
por 3 depósitos conectados entre ellos y por 2 bombas,
• el control en tiempo real de este sistema mediante RTAI y otros programas libres 
como Scicoslab y Maxima.
La planta ha sido modelizada mediante la ecuación de Bernoulli, debidamente corregida 
por un coeficiente de fricción que tiene en cuenta las varias perdidas del sistema.
Los coeficientes de las bombas, de las tuberías y de los sensores han sido calculados por 
vía estadística y un análisis de los resultados ha comprobado que el sistema es linealizable 
en una series de puntos de equilibrio por vía gráfica mediante Scicos y por vía numérica 
mediante un script de Matlab.
Después de la linealización se ha podido calcular una función media a través de una 
reducción de un modelo de estado.
Los polos deseados han sido asignado mediante un controlador PI y en espacio de estado 
con términos integrales.
Este   estudio   ha   permitido   demostrar   la   posibilidad   de   determinar   ecuaciones 
representativas del sistema supuesto y la funcionalidad de RTAI y de Scicoslab para la 
acción de control en tiempo real de un sistema MIMO no lineal.
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1. Thesis purposes
This thesis is concerned with the real time control of a MIMO non­linear plant. For our 
purposes,  we  will  develop  mathematical,   graphical   and  numerical   solutions  using   free 
software for data processing.
Let us stress  that our problem in Automatic Control Engineering is quite a common 
problem, but it is unusual to solve it through free software because of the difficulties due to 
the installation and the use of the programs. We will show that it is possible to use only 
free software for our purposes and in Section 1.1 we introduce the rationale of free software 
adoption.
In Section 2 we define the control problem dealt with and we introduce the free software 
we used  to  control   the  plant,   in  Section  3  we describe  all   the  computer  programs for 
solving the problem, and in Sections 4 and 5 we present and discuss a model of the system 
from a mathematical, numerical and graphical viewpoints, in Section 6 we describe the 
robust control we applied to our system. In Section 7 we summarize our outcomes and 
guess about other ways to achieve some of the purposes dealt with in our thesis.
1.1 Importance of free software
Every person who uses a computer to work or study at high level needs an innumerable 
quantity of software: programs for writing texts, processing data and images, browsing the 
web, and so on.
Nowadays  the  largest  part  of   the  software used  is  produced for  WindowsTM:  we use 
Microsoft  Office   for  writing   texts  or  using  spreadsheets,  we use  Photoshop  to  modify 
images, Internet Explorer for surfing the web, Matlab for control applications, and so on. 
All these programs need a licence.
If we attended a university study programme this software would be provided by the 
institution; the same if we work for a company where all the programs needed for working 
purposes would be made available. Out of the working environment we need a licence to 
get a software program.
The downloading and illegally cracking of those programs is a common practice among 
students and the fact that people who buy a program are probably a minority and the need 
to experience new ways to avoid the cracking of programs forces multinational companies 
to increase software prices and this causes a domino effect on the derived products.
Open source programs and freeware may be the solution of this confused situation. Open 
Source Software (OSS) is computer software for which the source code and other rights 
normally reserved for copyright holders are provided under a software license that meets 
the Open Source Definition, or that is made available in a public domain. This permits 
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people  to  use,  change,  and  improve  the software,  and  to   redistribute   it   in  modified or 
unmodified forms. 
Freeware (from "free" and "software"), instead, is the type of computer software made 
available for use at no cost or for an optional fee. Freeware can be proprietary software 
available at no cost, too. The software author usually restricts one or more rights to copy, 
distribute, and make derivative works of the software.
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2. Introduction
In this chapter we analyse the main components of our project: the hydraulic plant we 
want to study and the software we want to use for its control.
We will introduce RTAI, a free patch for Linux kernels that allows us to render them pre­
emptable, and RTAI­Lab, a completely free software pack through which we can control 
our plant.
2.1. Description of the plant to be controlled
We want to study a hydraulic plant based on four interconnected deposits. In particular, 
there are three rectangular deposits with the same surface at the superior part of the plant 
(which will be called “controlled deposits”) and a larger one at the inferior part (which will 
be called “source deposit”).
The deposits  contain  coloured water  propelled by  two equal  pumps from the source 
deposit to the external upper deposits. The controlled deposit in the middle receives water 
only from the other two controlled deposits, so only the level of the neighbouring deposits 
will control its level.
One of the controlled deposits is at a higher level than the other.
In Figure 1, we represent graphically the whole plant (in the following we'll number the 
components, so it will be easier to refer to them).
Figure 1: Diagram of the studied plant
1 2
3
0
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Let us analyse the components:
• pumps: Flojet 2100 Series, duplex diaphragm pump model 2100­740. Control by 
continuous voltage 24  V / 3.5  A. A work pressure of 2.1   bar   and a maximum 
pressure of 3.5 bar. The pump flow volume in open regime is 8.7  l/min;
• valves: Legris 6401, universal series straight valve with fixing, with feminine and 
masculine thread;
• rapid interconnections: Legris 9021;
• flexible pipes: Conti 10 DIN. Nominal diameter of 10 mm, made of rubber;
• deposits: made of plexiglas;
• level sensors: Honeywell 945/L4Y­2D­1CO. Ultrasound position sensors. Working 
rank range from 10 to 60 centimetres from the position of the sensor. Response time 
to the 90% of 100 ms.
2.2. Description of RTAI
RTAI (Real Time Application Interface) is not really a real time operating system, such 
as VXworks or QNX. It is based on the Linux kernel and provides the ability to make it 
fully preemptable1. 
Linux   is   a   standard   time­sharing   operating   system   which   provides   good   average 
performance and highly sophisticated services but suffers of a lack of real time support. To 
obtain a real time platform, with  low latency and  highly predictable  requirements,  it   is 
necessary to make some changes in the kernel sources, i.e. in the interrupt handling and 
scheduling policies.
RTAI uses the concept of  Hardware Abstraction Layer  (HAL) to get  the  information 
from Linux and trap some fundamental functions, providing few dependencies to Linux 
kernel.   RTAI mainly traps the peripherals interrupts and, if necessary, re­routes them to 
Linux. This leads to a simple adaptation in the Linux kernel considering the free operating 
system as a background task running when no real time activity occurs. 
2.3 Kernel Modules
To understand and use RTAI, as it is module oriented, we have to know the dynamical 
loadable modules of Linux. 
Linux uses a monolithic architecture with file systems, device drivers, and other pieces 
1 Preemptable is a methodology that deeply modifies the kernel. Core processes are executed with high 
priority and they can interrupt lower priority processes for accessing the resources they need.
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statically linked into the kernel image whereas the use of dynamic kernel modules allows 
us to write portions of the kernel as separate objects that can be loaded and unloaded on a 
running system.
When a kernel module is loaded, the module code resides in the kernel's address space 
and is executed entirely within the context of the kernel. Technically speaking, a module is 
a set of routines, with two functions,  init_module() and cleanup_module(), that must 
be provided. The first command is executed once the module is loaded, and the second one 
is executed before the module is unloaded from the kernel. 
Once  a  module   is   loaded,   it   composes   the  operating   system,   so,   it   can  use   all   the 
functions and access all variables and structures of the kernel. In the same way, the global 
symbols created are made available or exported to all the other modules.
The main functions to use to load /unload and inspect kernel modules are contained in 
the modutils package. They are: 
• insmod (insert a module into the running kernel)
• rmmod (remove a module from the running kernel) 
• lsmod (inspect modules in the running codes)
We must notice that to manage with kernel modules we have to be root. 
A module is built from a C source file so that everyone could write a kernel module. To 
explore this functionality we wrote some routines which are reported in Appendix A2.
2.4. Description of RTAI­Lab
The RTAI­Lab tool­chain is based on:
• Scilab/Scicos:   it   is   an   open   source  CACSD  (Computer  Aided  Control   System 
Design)  software   for   numerical   computation.   Scilab   includes   Scicos,   a   block 
diagram editor that can be used to create simulations and automatically generate 
and compile codes.
• Comedi:   it   provides   the   drivers,   library   functions,   and   an   API   (Application 
Program   Interface)   to   interact   with   signal   acquisition   hardware.   Hundreds   of 
devices are supported.
• RTAI. The Real­Time Application Interface (RTAI) is distributed as a package with 
a   patch   to   be   applied   to   the   Linux   kernel.   RTAI   inserts   a   sub­kernel   where 
prioritized, hard real­time tasks can run. FIFOs and shared memory can be used to 
transfer data between real­time and user space processes.
• RTAI­Lib:   it   is   a   palette   of  Scicos  blocks   for   designing  block  diagrams  with 
2 We translated the laboratory experiences of the course Real Time Systems Programming, UPC 2008/2009 
(http://aces.upc.es/SITR/) from RTLinux to RTAI programming language.
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sensors   and   actuators.   It   provides   an   interface   to  RTAI   and   signal   acquisition 
hardware. Block diagrams that use RTAI­Lib can be compiled into RTAI executable 
software. It is included in the RTAI package.
• qrtailab: it is an oscilloscope­like software that can be connected to your real­time 
executables. It lets you visually monitor signals and real­time events using gauge, 
scope, and LED mock­ups.  Qrtailab also allows you to adjust the parameters of the 
real­time executable while it runs. It is also part of RTAI.
A code   for   the   installation  of  RTAI  3.6.23  on  a  Linux  2.6.24  kernel   is   reported   in 
Appendix B.
3 Now the last version available on www.rtai.org is RTAI 3.7.1 and on RTAI mailing list on 25th September 
2009 announced that RTAI 3.8 was in progress.
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3. Programs used for experimental work
In this chapter we will describe the programs used to control our plant. 
The first program is a C program that we modified from the one described in the guide 
of RTAIi and that allows us to get the data from the A/D board and save them in a text file.
Then we will describe the blocks of Scicos that are different from the ones normally 
used to see in Matlab.
In the end of the chapter we will list all the other programs we used.
3.1. Description of the program for data acquisition (output: 0­5 
V)
FIFOs provide  a  way of  passing  data   to  other   tasks   and  programs,   so,  we wrote   a 
program to read the data sent to two FIFOs built with Scicos to acquire data of the output 
of the system.
One FIFO (/dev/rtf0) accepts two inputs (the voltage sent to the two pumps), whereas 
the second one (/dev/rtf1) accepts three inputs (the data of the three ultrasound sensors 
expressed in voltage, from a minimum of 0 to maximum of 5 Volts).
The program is the following:
/* readfifo.c -- Read a FIFO and print its data */
#include <stdio.h>
#include <unistd.h>
#include <sys/types.h>
#include <sys/stat.h>
#include <fcntl.h>
#include <signal.h>
/* Create two structures */
static int end;
struct data1{
float t;
float u[2];
};
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struct data2{
float t;
float u[3];
};
static void do_end(int dummy) { end = 1; }
int main (void)
{
int fifo1;
struct data1 val1;
int fifo2;
struct data2 val2;
/* Error opening the two channels */
if ((fifo1 = open("/dev/rtf0", O_RDONLY)) < 0) {
fprintf(stderr, "Error opening /dev/rtf0\n");
exit(1);
}
if ((fifo2 = open("/dev/rtf1", O_RDONLY)) < 0) {
fprintf(stderr, "Error opening /dev/rtf1\n");
exit(1);
}
signal(SIGINT, do_end);
/* Reading of the two channels */
while (!end) {
read(fifo1, &val1, sizeof(val1));
read(fifo2, &val2, sizeof(val2));
printf("%f\t%f\t%f\t%f\t%f\t%f\t\n", val1.t, val1.u[0], 
val1.u[1], val2.u[0], val2.u[1], val2.u[2]);
}
return 0;
}
Our program is written in C. The program performs two operations: it reads the data of 
the two FIFOs and prints them in a terminal. So it prints the time ( val1.t), the two pump 
voltages (val1.u[0], val1.u[1]) and the three level values (val2.u[0], val2.u[1], 
val2.u[2]).  Every value is separated from a tabulation (\t) so that it  can be read for 
separate in a spreadsheet.
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To compile it we can type in a terminal:
gcc -o readfifo readfifo.c
so the new file readfifo will be generated.
To save the data that appear in the terminal we can type in a terminal ./readfifo > 
fifo.dat and so the file fifo.dat will contain all the data until that CTRL+C was typed 
(this is the only way of stopping the program running).
3.2. Description of the different Scicos blocks
As we have said before, Scicos (Scilab Connected Object Simulator) is an alternative to 
Mathworks'  Simulink  and even   if   it   possesses   a   lower  number  of   functions   than   the 
commercial program, it is sufficient for controlling a non­linear plant with the addition of 
the RTAI­Lib palette.
The   blocks   are   somewhat   different   from   the  Simulink's   ones   but   they   are   not   so 
difficult to be understood. For our purposes, the only interesting blocks, except the ones 
of the RTAI­Lib palette, are the Lookup Table, the Write to Output File, the Exp block 
and the Scope.
The  Lookup Table,  present in the  Non_linear  palette, realizes a non­linear function 
using a graphical editor.
The Exp, also present in the Non_linear palette, realizes  y i=aui   where  a  is a 
real positive scalar. The input and the output port sizes are determined by the compiler.
The Write to Output File, present in the Sinks palette, allows the user to save the data 
in a file, in formatted or binary modes. Each call to the block corresponds to a record in the 
file. Each record has the following form:   [ t ,V 1,... ,V n]   where   t   is the number of 
times the block is called and  V i  is the  i ­th input value.
The parameters of the dialogue box are the following:
• Input size. It is a scalar that fixes the input size. 
• Output file name. It is a character string that defines the path of the file. 
• Output  Format.   It   is  a  character   string   that  defines   the  Fortran   format   for  an 
unformatted (binary) write. If given, the format must begin with a left parenthesis 
and end up with a right parenthesis.
• Buffer size. It is a scalar that fixes the buffer size. The writing on the file is done 
only after every call of the Buffer size to the block.
The Scope block, present in the Sink palette, displays its input with respect to simulation 
time. Both axes have a common range. The Scope allows you to adjust the amount of time 
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and the range of input values displayed.
The parameters of the dialogue box are:
• Color. It is a vector of integers. The  i ­th element is the colour number ( 0 ) 
or dash type ( 0 ) used to draw the evolution of the  i ­th input port signal.
• Output window number. It is a scalar that fixes the number of graphic window 
used as display. It is often good to use high values to avoid conflicts with palettes 
and Super  Block windows.   If  a  default  value   is  used,  Scicos  define   the  output 
window number. 
• Output window position. It is a 2­vector specifying the coordinates of the upper 
left corner of the graphic window.
• Output window sizes. It is a 2­vector parameter that specifies the coordinates of 
the upper left corner of the graphic window. 
• Ymin. It is a vector of scalars that represents the minimum values of the input; used 
to set up the  Y ­axis of the plot in the graphics window. 
• Ymax. It is a vector of scalars that represents the maximum values of the input; 
used to set up the  Y ­axis of the plot in the graphics window. 
• Refresh period. It is a vector of scalars that represents the maximum value on the 
X ­axis (time). The plot is redrawn when time reaches a multiple of this value.
• Buffer size. It is a scalar that fixes the buffer size. The drawing is only done after 
each Buffer size call to the block. 
• Accept herited events 0/1.  It   is a binary number  that enables the event herited 
property (disable the event input port):
• if it is 0  CSCOPE_f draws a new point only when an event occurs on its 
event input port;
• if it is 1 CSCOPE_f draws a new point when an event occurs on its event 
input port and when its regular input changes due to an event on another 
upstream block (inherited events). 
• Name of Scope. It is a string that names the block. 
As  we can  see   in  Figure  2   the  blocks  of  RTAI­Lib  are   (more  or   less)   arranged   in 
thematic columns:
• Inputs:   function   generators   (sine,   square,   step),   read   data   file,   programmable 
generic sensor;
• Outputs: displays (oscilloscope, meter, LED), programmable generic actuator;
• Mailboxes:   send message  and overwrite,   receive  without  blocking   task,   receive 
unconditionally, send message if task timing permits, and FIFO boxes;
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• Comedi hardware drivers: A/D, D/A, digital input, digital output;
• Semaphores and more: wait, signal, programmable generic C block.
For our purposes we used:
• Inputs:
1. Square: real­time square waveform. The Square block lets us adjust amplitude, 
period, pulse width, bias, and delay. We can also adjust parameters from 
qrtailab or other programs during real­time execution.
2. Step: step function. The Step block lets us adjust amplitude and delay.
• Outputs:
1. Scope: qrtailab multichannel oscilloscope. We can adjust the number of inputs 
and the scope's name.
• Comedi hardware drivers
1. Comedi A/D: Comedi supported Analog Input. We can select our acquisition 
board's analog input channel [0], the device if we have several acquisition 
boards   [comedi0],   the   range   number   as   specified   in   our   acquisition 
hardware's manual [0] (warning: the value to enter is not expressed in volts), 
and   the   type  of   voltage   reference   [0],   e.g.   non­referenced   single   ended, 
referenced single ended, and differential.
2. Comedi D/A: Comedi supported Analog Output. The parameters are similar to 
Comedi A/D.
Figure 2: The RTAI­Lib palette featuring (from left to right columns)  
inputs, outputs, mailboxes, hardware interfaces and semaphores
Page 16 Report
We are going to explain how to use the RTAI Scope as it is not so intuitive.
First  of  all  we must  note   that  qrtailab  only  executes  when a  RTAI Linux kernel   is 
running; qrtailab will generate a segmentation fault if started over a standard Linux kernel.
To open qrtailab we must type qrtailab in a terminal, select menu File    Connect 
to Target and then click on OK
Qrtailab’s rows of buttons let us start and stop the real­time executable, and open various 
displays such as scopes, meters, and LEDs.
Some people may find it  convenient  to use the  View  menu and associated keyboard 
shortcuts.
Now we can open a scope manager window by either clicking on the  Scope button or 
selecting it in the  View menu. Then clicking on the  Show/Hide  checkbox to display the 
scope. At the end we can see the output of the system.
We can  note   that   the  Scope Manager   lets  us  modify  display  properties   such  as   the 
number   of   grid   divisions   (Sec/Div),   colours,   and   filename.  We   can   save   data   points 
(default: 1000) to a file (default filename: SCOPE).
Figure 3: qrtailab with scope manager window and a scope displaying a 1 Hz sine 
wave.
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3.3. Other programs
Other free software used for this study is the  OpenOffice 2.4  package installed with 
Ubuntu 8.10.
The OpenOffice Spreadsheet proved to be very useful to get the data, process and plot 
them, whereas the OpenOffice Wordprocessor was used to write this document.
As  we   shall   see   in   the   following,   for   some   calculations,  we   used   also   commercial 
programs such as  Matlab  and  Maple13,  but  we will   show  that  properly  used  Maxima 
software can give the same results as the commercial software.
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4. System Modelization
In this chapter we describe how our plant can be modelled, that means we will find the 
physical laws that rule our hydraulic system so to simulate in a computer.
Then,  we  will   adapt   the   general   equations   to   our   specific   case  by   estimating   their 
coefficients, carrying out some experiments and statistically analysing the obtained values.
After   some considerations  about   the   results  we will  modify   the  program previously 
written for the acquisition of the data.
At the end we will be ready for modelling the system with Scicos and acquire real and 
simulated data for further analysis.
4.1. Theory
In most flows of  liquids  the mass density  of a fluid parcel can be considered to be 
constant, regardless of pressure variations in the flow. For this reason the fluid in such 
flows can be considered incompressible. Bernoulli performed his experiments on liquids 
and his equation in its original form is valid only for incompressible flows.
Bernoulli's equation, valid at any point along a streamline, is:
v2
2

p
=constant  
where:
v  is the fluid flow speed at a point on a streamline, 
  is the gravitational potential, 
p  is the pressure at the point, and 
  is the density at all points in the fluid. 
The following assumptions must be met for the equation to apply:
• The fluid must be incompressible, even though pressure varies, the density must 
remain constant. 
• The   streamline  must   not   enter   a   boundary   layer.   (Bernoulli's   equation   is   not 
applicable where there are viscous forces, such as in a boundary layer).
One of the effects produced by the friction is the reduction of the system mechanical 
energy.
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It is necessary to correct the Bernoulli's equation, which is a mechanical energy balance 
scaled on the longitudinal dimension (height), with a friction term, height loss by friction. 
In the examined plant, the friction losses can be divided into:
1. losses caused by the pipe wall;
2. losses caused by the pipe curves (change of the fluid direction);
3. losses caused by the exit of the deposits;
4. losses caused by the valves;
5. losses caused by rapid connections.
All these losses depend on the velocity of the fluid, and consequently on the volume of 
flow. Broadly speaking, we can model every loss as:
h p=K
v2
2 g
In the case of the friction losses due to the wall of a circular pipe, the constant  K  is 
expressed as:
K= f L
DH
where   L   is   the   longitude  of   the  pipe,   DH=4
A
P
=4 area
perimeter
and   f   is   the 
friction coefficient.
All the other losses are smaller or singular losses and the values of the different   K  
can   be   achieved   through   tables   and   experimental   graphs.   The   coefficients   K   are 
functions of the geometry, of the number of Reynolds and the relative roughness. Finally 
we can express all the losses between two points as:
h p= f LDH∑i K i v
2
2 g .
So  we   can   apply   this   result   to   two   points   A   and   B   at   the   ends   of   a   pipe   that 
communicates   with  two   deposits.  Let   us   consider   the   velocity   in   these   two   points 
despicable and hypothesize that the points are situated at the same level, so we can obtain 
the pressure difference in two points:
zA− zb= f LDH∑i K i v
2
2 g .
By expressing the previous equation in function of the volume of flow   Q=
v
A
  we 
obtain:
zA− zb= f LDH∑i K i Q
2
2 g A2
=K 'Q 2
and we can easily get:
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Q=K ' '  z A− zB .
At this point we are ready to model our plant.
First of all we must consider that the pumps we are using are volumetric, which means 
that they have a constant relationship between the input voltage and the volume of flow 
they can produce.
So we can examine globally the controlled deposit and the source deposit and analyse 
the physical laws that describe the plant.
In the first controlled deposit the first pump loads the liquid and the pipes load/unload 
(according to  the levels of the liquid) the second controlled deposit and  load  the source 
deposit.
In the second controlled deposit the pipes load/unload (according to  the levels of the 
liquid) the first and the third controlled deposit.
In   the   third   controlled   deposit   the   second   pump   loads   the   liquid   and   the   pipes 
load/unload (according to  the levels of the liquid) the second controlled deposit and load 
the source deposit.
In   the   source  deposit  only   the  unloading  of   the   liquid   from  the   first   and   the   third 
controlled deposit takes place.
Rewriting the previous laws in a mathematical form we obtain:
d y1
dt
=
−K 10 y1−y0K 12sign y2−y1∣y2−y1∣Kb1u1
A1
d y2
dt
=
−K12 sign y2−y1∣y2−y1∣−K23 signy2−y3∣y2−y3∣
A2
d y3
dt
=
−K 30y3−y0K 23 signy2−y3∣y2−y3∣Kb2u2
A3
d y0
dt
=
K 10 y1− y0K30  y3− y0−Kb1u1−Kb2u2
A0
where   y1 ,   y2 ,   y3   and   y0   are   respectively   the   fluid   levels   of   the   three 
controlled and of the source deposit,   u1   and   u2   are the voltage inputs of the two 
pumps,   A1 ,   A2 ,   A3   and   A0   are the areas of the deposits and all the   K   are 
coefficients we will analyse later on.
As the volume of the liquid is kept constant, the four equations are linearly dependent, 
so, if we write:
Vol= y0 A0 y1 A1 y2 A2 y3 A3
we can delete the fourth equation and express  y0  as:
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y0=
Vol− y1 A1−y2 A2−y3 A3
A 0
.
Finally we obtain the three following equations:
d y1
dt
=
−K 10 y1−Vol−y1 A1−y2 A2−y3 A3A0 K12 sign y2−y1∣y2−y1∣Kb1u1
A1
d y2
dt
=
−K12 sign y2−y 1 ∣y2−y1∣−K23 signy2−y3∣y2−y3∣
A2
d y3
dt
=
−K 30 y3−Vol−y1 A1−y2 A2−y3 A3A0 K 23sign y2−y3∣y2−y3∣Kb2u2
A3
.
4.2. Coefficients Calculation
Now we have to estimate, through appropriate experiments, the values of the parameters 
of the system regulating equations.
The parameters we have to find are:
• Kbi : constant related to pump  i  (
cm3
Volt s
);
• K ij : constant related to the pipe that goes from deposit  i  to deposit   j . All 
the friction losses are included ( cm
5/2
s
);
• Ksi : constant related to sensor  i  (
cm
Volt
);
• Ai : area of deposit  i  ( cm2 ).
We can obtain the areas of the deposit simply by measuring them. The dimensions of the 
three controlled deposits are the same: squared section with a side of 8  cm  (so with 64 
cm2   of  area).  The inferior deposit   is 18   cm   by 58   cm   (with an area of 1044 
cm2 ). Instead, the other coefficients are to be estimated.
4.2.1.Calculation of Kbi
Isolating the terms due to the load of the pumps from the equations obtained in the 
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previous chapter, we can analyse the equation that models the load system of an isolated 
deposit:
d
dt
y j t =
Kbiu i
A j
.
By   solving   the   differential   equation   and   isolating   Kbi   we   obtain   the   following 
expression:
Kbi=
y f−y0A j
t u i
.
In   tables  1  and 2  there are   the  measures  of   the parameters  of   the previous  formula 
obtained  with  different  pump voltages   ( ui )  and   the  calculated  values  of   Kb1 and 
Kb2 .
y f [ cm ] t [ s ] ui [ V ]
Kb1 [
cm3
V s
]
5.0 5.26 9.6 6.34
10.0 11.20 9.6 5.95
5.0 3.87 14.4 5.74
10.0 7.92 14.4 5.61
17.5 13.90 14.4 5.60
24.0 18.85 14.4 5.66
5.0 3.33 19.2 5.01
10.0 6.43 19.2 5.18
17.5 11.29 19.2 5.17
24.0 15.16 19.2 5.28
5.0 2.70 24.0 4.94
10.0 5.62 24.0 4.74
17.5 9.76 24.0 4.78
24.0 13.27 24.0 4.82
Table 1: Values for Kb1 estimation 
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y f [ cm ] t [ s ] ui [ V ]
Kb2 [
cm3
V s
]
5.0 6.25 9.6 5.33
10.0 12.24 9.6 5.45
5.0 3.87 14.4 5.74
10.0 8.1 14.4 5.49
17.5 14.17 14.4 5.49
24.0 19.71 14.4 5.41
5.0 3.19 19.2 5.22
10.0 6.57 19.2 5.07
17.5 11.52 19.2 5.06
24.0 15.61 19.2 5.12
5.0 2.74 24.0 4.87
10.0 5.53 24.0 4.82
17.5 9.63 24.0 4.85
24.0 13.18 24.0 4.86
Table 2: Values for Kb2 estimation
We notice that the value of  Kb  decreases with the level of the water (because of the 
growing weight of the liquid the pump need to lift) and with the growth of the voltage so 
we need to choose an interval where we can estimate it. As we can see later (at the end of 
Section 5.2.2.), the value of the input voltage will vary between 4.8 and 14.4 Volts4 so we 
chose for  Kb1 and  Kb2  an average value of 5.9 
cm3
Volt s
.
4.2.2.Calculation of Kij
To determinate the  K ij  of each pipe, we will realize the experiment of unloading the 
deposit for every case. To avoid interactions between the different pipes we will isolate 
them. The procedure of every experiment will be:
4 We will see in 5.2.2 that the input voltage always varies between 1 and 3 Volts but this is the value we get 
from the D/A board, which analog input range is [0,5] Volts. The voltage range of the pumps is [0,24] 
Volts so if we want to transform a D/A board's voltage into a pump's one we need to multiply this value by 
24−0
5−0
=4.8 .
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• to load the highest deposit,
• to isolate the two deposits taken in question,
• to unload the deposit into the second one.
The theoretical equations of the system, supposing that the filled deposit is the   i ­th, 
are the following:
d
dt
y it =−
K ij
Ai
signy i− y j∣y i−y j∣
d
dt
y jt =
K ij
A j
sign y i− y j ∣ y i− y j∣ .
Now we have to consider two different experiments: the first one is the loading of a 
deposit placed more or less at the same height and the second one is the loading of the 
source deposit, when the height levels are clearly different.
In the first case we will consider that the volume of the fluid is constant and so:
Vol=Ai yiA j y j
from where we can obtain:
y j=
Vol−Ai y i
A j
.
We can express the previous system through  y i  as:
d
dt
y it =−
K ij
Ai
sign  AiA j y it A j −VolA j ∣ AiA j  y itA j −VolA j ∣
With the previous assumption ( i ­th is filled) we know that the sign is equal to +1 and 
that the absolute value is equal to the value, so:
d
dt
y it =−
K ij
Ai   AiA j  yi tA j −VolA j
Solving the previous differential equation with the initial condition  y i0=
Vol
Ai
 and 
y j0=0  we find:
y it =a2t
2a1ta0
with:
• a2=
1
4
 AiA jK ij
2
Ai
2 A j
Page 26 Report
• a1=−
K ij Vol Ai
Ai
2
• a0=
Vol
Ai
.
In this case we can give an explicit expression of the value of   K ij by imposing that 
y it    be   equal   to   y f   where   y f
Vol
AiA j
,   which   is   a   point   higher   than   the 
equilibrium level. So from the previous second grade equation we obtain:
K ij=
2Vol Ai A j±2  y f Ai3 A j−Vol Ai2 A j y f Ai2 A j2
 AiA j t
.
The solution is the one with the negative sign as  y it  is decreasing.
As the areas of the controlled deposits are the same we simplify as:
K ij=
Ai y0− 2 y f− y0
t
.
If we analyse the source deposit, there is no vessels communication. As the area of the 
source deposit is much larger than the areas of the controlled deposits, we can consider its 
level invariable. So the differential equation is:
d y it 
dt
=−
K ij
Ai
y it  .
Resolving the first order equation we obtain two solutions:
y it =
1
4
t K ij±2  yo Ai
2
Ai
2 .
The correct solution is the one with the negative sign as demeans the value of  y it   
for  t0 . To find an explicit expression of  K ij  we suppose  y it f = y f and isolate:
K ij=2
 y0± y f  Ai
t
,
where, again, the element with the negative sign is the expected one because  y it   is 
demeaning.
Finally, we can experimentally calculate all the  K ij  coefficients.
The first coefficients are the ones through the controlled deposits ( K12  and  K 23 ). 
As previously discussed we only have to isolate the two deposits, time the unload of the 
liquid from the first one to the other and use the empirical times on the equation
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K ij=
Aiy0−2 y f− y0
t
.
To   estimate   K23   we   carried   out   5   experiments,   calculated   the   average   of   the 
unloading times just to avoid some empirical errors and figured the coefficients starting 
and finishing from different levels (since the coefficient depends on the level of the liquid 
filled in the loading deposit).
The deposits have different heights, so the equilibrium point is not in the middle of one 
of them.
y [ cm ] t 1 [ s ] t 2 [ s ] t 3 [ s ] t 4 [ s ] t 5 [ s ] tm [ s ]
40.90 0.00 0.00 0.00 0.00 0.00 0.000
35.90 4.63 4.54 4.70 4.41 4.00 4.456
25.90 17.55 18.04 17.68 16.87 16.47 17.322
20.45 37.71 38.69 36.76 36.50 35.37 37.006
Table 3: Measured values and their average for the calculation of K23
The coefficient decreases in value with the level of the liquid because of the reduction of 
velocity with the unloading of the liquid.
The average value of the obtained data is 11.5020  cm
5/2
s
.
In just the same way as  K23 , we timed the loading of the deposit 2 from the first one to 
obtain  K12 .  
y [ cm ] t 1 [ s ] t 2 [ s ] t 3 [ s ] t 4 [ s ] t 5 [ s ] tm [ s ]
35.0 0.00 0.00 0.00 0.00 0.00 0.000
30.0 4.09 4.23 4.05 3.78 3.78 3.986
24.0 9.94 9.81 9.76 9.45 9.49 9.690
17.5 24.57 22.81 23.26 22.67 23.08 23.278
Table 4: Measured values and their average for the calculation of K12
The average of the computed values is 15.4116  cm
5/2
s
.
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For the loading of the source deposit the procedure is the same as before, the only new 
change is that, this time, the initial level is the absolute, not the relative one, that is to say 
that the level of the liquid we have to consider is not only the level of the controlled deposit 
but the sum of the level of the controlled deposit and the distance between it and the source 
deposit.
As before,   for  calculating   K10 ,  we carried  out  5  experiments.  The resulting   timed 
values are:
y [ cm ] t 1 [ s ] t 2 [ s ] t 3 [ s ] t 4 [ s ] t 5 [ s ] tm [ s ]
76.5 0.00 0.00 0.00 0.00 0.00 0.000
71.5 5.67 5.31 6.03 5.31 5.71 5.606
61.5 17.32 16.96 17.73 17.19 17.23 17.286
51.5 30.28 29.83 30.82 30.24 30.24 30.282
Table 5: Obtained values and their average for the calculation of K10
The average value of  K10  is 6.6479 
cm5/2
s
.
We repeated the procedure for  K 30  and we found:
y [ cm ] t 1 [ s ] t 2 [ s ] t 3 [ s ] t 4 [ s ] t 5 [ s ] tm [ s ]
81.2 0.00 0.00 0.00 0.00 0.00 0.000
76.2 4.86 4.99 5.13 4.95 5.26 5.038
66.2 15.39 15.93 15.88 15.75 15.88 15.766
56.2 27.45 27.85 27.63 27.90 27.85 27.736
Table 6: Obtained values and their average for the calculation of K30
The average value of  K30  is 7.0196 
cm5/2
s
.
4.2.3.Calculation of Ksi
The operation that completes the coefficients calculation is to transform voltage values 
into metric measures. In fact the levels we obtained from the sensors are in voltage units 
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(from 0 to 5 Volts).
To do this operation we had to confront some measures taken in centimetres with the 
same measures in volts.
To do so, we isolated a controlled deposit and gave, as input of the pump, a square wave 
varying between 0 and a positive number, so the level grew to a value, then stopped so we 
have been able to measure that level both in centimetres (looking on a ruler placed next to 
the deposit) and volts (acquiring the measures on the computer and looking for a value kept 
constant for an interval of time).
As the second controlled deposit is not loaded directly with a pump we have put the 
sensor 2 in the first controlled deposit.
The measures of the first deposit were:
Values in volts Values in centimetres
0.28083 ­2.5
1.21856 4.5
1.39438 6.0
1.50183 6.7
1.53602 7.4
1.57509 7.6
1.73138 8.4
2.13675 11.3
2.64957 14.7
3.16239 17.8
Table 7: Values for transforming the output of sensor 1 from volts into centimetres
As we can see in Figure 4, the ruling law for sensor 1 is linear (calculated through the 
minimum mean square error). In formula it is:
x [cm ]=7.03 x [V ]−3.89
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For sensor 2:
Values in Volts Values in centimetres
0.18315 2.6
0.35897 3.7
0.41758 4.3
0.88645 7.3
1.04274 8.2
1.34554 10.4
1.55556 11.9
1.81929 13.4
2.48840 17.7
2.56655 18.1
Table 8: Values for transforming the output of sensor 2 from volts into centimetres
As  we   can   see   in   Figure   5,   the   law   that   rules   this   sensor   (calculated   through   the 
minimum mean square error) is:
x [cm ]=6.53 x [V ]1.49
Figure 4: Linear regression for sensor 1
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For sensor 3:
Values in Volts Values in centimetres
0.91575 1.8
1.19414 3.4
1.31624 4.2
1.51648 5.3
1.59951 5.6
1.92186 7.4
2.17094 8.8
2.54213 11.3
2.91331 12.7
3.51893 17.3
Table 9: Values for transforming the output of the sensor 3 from volts into centimetres
As  we   can   see   in   Figure   6,   the   law   that   rules   this   sensor   (calculated   through   the 
minimum mean square error) is:
x [cm ]= .5 8 x [V ]−3.59
Figure 5: Linear regression for sensor 2
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4.3. Discussion
We noticed that the formula describing the behaviour of the second sensor is somewhat 
anomalous since, instead of summing up to a quantity as hypothesizes with the other two 
sensors, we have to subtract it. This is because it has a “dead” (non reactive) zone for the 
very first centimetres and this aspect can be seen in the following graph:
So, an important characteristic of our control is that we have to find an equilibrium point 
far from this “dead” zone as the real measure can be very different from the simulated one.
Another aspect to be consider is that the loading/unloading coefficient is not constant 
with  the  liquid  level.  This  can be  ignored  if   the  level   is  close  to   the point  where  this 
Figure 6: Linear regression for sensor 3
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Figure 7: Particular of the dead zone of sensor 2
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coefficient was encountered but it becomes relevant if the level of the liquid is far from the 
estimation point. In particular, the unloading of a very small quantity of liquid could not 
follow the general law as the volume of the liquid in the source deposit is much heavier 
than the one in  the controlled deposit  and this  can affect  the fluidity of  the unloading 
process.
For our model to be realistic we have to keep the unloading coefficient not constant but 
very small (the unloading process is very slow) until a point from where the process begins 
to follow the general rule.
Empirically  we   found   out   that   the   point   from  which  we   can   consider   the   process 
modeled by the previous law is 6  cm . 
For analysing the behaviour of  the system in this   interval (between 0 and 6  cm) we 
imposed that  K 10  and   K 30  were 0 
cm5/2
s
 (as the valve was closed).
As  we can  see   in  Figures  8  and 9  where   K 10    and   K 30   vary,  we obtained  a 
significant improvement of the modelling quality of the plant.
Figure 8: Simulation with K10 and K30 constants
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4.4. Revision of the data acquisition program
Now that we know the values of  Ksi  we can modify the program previously 
described so that the output of the AD board could be in centimetres instead of volts.
This allows us to compare the real with the hypothesized system.
The program is, as before:
/* readfifo.c -- Read a FIFO and print its data */
#include <stdio.h>
#include <unistd.h>
#include <sys/types.h>
#include <sys/stat.h>
#include <fcntl.h>
#include <signal.h>
static int end;
/* Create two structures */
static int end;
float v1,v2,v3;
struct data1{
Figure 9: Simulation with K10 and K30 no constants
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float t;
float u[2];
};
struct data2{
float t;
float u[3];
};
static void do_end(int dummy) { end = 1; }
int main (void)
{
int fifo1;
struct data1 val1;
int fifo2;
struct data2 val2;
/* Error opening the two channels */
if ((fifo1 = open("/dev/rtf0", O_RDONLY)) < 0) {
fprintf(stderr, "Error opening /dev/rtf0\n");
exit(1);
}
if ((fifo2 = open("/dev/rtf1", O_RDONLY)) < 0) {
fprintf(stderr, "Error opening /dev/rtf1\n");
exit(1);
}
signal(SIGINT, do_end);
/* Reading of the two channels and transforming the outputs as the 
laws that rule the sensors*/
    while (!end) {
    read(fifo1, &val1, sizeof(val1));
 read(fifo2, &val2, sizeof(val2));
  v1 = val2.u[0]*7.03 – 2.89;
  v2 = val2.u[1]*6.53 + 1.49;
  v3 = val2.u[2]*5.8 - 1.09;
    printf("%f\t%f\t%f\t%f\t%f\t%f\t\n", val1.t, val1.u[0], val1.u[1], 
v1, v2, v3);
    }
    return 0;
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}
The way to compile this program is the same as illustrated in Section 3.1.
4.5. Simulated plant design 
To   control   our   plant   we   represent   graphically   the   physical   laws   discussed   in   the 
previously sections with a program that allows us to simulate the behaviour of the system. 
For our analysis we used Scicos of Scicoslab.
The plant is represented in Figures 10 to 13:
Figure 10: SuperBlock representing the first deposit
Figure 11: SuperBlock representing the second deposit
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The graphs represent the physical laws quoted in Section 4.1. It is worth noticing that:
• the Lookup Table: as the third controlled deposit is 6.2 cm higher than the second 
one, the communicating vessels phenomenon should not appear until the liquid in 
the   second   deposit   does   not   overcome  this   limit.   Then   the   between­deposit 
difference will be the level of the liquid minus 6.2 cm. This is why we have put a 
Lookup Table whose output is 0 cm until 6.2 cm and after that it is the input value 
minus 6.2.
• Exp: as there is no square function in Scicoslab we needed to use a raising block 
and had to put 0.5 as the power of it.
We don't need the RTAI­Lib palette to draw the diagram, whereas the diagram that we 
use to control the plant through the AD/DA acquisition board needs real­time blocks.
Figure 12: SuperBlock representing the third deposit
Figure 13: Graphic of the scheme of the plant made with Scicos
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This diagram is very simple: there is an input (that can be a step or a square wave) which 
directly goes to a Comedi D/A block and to a FIFO block, then a Comedi A/D block that 
goes to another FIFO block so we can read the output.
The two Comedi D/A blocks (that control the two pumps) must have different names, so 
we call them channel 0 and channel 1 (which are the first and second channel of the D/A 
board).
The three Comedi A/D blocks (that are referred to the three sensors) must have different 
names, too, so we call them channels 0, 1 and 2  (which are the first three channels of the 
A/D board).
All the blocks are connected with a red clock which synchronizes all the system and 
gives the sampling time. As this plant is hydraulic, hence very slow, we chose a sampling 
time of 0.05  s. We could have chosen a larger sampling time but RTAI can freeze with 
large sampling times.
The diagram is represented in Figure 14.
4.6. Comparison between Real and Simulated Data
Now  that  we can   simulate   the   system and  acquire   the   real  data   (with   the  program 
created), we can draw graphics of the behaviour of the real and simulated systems to verify 
the likelihood of the modelled system to reality.
The procedure for the acquisition of the data is explicated in Appendix C.ii
We compared the graphics using as input of the two pumps a squared wave and a step so 
we could control the steady­state gain (through the step) and the time constant    or the 
Figure 14: Diagram for controlling the plant made with Scicos with the RTAI palette
Real time control of a non­linear MIMO plant using free software  Page 39
delay    (through the squared wave). 
For comparing the real and simulated behaviour we considered two examples. In the first 
one we sent as input of the first pump a step (of 2 Volts) and as input of the second pump a 
squared wave (varying from 1.75 to 2.75 Volts). The behaviour is perceivable in Figure 15:
In the second experiment we sent as input of the second pump a step of 2 Volts and as 
input of the first pump a squared wave varying from 2.25 to 2.75 Volts.
Figure 15: First example with a step of 2 Volts to the first pump and a squared wave 
from 1.75 to 2.75 Volts to the second pump
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We   wanted   to   improve   firstly   the   stationary   behaviour,   so   we   carried   out   some 
experiments to find out the best value that gives us a constant steady­state error.
The values   that  best   render   the  hypothesized behaviour  parallel   to   the  real  ones  are 
K '10=K10∗1.08=7.1797
cm5/2
s
 and  K '30=K30∗1.12=7.8620
cm5 /2
s
 since 6.1 cm. As 
we can see the curves of the step response are practically parallel:
Figure 16: Second example with a squared wave from 2.25 to 2.75 Volts to the 
first pump and a step of 2 Volts to the second pump
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Figure 17: First example with K'10 and K'30
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Then we can perceive that the transitory behaviour did not fit that well, as it is modelled 
with the assumption that, during the first seconds, the unloading valve is closed, so after 
several experiments we estimated the best­fitting values.
We chose a transitory value equal to   K ' '10=K 10∗0.8=5.3183
cm5/2
s
  and of   K 30  
equal to 0.5   cm
5/2
s
  from 0 to 4.5   cm  and then a linear interpolation between these 
values and the stationary ones.
The results are presented in Figures 19 and 20:
Figure 18: Second example with K'10 and K'30
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This time the results are very good, only for the first centimetres the possible error is 
noticeable, because, there, the real behaviour is difficult to predict as the unloading point is 
not fixed (it depends on the volume of liquid present in the source deposit, the power of the 
pump, and so on).
This problem can be irrelevant for the linearization close to the equilibrium points we 
will choose as they are not in the transient state (the first centimetres).
Figure 19: First example with K''10 and K''30
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Figure 20: Second example with K''10 and K''30
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5. System Linearization
As shown beforehand, the physical laws which govern the plant are non­linear. There are 
many well­established analysis  and design techniques  for LTI systems (e.g.,   root­locus, 
Bode plot,  Nyquist  criterion,  state­feedback,  pole placement).  Our  next  step will  be  to 
linearize the system close to some equilibrium points.
In this chapter we will introduce the linearization of a general system and then we will 
apply the derived formulas to our particular case.
5.1. Theory
In  mathematics,   the  point   x∈ℜn   is  an  equilibrium point   (or   fixed  point)   for   the 
continuous time equation
x˙=f x  
if  f x=0 .
This concept allows us to define the linearization of a non­linear system such as the 
linearization of the non­linear function  f  associated to the system. If  F :ℜnℜm  is 
a function from Euclidean   n ­space to Euclidean   m ­space, this function is given by 
m   real­valued   component   functions,   f 1 x1 , ...xn, ... , f mx 1 ,... xn .   The   partial 
derivatives of all these functions (if they exist) can be organized in an  m ­by­ n  matrix, 
the Jacobian matrix  J  of  F , as follows:
J=[
∂ f 1
∂ x1
...
∂ f 1
∂ xn
... ... ...
∂ f m
∂ x1
...
∂ f m
∂ xn
]
If  x  is a point in  ℜn  and  F  is differentiable at  x , then its derivative is given 
by   J F  x .   In   this   case,   the   linear  map   described   by   J F  x   is   the   best   linear 
approximation of  F  near the point  x , in the sense that:
x˙ t =F x t =F x  J F  x x t −x o∥x t −x∥  
for  x t   close to  x  and where  o  is the little­ o notation.
In our case, as we saw in Section 4.1, the function   F   is a function from  ℜ3   to 
ℜ3   (the  level of  the  liquid of each deposit  depends on combined level of  the  three 
deposits), so the Jacobian is a  3 ­by­ 3  matrix. 
Depreciating the   little­ o   notation and displacing the origin to the equilibrium point 
Page 44 Report
x  through   x=xx we can rewrite the previous formula as
˙x t =J F  x x t =F x t  .
In our case we are considering a continuous time invariant MIMO system such as
x˙ t = f x t  , u t 
and the procedure for the input is exactly the same, so we have
˙x t =F x t G u t 
where  F= J F x ,u   and  G=J G x ,u .
In our case, as we saw in Section 4.1, the function   G   is a function from  ℜ2   to 
ℜ3   (the level of the liquid of each deposit depends on the two pumps' power), so the 
Jacobian is a  3 ­by­ 2  matrix. 
The final linearized system is:
x˙=AxBu
y=C xDu .
5.2. System linearization close to the equilibrium points
In   this   section  we present  an  algorithm  for   the   linearization  of  the  system at   some 
equilibrium points of the working zone of the plant and another one for finding a controller 
for the plant at all its working points.
As the eigenvalues of the plant are stable (they all have their real part negative), the aim 
of the controller will be to speed up the system, that is to render these eigenvalues “more 
negative”.
5.2.1.Revision of the system design
As we wrote in Section 4.6, we have to choose the equilibrium points in the steady­state 
zone. This is also because the Lookup Tables we created are made up of interval functions 
and cannot be linearized in the whole range of values. That is to say that we have to choose 
an interval where we want to linearize them and this means the replacement with constant 
gains (in this case the steady­state ones).
We revised the plant design by linearizing the system through the diagram of Scicos.
The only thing to do is to cancel the inputs (step and square wave) and the outputs (write 
to output file and scope) of the system and to substitute them with Input Ports (to be found 
in the Sources Palette) and Output Ports (to be found in the Sinks Palette), number them 
and linearize the system through the commands of Scilab:
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• scicos
• lincos
Scicos is a visual editor for constructing models of hybrid dynamical systems. Invoking 
scicos  with   no   argument   opens   up   an   empty   Scicos  window.  Models   can   then   be 
assembled, loaded, saved, compiled, simulated, using GUI of Scicos. Scicos serves as an 
interface to the various block diagram compilers and the hybrid simulator scicosim. 
The input and output arguments are useful for debugging purposes. 
The calling sequence is:
scs_m = scicos([toto]) 
where the parameters are:
• toto: either a Scicos diagram structure (scs_m) or a character string containing the 
path of the diagram file (.cos or .cosf extension). If no input argument is used, an 
empty diagram is opened (default name Untitled). 
• scs_m: Scicos diagram structure after edition. 
Lincos constructs a linear state space system by linearizing a model given as a Scicos 
diagram. 
The output is a Scilab data structure of type continuous­time state space linear system. 
The calling sequence is:
sys = lincos(scs_m [,x0,u0 [,param] ]) 
where the parameters are:
• scs_m: a Scicos data structure 
• x0:   it   is   a   column   vector   representing   the   continuous   state   around   which 
linearization is to be done (the default value is 0) 
• u0: it is a column vector representing the input around which linearization is to be 
done (the default value is 0) 
• param: it is a list with two elements (the default list is(1.d-6,0))
1. param(1): it is a scalar representing the perturbation level for linearization; the 
following   variation   is   used  del([x;u])_i = param(1)+param(1)*1d-
4*abs([x;u])_i.
2. param(2): it is a scalar representing time t. 
• sys: it is a state space system 
As we can see later on another way to linearize the system may be considered.
Page 46 Report
5.2.2.Linearization Program
The first step to linearize the system is to choose the equilibrium points.
As we described in Section 4.1  the equations of  the system are  three,  whereas  their 
unknowns  are   five   (the   three   levels   and   the   two  injecting  powers).  So,  by   fixing   two 
unknowns, we can solve the system of non­linear equations.
We   can   fix,   for   example,   the   level   of   the   first   controlled   deposit   ( y1
d )   and   the 
difference of levels between the first and the second deposit ( y2
d− y1
d ).
We conceived  y1
d  to vary between 15 and 25  cm  (so it would be very far from the 
transitory zone) and  y2
d− y1
d   to vary between ­3 and 3  cm   (so the controller would 
consider the level of the second deposit higher or lower than the first one).
Now that we have chosen these 24 working points (6 are generated by  y1
d : 15, 17, 19, 
21, 23, 25 and 4 by  y2
d− y1
d : ­3, ­1, 1, 3) we can calculate the Jacobian of the system and 
linearize it.
To do so, firstly we calculated the partial derivatives of the equations through Maple 135 
and then we created a program in Matlab to calculate the Jacobian at the equilibrium points 
(the program codes can be found on Appendix D.1 and D.2).
It is interesting to see which are the D/A input voltages at the chosen equilibrium points:
5 We will see in 6.2.5 that there is another way to solve the symbolic system using only free software.
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y1 , y2 u1 [ V ] u2 [ V ]
(15,12) 2.7739 0.4547
(15,14) 2.3837 0.8116
(15,16) 1.3034 1.2233
(15,18) 0.9131 1.8188
(17,14) 2.8150 0.5037
(17,16) 2.4246 0.8577
(17,18) 1.3441 1.2668
(17,20) 0.9537 1.8601
(19,16) 2.8552 0.5515
(19,18) 2.4646 0.9026
(19,20) 1.3840 1.3094
(19,22) 0.9934 1.9008
(21,18) 2.8946 0.5981
(21,20) 2.5039 0.9466
(21,22) 1.4231 1.3512
(21,24) 1.0323 1.9406
(23,20) 2.9332 0.6436
(23,22) 2.5423 0.9898
(23,24) 1.4614 1.3923
(23,26) 1.0705 1.9799
(25,22) 2.9711 0.6882
(25,24) 2.5800 1.0320
(25,26) 1.4990 1.4325
(25,28) 1.1079 2.0184
Table 10: D/A input voltages at the chosen equilibrium points
5.2.3.Analysis of the linearized system characteristics
The   term   “stability”   in   dynamical   systems   context   is   defined   in   relation   with   an 
equilibrium point or a limit­cycle.
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As in our case there are no limit­cycles, we focus on an equilibrium point  x  which is 
called stable if an  R0  exists such that  ∀ RR0  and an  r ( 0rR ) exists such 
that if  ∥x−x 0∥r , then  ∥x−x t ∥R ∀ t0 . There are two kinds of stability for 
an equilibrium point  x :
• asymptotic   stability   if   it   is   stable   and   if   an   R0   exists   such   that   if 
∥x−x 0∥R0 , then  x t   tends to  x  if time increases.
• marginal stability if it is stable and not asymptotically stable.
An equilibrium point  x  is “unstable” if it is not stable. Equivalently,  x  is unstable 
if for   R0  and any  0 rR , it exists a point   x t    such that if   ∥x−x  t ∥r , 
then  ∥x−x  t t ∥≥R .
In accordance to the definitions of stability, this property depends only on the nature of 
the system close to the equilibrium point. This is why we can state if the function possesses 
or not this property through the linear approximation close to the equilibrium point.
In agreement with  its definition given in Section  5.1, we can use the Jacobian   F  
calculated in  x  to determine the stability of the system. If the eigenvalues of  F  are 
{1n1 , ... ,mnm }  where   {n1 , ... ,nm }   are the multiplicities of the eigenvalues, we can say 
that the system is:
• asymptotically stable if   ℜ{i}0 ∀ i ;
• marginally stable if  ℜ{i}≤0 ∀ i  and the multiplicity of the eigenvalues with 
ℜ{i}=0  is one;
• unstable if at least one eigenvalue with ℜ{i}0 exists.
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6. Control
In this chapter we can finally control our system but as we don't know its working point 
(the reference as input) we need to apply a robust control.
We will calculate an average transfer function that represents our hydraulic system which 
we will use to find the controller that allows us to get the desired efficiency.
We will firstly calculate a PI controller using the method of the allocation of poles and, 
if it   is not satisfactory, we will find a second controller in state space with an integral 
action.
6.1. Robust Control
Robust control is a branch of control theory that explicitly deals with uncertainty in its 
approach to controller design. Robust control methods are designed to function properly so 
long as  uncertain parameters  or disturbances  are  within some (typically  compact)  sets. 
Robust  methods aim  to  achieve  robust  performance and/or   stability   in   the  presence  of 
bounded modelling errors.
In contrast with an adaptive control policy, a robust control policy is static; rather than 
adapting to measurements of variations, the controller is designed to work assuming that 
certain variables will be unknown but, for example, bounded.
Our main aim is to control the hydraulic plant without knowing the working point.
6.2. Control program
6.2.1.Average transfer function
To control robustly the system we will find an “average” transfer function (that we will 
call  G ) thanks to which the controller is to be calculated.
Every  transfer   function previously found  is   the sum of   this   G   and of  an “error” 
G . The larger the error, the larger the probability that the controller will not be apt to 
allocate the poles where we want to.
To do so we wrote a program in Matlab that can be found in Appendix D.3.
We have used the Matlab library but it would have been possible to write it also with the 
Scicoslab programming language:
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• balreal exists in Scicoslab too and the way to use it is practically the same as in 
Matlab
[slb [,U] ] = balreal(sl)
where sl and slb are linear system (syslin lists)
• modred  is not present in Scicoslab but it can be added easily through the Slicot 
toolbox6.
We wanted to compare the Bode diagrams of the 24 transference functions we calculated 
in Section 5.2.2 with the “average” transference function Gmedia by a Matlab program that 
can be found in Appendix D.4 and the results for low frecuencies are represented in Figure 
from 21 to 28:
6 Slicot is a freeware library which provides implementations of numerical algorithms for computations in 
systems  and  control   theory.   Instructions   to   install   the   toolbox  and  all   its   functions  can  be   found  in 
www.scilab.org/contrib/index_contrib.php?page=displayContribution&fileID=179
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Figure 22: Bode diagram of the transfer functions from the input 1 to the output 1
Figure 21: Bode diagram of the "average" transfer function from the input 1 to the 
output 1
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Figure 23: Bode diagram of the "average" transfer function from the input 2 to the 
output 1
Figure 24: Bode diagram of the transfer functions from the input 2 to the output 1
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Figure 25: Bode diagram of the "average" transfer function from the input 1 to the 
output 2
Figure 26: Bode diagram of the transfer functions from the input 1 to the output 2
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Figure 27: Bode diagram of the "average" transfer function from the input 2 to the 
output 2
Figure 28: Bode diagram of the transfer functions from the input 2 to the output 2
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As it appears in Figures 21 to 28 the results are satisfactory: the estimated   G   is a 
good approximation of the average of the transfer functions.
The last step is to find the controller by the method of pole placement. This method 
consists in leaving the coefficients of the controller as variables, calculate the feedback 
transfer function and compare its denominator with the polynomial that has as roots the 
poles we want. 
That is to say, supposing the transfer function of the controller as 
N Cs 
DCs 
 and of the 
plant   as  
N G s
DG s
,   the   transfer   function   of   the   feedback   controlled   system   is 
NC  sNG s 
DCs DG sNC sNG s
. Varying the controller we can place the poles of the system 
where we desire.
Since we represented the system through function   G , the behaviour of the plant is 
given by the poles of our average function. The poles are the roots of the denominator of 
Gmedia, and so they are:
ans =
   -0.2160
   -0.0656
   -0.0060
The “dominant pole” is the nearest to the imaginary axis and in this case its value is 
­0.0060.
As the real part of every pole is negative (see Chapter 5.2.3), the system is stable. So our 
aim is   to move them further  from the imaginary axis  (which means render  the system 
faster) and to add an integral action (so to eliminate steady­state error).
6.2.2.Feedback Control
To   avoid   the   problems   of   the   open­loop   controller,   control   theory   introduces   the 
possibility of feedback. A closed­loop controller uses feedback to control states or outputs 
of a dynamical system. Its name comes from the information path in the system: process 
inputs (e.g. voltage applied to the pump) have an effect on the process outputs (e.g. level of 
the liquid in the recipient), outputs which are measured with sensors and processed by the 
controller; the result (the control signal) is used as input to the process, and this closes the 
loop.
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Closed­loop controllers have the following advantages over open­loop controllers:
• guaranteed performance even with model uncertainties, when the model structure 
does not fit perfectly the real process and the model parameters are not exact 
• reduced sensitivity to parameter variations 
• disturbance rejection (such as unmeasured friction in a motor) 
• unstable processes can be stabilized 
• improved reference tracking performance 
The first two advantages are the most important for us.
A common closed­loop controller architecture is the PID controller7.
6.2.3.PI Controller
The aim of the controller is to move the poles to get the desired characteristics of the 
plant.
As a controller we chose a simple PI one:
PI s=
k p ski
s
.
The PI controller calculation involves two separate parameters: the proportional and the 
integral values. The proportional value determines the reaction to the current error, and the 
integral value determines the reaction based on the sum of errors.
A proportional controller:
• reduces the raising time (parameter which characterizes the response quickness);
• reduces, but doesn't eliminate, the steady­state error.
7 PID   stands   for  proportional–integral–derivative.   PID   controller  is   a   generic   control   loop   feedback 
mechanism widely used in industrial control systems.
Figure 29: Negative feedback: the sensed value is subtracted from the desired 
value to create the error signal which is amplified by the controller.
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An integral action, instead:
• eliminates the steady­state error;
• may compromise the transitory response (it creates problems with the stability).
We represent in Figure 30 the system in state space:
As it will be useful later on (see Chapter 6.2.5) we start remodeling the system with the 
measures of the three sensors as its output. The procedure for getting the new system is the 
same as reported in Appendix D.3 and the resulting LTI system is 
x˙=AxBu
y=C xDu
with
A=[−0.3885 0.3803 −0.00040.3807 −0.5928 0.2121−0.0005 0.2116 −0.2206]
B=[0.4425 00 00 0.4425]
C=[ 1 0 00 1 00 0 1]
D=[0 00 00 0] .
We highlight that the difference with respect to the LTI system we calculated beforehand 
is that now  C  is a  3 ­by­ 3  matrix and  D  is a  3 ­by­ 2  one.
Figure 30: Graph of the closed loop system with integral controller in state space
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Now we can analyse the whole system leaving  K p  and  K i  as unknown diagonal 
matrices which will be determined through the placement of the poles.
K p=[k p1 00 k p2]
K i=[k i1 00 ki2 ]
Adding  the  PI  controller,   the  input  of  our  plant  becomes   u=K peK i∫e and  the 
system extends   from order  3   to  order  5.  As we can  see   from Figure 30   the   two new 
equations are:
d
dt [∫e1∫e2]=[e1e2 ]=[r1r2]−[ y 1y2]=[r1r2 ]−H [ y1y2y3]=[r 1r2]−H C [
x 1
x2
x3
]
From the equations that explicit the input of the system  u  and the error  e , we get:
x˙=A xBu=A xBK p eK i∫ e=A xBK pr−H C xB K i∫ e=
A−BK pH C xBK prBK i∫e
Now we can easily write our new 5th order LTI system as:
[ x˙e ]=[A−BK pH C B K i−HC 0 ] [ x∫ e][BK pI ]r
y=[C 0 ] [ x∫ e] .
The last thing to do is to calculate  K p  and  K i  so to determine every matrix of our 
system.
They could be determined by calculating the determinant of the matrix   s I−A   (its 
eigenvalues) and equalling it to the characteristic polynomial 
s−p1 ... s−p5
where  p1 ,   p2  and  p3  are the poles we designed, whereas  p4  and  p5  are 
due to the PI controller.
We can allocate the two last poles where we desire, the only thing to be considered is 
their real part to be negative and further from the imaginary axis than the other three poles 
(so their effect won't slow down the system).
As there are 5 equations (comparing the coefficients of the two 5th grade equations) and 
6 variables (4 are the elements of   K p   and   K i and 2 are the free poles due to the 
controller), we can freely fix only one variable.
The first step is to choose some values of  K p  and  K i  and calculate their possible 
effects on the output of the system. Mathematically it is the same as calculating the new 
Real time control of a non­linear MIMO plant using free software  Page 59
transfer function that the controller and the feedback loop generate and analysing the new 
poles of the system.
We   have   chosen   some   typical   values   of   a   PI   controller  with   in  mind   the   aim   of 
considering that we don't want a large oscillation and through a specific program in Maple 
which can be found in Appendix D.5 we can see which are the new poles.
By changing the values of  k p1=k p2=k p  and  k i1=k i2=k i  we can find the poles, as 
described in Table 11.
k p k i 1st pole 2nd pole 3rd pole 4th pole 5th pole
1.0 0.1 ­0.0403 ­0.1765
+0.1461i
­0.1765
­0.1461i
­0.1840 ­1.0671
2.0 0.1 ­0.0280 ­0.0543 ­0.3028
+0.3216i
­0.3028
­0.3216i
­1.3989
2.0 0.2 ­0.0597 ­0.1206 ­0.2676
+0.3109i
­0.2676
­0.3109i
­1.3714
10.0 0.1 ­0.0085 ­0.0100 ­0.3857
+0.9247i
­0.3857
­0.9247i
­4.8370
2.0 1.0 ­0.0887
+0.4213i
­0.0887
­0.4213i
­0.3935
+0.2115i
­0.3935
­0.2115i
­1.1224
10.0 1.0 ­0.0896 ­0.1030 ­0.3403
+0.9111i
­0.3403
­0.9111i
­4.7536
5.0 5.0 0.0127
+0.7670i
0.0127
­0.7670i
­0.9171 ­1.2614
+0.5771i
­1.2614
­0.5771i
99.0 1.0 ­0.0099 ­0.0101 ­0.4000
+3.0344i
­0.4000
­3.0344i
­44.1893
Table 11: Poles estimated changing the values of kp and ki with a feedback loop
We can highlight two important elements:
1. with small values of  k p  the dominant pole is much faster than in open­loop;
2. if  k i  assumes values too large the poles may become positive. This means that 
the system can become unstable.
6.2.4.Pole placement
Now we can finally proceed with the pole placement. In order to choose the poles we 
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carried out several attempts. For instance we chose:
• ­0.016051923
• ­0.05242771051
• ­0.219020366
• ­3
and through the program in Maple that can be found in Appendix D.6 we have been able 
to allocate the poles and keep the system stable.
In this example the PI controller is:
[ 5.865581027 s0.2989353093s 00 0.5765255059 s0.02271177050
s
]
and the poles were placed in:
• ­0.01605192303
• ­0.05242771044
• ­0.2190203661
• ­0.5099196048
• ­3.000000000
We wanted to verify if the PI controller meets the imposed specifications, so, as we can 
see in Figure 31, we tried sending as input of the system a step of 15 and a step of 12  cm .
Figure 31: Diagram of the system with the PI controller and feedback 
loop
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Analysing the results we can state that:
• the maximum overshoot is 10.67 %;
• the maximum rise time (time required to change from 10 % to 90 % of the step 
value) is 19  s ;
• the maximum settling time (time required to enter and remain within  ±2 %) is 65 
s .
A plot of the behaviour of the system is represented in Figure 32.
The results are good but we have to underline that with this approach there is a pole we 
couldn't place.
6.2.5.State space controller
An alternative to represent the plant with a transfer function is through state space.
This approach may render the system better performing as in state space there are more 
changeable parameters than using the PI controller. 
We represent in Figure 33 the system in state space:
Figure 32: Plant behaviour with the PI controller
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With the same state­space system we used with the PI controller we can analyse the 
whole system leaving   K  as an unknown  2 ­by­ 3  matrix which will be determined 
through the allocation of the eigenvalues.
We can do this operation thanks to the feedback loop that multiplies the output by the 
matrix   K   and   set   this   as   the   input   ( u=−K x∫e )   allowing   us   to   change   the 
eigenvalues of the system because
x˙=AxBu
y=C xDu
with the feedback loop becomes
x˙=A−BK  xB∫e
y=C−DK  xD∫e
,
and by varying   K , also the state matrix varies (this is the reason why in 6.2.3 we 
remodeled the system with the entire state as its output).
If we add the integral action the system extends from order 3 to order 5. As we can see 
from Figure 33 the two new equations are:
d
dt [∫e1∫e2]=[ e1e2]=[ r1r 2]−[ y1y2]=[ r 1r 2]−H [ y1y2y3] .
Using the formula of the new system with the feedback loop we can rewrite the previous 
equation as
e=r−H C−DK  x−HD∫e .
Figure 33: Graph of the closed loop system with integral controller in state space
Real time control of a non­linear MIMO plant using free software  Page 63
Now we can easily write our new 5th order LTI system as:
[ ex˙ ]=[−HD −H C−DK B A−BK ] [∫ex ][ I0] r
y=[ D C−DK ] [∫ ex ] .
The last thing to do is to calculate  K  to determine every matrix of our system.
We determine it by calculating the determinant of the matrix   I−A  and equalling it 
to the characteristic polynomial 
−1...−5
where  1 ,   2  and  3  are the eigenvalues we wanted, whereas  4  and  5  
are due to the integrals.
As described in the following we can place the two last eigenvalues where we desire, the 
only thing to be considered is their real part to be negative and further from the imaginary 
axis than the other three eigenvalues (so their effect won't slow down the system).
Theoretically,   there are  5  equations  (comparing   the  coefficients  of   the  two 5th  order 
equations) and 8 variables (6 are elements of    K  and 2 are the free eigenvalues due to 
the integral action), so we could freely fix 3 variables.
In reality we are not totally free to fix the eigenvalues because the known term of the 
determinant of   I−A  doesn't depend on the elements of  K . That is to say that one 
equation is
0.00018432∗4∗5=0.04153050562
where   0.00018432   is the product between the modules of the three eigenvalues we 
desire and  0.041530505062  is the known term of the determinant.
To allocate the two remaining eigenvalues the furthest possible from the imaginary axis 
we have to choose  4=5=−15.010576715 .
Now remain 4 equations and 6 variables, so we can fix two of them and, for example, we 
chose   K11=10  (the element in position  1,1  of  K ) and  K22=10 .
There is a symbolic toolbox for Scicoslab8 which allows us to allocate the eigenvalues 
and determine  K  .
In order to get it we have to write in a terminal of Scicoslab a program that can be found 
in Appendix D.7.
8 The   symbolic   toolbox   for   Scicoslab   can   be   found   at 
http://www.cert.fr/dcsd/idco/perso/Magni/toolboxes.html#symbolic and it is based on Maxima, which is a 
computer algebra system, implemented in Lisp.
The   symbolic  objects   are  Scicoslab  mlists  consisting  of   a   string   in  Maxima   syntax.  They   can  be 
manipulated  mostly   like matrices   (operations,  concatenations,   insertion,  extraction)  and are  displayed 
without indentation permitting us in particular to distinguish between symbolic numbers and Scicoslab 
floating point numbers.
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So with
K=[ 10 −8.402839178 51.04165031− .9 677044688 10 55.77797388]
we can determine the whole system:
d
dt [∫ e1∫e2x1x2
x3
]=[ 0 0 −1 0 00 0 0 −1 00.4425 0 −4.8135 4.0986 −22.58630 0 0.3807 −0.5928 .0 2 1 2 10 0.4425 4.2816 −4.2134 −24.9024] [
∫ e1
∫ e2
x1
x2
x3
][1 00 10 00 00 0] [r1r2]
[ y1y2y3]=[
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1][∫ e1∫ e2x1x2
x3
][0 00 00 0 ] [r1r 2] .
The last thing to do now is to check if the eigenvalues of the system are the ones we 
expected:
­­>spec(Af)
  ans   =
   ­ 0.01605192304
   ­ 0.05242771040
   ­ 0.2190203662
   ­ 15.01057672 + 0.0001556843496.i
   ­ 15.01057672  ­ 0.0001556843496.i
We wanted to verify if the control in state­space can eliminate the overshoot we have got 
using the PI controller, so, as we can see in Figure 34, we tried sending as input of the 
system a step of 15 and a step of 12  cm .
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Analysing the results we can state that:
• the maximum overshoot is  0 %;
• the maximum rise time (time required to change from  10% to  90 % of the step 
value) is 26.75  s ;
• the maximum settling time (time required to enter and remain within  ±2%) is 77 
s .
We can see a plot of the behaviour of the system in Figure 35.
Figure 35: Plant behaviour with the controller in state space
Figure 34: Diagram of the system with the controller in state space and integral 
action
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As too big step amplitudes can cause non­linearities, we can see a plot of the system 
response to small step inputs in Figure 36.
Figure 36: Small step response with the controller in state space
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7. Environmental impact
According to a study by the Office of Government Commerce in 2004 we can state that 
using a  Open Source Software,  such as Ubuntu,   instead of  commercial  software has a 
hidden but strong environmental impact.
As it is reported in the article: “one of the benefits frequently put forward for the use of 
Open Source Software is the level of resources needed to support it. This means that for 
equivalent Open Source and Microsoft Windows systems, the Open Source system will 
require less memory and a slower processor speed for the same functionality.”
Furthermore, “Open Source operating systems such as Linux do not usually have the 
regular major upgrades that are a feature of Windows, and thus do not have the requirement 
that goes with these upgrades for a new or upgraded computer to run them. This means that 
a computer running Linux can have a significantly longer working life than an equivalent 
computer   running  Windows.   This   has   the   potential   to   impact   significantly   on   costs, 
including   purchase   of   software   and   hardware,   and   indirectly   by   reducing   business 
disruption  whilst   implementing  change  and  upgrading.  There   are   also  potential  Green 
Agenda benefits, through reducing the energy and resources consumed in manufacturing 
replacement equipment, and reducing landfill requirements and costs arising from disposal 
of redundant equipment.”
Lastly Linux doesn’t need as many hardware replacements as Windows and could cause 
50% less computers in our landfills as “industry observers quote a typical hardware refresh 
period   for   Microsoft   Windows   systems   as   3­4   years;   a   major   UK   manufacturing 
organisation quotes its hardware refresh period for Linux systems as 6­8 years.”
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8. Final considerations
In this thesis we modelled and subsequently controlled a MIMO non­linear plant using 
commercial and free software installed on a fully pre­emptable operating system.
Every time we used a software requiring a license we looked for an alternative free one 
with the same features. So we showed that the only software we needed for our purposes 
could be free.
It is to be underlined that we met several problems during program installation and for 
finding the necessary toolboxes.
Our main outcomes are the following:
• the modelling of the hypothesized hydraulic plant using the Bernoulli's equation 
corrected with a height loss by friction can be considered very satisfactory except 
for the very first transience;
• the   “average   function”   that   represents   the   proposed   system   using   the  modred 
command fairly approximates the system;
• the PI controller rendered the system very fast and without steady­state error but it 
displayed overshoot;
• the   controller   in   state­space  with   integral   action  performed   slower  but  without 
overshoot;
• patching a Linux kernel with RTAI can replace a real time operating system;
• Scicoslab can replace several functions of Matlab and its CACSD software (Scicos) 
fits fully our problem instead of Simulink;
• Maxima can replace a lot of functions of Maple;
• using OSS instead of commercial software has a strong environmental impact.
This thesis is written in English with the hope that it could help more people who are 
interested in the outcomes we achieved.
It could be interesting to add as many toolboxes as possible to Scicoslab or to further 
eliminate “bugs” so to improve the program and fully replace Matlab as a tool for dealing 
with this study problem.
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Appendix A. SITR laboratory experiences
In this chapter we report the code of the laboratory experiences of the course Real Time 
Systems Programming, UPC 2008/2009 written in RTAI programming language.
A.1 Square wave generation
The following is an algorithm to generate a square wave and to send it to the parallel 
port.
#include <linux/module.h> 
#include <linux/init.h> 
#include <linux/kernel.h> 
#include <linux/proc_fs.h> 
#include <linux/stringify.h> 
#include <asm/io.h> 
#include <asm/rtai.h> 
#include <rtai_sched.h> 
#include <rtai_fifos.h> 
#include <rtai_proc_fs.h> 
/* 
 * Parameters for the system functioning 
 */ 
MODULE_LICENSE("GPL"); 
#define PERIOD 100000 // square wave with period of 200 
microseconds
#define PARALLEL 0x378 
#define DEBUG_FIFO 3 
#define TIMER_TO_CPU 3 // < 0  || > 1 to maintain a 
symmetric processed timer. 
#define RUNNABLE_ON_CPUS 1  
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#define RUN_ON_CPUS (num_online_cpus() > 1 ? RUNNABLE_ON_CPUS : 1) 
int use_fpu = 0; //without using floating point
RT_TASK thread; 
/* 
 * Periodic realtime thread 
 */ 
 
void 
fun(int t) 
{ 
unsigned int value = 1;   
while(1) 
{ 
if (value==0x00){ 
value=0xff; 
} 
else { 
value=0x00; 
          } 
outb(value,PARALLEL); 
rt_task_wait_period(); 
} 
} 
static int 
__parallel_init(void) 
{ 
RTIME period, now; 
rt_linux_use_fpu(use_fpu); /* declare if we use the FPU     */ 
rt_task_init( /* create our measuring task     */ 
    &thread, /* pointer to our RT_TASK         */ 
    fun, /* implementation of the task    */ 
    0, /* we could transfer data -> task  */ 
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    5000, /* stack size                     */ 
    0, /* priority                  */ 
    use_fpu, /* do we use the FPU?           */ 
    0 /* signal? XXX                     */ 
); 
rt_set_runnable_on_cpus( /* select on which CPUs the task is*/ 
&thread, /* allowed to run                  */ 
RUN_ON_CPUS 
); 
now = rt_get_time(); 
period = start_rt_timer((int)nano2count(PERIOD)); 
rt_task_make_periodic(&thread,rt_get_time(),period); 
 
return 0; 
} 
/* 
 * Cleanup 
 */ 
static void 
__parallel_exit(void) 
{ 
rt_task_delete(&thread); 
} 
module_init(__parallel_init); 
module_exit(__parallel_exit);
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A.2 Sine wave generation
The following is an algorithm to generate a sine wave and to send it to the PCI 1711 DAQ 
board.
#include <linux/module.h> 
#include <linux/init.h> 
#include <linux/pci.h> 
#include <linux/kernel.h> 
#include <linux/proc_fs.h> 
#include <linux/stringify.h> 
#include <asm/io.h> 
#include <asm/rtai.h> 
#include <rtai_sched.h> 
#include <rtai_fifos.h> 
#include <rtai_math.h> 
/* 
 * Parameters for the system functioning 
 */ 
MODULE_LICENSE("GPL"); 
#define PERIOD 100000 
#define DEBUG_FIFO 3 
#define TIMER_TO_CPU 3 // < 0  || > 1 to maintain a 
symmetric processed timer. 
#define RUNNABLE_ON_CPUS 1  
#define RUN_ON_CPUS (num_online_cpus() > 1 ? RUNNABLE_ON_CPUS : 1) 
int use_fpu = 1; // using floating point 
RT_TASK thread; 
#include "REG_PCI1711.h" // addresses of the DAQ board
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#define PCI_VENDOR_ 0x13fe 
#define PCI_DEVICE_ 0x1711 
#define NREG_ 32 // space reserved for registers 
unsigned int PCI_BASE_ADRESS_1711; 
/* 
 * Detection of the DAQ board 
 */ 
int detecta_PCI (void){ 
  unsigned long physical_adress_start; 
  unsigned long region_length; 
  struct pci_dev *pcidev=NULL; 
printk("PCI-1711 DETECT PCI \n"); 
pcidev =pci_find_device (PCI_VENDOR_, PCI_DEVICE_, pcidev ); 
if(pcidev==NULL){ 
      printk("PCI-1711 CANNOT BE FOUND \n"); 
      return(-EIO); 
    } 
if (pci_enable_device(pcidev)){ 
      printk("PCI-1711 CANNOT BE ENABLED \n"); 
      return(-EIO); 
    } 
    
physical_adress_start= pci_resource_start(pcidev, 2); 
region_length= pci_resource_len(pcidev, 2); 
PCI_BASE_ADRESS_1711=physical_adress_start; 
printk("PCI-1711 DETECT PCI %x \n",PCI_BASE_ADRESS_1711); 
return (0); 
} 
/* 
 * Periodic realtime thread 
 */ 
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void 
fun() 
{ 
double t,w,y; 
unsigned int yint; 
w=100.0; // sine wave with period of pi/50
outw(0x0000,PCI_BASE_ADRESS_1711 + PCI171x_DAREF); 
 
while (1) { 
t = (double)rt_get_time_ns()*1.0E-9; 
y = (double)0.5 + 0.5*sin(w*t); 
         yint=(unsigned int)(y*((double)4095)); 
outw(yint,PCI_BASE_ADRESS_1711+PCI171x_DA0); 
rt_task_wait_period(); 
} 
} 
static int 
__sinus_init(void) 
{ 
RTIME period, now; 
 detecta_PCI(); 
rt_linux_use_fpu(use_fpu); /* declare if we use the FPU     */ 
rt_task_init( /* create our measuring task     */ 
    &thread, /* pointer to our RT_TASK         */ 
    fun, /* implementation of the task    */ 
    0, /* we could transfer data -> task  */ 
    5000, /* stack size                     */ 
    0, /* priority                  */ 
    use_fpu, /* do we use the FPU?           */ 
    0 /* signal? XXX                     */ 
); 
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rt_set_runnable_on_cpus( /* select on which CPUs the task is*/ 
&thread, /* allowed to run                  */ 
RUN_ON_CPUS 
);  
now = rt_get_time(); 
period = start_rt_timer((int)nano2count(PERIOD)); 
rt_task_make_periodic(&thread,rt_get_time(),period); 
 
return 0; 
} 
/* 
 * Cleanup 
 */ 
static void 
__sinus_exit(void) 
{ 
rt_task_delete(&thread); 
} 
module_init(__sinus_init); 
module_exit(__sinus_exit); 
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A.3 REG_PCI1711.h
The following is a code which reports the byte addresses for using the PCI 1711 DAQ 
board.
#ifndef REG_PCI1711_h 
#define REG_PCI1711_h 
#define PCI171x_AD_DATA  0          /* R:   A/D data */ 
#define PCI171x_SOFTTRG  0          /* W:   soft trigger for A/D */ 
#define PCI171x_RANGE    2          /* W:   A/D gain/range register */ 
#define PCI171x_MUX      4          /* W:   A/D multiplexor control */ 
#define PCI171x_STATUS   6          /* R:   status register */ 
#define PCI171x_CONTROL  6          /* W:   control register */ 
#define PCI171x_CLRINT   8          /* W:   clear interrupts request */ 
#define PCI171x_CLRFIFO  9          /* W:   clear FIFO */ 
#define PCI171x_DA0     10          /* W:   D/A register */ 
#define PCI171x_DA1     12          /* W:   D/A register */ 
#define PCI171x_DAREF   14          /* W:   D/A reference control */ 
#define PCI171x_DI      16          /* R:   digi inputs */ 
#define PCI171x_DO      16          /* R:   digi inputs */ 
#define PCI171x_CNT0    24          /* R/W: 8254 counter 0 */ 
#define PCI171x_CNT1    26          /* R/W: 8254 counter 1 */ 
#define PCI171x_CNT2    28          /* R/W: 8254 counter 2 */ 
#define PCI171x_CNTCTRL 30          /* W:   8254 counter control */ 
// upper bits from status register (PCI171x_STATUS) (lower is the same 
with control reg) 
#define Status_FE       0x0100      /* 1=FIFO is empty */ 
#define Status_FH       0x0200      /* 1=FIFO is half full */ 
#define Status_FF       0x0400      /* 1=FIFO is full, fatal error */ 
#define Status_IRQ      0x0800      /* 1=IRQ occured */ 
// bits from control register (PCI171x_CONTROL) 
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#define Control_CNT0    0x0040   /* 1=CNT0 have external source, 0=have 
internal 100kHz source */ 
#define Control_ONEFH   0x0020   /* 1=IRQ on FIFO is half full, 0=every 
sample */ 
#define Control_IRQEN   0x0010   /* 1=enable IRQ */ 
#define Control_GATE    0x0008   /* 1=enable external trigger GATE 
(8254?) */ 
#define Control_EXT     0x0004   /* 1=external trigger source */ 
#define Control_PACER   0x0002   /* 1=enable internal 8254 trigger 
source */ 
#define Control_SW      0x0001   /* 1=enable software trigger source */ 
//bits from d/a reference control 
#define DA_Control_DA1_I_E 0x08 //1=external reference 
#define DA_Control_DA0_I_E 0x02 
#define DA_Control_DA1_5_10 0x04 //1=10V 
#define DA_Control_DA0_5_10 0x01 
#define AD_Range_S_D 0x0020 
#define AD_Range_B_U 0x0010 
#endif
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A.4 Sample and Hold
The following is an algorithm for sampling and holding a signal through the PCI 1711 
DAQ board.
#include <linux/module.h> 
#include <linux/init.h> 
#include <linux/pci.h> 
#include <linux/kernel.h> 
#include <linux/proc_fs.h> 
#include <linux/stringify.h> 
#include <asm/io.h> 
#include <asm/rtai.h> 
#include <rtai_sched.h> 
#include <rtai_fifos.h> 
#include <rtai_math.h> 
/* 
 * Parameters for the system functioning 
 */ 
MODULE_LICENSE("GPL"); 
#define PERIOD 100000 
#define DEBUG_FIFO 3 
#define TIMER_TO_CPU 3 //  <  0   ||  >  1  to  maintain  a 
symmetric processed timer. 
#define RUNNABLE_ON_CPUS 1  
#define RUN_ON_CPUS (num_online_cpus() > 1 ? RUNNABLE_ON_CPUS : 1) 
int use_fpu = 1; // using the floating point
RT_TASK thread; 
#include "REG_PCI1711.h" // addresses of the DAQ board
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#define PCI_VENDOR_ 0x13fe 
#define PCI_DEVICE_ 0x1711 
#define NREG_ 32 // space reserved for registers
unsigned int PCI_BASE_ADRESS_1711; 
/* 
 * Detection of the DAQ board 
 */ 
int detecta_PCI (void){ 
  unsigned long physical_adress_start; 
  unsigned long region_length; 
  struct pci_dev *pcidev=NULL; 
printk("PCI-1711 DETECT PCI \n"); 
pcidev =pci_find_device (PCI_VENDOR_, PCI_DEVICE_, pcidev ); 
if(pcidev==NULL){ 
      printk("PCI-1711 CANNOT BE FOUND \n"); 
      return(-EIO); 
    } 
if (pci_enable_device(pcidev)){ 
      printk("PCI-1711 CANNOT BE ENABLED \n"); 
      return(-EIO); 
    } 
    
physical_adress_start= pci_resource_start(pcidev, 2); 
region_length= pci_resource_len(pcidev, 2); 
PCI_BASE_ADRESS_1711=physical_adress_start; 
printk("PCI-1711 DETECT PCI %x \n",PCI_BASE_ADRESS_1711); 
return (0); 
} 
/* 
 * Periodic realtime thread 
 */ 
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void 
fun() 
{ 
/* 
 * This program obtains a sample from the AD (Channel 0) and 
* puts the same sample in the DA (Channel 1). Implements a 
* sample and hold.
*/ 
unsigned int datos, yint, valor; 
outw(0x0000,PCI_BASE_ADRESS_1711 + PCI171x_DAREF); 
outw(Control_CNT0|Control_SW, 
PCI_BASE_ADRESS_1711+PCI171x_CONTROL); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRFIFO); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRINT); 
outw(1, PCI_BASE_ADRESS_1711+PCI171x_CONTROL); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRFIFO); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRINT); 
outw(0, PCI_BASE_ADRESS_1711+PCI171x_RANGE); 
outw(0, PCI_BASE_ADRESS_1711+PCI171x_MUX); 
while(1) { 
valor=1; 
/* 
 * Starting the conversion 
 */ 
outw(0,PCI_BASE_ADRESS_1711+PCI171x_SOFTTRG); 
/* 
 * Waiting for the conversion to finish 
 */ 
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while(valor) { 
valor  =  (inw(PCI_BASE_ADRESS_1711+PCI171x_STATUS)  & 
Status_FE); 
} 
/* 
 * Reading the information 
 */ 
datos = inw(PCI_BASE_ADRESS_1711+PCI171x_AD_DATA); 
yint = datos&0x0fff; 
 
/* 
 * Sending the information to the DA converter 
 */ 
outw(yint,PCI_BASE_ADRESS_1711 + PCI171x_DA0); 
  
rt_task_wait_period(); 
} 
} 
static int 
__inout_init(void) 
{ 
RTIME period, now; 
 detecta_PCI(); 
rt_linux_use_fpu(use_fpu); /* declare if we use the FPU     */ 
rt_task_init( /* create our measuring task     */ 
    &thread, /* pointer to our RT_TASK         */ 
    fun, /* implementation of the task    */ 
    0, /* we could transfer data -> task  */ 
    5000, /* stack size                     */ 
    0, /* priority                  */ 
    use_fpu, /* do we use the FPU?           */ 
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    0 /* signal? XXX                     */ 
); 
rt_set_runnable_on_cpus( /* select on which CPUs the task is*/ 
&thread, /* allowed to run                  */ 
RUN_ON_CPUS 
); 
now = rt_get_time(); 
period = start_rt_timer((int)nano2count(PERIOD)); 
rt_task_make_periodic(&thread,rt_get_time(),period); 
return 0; 
} 
/* 
 * Cleanup 
 */ 
static void 
__inout_exit(void) 
{ 
rt_task_delete(&thread); 
} 
module_init(__inout_init); 
module_exit(__inout_exit);
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A.5 Concurrency   between   Sine   wave   generation   and   PWM 
calculation
The following is an algorithm to generate a system composed by two tasks:
• the generation of a sine wave
• the   generation   of   a   two   levels   signal   with   the   shown   average   value   (PWM 
modulation).
Both the two tasks are executed in concurrency with different periods and priorities.
#include <linux/module.h> 
#include <linux/init.h> 
#include <linux/pci.h> 
#include <linux/kernel.h> 
#include <linux/proc_fs.h> 
#include <linux/stringify.h> 
#include <asm/io.h> 
#include <asm/rtai.h> 
#include <rtai_sched.h> 
#include <rtai_fifos.h> 
#include <rtai_math.h> 
/* 
 * Parameters for the system functioning 
 */ 
MODULE_LICENSE("GPL"); 
#define PORT_PARALLEL 0x378 
#define PERIOD 100000 
#define PERIOD2 50000 
#define DEBUG_FIFO 3 
#define TIMER_TO_CPU 3 // < 0  || > 1 to maintain a 
symmetric processed timer. 
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#define RUNNABLE_ON_CPUS 1  
#define RUN_ON_CPUS (num_online_cpus() > 1 ? RUNNABLE_ON_CPUS : 1) 
int use_fpu = 1; // using the floating point
RT_TASK thread, thread2; 
#include "REG_PCI1711.h" // addresses of the DAQ board
#define PCI_VENDOR_ 0x13fe 
#define PCI_DEVICE_ 0x1711 
#define NREG_ 32  // space reserved for registers 
unsigned int PCI_BASE_ADRESS_1711; 
/* 
 * Detection of the DAQ board 
 */ 
int detecta_PCI (void){ 
  unsigned long physical_adress_start; 
  unsigned long region_length; 
  struct pci_dev *pcidev=NULL; 
 printk("PCI-1711 DETECT PCI \n"); 
  pcidev =pci_find_device (PCI_VENDOR_, PCI_DEVICE_, pcidev ); 
  if(pcidev==NULL){ 
      printk("PCI-1711 CANNOT BE FOUND \n"); 
      return(-EIO); 
    } 
if (pci_enable_device(pcidev)){ 
      printk("PCI-1711 CANNOT BE ENABLED \n"); 
      return(-EIO); 
    } 
    
physical_adress_start= pci_resource_start(pcidev, 2); 
region_length= pci_resource_len(pcidev, 2); 
PCI_BASE_ADRESS_1711=physical_adress_start; 
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printk("PCI-1711 DETECT PCI %x \n",PCI_BASE_ADRESS_1711); 
return (0); 
} 
/* 
 * This is the code for the task which generates the sine signal
 */ 
void 
gen_sin() 
{ 
double t,w,y; 
unsigned int yint; 
w=100.0; // sine wave with a period of pi/50
outw(0x0000,PCI_BASE_ADRESS_1711 + PCI171x_DAREF); 
while (1) { 
t = (double)rt_get_time_ns()*1.0E-9; 
y = (double)0.5 + 0.5*sin(w*t); 
         yint=(unsigned int)(y*((double)4095)); 
outw(yint,PCI_BASE_ADRESS_1711+PCI171x_DA0); 
rt_task_wait_period(); 
} 
} 
/* 
 * Global variables 
 */ 
#define M 100 
#define Vmin 0 
#define Vmax 5 
#define ON 1 
#define OFF 0 
/* 
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 * This is the code for the task which generates the PWM modulation
 */ 
void 
calc_pwm() 
{ 
double V; 
unsigned int alpha,count; 
unsigned char ESTAT,out; 
V=(double)3.5; 
alpha=(unsigned int)ceil((V-Vmin)/(Vmax-Vmin)); 
ESTAT=OFF; 
out=0x00; 
count=0; 
/* 
 * State Machine implementation
 */ 
while(1) 
{ 
switch(ESTAT) 
{ 
case ON : 
count++; 
out=0xff; 
if (count>=alpha) 
{ 
ESTAT=OFF; 
} 
break; 
case OFF: 
count++; 
out=0x00; 
if (count>=M) 
{ 
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ESTAT=ON; 
count=0; 
} 
break; 
} 
outb(out,PORT_PARALLEL); 
 
rt_task_wait_period();  
} 
} 
static int 
__pwm_init(void) 
{ 
RTIME period, period2, now; 
 detecta_PCI(); 
rt_linux_use_fpu(use_fpu); /* declare if we use the FPU     */ 
rt_task_init( /* create our measuring task     */ 
    &thread, /* pointer to our RT_TASK         */ 
    fun, /* implementation of the task    */ 
    0, /* we could transfer data -> task  */ 
    5000, /* stack size                     */ 
    0, /* priority                  */ 
    use_fpu, /* do we use the FPU?           */ 
    0 /* signal? XXX                     */ 
); 
rt_set_runnable_on_cpus( /* select on which CPUs the task is*/ 
&thread, /* allowed to run                  */ 
RUN_ON_CPUS 
);  
rt_task_init( /* create our measuring task     */ 
    &thread2, /* pointer to our RT_TASK         */ 
    fun, /* implementation of the task    */ 
    0, /* we could transfer data -> task  */ 
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    5000, /* stack size                     */ 
    1, /* priority                  */ 
    use_fpu, /* do we use the FPU?           */ 
    0 /* signal? XXX                     */ 
); 
rt_set_runnable_on_cpus( /* select on which CPUs the task is*/ 
&thread2, /* allowed to run                  */ 
RUN_ON_CPUS 
); 
now = rt_get_time(); 
/* 
 * Initializing first thread parameters
 */ 
period = start_rt_timer((int)nano2count(PERIOD)); 
rt_task_make_periodic(&thread,rt_get_time(),period); 
/* 
 * Initializing second thread parameters
 */ 
period2 = start_rt_timer((int)nano2count(PERIOD2)); 
rt_task_make_periodic(&thread2,rt_get_time(),period2); 
return 0; 
} 
/* 
 * Cleanup 
 */ 
static void 
__pwm_exit(void) 
{ 
rt_task_delete(&thread); 
rt_task_delete(&thread2); 
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} 
module_init(__pwm_init); 
module_exit(__pwm_exit);
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A.6 Concurrency   between   Sample   and   Hold   and   PWM 
Calculation
The following is an algorithm for the sample­and­hold and the PWM modulation tasks.
#include <linux/module.h> 
#include <linux/init.h> 
#include <linux/pci.h> 
#include <linux/kernel.h> 
#include <linux/proc_fs.h> 
#include <linux/stringify.h> 
#include <asm/io.h> 
#include <asm/rtai.h> 
#include <rtai_fifos.h> 
#include <rtai_math.h> 
#include <rtai_sched.h> 
#include <rtai_sem.h> 
/* 
 * Parameters for the system functioning 
 */ 
MODULE_LICENSE("GPL"); 
#define PORT_PARALLEL 0x378 
#define PERIOD 100000 
#define PERIOD2 50000 
/* 
 * Global variables 
 */ 
double V; // the access to this variable is 
managed by a semaphore
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#define M 100 
#define Vmin 0 
#define Vmax 5 
#define ON 1 
#define OFF 0 
/* 
 * This program obtains a sample from the AD (Channel 0) and puts the 
 * same sample in the DA (Channel 1). Implements a sample and hold.
 */ 
#define DEBUG_FIFO 3 
#define TIMER_TO_CPU 3 // < 0  || > 1 to maintain a 
symmetric processed timer. 
#define RUNNABLE_ON_CPUS 1  
#define RUN_ON_CPUS (num_online_cpus() > 1 ? RUNNABLE_ON_CPUS : 1) 
int use_fpu = 1; // using floating point
RT_TASK thread, thread2; 
static SEM semafor; 
#include "REG_PCI1711.h" // addresses of the DAQ board
#define PCI_VENDOR_ 0x13fe 
#define PCI_DEVICE_ 0x1711 
#define NREG_ 32    // space reserved for registers
unsigned int PCI_BASE_ADRESS_1711; 
/* 
 * Detection of the DAQ board 
 */ 
int detecta_PCI (void){ 
  unsigned long physical_adress_start; 
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  unsigned long region_length; 
  struct pci_dev *pcidev=NULL; 
printk("PCI-1711 DETECT PCI \n"); 
pcidev =pci_find_device (PCI_VENDOR_, PCI_DEVICE_, pcidev ); 
if(pcidev==NULL){ 
      printk("PCI-1711 CANNOT BE FOUND \n"); 
      return(-EIO); 
    } 
if (pci_enable_device(pcidev)){ 
      printk("PCI-1711 CANNOT BE ENABLED \n"); 
      return(-EIO); 
    } 
    
physical_adress_start= pci_resource_start(pcidev, 2); 
region_length= pci_resource_len(pcidev, 2); 
PCI_BASE_ADRESS_1711=physical_adress_start; 
printk("PCI-1711 DETECT PCI %x \n",PCI_BASE_ADRESS_1711); 
return (0); 
} 
/* 
 * Periodic realtime thread 
 */ 
void 
inout() 
{ 
unsigned int datos, yint, valor; 
outw(0x0000,PCI_BASE_ADRESS_1711 + PCI171x_DAREF); 
outw(Control_CNT0|Control_SW, 
PCI_BASE_ADRESS_1711+PCI171x_CONTROL); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRFIFO); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRINT); 
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outw(1, PCI_BASE_ADRESS_1711+PCI171x_CONTROL); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRFIFO); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRINT); 
outw(0, PCI_BASE_ADRESS_1711+PCI171x_RANGE); 
outw(0, PCI_BASE_ADRESS_1711+PCI171x_MUX); 
while(1) { 
valor=1; 
/* 
 * Starting the conversion 
 */ 
outw(0,PCI_BASE_ADRESS_1711+PCI171x_SOFTTRG); 
/* 
 * Waiting for the conversion to finish 
 */ 
while(valor) { 
valor  =  (inw(PCI_BASE_ADRESS_1711+PCI171x_STATUS)  & 
Status_FE); 
} 
/* 
 * Reading the information 
 */ 
datos = inw(PCI_BASE_ADRESS_1711+PCI171x_AD_DATA); 
yint = datos&0x0fff; 
rt_sem_wait(&semafor); 
V = (double)Vmax*((double)yint)/((double)4095.0); 
rt_sem_signal(&semafor); 
 
/* 
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 * Sending the information to the DA converter 
 */ 
outw(yint,PCI_BASE_ADRESS_1711 + PCI171x_DA0); 
  
rt_task_wait_period(); 
} 
} 
void 
calc_pwm() 
{ 
double V; 
unsigned int alpha,count; 
unsigned char ESTAT,out; 
V=(double)3.5; 
rt_sem_wait(&semafor); 
alpha=(unsigned int)ceil((V-Vmin)/(Vmax-Vmin)); 
rt_sem_signal(&semafor); 
ESTAT=OFF; 
out=0x00; 
count=0; 
/* 
 * State Machine implementation
 */ 
while(1) 
{ 
switch(ESTAT) 
{ 
case ON : 
count++; 
out=0xff; 
if (count>=alpha) 
{ 
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ESTAT=OFF; 
} 
break; 
case OFF: 
count++; 
out=0x00; 
if (count>=M) 
{ 
ESTAT=ON; 
count=0; 
rt_sem_wait(&semafor); 
alpha=(unsigned int)ceil((double)M*(V-Vmin)/
(Vmax-Vmin)); 
rt_sem_signal(&semafor); 
} 
break; 
} 
outb(out,PORT_PARALLEL); 
rt_task_wait_period();  
} 
} 
static int 
__pwm_init(void) 
{ 
RTIME period, period2, now; 
V = 0; 
 detecta_PCI(); 
rt_linux_use_fpu(use_fpu); /* declare if we use the FPU     */ 
rt_task_init( /* create our measuring task     */ 
    &thread, /* pointer to our RT_TASK         */ 
    fun, /* implementation of the task    */ 
    0, /* we could transfer data -> task  */ 
    5000, /* stack size                     */ 
    0, /* priority                  */ 
    use_fpu, /* do we use the FPU?           */ 
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    0 /* signal? XXX                     */ 
); 
rt_set_runnable_on_cpus( /* select on which CPUs the task is*/ 
&thread, /* allowed to run                  */ 
RUN_ON_CPUS 
); 
rt_task_init( /* create our measuring task     */ 
    &thread2, /* pointer to our RT_TASK         */ 
    fun, /* implementation of the task    */ 
    0, /* we could transfer data -> task  */ 
    5000, /* stack size                     */ 
    1, /* priority                  */ 
    use_fpu, /* do we use the FPU?           */ 
    0 /* signal? XXX                     */ 
); 
 
rt_set_runnable_on_cpus( /* select on which CPUs the task is*/ 
&thread2, /* allowed to run                  */ 
RUN_ON_CPUS 
); 
rt_typed_sem_init(&semafor, 1, BIN_SEM | PRIO_Q); 
now = rt_get_time(); 
/* 
 * Initializing first thread parameters
 */ 
period = start_rt_timer((int)nano2count(PERIOD)); 
rt_task_make_periodic(&thread,rt_get_time(),period); 
/* 
 * Initializing second thread parameters
 */ 
period2 = start_rt_timer((int)nano2count(PERIOD2)); 
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rt_task_make_periodic(&thread2,rt_get_time(),period2); 
return 0; 
} 
/* 
 * Cleanup 
 */ 
static void 
__pwm_exit(void) 
{ 
rt_task_delete(&thread); 
rt_task_delete(&thread2); 
rt_sem_delete(&semafor); 
} 
module_init(__pwm_init); 
module_exit(__pwm_exit);
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A.7 Filter a signal
The following is an algorithm to apply a filter to a signal.
#include <linux/module.h> 
#include <linux/init.h> 
#include <linux/pci.h> 
#include <linux/kernel.h> 
#include <linux/proc_fs.h> 
#include <linux/stringify.h> 
#include <asm/io.h> 
#include <asm/rtai.h> 
#include <rtai_sched.h> 
#include <rtai_fifos.h> 
#include <rtai_math.h> 
/* 
 * Parameters for the system functioning 
 */ 
MODULE_LICENSE("GPL"); 
#define N 22 
#include "cua.h" // simulation of a FIFO structure
#include "fir.h" // filter for the signal
#define PERIOD 100000 
#define DEBUG_FIFO 3 
#define TIMER_TO_CPU 3 // < 0  || > 1 to maintain a 
symmetric processed timer. 
#define RUNNABLE_ON_CPUS 1  
#define RUN_ON_CPUS (num_online_cpus() > 1 ? RUNNABLE_ON_CPUS : 1) 
int use_fpu = 1; 
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RT_TASK thread; 
#include "REG_PCI1711.h" // addresses of the DAQ board
#define PCI_VENDOR_ 0x13fe 
#define PCI_DEVICE_ 0x1711 
#define NREG_ 32    // space reserved for registers
unsigned int PCI_BASE_ADRESS_1711; 
/* 
 * Detection of the DAQ board 
 */ 
int detecta_PCI (void){ 
  unsigned long physical_adress_start; 
  unsigned long region_length; 
  struct pci_dev *pcidev=NULL; 
printk("PCI-1711 DETECT PCI \n"); 
pcidev =pci_find_device (PCI_VENDOR_, PCI_DEVICE_, pcidev ); 
if(pcidev==NULL){ 
      printk("PCI-1711 CANNOT BE FOUND \n"); 
      return(-EIO); 
    } 
if (pci_enable_device(pcidev)){ 
      printk("PCI-1711 CANNOT BE ENABLED \n"); 
      return(-EIO); 
    } 
    
physical_adress_start= pci_resource_start(pcidev, 2); 
region_length= pci_resource_len(pcidev, 2); 
PCI_BASE_ADRESS_1711=physical_adress_start; 
printk("PCI-1711 DETECT PCI %x \n",PCI_BASE_ADRESS_1711); 
return (0); 
} 
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/* 
 * Periodic realtime thread 
 */ 
void 
fun() 
{ 
unsigned char valor; 
unsigned int datos, yint, i; 
double y; 
outw(0x0000,PCI_BASE_ADRESS_1711 + PCI171x_DAREF); 
 
outw(Control_CNT0|Control_SW, 
PCI_BASE_ADRESS_1711+PCI171x_CONTROL); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRFIFO); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRINT); 
outw(1, PCI_BASE_ADRESS_1711+PCI171x_CONTROL); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRFIFO); 
outb(0, PCI_BASE_ADRESS_1711+PCI171x_CLRINT); 
outw(0, PCI_BASE_ADRESS_1711+PCI171x_RANGE); 
outw(0, PCI_BASE_ADRESS_1711+PCI171x_MUX); 
while(1) { 
valor=1; 
outw(0,PCI_BASE_ADRESS_1711+PCI171x_SOFTTRG); 
while(valor){ 
valor=(inw(PCI_BASE_ADRESS_1711+PCI171x_STATUS) & 
Status_FE); 
} 
datos=inw(PCI_BASE_ADRESS_1711+PCI171x_AD_DATA); 
yint=datos&0x0fff; 
 
y=((double)yint)/((double)4095.0); 
ficar(CUA,&actual,y); // add y to the end of the queue
y=0.0; 
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for(i=0;i<N;i++){ 
y=y+b[i]*llegir(CUA,&actual,i); // read all the 
queue structure
} 
yint=(unsigned int)ceil(y*((double)4095)); 
outw(yint,PCI_BASE_ADRESS_1711 + PCI171x_DA0); 
rt_task_wait_period(); 
} 
} 
static int 
__inout_init(void) 
{ 
RTIME period, now; 
 detecta_PCI();
rt_linux_use_fpu(use_fpu); /* declare if we use the FPU     */ 
rt_task_init( /* create our measuring task     */ 
    &thread, /* pointer to our RT_TASK         */ 
    fun, /* implementation of the task    */ 
    0, /* we could transfer data -> task  */ 
    5000, /* stack size                     */ 
    0, /* priority                  */ 
    use_fpu, /* do we use the FPU?           */ 
    0 /* signal? XXX                     */ 
); 
rt_set_runnable_on_cpus( /* select on which CPUs the task is*/ 
&thread, /* allowed to run                  */ 
RUN_ON_CPUS 
);  
now = rt_get_time(); 
period = start_rt_timer((int)nano2count(PERIOD)); 
rt_task_make_periodic(&thread,rt_get_time(),period); 
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return 0; 
} 
/* 
 * Cleanup 
 */ 
static void 
__inout_exit(void) 
{ 
rt_task_delete(&thread); 
} 
 
module_init(__inout_init); 
module_exit(__inout_exit);
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A.8 Cua.h
This is an algorithm to simulate a queue (a FIFO data structure) of N elements.
double CUA[N]; 
int actual=0; 
void ficar(double *CUA,int *actual,double element){ 
  if (((*actual)>=0) & ((*actual)<N)) 
    { 
     (*actual)++; 
      if ((*actual)>=N) { 
     (*actual)=0; 
      } 
      CUA[*actual]=element; 
   } 
} 
double llegir(double *CUA, int *actual, int numero){ 
  int i; 
  i=((int)(*actual))-numero; 
  if (i<0) i=i+N; 
  return (CUA[i]); 
}
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A.9 Fir.h
This is a code which reports the filter we want to apply to a signal.
double b[]={1.20421e-003, 
  5.79416e-003, 
  1.13876e-002, 
  1.06802e-002, 
 -3.51119e-003, 
 -2.81415e-002, 
 -4.42462e-002, 
 -2.49277e-002, 
  4.44414e-002, 
  1.48489e-001, 
  2.43558e-001, 
  2.82087e-001, 
  2.43558e-001, 
  1.48489e-001, 
  4.44414e-002, 
 -2.49277e-002, 
 -4.42462e-002, 
 -2.81415e-002, 
 -3.51119e-003, 
  1.06802e-002, 
  1.13876e-002, 
  5.79416e-003, 
  1.20421e-003};
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Appendix B. Installation of RTAI
For our purposes we must prepare our PC installing all the programs  we need. In the 
following chapters we report the installation of the last version of RTAI available at the 
moment we started the thesis (RTAI 3.6.2) on a Linux 2.6.24 kernel.
B.1. Preparation
First of all we need to prepare the PC with all the programs it will need. In particular:
• patch: this package allows to patch a file,
• libncurses5-dev: this package installs the needed libraries we will need to run 
the kernel configuration menu,
• kernel-package: this package provides the capability to create a debian kernel­
image package,
• libc6-dev: this package contains the symlinks, headers, and object files needed to 
compile and link programs which use the standard C library.
apt-get install patch libncurses5-dev kernel-package libc6-dev
RTAI 3.6.2 cannot be compiled with gcc 4.3 (the version installed in Ubuntu 8.10), so 
we need to install the previous version.
apt-get update
apt-get install gcc-4.1
apt-get install g++-4.1
apt-get install cpp-4.1
Now we need to remove the symbolic link to gcc 4.3
cd /usr/bin
rm cpp
rm g++
rm gcc
rm gcov
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and to create a new one to gcc 4.1.
ln -s cpp-4.1 cpp
ln -s g++-4.1 g++
ln -s gcc-4.1 gcc
ln -s gcov-4.1 gcov
We   have   to   download   Linux   kernel   2.6.24   (vanilla)  linux-2.6.24.tar.bz2  @ 
http://www.kernel.org  and   to   download   RTAI   3.6.2  rtai-3.6.2.tar.bz2  @ 
http://www.rtai.org
We can put these files into /usr/src/:
mkdir /usr/src/RTAI-3.6.2
sudo cp linux-2.6.24.tar.bz2 /usr/src/RTAI-3.6.2
sudo cp rtai-3.6.2.tar.bz2 /usr/src/RTAI-3.6.2
and unpack them
cd /usr/src/RTAI-3.6.2
tar -xvf linux-2.6.24.tar.bz2
tar -xvf rtai-3.6.2.tar.bz2 
We can create symbolic links to the new two folders
cd /usr/src
ln -snf RTAI-3.6.2/linux-2.6.24 linux
ln -snf RTAI-3.6.2/rtai-3.6.2 rtai
B.2. Kernel patching and configuration
Now it is possible to patch the kernel source with the correspondent RTAI patch
cd linux
patch  -p1  -b  <  /usr/src/rtai/base/arch/x86/patches/hal-linux-2.6.24-
x86-2.0-07.patch
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In order to make the new kernel configuration as similar as possible to the one already 
installed on our PC we do the two next steps:
cp /boot/config-2.6.27-7-generic ./.config
make oldconfig
and press ENTER to all the prompts of the last command.
Now it's time to configure the new kernel:
make menuconfig
In the menu we have to configure the changes needed by RTAI.
>> Enable loadable module support
   >> Module versioning support : off
>> Processor type and features
   >> Subarchitecture Type : PC-compatible
   >> Processor family : 386
   >> Multi-core scheduler support : off
   >> Preemption model : Preemptible kernel (Low-Latency Desktop)
   >> Interrupt pipeline : on 
   >> High memory support : off
B.3. Kernel compilation
Now we are ready to compile the kernel configured. First of all, we must prepare a clean 
compilation through
sudo make-kpkg clean
At this point the kernel source is ready for the compilation. The next command will 
compile the kernel, give a new name and generate the deb packages:
make-kpkg --rootcmd fakeroot --append-to-version -rtai-3.6.2 --revision 
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r1 --initrd kernel_image kernel_headers
This  process can take up to one hour depending on the machine in use. It  can occupy, 
too, huge disk space, up to 2 GB. Normally, there will be many warning messages.
Two deb packages are generated in /usr/src/, kernel image and source headers. 
Optionally, we can free the disk space used in the compilation with 
sudo make-kpkg clean
B.4. Kernel Installation
Now we are ready to install the kernel image and source headers packages:
cd ../RTAI-3.6.2
sudo dpkg -i linux-headers-2.6.24-rtai-3.6.2_r1_i386.deb
sudo dpkg -i linux-image-2.6.24-rtai-3.6.2_r1_i386.deb
The package installation should create a new Grub entry. Now we can reboot and choose 
the new RTAI patched kernel in Grub.
sudo reboot
B.5. Installation of Mesa
Mesa  is   an  open­source   implementation  of   the  OpenGL  specification,   a   system  for 
rendering interactive 3D graphics. 
A variety of device drivers allows Mesa to be used in many different environments ranging 
from software emulation to complete hardware acceleration for modern GPUs (graphics 
processing units). 
To proceed to the installation we need some libraries not installed in Ubuntu 8.10.
sudo  apt-get  install  bison  makedumpfile  qt3-dev-tools  qt4-dev-tools 
git-core xorg-dev autoconf libtool
sudo apt-get build-dep libdrm mesa
We can download Mesa MesaLib-7.3.tar.bz2 @ http://mesa3d.sourceforge.net/
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Put this file into /usr/src/:
sudo cp MesaLib-7.3.tar.bz2 /usr/src/
and unpack it
tar jxvf MesaLib-7.3.tar.bz2
Now we can enter the folder
cd Mesa-7.3
and proceed with the installation
make realclean
make linux-x86
make install
cd ..
B.6. Installation of eFLTK
eFLTK is a cross­platform GUI (graphical user interface) library, made with 3D graphics 
programming in mind. It has an interface to OpenGL, but is still suitable for general GUI 
programming. 
We   can   download   eFLTK  efltk-2.0.7.tar.gz  @  http://equinox-project.org 
and put this file into /usr/src/:
sudo cp efltk-2.0.7.tar.gz /usr/src/
and unpack it
tar -xvf efltk-2.0.7.tar.gz
Now we can enter the folder
cd efltk
Page 114 Report
and proceed with the installation
autoconf
./configure --disable-mysql --disable-unixODBC  
./emake
./emake install
sudo reboot
If we had not install gcc 4.1 there is a patch for gcc 4.3 efltk_gcc-4.3.diff @ http://
manualinux.my­   place.us/ede.html#eFLTK   
B.7. RTAI Configuration and Installation
Again, as root :
cd /usr/src/rtai
make menuconfig
In the menu we have to configure the changes needed by RTAI.
>> Machine (x86)
   >> Number of CPUs : number of processors
>> RTAI Lab
   >> RTAI Lab : on
>> Add-ons
   >> Comedi support over LXRT : off
Now we can install RTAI:
make
make install
A backup of the RTAI devices files is needed. So:
cp -a /dev/rtai_shm /lib/udev/devices/
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cp -a /dev/rtf[0-9] /lib/udev/devices/
We need to configure RTAI dynamic libraries to be wide available:
echo /usr/realtime/lib/ > /etc/ld.so.conf.d/rtai.conf
sudo ldconfig
The RTAI binaries directory can be added automatically to the \$PATH variable. To do 
that, we add the line
export PATH="$PATH:/usr/realtime/bin"
to the end of  /root/.bashrc and of /etc/bash.bashrc. and reboot :
sudo reboot
B.8. Comedi
Comedi is an acronym for Control and Measurement Device Interface. This open source 
project   defines   an   API   and   driver   structure   for   data   acquisition.   The   API   is   well 
documented and is used on Linux, Bsd and Windows operating systems.
The project includes a collection of drivers for data acquisition hardware. The included 
drivers   are   implemented   as   a   core   Linux   kernel   module   which   provides   common 
functionality and individual low­level driver modules.
We can download Comedi comedi-0.7.76.tar.gz @ http://www.comedi.org/
Put this file into /usr/local/src/:
sudo cp comedi-0.7.76.tar.gz /usr/local/src/
and unpack it
tar -xvf comedi-0.7.76.tar.gz
Now we can enter the folder
cd comedi-0.7.76
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and we are ready to configure and install it:
sh autogen.sh
./configure --with-linuxdir=/usr/src/linux --with-rtaidir=/usr/realtime
make
make install
make dev
cp include/linux/comedi.h include/linux/comedilib.h /usr/include/
cp include/linux/comedi.h include/linux/comedilib.h /usr/local/include/
ln -s /usr/include/comedi.h /usr/include/linux/comedi.h
ln -s /usr/include/comedilib.h /usr/include/linux/comedilib.h
To load RTAI and Comedi modules from a terminal:
insmod /usr/realtime/modules/rtai_hal.ko
insmod /usr/realtime/modules/rtai_up.ko
insmod /usr/realtime/modules/rtai_fifos.ko
insmod /usr/realtime/modules/rtai_sem.ko
insmod /usr/realtime/modules/rtai_mbx.ko
insmod /usr/realtime/modules/rtai_msg.ko
insmod /usr/realtime/modules/rtai_netrpc.ko ThisNode="127.0.0.1"
insmod /usr/realtime/modules/rtai_shm.ko ThisNode="127.0.0.1"
insmod /usr/realtime/modules/rtai_signal.ko
insmod /usr/realtime/modules/rtai_tasklets.ko
modprobe comedi
modprobe kcomedilib
modprobe comedi_fc
insmod /usr/realtime/modules/rtai_comedi.ko
modprobe adv_pci1710
The   last  operation   to  do   is   to   configure  Comedi   to  work  with  our  data   acquisition 
hardware   (we   can   find   the   list   of   acquisition   boards   available   for   Comedi   @ 
http://www.comedi.org/hardware.html):
comedi_config -v /dev/comedi0 pci1711
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B.9. RTAI (2nd pass)
Now we must configure RTAI with the Comedi modications
cd /usr/src/rtai
make xconfig or make menuconfig
In the menu we have to configure the changes needed by RTAI:
>> Add-ons
   >> Comedi support over LXRT : y
   >> COMEDI installation directory : /usr/local/src/comedi-0.7.76
>> RTAI Lab
   >> RTAI Lab : y
   >> EFLTK installation directory : /usr/src
and install it
make
make install
B.10.ScicosLab
For utilizing Scicos (the open source program with the same functions of Simulink) we 
have   to   download   ScicosLab scicoslab-gtk_4.3-3_i386.ibex.deb  @ 
http://scicoslab.com and open it with GDebi Package Installer.
If, while opening it, libtk8.5.so.0 could not be found a virtual link is to be created:
cd /usr/lib
sudo ln -sf libtk8.5.so.0 libtk8.5.so
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Appendix C. How to acquire data
C.1 Real data acquisition
For real data acquisition we have to
• open a Terminal on Ubuntu and, as a root, open Scicos (by typing scicoslab at 
the shell's command prompt and scicos at Scicoslab's prompt);
• open the diagram for the control of the plant (the one created with the RTAI­Lib 
palette)
• create a super block (we must click  Diagram    Region to Super Block and 
draw an elastic frame around the whole system excluding the Clock. The region 
then becomes a Super Block as illustrated in Figure 37)
• compile it by the commands:
• Set target: we may optionally click on menu RTAI    Set Target and 
then click on the Super Block to compile. A dialog box opens where we can 
modify:
• Target: this is the Makefile's basename. 
• Ode   function:   it   is   one   of   the   ordinary   differential   equation 
functions available  in Scilab.  The default   is  ode4. Possible values 
are:
1. ode1. Uses Euler’s method (RK1)
2. ode2.   Uses   Heun’s   method   (RK2),   also   known   as   the 
Improved Euler method.
3. ode4. Uses a 4th order Runge­Kutta formula (RK4).
The source code for these functions is available in $SCILAB/macros/
RTAI/RTAICodeGen_.sci. 
• Step between sampling: indicates the number of computational sub­
sampling points used for various functions such as ODE functions. 
The default is 10.
• RTAI CodeGen: we must click on Menu RTAI    RTAI CodeGen and 
then on the Super Block. At this point Scilab converts our diagram into C 
code.  For each block inside the Super Block two lines are  output  in   the 
Scicos window:
shared archive loaded
Link done
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A dialogue then opens where we may modify:
• New block’s name: this will be the name of the final executable. It 
will  be  saved  in  what  Scilab   thinks   is  our  current  directory.  The 
default is Untitled.
• Created files Path: this is the directory where the generated C files 
are saved along with a Makefile.  This is also the directory where 
compilation occurs.
• Target:   this   is   the  Makefile’s  basename.   It  will  be  copied   to   the 
generated files directory and used for compilation. The default value 
rtai  corresponds   to   the   file 
$SCILAB/macros/RTAI/RT_templates/rtai.mak
• Sampling  Time:   this   corresponds   to   the  Period  value   set   in   the 
Clock block parameters, i.e. we can adjust the clock here.
The compilation starts by clicking  OK. The steps the program does in the 
compilation can be monitored in the Scilab window. In case the compilation 
fails   (this   can   happen   for   example  when  we   develop   our   own   custom 
blocks), we can still start the compilation manually by typing  make  in the 
directory  where  C   files  were   generated.   This   provides  more   debugging 
output than what is printed in the Scilab window.
If we keep the default values we'll find an executable file called Untitled in 
our current directory.
• execute it typing in the prompt shell ./Untitled
• execute the acquisition data program typing in another terminal   ./readfifo  > 
fifo.dat
• stop the two programs by typing CTRL+C and open fifo.dat with OpenOffice 
Spreadsheet 
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Figure 37: Diagram for controlling the plant after the Region to SuperBlock 
command
C.2 Simulated data acquisition
To get the simulated data we have to:
• open a Terminal on Ubuntu and, as a root, open Scicos (by typing scicoslab at 
the shell's command prompt and scicos at Scicoslab's prompt);
• open the diagram with the plant modelized;
• control that the parameters of the Write to output data are the ones we want (control 
the name of the script with the data);
• set the parameters of the simulation by the command Simulate    Setup. Most 
parameters   can   generally   be   left   unchanged   in   this   dialog  window,   except   the 
following parameters:
• The Final integration time defines the final (stop) time of the simulation. 
But, if an End block exists in the block diagram, the Final simulation time 
parameter in that block also defines the simulation stop time. It turns out 
that the applied stop time is the smallest of the two. 
• The Realtime scaling parameter defines the relative speed of the real time 
compared   to   the   simulated   time.   It  may  be   convenient   to   speed  up   the 
simulation  of  a   slow system,  and  to  slow down the  simulation  of  a   fast 
system (so that we are able to follow the simulated response at it develops in 
the scopes). 
• The maximum step size can be set to a proper value, e.g. one tenth of the 
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quickest   time­constant   (or   apparent   time­constant)   of   the   system   to   be 
simulated.
The  solver   method  (i.e.   the   numerical   method   that   Scicos   uses   to   solve   the 
underlying algebraic and differential equations which constitute the model) can be 
selected via the solver parameter. In most cases the default solver can be accepted.
• simulate by clicking Simulate    Run
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Appendix D. Codes to linearize and control the system
D.1 Calculation of the Jacobian
The following is the code of a program in Maple 13 that calculates the Jacobian.
> restart;
> u(x) := piecewise(x<0,0,x>=0,1); # u(x) is the sign function
> f(x) := u(x – 6.2)*(x – 6.2); #  to calculate the difference between the two 
first deposits and the third one
> v1 := (24/5)*u1; #  transformation  from DAQ voltage to pump 
voltage
> v2 := (24/5)*u2;
> y0 := (Vol – A1*y1 – A2*y2 ­ A3*y3)/A0;  # calculation of the level of the source  
deposit
> eq1 := (kb1*v1 ­ k12*sign(y1 – y2)*sqrt(abs(y1 – y2)) ­ k10*sqrt(y1 + 41.5 – y0))/A1;
# the three equations that rule the system
> eq2 := (­k12*sign(y2 – y1)*sqrt(abs(y2 – y1)) ­ k23*sign(f(y2) – y3)*sqrt(abs(f(y2) ­  
y3)))/A2;
> eq3 := (kb2*v2 – k23*sign(y3 – f(y2))*sqrt(abs(y3 – f(y2))) – k30*sqrt(y3 + 47.7 ­  
y0))/A3;
> a11 := diff(eq1, y1); # calculation of F
> a12 := diff(eq1, y2);
> a13 := diff(eq1, y3);
> a21 := diff(eq2, y1);
> a22 := diff(eq2, y2);
> a23 := diff(eq2, y3);
> a31 := diff(eq3, y1);
> a32 := diff(eq3, y2);
> a33 := diff(eq3, y3);
> b11 := diff(eq1, u1); # calculation of G
> b12 := diff(eq1, u2);
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> b21 := diff(eq2, u1);
> b22 := diff(eq2, u2);
> b31 := diff(eq3, u1);
> b32 := diff(eq3, u2);
D.2 Calculation of the transfer functions
The following is the code of s program in Matlab that firstly calculates  y3
d  knowing 
y 1
d   and   y2
d , then finds the Jacobians on the 24 chosen equilibrium points, finally, 
from these LTI systems, calculates all the 24 transfer functions and saves them.
K10 = 6.6479*1.08; % k'10 [(cm^(5/2))/s]
k30 = 7.0196*1.12; % k'30 [(cm^(5/2))/s]
k12 = 15.4116; % k12 [(cm^(5/2))/s]
k23 = 11.5022; % k23 [(cm^(5/2))/s]
kb1 = 5.9; % kb1 [(cm^3)/(V*s)]
kb2 = 5.9; % kb2 [(cm^3)/(V*s)]
Vol = 6264; % water volume [cm^3]
A0 = 1044; % A0 [cm^2]
A1 = 64; % A1 [cm^2]
A2 = 64; % A2 [cm^2]
A3 = 64; % A3 [cm^2]
s = tf('s');
I = eye(3,3);
for i = 15:2:25
  for j = -3:2:3 % 24 chosen points
    y1 = i;
    y2 = i+j;
    n = [(i-1)/2-6,(j+1)/2+2];
    if j<0 % calculation of y3 at the 
equilibrium point
      y3tot((i-1)/2-6,(j+1)/2+2) = i+j-6.2+(k12/k23)^2*j;
    else
      y3tot((i-1)/2-6,(j+1)/2+2) = i+j-6.2+(k12/k23)^2*j;
    end
Real time control of a non­linear MIMO plant using free software  Page 125
    y3 = y3tot((i-1)/2-6,(j+1)/2+2);
    y0tot((i-1)/2-6,(j+1)/2+2) = (Vol-y1*A1-y2*A2-y3*A3)/A0; % 
calculation of y0 at the equilibrium point
    y0 = y0tot((i-1)/2-6,(j+1)/2+2);
    u1tot((i-1)/2-6,(j+1)/2+2) = (k10*sqrt(y1+41.5-y0)-k12*sign(y2-
y1)*sqrt(abs(y2-y1)))/kb1*5/24; % calculation of u1 at the 
equilibrium point
    u2tot((i-1)/2-6,(j+1)/2+2) = (k30*sqrt(y3+47.7-y0)-k23*sign(y2-
y3)*sqrt(abs(y2-y3)))/kb2*5/24; % calculation of u2 at the 
equilibrium point
    a11 = (-0.5*k12/sqrt(abs(y1-y2))-0.5*k10*(1+A1/A0)/sqrt(y1+41.5-
y0))/A1; % creation of A
    a12 = (0.5*k12/sqrt(abs(y1-y2))-0.5*k10*A2/((sqrt(y1+41.5-
y0))*A0))/A1;
    a13 = -0.5*k10*A3/((sqrt(y1+41.5-y0))*A0*A1);
    a21 = 0.5*k12/(sqrt(abs(y1-y2))*A2);
    a22 = (-0.5*k12/sqrt(abs(y1-y2))-0.5*k23/sqrt(abs(y2-y3-6.2)))/A2;
    a23 = 0.5*k23/(sqrt(abs(y2-y3-6.2))*A2);
    a31 = -0.5*k30*A1/((sqrt(y3+47.7-y0))*A0*A3);
    a32 = (0.5*k23/sqrt(abs(y2-y3-6.2))-0.5*k30*A2/((sqrt(y3+47.7-
y0))*A0))/A3;
    a33 = (-0.5*k23/sqrt(abs(y2-y3-6.2))-
0.5*k30*(1+A3/A0)/sqrt(y3+47.7-y0))/A3;
    A(:,:,((i-1)/2-7)*4+(j+1)/2+2) = [a11 a12 a13; a21 a22 a23; a31 a32 
a33];
    b11 = 24*kb1/(5*A1); % creation of B
    b12 = 0;
    b21 = 0;
    b22 = 0;
    b31 = 0;
    b32 = 24*kb2/(5*A3);
    B(:,:,((i-1)/2-7)*4+(j+1)/2+2) = [b11 b12; b21 b22; b31 b32];
    C(:,:,((i-1)/2-7)*4+(j+1)/2+2) = [1 0 0; 0 1 0]; % creation of 
C
    D(:,:,((i-1)/2-7)*4+(j+1)/2+2) = [0 0; 0 0]; % creation of 
D
    Atot((((i-1)/2-7)*4+(j+1)/2+2)*3-2:(((i-1)/2-7)*4+(j+1)/2+2)*3,
(((i-1)/2-7)*4+(j+1)/2+2)*3-2:(((i-1)/2-7)*4+(j+1)/2+2)*3) = A(:,:,(((i-
1)/2-7)*4+(j+1)/2+2)); % collect all the LTIs at every 
equilibrium point
    Btot((((i-1)/2-7)*4+(j+1)/2+2)*3-2:(((i-1)/2-7)*4+(j+1)/2+2)*3,1:2) 
= B(:,:,((i-1)/2-7)*4+(j+1)/2+2);
    Ctot(1:2,(((i-1)/2-7)*4+(j+1)/2+2)*3-2:(((i-1)/2-7)*4+(j+1)/2+2)*3) 
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= C(:,:,((i-1)/2-7)*4+(j+1)/2+2);
    Dtot = [0 0; 0 0];
    [Gnum1,Gden1] = ss2tf(A(:,:,((i-1)/2-7)*4+(j+1)/2+2),B(:,:,((i-
1)/2-7)*4+(j+1)/2+2),C(:,:,((i-1)/2-7)*4+(j+1)/2+2),D(:,:,((i-1)/2-7)*4+
(j+1)/2+2),1); % transformation of the LTI to a 
transfer function
    [Gnum2,Gden2] = ss2tf(A(:,:,((i-1)/2-7)*4+(j+1)/2+2),B(:,:,((i-
1)/2-7)*4+(j+1)/2+2),C(:,:,((i-1)/2-7)*4+(j+1)/2+2),D(:,:,((i-1)/2-7)*4+
(j+1)/2+2),2);
    G11tot(((i-1)/2-7)*4+(j+1)/2+2,1) = tf(Gnum1(1,:),Gden1(1,:));
    G12tot(((i-1)/2-7)*4+(j+1)/2+2,1) = tf(Gnum2(1,:),Gden2(1,:));
    G21tot(((i-1)/2-7)*4+(j+1)/2+2,1) = tf(Gnum1(2,:),Gden1(1,:));
    G22tot(((i-1)/2-7)*4+(j+1)/2+2,1) = tf(Gnum2(2,:),Gden2(1,:));
  end
end
D.3 Calculation of the average function
The following is the code of a program in Matlab that creates a 72 states LTI system and 
orders it through the Gramian­based balance. So it can reduce the order of the continuous 
state space model  sysbal  by eliminating the states from 4 to 72 (generating a 3rd  order 
system).
The  'Truncate'  option   tends   to   produces   a   better   approximation   in   the   frequency 
domain, even if the DC gain doesn't match all the times. 
sys = ss(Atot,Btot,Ctot,Dtot); % creation of a 72 states LTI system
[sysbal,g] = balreal(sys); % order through Gramian-based balance
rsys = modred(sysbal,4:72,'Truncate'); % reduction to order 3
[Gnumm1,Gdenm1] = ss2tf(rsys.a,rsys.b,rsys.c,rsys.d,1); % 
transformation of the LTI to a transfer function
[Gnumm2,Gdenm2] = ss2tf(rsys.a,rsys.b,rsys.c,rsys.d,2);
Gmedia11 = tf(Gnumm1(1,:),Gdenm1(1,:))/24;
Gmedia12 = tf(Gnumm2(1,:),Gdenm2(1,:))/24;
Gmedia21 = tf(Gnumm1(2,:),Gdenm1(1,:))/24;
Gmedia22 = tf(Gnumm2(2,:),Gdenm2(1,:))/24;
Gmedia = [Gmedia11 Gmedia12; Gmedia21 Gmedia22]; % final G
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D.4 Comparison of the Bode diagrams
The following is the code of a program in Matlab that plots the Bode diagrams of the 
transfer functions in the equilibrium points and of the average function.
Figure(1); % representation of the Bode of G11media
bode(Gmedia11);
figure(2) % representation of the Bode of G11tot
for z = 1:24
    bode(G11tot(z,1));
    hold on;
end
figure(3); % representation of the Bode of G12media
bode(Gmedia12);
figure(4) % representation of the Bode of G12tot
for z = 1:24
    bode(G12tot(z,1));
    hold on;
end
figure(5); % representation of the Bode of G21media
bode(Gmedia21);
figure(6) % representation of the Bode of G21tot
for z = 1:24
    bode(G21tot(z,1));
    hold on;
end
figure(7); % representation of the Bode of G22media
bode(Gmedia22);
figure(8) % representation of the Bode of G22tot
for z = 1:24
    bode(G22tot(z,1));
    hold on;
end
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D.5 Calculation of poles
The following is the code of a program in Maple 13 that generates the new 5th­order 
system with the PI controller and varying the values of kp1, ki2, kp2 and ki2 calculates the 
poles of the system.
> restart:
> with(linalg):
> A:=matrix([[­0.3885, 0.3803, ­0.0004], [0.3807, ­0.5928, 0.2121], [­0.0005, 0.2116, ­
0.2206]]);
> B:=matrix([[0.4425, 0], [0, 0], [0, 0.4425]]); 
> KP:=matrix([[kp1, 0], [0, kp2]]);
> KI:=matrix([[ki1, 0],[0, ki2]]);
> H := matrix([[1, 0, 0], [0, 1, 0]]);
> ATOTAL:= stackmatrix(concat(matadd(A, ­multiply(multiply(B, KP), H)), multiply(B,  
KI)), matrix([[­1, 0, 0, 0, 0], [0, ­1, 0, 0, 0]])); # calculation of the new A of 5th­order
>   BTOTAL:=stackmatrix(concat(multiply(B,   KP)),   matrix([[1,   0],   [0,   1]]));  # 
calculation of the new B of 5th­order
> Id := matrix([[1, 0, 0, 0, 0], [0, 1, 0, 0, 0], [0, 0, 1, 0, 0], [0, 0, 0, 1, 0], [0, 0, 0, 0,  
1]])
> X := det(matadd(s*Id,  ­ATOTAL)); # calculation of sI ­ A
> eq := X=0;
> polos := [solve(eq,s)]; #   calculation   of   the   roots   of   the  
equation
> polosord := sort(polos); # order of the polos
D.6 Pole placement
The following is the code of a program in Maple 13 that generates the new 5th­order 
system  with   the  PI   controller   and   calculates   the   values   of   the  fifth   pole   and   of   the 
controller for allocating 4 desired poles. 
> restart:
> with(linalg):
> A:=matrix([[­0.3885, 0.3803, ­0.0004], [0.3807, ­0.5928, 0.2121], [­0.0005, 0.2116, ­
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0.2206]]);
> B:=matrix([[0.4425, 0], [0, 0], [0, 0.4425]]); 
> KP:=matrix([[kp1, 0], [0, kp2]]);
> KI:=matrix([[ki1, 0],[0, ki2]]);
> H := matrix([[1, 0, 0], [0, 1, 0]]);
> ATOTAL:= stackmatrix(concat(matadd(A, ­multiply(multiply(B, KP), H)), multiply(B,  
KI)), matrix([[­1, 0, 0, 0, 0], [0, ­1, 0, 0, 0]])); # calculation of the new A of 5th­order
>   BTOTAL:=stackmatrix(concat(multiply(B,   KP)),   matrix([[1,   0],   [0,   1]]));  #  
calculation of the new B of 5th­order
> Id := matrix([[1, 0, 0, 0, 0], [0, 1, 0, 0, 0], [0, 0, 1, 0, 0], [0, 0, 0, 1, 0], [0, 0, 0, 0,  
1]])
> eq1 := det(matadd(s*Id,  ­ATOTAL)); # calculation of sI ­ A
> eq2 := (s­p1)*(s­p2)*(s­p3)*(s­p4)*(s­p5); # equation with 5 generic polos
> eq := eq1 – eq2; # comparison of the coefficients of the 
two equations
> eqs0 := coeff(eq, s, 0) = 0;
> eqs1 := coeff(eq, s, 1) = 0;
> eqs2 := coeff(eq, s, 2) = 0;
> eqs3 := coeff(eq, s, 3) = 0;
> eqs4 := coeff(eq, s, 4) = 0;
> S := fsolve({eqs0, eqs1, eqs2, eqs3, eqs4, p4 = ­3}, {ki1, ki2, kp1, kp2, p4, p5}); # 
resolution of the equations
D.7 Evaluation of K
The   following   is   the   code   of   a   program   in   Scicoslab   that   firstly   calculates   the 
characteristic  polynomial,   then   the  state  matrix  with   the   feedback  loop   leaving     K  
unknown and, by comparing them, the unknown matrix.
­­>s = poly(0,'s'); 
­­>eq1 = (s+0.0160)*(s+0.0524)*(s+0.2190)*(s+15.0106)^2;  // desired polos
­­>A = [­0.3885 0.3803 ­0.0004; 0.3807 ­0.5928 0.2121; ­0.0005 0.2116 ­0.2206]; // 
LTI system
­­>B = [0.4425 0; 0 0; 0 0.4425];
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­­>C = [1 0 0; 0 1 0; 0 0 1];
­­>D = [0 0; 0 0; 0 0];
­­>H = [1 0 0; 0 1 0];
­­>syms k12 k13 k21 k23; // k12 k13 k21 and k23 unknowns
­­>K = [1 k12 k13; k21 1 k23];
­­>Af = s*eye(5)­[­H*D ­H*(C­D*K); B A­B*K]; // calculation of sI ­ A
­­>eq2 = det(Af);
­­>e1 = maxima('ratcoef','eq1­eq2','s^1'); // comparison of the coefficients of the 
two equations
­­>e2 = maxima('ratcoef','eq1­eq2','s^2');
­­>e3 = maxima('ratcoef','eq1­eq2','s^3');
­­>e4 = maxima('ratcoef','eq1­eq2','s^4');
­­>equ = syml(['e1=0','e2=0','e3=0','e4=0']); // obtained equations
­­>unk = syml(['k12','k13',k21','k23']); // unknowns
­­>S = maxima('solve',equ,unk); // resolution of the equations
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