Abstract. Let A N (K) denote the affine space of homogeneous polynomials of degree d in n + 1 variables with coefficients from the algebraic closureK of a field K of arbitrary characteristic; so N = n+d n . It is proved that the variety of all reducible polynomials in this affine space can be given by a system of polynomial equations of degree less than 56d 7 in N variables. This result makes it possible to formulate an efficient version of the first Bertini theorem for the case of a hypersurface.
Introduction
Let K be an arbitrary field of characteristic char(K) = p with algebraic closure s K (in what follows for any field E we denote by s E the algebraic closure of E). Let H be the primitive field of characteristic p, i.e., H = Q if p = 0 or H = F p = Z/pZ if p > 0. We assume that H ⊂ K.
It is well known that the discriminant Δ f of a polynomial f ∈ K[X 1 ] is a polynomial in the coefficients of f , and Δ f = 0 if and only if f is square free in s K[X 1 ], i.e., it has no multiple factors in the ring s K[X 1 ] or, which is the same, the polynomial f is separable. In the present paper we consider a polynomial f = ..,i n in K, of degree deg X 1 ,...,X n f = d ≥ 2 and construct an analog A f of the discriminant Δ f in the following sense. The discriminant Δ f of the polynomial in one variable corresponds to the property "f is separable". In a similar way, A f corresponds to the property "f is absolutely irreducible".
The element A f belongs to K w,v,u where K w,v,u is a purely transcendental extension of the field K, see §3. Here w, v, u are families of transcendental elements over the field K, and the field K w,v,u is generated over K by all the elements in these families. Actually, A f ∈ K [w, v, u] , where K [w, v, u] is the ring of polynomials in all the elements of the families w, v, u.
Next, A f corresponds to f canonically: it is a polynomial in all the coefficients f i 1 ,...,i n of f . The degree of this polynomial in f i 1 ,...,i n is bounded from above by 56d 7 ; see a more precise estimate in §3. For more precise statements for n ≥ 2 and d ≥ 2, see Lemma 11 in §3. Theorem 1 follows from Lemma 11 immediately. The proof of Lemma 11 reduces to the case of two variables. This reduction is described in §3.
The case of two variables, f ∈ K[X, T ], is treated in §2. Here, we suggest a criterion for absolute irreducibility: R ρ,f = 0, see (15) and Lemma 6. To obtain this criterion, we describe a formal (or universal) version of the Hensel lemma, then introduce a lattice corresponding to f over the ring of polynomials s K[T ], and consider a minimal vector in it. It should be emphasized that Lemma 5 in §2 is one of the most important results of the paper.
Estimates for a minimal vector in an arbitrary lattice over K [T ] are obtained in §1. The idea to consider lattices for questions related to irreducibility of polynomials dates back to [6] , but in the present paper we have quite different accents.
As an application of Theorem 1, we get an efficient version of the first Bertini theorem for the case of a hypersurface. 
the ideal generated by L 1 and L 2 in the last ring of polynomials. Consider the following conditions.
(a) The polynomial f does not belong to (L 1 , L 2 ), and for all μ 1 , μ 2 ∈ s K such that
The discriminant Δ is the determinant of the Sylvester matrix of the polynomials f , 
. . , X n+1 (below in the Introduction we also refer to Lemma 13, Lemma 14, and Corollary 3; a similar replacement of variables should be done there).
Next, assume that f is irreducible in the ring 
Thus the required α 1 , α 2 ∈ I exist. Theorem 2 is proved (modulo Lemmas 12-14 and Corollary 3).
Remark 1. In accordance with the construction described in § §1-3, the number of equations in the polynomial system in Theorem 1 (i) (respectively, (ii)) is bounded from above by d
A system with a smaller number of equations can be obtained as follows. In Theorem 1, replace the field H by an infinite extension H 1 of H, assuming that H 1 ⊂ s K. Then there is a modified system giving V d,n (respectively, W d,n ) similar to that in statement (i) (respectively, (ii)) of Theorem 1 and consisting of N + 1 (respectively, N 1 + 1) polynomial equations with coefficients in H 1 . To get such a system, it suffices to take linear combinations with coefficients in H 1 of the initial equations from Theorem 1 (i) (respectively, (ii)) in general position. Still these linear combinations are given not efficiently. It is difficult to construct them.
On the other hand, the results of [5] can be used to construct explicitly elements
, with the following properties. Every 4 . This can be deduced from the irreducibility criterion given in the Introduction of [4] .
Note also that in the zero-characteristic case, the estimate 56d 7 in Theorem 1 cannot be refined in a similar way.
The present paper is important. In future, we hope to consider the effective version of the first Bertini theorem from the algorithmic point of view, in the general case and for an arbitrary characteristic of the ground field. Still, there we are able to get only results weaker those obtained in [4] in the zero-characteristic case. As an application, the main result of [3] will be improved for the case of a finite ground field. §1. Estimates for a minimal vector in a lattice
In what follows in this section we assume that |A| = D. Let r = rank(A) be the rank of the matrix A.
The minimal vector of M is an arbitrary nonzero element q ∈ M such that |q| = min{|y| : 0 = y ∈ M }, i.e., |q| is minimal possible.
Lemma 1. Let q be an arbitrary minimal vector of the lattice M . Then |q| ≤ D, and we can write
where
Proof. Obviously, |q| ≤ |A| = D. Permuting the columns of the matrix A, we may assume without loss of generality that the first r columns of A are linearly independent over the field
, where the matrix A 1 has r columns and A 2 has n 2 − r columns. Then rank(A 1 ) = r. There is a matrix A 3 of size n 1 × (n 1 − r) such that rank(A 1 , A 3 ) = n 1 and each column of A 3 contains only one nonzero entry equal to 1 (if r = n 1 , then A 3 has 0 columns, i.e., it is empty). Hence, (A 1 , A 3 ) = A 4 is a nonsingular square matrix, its determinant det(A 4 ) is nonzero, and
The ring B is Euclidean. It is well known that then there is a matrix Q ∈ GL n 1 (B) (the matrix Q is a product of the elementary matrices over the ring B corresponding to the some elementary transformations of the rows of the matrix A 4 ) such that QA 4 = A = (a i,j ) 1≤i,j≤n 1 is an upper triangular matrix (this means that a i,j = 0 for all 1 ≤ j < i ≤ n 1 ). Moreover, applying (if necessary) elementary transformations of rows to the resulting upper triangular matrix, we may assume without loss of generality that License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
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Of course, this implies
here we can replace rD by (n 1 − 1)D, but in the next section we have n 1 > n 2 , so that we ignore this minor improvement). Hence, |Q| ≤ rD.
. . , a n 1 be the rows of the matrix A , and let A 1 be the matrix consisting of the first r rows of A . By our construction, a 1 , . . . , a r is the basis of the module M (it is a free module) over the ring B, a i = 0 for all r + 1 ≤ i ≤ n 1 , and a i,j = a i,j for all 1 ≤ i, j ≤ r.
Consequently, there are μ i ∈ B, 1 ≤ i ≤ r, such that q = 1≤i≤r μ i a i . Therefore,
Note that det((a i,j ) 1≤i,j≤r ) = 0. Using Cramer's rule and (3), we get
Let Q 1 be the matrix consisting of the first r rows of the matrix Q. (2) holds true and for all 1 ≤ i ≤ n 1 we have
The lemma is proved.
Under the conditions of Lemma 1, we write
be new variables, and let −1 ≤ μ 0 ≤ D be an integer. Consider the following homogeneous linear system with coefficients in the field K, with respect to the variables Z i,ν :
Let C A,−1 be the matrix of system (4) with μ 0 = −1. It has ν 1 = ((2r + 2)D + 1)n 2 rows and ν 2 = ((2r +1)+1)Dn 1 columns. The rows (respectively, columns) of the matrix C A,−1 correspond to different pairs (μ, j) (respectively, (i, ν)); see (4) . We order the pairs (μ, j) lexicographically:
The pairs (i, ν) are ordered similarly. Next, we identify the linearly ordered set of pairs (μ, j) (respectively, (i, ν)) and {1, . . . , ν 1 } (respectively, {1, . . . , ν 2 }). Now the matrix C A,−1 has the form C A,−1 = (c i,j ) 1≤i≤ν 1 , 1≤j≤ν 2 , where the elements c i,j are uniquely determined by (4) and by these identifications of linearly ordered sets. Let c 1 , . . . , c ν 1 be all the rows of the matrix C A,−1 .
Let −1 ≤ ρ ≤ D be an arbitrary integer. Then the matrix C A,ρ of system (4) with μ 0 = ρ is identified with a submatrix of C A,−1 . Namely, C A,ρ consists of ((2r+2)D−ρ)n 2 rows of the matrix C A,−1 . These are the rows c ν 3 , . . . , c ν 1 , where
0 be a family of elements algebraically independent over the field K. Denote by K u = K(u) the extension of the field K by all the elements of the family u. Hence, the transcendence degree of
Then all h i,j , h i,j are in K u . In other words, the matrix (h i,j ) i,j is obtained from C A,−1 in two steps. First, we take ν 1 generic linear combinations c 1 , . . . , c ν 1 of the rows of C A,−1 , obtaining a matrix C with rows c 1 , . . . , c ν 1 . After that, we take ν 2 generic linear combinations c 1 , . . . , c ν 2 of the columns of the matrix C and get a matrix C = (h i,j ) i,j . In a similar way, we build a matrix (h i,j ) i,j starting with C A,ρ .
Let 
to be the discriminant of the polynomial f (X, 0). We assume that Δ f = 0, i.e., the polynomial f (X, 0) has m pairwise distinct roots in the algebraic closure s K. Throughout this section, we shall suppose that all these conditions are satisfied.
Set n 2 = m and
, where Z is a variable. We shall identify the set of polynomials g ∈ s
where all g i are in B 1 (respectively, all g i are in B 2 ). We shall use the notation | . . . | for polynomials, elements of B m 1 , B m 2 , matrices, and so on, see the preceding section. So, now |g| = deg T g for any polynomial g. We shall apply the results of the preceding section to the ring B 1 in place of B.
Setting 
Assume that s g j and s z j are defined for all 0 ≤ j < i for some i ≥ 1. Then
, one should use (7) and solve a linear system with coefficients in K(Z) by Cramer's rule. The coefficient matrix of this system is the Sylvester matrix of the polynomials X − Z and g 0 . Its determinant is ±δ. All the free terms of this system are divisible by δ. Hence, actually, all s g i,j are in
. The recursive step for determining the s g i and s z i is described.
Lemma 3. (i) For all
( (ii) The degrees with respect to t of all the minors of the Sylvester matrix of the polynomials g 0 , X − Z are bounded from above by s. We have deg t s f i ≤ (2i − 1)s. Now, (ii) follows by induction on i with the use of Cramer's rule. The lemma is proved.
ii) Let us extend the field K up to the field K(t), where t is a new variable. Assume that f ∈ K[t, X, T ]. Now g 0 ∈ K[t, Z, X], and using (7) like this was done above one can prove that s g i ∈ K[t, Z, X] and s z i ∈ K[t, Z] for all i ≥ 1. Assume additionally that deg t f ≤ s for an integer s. Then for all i ≥ 1 we have
deg t s g i ≤ (3i − 1)s, deg t s z i ≤ (3i − 1)s.
Consider the separable K-algebra K
] be the ring of formal power series in T over the algebra K . We can apply Hensel's lifting to the decomposition f (X, 0) = (X − z)g 0 (z, X), obtaining
Lemma 4. For all i ≥ 1, we have
Proof. Formula (8) implies that for all i ≥ 1 the polynomials g i and the elements z i satisfy the recursive relation
Now, (9) is obtained by induction on i with the help of (10) and (7). Remark 3. Like (8) and (9), we can obtain the expansion
. This is a formal (or universal) version of the Hensel lemma.
Set D = (2m − 1)ρ + 1 and
Hence, a i ∈ B m 1 and r a i ∈ B m 2 , under the identification (6). Put n 1 = 2m − 1. Let A (respectively, r A) be the matrix with the rows a 1 , . . . , a n 1 (respectively, r a 1 , . . . , r a n 1 ).
We apply the construction of §1 to the matrices A and r
A (replacing there the ground field K by K[ x ] and K(Z), respectively). Now the following objects corresponding to A and r
A are defined; see §1: the integers Proof. We prove this for the matrix C A,−1 . Since the proof for C r A,−1 is similar, it is left to the reader. It suffices to show that r 0 is the maximal number of linearly independent equations of system (4) from §1 with μ 0 = −1. By (12), this system has the form (13)
From system (13) we delete D equations (14) 0≤ν≤μ
and denote by ( * ) the resulting system. Then system ( * ) has a trapezoidal form (after a permutation of equations and variables) with the elements 
Lemma 6. Let f ∈ K[X, T ] be a polynomial satisfying all the conditions formulated at the beginning of this section. Then the following assertions hold true. (i) Let q be an arbitrary minimal vector of M . Then |q| > ρ if and only if the polynomial f is irreducible in the ring s K[ X, T ]. (ii) R ρ,f = 0 if and only if the polynomial f is irreducible in the ring
s K[ X, T ].
Proof. (i) Suppose f is reducible in s K[ X, T ]. Then there is a divisor g ∈ s K[ X, T ] of f such that 1 ≤ deg X g < m and X − x divides g(X, 0). The definition of the lattice M and the uniqueness of the decomposition into irreducibles in the ring K[x]((T ))[X] (here K[x]((T )) is the field of fractions of the ring K[x][[T ]]) imply that g ∈ M (under the identification (6)). We have |q| ≤ |g| ≤ |f | ≤ ρ.
Conversely, suppose that |q| ≤ ρ. Consider the resultant
of the polynomials q and f with respect to X. It is well known that there are poly-
. By (8), (9), and (11), also η(x, X, T ) mod (
, and, in accordance with our definitions, Δ 
Lemma 7. Let f ∈ K[X, T ] be a polynomial satisfying all the conditions formulated at the beginning of this section. Then the following assertions hold true.
(i) We have
(ii) Under the conditions of assertion (ii) in Lemma 3,
Proof. There is no loss of generality in assuming that the conditions of assertion (ii) of Lemma 3 are fulfilled. Using Lemma 3 and (11), we get and f 0 (Z) we get
This implies (17). The right-hand side of (17) is a monotone increasing function of m and ρ for m ≥ 2, ρ ≥ 1. Substituting m = d and ρ = d in (17), we get (18). The lemma is proved.
Corollary 1. Let f be a polynomial satisfying the conditions of Lemma 7 and those of assertion (ii) in Lemma 3. Suppose that the polynomial f ∈ K[t, X, T ] is irreducible in the ring
Then there are at most
In what follows we assume that deg X f 0 = deg X f (t * , X, 0) and f (t * , X, 0) is separable. The resultant R ρ,f belongs to K [t] and, by our definitions, = N 1 . Now, let Φ (respectively, Ψ) be a generic polynomial (respectively, a generic homogeneous polynomial) of degree d in n variables for a given characteristic p of the ground field. This means that
where the family ϕ
(respectively, n+d−1 n−1 ) elements algebraically independent over the field H (recall that H is the primitive subfield of K).
We identify the set of all polynomials (respectively, the linear space of all homogeneous polynomials) of degree d in s 
) are nonzero, μ runs over the set M Φ (respectively, M Ψ ) of pairwise distinct monomials with coefficient 1 in the elements of the families w, v, u.
be an arbitrary polynomial (respectively, a homogeneous polynomial) of degree d with all
) the family of coefficients of this polynomial. Then, in accordance with our definitions for the case where I = I d,n , we have
(we leave checking the details to the reader), i.e., A f is obtained by substituting in A Φ the coefficients λ i 1 ,...,i n in place of the transcendental elements ϕ i 1 ,...,i n for all multiindices
Similarly, for the case of a nonzero homogeneous polynomial f and
, denote by deg ϕ z (respectively, deg ψ z) the degree of z with respect to all the elements of the family ϕ (respectively, ψ). 
Lemma 11. (i) Let
Proof. (i) This follows immediately from our definitions, Lemma 10, and (21), (22 to λ σ(f 1 ), where 0 = λ ∈ Ę K(t) and σ ∈ G. Hence, the decomposition of f into absolute irreducible factors has the form f 
and E is a finite-dimensional E-algebra invariant with respect to the action of the Galois group G.
On the other hand, we show (of course, it is known again) that every E-vector subspace V ⊂ E ⊗Ď K(t) K invariant under the action of the Galois group G has the form V = E ⊗Ď K(t) V G , where V G ⊂ K is a s K(t)-vector space of elements of V invariant under the action of G. Indeed, suppose the contrary. Let e i , i ∈ I 1 ∪ I 2 , be a s K(t)-basis of K such that the e i with i ∈ I 2 form a s 
