In near decades machine learning approaches have received overwhelming attention from many researchers for solving problems that cannot be ironed out by traditional approaches. However, most of these approaches produces output that is not equivalent to the probability estimates of how credible and reliable the output can be for each prediction. One widely utilized, highly accorded for generalized performance but non-probabilistic machine learning algorithm is the Extreme Learning Machine (ELM). As with other classification systems, ELM generates outputs that cannot be treated as probabilities. Current literature shows approaches attempt to assimilate probabilistic concept in ELM however their outputs are not equivalent to probabilities. Furthermore, these methods invoke two-stage post processing procedures with iterative learning procedures which are against the salient features of ELM that highlight no iterative operations involved in learning. Hence, we want to probe in this paper the ability of ELM to produce probabilistic output from the original architecture of ELM itself while preserving the merits of ELM without the need for a post processing two-stage procedures to convert the output to probability and eliminates iterative learning to compute output weights. Two methodologies of unified probabilistic ELM framework are presented, i.e., Probabilistic Output Extreme Learning Machine (PO-ELM) and Constrained Optimization Posterior Probabilistic Outputs based Extreme Learning Machine (CPP-POELM). The proposed models are evaluated empirically on several benchmark datasets as well as real world power system applications to demonstrate its validity and efficacy in handling pattern classification problems as well as decision making process.
I. INTRODUCTION
Extreme Learning Machine (ELM) emerged as one of the most successful machine learning algorithms for single hidden layer feedforward neural networks [1] . It has attracted tremendous attention from various domains due to its ability to approximate complex nonlinear mappings directly from the input sample. ELM can undeniably learn much faster than conventional learning algorithms such as the backpropagation algorithm [2] and the Levenberg-Marquardt algorithm [3] that adopt gradient descent-based methods to optimize the weights in the neural network. Moreover, ELM The associate editor coordinating the review of this manuscript and approving it for publication was Huiyu Zhou. is able to produce very good generalization performance with least human intervention.
More recently, there has been a growing interest for researchers from all over the world have made substantial contributions to ELM variants and applications. Various extensions have been made to the basic ELM to make it more robust and attractive to practitioners, i.e., ELM for representational learning [4] , hybridization of locally connected ELM with DeepID for face verification [5] , implementation of ELM in Multi Agent System with application to power generation [6] . ELM provides a unified solution for the ''generalized'' SLFNs, which include but not limited to support vector network, traditional neural network and regularized network [7] , [8] .
However, none of the work of ELM has mentioned about the capability of the ELM itself straightforwardly yielding explicit probabilistic outputs that can be used to highlight the degree of its belief in the output class. In the current literature, some of the Bayesian implementations in ELM [9] - [15] do not claim that the output can be treated as probabilities, and the learning of the output weights involve iterative algorithm and procedures which is slightly deviated from the main strength and capability of ELM where the output weights can be analytically determined without iterative operations.
As with other classifiers, ELM generates outputs that cannot be directly treated as probabilities. The explicit probabilistic output concept will be critical to ELM as ELM has been so successful in solving all kind of classification tasks due to its surpassing fast learning speed and better generalization performance than other neural network approaches, but unable to yield explicit probabilistic outputs that are equivalent to the probability of the prediction. The ability of ELM to produce probabilistic output from the skeleton of ELM itself will be a new breakthrough to ELM because probabilistic based decision gives the opportunity to better express the decision that intensifies the credibility of ELM predicted output and at the same time, eliminates doubts. The main advantage of obtaining probabilistic output from a machine learning approach is that the output in its probabilistic form can be considered as weightage to the prediction in which the users would have an idea on which predicted outcome is more likely to happen.
One open question is how much of the probability is considered a high probability that is adequate and convincing for one to make judgment? Therefore, it can be seen from current literature, an extensive effort is being invested to find appropriate threshold to determine whether to accept or reject the objects. In an article with detailed analysis to assess the prognostic significance of stress echocardiography in women with a high probability of coronary artery disease [11] , pretest risk assessment was based on profiles estimation of the likelihood of Coronary Artery Disease (CAD) as low (≤20%), moderate (20% -80%), or high (≥80%), based on a combination of clinical risk factors.
It would definitely be worthwhile to investigate the feasibility of harvesting ELM to a probabilistic model that produces outputs with useful probabilities from within the original architecture of three-layered ELM. Hence, in this paper, we develop two unprecedented methodologies for yielding a Probabilistic Outputs ELM from within the original architecture of three-layered ELM without the need for a separate post processing phase to convert the predicted output to include probability. First, we introduce the methodology for establishing Probabilistic Outputs ELM (PO-ELM). Several significant advancements with respect to PO-ELM are as follows:
(1) Change of output function in ELM from a linear equation (Original ELM only expects the output to be distributed in a linear manner without any probabilistic element in it, hence it can never be treated as probability) to Sigmoid function.
(2) Derivation of a brand new learning equation is introduced to compute output weights such that the prediction output carries special meaning where it can be equivalently treated as probability of the prediction.
(3) A new concept of rejection for ELM is introduced when the predicted output is lower than certain probability threshold. In other words, the predicted outputs in the form of probability can be directly compared against the defined confidence threshold. Such concept can be inserted in each decision making process to better regulate the confidence associated with the predicted outputs.
Second, we put forward a full holistic implementation of probabilistic framework with the incorporation of Bayesian Posterior Probability activation function to the hidden layer of PO-ELM, hereinafter denoted as Constrained Optimization Posterior Probabilistic Outputs based ELM (CPP-POELM). The proposed CPP-POELM formulates posterior probability for all the hidden neurons in the hidden layer for all input data samples. Here, CPP-POELM accepts observations as input data samples and then produces posterior probability for each hidden neuron.
The content of the paper is organized as follows: Section II introduces preliminaries of Extreme Learning Machine. Section III explains the two proposed algorithms (i.e., PO-ELM, and CPP-POELM) in detail. In Section IV, the performances are evaluated against ELM-based learning algorithms, and the results are discussed. Finally, Section V provides some concluding remarks.
II. PRELIMINARIES

A. EXTREME LEARNING MACHINES (ELM)
For a set of N training data samples (with an input vector and respectively target output vector), (x j , t j ) ∈ R M × R Q , in a perfect case, the output of ELM [1] , [7] with L hidden neurons respectively to x j should be
where (a i , b i ) represents the input weights and bias of the hidden neurons that are randomly generated (connection between input layer to hidden layer), β i represents the output weights of ELM (connection between the hidden layer to output layer), and G(a i , b i , x j ) is the i th hidden neuron output with respect to x j .
The two major nonlinear activation functions for ELM, i.e., Sigmoid and RBF hidden neurons are shown as below in Equation (2) and (3): where H is
According to Huang et al. [7] , H(a, b, x) refers to ELM hidden layer output matrix; the ith column of H is the ith hidden neuron output with respect to inputs x 1 , x 2 , . . . ., x N .. By doing the pseudo inverse matrix of Equation (4), the output weights of ELM can be represented in the equation below:
During testing, consider the classification of an unlabeled samples z, the output function of ELM becomes
On the other note, when slack variable is introduced, according to the paper [7] , learning of output weights in Equation (7) will be updated with an adjustable constrained optimization parameter as given in the following equation:
Here, in order to improve the stability of learning, I C is introduced in the Equation (9) as stated by Senthilnath et al. [13] . I is the identity matrix of same size with H T H, C is a user-specific parameter.
The output weights in Equation (9) are obtained using the unique Moore-Penrose generalized inverse. We can see from [7] that there are many ways to obtain the Moore-Penrose generalized inverse of a matrix, such as orthogonal projection method, orthogonalization method, iterative method, and singular value decomposition (SVD). In this paper, we implement Equation (9) using the orthogonal projection method.
B. JOHN PLATT'S SUPPORT VECTOR MACHINE (SVM) PROBABILISTIC OUTPUTS MODEL
John Platt's probabilistic output for Support Vector Machines (SVM) has received great attention especially for problems that require posterior class probability [16] , [17] . SVM generates outputs that are uncalibrated values and do not include probabilities. John Platt used a post processing method to convert the SVM outputs into probabilities. The additional sigmoid function in the post processing stage required training and optimization of the parameters to produce the best probability outputs. The optimization algorithm used is called a model-trust minimization algorithm.
Given f (x), the output of SVM, one fits a parametric Sigmoid to approximate posterior probability of a class, as follows.
A and B are two parameters that require tweaking. To fit the nonlinear Sigmoid activation function, one can use a maximum likelihood method on the training samples (f i , y i ).
Since SVM target y i are +1 or −1, it is first transformed by:
Minimizing the negative log likelihood is equivalent to a cross-entropy error function during training, and then the parameters A and B are returned via Equation (12) and (13):
where
John Platt solved the two-parameter optimization problem using Levenberg-Marquardt algorithm [17] .
III. REVISITING ELM-RELATED APPROACHES
In recent times, not many research efforts have focused on making the ELM a probabilistic model whole. Most of the research works show the probabilistic concept in the post processing phase, which is not a direct and straightforward way of yielding probabilistic output from the ELM model itself [9] - [15] . Take for example a published work in 2018, Li et al. [9] has proposed only a probabilistic threshold query (PTQ) method to decide the appropriate threshold setting in face of uncertain data applications using Extreme Learning Machine. The idea of PTQ has been popular over the past few years especially the probabilistic threshold query nearest neighbour query (PTNNQ). Setting suitable threshold is a difficult feat because too high a threshold may lead to blank results, while setting a threshold too small may end up having too many results and increasing the query time. As such, this paper proposed a transformation method to transform the number range input by a user to a suitable threshold and then adopted a classification method using ELM to classify queries into threshold classes. This threshold refers to the probability threshold that is within a number range of results that can be classified. Emilio et al. [10] put forward a Bayesian approach to ELM (BELM) where a Bayesian linear regression is used to optimize the weights of the output layer. As such, the output weights are calculated based on Bayesian inference that again require iterative process to update the mean matrix (m), and variance matrix (S) until the difference of the norm of mean value (m) and variance (S) falls below a given value. Then, the trained mean matrix and variance matrix can be used to calculate classification output using normal distribution. It is important to highlight that, our proposed method does not involve the iterative method and procedures to compute the output weights as demonstrated by [10] , we preserve the ELM most attractive theories whereby the output weights can be analytically calculated without iterative learning procedures [1] , [7] .
Chen et al. [11] in a paper about introducing Variational Bayesian Extreme Learning Machine (VBELM) to add the Bayesian framework into computing the output weights with iterative procedures based on Gaussian conjugate prior distribution and some of the variational hyperparameters. On top of that, the hidden layer output matrix is not deploying the activation function strategy, but using iteration formulas of Gamma and Gaussian distribution, which differs from our strategy in preserving the highlight features of ELM that eliminates the need for iterative learning of output weights while introducing the Bayesian posterior probability concept to the ELM framework.
Sparse Bayesian Extreme Learning Machine (SBELM) [12] is an extension of BELM. Wong et al. presented a sparse Bayesian approach for learning the output weights of ELM in the classification tasks. SBELM further derives mean matrix (m) and variance (S) matrix, such that the output weight is controlled by an independent prior that regulates the complexity and precision of the weight. Again, the learning of the output weight is another iterative process which is in big contrast with the underlying theory of ELM that is very much against iterative adjustment of weights.
Another recent published work on Bayesian Extreme Learning Machines Kohonen Network (BELMKN) in 2018 by Senthilnath et al. [13] is to solve clustering problem with 3 phases of unsupervised learning without Bayesian probability concept which is different from our strategy of implementation of Bayesian framework in ELM. The BELMKN starts with ELM feature learning in phase-1, and then uses Bayesian Information Criterion (BIC) to determine number of cluster based on the training samples that has been extracted and processed by ELM in phase-2, and then employs Kohonen Network to compress the extracted data to improve clustering.
On the other hand, Li et al. [14] introduces Probabilistic Group Nearest Neighbour (PGNN) optimization query based on depth classification using ELM. The ELM adopted in this paper is a conventional ELM for the classification of uncertain objects into their respective depth classes. Probabilistic framework comes in only in the post processing phase called the probabilistic pruning phase and the refinement phase that determine which objects fulfil or fail the PGNN query. Here, the threshold concept is used. The objects will be accepted when the probability is larger than the threshold and rejected when the probability is smaller than the threshold.
Lu et al. [15] developed a probabilistic ELM only for the modelling of batch forging process, which started with the extraction of the distribution information of the batch forging processes from the data samples. The characteristics of ELM is utilized to produce an update strategy to revise the distribution model until the performance is satisfied where the model no longer change with further inclusion of new forging process and that the result lies within the desired confidence interval. This method made use of the relations between the ELM and the stochastic distribution model through several parameters such as mean derivation, variance estimation and confidence interval construction.
IV. OUR PROPOSED ALGORITHM
From the current literature, none of the work of ELM has demonstrated the ability to straightforwardly generate probabilistic output from the ELM framework itself without the iterative procedures. As such, it serves as our main motivation to develop a Probabilistic ELM model that is capable of not only tackling classification tasks with good generalization accuracy but also a model endowed with an ability to yield probabilistic outputs in one-pass process without the need for an isolated post processing method to convert the output to probability.
Inspired by John Platt's idea in extending Support Vector Machine (SVM) to produce outputs that include probabilities, using a different implementation, we propose two methodologies of ELM that individually harbor the probabilistic characteristic in the predicted outputs, i.e., (A) PO-ELM, and (B) CPP-POELM, which are totally new and definitely breakthrough in ELM ideology.
To illustrate better, we highlight the differences between John Platt's method and the proposed method a. In Platt's work, he uses two-stage operation to convert SVM output into posterior probability estimates. Standard SVM inhibits direct fabrication of posterior probability estimation. Owing to this limitation, Platt uses a post processing method to map non-probabilistic outputs to probabilistic outputs by employing a trained parametric model. Note that the additional sigmoid fitting in the post-processing stage required exhaustive training and optimization of parameters A and B in Equation (12) and (13) , in accordance with an acceptable test error amount. In contrast, the proposed method eliminates additional post-processing step to convert output into probabilities. Instead, the proposed PO-ELM only requires a single stage. It should be noted that no further tuning of parameters A and B required in PO-ELM.
The rationale to extend ELM to become a probabilistic model (PO-ELM) is because ELM owns the same properties as SVM, i.e., the output is a distance from the optimal margin.
The larger the distance, the more probable is the class. This statement is in agreement with the objective function of ELM in [18] , which mentions about maximizing the distance of the separating margins of two different classes in the ELM feature space.
To achieve PO-ELM, some significant transformations are carried out, i.e.,
(1) the linear function in Equation (1) at the output layer is replaced with the Sigmoid function that is capable to generate output in the form of probabilistic distribution,
(2) By using the Moore-Penrose generalized inverse, a new learning equation of output weights is derived. It is worth pointing out that it is not a straightforward method which assumes the label of the classification problem is the probability; modifications have been done at the learning equation of the original ELM, and also a totally new Sigmoid function that replaces a standard linear function in the output layer of ELM.
(4) Compared to the John Platt's Probabilistic SVM [16] , [17] , PO-ELM has a much simpler learning process because the learning of probabilistic output is embedded in the learning equation of PO-ELM which is definitely in contrast to that of the separate iterative learning process of [16] , [17] . John Platt's algorithm in [16] , [17] requires two different stages for learning, i.e., first involves the intensive monotonous learning of SVM, and then followed by another stage of iterative learning of several parameters for producing probabilistic outputs.
The methodology of PO-ELM can be further enhanced to become a more holistic, end to end probabilistic approach by incorporating the Bayesian Posterior Probability theorem to the hidden layer of PO-ELM. This unified probabilistic model is known as Constrained Optimization Posterior Probabilistic Outputs based ELM (hereinafter denoted as CPP-POELM).
CPP-POELM framework implements the Bayesian Posterior Probability activation function instead of Sigmoid addictive activation function in all hidden neurons of CPP-POELM hidden layer. CPP-POELM preserves the merits of PO-ELM where it still engages fast and one pass learning in which output weights are computed straightaway that eliminates exhaustive iterative learning procedures. Unlike other existing Bayesian implementations in ELM literatures [10] - [13] which showcase that heavy iterative operations are still required to learn the output weights are however deemed slightly deviated from the underlying principles of fast learning ELM. Other superiorities of CPP-POELM include (1) Taking observations as inputs and then producing posterior probabilities for all input data samples.
(2) Exercising characteristics of the likelihood, priors, and predictive distributions through learning for all hidden neurons.
(3) A new diversified feature mapping with Bayesian Posterior Probability activation function for better approximation.
In essence, CPP-POELM epitomizes full implementation of Bayesian Posterior Probability concept in the PO-ELM architecture with the introduction of probabilistic characteristics in both the hidden layer as well as the output layer of the conventional ELM, and this is undeniably a novel discovery in the ELM ideology.
A. THE METHODOLOGY OF PO-ELM
To start with, consider N training data samples (with an input vector and respective targeted output vector), (x k , t k ) ∈ R M × R Q are used to train PO-ELM. The training algorithms of proposed PO-ELM are presented in following steps.
Step A1: Define and initialize the parameters of PO-ELM, i.e.,:
• Predefine the number of hidden neurons (L) to 1000.
This setting is deemed at giving good generalization performance, as long as the number of hidden neuron is large enough.
• Randomly generate parameters of Sigmoid addictive hidden neurons based on uniform distributions,
where C is a user-specified parameter which can be selected from the bound where C ∈ {2 −24 , 2 −23 , ...., 2 24 , 2 25 } as suggested in the paper [7] .
Step A2: For all training pair (x k , t k ), find hidden layer output matrix H.
where G(a i , b i , x k ) is the output of the i th Sigmoid addictive hidden neuron respectively to the input vector x k as equation below:
Step A3: The original learning equation of ELM is developed based on the Equation (4) and (9) . However, for PO-ELM, the linear output function in Equation (4) is replaced by a sigmoid function, i.e.,
Step A4: With the change of equation in the output layer, Equation (9) will be void. Therefore, a new learning equation for output weights must be derived.
. (17) As log(0) returns an undefined value, modification to each element of the target output matrix (i.e.,) T = [t 1 , . . . , t N ] T is necessary to avoid computational error. Therefore, elements of target output matrix that equal to 0 are replaced with 0.0001 to represent class-1, while for those equal to 1 are replaced with 0.9999 to represent class +1. From the definition of sigmoid function, the output of sigmoid will never be exactly 0 or exactly 1 unless input is positive infinity or negative infinity. Once the training cycle is completed, save β for use in testing phase. Then, the PO-ELM is ready for prediction on a new and unlabeled input vector z ∈ R M . The prediction cycle can be summarized as follows:
Step A5: Compute hidden layer output matrix h, i.e.,
Step A6: Discard the linear output function of ELM, consider the probabilistic output of the PO-ELM,
where y is the prediction of the CPP-POELM with probability.
B. THE METHODOLOGY OF CPP-POELM
Step B1: Define and initialize the parameters of CPP-POELM, i.e.,:
• Set the number of hidden neurons (L) to 1000, and C ∈ {2 −24 , 2 −23 , ...., 2 24 , 2 25 } as suggested in [18] . :
where P(j|x k ) is the output of jth hidden neuron with Bayesian Posterior Probability activation function respectively to the input vector x k . This rule specifies how posterior probabilities (of a hypotheses being true given the observed data) can be computed by multiplying likelihood of data sampling and prior probabilities. Full equation in the following:
where P(x k |j) is a Laplacian likelihood function which is applied to measure the similarity between x k and hidden neuron-j, with µ and σ are randomly generated that follows the main properties of ELM. It denotes the probability with which one would expect to observe these data if a hypotheses were true. The equation is written as:
where i = 1 to attributesM. The probability density function is a normalizing sum which ensures that the posteriors for all hypotheses sum to one,
And for the prior probability, P(j), is formulated as below,
for i = 1 to L. It reflects how much we believe in a hypotheses before observing data.
Step B3: Use Equation (19) to analytically calculate the output weights β.
Next, once the training cycle is completed, the CPP-POELM is ready for prediction on a new and unlabeled input vector z ∈ R M . The prediction cycle can be summarized as follows:
Step B4: Compute hidden layer output matrix h, i.e., h = P(j = 1|z ) , ... , P(j = L|z ) 1×L (25) Step B5: Prediction ensues using Equation (19) . Table 1 shows some useful symbols and respective descriptions appeared in the methodologies of the proposed method.
V. EXPERIMENTS AND RESULTS
A. THE BENCHMARK DATASET
In order to extensively verify the validity of PO-ELM, a wide variety of binary classification data sets have been tested in our simulations, which are small sizes, low dimensions, large sizes, and/or high dimensions. These data sets include eight binary classification cases. Most of the data sets are taken from UCI Machine Learning Repository [19] . The specification details of the eight binary data sets are outlined in Table 2 . They can be classified into four groups of data, as narrated in Table 3 .
Diabetes-This is a small size and low dimension dataset. The diabetes dataset has a total of 768 data samples with eight attributes. The two-class classification output refers to positive cases in which the patients are diagnosed with diabetic, and negative cases where patients are non-diabetic. Here, 512 out of 768 samples are used for training, and the remaining are used for testing.
Australian Credit-This is a small size and low dimension dataset. This dataset is concerned with credit card application and it has 690 data samples where it is divided into two subsets, where 67% of data samples are used for training and 33% of data samples are used for testing. All attribute names are changed to meaningless labels and symbols to keep the data confidential.
Liver-This is a small size and low dimension dataset. Liver disorders dataset has 345 data samples with six attributes, where 230 data samples are used for training and 115 data samples are used for testing. The first 5 attributes are all blood tests which deemed sensitive to liver disorders that might be caused by too much of alcohol consumption.
Banana-This dataset has a total of 5300 data samples. It is divided into two subsets, i.e., training and testing. The training subset contains 400 samples and the testing subset takes all the remaining 4900 samples. This dataset has two attributes corresponding to the x-axis and y-axis. This is an artificial dataset where the two-class label represents one of the two banana shapes in the dataset.
Colon-This is a dataset of small size but high dimensions. It is collected from colon-cancer patients. Bright-data-This is a large size dataset and low dimension. This is quite a huge dataset with 2462 samples of 14 attributes. Here, the training subset consists of 1000 data sample, and the testing subset has 1462 data samples.
Dim-data-This is a large size dataset and low dimension. This dataset comprises 4192 data samples and 14 attributes. In accordance to the experimental procedure in [7] , 24% of the data samples are used for training, and the rest of the data samples are used for testing.
Adult-This dataset is of large sizes and high dimension. There are a total of 32561 data samples with 123 attributes. In accordance to [7] , 4781 samples are used for training and 27780 samples are used for testing. This is to predict whether a person earn over 50K per annum.
The user-specified parameters taken in our simulations are in accordance to Huang et al. [7] given in Table 4 . To validate the significance of the results, 50 trials are conducted for each experiment. For ELM and PO-ELM, all the hidden neuron parameters are randomly generated based on uniform distribution. According to [7] , ELM can achieve good generalization performance as long as the number of hidden neurons L is large enough. In all the simulations for PO-ELM and ELM, the number of hidden neuron is fixed at L = 1000 as defined in [7] .
The credibility of the predicted output of PO-ELM is strengthened by incorporating the concept of confidence threshold λ to the algorithm. Here, each decision includes a confidence threshold to regulate the confidence associated with the prediction outputs. This confidence threshold λ can be manipulated either to accept a prediction if the probabilistic output is higher than or equal to the λ, or to reject the prediction otherwise.
For example, Chen et al. [11] showcased a pre-test risk assessment was carried out to assess the prognostic significance of stress echocardiography in women with a high probability of coronary artery disease, based on profiles estimation of the likelihood of Coronary Artery Disease (CAD) as low (≤0.2), moderate (0.2 -0.8), or high (≥0.8), based on a combination of clinical risk factors [11] . In our experiments, we apply the same confidence threshold λ = 0.5 and λ = 0.8, and compare the performance of the proposed PO-ELM with that of the original ELM [1] , C-ELM [7] , SVM [7] , LS-SVM [7] and simulated PNN [23] , [24] .
The test accuracy rate (AR) from Table 5 is calculated using the following formula:
where AR 0.5 and CS 0.5 , represent the accuracy rate and the number of correctly classified test samples respectively, with output of ELM or the probability output of PO-ELM higher than confidence threshold 0.5 (λ = 0.5), respectively, and TS 0.5 denotes the number of all test samples. Looking at the results of PO-ELM and ELM, they are similar when λ = 0.5, because in our experiment setup, the hidden neuron parameters (i.e., input weights and biases) for the proposed PO-ELM and ELM are set the same. Binary classification is the task of classifying the data of a given set into two groups, which means the threshold is half by default. Thus, for PO-ELM, it will be threshold λ = 0.5. In this case, the test accuracy obtained by PO-ELM when λ = 0.5 follows the concept of binary classification applied in the original ELM with linear output function. This is to validate the approximation theory and performance of PO-ELM in the task of binary classification, even when the new learning equation and output function are used, is as effective as the conventional ELM.
To achieve better classification performance, we introduce the concept of rejection of data when the output is lower than the predefined confidence threshold, the data will not be taken into consideration. Hence, we can consider to raise the confidence threshold of PO-ELM to 0.8 (λ = 0.8). And the test accuracy equation becomes,
where AR 0.8 , CS 0.8 and TS 0.8 express the accuracy rate, the number of correctly classified test samples, and the number of test samples when λ = 0.8 respectively.
Here, TS 0.8 is defined as
where RJ 0.8 denotes the number of rejected samples. The test accuracy rates of PO-ELM, ELM and PNN are obtained from the simulation execution of experiments, while the result of C-ELM, SVM, and LS-SVM is taken from [7] . As observed from Table 5 , the reason to benchmark ELM against the cited results of C-ELM [7] at confidence threshold (λ = 0.5), is to ensure the same data sets are used throughout all the experiments. The minuscule difference of simulated ELM with that of published result of C-ELM [7] in terms of accuracy is most probably attributed to a different set of random input weights used by Huang et al. [7] in the experiments can be ignored as it has no negative impact on the performance. ELM showcases salient properties where hidden layer need not be tuned. Random input weights are applied to the hidden neurons which are independent of the training data.
It is interesting to find out that PO-ELM accomplishes much better test accuracy rate when the confidence threshold (λ) is set higher at 0.8. This explains that the removal of ambiguous data in the concept of data rejection helps to elevate the test performance further. Based on the 50 trials at λ = 0.8, one can notice for the case of relatively large size and low dimensions, i.e., Dim -data, PO Another important observation highlights that the conventional ELM is not available for applications that require their output to be measured against a high confidence threshold for final decision. It is because the original output equation of ELM is a linear function which expects only a linear distribution of the prediction outputs. The output of original ELM does not lie between 0 and 1. It hinders the output of ELM to be interpreted as the probability.
In short, the significance of this methodology lies in its consideration of the credibility and the confidence level of a classifier's decision. Prediction will be rejected when the probabilistic output does not fulfill the designated confidence threshold, λ. It in turn implies that the classifier is unable to label a class to a test sample because the test sample seems to fit in more than one class. When uncertainty exists in the prediction (λ < 0.8), it is better to leave a test sample without classification or as we called rejected.
B. REAL WORLD POWER SYSTEM DATASETS
In this section, the effectiveness and applicability of CPP-POELM is evaluated using the two real world power system applications, i.e., the Circulating Water system (CW) of the power plant and Harmonic Current.
Case 1. The Circulating Water (CW) System
The Circulating Water (CW) system is a critical system that is responsible for providing continuous and substantial amount of cooling water to the power generation plant specifically for the heavy frame main turbine condensers. These condensers are heat exchangers that convert steam from its gaseous state to liquid state at a certain pressure. Therefore, condensers play an important role to condense steam release from the main turbine exhaust into pure water so that it may be reused in boiler as boiler feed water or steam generator. The overall water steam cycle efficiency will be affected if the CW system is not working at its optimum operating condition. A brief structure of the CW system is provided in Fig. 2 .
The Circulating Water (CW) System data set was collected from one of the power generation station in the peninsular Malaysia [25] - [27] . There are four categories of the operating conditions of CW system, as shown in Table 6 . The data set portrays real sensor measurement data collected from the 80W power generation station. The data samples are pre-divided into training, validation and test set, the proportion is tabulated in Table 7 . This data set has 2500 data samples, each with 12 attributes, as listed in Table 8 . From Table 9 , it is observed that CPP-POELM exhibits good generalization performance as compared to ELM and C-ELM. CPP-POELM clinches the best testing accuracy rate of 96.80%. It is attributed to CPP-POELM which estimates posterior probabilities for all hidden neurons and also computes probabilities at output neuron, rather than just making decisions with uncalibrated outputs. It can be consummated that CPP-POELM manifests high accuracy and stable learning with a small standard deviation of 0.19.
Case 2. Harmonic Current
Electrical power utilities and factories are very concerned about the presence of harmonics in the electrical systems. Harmonic current is caused by non-linear loads that draw non-sinusoidal current from a sinusoidal voltage source. Harmonics not only deteriorate and disturb the power factor of the electrical systems, and also damage elements, i..e, circuit breakers, and fuses, and may cause several meters to take down inaccurate measurements. The load characteristics in terms of its harmonic contents in the aggregate load of industrial, residential, or commercial are likely to be different. One of the common solution in place is the harmonic mitigating transformer in correcting the harmonic current, but more need to be done.
Hence, we evaluate the efficacy of the proposed CPP-POELM for the classification of the type of harmonic loads, based on harmonic currents order produced by aggregate harmonic loads and the level of emission.
This harmonic current data set is collected from the power station in Malaysia (hereafter denoted as the harmonic current data set) [28] , [29] . The data set has 6936 samples, each with nine input attributes (the harmonic current from order-1 to order-9), and its targeted load type class label (indicates the different types of customer). To handle this highly nonlinear data set, two types of normalizations are needed. The first local normalization is performed to make use of the value of order-1 (the largest value) to be a normalization factor for all other orders on every data samples. As such, order-1 can be neglected after the first normalization completed. Secondly, a global normalization to normalize all data samples (of values of order-2 to order-9) within [0], [1] is performed.
In this case study, there are 5 types of customer, i) Residential apartment labeled as Class-1 with 939 data samples, ii) Hotel labeled as Class-2 with 2010 data samples, iii) Bank labeled as class-3 with 1035 data samples, iv) Hospital labeled as Class-4 with 2007 data samples, and v) Furniture Factory labeled as Class-5 with 945 data samples. This data set is equally distributed into three groups for training, validation, and testing. Each group set has 2312 samples, with 313 data samples from class 1, 670 from class 2, 345 from class 3, 669 from class 4, and 315 data samples from class 5. Table 10 summarizes the average testing accuracy rates and standard deviation of various ELM-based methods for harmonic current data set. It is obvious that CPP-POELM explicitly delivers the consistent performance with best testing accuracy rate of 99.37% and small standard deviation of 0.13. Evidently, CPP-POELM outperforms ELM and C-ELM with either Sigmoid or RBF activation function. On the other hand, ELM obtains a very good training accuracy rate of approximately 99.9 % but a lower testing accuracy implies that ELM is over-trained.The network may specialize to the training data samples and the solution obtained is likely to be a poor estimate of the unknown test data samples. Compared to ELM, C-ELM shows better testing accuracy rate than ELM, yet inferior to CPP-POELM.
VI. CONCLUSION
In essence, this paper presents two new significant innovations in ELM ideology, i.e., PO-ELM, and CPP-POELM, which are transforming the conventional ELM to become a whole holistic machine learning algorithm that is capable of yielding outputs that can be directly treated as probabilities of the prediction, without the need for extra laborious post processing phase to convert the outputs to probability and at the same time eliminates iterative procedures required by the current literature to compute output weights. The proposed Probabilistic Outputs ELM within its original network architecture with its merit preserved without iterative learning procedures will be a new breakthrough to ELM because it directly yields explicit probabilistic outputs that are equivalent to the probability of the prediction. PO-ELM produces probabilistic outputs in a single operation as if the standard training of ELM, with significant modifications to the output layer of ELM and a new learning equation is derived such that the outputs can be directly treated as probabilities of the prediction. Besides that, each decision output can include a confidence threshold to regulate the confidence associated with the prediction outputs. And then, different from other Bayesian implementations in the literature, we propose a holistic framework of Constrained Optimization Posterior Probabilistic Outputs based ELM (CPP-POELM) that exercises prior and predictive distribution for all hidden neurons and eliminates iterative process to compute output weights. The advantages of PO-ELM, and CPP-POELM have been put to evidence. The experimental results have illustrated that our proposed approaches achieve significant improvements in handling real world critical power system applications and they can become robust decision making systems as well. More importantly, the proposed algorithms still preserve the outstanding properties of ELM for being a straightforward, fast learning and computationally efficient network learning algorithms without involving iterative procedures as with other Bayesian implementation in the literature.
