This study investigated the impact of different input variables on the predictability of the water content using soil water retention curve (SWRC) models. The particle and aggregate size distribution model parameters were calculated by fitting the Perrier model to the related distributions for 75 soil samples. Nine SWRC models were fitted to the experimental data and their coefficients were obtained. The regression method was used to estimate the coefficients for nine SWRC models at three input levels. Cluster analysis classified the SWRC models into more homogeneous groups according to the accuracy of their predictions. The SWRC estimated using the Gardner model had the highest accuracy, but it was not an appropriate model for the soils because of its low fitting accuracy.
INTRODUCTION
The soil water retention curve (SWRC) is defined as a nonlinear relationship between the soil water content and matric potential. The SWRC is one of the most important soil hydraulic properties, which depends on the pore size distribution, particle size distribution (PSD), and soil structure (Tuller & Or ) . Numerous models have been developed to describe the SWRC and nine of these models are shown in Table 1 .
The Gardner () model is a continuous function for describing the SWRC. The Gardner model has low flexibility to fit the experimental SWRC data. Campbell's () model assumes an abrupt air entry value, but although an abrupt air entry value may be applicable to coarse-textured soils, the air entry value for fine-textured soils is gradual. The van Genuchten () model is one of the most popular models for describing the SWRC and this model estimates the sigmoid shape of the SWRC very well. The high flexibility of the van Genuchten model, the physical meaning of its parameters, and its capacity for describing the SWRC of a wide range of soils are its main advantages. Fredlund & Xing () introduced a model that is similar to the van Genuchten model, which employs five parameters and can be fitted to a wide range of soils at different suctions. However, only a few studies have investigated water content predictability using different SWRC models with The regression technique is a statistical method for estimating a relationship between a dependent variable and one or more independent variables (or predictors) (Freedman ) . Regression is widely used for prediction and forecasting, where its use has substantial overlap with the field of machine learning methods such as artificial neural networks.
The technique is also used to understand which among independent variables are related to the dependent variable, and to explore the forms of these relationships (Armstrong ).
Nevertheless, it is still unclear whether changing the input variables influences the water content predictability when utilizing SWRC models based on the regression technique. Therefore, the present study investigated the interactions between the input variables and performance of different SWRC models when predicting the soil water content using the regression technique, as well as comparing the water content predictability with different SWRC models.
MATERIALS AND METHODS
Sampling and measurement of the PSD and aggregate size distribution
In this study, 75 disturbed and undisturbed soil samples were collected from Guilan province in Iran (Figure 1 ).
The samples were taken from the top soils and subsoils at depths that depended on the thickness of the soil, i.e., from 10 to 35 cm and 20 to 45 cm, respectively.
Hydrometer and sieving methods were used to measure the PSD in ranges of 0-0.05 mm and 0. 
where m(x x i ) is the soil mass (or soil mass percentage) formed by units (primary particles, fragments, or microaggregates) with a characteristic diameter, x, which is smaller than or equal to a defined diameter, x i ; α is a similarity ratio, and L is the initiator size. After fitting the model above to the PSD and aggregate size distribution, their coefficients were denoted by the subscripts of PSD (D PSD , α PSD , and L PSD ) and Agg (D Agg , α Agg , and L Agg ), respectively.
Developing PTFs
Normality testing was performed on the variables, where the sand (%) and BD (gr cm À3 ) were transformed to sand 0.5 and BD 2 to normalize them. The reason for this is their nonnormal distribution and the fact that in developing PTFs using the regression method, all variables must be normally distributed. Whole soil samples were classified into fine and moderate textural groups based on the classification system employed by the United States Department of Agriculture.
The textural classes of clay and silty clay were included in the fine textural group, and the textural classes of clay loam, silty clay loam, silt loam, loam, and sandy loam were included in the moderate textural group. The predictive capacity was investigated using nine SWRC models for all of the soil samples, the fine textural group, and the moderate textural group.
The detailed process employed for estimating the SWRC using the nine SWRC models and their comparison is depicted in Figure 2 . In order to develop the PTFs, the coef- The prediction of each coefficient was performed at three levels with different inputs. The input variables for each level were as follows:
• Input variables for level 1: clay, sand, and BD.
• Input variables for level 2: clay, sand, BD, and the three parameters in the PSD model (D PSD , α PSD , and L PSD ).
• Input variables for level 3: clay, sand, BD, and the three parameters in the aggregate size distribution model (D Agg , α Agg , and L Agg ).
In the next step, the estimated values of the coefficients in each SWRC model for each level were used to calculate the estimated SWRC for the corresponding level. The estimated SWRC for the three input levels were then compared curve-by-curve with each other and the measured SWRC. 'Fitting accuracy' and 'prediction accuracy' imply the correspondence between measured-fitted and fittedpredicted values of water content (SWRC), respectively.
Cluster analysis
In this study, cluster analysis was performed to classify the SWRC models within the groups (clusters) in such a way that the SWRC models in the same group (called a cluster) are more similar in terms of IRMSE, AIC, and R 2 to each other than to those in the other groups (clusters). Therefore, the SWRC models that were classified in the same class are similar to each other and can be used for the same purposes (e.g., estimating water content). The SWRC models were partitioned into more homogeneous groups or clusters according to the accuracy of the water content estimates obtained by the models. 
where θ m and θ p are the observed and predicted water contents, respectively (water content in the integration (Equation (2) Table 2 shows the statistical analysis of the input variables and the parameters of the SWRC models. High standard deviations were observed for the clay and sand contents, thereby demonstrating the high variability in soil texture among the samples analyzed. The mean sand content was lower than the mean clay content.
RESULTS AND DISCUSSION

Describing the correlations between the input and output variables
The correlation coefficients between the predictor variables and the parameters in the SWRC models are shown in These correlations may be associated with the similarity between the particle, aggregate, and pore size distributions, as reported by Alemi () .
General results of the cluster analysis C columns in Tables 4-6 show the cluster analysis result. Cluster analysis results for the three input levels of the fine textural group soil samples (Table 5) showed that only the Durner or Dexter models with the lowest prediction accuracy were classified into separate classes, Lower case letters compare the prediction accuracy of the SWRC models based on the evaluation criteria (IRMSE, AIC, and R 2 ), within the related input level. Where letters are different (within each column), means were significantly different at the 0.05 level. $ IRMSE is the integrated root mean squared error, R 2 is the coefficient of determination and AIC is Akaike's information criterion.
C columns show the cluster analysis result. The values of 1, 2, 3, and 4 in the C column show the groups 1, 2, 3, and 4, respectively. # The values of these criteria (IRMSE, AIC, and R 2 ) are the averages from the training and testing steps.
Comparison of the predictive capacity of SWRC models with all of the soil samples
The fitting accuracy for the various SWRC models are shown in Table 7 . Different software was used to fit various SWRC models. The different software may affect the fitting accuracy of different models, but their effect is negligible.
Some software, such as DataFit and Solver in MS Excel, can be used to fit all regression models, and using them, the fitting accuracy of different models was checked to ensure that the best fitting accuracies were obtained. In addition, Sillers et al. () did not report any figure for the Gardner model, which may show lack of fitting in that particular model on the SWRC data.
The results of our unpublished study showed that texture classes slightly affected the fitting accuracy of SWRC models, in a way that the best and poor performing models were almost the same in different texture classes. fied into a separate class in the first and second levels (Table 4 ) and its prediction accuracy was significantly (P < 0.05) lower than those of other models. The Fermi model was more accurate than the Boltzman model in the second and third input levels (Table 4 and Figure 3 ), and their difference was significant (P < 0.05) in the third input level, whereas the opposite was true in the first input level. more accurately by the Dexter model in the first input level compared with the other two input levels (Table 4 and Figure 3 ), which may be attributable to the use of a unimodal model for the PSD and aggregate size distribution, thereby leading to differences between the particle, aggregate, and pore size distributions. The cluster analysis classified the Dexter model into a separate class at the second and third input levels, whereas the Dexter model was classified into the same class as the Seki and Fermi models at the first input level (Table 4 ). This result demonstrates that the accuracy of predictions is affected by changing the input variables.
Overall, the van Genuchten model did not obtain better results compared with the other models. However, the best predictions by the van Genuchten model among the three input levels were obtained when using the parameters of the PSD model as predictors. Clearly, one explanation for the weak results obtained by the van Genuchten model is the low correlation between its parameters and the predictors (Table 4) . Schaap & Leij () predicted the water contents using the van Genuchten model with artificial neural networks, where they obtained an RMSE value of 0.108 (cm 3 cm À3 ) (the mean value for calibration and independent data) when using the clay, silt, and sand contents as inputs.
The Seki and Fermi models yielded the same results as the van Genuchten model, and thus they were classified into the same class at the second and third input levels (Table 4 ).
Tables 5-7 compare the mean values of the IRMSE statistic, which show that there were no significant (P < 0.05) differences between the Gardner, Fermi, and Boltzman models at the first input levels with the total data set and the fine textural group. The water contents were predicted with the lowest accuracy by the Campbell and Durner models, and these two models were placed in different classes (significant, P < 0.05) at the first input level for the total data set and the fine textural group.
Comparison of the predictive capacity of the SWRC models for the fine textural group
Similar to all of the soil samples (Table 5 and Figure 4 ), the Gardner model obtained the highest accuracy at all three input levels for the fine textural group, whereas the Durner model had the lowest accuracy (significant, P < 0.05) (Table 5 and Figure 4 ). According to the cluster analysis, all of the models except for the Durner or Dexter models were classified into the same class at the three input levels (Table 5) , thereby demonstrating the lack of interaction between the SWRC models and the input levels when estimating the SWRC for fine textural soils. Thus, most of the SWRC models can be used to estimate the SWRC with parametric PTFs at each input level for these soils. Sillers et al. () reported that the van Genuchten and Fermi models employ two fitting parameters (α and n), and these models were classified into the same class by the cluster analysis in the present study ( Effects of the input levels on the water content predictions obtained by the SWRC models Table 4 shows the effects of the input levels on the water content predictions produced by each model. At the second input level, the Gardner, van Genuchten, Fredlund-Xing, and Seki models obtained their best results, but they showed their lowest accuracy at the first input level. For example, the IRMSE values of the water content estimation by the Gardner model are 0.096, 0.086, and 0.089 cm 3 cm À3 in the first, second, and third input levels, respectively (Table 4) . Then, at the second input level, the Gardner model obtained the best result (IRMSE ¼ 0.086 cm 3 cm À3 ), but it has the lowest accuracy at the first input level (IRMSE ¼ 0.096 cm 3 cm À3 ). The Boltzman model yielded better results at the first input level compared with the other two input levels and its predictions were reasonably accurate at the second and third input levels.
The predictions produced by the Dexter model were similarly accurate at the first and second input levels, but the accuracy was lower at the third input level. The predictions made by the Campbell and Fermi models had the highest and lowest accuracy at the third and first input levels, respectively. The 
CONCLUSION
The PTFs were developed to estimate water content through the nine SWRC models using easily measured soil characteristics in three input levels, and the interaction of different input levels and SWRC models was evaluated in the estimation of water content. This study showed that the Gardner model obtained the highest accuracy at all three input levels for all groups. However, it is not a suitable model because large errors occur during its fitting stage. An important note that should be considered in developing and using parametric
PTFs is that to estimate water content, models with high fitting accuracy must be selected; otherwise, the estimated water content would be quite different from the measured one. Following the Gardner model, the Campbell model had the highest accuracy at the second input level for all groups, and at the third input level for all soil samples and the fine textural group. These results demonstrate the high accuracy of the water content predictions produced by the Campbell model using detailed information regarding the soil texture and/or structure as predictors for all groups. However, using detailed information regarding the soil structure as predictors did not yield highly accurate predictions for the moderate textural group. The
Boltzman model obtained the highest accuracy at the first input level for all soil samples and fine textural group, thereby demonstrating the suitability of the Boltzman model for predicting the water content with parametric PTFs for all soil samples and the fine textural group when using the basic soil properties as predictors. The Fermi model had the highest accuracy at the first and third input levels for the moderate textural group. In general, the Fermi model could correlate basic or structural soil properties with the water content in the moderate textural group. The water content predictions produced by the SWRC models were changed when various input variables were employed, thereby indicating that interactions occur among the input variables and the SWRC models when estimating the water content using parametric PTFs. Therefore,
the most suitable SWRC model should be selected for the parametric estimation of the water content for each specific set of input variables.
