ABSTRACT The dynamic adaptive streaming technique flexibly adapts the video bit-rate to link fluctuations, which can improve the quality of experience (QoE). In this paper, we present a systematic framework of video streaming in the context of information-centric networking, in order to facilitate the largescale deployment of the dynamic adaptive streaming technique. Specifically, we design the network as a two-layer coordinating structure, namely, the control layer and the transmission layer. The control layer employs the statistical data recorders to record the variations of the video popularity, link states, and user demands. On the other side, the network forwards user requests and caches data packets in the transmission layer, based on the statistical data which is obtained in the control layer. In addition, the network executes the real-time monitoring of link conditions in the transmission layer, and adjusts the video bit-rate accordingly. Under the above feedback circumstance, we first develop a distributed algorithm of joint dynamic forwarding and caching to theoretically maximize the total user demand rates within the network stability region. Then, we modify the distributed algorithm with a practical caching strategy to make the system applicable to real scenarios. Simulation results show the superior performance of the modified distributed algorithm in terms of low user delay and high QoE performance.
I. INTRODUCTION
While people used to view contents like videos and sports games through the TV broadcasting, trends have indicated that more and more consumers are transferring to the Internet for their favorite videos and shows [1] , [2] . According to the report of Cisco Visual Networking Index [1] , 80 percent of the global traffic load of the Internet will be video related in 2019, which is up from 64 percent in 2014. As the volume of the video-related data is much larger than normal files like documents and emails, much more network resources such as bandwidths are required to ensure the Quality of Experience (QoE) of video transmission. This trend highlights the need for novel video streaming technique and network design to efficiently utilize the limited bandwidth resources and guarantee the QoE performance, which raises great interests within both the academia and the industrial communities.
The emerging streaming technologies such as Microsoft's Smooth Streaming [4] , Apple's HTTP Live Streaming [6] , and Adobe's HTTP Dynamic Streaming [5] facilitate the streaming services by sending different consumers the same video content with multiple resolutions. The problem lies in that users may experience frequent freezes once the available bandwidth is not sufficiently large to support the selected video resolution. This problem can be solved by a promising method called dynamic adaptive streaming [7] , under which the main idea is to encode each video segment at different resolutions by adopting the Scalable Video Coding (SVC) technique [13] . In this way, the video resolution can automatically adapt to link fluctuations. For example, when the link condition becomes worse during the video transmission, the client application will send requests for the subsequent video segments in lower resolution, e.g., lower down the video bit-rate. The resolution of video segment will be elevated if the link condition is available. Many significant results were obtained by conducting experiments on real data [8] , [11] , [12] , [23] , [24] , which lead to progresses of the dynamic adaptive streaming technique.
In this paper, we are interested in exploring the systematic network design to facilitate the large-scale deployment of the dynamic adaptive streaming technique. Specifically, we incorporate the dynamic adaptive streaming technique into the Information-Centric Networking (ICN), which is one of the future Internet designs for efficient content distribution. The concept of ICN was first proposed in TRIAD of Stanford University [9] . Since then, there have been a series of work that studies the network designs such as routing, caching and security issues from distinct angles [17] - [20] , [22] . ICN is motivated by the increasing demand for highly scalable and efficient dissemination of contents, which is of central importance for the video streaming services. For instance, the existing video transmission relies heavily on content providers, of which the number does not scale as the network size grows. The content delivery in ICN is based on the name of the content, rather than the address of the host that stores the content. This process is accomplished by using two types of packets, e.g., the Interest Packet (IP) and the Data Packet (DP). Users initiate the transmission by sending the interest packet, which carries the name of the data that users want to obtain. The name structure can then be designed in a hierarchical way like /Video/Titanic/No.2/MP4/1080P. The forwarding of IP is determined by the Forwarding Information Base (FIB), which runs over certain name based routing protocols. Once the IP reaches the ICN router, the router checks the Pending Interest Table ( PIT) to see if there exists the IP for the same content that is waiting in the queue. If so, the PIT records the incoming port of the IP and discards the IP. Otherwise, the PIT records the name as well as the incoming port of the IP. Then the IP is pushed into one of the outlinks by examining the FIB. Each router is equipped with a cache and the cached contents may vary over time due to the cache updates. Once the IP reaches the router which contains the matching DP, a copy of the DP is created and the copy retraces the path that is taken by the IP until it reaches the user end which sends the IP request.
ICN is expected to offer the profitable environment for dynamic video streaming as both of them are designed for user-driven applications and are operating on the data chunk level. The challenges are listed as follows: 1) We shall simultaneously handle the variations of content popularity, the user demand as well as the link state. Meantime, we conduct the data forwarding and caching as well as the bit-rate adaptation. All these functions are required to be integrated into each node as the ICN removes the Client-Server architecture, which raises the complexity of redesigning the network structure; 2) The existing routing and caching protocols do not integrate well with the novel ICN architecture, thus we shall reenact the forwarding and caching strategies to support the newly designed network structure. To this end, we devise the network as a two-layer coordinating structure, i.e., the control layer and the transmission layer. The control layer is mainly designed for capturing the variations of the video popularity, the video resolution and the user demand. Then, the statistical data generated in this layer is utilized to specify the forwarding, caching and bit-rate adaptation in the transmission layer. We develop a distributed algorithm of joint dynamic forwarding and caching within all the two-layer ICN routers, which theoretically maximize the total user demand rates within the network stability region. Further, we modify the distributed algorithm to make the system yield a good performance in real deployment scenarios. Our simulation results demonstrate that the modified distributed algorithm outperforms several classical caching policies in the sense that it leads to lower delay. Also, the modified distributed algorithm is shown to significantly enhance the QoE performance by comparison with the non-adaptation case.
The remainder of this paper is organized as follows. In Section II, we introduce the network model. We describe the system design and operation in Section III. The control layer, which is of central importance to the whole system, is illustrated in Section IV. We present the distributed algorithm of joint dynamic forwarding and caching in Section V, and the modified distributed algorithm is derived in Section VI. The simulation results are given in Section VII. Finally, we conclude the paper in Section VIII.
II. NETWORK MODEL A. NETWORK GEOMETRY
We consider a multi-hop wired network, which is modeled by a directed graph G = (N , V). Specifically, N represents the set of the total N nodes (routers) 1 and V denotes the set of all the V directed links. We assume that all the links are bi-directional, e.g., link (b, a) ∈ V if link (a, b) ∈ V. Moreover, we assume that the contents generated at each node are the aggregation of network users that are served by the node. Let C ab denote the maximum transmission rate (in bits/second) that link (a, b) can support, where C ab > 0. Let B n be the cache size of each router n, where B n is finite.
B. CONTENT DELIVERY VIA ICN INFRASTRUCTURE
ICN is mainly designed for efficient content dissemination and retrieval. In this work, we focus on the video content delivery. Suppose that the content in the network is identified as video entity. Let M be the set of all the M videos, where the value of M is chosen as to fulfill the user demand as well as to meet the constraint of network performance. Each video m consists of L indexed sequence of Video Segments (VS), where each segment carries certain parts of the video content. ICN performs content delivery at the data segment level, which is especially suitable for video streaming services. According to the hierarchical naming structure of ICN, we name each video segment as (/Video name-m /Sequence number-l /Resolution level-k), which is denoted as VS(m, l, k). Here, k represents the resolution level, which we will explain later. Specifically, users initiate the video streaming service by sending an interest packet for the first video segment (index 1) and then consecutively send interest packets for the subsequent video segments. Each interest packet is denoted as IP(m, l, k), which is for the video segment VS(m, l, k). Whenever a particular interest packet finds the matching video segment, a data packet containing the corresponding video segment traverses all along the reverse path of the upstream of the interest packet to the user end. In particular, we consider the situation where the interest packet can enter the network through any node n and exit the network whenever a matching video segment is found (in content sources or some nodes who have cached the content). In the following, we further explain the detail of the content delivery as well as the caching strategy, taking into account the dynamic adaptive streaming technique. 
C. DYNAMIC ADAPTIVE STREAMING TECHNIQUE
To better enhance the user experience of watching video in parallel with taking full advantages of the powerful ICN architecture of content delivery, we incorporate the dynamic adaptive streaming mechanism into the network model. In the context of dynamic adaptive streaming, the video can be encoded at certain levels of resolution owing to the advanced video coding technology, e.g., Scalable Video Coding (SVC). In particular, we assume that each video can be encoded at K different levels 2 of resolution. Note that the information of link states is vital for the decision-making of the bit-rate adaptation, e.g., the switch of resolutions. The dynamic adaptive streaming mechanism may detect the link state (e.g., network congestions) by calculating the round trip time of packets [23] . In this paper, we perform the link detection by calculating the Link Occupation Ratio (LOR) of each link. LOR is defined as the ratio of the difference between the link throughput (per slot) and the link capacity to the link capacity. If LOR is high, the system will lower down the resolution of the video segments in future demands and vice versa. We assume that the video segments in different resolutions have different sizes of z k . Thus videos of the same resolution have the same size as each video is divided into the same number of segments. We summarize the notations in Table 1 .
A BRIEF DESCRIPTION OF FORWARDING AND CACHING
We assume that the exchange of routing information among nodes has already been accomplished. Thus, the interest packets that are generated at any node can gain access to any video segment within the network. The forwarding of interest packets follows the basic rule of ICN which was introduced in Section I. In particular, we design the Shadow Interest Packet (SP) in the control layer, which can capture both the past and current variations of user demands and video resolutions. Further, the SP flow rates specify the forwarding of interest packets and caching of video segments. In turn, the forwarding and caching decisions will affect the SP flow rates. Also, the dynamic adaptive streaming mechanism running in the transmission layer keeps detecting the link state and the streaming application in the user end will adjust the video resolution accordingly. On the basis of SVC, the video segment in the k-th level of resolution can satisfy the interest packets requesting the same video segment in a resolution level that is smaller than or equal to k, which raises the complexity of designing the forwarding and caching strategies. To the best of our knowledge, the research on the design of joint forwarding and caching for dynamic adaptive streaming within large-scale networks remains largely unknown. Thus in the following, we systematically and comprehensively design the forwarding of interest packets, the caching of video segments and the control of resolution adaptation, which coordinately maximize the total user demand rates within the network stability region. The proposed framework provides some fundamental insights for the large-scale deployment of video streaming techniques. 
III. SYSTEM DESIGN AND OPERATION
In this section, we mainly show the system design and operation of the two-layer coordinating structure of the network, which is deployed in each of the ICN routers. As illustrated in Figure 1 , for each node n in the network, once a particular IP enters, a corresponding SP is generated in the control layer. As there are totally M ×L ×K different Video Segments (VS) in the network, the control layer maintains M × L × K different Shadow Queues (SQs) and each SQ corresponds to a particular SP(m, l, k). Note that the SPs are not real packets. They are just counts that denote the number of different received IPs, which are recorded by the Statistical Data Recorders (SDRs). Meanwhile, the IP is pushed into the physical queue within the transmission layer. In addition to the forwarding of IPs, the transmission layer is responsible for delivering and caching of video segments. The IPs can be satisfied if the requesting video segments are locally cached in node n. Otherwise, the IPs are forwarded to one of the outlinks of node n, which is decided by SP flow rates and SQ lengths. We explain how the control layer operates on the SP flow rates and SQ lengths in the next section. Schedules of both the IP forwarding and VS caching affect the variations of SP flow rates and SQ lengths, which in turn specify the forwarding and caching decisions. Further, the dynamic adaptive streaming mechanism keeps monitoring the links associating to node n and releasing the feedback information (e.g, the LOR), based on which the application in the user end adjusts the resolution level of video segment that each IP requests.
We propose the distributed forwarding and caching algorithm that operates within each router. For the control layer, the classical backpressure algorithm is applied to forward the SPs for simultaneously balancing the traffic load and maximizing the SP throughput. In particular, we prove that the total SQs throughout the network are strictly stable under the control of joint dynamic forwarding and caching strategy. Therefore the total user demand rates can be maximized within the network stability region that we construct.
IV. DYNAMICS OF SP FLOW RATE AND SQ LENGTH
In this section, we concentrate on analyzing the dynamics of SPs in the control layer, which is of central importance for running the whole network system. The main reason that we developed the SPs can be generated as follows.
• The SPs can accurately capture the dynamics of user demand rates, the variation of video popularity, the switching of video resolution and so on by maintaining various SQs in the control layer, which can hardly be implemented in the transmission layer. The deployment of SPs can be easily realized in the control layer at very low cost, by using the SDRs, e.g., the counters.
• The SP flow rates and SQ lengths can be utilized to specify the forwarding of IPs and caching of video segments. Assume that the communication between the control layer and the transmission layer is synchronous, we can stabilize and maximize the user demand rates through the control and optimization of the SPs. Without loss of generality, time is divided into slots of equal length. Specifically, each slot t refers to the time interval [t, t + 1]. We assume that each SQ is equipped with a counter recording the variation of the queue length. For each node n and VS(m, l, k), we denote the corresponding SQ length at the beginning of slot t as S mlk n (t). 3 For each SQ, the queue length is incremented by 1 each time the node receives an interest packet IP(m, l, k), e.g, a SP(m, l, k) is generated. We denote A mlk n (t) as the number of exogenous SP arrivals at node n for video segment VS(m, l, k) during slot t, and the long-term exogenous SP arrival rate at node n for VS(m, l, k) 3 mlk denotes the l-th video segment of video m in k-th resolution level is generated as
Let µ mlk ab (t) be the allocated transmission rate of SPs for video segment VS(m, l, k) over link (a,b) during slot t. Due to the layered coding structure, the video segment in certain level of resolution can provide all the information that is needed to decode a video segment which has a lower or equal resolution. Specifically, SP(m, l, k) can be satisfied by any video segment VS(m, l, k ) that is locally stored in n, where
Due to the restriction of the maximum I/O rate of the storage disk, even if δ mlk n (t) = 1 the number of SPs which can be satisfied during one slot is limited. Here we assume that the maximum I/O rate at node n of producing the copies of video segment in k -th resolution level is r k (in segments per/slot), where k ∈ (0, 1, 2 . . . K ). 4 Thus, if the SP can not be satisfied locally at node n, it is sent to the corresponding outlink at the given rate of µ mlk ab . The time evolution of the SP counts at node n for SP(m, l, k) is calculated as follows
where
. Also, we specify the indicator function as follows
Note that for each video segment VS(m, l), we assume that only one kind of resolution level is cached if possible during any slot. Multiple SPs can be satisfied by the VS in a high resolution level and the cache size is limited. Thus if we allow the node to store the VSs of the same video in different resolution levels, the utilization of the cache space is inefficient and it also may affect the load balancing of the network. We explain the physical meaning of (2) as follows. At the beginning of slot t, the SP(m, l, k) are transmitted at the rate of b∈N µ mlk nb (t). Here (y) + max(y, 0). The remaining SPs (S mlk n (t) − b µ mlk nb (t) + , as well as the exogenous and endogenous SP arrivals during slot t, are reduced by r k δ mlk n = 1, k ≥ k . Finally, the remaining SPs are scheduled to transmit in the next slot.
V. THE DISTRIBUTED ALGORITHM OF JOINT DYNAMIC FORWARDING AND CACHING
In this section, we describe the joint dynamic forwarding and caching for achieving the optimal SP throughput within the network stability region, thus maximizing the total user demand rates. We first derive the forwarding of SPs in the control layer as well as the caching of video segments in the transmission layer. Then we explain how to forward the interest packet in the transmission layer through the control layer. Finally, we prove the optimality of the proposed algorithm.
A. SP FORWARDING IN CONTROL LAYER
The forwarding of SPs in the control layer is operated by running the classical backpressure algorithm [15] , which is designed for the transmission of traffic commodities and is especially suitable for content delivery within the ICN.
For each SP(m, l, k) and each link (a, b) ∈ V mlk , choose
Here, V mlk is the set of links which are allowed to transmit the SP(m, l, k), U mlk ab (t) is the backpressure weight of video segment VS(m, l, k) on link (a, b) at time t, and mlk * is the video segment which maximizes the backpressure weight on link (a, b) at time t. In addition, we define ω(k) as
where z k denotes the size (in bits) of the video segment VS(m, l, k) which is encoded at the k-th level of resolution. The ω k is mainly designed for normalization of µ mlk ab (t).
B. IP FORWARDING IN TRANSMISSION LAYER
In the transmission layer, we maintain a single physical queue for all the received interest packets that are served via a FirstCome-First-Serve pattern. First, we define the average number of SPs for VS(m, l, k) that are transmitted over link(a, b) during a sliding window of size T prior to slot t, which reflects the popularity of the video segments in the past T slots.
Note that the actual number of SP(m, l, k) that are transmitted over link(a, b) during slot t may be smaller than µ mlk ab (t) as there are few IPs awaiting in the physical queue at times. In the context of information-centric networking, each video segment can be cached in multiple routers which are distributed in different places. Also the routers which cache the video segment changes over time with the intermittent cache update. Thus, each outlink of the node n may exist the IP flow for the same video segment. In the following, we define the link which has the maximum average SP flow rate for VS(m, l, k) during a sliding window of size T prior to t as
Based on (8), for each IP(m, l, k) in the head of the physical queue at node n, we push it into the outlink with b mlk n (t). The outlink with the maximum average SP flow rate for VS(m, l, k) during the past T slots indicates the outlink may be the best choice of delivering the interest packet IP(m, l, k) at present. As the sliding window of size T moves over time, the outlink with b mlk n (t) may change among all the outlinks that are associated to node n. The above strategy of IP forwarding ensures that the interest packet goes for the most profitable transmission link.
C. VS CACHING IN TRANSMISSION LAYER
The caching strategy is given by the optimal solution to the following knapsack problem.
where B n is the cache size of each node n. This knapsack problem can be solved in a greedy manner by caching the video segments in order of their SP counts, e.g., at any slot the video segments with the highest SP counts are cached. Due to the high refresh rate of SP counts, the cached content will be updated frequently (oscillation) which causes the heavy burden on the cache system, although it is theoretically optimal. Later we will give another caching strategy, which is much more practical and shows superior performance in the simulation.
D. SP THROUGHPUT OPTIMIZATION
In this section, we mainly prove the optimality of the distributed algorithm in terms of the SP throughput, therefore maximizing the total user demand rates. First, we define the SP network stability region. The SP network stability region denotes the closure of the set consisting of all SP arrival rates λ mlk n (n ∈ N , m ∈ M, l ∈ L, k ∈ K) that there exists some feasible joint forwarding and caching policies which can guarantee that all SQs are stable.
Theorem 1: The SP stability region of the network G = (N , V) 
Proof: Please see Appendix A. Remark: Here B n,p q,e denotes the caching set consisting of q video segments, where 0 < q ≤ p n and p n denotes the maximum number of video segments that the cache can hold at node n. These q video segment are selected from the total MLK video segments uniformly at random. And, p represents the p-th combination of q video segments out of MLK video segments. Recall that IP(m, l, k) can be satisfied by any VS(m, l, k ) where k ≥ k. Thus there are in total K − |k| + 1 chances that IP(m, l, k) can be satisfied, where e = 0, 1 . . . , K − |k| + 1. In addition, θ n,p q,e represents the probability that VS(m, l, k ) happens to be in B n,p q,e . Based on Theorem 1, we know that for any SP arrival rate λ = λ mlk n ∈ int( ) (n ∈ N , m ∈ M, l ∈ L, k ∈ K), we can always find some feasible joint forwarding and caching policies accordingly, to guarantee that all SQs are stable. The various λ ∈ int( ) may need different policies to make all the SQs stable. In addition, it may also need to know the value of λ. In the following, we show that the proposed distributed algorithm can stabilize all the SQs within the network for any λ ∈ int( ) without knowing the value of λ. Thus, we can achieve the optimal SP throughput within the network stability region, which then maximize the total user demand rates.
Theorem 2: Under the proposed distributed algorithm of joint dynamic forwarding and caching, if ∀n ∈
Proof: Please see Appendix B.
VI. THE MODIFIED DISTRIBUTED ALGORITHM WITH PRACTICAL CACHING STRATEGY
In this section, we modified the distributed algorithm of dynamic forwarding and caching that is proposed in Section V, in order for good performance in real scenarios. In particular, we design a practical caching strategy, which may not be theoretically optimal while it leads to significant performance gain in the simulation. The proposed strategy of forwarding of SP and IP in Section V is still applied here, which specify the practical caching of video segments.
A. PRACTICAL CACHING STRATEGY
As the instant SP counts may vary over slots, the caching strategy that was proposed in Section V may cause the oscillation of the cached video segments, which leads to the heavy burden on the storage disk of cache. To this end, we propose the practical caching strategy in the transmission layer based on the SP flow rates during a given sliding window of size T . Figure 2 shows the basic idea of practical caching strategy. We assume that each node n updates its cache at the beginning of each slot t. In the following, we first define the popularity score PS mlk n (t) for each video segment VS(m, l, k), which is stored in the buffer and the cache at node n at the beginning of slot t.
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From above equation we can see that PS mlk n (t) represents the average number of SPs for video segment VS(m, l, k) that are received by node n during a sliding window of size T prior to slot t. We assume that the buffer capacity is large enough to store all the video segments that are received at node n during one slot. Each time when the cache update is finished, the buffer will be emptied and prepare to receive data in the next slot. For each node n at the beginning of slot t (e.g., at the end of slot t − 1), we denote the video segments that are stored in the cache as the set W c t and the video segments that are buffered during time interval [t − 1, t] as the set W b t . Recall that the size of each video segment differs in different levels of encoded resolution. Thus each time node n makes the caching decision, the optimal set of video segments is chosen from W(t) = W c t ∪ W b t to maximize the total popularity scores under certain constraints. The practical caching strategy is given as the solution to the optimization problem (OPT) below 
This is a knapsack problem, to which the solution specifies the caching strategy. Inequality (19) states that the total size of the cached video segments is upper bounded by the cache capacity B n of each node n. Recall that each video segment can be encoded at different resolutions. Inequality (20) states that for any video segment VS(m, l) belonging to the set W(t) = W c t ∪ W b t , if multiple copies with different resolutions k (k = 1, 2 . . . K ) are found, then only one of them is cached if possible. Note that the above caching algorithm is implemented locally once the popularity scores are updated.
Although the above knapsack problem is NP-hard, the low complexity heuristics does exist. Thus we propose a heuristic . If there is sufficiently large space to accommodate all the video segments in the set W c t ∪ W b t (due to the variation of traffic load), then we just push all of them into the cache. Otherwise, we fill the cache with video segments one by one, in order from the largest value to the smallest value of
The proposed algorithm GA is of low complexity of O(I ), where I is much smaller than MLK . Thus, the algorithm GA is easy to be implemented in real scenarios. In addition, the heuristic algorithm GA considers both the content popularity and the video resolution level. For the video segments in the same resolution level, we prefer to cache the ones with high popularity. On the other side, for the video segments with the same popularity, the ones in lower resolution level are given the priority to be cached. If the routers keep caching the video segments in relatively low resolution level, then the system will adaptively enhance the video resolution level of the user demand as the bandwidth resource becomes sufficient. The simulation results demonstrate the superior performance of the practical caching strategy which we show in the next section.
VII. SIMULATION
In this section, we present the simulation results of the modified distributed algorithm with practical caching strategy.
The simulation experiments is conducted mainly for two reasons. One is that we make a comparison of the proposed algorithm against a number of classical caching algorithms in terms of the delay performance. The other one is that we need to show that the proposed algorithm has significantly improved the QoE performance, compared with the nonadaptation case. 
A. NETWORK TOPOLOGY AND PARAMETER SETTING
We run the simulation over two network topologies: 1) the GEANT topology [25] in Figure 3 ; 2) the Erdos-Renyi (E-R) topology that is generated randomly. In particular, GEANT is the pan-European research and education network, which interconnects the main European National Research and Education Networks (NRENs) which are located in different European countries. Nodes in GEANT topology are organized as shown in Figure 3 and the small squares denotes the distinct national research and education networks in the European map. In the following, we introduce the parameter settings, which are applied in both topologies. We set the total number of nodes as 42. The number of videos is chosen as 10 with each video being equally chopped into 10 video segments. We assume that each video segment can be encoded at 3 different resolution levels and the size of video segments in k-th resolution level is chosen as k, where k = 1, 2, 3. For each node, the cache size is set as 50 and the interest packets arrive according to a Poisson process with an overall rate λ (in packets/slot/node), where λ = 20, 40, 60, 80, 100. We assume that each interest packet requests the l-th segment of video m with probability of p m p l , where p m denotes the video popularity and p l decreases with the indexed number of segment of each video. p m and p l are independently distributed and both of them follow a Zipf distribution with the parameter 0.85. Note that the resolution level of video segment that each IP requests is determined by the rate adaption mechanism rather than being prior given. Recall that the buffer capacity of each node is assumed to be sufficiently large to store all the video segments received during one slot, we choose to leave the copies everywhere within the network. Specifically, we compare the modified distributed algorithm in Section VI against the following classical caching algorithms.
• The Lease Recently Used caching algorithm (LRU):
For each video segment in the buffer, we choose the video segment with the lowest popularity score (defined in Section VI-A) for replacement from the cache. The process repeats until the cache is fulfilled.
• The Uniformly caching algorithm (UNIF): For each video segment in the buffer, we uniformly and randomly choose a video segment in the cache for replacement. The process repeats until the cache is fulfilled.
• The Bias caching algorithm (BIAS): For each video segment in the buffer, we uniformly and randomly choose two video segments in the cache. Then, the one with lower popularity score is picked for replacement. The process repeats until the cache is fulfilled. We perform the rate adaptation in the simulation as follows. At the end of each slot t, each node n calculates the link occupation ratio (LOR) (defined in Section II-C) averaged over all the links associated to node n. If LOR is below certain threshold a, the resolution of video segment that each upcoming IP requests in the next slot, is supposed to be incremented by 1 level with probability of p. If LOR is larger than certain threshold b, the resolution of video segment that each upcoming IP requests in the next slot, is supposed to be decremented by 1 level with probability of q. We run the simulations at the data arrival rate λ of 20, 40, 60, 80 and 100. Each curve in Figures 4-7 is obtained by averaging over 10 simulation runs and each run consists of 100 simulation slots. Figure 4 and Figure 5 show the delay performance of the algorithms in E-R topology and GEANT topology respectively. Both of the two figures demonstrate the superior delay performance of the modified distributed algorithm with practical caching strategy, compared to all the other three algorithms. For example, for λ = 40 in GEANT topology, the total delay for the proposed algorithm is only 34% of the LRU algorithm, and only about 23% of the UNIF algorithm. As λ tends to be larger, the delay for the other three algorithms increase much faster than the modified distributed algorithm. This further demonstrates that the modified distributed algorithm of dynamic forwarding and caching can adaptively stabilize the total queue lengths, which prevents the network delay from growing too fast. Figure 6 and Figure 7 exhibit the QoE performance of the modified distributed algorithm in E-R topology and GEANT topology respectively. Both of the two figures show that the modified distributed algorithm with bit-rate adaptation can significantly enhance the QoE performance within the network, compared with the non-adaptation case. According to the non-adaptation case of video streaming, once the video resolution is chosen, the video bit-rate is fixed no matter how the link state changes. Thus the router or content source stream the videos at the fixed video bit-rate even if the link condition gets worse, which may cause network congestions and result in the degradation of average traffic load. Here, we define the traffic load as
B. PERFORMANCE EVALUATION
, where D denotes the set consisting of all the transmitted video segments during the simulation of 100 slots, z k is the size of the video segment in k-th resolution. The congestion will be alleviated once the user demand decreases, at the cost of sacrificing the QoE performance. As illustrated in Figure 6 with E-R topology, the network traffic load for λ = 40 and λ = 60 at the case of bit-rate adaptation have increased by about 50% compared with the non-adaptation case, respectively. In Figure 7 with GEANT topology, the network traffic load for λ = 40 with bit-rate adaption have increased by about 50% compared with the non-adaptation case. And the network traffic load for λ = 60 with bit-rate adaption have increased by about 62.5% compared with the non-adaptation case. According to the definition of network traffic load, for the same average data arrival rate, the larger network traffic load indicates that more users can enjoy the media stream services with higher video resolution. Thus the network QoE performance can be significantly enhanced.
VIII. CONCLUSION
In this paper, we present, to the best of our knowledge, the first systematic framework of dynamic adaptive streaming over the information-centric networking (ICN). Specifically, we design the network as a two-layer coordinating structure, the control layer and the transmission layer. The control layer operating on the SPs mainly capture the variation of user demand rates, which provide transmission layer the current and historical statistical data for better forwarding of user requests and decision-making of caching. In addition, the dynamic adaptive streaming mechanism running in the transmission layer adaptively adjusts the video resolution by detecting the link state. We have developed the distributed algorithm of joint dynamic forwarding and caching to maximize the total user demand rates within the network stability region. Further, we modified the distributed algorithm to make it applicable to the real deployment scenarios. Simulation results demonstrate the superior performance of the modified distributed algorithm in terms of low delay and high QoE performance.
APPENDIX

A. THE PROOF OF THEOREM 1
Proof: We first show that λ ∈ is necessary for network stability. In other words, we should prove that if the network is stable, then (10), (11) , (12) , (13) and (14) hold. Let F mlk ab (t) denote the actual number of SIPs for video segment VS(m, l, k) transmitted over link (a,b) during slot t. According to the constraints of flow efficiency, network routing and link capacity, we have:
For any slot t * , define f mlk
F mlk ab (t), then (10), (11) and (14) can be proved based on (22) , (23) and (24) . Recall that θ n,p q,e represents the e-th probability of δ mlk n = 1 for the p-th combination of q video segments out of MLK video segments at node n during one slot. Thus for each node n summing over all p, q and e, we have (13) established.
Next, we focus on the proof of (12) . According to Lemma 6 of [14] , network stability indicates there exists a finite M such that S mlk n (t) ≤ M always hold for all n ∈ N , m ∈ M, l ∈ L and k ∈ K. Given an arbitrarily small value ζ > 0 and there exists a slot t * such that
Assuming that S mlk n (1) = 0, at slot t * the queue length S mlk n ((t * ) is equal to the difference between the total SIP that have arrived and departed as well as drained during the time interval [1, t * . Thus we have
Combine (25) and (26), we have
Since
Based on (27), we have
Let ζ → 0 and we can prove (12) . Now we show that λ ∈ int( ) is sufficient for network stability. λ ∈ int( ) indicates that there exists ζ = (ζ mlk n ), where ζ mlk n > 0, such that λ + ζ ∈ . In other words, the set of all the input rates are within the stability region we have constructed. Thus we have (10), (11), (13) , (14) hold and also we have
hold. To prove the network stability, we should consider all the feasible forwarding policies. For each link (a, b) that flows f mlk ab exist, where m ∈ M, l ∈ L, k ∈ K, we choose the SIP * (m, l, k) for video segment VS(m, l, k) to transmit with probability of f mlk ab / m∈M,l∈L,k∈K f mlk ab . Then the number of SIPs that can be transmitted in slot t is
we have E μ mlk ab (t) = f mlk ab . Also, considering all the feasible caching policy we can get the similar result as which means that the arrival rate is less than the service rate. According to Loynes'theorem [26] , we can prove network stability.
B. THE PROOF OF THEOREM 2
Proof: Define the quadratic Lyapunov function as 
The Lyapunov drift at slot t is given by (S(t)) E[F(S(t + 1))−F(S(t))|S(t)]. First, We calculate (S(t)). Taking square 
