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Voorwoord 
Zoals al velen voor mij schreven, is het onderzoek dat aan de basis ligt van een 
proefschrift niet het werk van één persoon, hoewel de titelpagina soms anders 
doet vermoeden*. Daarom is het goed om aan het einde van het schrijven van 
het proefschrift, in het Voorwoord, de mensen te bedanken die een belangrijke 
bijdrage hebben geleverd aan het resultaat. 
Allereerst wil ik Eddy bedanken** met wie ik op een heel plezierige manier 
heb samengewerkt. We hebben samen gehuild, maar ook gelachen (al weet 
ik niet meer waarom) en na verloop van tijd (het leek wel eeuwen) kwamen 
er zelfs resultaten uit onze metingen, wat jou een hoop (fit)werk opleverde 
(je had natuurlijk een fit-programma kunnen schrijven). Nu moet natuurlijk 
wel vermeld worden dat we de resultaten niet alleen afgedwongen hebben: op 
momenten dat wij bijna op de fiets naar huis zaten, leek het Jan (G) zinvol 
om het nog een keer te proberen. Vaak was het dan ook zinvol en werd de 
avond weer doorgebracht in de kelder***. 
Natuurlijk is de bijdrage van Jan Gerritsen groter dan hierboven beschre-
ven. Zijn ideeën om de opstelling te verbeteren zijn van grote waarde geweest 
en altijd had hij tijd om 's avonds door te werken als dat nodig was. 
Hetzelfde geldt voor André, wiens bijdragen niet alleen tot het technische 
vlak beperkt bleven, maar ook op het experimentele vlak lagen en zelfs op het 
sociale. 
Jan Hermsen wil ik natuurlijk bedanken voor zijn technische bijdrage, maar 
tevens mag zijn bijdrage aan de gespreksonderwerpen tijdens de pauzes, die 
een en ander verlevendigden, niet onvermeld blijven. 
' Ik wil op deze plaats wel vermelden dat ook ik een bijdrage heb geleverd aan het 
verkrijgen van de hierna beschreven resultaten. 
**Als je maar één student hebt gehad waardeer je hem deste meer en naarmate het 
langer geleden is dat je met hem hebt samengewerkt gaan de scherpe kantjes er van af en 
ontstaat er een ideaalbeeld. In dit licht moet wellicht ook hetgeen ik over Eddy schrijf gezien 
worden. 
**"Dit brengt me op een vraag die me al langer kwelt: "waarom lukken de meeste 
experimenten pas na 7 uur 's avonds?" 
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β Voorwoord 
Zo zijn we dan bij de (collega-) AIO's aanbeland. Natuurlijk wordt de sfeer 
binnen de groep bepaald door de groep als geheel en daarom wil ik dan ook 
iedereen bedanken voor de plezierige tijd die ik gehad heb. Toch wil ik enige 
mensen in het bijzonder bedanken: Henk en Richard (of Richard en Henk) 
voor de hulp die ze mij in het begin hebben gegeven en voor de ontspannen 
sfeer, Edwin voor de discussies over de 'clusters' en over supergeleiding én 
voor zijn eindeloos geduld als ik weer eens de manual-page van een een of an-
der softwarepakket niet begreep en Jeroen omdat we door onze gezamenlijke 
liefde, 'lage temperatuur STM', vaak tot een zinvolle samenwerking zijn ge-
komen en eigenlijk nog meer voor zijn rol buiten de natuurkunde. Dit laatste 
geldt ook voor Robert, hoewel zijn rol op het gebied van de natuurkunde wat 
onduidelijker blijft. Michel wil ik noemen voor zijn tips op het gebied van 
computers L· software en natuurlijk vanwege de vele interessante gesprekken*. 
Herman wil ik bedanken voor de mogelijkheden die hij geboden heeft en 
voor de vrijheid die hij me gegund heeft om mijn eigen weg te vinden in het 
onderzoek. 
I would like to thank Prof. James Brooks for the fruitful collaboration. 
Carlo, I would like to thank you for the fun we had together, not only when we 
were doing experiments, but especially when we were not doing experiments. 
De mensen die de materialen leverden wil ik ook noemen: Louis Schreurs 
voor het groeien van de NbSe2-preparaten en Theo en Frits voor de nodige 
liters helium. 
Jan van Bentum en Prof. L. J. de Jongh wil ik bedanken voor de tijd en de 
moeite die ze hebben gestoken in het lezen en beoordelen van dit proefschrift. 
Als laatste, maar daarom niet als onbelangrijkste, wil ik mijn kenissen, 
vrienden en familie bedanken omdat het belangrijkste gedeelte van het leven 
zich toch buiten werktijd afspeelt. 
"Ik weet niet waarom, maar opeens denk ik aan Postbus 51 spotjes. 
Contents 
Voorwoord 5 
1 Introduction 9 
1.1 Scanning tunneling microscopy 10 
1.2 Tunneling spectroscopy 11 
1.3 Outline 13 
References 14 
2 The low temperature STM 15 
2.1 Introduction 16 
2.2 Design 16 
2.3 Vibration isolation 20 
2.4 Electronics 22 
2.5 Performance 23 
2.6 Conclusions 27 
References 27 
3 Spatially Resolved Tunneling Spectroscopy on NbSe2 29 
3.1 Introduction 30 
3.2 Experimental details 31 
3.3 Tunneling microscopy and spectroscopy of the vortex state . . . 37 
3.3.1 The electronic structure of the vortex core 37 
3.3.2 Experimental procedure for imaging the vortex lattice . 38 
3.3.3 Spectroscopy of vortices: magnetic field dependence of 
the electronic structure of the vortex 41 
3.3.4 Distortions of the vortex lattice caused by tip induced 
defects 47 




4 Tunneling Spectroscopy of Metallic Particles 57 
4.1 Introduction 58 
4.2 Theory of tunneling to metallic particles 59 
4.2.1 The orthodox theory 59 
4.2.2 Influence of the density of states of the middle electrode 65 
4.3 Experimental results 68 
4.3.1 Variations of the Coulomb staircase due to charge trapping 69 
4.3.2 Tunneling spectroscopy of ligand stabilized metal clusters 77 
References 89 
5 STM on the organic conductor (ET)2KHg(SCN)4 93 
5.1 Introduction - 94 
5.2 Two types of surfaces in STM on (ET)2KHg(SCN)4 95 
5.3 Low temperature tunneling spectroscopy on (ET)2KHg(SCN)4 103 
5.3.1 The low temperature structure of (ET)2KHg(SCN)4 . . 103 
5.3.2 Experimental results 104 




List of Publications 115 




The invention of the scanning tunneling microscope (STM) by Binnig and 
Rohrer [1] in 1982 has opened new, unique possibilities in surface science. 
First of all, STM can image crystal surfaces and adsorbates in real space 
with a resolution down to the atomic level. In addition to this topographic 
capability, tunneling spectroscopy can be performed on a very local (atomic) 
scale, which has opened the possibility to study the local density of states 
(LDOS) of a crystal surface or an adsórbate. 
In this thesis STM experiments are described on three different types of 
systems: the conventional superconductor NbSe2 (chapter 3), small metallic 
particles (chapter 4) and the organic conductor (ET)2KHg(SCN)4 (chapter 5). 
All these measurements make use of the topographic possibilities of the STM 
in combination with the local spectroscopic capability. Before we describe 
these measurements in detail in the next chapters, the principles of STM and 
tunneling spectroscopy will be discussed shortly in this chapter. 
1.1 Scanning tunneling microscopy 
The STM is based on the quantum mechanical tunnel effect between a sharp 
needle (tip) and a sample. Figure 1.1 shows a schematic drawing of a STM. 
The tip is biased at a voltage V and brought into tunnel range with the sample. 
The tunnel current that flows is used to probe the electronic and topographic 
structure of the sample. The tip can be scanned over the sample surface by 
means of piezo-electric material, which can move the tip with an accuracy 
of less than one Angstrom. There are two topographic ways to operate the 
STM. (1) In the constant height mode the tip is scanned over the surface 
without adjusting the distance between tip and sample. During the scanning 
over the surface the tunnel current is monitored. This tunnel current will give 
information about the topography of the sample surface because of changes in 
the current caused by changes in the tunnel barrier width (distance between 
tip and sample). (2) In the constant current mode the tip is scanned over 
the surface while the tunnel current is kept constant by means of a feedback 
system which adjusts the distance between tip and sample. In this case the 
feedback signal will give information about the surface topography. 
Both imaging techniques mentioned above are able of achieving atomic 
resolution. This high resolution is caused by the very short interaction length 
of the tunnel effect. Minor changes in the barrier width can lead to large 
changes in the tunnel current (as a rough estimate a change in the barrier 
width of 1 Â causes a change in the tunnel current by a factor of 10). A 
limitation of STM is that it can only be used to study conducting materials. 












Figure 1.1: Schematic drawing of an STM. The hatched parts are the 
piezos that can move the tip in three dimensions. 
1.2 Tunneling spectroscopy 
Electron tunneling has evolved into a very powerful tool for spectroscopic 
studies in solid state physics [2,3]. This technique was initiated and explored 
by Giaever in a planar tunnel junction geometry [4]. With the invention of 
STM it became possible to have a local tunnel probe and therefore the pos­
sibility arose of performing spatially resolved tunneling spectroscopy. In this 
section the tunnel theory based on the transfer Hamiltonian formalism will 
be described [5]. This theory was developed for the planar junction geometry 
and, therefore, it has some assumptions that do not apply to the STM geome­
try. First of all, both tunnel electrodes are assumed to be unperturbed by the 
tunnel interaction. This is not very likely in a STM configuration because of 
the short distances (<1 nm) between the electrodes. Furthermore, the trans­
fer Hamiltonian formalism is a one dimensional theory, which is valid for a 
planar junction, but certainly not correct for a STM geometry. However, this 
theory is very insightful and describes very well the spectroscopic results of 
the following chapters. 
In the transfer Hamiltonian formalism tunneling between two electrodes is 
treated using perturbation theory. Furthermore, the electrodes are treated as 
being unperturbed by the tunnel interaction. The total Hamiltonian can be 
written down now: 
П = 7і
а
+Щ + Щ (1.1) 
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Неге, Ha and Ήβ are the Hamiltonians of the unperturbed electrodes and 
Ht is the tunnel Hamiltonian that is treated with perturbation theory. The 
transition rates between initial and final states can be obtained from a golden 
rule calculation [5]. The tunnel current is evaluated now: 
' 0 0 = γΣ\Maß\2V{Ea - №)}δ(Ε
β





with f{E) the Fermi-Dirac distribution function, V the applied voltage be­
tween tip and sample, and Μ
α
β (= (ψαΙΉ^Ψβ)) ^ n e tunnel matrix element 
between the unperturbed states φ
α
 of electrodes a and ψβ of electrode β. 
The summation is performed over all states of electrode a and β. The Fermi-
Dirac distribution functions ensure that tunneling takes place from occupied 
to unoccupied electronic states of the electrodes. The ¿-function describes the 
energy conservation during the tunneling process. 
For low bias voltages and low temperatures equation 1.2 simplifies to: 




 - EF)6(Eß - EF) (1.3) 
п
 α,/3 
This equation shows that the tunnel current is, in first order, a linear func­
tion of bias voltage V. The details of the tunnel characteristic are described 
by the tunnel matrix element MQß. 
Bardeen [5] showed that this tunnel matrix element can be expressed as: 
Maß=L· Ids •(с ,/з " ^ v c ) (L4) 
where the integral has to be evaluated over a surface in the vacuum region 
between the two electrodes. If the wave functions of the isolated electrodes 
are known, the tunnel characteristic can be calculated. 
Equation 1.2 illustrates the dependence of STM topography and spec­
troscopy, via the matrix element, on the local electronic structure of the sur­
face that is studied. This sensitivity allows to probe, for example, filled and 
empty electron states on a sample surface at different biases (see e.g. chapter 
5). Furthermore, it allows STM to map the electronic structure at specific po­
sitions (with a spatial resolution at the atomic level) by measuring the current 
as a function of bias voltage. 
Although the transfer Hamiltonian formalism has been applied success­
fully to STM and tunneling spectroscopy, we should keep in mind that some 
assumptions are made that do not apply to a STM geometry. In particular 
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it is questionable, in a STM geometry with a typical electrode separation of 
2-10 Â, that the electronic states of the electrodes are not affected by the 
tunnel interaction. 
1.3 Outline 
In chapter 2 the low temperature STM is described that is used for most of the 
results that are presented in the subsequent chapters. This STM is designed 
very rigid and compact in order to increase the resonance frequency. It has 
proven to work very reliably in magnetic fields up to 9.5 Tesla. 
Chapter 3 describes a study of the conventional type II superconductor 
NbSe2- This material was studied because it is an ideal material to test and 
improve the low temperature STM of chapter 2. In addition to these test 
measurements, we investigated the magnetic field dependence of the electronic 
structure of the vortex core. We also studied pinning of flux lines to defects 
that are created with the tip. 
In chapter 4 measurements on two types of clusters are presented: the first 
type are the normally used granular metal films on top of an insulating oxide 
and the second type are well defined ligand stabilized metal clusters. On the 
first type of clusters we observed very clear charging effects. However, the 
observed Coulomb staircases changed as a function of time. We ascribe these 
changes to trapping and detrapping of electrons in localized states close to the 
cluster. 
The final goal of the study of the ligand stabilized metal clusters is the 
observation of discrete quantum levels (the quantum size effect), which should 
be observable in these clusters because of their small dimensions (R и 10 Â). 
Also on this type of clusters we observed clear Coulomb staircases. In some 
measurements on these clusters additional steps on the charging characteristics 
are observed. This additional structure can be explained by the quantum size 
effect. However, also the influence of the ligands has to be considered. 
The last chapter deals with the organic conductor (ET)2KHg(SCN)4. The 
interest in this type of conductors is caused by the different electronic phases 
that exist in these materials. Furthermore, these phases are very sensitive to 
temperature, pressure and magnetic field. For (ET)2KHg(SCN)4 we studied 
the possible surface configurations. In addition to the usually observed ET-
layer, we sometimes observed a complete anion layer with localized electronic 
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Chapter 2 
The low temperature STM * 
* This chapter is a modified version of the paper A low temperature STM for use in high 
magnetic fields by J.G.A. Dubois, J.W. Gerritsen, J.G.H. Hermsen, and H. van Kempen, 
submitted. 
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2.1 Introduction 
Since the invention of the Scanning Tunneling Microscope (STM) by Binnig 
and Rohrer [1], this technique has evolved to be a very powerful tool in surface 
science. With this technique it became possible to visualize single atoms and 
defects on a crystal surface. Moreover, STM allows to study the local electronic 
structure of a crystal surface. An example of this capability is the observation 
of filled and empty electron states at the surface of GaAs by Feenstra et al. [2]. 
Nowadays STM is routinely used in different kinds of environment, like 
air, ultra high vacuum and fluids. In this chapter the cryogenic STM, that is 
used for the low temperature measurements presented in the next chapters, 
is described. Since this STM is to be used in a cryogenic environment, with 
intrinsic vibrations due to boiling of cryogenic fluids, the construction is very 
rigid and compact. At liquid helium temperatures this STM routinely shows 
atomic resolution on graphite and NbSe2- The spectroscopic resolution has 
been tested on superconductors. The STM has been used for three years and 
has proven to work very reliably in magnetic fields up to 9.5 Tesla. 
Besides the design of the STM, we will also describe the precautions that 
are taken to minimize the level of vibrations caused by the boiling cryogenic 
fluids. The electronics, that are partly home-built and partly commercial, will 
be described shortly. 
2.2 Design 
The STM design described here is imposed by four demands. The first and 
most important demand is that the STM has a high resonance frequency. 
This is especially important in a cryogenic surrounding where boiling cryogenic 
fluids cause vibrations. In our design a high resonance frequency is obtained by 
making the construction compact, light and concentric. The second demand 
is that the STM can be used in high (at least 9.5 Tesla) magnetic fields. 
Therefore, the STM has been made of non-magnetic stainless steel. However, 
very recently we have also built a version of this STM completely out of 
titanium (>99.7%). This titanium STM is much less sensitive to magnetic 
fields and (re-)crystalization during cooling and heating than the stainless 
steel version [3]. Since the design of both STM's is almost the same, we 
will describe the stainless steel version and we will point out the essential 
differences between both STM's. All experimental results shown here are 
obtained with the stainless steel STM. A third demand is that the STM works 
very reliably. Therefore, we have used a differential screw for rough approach 
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between the tip ала sample which is much more reliable than, for example, an 
inertia mover mechanism. The last demand is that samples can be changed 
fast: about one hour between two measurements. 
Figure 2.1 shows a schematic drawing of our low temperature STM design. 
Part A is a stainless steel plunger on which the cylindrical scanning piezo with 
segmented electrodes [4] is glued with epoxy [5]. This scan tube has one inner 
electrode to which the Z-voltage is applied and four outer electrodes to which 
the X- and Y-voltages (positive and negative) are applied. The sensitivity of 
the scan tube in X- and Y-direction as obtained from measurements on highly 
oriented pyrolitic graphite is 24±2 Â/V at liquid helium temperature and 87±5 
Â/V at room temperature. The sensitivity in Z-direction is 7.5±2 Â/V and 
18±3 Á/V respectively. Since the applied voltages range between -150 V and 
+150 V the total scan range is about 0.7x0.7 μτη2 at liquid helium temperature 
and 2.5x2.5 μτη2 at room temperature. At the top of this piezo tube the tip 
holder with the tip is attached. The plunger slides inside a cylinder (B). This 
cylinder is polished and has integrated leaf springs that are created by a spark 
erosion technique [6]. These springs eliminate play between the plunger and 
the cylinder and cause enough friction to prevent the plunger from falling down 
when the STM is used in a vertical position. For rough approach the plunger 
is pushed forward by means of a differential screw (C) to bring the tip into 
tunneling range with the sample (D). The differential screw has a resulting 
pitch of 50 μπι/revolution and the travel is 0.5 mm (for the titanium version 
the travel has been increased to 2 mm). If the differential screw is retracted 
a weak phospherbronze spring pushes the plunger back, and the tip will be 
retracted. Due to this construction there is always a mechanical connection 
between the plunger and the differential screw. This mechanical connection 
may couple external vibrations to the STM. To avoid this we have improved 
this construction in the titanium version, which is shown in figure 2.2. Here 
the top of the plunger (A) and the end of the differential screw (C) have been 
changed into a mechanical coupling (F). The end of the differential screw can 
move freely in a limited range. This range can be adjusted by six screws. The 
differential screw pushes the plunger forward for rough approach. However, 
if the differential screw is retracted, it first decouples from the plunger and 
then retracts the plunger. In this way it is possible to decouple the STM 
mechanically from the differential screw without influencing the tip position. 
The outer piezo [4] is used for thermal expansion compensation, but can 
in principle also be used for scanning or to increase the complete scan range 
by using both inner and outer piezo's at the same time. It is also possible to 
use the outer piezo for rough X-Y displacement of the sample by means of the 
inertia mover principle. This can only be done if the sample is friction coupled 
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Figure 2.1: Schematic drawing of the low temperature STM design. 
(A) is the plunger, (B) a cylinder in which the plunger is clamped by 
leaf springs, (C) the differential screw, (D) the sample and (E) the sample 
holder assembly. 
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Figure 2.2: Schematic drawing of the improved coupling between the 
plunger and the differential screw. (A) is the plunger, (B) the cylinder 
in which the plunger is clamped, (C) the differential screw and (F) the 
part that couples the plunger to the differential screw. 
to the sample holder ала can move in the X-Y plane. The range that can be 
covered with this rough X-Y movement is about 2 x 2 mm2. 
The whole design of our STM is concentric to ensure a high rigidity. Fur­
thermore, the sample holder is made very light in order to increase the reso­
nance frequency. In our design this is namely the important mass that deter­
mines the resonance frequency. For this purpose the sample holder assembly 
(E) has been made out of titanium (also in the stainless steel version), which is 
much lighter than stainless steel. A further advantage of our concentric design 
is that the heaviest mass (the sample holder) is attached to the most rigid 
piezo. The resonance frequency has been measured by applying vibrations to 
the STM and monitoring the frequency spectrum of the tunnel current. The 
resonance frequency obtained from these measurements is 9.2 kHz. 
The STM is mounted at the end of a stainless steel tube with a length of 
1.6 meter. Inside this tube a second stainless steel tube drives the differential 
screw. This tube can be retracted to decouple it from the STM. The whole 
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Figure 2.3: The double viton O-ring construction. 
insert is situated inside a stainless steel tube that can be evacuated, and high 
purity He gas is used as exchange gas to cool the STM to liquid helium tem-
peratures. Both this evacuation and the high purity of the exchange gas are 
necessary to prevent the movable parts (the differential screw and plunger) 
from freezing and to avoid contamination of the tip and sample. The connec-
tion of the complete insert to the cryostat is done via a double viton O-ring 
construction (figure 2.3). In this way metal to metal contact is avoided and 
the insert is electrically isolated from the cryostat. 
The cryostat, in which the STM is used, has a liquid nitrogen shield and 
a liquid helium bath. This helium bath can be pumped down to obtain 1.3 
Kelvin. Furthermore, the cryostat is equipped with a 9.5 Tesla supercon-
ducting magnet. Moreover, the dimensions of the STM design are also small 
enough to fit in the 30.4 Tesla hybrid magnet of the Nijmegen High Field 
Magnet Laboratory. 
2.3 Vibration isolation 
Although our STM is very rigid and insensitive to external vibrations, the level 
of vibrations has been minimized in a few ways. First of all, the complete STM 
set-up is moved to a former nuclear shelter. This is a surrounding where the 
level of vibrations is very low. Figure 2.4 shows the vibration spectra of the 
-*• STM outertube 
n 
¡ ^ 
-*• viton O-ring 
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50 
frequency (Hz) 
Figure 2.4: Vibration spectra (a) of the room on the fourth floor of 
the building in which the STM was operated before it was moved to 
the nuclear shelter, (b) of the nuclear shelter at the position where the 
cryostat is situated and (c) on top of the cryostat, when it is filled with 
helium and nitrogen. The spectra shown are all measured in Z-direction. 
Note that the vertical scale of figure (a) is much larger. 
floor of this nuclear shelter and of the room in the building on the fourth floor 
where the STM was operated before it was moved. Also shown is the vibration 
spectrum on top of the cryostat, when it is filled with liquid nitrogen and liquid 
helium. It is clear from the spectra that the level of vibrations is much lower 
in the nuclear shelter. In order to damp the residual external vibrations, the 
cryostat, in which the STM is used, is mounted on four pneumatic vibration 
isolators. Inside this cryostat the boiling cryogenic fluids can cause internal 
vibrations that are not damped in this way. These vibrations are minimized by 
the double viton O-ring construction that connects the insert to the cryostat 
(figure 2.3). In this way metal to metal contact is avoided and vibrations in 






Figure 2.5: Schematics of the STM and the electronic circuit, con-
sisting of the 7-V-converter and a filter to reduce the voltage noise. 
Furthermore, the groundings of the different components are indicated. 
both lateral and vertical direction are damped. All these precautions have 
proven to be sufficient for reliable STM operation. 
2.4 Electronics 
The STM is operated with commercial electronics [7]. However, to obtain a 
high spectroscopic resolution the tunnel voltage is filtered (with a low pass 
filter with a cut-off frequency of about 3-10 kHz) and divided by a factor of 
ten to thousand, before it is applied to the tunnel junction. The current to 
voltage converter is home-built and has a measuring resistance of ΙΟ8 Ω (figure 
2.5). 
The current and voltage leads are coaxial wires [8] going through a thin 
stainless steel tube, which shields them from the piezo signals. The piezo sig­
nals are applied via thin copper wires that go through a different stainless steel 
tube. Furthermore, the outer piezo and the insert are shorted to ground dur-
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Figure 2.6: Unfiltered constant current images of (a) HOPG at 4.2 
Kelvin (V=30 mV, 7=500 pA, scan range: 20x20 Â2), (b) NbSe2 at 1.3 
Kelvin (V=50 mV, 7=400 pA, scan range: 45x45 Â2) and (c) Au[lll] 
at 1.3 Kelvin (V=5 mV, /=2.5 nA, scan range: 40x40 A2). 
ing the measurements. Additional shielding from signals caused by computers 
in the same room is achieved by the grounded stainless steel cryostat. 
2.5 Performance 
At liquid helium temperatures atomic resolution has so far been obtained on 
highly oriented pyrolitic graphite (HOPG), NbSe2 and Au[lll] (figure 2.6). On 
HOPG we tested the complete magnetic field range and we obtained atomic 
resolution over this whole range (figure 2.7). 
Since NbSe2 is a type II superconductor with a chemically inert surface, it 
is also an ideal material to test the spectroscopic capability of the STM. Fig-
ure 2.8 shows tunnel characteristics between a Pt/Ir tip and a NbSe2 sample 
(normal metal-superconductor junction) and between a NbZr tip and a NbSe2 
sample (superconductor-superconductor junction) at 1.3 Kelvin without ap-
plied magnetic field. Also given is a numerically calculated conductance curve. 
The superconducting gap can be observed very clearly. However, the sub-gap 
conductance is too high compared with BCS theory. Several effects may cause 
this deviation from BCS theory. First of all, it is possible that the surface 
quality is not ideal, which may cause smearing of the spectroscopic features. 
For example, a non-ideal surface may cause charging effects which smear spec-
troscopic features [9,10]. A second reason may be the high current density in 
a STM geometry that may cause heating or pair breaking effects. However, 
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Figure 2.7: Constant current images of HOPG at an applied magnetic 
field of (a) 0 Tesla, (b) 4.1 Tesla and (c) 6.1 Tesla. The scan range for all 
images is 30x30 Â2. The tunnel current and tunnel voltage are: (a) 170 
pA, 13 mV (b) 95 pA, 13 mV (c) 85 pA, 13 mV. All measurements are 
done in the same run. The differences between the images are caused by 
tip changes during the magnetic field sweeps. 
we did not observe any current dependence of the conductance curves. The 
last explanation is residual noise in the applied voltage at the tunnel junc-
tion. This is probably the most likely explanation, since the sharpness of the 
gap-features is very reproducible for different runs, which is not likely for a 
bad surface quality. This point of enhanced conductance within the gap will 
be discussed further in chapter 3, where the obtained conductance curves are 
fitted with different models. The voltage noise model seems to give the best 
results than. 
To show the full power of the STM figure 2.9a shows an Abrikosov vortex 
lattice on NbSe2 at 1.3 Kelvin and an applied field of 0.4 Tesla. The method 
used to image the vortex lattice is the following: we scan the tip over the 
surface at a bias voltage higher than the superconducting gap energy and 
at every measurement point we disconnect the feedback loop and measure 
the current at an energy in the gap (typically 0.5 meV). Due to the reduced 
current in the gap in the superconducting state we will measure a reduced 
current in a superconducting region compared with a normal region. Figure 
2.9a shows this current as it has been measured while scanning over the surface. 
The spacing between single vortices is consistent with the expected spacing of 
ao=489 A / ß 1 / 2 (with В expressed in Tesla). Figure 2.9 also shows complete 
spectroscopic curves that have been obtained at the center of a vortex (c) 
and between two vortices (b). The curve between the vortices shows the 
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Figure 2.8: Tunnel characteristics between (a) a Pt/Ir tip and a NbSe2 
sample (superconductor-normal metal junction) and (b) a NbZr tip and 
a NbSe2 sample (superconductor-superconductor junction). The upper 
curves in (a) and (b) show the normalized conductance of both junctions. 
Both curves are measured at 1.3 Kelvin. 
expected superconducting behavior. The curve at the center of the vortex 
shows a peak in the conductance at zero bias, caused by bound states in the 
vortex [11]. The normalized height of this conductance peak is about 1.2. Since 
our samples have a residual resistance ratio of 22, this value of the peak height 
is in agreement with the observations by Renner et al. [12]. The asymmetry 
of the conductance curves in figure 2.9 (the conductance at negative bias is 
higher than at positive bias) is present in all spectroscopic results on NbSe2 
and has also been observed by other groups [11,12]. It is most probably due 
to a difference in work function between the tip (Pt/Ir) and the sample (see 
e.g. [13]). 
The main reason for the development of the titanium version of the de-
sign is the sensitivity of the stainless steel STM (although it is made of non-
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Figure 2.9: (a) The Abrikosov vortex lattice in NbSe2 at 1.3 Kelvin 
at an applied magnetic field of 0.4 Tesla. The scan range is 2000x2000 
A2. The set point for this measurement is 5 mV and 100 pA. Shown 
in this figure is the current that has been measured at 0.5 mV. (b) 
Tunnel characteristic obtained between two vortices in (a), (c) Tunnel 
characteristic obtained in the center of a vortex in figure (a). 
magnetic stainless steel) to magnetic field changes. Magnetic field sweeps 
cause a large drift between the tip and the sample for this stainless steel STM. 
This is very inconvenient since the position at which we tunnel may be com-
pletely different before and after applying magnetic field. To obtain insight 
in the improvement of the magnetic field behavior of the titanium STM, we 
tested the influence of the magnetic field on the Z-position of both STM's 
when they were in tunneling contact with the sample. Since the barrier width 
is kept constant during this measurement, the obtained Z-position will give 
a measure for the drift. We did this for different types of samples and all 
tunnel junctions showed the same behavior. For the stainless steel STM the 
tip is first attracted to the sample over about 100 nm at a field of 3 Tesla. At 
higher fields the distance between the tip and sample increases very strongly 
and tunneling during the field sweep is not possible. The titanium STM is less 
2.6 Conclusions 27 
sensitive to magnetic fields: the distance between the tip and sample decreases 
monotonically by about 4 nm/Tesla. This very small drift makes it possible to 
keep the tip in tunnel contact with the sample during magnetic field sweeps. 
2.6 Conclusions 
We have designed a low temperature STM that works very reliably and that 
can be used in high magnetic fields. The design is very insensitive to external 
vibrations due to the compact and concentric design. The STM routinely 
shows atomic resolution on graphite and NbSe2- The sensitivity to magnetic 
field has been minimized by making a version completely out of titanium. 
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3.1 Introduction 
Since the pioneering tunnel experiments by Giaever [1], tunneling spectroscopy 
has become one of the most powerful techniques to study the excitation spec-
trum of superconductors. Moreover, with the invention of STM the possibility 
of spatially resolved tunneling spectroscopy has arisen. This enabled the study 
of variations of the excitation spectrum at the surface of inhomogeneous super-
conductors. This capability of STM was employed for the first time by Elrod, 
de Lozanne and Quate [2,3], who observed variations of the order parameter in 
a superconducting NbßSn film. The origin of these variations is not clear, but 
possibly their tip clean procedure damaged the surface. Similar variations of 
the order parameter have been observed on the crystal surface of the high Tc 
superconductor УВагСизОд-і [4]. In 1989, Hess et al. [5] used STM to study 
the most prominent inhomogeneous effect in a superconductor: the Abrikosov 
vortex lattice in a type II superconductor. For this purpose they used the type 
II superconductor NbSe2, because of the ideal surface quality. Local tunneling 
spectroscopy at a position between the vortices showed a clear BCS supercon­
ducting gap. Contrary to this, spectroscopy in the center of a vortex showed 
a peak in the density of states at the Fermi level. This peak is ascribed to 
bound quasi-particle states inside the vortex. Renner et al. [6] have shown 
that this Zero Bias Conductance Peak (ZBCP) is very sensitive to disorder 
and disappears when the superconductor approaches the dirty limit. Later 
experiments by Hess, Robinson and Waszcak [7] at a lower temperature and 
with improved energy resolution revealed additional structure in the tunnel 
spectra obtained close to the vortex center. Furthermore, these measurements 
showed that the vortices were star shaped due to the interaction with the un­
derlying atomic lattice and the neighboring vortices. Recently Hess, Robinson 
and Waszcak [8, 9] studied the effect of the direction of the magnetic field 
with respect to the crystal surface. At large angles between the crystal and 
the magnetic field completely distorted flux line lattices were observed. In a 
recent paper Behler et al. [10] have reported pinning of vortices by defects 
that are caused by ion bombardment of the superconductor. Especially at low 
magnetic fields, when the vortex-vortex interaction is small, they observed a 
large influence of these defects on the ordering of the vortices. 
All these STM results on the Abrikosov vortex lattice are obtained on 
NbSe2 (in the experiments by Renner et al. [6] the disorder was caused by 
substituting Ta in NbSe2). This material has the advantage that it can be 
cleaved very easily and that the surface obtained in this way is chemically 
inert, which makes it an ideal material for low temperature STM. Kashiwaya, 
Koyanagi and Shoji [11] have reported the only experiment in which the vortex 





Figure 3.1: The crystal structure of 2H-NbSe2- The lattice parameters 
are a=3.45 Â and c=12.54 Â. 





In this chapter we describe STM results on NbSe2- The aim of this study 
is twofold. First of all, because of the ideal surface properties and the charge-
density-wave and superconducting phase transition, NbSe2 is an ideal material 
to test and optimize the capability of the low temperature STM described 
in the previous chapter. Secondly, we want to address experimentally some 
fundamental issues concerning the Abrikosov vortex lattice. In particular, the 
magnetic field dependence of the zero bias conductance peak is studied and 
the effect of tip induced defects on the vortex lattice. Parts of the results 
presented in section 3.3 have been obtained with a different low temperature 
STM from the one described in the previous chapter. This STM has also been 
developed in our group [12]. 
3.2 Experimental details 
The crystal structure of 2H-NbSe2 is shown in figure 3.1. It consists of sheets 
of strongly bound Se-Nb-Se layers. The forces between these layers are Van der 
Waals forces and, therefore, the crystals can be cleaved easily with adhesive 
tape. The layer that is exposed after cleaving of the crystal is an inert Se layer. 
Both the Se and the Nb layer are ordered in a hexagonal lattice. The lattice 
constant of these layers is a=3.45 Â and the distance between the Se-Nb-Se 
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Figure 3.2: Resistance normalized to the resistance at room temper­
ature versus temperature for a NbSe2 sample with a residual resistance 





 obtained from this measurement is 7.05 Kelvin (where we 
defined T
c
 as the temperature where the resistance has dropped to half 
the value above the phase transition). 
sheets is c= 12.54 Â [13]. 
Around 40 Kelvin 2H-NbSe2 undergoes a phase transition into a charge 
density wave (CDW) state. This CDW is incommensurate with the underlying 
atomic lattice and has a periodicity of about 3a. The CDW creates a gap in 
a part of the Fermi surface. Resistivity measurements show a slight increase 
of the resistance at this transition temperature [14]. 
2H-NbSe2 is a type II superconductor with a critical temperature of about 
7 Kelvin. The coherence length ξ is about 80 Â parallel to the planes and the 
in-plane penetration depth is 2000 Â, which makes it a strong type II super-
conductor in the clean limit. The Ginzburg-Landau parameter is κ(=λ/ξ)=25 
[14]. The upper critical field perpendicular to the layers, HC2, is 4.0 Tesla [15]. 
The experiments we present here are performed on samples with three 
different residual resistance ratios (RRR), which is defined as the resistance 
at room temperature divided by the resistance just above the superconducting 













Table 3.1: The residual resistance ratio (RRR) and critical tempera­
ture (T
c
) of the different samples that are used. Both the RRR and T
c 
are obtained from resistance measurements. 
phase transition. These RRR's for our samples are 9.5±0.5 (sample type A), 
22±1 (type B) and 32±2 (type C). The samples are grown in a iodine assisted 
transport reaction. Sample type A and В are grown in the same session: 
samples A grew at the cold side of the batch and samples В at the hot side. В 
samples have been annealed before they were used in the experiment. Samples 
С are from a different batch. 
Figure 3.2 shows the resistance of a typical sample of batch A as a function 
Figure 3.3: STM constant current image of NbSe2 (batch B), obtained 
at 1.3 Kelvin. The height modulation caused by the charge density 
wave, which has a period of approximately three times the interatomic 
distance, can be observed very clearly. The image has been filtered to 
remove high frequency noise. The scan range is 80x80 Â2. The tunnel 
conditions are V=3 mV and /=100 pA. 
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of temperature. A sharp superconducting transition is observed around 7 
Kelvin. It appears that the samples with a low RRR have a slightly lower T
c
. 
Table 3.1 shows the RRR and T
c
 of the samples used in our experiments. 
Before mounting the sample in the low temperature STM, it was cleaved 
with adhesive tape. The time between cleaving of the sample and evacuation 
of the STM insert is approximately half an hour. During this time the sample 
has been exposed to air. 
Figure 3.3 shows an STM image of a sample of batch B, obtained at 1.3 
Kelvin. Besides the atomic corrugation, also the charge density wave is clearly 
visible. Similar images have also been obtained on samples from batch A and 
С 
In figure 3.4 tunnel characteristics of a junction between a Pt/Ir tip and 
a NbSe2 sample (batch A) at 1.3 and 4.2 Kelvin are shown (curves labeled 1 
in figure (a) and (b) are the experimental curves). As can be seen from these 
measurements, a very clear superconducting gap is present. 
According to the BCS theory of superconductivity a tunnel characteris­
tic at temperature Τ between a normal metal and a superconductor can be 
described as [16]: 
Ins(V) ~ Γ p
nPs(E)(f(E) - f(E - eV))dE (3.1) 
J — OO 
where p
n
 is the (energy independent) density of states of the normal metal, 
f{E) the Fermi-Dirac distribution function, V the applied bias voltage and 
p
s
(E) the density of quasi particle states in the superconductor, given by: 
ps(E) = PQlfte E\ ( £ 2 - Д 2 ) 2 (3.2) 
with Δ the energy gap of the superconductor and po the normal state density 
of states of the superconductor. By differentiation of equation 3.1 with respect 
to V, the tunnel conductance can be obtained: 
dI
ns
/dV ~ Γ p
s
{E) 
J — OO 
df{E + eV) 
d(eV) dE (3.3) 
For low temperatures, Τ ·< T
c
, the derivative of f{E) is strongly peaked 
and, therefore, the conductance around zero bias will be zero, since p
s
(E) is 
zero around the Fermi-level (see equation 3.2). However, in an STM geome­
try very often an enhanced conductance for voltages in the gap (eV < Δ) is 
observed. This effect is also present in our results (see fig. 3.4): the super­
conducting gap can be observed clearly, but the conductance for bias voltages 
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Figure 3.4: (a) Tunnel characteristic between a Pt/Ir tip and a NbSe2 
sample (batch A), obtained at 4.2 Kelvin. Curve 1 is the experimental 
curve. Curve 2 is obtained with the BCS theory taking into account a 
noise in the tunnel voltage with a Gaussian distribution. Curve 3 is ob­
tained taking into account pair breaking effects. The fit parameters are: 
(2) T=4.2 Kelvin, Δ=1.3 meV and
 поіяе
=0.7 meV, (3) T=4.2 Kelvin, 
Δ=1.5 meV and Γ=0.4 meV. (b) Tunnel characteristic between a Pt/Ir 
tip and a NbSe2 sample (batch A), obtained at 1.3 Kelvin. Curve 1 
is the experimental curve. Curve 2 is obtained with the BCS theory 
taking into account a noise in the tunnel voltage with a Gaussian dis­
tribution. Curve 3 is obtained taking into account pair breaking effects. 
The fit parameters for the two theoretical curves are the same as for 
figure (a), except for the temperature which is 1.3 Kelvin in these fits. 
In both figures curve 2 and 3 have been shifted vertically with 0.5 and 
1.0 respectively. 
in the gap is larger than expected for ideal BCS behavior. At 1.3 Kelvin, for 
example, the ideal BCS conductance curve for tunneling to a superconductor 
with a gap as large as the gap of NbSe 2 ( Δ « 1.1 - 1.3 meV [17]) should be 
zero in the gap region. 
Several explanations for this sub-gap conductance have been suggested. 
One of the reasons might be a non ideal surface quality, which may cause 
charging effects that smear the spectroscopic features [18,19]. Furthermore, 
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the current densities in a STM tunnel junction may cause pair breaking or 
heating effects. A last origin of this subgap conductance may be residual 
noise in the applied tunnel voltage. 
To get some insight in the origin of the enhanced conductance within the 
gap region, we fitted both experimental curves to two models. The first model 
takes into account a noise with a Gaussian distribution in the applied volt-
age (these fits are labeled 2 in figure 3.4). The second model (curves labeled 
3) takes into account pair breaking effects according to the theory of Dynes, 
Narayanamurti and Garno [20]. In this case the density of states in the super-
conductor is modified to: 
pa{E,T) = po$te E-iT ((£? - гГ)2 - Д 2 ) 2 (3.4) 
with Γ the pair breaking parameter. Prom the fits it is clear that, especially 
at 1.3 Kelvin, the model that takes voltage noise into account is closer to the 
measured curves. Especially the shape of the conductance curve within the 
gap-region is reproduced better by the noise-model. Furthermore, the fits that 
take pair breaking into account give a value of the superconducting gap of 1.5 
meV, which is too large compared to the values reported in literature (1.1-
1.3 meV) [17]. However, since the effect of heating due to the high current 
densities or smearing of spectroscopic features caused by a non-ideal surface 
quality will be very similar to the effect of noise in the applied voltage, it is not 
possible to distinguish which effect is the origin of the high sub-gap conduc­
tance. However, heating due to the large current density is not a very likely 
candidate, since we did not observe any effect of the current-setpoint value on 
the obtained conductance curves, which is expected to occur in this situation. 
Contrary to this, we found that changes which influence the voltage noise (like 
alterations of grounding points and shielding) generally strongly influence the 
sub-gap conductance. Therefore, we conclude that this voltage noise is a very 
likely candidate for the origin of the sub-gap conductance. Certainly, it is very 
important to pay much attention to the above mentioned aspects of shielding 
and grounding, to get reliable and reproducible spectroscopic STM results. 
Similar tunnel characteristics as shown in figure 3.4 have been obtained on 
all types of samples. The gap obtained from fits using the model that takes 
into account voltage noise is 1.2±0.1 meV. This gap gives, together with a T
c 
of 7.1 Kelvin, a value for 2A/kBTc of 3.8±0.3, which is close to the BCS weak 
coupling limit of 3.53 (see e.g. [16]). 
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3.3 Tunneling microscopy and spectroscopy of the 
vortex state 
3.3.1 The electronic structure of the vortex core 
The first STM experiments by Hess et al. [5] on the Abrikosov vortex state and 
the internal electronic structure of a single vortex core in NbSe2, have initiated 
a large effort in this field, both experimentally [6-8,21] and theoretically [22-
28]. In particular the peak in the density of states at the Fermi level, observed 
when the tip is positioned at the center of the vortex, is of interest. 
This zero bias conductance peak (ZBCP) can be understood by consid­
ering a vortex as a normal metal cylinder of radius ξ (the coherence length) 
surrounded by a superconductor. The electrons in the normal cylinder with an 
energy smaller than the superconducting gap energy Δ in the superconductor 
can only penetrate the superconducting region if a hole with opposite mo­
mentum is created (Andreev reflection (see e.g. [29]). This causes that bound 
states of electrons (and holes) in the normal region (vortex) will form. These 
bound states cause the experimentally observed enhanced conductance. 
However, a proper treatment of the electronic structure of an isolated vor­
tex requires a realistic description of the change of the order parameter Δ at 
the interface between the superconducting and normal region. A good ap­
proximation for this change of the order parameter in the vortex core region 
is [16]: 
Δ ( Γ ) = Δ 0 tanh(dr/£) (3.5) 
Here Δο is the gap of the bulk superconductor, r is the distance from the 
vortex center and d is a constant. 
Shore et al. [23] have solved the microscopic Bogoliubov equations for an 
isolated vortex. They found that the bound state quasi-particle wave functions 
with low energy and low angular momentum μ (μ is a half integral number) are 
peaked at the center of the vortex core. Wave functions with a high angular 
momentum are peaked at a distance of the order of r ~ μ/kjr from the center 
of the vortex core [26]. The energy of the different wave functions is about 
Εμ « μΔο/Α;^ξ· Therefore, low-energy states are located in the center of the 
vortex core and higher energy states become important further away from the 
vortex center. The peak in the density of states, that is observed in the STM 
measurements if the STM tip is positioned at the center of the vortex core, 
is caused by tunneling into the low-energy states that are dominant in this 
region. Due to the small energy difference between subsequent levels (AE и 
Δο/&ίΌ> STM is not capable of resolving the individual states. However, at 
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3He temperature Hess, Robinson and Waszcak [7] have been able to observe 
an effect of these higher angular momentum wave functions: a splitting of the 
peak when they moved the STM tip from the center of the vortex away. 
Gygi and Schlüter [25,26] have studied theoretically the influence of break-
ing the rotational symmetry of a single vortex. This breaking of the rotational 
symmetry may occur due to an anisotropic crystal potential or due to the in-
teraction with neighboring vortices. They found that single vortices are not 
cylindrical but star shaped due to this disturbance. At 3He temperatures this 
star shape of the vortices has indeed been observed by Hess et al. [7,30]. 
The case of strongly interacting vortices near HC2 has been treated the-
oretically by Pöttinger and Klein [27]. They found the formation of energy 
bands caused by the periodic potential (formed by the vortex lattice) that is 
sensed by the quasiparticles. Due to these bands, oscillations in the density 
of states as a function of energy are predicted. 
3.3.2 Experimental procedure for imaging the vortex latt ice 
Figure 3.5 shows a schematic picture of the Abrikosov vortex lattice. The vor-
tices are ordered in a triangular lattice (figure 3.5a), with a spacing of oo =489 
Á/.B1/2 (where В is expressed in Tesla). Every single flux line carries one mag­
netic flux quantum (Фо = hc/2e = 2.07· 1 0 - 7 Gauss-cm2). The magnetic field 
distribution around the vortex core and the value of the order parameter Δ 
in this region are shown in figure 3.5b. At the center of the vortex the order 
parameter Δ is zero and it gradually increases with increasing distance from 
the vortex core (figure 3.5b). Due to this variation in the order parameter, 
spectroscopy at the center of the vortices will show metallic behavior (if we 
neglect the bound states inside the vortex core) (figure 3.5c, solid line) and 
spectroscopy between the vortices will show a superconducting gap (figure 
3.5c, dashed line). Based on these differences between the vortex core and the 
superconducting region (both magnetically and spectroscopically), images of 
the vortex lattice can be obtained. 
Besides STM, several techniques have been employed to visualize the vor­
tex lattice, like decoration techniques [31], magnetic force microscopy [32,33] 
and Lorentz microscopy [34,35]. 
The STM imaging techniques of the vortex lattice make use of the differ­
ence in the density of states in superconducting and normal regions (figure 
3.5c). Several ways to visualize the vortex lattice with a STM are described in 
literature. First, the vortex lattice can be imaged by measuring the conduc­
tance within the superconducting gap region over the sample. This is done by 
applying a modulation voltage on top of the bias voltage. Due to the reduced 
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NbSe2 
Figure 3.5: Schematic drawing of the vortex lattice (a) and the mag­
netic field distribution and variations of the order parameter around the 
vortex core (b). The magnetic field changes on a length scale of the 
penetration depth λ and the order parameter on a length scale of the 
coherence length ξ. (с) shows the differences in tunnel characteristics 
due to the differences in density of states for the vortex core and outside 
the core. 
density of states in the superconducting state, the conductance (~density of 
states) will be low in superconducting regions and high in normal regions. In 
this way the vortex lattice can be observed very clearly [5-7]. A disadvantage 
of this method is that it is very time consuming since the conductance is mea­
sured with lock-in techniques. A second way to observe vortices with a STM, 
is to image the surface in a topographic way (without disconnecting the feed­
back loop) at a voltage within the gap. Due to the reduced density of states, 
the tip has to move closer to the surface to obtain the set-point value for the 
current in superconducting regions compared to normal regions. Therefore, 
normal regions (vortices) will appear as bumps on the surface with a height 
of the order of 1 A [10]. This method is very fast since the feedback system 
does not have to be disabled. However, it is limited to very flat surfaces, 
since the small height variations caused by changes in the density of states 
are superimposed on the topographic information of the surface. Therefore, 
we used a third method [21]. Here, we scan over the surface at a bias voltage 
above the superconducting gap. At every measurement point we disconnect 
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Figure 3.6: Abrikosov vortex lattice on a sample of type С (because 
of the low magnetic field only three flux lines are visible) and tunnel 
characteristics at the center (b) of a vortex and between the vortices (a). 
The measurements are done at 1.3 Kelvin and for a magnetic field of 500 
Gauss. The scan range is 3500x3500 Â2. The set point is 150 ρ A and 5 
mV. The current for the image is measured at 0.5 mV. 
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the feedback and measure the current at a bias voltage in the gap. Due to the 
presence of the superconducting gap, the current in superconducting regions 
will be lower than in normal regions. In this way the obtained current image 
will reveal the Abrikosov vortex lattice. The typical time to obtain an image 
of the flux line lattice in this way is 5-15 minutes. 
3.3.3 Spectroscopy of vortices: magnetic field dependence of 
the electronic structure of the vortex 
In this section we will describe results on the internal electronic structure of 
the vortex core. In particular we will study the magnetic field dependence of 
this electronic structure. Previous experiments [5-9] have been performed at 
low magnetic fields for which the flux lines can be described as being isolated. 
The only STM experiment in which the effect of the magnetic field on the flux 
line lattice was studied, has been reported by Golubov and Hartmann [28]. 
The essential result of this study is a shrinking of the vortex core as the 
magnetic field is increased. However, due to the high temperature (T—4.2 
1.3 Kelvin, 0.3Tesla 
Figure 3.7: Conductance curves for tunneling between a Pt/Ir tip and 
a NbSe2 sample (batch B) at 1.3 Kelvin at different distances from the 
vortex core. The magnetic field is 0.3 Tesla. 
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Figure 3.8: The radius of the vortex core of a sample with a residual 
resistance ratio of 22 as a function of magnetic field at 1.3 Kelvin (open 
circles). The size is obtained from images similar to figure 3.6 and it has 
been defined as the distance from the center of the vortex to the position 
at which the current measured at a voltage within the superconducting 
gap has been reduced to one third of the maximum value at the center 
of the flux line. The voltage within the gap at which the current has 
been measured is 0.5 mV. Also shown are the data by Golubov and 
Hartmann [28] (filled circles), which is obtained at 4.2 Kelvin. Because 




 «0.6) in this experiment the details of the electronic structure, 
in particular the zero bias conductance peak (ZBCP), could not be resolved. 
In this section we show the results of a detailed study of the effect of the 
magnetic field on this ZBCP. 
Figure 3.6 shows the Abrikosov vortex lattice on a NbSe2 sample (batch 
C) at 1.3 Kelvin, obtained in the way described in the previous section. Also 
shown are spectroscopic curves at the center of a vortex core (curve b) and 
between vortices (curve a). The conductance curve at the center shows the 
peak around zero bias caused by the bound states (see section 3.3.1). On the 
other hand, the conductance curve between the vortices shows BCS behavior 
for tunneling between a normal metal and a superconductor. To show the 
complete evolution from the peak in the density of states at the center of 
the vortex to BCS behavior far away, figure 3.7 shows a set of conductance 
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Figure 3.9: The zero bias conductance peak for the three different 
types of samples measured at 1.3 Kelvin at a field of 500 Gauss. Curve 
(A) is for the sample with a residual resistance ratio of 9.5, (b) for 22 
and (c) for 32. The samples with the lowest residual resistance ratio 
have the lowest peak height. Curve (b) is offset by 0.2 and curve (c) by 
0.4. 
curves at different distances from the core (sample B). The peak in the den­
sity of states smoothly evolves into a BCS gap. The additional spectroscopic 
structure that has been predicted theoretically [23] and observed at 3He tem­
peratures [7] when the tip is moved away from the core, is not resolved, which 
is most likely due to the higher temperatures or voltage noise as discussed in 
section 3.2. 
Figure 3.8 shows a typical example of the size of the vortex at different 
values of the applied magnetic field. The radius of the vortex core has been 
defined in the same way as in the analysis by Golubov and Hartmann [28] : the 
distance from the vortex center to the position at which the current measured 
within the gap has reduced to 1/3 of the maximum value in the center of 
the vortex. In agreement with the results of Golubov and Hartmann [28] we 
observe a pronounced shrinking of the vortex core with increasing magnetic 
field. However, the vortex sizes we obtain are smaller than the size that 
Golubov and Hartmann report. The reason for this is the decrease of the 
coherence length ξ with decreasing temperature (ξ2(Τ) = ξ2(0)(1 — T/T
c
)~l 
(see e.g. [16])). A decrease of the coherence length will cause a comparable 
44 Spatially Resolved Tunneling Spectroscopy on NbSe2 
shrinking of the flux line (see equation 3.5). 
We will now focus on the peak in the density of states at the center of the 
vortex. Figure 3.9 shows the height of this peak at a field of 500 Gauss for 
the different samples. The height normalized to the conductance at high bias 
voltage (V 3> Δ/e) decreases with decreasing residual resistance ratio. This 
is in agreement with the experiments by Renner et al. [6], who observed the 
disappearance of the peak when the superconducting sample approaches the 
dirty limit (Ι/ξ < 1, with I the mean free path of the electrons). They ascribed 
this to mixing of the different bound state wave functions, which occurs when 
the mean free path of the electrons becomes smaller than the size of the vortex 
core ( « ξ). The height of the peak for samples of type В is comparable to the 
result of Renner et al. for samples without Та substitution, which have the 
same residual resistance ratio ( « 22). 
We observed small differences in the peak height for different vortices on 
the same sample and with the same magnetic field applied. This has also been 
observed by Renner [36], who ascribed this to local variations of the purity of 
the sample which locally changes the mean free path of the electrons. 
Figure 3.10a shows the normalized conductance at the center of the vortex 
at different magnetic fields between 500 Gauss and 2.5 Tesla for a sample 
with a residual resistance ratio of 32. For low fields (< 0.8 Tesla) the peak 
height is fairly constant. The small variations that can be observed at these 
low fields are most likely caused by local changes in the purity of the sample. 
However, when the field is increased to about 1 Tesla, the peak starts to 
decrease and at 2.5 Tesla it has disappeared (almost) completely. Samples of 
all three types show a similar behavior. Furthermore, it is noticeable that we 
do not observe any clear effects of band formation at magnetic fields close to 
HC2 (=4.0 Tesla) [15], which is predicted to occur [27]. Above 2.5 Tesla all 
spectroscopic curves at the vortex center show metallic behavior. The reasons 
that we do not observe this additional structure might be that the samples 
that we use are not pure enough or that the temperature is too high and 
this fine structure is thermally smeared. Another reason may be that there 
is still residual voltage noise at the tunnel junction and that the predicted 
structure can not be resolved. However, the expected spectroscopic structure 
is on the energy scale of the gap energy Δ, which can be resolved clearly with 
the present spectroscopic resolution. 
Figure 3.10b shows the peak height, normalized to the low field value, as 
a function of magnetic field for samples with a residual resistance ratio of 9.5, 
22 and 32. The general trend is that the peak is constant up to fields of 0.8 
Tesla and that it starts to decrease at higher fields. The threshold field for 
this decrease (0.8-1.2 Tesla) is the field at which the experiments did show the 
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Figure 3.10: (a) The zero bias conductance peak for a sample with a 
residual resistance ratio of 32 for different magnetic fields at 1.3 Kelvin. 
All curves are normalized and subsequent curves are offset by 0.2. The 
magnetic fields are indicated in the figure. Above approximately 1 Tesla 
the peak gradually disappears, (b) The normalized excess conductance 
at zero bias due to the presence of the bound states for different samples 
with residual resistance ratio's of 9.5, 22 (two different samples) and 32 
as indicated in the figure. This excess conductance is obtained from data 
similar to figure (a) and normalized to the low field value. Up to fields of 
about 0.8-1 Tesla this excess conductance is constant, and above these 
fields it drops. At a field of 2.5 Tesla the excess conductance is almost 
zero and the zero bias conductance peak has (almost) disappeared. 
first sign of collapse of the superconducting gap between two neighboring flux 
lines. Therefore, this is the field at which the vortices start to overlap and at 
these high fields the electronic structure of the vortices cannot be described 
with a model of isolated flux lines. At the experimentally obtained field of 
about 1 Tesla, at which the vortices start to overlap, the distance between 
the flux lines is 489 Â, which is about six times the coherence length ξ. This 
overlap causes that the depth of the potential well in which the quasi particles 
are bound reduces. Furthermore, the shape of the potential well will change 
due to this overlap. 
These changes will have several effects on the observed zero bias conduc­
tance peak. Some possible changes are illustrated in figure 3.11. First of all, 
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(a) (b) (c) 
Figure 3.11: Illustration of possible changes of the lowest bound quasi 
particle state due to an increase of the applied magnetic field, (a) shows 
an illustration of the lowest bound state for an isolated flux line at low 
field, (b) shows the effect of the decrease of the potential barrier: the 
quasi particle wave function can penetrate further into the supercon­
ducting region and the amplitude of the wave function at the center of 
the vortex core will decrease, (c) shows the effect of overlap of the bound 
state wave functions of different flux lines. 
the amplitude of the low energy quasi particle wave functions (that cause the 
ZBCP) in the (forbidden) superconducting region will increase (figure 3.11b). 
This is due to a decrease of the energy difference between the potential well 
(which decreases from Δη to 0 with increasing magnetic field) and the energy 
of the bound states. If the amplitude of the wave function outside the center 
of the flux increases, it will decrease at the center of the flux. This decrease of 
the amplitude will decrease the ZBCP. A second effect, that may become im­
portant at these high fields, is overlap between the bound state wave functions 
of the different flux lines (figure 3.11c). This strongly delocalizes the bound 
states and, therefore, the ZBCP will start to disappear. Due to the increased 
interaction between neighboring vortices at higher magnetic fields the energy 
levels of the bound states will broaden and the different states will mix. A last 
important effect is that less bound states can be present in the vortex core 
due to the reduction of the potential well. Since we only probe the low energy 
states (low angular momentum states) at the center of the vortex, this will 
only be important when these low energy states are pushed out of the core, 
which happens at high fields. 
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Summarizing, with increasing magnetic field we observed a shrinking of 
the vortex core and a decrease and eventually a disappearance of the peak in 
the tunnel spectra caused by bound states in the vortex core. This can be 
understood by changes in the potential barrier between the superconducting 
and the normal region as the magnetic field is increased. Contrary to the 
theoretical predictions, we did not observe effects of band formation when the 
flux lines start to overlap strongly. 
3.3.4 Distort ions of the vortex lattice caused by tip induced 
defects * 
The exact shape of the Abrikosov vortex lattice can be obtained from 
energy considerations. In the case of a homogeneous superconductor without 
impurities the most important energy terms are (1) the energy that is required 
to destroy superconductivity inside the vortex and (2) the energy associated 
with the repulsive force between different vortices caused by the overlap of 
the magnetic field of different vortices. In this case the shape of the vortex 
lattice is caused by this repulsive force; the distance between the vortices is 
maximized and the resulting lattice is the triangular Abrikosov vortex lattice. 
Usually this vortex lattice is fixed to the crystal lattice (pinned) by a large 
number of randomly distributed pinning centers. However, very strong sin-
gle pinning centers may cause deviations from this triangular vortex lattice. 
Another deviation from this regular vortex lattice may be caused by a large 
anisotropy of the superconducting parameters: on high temperature super-
conductors vortex chain structures are observed if the magnetic field is not 
applied parallel to the anisotropy axis [37,38]. Very strong pinning centers are 
columnar defects, which can be created by irradiation of the superconductor. 
These pinning centers are very strong because they extend over a large dis-
tance through the superconductor and, therefore, facilitate the destruction of 
superconductivity over a large length. This causes a large gain of energy when 
a flux line lines up with such a defect. Observations with a STM of deviations 
of the flux lattice caused by these columnar defects have been done by Behler 
et al. [10]. In these experiments clean NbSe2 samples were bombarded by ions 
in order to create local columnar defects. The STM measurements showed a 
disturbed vortex lattice and at low magnetic fields single vortices tended to 
be located at a defect site. 
* Slightly modified version of the paper Scanning-tunnehng-microscopy study of distor-
tions of the vortex lattice caused by tip induced defects by J.G.A. Dubois, A.J.A. van Roij, 
J.W. Gerritsen, L.W.M. Schreurs, and H. van Kempen, submitted. 
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For applications of superconductors, knowledge of pinning forces caused by 
different types of pinning centers is important: the transport current through a 
type II superconductor in the vortex state will only flow without dissipation as 
long as the flux lines are fixed to the crystal. However, if the current through 
the superconductor is increased, the Lorentz force acting on the flux lines may 
overcome the pinning force and the flux lines will start flowing, which causes 
dissipation of energy. 
Here, we describe a study of the effect of local tip-induced defects on the 
Abrikosov vortex lattice. On forehand it is not clear whether the small defects 
we create (dimensions of roughly 1000x1000x300 Â3) have any influence on 
the shape of the Abrikosov lattice. However, since the dimensions of the 
defects that we create are of the order of the coherence length one might be 
able to observe some influence on the flux lattice. 
The STM used for this study is a low temperature STM with an inertia 
mover mechanism for rough approach between tip and sample [12]. The ex-
periments described here are all performed at 1.3 Kelvin. The tips that are 
used are Ptlr tips that are cut with scissors. 
The samples used in this experiment are NbSe2 samples that are grown in a 
iodine assisted transport reaction. The samples have a residual resistance ratio 
of 20±2 and a Tc of 7.Ü0.1 Kelvin as obtained from resistance measurements. 
NbSe2 is an extreme type II superconductor with a layered structure. The in-
plane coherence length ξ is 80 Â and the penetration depth λ is about 2000 
Â, giving it a Ginzburg-Landau parameter κ(=λ/ξ) of 25 [14]. The forces 
between the layers are small Van der Waals forces and, therefore, the samples 
can be cleaved easily. The dimensions of the samples are typically 3x3x0.2 
mm
3
. Prior to being cooled down to 1.3 Kelvin the samples were cleaved 
with adhesive tape. Images at low temperature revealed large atomically flat 
surfaces with only very few small defects and steps. Images of the vortex lattice 
on this type of undisturbed surfaces showed a very regular lattice without any 
disturbances. 
The defects were created by applying a voltage pulse (about 1 second) to 
the tip when the tip was in tunneling contact with the sample. This was done 
at 1.3 Kelvin. The tunnel current was typically 1 nA in this situation and the 
voltage was increased to typically 2-3 Volt. In this way holes in the surface 
were created with a typical radius of 500-1500 Â and a depth of 100-300 Â. 
However, if this procedure is performed more subtle and controlled patterning 
of the crystal surface can be done [39]. This is very interesting since it enables 
the creation of different structures on the sample surface (before cooling or at 
low temperature), and one might be able to study the effect of different etched 
structures on the position of the flux lines. 
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Figure 3.12: (a) Topographie image of a defect created by applying a 
voltage pulse to the tip (tunnel conditions are 5 mV and 100 pA). The 
scan range is 5000x5000 Â2. The range of the height scale is 0-400 Â 
from white to black. The depth of the hole is 300 Â. (b)-(f) Images of the 
vortex lattice around this defect obtained at 0.5 mV. (b) Field 0.01 Tesla, 
scan range 11500x11500 Â2, (c) 0.045 Tesla, 5000x5000 A2, (d) 0.1 
Tesla, 5000x5000 Â2, (e) 0.4 Tesla, 5000x5000 Â2, (f) an enlargement 
of the area around the defect of figure (e). The dashed lines show the 
expected undisturbed position of the vortices. The black circles indicate 
vortices that are at a substantial distance from the undisturbed position 
(about 100-500 Â). The arrows indicate missing vortices. In figure (e) 
white circles show vortices at positions where there were missing vortices 
in (c) and (d). At low magnetic fields (figure (b)) a regular vortex lattice 
is not present. 
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Figure 3.13: (a) Tunnel characteristic at the center of the defect in 
figure 3.12 without magnetic field applied (T=1.3 Kelvin). At this posi-
tion no sign of superconductivity is observed, (b) Tunnel characteristic 
at a position close to the defect in figure 3.12 without magnetic field 
applied (T=1.3 Kelvin). Here a clear superconducting gap is observed. 
The noise in the tunnel curves is caused by an instable tunnel current 
in the vicinity of the defect, that may be caused by loosely bound lay-
ers of NbSe2 in this damaged region. Besides these spectroscopic curves 
around the defect, also a tunnel characteristic is shown that is obtained 
on an undamaged position (curve c). 
Figure 3.12a shows a topographic image of a defect tha t is created in the 
above mentioned way. The depth of the defect is about 300 Â. Outside the 
scan range of this image one more defect has been created tha t had similar 
dimensions. Figure 3.12b-f shows the vortex lattice around the defect at dif-
ferent magnetic fields (note that the scan range is not the same for all scans). 
The defect appears in these images as a rather chaotic structure and the tun-
nel current above it is less stable than above the flat part of the sample. This 
may be caused by loosely bound planes of NbSe2 in this damaged region. 
At low fields (figure 3.12b, 0.01 Tesla) the flux lattice is completely dis-
torted. If the field is increased (figure 3.12c and d, 0.045 and 0.1 Tesla) the flux 
line lattice recovers, except for the region close to the defect. In this region 
there are missing flux lines (indicated by an arrow) and some flux lines are 
pushed away from the defect (indicated by a black circle). When increasing 
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the magnetic field further the flux line lattice becomes regular, even close to 
the defect (figure 3.12e and f, 0.35 Tesla). It is not possible to observe fluxes 
very close to the defect (roughly within the region indicated by the circle in 
figure 3.12f), since the surface in this region has been damaged and the tunnel 
characteristics in this region do not show a superconducting gap, even in zero 
magnetic field. This is illustrated by figure 3.13 that shows tunnel character­
istics in zero field in this region (curve a is measured at the defect position 
and curve b just outside the damaged region) and far away from the damaged 
region (curve c) . However, the missing flux lines at lower field shown in figure 
3.12c and d are not caused by any damage to the crystal surface, since at 
higher field (figure 3.12e and f) flux lines are resolved at these positions (these 
flux lines are indicated by white circles in figure 3.12e). Therefore we think 
that the missing flux lines in figure 3.12c and d are attracted by the defect. 
So we can summarize the results by noting that the defect shown in figure 
3.12a distorts the flux line lattice at low fields (up to roughly 0.1-0.3 Tesla). 
At high fields (larger than 0.4 Tesla) the vortex-vortex interaction becomes 
dominant, due to the reduced distance between neighboring flux lines, and the 
regular flux line lattice recovers. 
If we neglect the bending-energy of the flux lines, only two energy terms 
are important to describe our situation: the energy associated with the vortex-
vortex interaction е
г
 and the free energy of an isolated vortex line e¿. Both these 
energies are expressed per unit length and they are given by (see e.g. [16]): 
б, = 2(Ф0/4ТГЛ)2А:О(Г/А) (3.6) 
ei « (Φ 0/4πλ) 21η(λ/0 (3.7) 
with Φο the magnetic flux quantum, r the distance between two flux lines 






 и 2(Φ 0/4πλ) 2(πλ/2Γ) 1 / 2 ехр(-г/Л) for г/λ > 1; (3.8) 
е
г
 и 2(Φ0/4πλ)2[1η(λ/Γ) + 0.12] for ξ < г « λ (3.9) 
Because the damage is limited to a thin surface layer one might expect 
that the flux line lattice will only be distorted at the crystal surface, whereas 
in the bulk of the superconductor a regular vortex lattice will be present 
(see figure 3.14a). If we assume that at a depth /' all flux lines are in their 
undisturbed lattice position, we can estimate the energy cost of the distorted 
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Figure 3.14: Schematic drawing of the flux lines (indicated by the 
dashed lines) penetrating the superconductor, (a) shows a realistic rep­
resentation in which the flux lines bent close to the defect, (b) shows 
the modeled configuration we used for the estimates of the interaction 
energy and the gain in free energy. 
lattice compared with the undisturbed lattice. To simplify this estimate, we 
assume that the flux lines are at their disturbed position up to a depth /' 
and deeper in the bulk they all are at their (undisturbed) lattice position (see 
figure 3.14b). The estimate for the interaction energy cost is now: 
AEf « €i(r') • I' + ti(r) • (I - I') - ti(r) • I (3.10) 
Here, r' is the distance between flux line a and its neighbor β, I is the thick­
ness of the sample and r is the distance in the undisturbed lattice. The last 
term in this equation describes the energy caused by the interaction with a 
neighboring flux line in an undisturbed lattice. The energy difference AEi has 
to be canceled by the gain in the free energy of the vortex due to the alignment 
of the flux line with the defect. This energy is given by: 
AEd m er h (3.11) 
with h the depth of the defect (about 300 Â in our situation). 
If we make this estimate for the measurements shown in figure 3.12c and d, 
we get a value for I' of about 3000-5000 Â. Here, we assumed that the missing 
flux line in this figure has been attracted by the defect, which increases the 
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interaction energy e, between these flux lines but decreases e¿ for both flux 
lines. For the low field measurement shown in figure 3.12b it is not possible to 
estimate I', since the vortex lattice is completely distorted over a large range 
(and most probable also outside the scan range) and so also influenced by the 
second defect that has been created outside the scan range. Also at high fields 
(figure 3.12e and f) an estimate of I' is not possible since the positions of the 
missing flux lines (that are at the defect position) are not known well enough. 
The value of I' obtained with our estimate, agrees well with the expected 
length scale over which flux lines bend, i.e. the flux line lattice spacing [40]. 
The value of /' depends of course on the magnetic field, since at higher fields 
the force between the flux lines is larger and, therefore, the flux lines will 
be pushed stronger to their lattice position. We get some indications for a 
decrease of I' as a function of the magnetic field from our analysis. However, a 
more detailed study of different sizes of defects and an analysis that takes into 
account bending of the flux lines will be necessary to confirm this. Another 
effect that should be included in the model is that the current distribution 
around a vortex close to the interface between the superconductor and air is 
different from that in the bulk [41]. This causes that the interaction energy 
d between two flux lines as described by equation 3.6 is not valid close to the 
surface of the superconductor. 
To conclude, we have studied the influence of tip induced defects on the 
Abrikosov vortex lattice. Due to the interaction with the defect the flux lattice 
appears to be distorted. Especially at low magnetic field this distortion is large, 
whereas at higher fields a regular flux lattice recovers. Since it is possible to 
create different sizes of defects, the method used allows a detailed study of the 
interaction between a defect and the surrounding flux lines. 
3.4 Conclusions 
We have performed a spatially resolved spectroscopic study of the type II 
superconductor NbSe2 in the Abrikosov vortex state. First of all, we studied 
the magnetic field dependence of the electronic structure of the vortex core. It 
appears that the zero bias conductance peak, caused by quasi particles that are 
bound in the normal core region, is constant up to fields of about 0.8-1 Tesla 
and decreases at higher fields. At a field of 2.5 Tesla it has disappeared almost 
completely. This behavior is independent of the purity of the samples and can 
be explained by changes of the potential barrier between the normal region 
and the superconducting region as the field increases (and the vortex-vortex 
distance decreases). A second effect that is studied, is pinning of flux lines by 
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tip induced defects, with typical dimensions of 1000x1000x300 Â3. At low 
fields these defects distort the flux line lattice considerably, whereas at higher 
fields (when the vortex-vortex interaction increases) an (almost) undisturbed 
flux line lattice recovers. This observation can be explained by a model that 
takes mutual interaction and interaction between the vortices and the defect 
into account. 
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4.1 Introduction 
There is a long standing interest in the study of small metallic particles be­
cause they form the transition between the well established fields of solid state 
physics and atomic physics. Furthermore, these particles have technical appli­
cations for example in catalysis. The most distinctive, but also most illusive 
property of the particles is the discreteness of the energy levels: the quantum 
size effect (QSE). At temperatures that are small compared to the average level 
splitting (ΔΕ), these discrete levels drastically influence the thermodynamic 
properties of the particles. Fröhlich was the first one who pointed out the im-
portance of the discrete levels [1]. A more elaborate theoretical treatment has 
been given by Kubo [2] and later this theory has been extended and refined 
by Gor'kov and Eliashberg [3]. They showed that, under the assumption that 
the surface is sufficiently rough to lift all degeneracies, the level splitting has a 
statistical distribution. The type of this distribution depends on the symmetry 
of the Hamiltonian, but in general it has the property that the most probable 
distance between two levels corresponds roughly with the average splitting: 
this is called level repulsion. Extensive reviews on the electronic properties 
of metallic particles are given by Halperin [4] and by Perenboom, Wyder and 
Meier [5]. 
Tunneling spectroscopy of small metallic particles has been pioneered by 
Zeiler and Giaever [6] on a sample consisting of a planar junction with metallic 
particles in the oxide barrier. They found a reduction of the tunnel current 
around zero bias caused by the small capacitance of these particles. Due to 
the smallness of this capacitance, it is possible that the characteristic charg-
ing energy of the particle with a single electron (e2/2C) is larger than the 
thermal energy квТ and, therefore, the tunnel rate at low bias is reduced. 
This reduction of the tunnel current is called the Coulomb blockade. Espe­
cially at low temperatures this effect may become important. Moreover, in 
the double tunnel junction geometry studied by Zeiler and Giaever (there is 
one junction between the first electrode and the particle and one between the 
second electrode and the particle), it is expected that the tunnel current as 
a function of bias voltage increases stepwise. This stepwise increase of the 
current is called the Coulomb staircase and it is caused by the interplay of 
the two tunnel junctions and the discreteness of the charge on the metallic 
particle. However, due to the large amount of parallel tunnel junctions with 
different capacitances in the experiment of Zeiler and Giaever [6] they were 
not able to observe this Coulomb staircase, but they observed an average over 
all these tunnel junctions which only results in a reduction of the current near 
zero bias. 
4.2 Theory of tunneling to metallic particles 59 
The first observations of the Coulomb staircase have been reported by 
Barner and Ruggiero [7] and by Kuz'min and Likharev [8]. In these experi-
ments a granular film was embedded in an oxide layer and sandwiched between 
two continuous films. However, contrary to Zeiler and Giaever [6], they were 
able to prepare a sample in which all particles had almost the same size [7] 
or the current only flowed through a limited number of grains [8]. This made 
the observation of the Coulomb staircase possible. 
The main problem in these planar junction geometry experiments is that 
the experiments average over a distribution of particles with different size 
and geometry. This problem has been solved by using a STM for tunnel 
experiments on metallic particles [9-14]. In this way single particles can be 
studied: the particle can be studied in the topographic mode to observe the 
size and shape and the tip can be positioned above the particle to perform 
spectroscopy. With the use of STM it has also been possible to observe the 
Coulomb staircase at room temperature [11,13]. 
A different approach to observe charging effects has been used by Fulton 
and Dolan [15]. They used samples that were fabricated by nanolithography. 
An advantage of this approach is that complex configurations of tunnel junc-
tions can be made and that it is possible to use extra electrodes to change the 
potential of the small island. In samples that have been prepared in this way 
also discrete electron levels on the middle island have been observed [16-18] 
and the effect of superconductivity of the middle electrode on the charging 
behavior has been studied [19-22]. 
In this chapter we will describe tunnel experiments with a STM on two 
types of clusters: the normally used granular films on an insulating oxide [9-12] 
and ligand stabilized metallic clusters. Especially this last type of clusters is 
interesting since they have a well defined size and geometry. But even more 
important is that these clusters have dimensions for which it should be possible 
to see the discrete electron states caused by the quantum size effect. 
4.2 Theory of tunneling to metallic particles 
4.2.1 The orthodox theory 
In this section we describe the theory of tunneling through an insulated small 
metallic particle (see for example [23-26]). However, for the moment we will 
ignore effects caused by a dependence of the density of states of the cluster on 
the energy, that might for example be caused by quantum size effects. These 
effects will be treated in the next section. In this section we closely follow the 
theoretical approach by Amman et al. [26]. 
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Figure 4.1: The experimental situation for tunneling through an insu-
lated metallic particle (a) and the electrical analogue (b). In (b) t is the 
tip, m is the metallic particle and s is the substrate. 
Figure 4.1 shows the experimental situation that we are interested in and 
the electrical analogue of it. The STM tip is positioned above an isolated 
metallic particle. In this way a situation with two tunnel junctions in series 
is created. Both tunnel junctions have a tunnel resistance (R\ and Ä2) and a 
small capacitance (C\ and C2). For this situation we now want to analyze the 
current-voltage characteristic. The semi-classical model is used to describe 
the two-junction system. In this model the state of each junction is fully 
characterized by the voltage drop over it, which is a classical variable. The 
most important ingredient is that the two capacitances have a very small 
value (in an STM geometry these capacitances are of the order 10 - 1 8 F) and 
that therefore a tunnel event of a single electron through one of the junctions 
changes the voltage drop across the capacitors by a considerable amount. 
The voltage drop across the two junctions in figure 4.1 can be written as: 
C2 v_ne^o ( 4 1 ) Vi = 
V2 = 
C7i+C2 
Ci V + 
Сг + Съ 
Qo ne (4.2) 
Ci + Ci C\ + Ci 
Here, η is the number of excess electrons on the small middle electrode which 
changes in time due to tunnel events between the electrodes and Qo is the 
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residual charge on this electrode. This residual charge takes into account 
misalignment of the Fermi level of the middle electrode with the Fermi level of 
the outer electrodes, which can be caused by polarization charges or differences 
in work function between the different electrodes. 
The excess number of electrons on the middle electrode (the metallic clus­
ter) will change in time due to tunnel events between the middle electrode and 
one of the outer electrodes (the tip or substrate). Because of these changes 
of η the potential drop over the two junctions, Vi and
 2, will also change in 
time. The tunnel rates for tunnel events between the different electrodes can 
be obtained from a golden rule calculation (see for example [26]): 









)[1 - f (E - Eß)]dE (4.3) 
Неге, Г, is the tunnel rate of the ¿th junction from electrode a to electrode 
β (from now on the different electrodes will be denoted by s for the substrate, 
t for the tip and m for the cluster). p
a
 is the (energy dependent) density of 
states of electrode a and E
a
 the Fermi energy of this electrode. Т
г
(Е) is the 
energy dependent transmission probability of the ¿th junction. f(E) is the 
Fermi-Dirac distribution function. 
For the moment we will assume that the transmission probabilities and the 
density of states of all three electrodes are energy independent (the situation 
that the density of states of the cluster depends on the energy will be discussed 
in the next section). With these assumptions the transmission probability and 
the density of states appear as a constant prefactor in equation 4.3 and the 
integration can be calculated. This simplifies the tunnel rates: 
with Ді = h/{2ne2ptop
c0\T1\
2) and R2 = П/(2пе2рлрл\Т2\2). 
However, for large applied bias voltages {eV » </>, with φ the tunnel barrier 
height) the transmission probability | Т
г
\ can not be treated as energy inde­
pendent due to changes in the tunnel barrier at these high voltages [27,28]. 
To take this effect into account Amman et al. [26] have added a nonlinear 
background term α , ν 3 / ^ as a first order correction to the tunnel rates. 
Under the assumption that the charge distribution on the cluster com­
pletely relaxes during a tunnel event, the energy differences E
a
 — Εβ can be 
calculated [26]. The final result for the tunnel rates becomes now: 
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2/2{C\ + C2) the charging energy of the junction. With these 
tunnel rates the tunnel characteristics can be obtained with a Monte Carlo 
procedure [10,32]. However, Amman et al. [26] have obtained an analytical 
expression for the tunnel characteristics. For this purpose a differential equa­
tion for the probability of having η excess electrons on the cluster at time t, 
when an external bias voltage V is applied, is written down: 
dp(n, V, t)/dt = [T[m{n -1,V) + Ts2m(n - 1, V)]p(n - 1, V, t) 
+[Г?ь(п + 1, V) + ту (η + 1 . Ып + 1 . v> *) 
-[r{m(n,V) + TTt(n,V) + rr(n,V) + r2:m(n,V)]p(n,V,t) 
(4.9) 
Since we are interested in the I-V characteristic of the system, we will only 
study the steady state solution of equation 4.9. For this purpose we set the 
probability time derivative dp(n,V,t)/dt to zero. The resulting steady state 
equation states that the probability to make a transition between two states 
with a difference of one electron on the middle electrode is zero: 
[Г\т(п, ) + ГГ(п, )]р(п, )-[Г^(п + 1, ) + ГГ(п+1, )]р(п + 1, ) = 0 
(4.10) 
This is a first order difference equation that has to be solved under the nor­
malization condition for p(n, V): 
Σ p(ntV) = l (4.11) 
n = —oo 
The result for p(n, V) is: 
v ) . igi.yO-muHi.Mo (4.12) 





-0.2 -0.1 0.0 0.1 0.2 -0.1 0.0 
tunnel voltage (V) 
0.1 
Figure 4.2: Calculated tunnel characteristics for tunneling to a cluster 
with a constant density of states and different values of the parameters. 
For (a) the parameters are Ді=60 ΜΩ, R2=l ΜΩ, Ci=1.5 aF, C2=3 aF, 
T=4.2 Kelvin and the residual charge is 0, 0.25 and 0.5 from the lowest 
to the upper curve. For (b) the parameters are Ді=1 ΜΩ, #2=600 ΜΩ, 
Ci=l aF, Сг=6 aF, T=4.2 Kelvin and the residual charge is 0, 0.25 and 
0.5 from the lowest to the upper curve. The curves are offset for clarity 
and have zero current at zero bias. 
Here, x(n, V) = T\m(n, V) + Ц т ( п , V) and y(n, V) = Τψ\η, V) + Τψ8{η, V). 
With this known probability density we can now calculate the current that 
flows through the system: 
I(V)= Σ е[Т{т(п, )-Т^(п, )}р(п, ) (4.13) 
or equivalently: 
I(V)= Σ е[ГГ(п, )-Г? (n,V)}p(n,V) (4.14) 
Figure 4.2 shows some I-V characteristics that are obtained with these 
expressions. The general shape of the curves is a stepwise increase of the 
current at equal voltage intervals: the Coulomb staircase (CSC). The origin 
of these steps is the small capacitance of the metallic particle. The charging 
of this capacitance with a single electron requires a charging energy of e2/2C. 
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Since this energy can not be obtained from the thermal energy, it has to be 
supplied by the external voltage source. This means that an electron can only 
tunnel to or from the island, when an external voltage of e/2C is applied. 
When an electron has tunneled, the Fermi level of the cluster changes. This 
change causes that the junction that has passed the electron is blocked again. 
In this way only one electron can pass through the system per unit of time. 
However, if the bias voltage is increased further a voltage is reached at which 
two electrons are allowed on the cluster and the current increases stepwise. 
This goes on for larger numbers of electrons. 
To get more insight in the details of the tunnel characteristics, we will, for 
the moment, assume that the temperature is zero and that the polarity of the 
external applied voltage causes only Г' ш and Г™ to be non-zero. With these 
assumptions the tunnel rates are: 
Г\т(п, V) = [еДі(Сі + C2)]~\C2V -{n + l/2)e + QQ] > 0 (4.15) 
T™(n, V) = [eR2(Ci + 02)]-χ[Ολν + (n- l/2)e - Qo] > 0 (4.16) 
Starting with zero excess electrons on the island and increasing bias volt­
age, one of the two tunnel rates will become larger than zero at a certain 
voltage. Which of the two tunnel rates will first be non-zero depends on the 
two capacitances C\ and C2 and on the residual charge Qo· If we assume that 
this is r^771, then an electron will tunnel through junction 1 and the excess num­
ber of electrons on the cluster will increase from zero to one. This immediately 
sets T1™ to zero again and sets ΓΓ/1" to a finite value, so that a tunnel event 
through junction 2 will happen after some time (the time between these two 
tunnel events depends on the resistance of the second junction). This changes 
the number of excess electrons again to zero and junction 1 can again transmit 
an electron. In this way electrons are subsequently transferred through the 
double tunnel junction system. 
If the bias voltage is increased further, the tunnel rate increases linearly 
with a slope of C2/(eR\(C\ + C2)) (if we assume that junction 1 determines 
the current through the system i.e. R\ 3> R2), which causes a slope in the 
I-V characteristic of C2/(R\(C\ + C2)). However, if the voltage is increased 
even further T\m(n = 1, V) becomes non-zero and a second electron can tunnel 
to the cluster. This causes a step in the current. In this way, increasing the 
voltage will cause a regular sequence of steps in the current with a spacing of 
AV = e/C2. 
From equations 4.15 and 4.16 it can be seen that the residual charge Qo on 
the cluster results in a shift for the threshold for the tunnel rates. Therefore, 
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Qo causes a shift in the I-V characteristic over the voltage axis. This can be 
clearly seen in figure 4.2. 
Another effect that can be seen from figure 4.2 is that, depending upon the 
parameters of the junction, the onset of the tunnel current can be stepwise or 
linear. This depends on whether the junction for which the Coulomb blockade 
is first overcome (usually this is the junction with the largest capacitance, but 
depending on Qo also the junction with the smallest capacitance may be first 
overcome, see equation 4.15 and 4.16) has the largest or smallest resistance. If 
this junction has the smallest resistance, the electron that has tunneled to the 
island will stay there for a substantial time and the current through the system 
is determined by the other high resistance junction, leading to the previous 
mentioned linear increase of the current with a slope Ci/{R\{C\ + C2)) (where 
we assumed junction 1 to be the high resistance junction). However, if the 
resistance of the junction for which the Coulomb blockade is first overcome is 
much larger, an electron that has tunneled to the island will tunnel through 
the second junction (almost) immediately and the number of excess electrons 
on the island will remain (almost) zero and, therefore, tunneling of electrons 
through the junction that opens first is not hindered by a delay of the tunnel 
process in the second junction. This causes a stepwise onset of the current. 
Based on these differences in current onset of the Coulomb staircase, Hanna 
and Tinkham [29] divided the tunnel characteristics in four distinct cases. 
4.2.2 Influence of the density of s tates of the middle e lectrode 
In the previous section we have treated tunneling through particles with an 
energy independent density of states. Now we will study the effect of an energy 
dependent density of states of the middle electrode in the special case of discrete 
energy levels that may be caused by the quantum size effect (QSE). This 
discreteness of the energy spectrum will become important for temperatures 
that are small compared to the energy difference between the levels. This 
case has been treated theoretically in references [26,30,31]. We will assume 
here that the energy levels are not broadened by relaxation processes and that 
the level spacing is equidistant. Both assumptions are not realistic from an 
experimental point of view, but still the results will give a first indication of 
the effect of discrete levels on the charging characteristics. 
With the assumptions mentioned above, the density of states of the cluster 
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Here ΔΕ is the level splitting and EQ is the ground state energy of the cluster. 
If we substitute this density of states into equation 4.3 and again assume that 
the transmission probability Т
г
(Е) is energy independent and that the charge 
on the middle electrode completely relaxes, the tunnel rates become: 
д р oo 
Г ' Г К V) = -2=- £ { [ е х р ( ( - е ^ ( п , V) + E
c
 + EQ + iAE)/kBT) + 1] 
e
 Ä i г=0 
x[exp(-(£o + iAE)/kBT) + Ι ] } " 1 (4.18) 
AE °° 
г=0 
x [exp((£o + iAE)/kBT) + Ι]}'1 (4.19) 
Т?*(п> ν) = ^Έ- E { [ e x P ( ( e V r i ( n ' V)-E
c
-Eo- iAE)/kBT) + 1] 
I T > > V) = -YB- Е { [ е х Р ( ( " е У 2 ( п . V) + E
c
 - E0 - iAE)/kBT) + 1] 
χ [exp((£:o + iAE)/kBT) + l}}'1 (4.20) 
д р °o 
Γ ί > . V) = - 2 ^ - ^ { [ e x P ( ( e ^ ( n , V) - E
c
 + EQ + iAE)/kBT) + 1] 
χ [exp(-(£^ + iAE)/kBT) + l ] } " 1 (4.21) 
With these tunnel rates the steady state equation 4.10 can be solved and 
the tunnel current as a function of bias voltage can be calculated. The influence 
of this discrete density of states can be seen from figure 4.3. The main effect is 
that not only steps caused by the charging of the cluster with single electrons 
are observed (as was the case for a cluster with a constant density of states), 
but also steps associated with these discrete levels: every time the bias voltage 
is increased to a value that an extra discrete level can tunnel, the tunnel rate 
increases and a step in the current is observed. If the level splitting AE is much 
smaller than the charging energy e2/2C, the steps caused by the discrete levels 
are a small modification on top of the general charging characteristic. However, 
when energies are of the same magnitude the interplay of both structures 
causes an irregular staircase pattern. 
It is also important to notice that the width of the additional steps that are 
seen in the tunnel characteristics is not equal to the quantum size level splitting 
Δ. This is due to division of the applied voltage over the two tunnel junctions. 
Therefore, besides the Coulomb staircase steps, there will be two types of 
interfering steps with a periodicity of ([Ci+C2]/Ci)AE and ([Ci+C2]/C2)AE. 
One periodicity occurs if junction 1 lines up with a quantum level in the cluster 
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Figure 4.3: Calculated tunnel characteristics for tunneling to a cluster 
with discrete energy levels. In (a) the effect of different values of the 
level splitting is shown (all the other parameters are the same for the 
different calculations). The junction parameters are: i2i=60 ΜΩ, # 2 = 1 
ΜΩ, C i = 3 aF, C 2 =6 aF, Q0=0.25 and the temperature T=1.3 Kelvin. 
The level splitting is (from the lower to the upper curve) AE=0, 2, 5, 
15 meV. The curves are offset for clarity and have zero current at zero 
bias. In (b) the effect of the ratio of the capacitances of the two tunnel 
junctions on the additional step width is shown. Due to the division of 
the applied voltage over the two tunnel junctions, the same level splitting 
may cause a completely different step structure. The parameters are: 
Д і = 3 GÜ, R2=60 ΜΩ, Ci=6 aF, Q 0 =0, AE=5 meV, T=1.3 Kelvin 
and C 2 =0.1, 2 and 5 aF. 
and the other if junction 2 lines up with a quantum level in the cluster. This 
effect can be seen very clearly in figure 4.3b, where tunnel characteristics are 
shown t h a t occur for the same level splitting, but with a different ratio for the 
capacitances. If the difference between C\ and C-z is large the additional step 
width is equal to the quantum size level splitting. However, if the capacitors 
are of the same order, the observed step width increases and the step structure 
becomes more complex. 
The experimental observability of the discrete levels depends to a high de­
gree on the system parameters AE, E
c
 and the energy relaxation rate r " 1 
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in the cluster [30]. If the energy relaxation rate is small, i.e. τ~λ < I¿ , the 
electron distribution function will be out of equilibrium and the quantum size 
effects will not be observable. On the other hand, if the energy relaxation rate 
is large, i.e. т~1 > ΔΕ/h, the discrete levels will be broadened considerably. 
Therefore, quantum size levels will be best observable at medium energy relax­
ation rates ΔΕ/Η ;» τ~ι >• Γ? . Since the energy relaxation rate is expected 
to increase with energy, the effect of discrete levels will vanish at high voltages. 
A further complication for interpreting data is that in a real system the 
level spacing ΔΕ is not a constant, but has a statistical distribution. The 
exact form of this distribution depends on the symmetry of the Hamiltonian 
(see for example [4]). Furthermore, it should also be kept in mind that in 
the calculations of figure 4.3 the number of states p
m
o is assumed to be the 
same for every level, which in a real system might not be true. However, the 
calculations will still give a first indication of the effect of quantum levels on 
the tunnel characteristics of small particles. 
4.3 Experimental results 
Here we will describe tunneling measurements on two types of metallic parti­
cles. The first type is used very often in STM experiments on metallic particles. 
These clusters are made by evaporating a thin metal film on top of a substrate 
consisting of a fiat metallic surface with a thin insulating oxide layer. The thin 
metal film forms islands and in this way isolated metallic clusters are formed. 
The second type are ligand stabilized metallic clusters. These clusters have 
a core of a magic number (13, 55, 147, 309, 561 ...) of metal atoms that is 
surrounded by molecules (ligands) that stabilize the structure. These clusters 
are especially interesting because they have a size in which quantum size ef­
fects become important at temperatures as high as liquid helium temperature. 
Further advantages of these clusters are that they are very well defined both 
in size and geometry and that the thin oxide, that is used for the isolation 
of the first cluster type, is not required. The ligands can be used as a tunnel 
barrier between the cluster and the substrate. From our experiments on the 
islands on an oxide, we know that this oxide causes time dependent effects due 
to charge trapping. These time dependent effects may hinder the observation 
of effects that occur on a small energy scale, like for example quantum size 
effects. 
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4.3.1 Variations of the Coulomb staircase due to charge trap-
ping * 
Introduction 
The first STM measurements on small metallic particles that revealed a clear 
Coulomb staircase (CSC) have been reported by van Bentum, Smokers and 
van Kempen [9]. Later Wilkins et al. [10] have reported high quality data 
that allowed a critical test of the orthodox theory. In these low temperature 
STM observations, discrete jumps of the position of the steps in the I-V 
characteristics were sometimes observed. This effect is ascribed to trapping 
of electrons in a localized state near the metal particle [9], which changes the 
potential of this particle. 
To further study these variations and to see the evolution in time we mea-
sured CSC's quickly one after another with a time resolution of about 0.4 
s. Since previous measurements [8-10] were done at a much lower repetition 
rate, our measurements give additional information about the localized states 
that are involved in the observed changes. Furthermore, because of the fast 
voltage sweep (0.2-0.3 s) used in our experiment smearing of features in the 
I-V characteristics due to fast fluctuations of the CSC within one I-V curve 
is minimized. 
Samples 
The samples we used consist of an atomically flat Au[lll] facet on top of 
which we evaporated a 5-10 Â thick insulating ZrC-2 layer. This ZrC>2 layer 
was formed by evaporating Zr on the Au[lll] facet in a low pressure (10 - 5 
Torr) O2 atmosphere at a speed of approximately one monolayer per second. 
Small metal islands on top of this oxide were formed by evaporating either a 
10 Â gold layer or a 80 Â indium layer. In the topographic mode of the STM 
the islands appeared to be about 60 Â in diameter for both kinds of samples. 
From this island size and the thickness of the oxide (which has a dielectric 
constant of eT =10) we can estimate the capacitance between the island and 
the substrate to be of the order of 2-5-10-18 F, which gives a charging energy 
of about 24-50 meV. This value is a rough estimate since it depends critically 
on the thickness of the ZrCVlayer, which may deviate locally. 
* This section is a modified version of the paper Scanning-tunnehng-microscopy observa-
tion of variations of the Coulomb staircase due to charge trappmgby J.G.A. Dubois, E.N.G. 
Verheijen, J.W. Gerritsen, and H. van Kempen, Physical Review B48, 11260 (1993). 
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Figure 4.4: Combination of topography and spectroscopy on an area 
of 325x325 Â2 on a sample with Au islands at 4.2 K. Since a I-V curve 
is measured at every topographic point, we reduced the time of the mea-
surement, by reducing the number of topographic points in the picture. 
Curve a is measured on a spot where no island is visible and shows the 
expected metallic behavior. All the other curves are measured above 
different islands and show CSC's. The set point is: /t = 150 pA and 
'sample -L-^ ' · 
Results 
Figure 4.4 shows the results of the combination of topography and spec-
troscopy on an area of 325x325 À2 on a sample with Au islands at 4.2 K. 
The curves (b) to (f) are all taken on different islands and show charging ef-
fects. Curve (a) is taken on a part of the sample where no island appears in 
the topographic mode. This curve shows metallic behavior as expected for a 
Au facet covered with Zr02- In practice, it is not possible to conclude from 
purely topographic information whether an island will give rise to a CSC in 
the spectroscopic mode or not. This is most probably due to local absence of 
the ZrC>2 layer and/or to electrical connections between the islands. 
After an island was found that gave a clear CSC, a series of 200-400 I-V 
characteristics was measured on that island. This was done by interrupting 















Figure 4.5: Coulomb Staircases measured on a Au island at 4.2 К. 
Also theoretical fits to the data are given. The fitting parameters are 
Ci=2.2 aF, C2=3.1 aF, Ді=60 ΜΩ, Я2=3.2 Gü and the values of Q0 
are -0.1, -0.03 and 0.27. All curves are offset for clarity and have zero 
current at zero voltage. 
the feedback system and subsequently sweeping the tunnel voltage in about 
0.3 second and then turning the feedback on again for 90 ms. The tip-sample 
distance was kept constant by sample and hold electronics. In this way we 
could observe the evolution of the CSC as a function of time. Figure 4.5 shows 
three different curves from a set of 200 curves measured on a gold island and 
theoretical fits to this data according to the theory of Amman et al. [26]. We 
can clearly see that the curves shift over the voltage axis as time elapses. This 
effect can be ascribed completely to changes in the residual charge Qo on the 
island, since all the other fitting parameters (the capacitances and resistances 
of both tunnel junctions) do not need to be adjusted when fitting CSC's from 
the same measurement series. 
Figure 4.6 shows the behavior of Qo as a function of time for a few tunnel 
junctions on a sample with gold islands at 4.2 K. Between 1.3 and 4.2 Kelvin 
this behavior does not depend on the temperature, within our experimental 
accuracy. 
First of all a (semi)continuous change occurs: starting from a certain value 
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Figure 4.6: QQ as a function of time for three different tunnel junctions 
on Au islands at 4.2 K. 
of Qo at i=0, it goes down slowly with a few tenth of an electron charge at 
i=85 seconds (for example in fig. 4.6b Qo goes from -0.2 to -0.6). This effect is 
most probably caused by the fact that the sample voltage averaged in time is 
not zero but slightly negative. This is due to the stabilization time between the 
measurement of two successive I-V characteristics in which the feedback is on 
and the sample voltage is at a (negative) set point. In this way the oxide gets 
polarized and this polarization builds up in time until the saturation value is 
reached. Furthermore, there are sudden variations that last for 5-20 seconds in 
which Qo jumps to a different value (typically a few tenth of an electron charge 
change in Qo) and then falls back again to (almost) the old value (see fig. 4.6b 
at around 70 s). Also the faster variations that are observed are relevant, since 
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the inaccuracy in the fits (<0.05e) is smaller than the fluctuations that can 
be seen in figure 4.6 (see for example fig. 4.6a). 
Discussion 
We shall now discuss the origin of the variation of the residual charge. The 
first mechanism that influences Qo is the alignment of different Fermi-levels 
at zero bias. The tip and the substrate have a continuous Fermi-level, so 
they will align completely to each other. Contrary to this, the island does 
not have a continuous Fermi-level (the Fermi-level changes considerably when 
the charge on the island changes by one electron) and will, therefore, end 
up somewhere inside the Coulomb blockade but not necessarily completely 
aligned with tip and sample. This effect can be expressed in terms of the 
junction parameters [33]: 
Яо = {С1Аф1 + С2Аф2)/е (4.22) 
where C\ and C2 are the capacitances of the two junctions and Δφχ and Αφ2 
are the work function differences over the two tunnel barriers. This formula has 
been confirmed experimentally by Rong et al. [34] by changing the tip-sample 
distance and in this way changing the capacitance. Whether one can see this 
effect or not depends to a high degree on the work function and the difference 
in work function over the barrier. Under our experimental conditions Qo was 
not affected by changing the distance between tip and sample. Possibly in our 
experiment the work function is high and, therefore, a change in current (which 
is exponential in the distance times the work function) does not change the 
capacitance (which is inversely proportional to the distance) enough. Another 
reason could be that the difference in work function between the tip and the 
cluster is small and in this way a change in the capacitance almost does not 
affect Qo (see equation 4.22). However, it is very difficult to estimate this 
work function difference because the work function depends critically on the 
shape of the material. 
From the fact that we were not able to change Qo by deliberately changing 
the distance between tip and sample, we may exclude instabilities of the STM 
(which might affect the capacitance between tip and island and in that way Qo) 
as the origin of the variations of Qo. So we think that the changes are caused 
by another mechanism that influences Qo, which is trapping and detrapping 
of electrons in localized states near the cluster. In this way the Fermi-level 
of the cluster will change and so will Qo. The observation of sudden jumps 
in Qo that fall back to the old value after 5-20 seconds also strongly suggests 
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Figure 4.7: Qo as a function of time for a tunnel junction on a In 
island at 1.3 K. The two different measurements are done at different 
bias voltages: (a) is measured at a bias voltage of 195 mV and (b) at 
580 mV. The set point for the current is 45 pA for both measurements. 
(Note that the vertical scale for both measurements is the same) 
that trapping and detrapping occurring on this time scale is the origin of the 
variations. 
The observed variations of Qo are in contradiction with the results of the 
experiments of Kuz'min and Likharev [8,35], who observed a stable behav­
ior of Qo at liquid helium temperatures. There are, however, a few essential 
differences between their experiment and ours. First of all, we use a differ­
ent insulating oxide which might have different impurity levels that are not 
frozen out at liquid helium temperatures. Furthermore, in our experiment 
larger voltages are applied so that the electrons can gain enough energy to 
get detrapped from the localized state they are in. This is supported by the 
observation that the changes do not depend on the temperature between 1.3 
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and 4.2 К, which indicates that the thermal energy is not important for the 
trapping-detrapping process but rather something else, which most probably 
is the electric field between the tip and the sample. To further study this 
effect we measured the behavior for the same tunnel junction at different bias 
voltages. The results of this are shown in figure 4.7. We observe that the am­
plitude of the variations of Qo increases with bias voltage. Prom this we can 
conclude that the bias voltage is the driving force for the observed changes. 
Wilkins et al. [10] also observed changes of Qo on a time scale of seconds. 
They observed this after the tunnel junction was illuminated with a laser, 
which gave the electrons enough energy to leave their localized state. The 
experiment performed by McGreer et al. [12] also gave variations of Qo on 
this time scale. 
We now discuss the smaller and fast variations that can be seen in figure 
4.6a. A possible explanation is that there are different types of impurity levels 
in the oxide, which have a different trapping-detrapping time. In this way vari­
ations that occur on a different time scale will be visible in the measurements. 
However, in our results the amplitude of the variations seems to be smaller 
for variations with a high frequency than for changes occurring at a longer 
time scale. This is not in agreement with the above mentioned explanation 
of different trapping-detrapping times, since the amplitude of the variations 
only depends on the distance of the charged impurity level to the cluster. 
Therefore, we think that the different time scales are caused by a geometric 
effect: the number of impurities at a distance r from the cluster will increase 
with this distance r. So at larger distances from the island there will be more 
impurity levels and, therefore, we cannot see the contribution of one level any 
more (as we could see for trapping very close to the cluster (fig. 4.6b)). But 
we can still see a fluctuating background of trapping and detrapping in local­
ized impurity states. This effect accounts both for the smaller amplitude of 
the faster variations (the distance to the cluster is larger) and for the higher 
frequency (there are more trapping centers). 
Recently Black, Tuominen and Tinkham [36] modeled the observed changes 
in Qo by means of an electron trap that is coupled capacitively to the cluster, 
tip and substrate (see figure 4.8). If the electron trap is charged with an 





 + C3 + CA) (4.23) 
where C
c
 is the coupling capacitance between the trap and the island and 
Сз and Ci are the capacitances between the trap and the tip and between 
the trap and the substrate. Charging of the trap is assumed to occur due to 
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Figure 4.8: Schematic illustration of a trapping center that is coupled 
capacitively to the cluster, tip and substrate. 
tunneling between the trap and the substrate. The threshold voltage for this 
is, therefore, determined by the charging energy of the trap for tunneling from 
the substrate to the trap: 
Vt = e/2C3(l - 2Qot/e) (4.24) 
with Qot the residual charge of the trap. 
This model also describes the increase of the magnitude and the frequency 
of the changes in QQ at higher bias voltages as observed experimentally (see 
figure 4.7). The magnitude will be larger at higher bias voltages since the 
distance between the tip and the trap will increase (the current is the same 
for both measurements shown in figure 4.7) and, therefore, C3 will decrease. 
This decrease will cause the changes in Qo to be larger (see equation 4.23, if 
we assume that both C
c
 and C4 are not much larger than C3). The frequency 
of the changes will increase since, due to the decrease of C3, the threshold 
voltage Vt (equation 4.24) will be overcome for more trapping centers in the 
surrounding of the cluster. Since the trapping centers that are activated at 
higher voltages are usually further away from the cluster (C3 is smaller for 
trapping centers further away), C
c
 will be smaller for these trapping centers 
and therefore the magnitude of the changes in Qo will be smaller, which is in 
agreement with our experimental observation. 
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Conclusions 
We conclude that we have been able to observe the evolution of CSC's in time. 
We observed variations on a time scale ranging from less than 0.4 second to 
more than 20 seconds. The variations are caused by trapping and detrapping of 
electrons in localized states. Both fast and slow variations can be accounted for 
by assuming a homogeneous distribution of impurity levels in the oxide. The 
observation of time dependent variations of the CSC may be of importance in 
experimental observations of the theoretical predicted noise in a double tunnel 
junction geometry [37,38]. Furthermore, this type of variations may hinder 
the observation of effects on a small energy scale, like the quantum size effect. 
4.3.2 Tunneling spectroscopy of ligand stabil ized metal clus-
ters * 
Introduction 
One of main the problems in the study of small metallic particles is the spread 
in size between individual particles. A solution for this can be expected from 
the recently developed ligand stabilized metal clusters, like PtaogPhen^Oao 
and Pd56iPhen37C"2oo- In these compounds all particles are expected to have 
the same size and geometry. They generally consist of a metallic core that is 
surrounded by organic molecules (ligands) that stabilize the structure. 
Here, we will describe tunneling experiments on PtaogPhenîjgOao clusters, 
that are deposited on a bare Au[lll] surface. Above the clusters we observed 
clear charging effects. Moreover, in some instances we observed additional 
structure on the staircase pattern. Several possible origins for this additional 
structure will be discussed. In addition to these results on ΡίβοθΡηβη^Οβο, 
we also show some preliminary results on РаббіРЬепзуОгоо- On this cluster 
we also observed very clear charging effects. 
Parts of this section are modified versions of the papers Small metallic particles studied 
by scanning tunneling microscopy by H. van Kempen, J.G. A. Dubois, J.W. Gerritsen, and G. 
Schmid, Physica В 204, 51 (1995), Coulomb staircases and quantum size effects in tunneling 
spectroscopy on ligand stabilized clusters by J.G.A. Dubois, J.W. Gerritsen, S.E. Shafranjuk, 
E.J.G. Boon, G. Schmid, and H. van Kempen, submitted, and Tunneling spectroscopy on 
the ligand stabilized metal cluster PtiogPheri^gOio by J.G.A. Dubois, J.W. Gerritsen, E.J.G. 
Boon, G. Schmid, and H. van Kempen, in Coulomb and interference effects m small electronic 
structures, eds. D.C. Glattli, M. Sanquer and J. Tran Thanh Van (Editions Frontières, 1994), 
p. 305. 
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Samples 
Clusters of the family of full shell ligand stabilized metal clusters [39] generally 
have a core of 13, 55, 147, 309, 561 .... metal atoms, that is surrounded by 
molecules (ligands) that stabilize the structure. Examples of these clusters 
are Аи55(РРЬз)і2С1б, Pt309Phen36O30 and Pd56iPhen3702oo· An advantage 
of this kind of clusters above the evaporated islands (see section 4.3.1) is that 
they all have the same size and geometry. This is especially important for 
experiments, in which one averages over a large amount of clusters, like NMR 
and specific heat measurements. Experiments of this kind on clusters with 
a size distribution have not been able to resolve clearly small effects like the 
quantum size effect. However, the development of these well defined ligand 
stabilized clusters has lead to an important progress. For example, with the 
use of NMR indications have been found for the electronic quantum size effect 
in Pt3ogPhen3603o [40]. For a recent overview of the physics of ligand stabilized 
metal clusters we refer to a paper by de Jongh et al. [41]. 
The cluster we studied is Pt3ogPhen5603o. This cluster consists of a core of 
309 platinum atoms that is surrounded by a ligand shell of (a sulfenate version 
of) phenonthrolin and O2 molecules. The platinum atoms in the metallic 
cluster core are ordered in a fee lattice. The core is highly symmetric and its 
surface consists of six square faces and eight triangular faces (see figure 4.9). 
Besides these measurements on PtsogPhen^Oso we will describe some pre­
liminary results on Pd56iPhen3702oo· This is a cluster with the same geometry 
as Pt309, however it has one more shell of metal atoms. 
The questions we want to address with the tunneling experiment are the 
following. (1) What is the electronic structure of the core of these ligand sta­
bilized clusters? More specifically: do these clusters show the same charging 
behavior as regular metallic particles [9,10]? (2) Is the layer formed by the 
ligands suitable to act as a tunnel barrier in stead of the normally used ox­
ides? These oxides have impurity levels which may get charged and decharged, 
giving rise to time dependent effects (see section 4.3.1), that may obscure fea­
tures on small energy scales (smaller than the charging energy E
c
). (3) If the 
clusters do show the normal charging effects, can we find any indications of 
the quantum size effect (QSE)? The Pt309 cluster has dimensions in which the 
QSE becomes important at liquid helium temperatures. Indications for an 
electronic QSE in this compound have been found by nuclear magnetic res­
onance [40]. Evaporated islands are usually larger so that the level splitting 
energy will be very small. Furthermore, the size and shape of the clusters 
are very well defined and known, which makes the analysis of the data less 
complicated. However, the unknown nature of the ligands may complicate the 
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Figure 4.9: Geometry of the metallic Pt core of Pt309Pheri36O30. The 
Phen* molecules are attached to the dark Pt atoms and the O2 molecules 
to the grey Pt atoms (after [43]). 
situation. 
A rough estimate of the level splitting in the cluster can be obtained from 
AE = 4Ep/3N, where Ep is the Fermi energy of bulk platinum and N is the 
number of free electrons in the cluster [2]. In this estimate it is assumed that 
all degeneracies are lifted. Since every platinum atom supplies 10 electrons 
to the cluster, the total number of conduction electrons is 3090 for the Pt3og 
cluster. However, it has been shown that the electrons of the outer Pt shell are 
bound to the ligands [43], which reduces the number of conduction electrons 
to 1470. This gives, together with a Fermi energy of 8.5 eV [42], an estimate 
for the level splitting of AE «8 meV. However, the real value of the level 
splitting may be quite different for several reasons. The high symmetry of the 
clusters may cause degeneracies, thus increasing the level splitting. However, 
deformations of the core due to the force between the cluster and the substrate 
may lift these degeneracies (partly). Another important effect is that the level 
splitting around the Fermi level of the cluster is expected to be larger than the 
average splitting. This has been shown by Christensen et al. for Cu clusters 
by means of Monte Carlo simulations [44]. A gap around the Fermi level of 
the cluster is created due to a Jahn-Teller-like distortion of the system. Due to 
this effect, the level splitting around the Fermi level can be several times the 
average level splitting. In this way the total energy of the cluster is lowered: 
the energy of the filled electron states is lowered and the energy of the empty 
states raised. 
The Au[lll] substrates are produced by melting gold and cooling it down 
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Figure 4.10: STM image of PtaogPhenJgOao clusters on a Au[lll] sur-
face at room temperature, (a) indicates a single free lying cluster, (b) 
shows a cluster that is moved in the scan direction due to interaction 
between the tip and the cluster. 
fast. In this way a gold ball with facets of about 0.5x0.5 mm2 forms. The 
samples are prepared by depositing a droplet of the solution with the clusters 
in water on a Au[lll] facet. If the droplet of the solution is blown off after a 
few seconds with nitrogen gas, some clusters remain on the surface. Figure 4.10 
shows a STM image of Pt3og clusters at room temperature. STM images of 
the samples mostly show densely packed clusters and only in some occasions 
single clusters are observed. Images were only reproducible at high tunnel 
resistance (typically 1 GO,). At low resistance the clusters are easily moved 
around due to the interaction between the tip and the substrate [45,46]. 
Results 
At low temperatures different types of tunnel characteristics are observed 
above PÏ309 clusters. All these curves showed clear charging effects. Some 
typical results are shown in figure 4.11. In some instances a reduced current 
around zero bias is observed (Coulomb blockade, see figure 4.11a) and in other 
cases a Coulomb staircase is observed (see figure 4.11b,c). Whether we ob-
served only a Coulomb blockade or a Coulomb staircase depended on the ratio 
of the resistances and capacitances of the two junctions and could almost al-
ways be tuned by changing the distance between tip and cluster (which changes 
one of the resistances). This is in agreement with the orthodox theory (see 
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Figure 4.11: Spectroscopy above Ptßog clusters, showing clear charging 
effects, (a) shows a reduction of the current around zero bias (Coulomb 
blockade), (b) and (c) show Coulomb staircases with different charging 
energies for both measurements. In b and с are theoretical fits indicated 
(the upper curves). The fit parameters are: (b) C\=1.2 aF, Сг=0.8 aF, 
Яі=4 Gtl, R2=0.2 Gii, Q0=-0.3 and T=4.2 K, (c) Ci=0.32 aF, C2=0.37 
aF, Ді=11 Gtì, Д2=0.2 Gfl, Q0=0 and T=4.2 K. 
section 4.2.1). The important parameter is the product of the capacitance and 
resistance of both junctions. If this product for both junctions is very different 
(R\Ci <C R2C2) sharp structures are expected in the tunnel characteristics, 
whereas junctions with comparable parameters (R\C\ « R2C2) show a smooth 
structure and for identical parameters (R\C\ = R2C2) only a reduction of the 
current around zero bias is expected. [See, for example, figure 4.2. In figure 
4.2b the steps in the I-V characteristic are much sharper than in figure 4.2a, 
due to the larger differences in RiCi for the junctions.] 
A further interesting feature can be seen in figure 4.11c. In some of the 
measurements the conductance within the Coulomb gap is not zero, but has a 
finite value. This may be caused by a leakage current between the cluster and 
the substrate. Since the ligands are not homogeneously distributed around the 
cluster surface this leakage current may be present in only a limited number 
of the measurements, depending upon the exact way in which the cluster is 
positioned on the substrate. 
From the observation of charging effects on PtsogPhenijgOao, we can con­
clude that the ligands are good insulators, which in our experimental situation 
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Figure 4.12: (a) Tunnel characteristic above Pdsei clusters. The up­
per curve is a calculated curve. The fit parameters are: R\=2.3 ΘΩ, 
R2=7 ΜΩ, Ci=4.7 aF , C2=3 aF, Q0=0 and T=4.2 Kelvin, (b) Tunnel 
conductance of the experimental curve in (a). 
act as a tunnel barrier between cluster and substrate. 
We observed a large spread in the charging energy for different tunnel 
junctions (see figure 4.11) between roughly 50 and 500 meV. This spread 
in E
c
 is larger than what one would expect for identical particles. We can 





R (with R the radius of the 
cluster). For a cluster with these dimensions (R « 10 Â [47]) this estimate 
gives a value of 140 meV for the charging energy (where we took er — 10). 
However, for this estimate it is assumed that the particle is embedded in an 
infinite dielectric medium with a dielectric constant er. In the experiment the 
thickness of this dielectric medium will be limited by the tunnel barrier width. 
The correction for this effect is given by a factor s/(s + R), with s the tunnel 
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barrier width [48]. If we take a typical value for s of 5 Â this reduces the value 
of the charging energy by a factor s/(s + R) «1 /3 . The charging energy that 
follows from this estimate is about 50 meV. 
There are several effects that may cause a large spread in Ec. Since the 
clusters have different facets (squares and triangles) the charging energy will 
depend on the exact way in which the cluster lies on the substrate. Also the 
ligands may be oriented differently for the different clusters on the substrate, 
thus causing a different width of the tunnel barrier between cluster and sub-
strate, and, therefore, a different capacitance. Another possible reason for the 
spread in Ec can be that there is residual solvent (water) that is frozen on the 
facet and that the tunnel junction between the cluster and the substrate can 
therefore be completely different for different clusters. 
Besides these spectroscopic results on Pt309, we also performed spectroscopy 
on a sample consisting of a Au[lll] substrate on which Pds6iPhen3702oo clus-
ters were deposited (figure 4.12). Here, we also observed clear charging effects 
that can be fitted very well with the theory for tunneling through a cluster 
with a constant density of states. However, for these results the topographic 
images could not rule out the possibility of tunneling through more than one 
cluster. 
Regularly, in about 10% of the measurements, we observed deviations from 
a regular Coulomb staircase in the tunnel characteristics above Pt3og clusters. 
This deviation consisted of reproducible additional structure on the charging 
characteristic (see figure 4.13). This structure can be explained in terms of 
quantum levels in the cluster. However, there are some deviations from the 
theory that we will discuss. Furthermore, the level splitting that we extract 
from fits is rather large and there is a large spread in the observed level splitting 
for different clusters. 
Figure 4.14 shows an example of a tunnel characteristic above a Pt3og 
cluster with additional structure on top of the charging characteristic. Also 
indicated in this figure are theoretical fits for the situation of a constant density 
of states in the cluster and for the situation of discrete energy levels. At 
negative bias the fit with quantum size effect (c) shows the same features as 
the measurement, whereas at positive bias the curve without quantum size 
effect (b) is close to the measurement (a). 
We will now focus on the negative bias part. First we see that the structure 
in the theoretical curve is much sharper than observed in the measurement 
(the instrumental noise is estimated to be approximately 0.5 meV). This may 
be caused by the fact that the broadening of levels is not taken into account in 
our model. Besides the intrinsic broadening of the levels, there is broadening 
caused by the tunnel interaction between the cluster and the substrate [30,49, 
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Figure 4.13: Tunnel characteristics above Pt3og clusters that show ad­
ditional structure on top of the Coulomb staircase. The temperature is 
4.2 Kelvin. 
50] and possibly also by heating of the electrons in the cluster due to the high 
current density in the experiment. Therefore, we also calculated a curve at 
a higher effective temperature T* than the bath temperature of the cryostat 
(4.2 Kelvin) (curve d). This curve is very close to the measurement. However, 
there are still some deviations. These may be caused by two assumptions in 
the model. The first one is that it is assumed that the levels have a constant 
spacing. Since the levels have a statistical distribution, this assumption is 
in general not valid. The second assumption is that the levels all have the 
same number of states. This might not be true, since the clusters are highly 
symmetric which may cause degeneracies. 
The most striking difference between the calculated and measured curves 
is the asymmetry of the measured curve. At negative bias the additional 
steps (which for the moment we ascribe to quantum levels) are much better 
resolved and at positive bias the additional steps are much less pronounced or 
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Figure 4.14: Tunnel characteristics above Pt309 clusters that show ad­
ditional structure on top of the Coulomb staircase and theoretical fits, 
(a) is the experimentally obtained tunnel characteristic at 4.2 Kelvin. 
All other curves are theoretical fits, (b) is a fit that assumes a constant 
density of states of the cluster (no quantum levels). The fit parameters 
for this curve are: Ді=200 ΜΩ, Д2=3300 ΜΩ, d = l aF, C 2=2.9 aF and 
Qo=-0.01. Curve с takes a level splitting Δ of 21 meV for the density of 
states in the cluster into account. All the other parameters are the same 
as for curve b. Curve d has the same parameters as curve c, but assumes 
a higher effective temperature of 15 Kelvin on the cluster, caused by the 
high current density. The inset shows the negative bias part of curve a 
and d. 
even absent. This may be caused by a difference in level distribution below 
and above the Fermi level of the cluster. Another effect t h a t may explain 
this asymmetry is an asymmetric tunnel barrier between the cluster and the 
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Figure 4.15: Tunnel conductance on a Pt3og cluster at 4.2 К for differ­
ent resistances of the tunnel junction. The set-points for the two curves 
are: a) ^=300 mV, /
a
=56 pA and b) V
a
=300 mV, I3=78 pA. Curve b 
is offset by 0.5. At lower resistances additional peaks are very clearly 
resolved. 
substrate, i.e. a tunnel barrier which has a different transmission coefficient 
for positive and negative bias. The exact shape of the barrier may be affected 
by the bonding of the ligands to the cluster and the substrate. This can cause 
different tunnel rates for electrons below and above the Fermi level, which 
causes different broadening of levels above and below the Fermi level [30,49,50]. 
Therefore some steps are more or less pronounced. 
An effect that might be related to this is that the sharpness of the ad­
ditional structure is very sensitive to the set point value of the current (see 
figure 4.15). The reason for this is not clear yet, but it might be related to the 
influence of the energy relaxation rate r " 1 and the tunnel rates I¿ on the 
observability of the quantum levels [30], since changes in the set-point value 
change the tunnel rate between the tip and the sample. 
Another unexpected observation is that the additional structure varies 
between 20 and 50 meV and that it is present in only about 10% of the mea-
surements. If this additional structure is caused by quantum levels and if all 
the clusters are completely identical, the structure is expected to be the same 
for all clusters. However, slight differences between the clusters may cause dif-
ferent values of ΔΕ (for example due to lifting of some symmetries). This can 
be caused by a different bonding between the cluster and the substrate, a con-
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Figure 4.16: (a) Tunnel curves at 4.2 К above the bare gold substrate 
(C) and above two different Pt3og clusters (A and B). (b) Conductance 
curves for the tunnel characteristics above the clusters. The curve above 
the bare gold substrate shows metallic behavior and no sign of charg­
ing effects. Therefore, it is unlikely that the additional structure in the 
charging curves above the two clusters is caused by a triple tunnel junc­
tion geometry due to pick-up of a cluster by the tip. 
tamination layer between the cluster and the substrate (which can be residual 
solvent) or a difference in the facet on which the cluster lies. These differences 
will also have influence on the observability of the quantum levels, since these 
levels will be best resolved for АЕ/П » τ'1 » Ffß [30]. Due to the above 
mentioned differences between clusters both AE and I¿ can be different for 
the clusters and, therefore, quantum levels may be observed in only a limited 
number of them. This effect has also been observed in energy-resolved field-
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emission microscopy of gold clusters. Here, discrete electron states were only 
observed in a part of the measurements, due to different interaction between 
the cluster and the substrate [51]. 
Although the observed additional structure is consistent with quantum 
levels in the cluster (see figure 4.14), other effects may also cause additional 
structure. Especially the influence of the ligands is unknown and might be very 
important. Additional structure might for example also be caused by resonant 
states in the ligand shell. Another possible explanation for the additional 
steps in a part of the measurements is that we are tunneling through two 
clusters in stead of one. This might cause the irregular staircase pattern 
observed in our experiment [52,53]. In our experiment tunneling through two 
clusters might occur if the tip has picked up a cluster during previous scans. 
However, this explanation is very unlikely because we always observed ohmic 
characteristics above the gold substrate (see figure 4.16). The asymmetry in 
the tunnel characteristics can be explained in the situation of a triple barrier 
tunnel junction as the result of the residual charge on one or on both clusters. 
However, then it is unexpected that the additional structure is always much 
more pronounced at negative bias. If the asymmetry is caused by residual 
charge effects the probability of finding it at positive or negative bias should 
be equal. All these considerations make the explanation of the additional steps 
by means of a triple barrier tunnel junction unlikely. 
Conclusions 
We have observed incremental charging effects in tunneling to the ligand sta­
bilized metal cluster РізоэРЬепз
б
Озо and Pds6iPhen3702oo- This indicates 
that the electronic structure of the cluster core is consistent with metallic be­
havior and that the ligands are good insulators. Furthermore, we observed 
additional structure on top of the charging characteristics. This additional 
structure can be explained in terms of discrete electron states in the cluster. 
However, also other effects may cause additional structure. For example, also 
the influence of the ligands should be considered. To get more insight in the 
role of the ligands several configurations will be necessary, like measurements 
of the same cluster core with different types of ligands, measurements of dif­
ferent cluster cores (different sizes or different metal atoms) with the same 
ligands and measurements of a Pt surface covered with ligands. 
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5.1 Introduction 
The interest in organic charge transfer salts is mainly caused by the large 
variation of different phases and ground states that exist in these materials, 
like superconductivity, charge density wave states and spin density wave states 
[1,2]. Furthermore, these phases are very sensitive to pressure, magnetic field 
and temperature. 
Generally, these materials consist of a crystallographic arrangement of or-
ganic donor molecules (cations) and inorganic acceptor molecules (anions). 
Usually, one electron is donated from two organic cation molecules to one an-
ion molecule. The conduction is mostly highly anisotropic, which makes them 
quasi-one or quasi-two dimensional. This low dimensionality can lead to in-
stabilities against perturbations with specific wave vectors, which may cause 
interesting phases like spin density waves and charge density waves. 
The conductor we will study is based on the organic molecule bisfethylene-
dithio)tetrathiafulvalene (ET or BEDT-TTF, see figure 5.1). Conductors based 
on this molecule are usually quasi-two dimensional conductors, that con-
sist of good conducting planes of ET molecules that are separated by non-
metallic sheets formed by the anions. Among these are several supercon-
ductors with fairly high Tc 's of around 10 Kelvin, like (ET)2Cu(CNS)2 and 
(ET)2Cu[N(CN)2]Br [3,4]. 
The material we studied, (ET)2KHg(SCN)4, has a magnetic phase at low 
temperature. This salt belongs to a group of ET salts with the general formula 
(ET)2MHg(SCN)4 (where the cation M+ is K+, NH| , Rb+ or T1+), which all 
have the same crystal structure, but different low temperature phases. The 
salt with the cation NH^ is a superconductor [4], whereas the other salts have 
magnetic phases at low temperature. 
(ET)2KHg(SCN)4 consists of a stacking of two types of layers: a metallic 
layer of ET molecules and a non-metallic layer of KHg(SCN)4. The two dimen-
sional conducting nature of the ET layer is caused by contacts between sulfur 
atoms of adjacent ET molecules. (ET)2KHg(SCN)4 has a complex phase dia-
gram caused by the presence of both two-dimensional closed hole orbitals and 
one-dimensional open electron orbitals in the Fermi surface of the conducting 
ac plane. It has a phase transition at 8 Kelvin into a phase with antiferromag-
netic order. The exact nature of this phase is still unknown, but it is believed 
to be a spin density wave state. This low temperature phase is very sensitive 
to pressure and magnetic field [5]. 
In this chapter we will describe a study of the possible surface configu-
rations of cleaved crystals of (ET)2KHg(SCN)4. In addition to the usually 
observed terminal ET layer, we also observed in some instances a complete 
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Figure 5.1: Structure of the ET molecule. 
terminal anion layer. Moreover, the images of this anion layer are tip bias 
polarity dependent, indicating spatial variations of filled and empty electron 
states in this layer. 
We will also describe some preliminary spectroscopic results on the low 
temperature phase of (ET)2KHg(SCN)4. Our measurements show indications 
of a gap at the Fermi level below 8 Kelvin. However, the bad surface quality 
of the samples at low temperature causes difficulties in the interpretation of 
the data. 
5.2 Anion or cation molecular layers: Two types of 
surfaces observed in STM on the organic con-
ductor (ET)2KHg(SCN)4 * 
The information contained in scanning tunneling microscopy (STM) [6] 
images consists of a combination of topographic features and the local density 
of electronic states (LDOS) at the surface [7,8]. If the LDOS is independent of 
energy, then the same STM images will be obtained for tunneling into unoc-
cupied states or tunneling out of occupied states. This is the case for metals, 
where STM images are independent of the applied tip bias polarity. By con-
trast, for semiconductors and thin insulating materials on a metallic substrate, 
the LDOS is a function of energy and this dependence may show spatial vari-
ations associated with molecular orbitals which are localized to specific atoms 
or bonds. Scans with a positive tip map the highest occupied molecular or-
bital local density of states (HOMO LDOS) and scans with a negative tip 
map the lowest unoccupied molecular orbital local density of states (LUMO 
* Published previously: C E . Campos, J.G.A. Dubois, J.W. Gerritsen, T.T. Tibbitts, 
J.S. Brooks, H. van Kempen, M. Tokumoto, N. Kinoshita, and Y. Tanaka, Physical Review 
Letters 71 , 1720 (1993). 
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LDOS). For example, positive tip scans of cleaved GaAs crystals selectively 
image the highest occupied molecular orbitals, which are concentrated over 
the A s 3 - atoms. Negative tip scans map the local density of lowest unoc­
cupied molecular orbitals, which are concentrated over the G a 3 + atoms [9]. 
Thus STM of nonmetallic surfaces provides distinct images dependent on bias 
voltage, each with important information about the electronic structure. 
In this study, the primary goal was to understand the possible surface 
images of cleaved ET crystals, using STM at room temperature, in preparation 
for detailed characterization of electronic states of these organic conductors 
at low temperature and high magnetic fields. Crystals of the general formula 
(ET)2MHg(SCN)4 (where the monovalent cation M is K + , N H | , Rb + , or T1+) 
are believed to all have similar crystal structures [10], but quite different low 
temperature phases [5]. 
If an ET crystal is cleaved, which layer is present at the surface? X-ray 
structures of ET salts show two-dimensional (2D) conducting sheets of ET 
molecules alternating with 2D insulating layers of anions (figure 5.2a) [10]. 
At the surface of a crystal, the possible structures may include a terminal 
conducting cation layer, an insulating anion layer, a vacancy or defect state, 
a reconstructed or relaxed state, or some other layer configuration mandated 
by charge neutrality. Owing to the different arrangements of atoms, these 
surfaces may be distinguished using STM. More importantly, images of a ter­
minal conducting layer of ET molecules, like a gold (111) surface, must be 
independent of the tip polarity. Conversely, crystals which terminate in an 
exposed insulating layer represent a flat surface with spatially separated occu­
pied and unoccupied electronic states, so their tunneling micrographs should 
show polarity dependence. 
In the conducting layer, there are three conformations (α, ß,j) of ET 
molecules in the unit cell. The arrangement of ET molecules can be seen 
in figure 5.2b, where the molecules are viewed along their long axes. The 
first column of molecules at the left are all a type, and the second column of 
molecules represent the /З-7 types, alternating in a sequence along the c-axis. 
Columns of all-α and /З-7 alternate along the α-axis. Short contacts (<3.6 Â) 
between sulfur atoms in adjacent columns of ET molecules are responsible for 
the observed 2D conductivity. These contacts vary among different salts, since 
the precise mode of ET packing depends upon the insulating layer. The insu-
lating layer in the Hg systems is a complex 2D polymer composed of a network 
of MHg(SCN)4 anions. In crystals with M=K+ , it is a 6.8 Â thick triple-sheet 
structure lying parallel to the a-c crystal plane (figure 5.2c). In the center 
subsheet К and Hg atoms alternate in a nearly square lattice, interleaved with 
linear chains of SCN molecules. The insulating layer has significant localiza-
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Figure 5.2: a) Sandwich-like structure of (ET)2KHg(SCN)4, based on 
the X-ray structure of crystals with PÏ space group symmetry (a=10.082 
Â, 0=20.565 Â, c=9.933 Â, a=103.70°, /3=90.91°, 7=93.06°) [10]. b) 
Space filling model of a terminal conducting layer of ET molecules, look-
ing down on the ac (010) crystal plane. The light atoms are sulfur, the 
dark are carbon, c) Space filling model of a terminal insulating layer, 
which is a 2D polymer of KHg(SCN)^", looking down on the ac crystal 
plane. The black atoms are mercury, the dark grey are potassium. The 
light grey chains are the SCN groups, with the sulfur atom the largest. 
tion of negative charge on the outer SCN ligands, and positive charge on the 
internal Hg and К atoms. 
A number of workers have studied uncleaved ET crystal surfaces using 
scanning probe techniques, but generally only a 2D lattice with features con­
sistent with a terminal conducting layer of ET molecules have been reported 
[11-16]. These previous studies showed good correlation with the lattice pa­
rameters and packing modes of ET molecules, as determined by X-ray diffrac­
tion, lending support to the interpretation of these images as representing the 
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conducting cation layer. In one case, STM images of (ET)2Cu(NCS)2 crystals 
have been interpreted as representing the insulating anion layer, but these did 
not show polarity dependence [17]. 
In this investigation we studied cleaved, untreated surfaces of the charge 
transfer salt (ET)2KHg(SCN)4, and obtained ~ 2 Â resolution STM images. 
The STM used in these experiments is a temperature compensated room tem-
perature design, which can be operated in either air or in N2 gas. The scanning 
probe tips were made by cutting a 0.5 mm diameter Pt(90%)-Ir(10%) wire with 
scissors. The samples were single crystals synthesized by the standard elec-
trochemical method [18]. Small crystal platelets of (ET)2KHg(SCN)4 were 
mounted with conducting paint, cleaved, and scanned at ambient tempera-
ture. The tip was aimed, with the aid of an optical microscope, at a flat shiny 
area on the crystal surface. All the images were taken in the constant current 
scanning mode. Raw scans were rotated and enlarged using quasi-hermitian 
spline interpolation provided in scope software [19,20]. Two Dimensional Fast 
Fourier Transforms (2D FFT) were calculated using the fft2d transform and 
filtering program [21]. The patterns were indexed to reciprocal lattices and 
masks constructed with soft (Gaussian) edged holes at the lattice positions. 
Additionally, high- and low-pass filters were applied. The back-transformed 
images, represented by blow-ups in figure 5.3a,b and 5.4a,b, thus showed en-
hancement of periodic features with the scan lines and other noise removed. 
Two distinct kinds of crystal surfaces were found: Type I and Type II. The 
most frequently observed surfaces were Type I surfaces, which were insensitive 
to changes in the polarity of the tip, and were similar to the previously pub-
lished STM images of the conducting layer of ET molecules. Surfaces of the 
second kind (Type II), which were obtained only in a N2 atmosphere, have 
not been previously reported. Their STM images showed a strong depen-
dence on the polarity of the tip bias, and represent the presence of a complete 
KHg(SCN)4~ layer. We now describe the differences in more detail. 
Type I surfaces showed similar STM images independent of the tip polarity. 
We found that for Type I surfaces, shown in figure 5.3, the observed differences 
between successive scans of a single area were comparably small regardless of 
whether the bias potential and current (—48 mV and —300 pA; +48 mV and 
+300 pA, respectively) were reversed between scans. In these images there 
were three kinds (α,/3,7) of elliptically shaped maxima, which differed in their 
angle to the с axis. In the negative bias image shown figure 5.3a, the angles 
to the с axis were measured to be: α=+45°, β =—30°, and 7 = —40°. The 
positive tip image, which came from the next scan (figure 5.3b), showed very 
similar features and packing angles, but at slightly lower resolution. In these 
Type I images, the alternating columns of elliptical maxima may be considered 
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Figure 5.3: a) Constant current image of a Type I surface, scanned with 
a negative tip. The nominal unit cell dimensions, based on calibration of 
the STM piezos using highly oriented pyrolytic graphite as a standard, 
were 9.9x9.7 Â2 for both scans. Alternating columns of all-α and ß-y 
ET molecules along the α axis are evident, b) The same area of the 
crystal, scanned at the same potential, but with reversed polarity. The 
same pattern of alternating columns is present, but the image shows 
slightly more disorder and reduced resolution, c) Two Dimensional Fast 
Fourier Transform (2D FFT) of the larger raw scan which produced the 
filtered image in (a). All transforms were indexed to an orthogonal 2D 
lattice, d) Similar 2D FFT of the larger raw scan which produced the 
filtered image in (b). 
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to be a lattice of ET molecules, since these are close to the size of ET rings in 
projection (compare figure 5.2b). The columns containing type a molecules 
also contain very localized peaks of density which are the brightest features 
in the image. These peaks clearly repeat every half unit cell along the с axis 
and every unit cell along the a axis. The columns containing type β and 7 
maxima repeat once every unit cell in both lattice directions. Assignment of 
a and с crystal axes directions was, therefore, based on the correspondence of 
alternating columns of ET molecules seen in our images to packing along the 
a axis observed in the x-ray crystal structure [10]. Transforms of STM images 
of Type I surfaces typically showed diffraction spots to 2 Â resolution (figure 
5.3c,d). These patterns showed similar distributions of intensity at either tip 
polarity, and the angle observed between the a* reciprocal axis and the c* 
reciprocal axis was 90°. Our images of Type I surfaces are therefore very 
similar to STM images of ET crystal surfaces reported for a variety of salts 
[11-17]. Previously, investigators have ascribed the difference in brightness 
between the a and β- η columns to the fact that the type α ET molecules 
may have less distortion in the top ring than the other two. For the β and 7 
type molecules, distortion of the top ring may tend to hide the lobes of the 
sulfur atoms nearest the surface, resulting in a weaker tunneling current over 
them [14]. 
Type II surfaces showed pronounced differences in STM images depending 
upon the tip polarity. Figure 5.4a is an image taken with negative bias of —19 
mV and —400 pA tunneling current, which showed a nearly square periodic ar­
ray of maxima. In the STM unit cell there were four maxima. The periodicity 
and position of bright spots (high LUMO LDOS) was highly correlated with 
the position of К and Hg atoms in the insulating layer- which are shown as 
dark spheres in figure 5.2c. In the с lattice direction, the minima are shallower 
than in the a direction. This is likely a corrugation effect. The negative probe 
will be limited in its penetration of the SCN layer, which has a low density of 
unoccupied states, but physically lies closer to the surface than the Hg and К 
atoms. By scanning the same area of the crystal with a positive tip (+19 mV 
and +400 ρ A) a very different image was obtained (figure 5.4b). In this image 
maxima occurred along narrow (~ 1.3 Â wide) ridges which cross at right an-
gles, producing a waffle-like square lattice. Here, the correspondence between 
the bright regions in the image and the negatively charged SCN chains was 
very clear-see figure 5.2c. Therefore, the ~ 3 Â long rods which make up the 
ridges correspond to linear SCN groups. (The a and с axes directions were 
taken as in figure 5.4a.) 
Images of Type II surfaces, showing different features depending upon the 
tip polarity, were reproducible for 4-6 successive scans in which the bias polar-
5.2 Two types of surfaces in STM on (ET) 2 KHg(SCN) 4 101 
Figure 5.4: a) Constant current image of a Type II surface scanned 
with a negative tip, after Fourier lattice filtering. This image is at­
tributed to the К and Hg atoms shown in the model in figure 5.2c. b) 
The same area as in (a), scanned with a positive tip, indexed and fil­
tered as before. This image is attributed to the SCN molecules shown 
in the model in figure 5.2c. The nominal STM unit cell dimensions were 
8.1x8.0 Â2 for both scans, c) 2D FFT of the larger original scan used 
to produce (a), d) 2D FFT of the larger original scan used to produce 
(b). 
1 
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ity was reversed for each scan. After that the scans lost resolution and features 
became less bias polarity dependent. This was likely due to a degradation or 
gradual etching of the anion layer due to continuous scanning. Transforms 
of these polarity dependent images (from Type II surfaces) could be indexed 
to the same reciprocal lattice, but showed a distinctly different distribution 
of intensities. The transform of the negative bias image (figure 5.4c), showed 
almost no intensity in the (1,0) and (0,1) spots but strong (2,0) and (0,2) 
spots. [Here, the Miller indices (h,k) refer to the a* and c* axes directions, 
respectively.] In contrast, the transform of the positive bias waffle-like im-
age (figure 5.4d) showed a strong (1,0) spot and a clear, although somewhat 
weaker, (0,1) spot. Like the different images, differences in the transforms 
indicate significant spatial separation of HOMO and LUMO states for Type 
II surfaces. 
The degree of contrast in height (about 2Â) in the polarity dependent 
images is consistent with estimates of the differences in tunneling current for 
the LUMO and the HOMO states. For the condition of a metallic tip and a two 
band model of the states centered at the Fermi level (with the energy difference 
of the order of the experimental tunnel voltage), we find the polarity dependent 
difference in tunneling current to be of order 30% for 2 н
р
/квТ = 1.52. With, 
for example, an effective barrier height of 1 eV, which is not uncommon in 
STM tunneling, this current difference can produce observable changes in the 
images. 
Previously, atoms on organic crystal surfaces have been distinguished by 
STM [22], and organic molecular adsorbates identified by correlating the STM 
image with molecular orbital calculations [23]. The present study is the first 
observation of bias polarity dependent images of the surface of an organic 
molecular salt. Owing to localization of electronic states, these surfaces give 
different STM images depending upon the direction of tunneling. In the posi­
tive tip bias image, the waffle pattern of the HOMO LDOS is correlated to the 
frame-like structure of the linear SCN molecules. In the negative bias image, 
the LUMO LDOS appears as bright spots on a square lattice, consistent with 
the expected arrangement of the К and Hg atoms. Furthermore, there is a 
strong correlation of the LDOS to the charge distribution, since the strongest 
features in LUMO images correlate well with centers of positive charge, K + 
and Hg 2 + , and the strongest features in HOMO images correlated well with 
centers of negative charge, the SCN - ligands. 
Our investigation has shown that for STM studies of organic-conducting 
crystals, a freshly cleaved surface is important, and that care must be taken 
to avoid atmospheric contamination. The anion layer appears to be much 
more sensitive to air and to repeated scanning than is the cation layer. This 
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may explain why previous workers have not observed anion structure and/or 
polarity dependent images. Our work provides a more complete understanding 
of the possible surface configurations in organic charge transfer complexes and 
shows that the anion insulating layer has a complex electronic structure of 
its own. This work should prove useful in cases where STM is employed to 
study the microscopic details of the magnetic, electronic, and superconducting 
phenomena known to occur in these materials [5]. 
5.3 Low temperature tunneling spectroscopy on the 
organic conductor (ET)2KHg(SCN)4 
5.3.1 T h e low t e m p e r a t u r e s t r u c t u r e of ( E T ) 2 K H g ( S C N ) 4 
Mori et al. [10] have calculated the electronic structure of (ET)2KHg(SCN)4 on 
the basis of the extended Hiickel method. From the overlap integrals they cal-
culated the tight-binding energy band structure. The two-dimensional Fermi 
surface obtained in this way is shown in figure 5.5a. The Brillouin zone consists 
of a closed hole like Fermi surface around the V-point and an open electron 
like surface in the c-direction. This combination of one-dimensional and two-
dimensional Fermi surfaces leads to a complex phase diagram, that depends 
on the temperature, magnetic field and applied pressure. Figure 5.5b shows 
the phase diagram as suggested by Brooks et al. [5]. At 8 Kelvin (in zero 
magnetic field) there is a transition into a phase with antiferromagnetic or-
der. In resistance measurements this phase transition is observed as a bump 
in the resistance as a function of temperature [24]. The exact nature of the 
phase is unknown, but it is most probably a Spin Density Wave (SDW) phase. 
This SDW may be caused by nesting in the open one-dimensional orbit in 
the Brillouin zone [5]. Magnetoresistance measurements show a splitting of 
the Shubnikov-de Haas oscillations. The origin of this splitting is not clear 
yet and several origins have been suggested [5]. At about 23 Tesla a 'kink' in 
the magnetoresistance is observed [25]. Above this kink-field only one single 
frequency in the Shubnikov-de Haas oscillations is present. Pratt et al. ex-
plain this change in Shubnikov-de Haas oscillations by a transition from an 
anti-ferromagnetically ordered phase to a ferromagnetically ordered phase [26]. 
A further interesting effect of the ET-salts (and of most organic conductors) 
is that the different phases of these materials are much more sensitive to 
pressure than conventional metals. A pressure of 12 kbar can change the area 
of the closed orbits in the Fermi surface of (ET)2NH4Hg(SCN)4 by 20% [27], 
whereas the same pressure applied to normal metals only has a very small 
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Figure 5.5: (a) Illustration of the two-dimensional Brillouin zone of 
(ET)2KHg(SCN)4, showing the closed hole like Fermi surface around the 
V-point and the open electron like surface in the c-direction. (b) The 
phase diagram of (ET)2KHg(SCN)4 obtained from magnetoresistance 
measurements [5]. 
effect («1%). Also, for (ET)2KHg(SCN)4 a strong pressure dependence of 
the phase diagram is observed. The low temperature antiferromagnetically 
ordered phase is removed by applying pressure [5]. This is a common behavior 
for organic charge transfer salts in which density waves are suppressed in favor 
of metallic phases by applying pressure. 
5.3.2 Experimental results 
We performed tunneling spectroscopy at low temperature (1.3-15 Kelvin) on 
surfaces of (ET)2KHg(SCN)4 that were freshly cleaved at room temperature 
in air. The tips were made by cutting a Pt(90%)-Ir(10%) wire with a diameter 
of 0.5 mm with scissors. With the aid of an optical microscope the tip was 
aimed on a flat area on the crystal surface. Due to this procedure the sample 
had been exposed to air for 10-30 minutes before being cooled to 4.2 Kelvin. 
In order to be able to raise the temperature of the sample above the phase 
transition of 8 Kelvin, the sample holder was equipped with a heater and a 
temperature sensor. 
At low temperatures imaging of the crystal surfaces at molecular resolution 
was not possible and the work function appeared to be very low. This is 
observed often in low temperature STM on organic crystals, even if imaging 
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Figure 5.6: Spectroscopic results on (ET)2KHg(SCN)4 in the low tem­
perature phase (T=1.3 Kelvin). There are indications for a gap with a 
value of about 3 meV. 
at room temperature at molecular level was possible before cooling down [28]. 
This may be caused by a contamination layer that freezes at low temperatures. 
This contamination layer might be water, that can be moved around at room 
temperature, but hinders imaging at low temperatures. A possible solution 
for this problem may be in situ surface treatment or cleaving of the crystal at 
low temperature. However, from our room temperature results we know that 
layer that is exposed after cleaving is the ET-layer in most cases. Therefore, 
the spectroscopic measurements we show here are most probably obtained on 
the metallic ET-layer. 
A part of the tunnel conductance curves obtained in the low temperature 
phase (T < 8 Kelvin) has a parabolic shape and another part has gap-features 
(figure 5.6). For tunnel curves obtained above the phase transition tempera­
ture of 8 Kelvin no gap-features have been observed. 
The most appealing origin of these gap-features at low temperature is the 
presence of a gap in the energy spectrum of (ET)2KHg(SCN)4 in the low 
temperature phase. There may be several reasons why such a gap is not 
resolved in all measurements. 
First, it is possible that the surface quality has an influence on the tunnel 
spectra. For example, on high T
c
 superconductors the surface quality has a 
large influence on the tunnel spectra. On BiSrCaCuO, for example, good and 
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reproducible superconducting tunnel spectra are only rarely observed on un­
treated surfaces that have been exposed to air. Contrary to this, reproducible 
spectroscopic features are observed on BiSrCaCuO by cleaving the sample in 
UHV and cooling it down without exposing it to air [29] or by cleaving the 
sample in situ at low temperature before performing spectroscopy [30]. 
Another reason why the gap-features in our measurements are observed in 
only a part of the measurements might be the nature of the low temperature 
phase. Charge density and spin density wave phases are expected to have a gap 
in a part of the Fermi surface, which is associated with certain fc-vectors. To 
observe this gap one should probe the material in that specific direction. This 
depends on the direction of tunneling between the tip and the crystal, which 
depends on the crystallographic orientation of the crystal, but also on the tip 
shape. This causes that a gap in a specific ^-direction may or may not be 
probed depending on the exact tunnel geometry and tip shape. The fact that 
only a part of the Fermi surface is gapped, also accounts for our observation 
that the conductance within the gap is non-zero. In a STM experiment one 
always probes over a distribution of /г-vectors, which may be partially gapped 
or not, thus causing a non-zero conductance in the gap. 
A last reason why the gap is not observed in all measurements might be the 
pressure dependence of the low temperature phase. If a contamination layer is 
present at the crystal surface it is possible that the tip has to be pushed into 
this contamination layer before a tunnel current is observed. This may cause 
a very high local pressure at the position that is probed in the experiment. 
Due to this pressure the low temperature phase may be removed (locally) [5]. 
Besides the presence of a gap, other effects that may cause a reduction of 
the current around zero bias should be considered. For example, a bad surface 
quality will have influence on the tunnel spectra and very often this causes 
charging effects. Small conducting particles in the contamination layer at the 
crystal surface may be the origin of this. 
To really solve the problem of the surface quality the samples should be 
cleaved in situ at low temperatures. Figure 5.7 shows preliminary results 
obtained on a related material, (ET)2Cu(CNS)2, that has been cleaved at low 
temperature (4.2 Kelvin). This material is an organic superconductor with 
a T
c
 of 10.4 Kelvin. If this material is cleaved at room temperature in air 
the same problems occur as for (ET)2KHg(SCN)4: the tunnel spectra are 
different at different locations, the work function is very low and imaging of 
the crystal surface is not possible [11]. However, when (ET)2Cu(CNS)2 is 
cleaved in situ a higher work function is observed and the tunnel spectra at 
different locations are reproducible. The value of the gap we obtain from fits, 
Δ = 2 meV, is consistent with results from other groups [11,31], however our 
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Figure 5.7: Spectroscopy on an in situ cleaved (ET)2Cu(CNS)2· Also, 
indicated is a calculated curve. The fitting parameters are: T=4.2 
Kelvin, Δ=2 meV and the pair breaking parameter Γ=1.3 meV. 
results are reproducible at different spots on the surface. With this gap value 
А/квТ
с
 и 4.5 which is high compared with the weak coupling BCS result of 
3.53. 
5.4 Conclusions 
We have studied the surface structure of freshly cleaved (ET)2KHg(SCN)4 
crystals. In addition to the usually observed layer of ET molecules, we observe 
a complete anion layer. In this anion layer localized filled and empty electron 
states are resolved, which is consistent with the non-metallic nature of this 
layer. 
Spectroscopy on the low temperature phase of (ET)2KHg(SCN)4 shows 
features that can be related to a gap in the excitation spectrum in this phase. 
However, the bad surface quality makes an unambiguous interpretation of the 
data impossible. Cleaving of the samples at low temperatures may solve this 
problem. 
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Summary 
This thesis deals with the application of Scanning Tunneling Microscopy (STM) 
to several subjects in solid state physics. In the experiments that are described 
here, especially use is made of the capability of STM to probe, in addition to 
the topographic structure of the surface, the local electronic structure. 
Chapter 2 describes the low temperature STM that is used for most of the 
measurements presented in this thesis. This STM has been designed to work 
very reliably in high magnetic fields (up to 9.5 Tesla). Due to the rigid, com-
pact and concentric design the STM is very insensitive to external vibrations. 
This is especially important in a cryogenic surrounding, where boiling liquids 
can cause substantial vibrations. Also described in this chapter is the elec-
tronic circuit and the grounding of the different components. This electronic 
part is of crucial importance for low temperature STM spectroscopic studies, 
since it determines the spectroscopic resolution. For our STM, we estimate 
this resolution to be about 0.5 meV. 
In chapter 3 we discuss results on the conventional type II superconductor 
NbSe2- The study of this material had two purposes. On one hand it is an ideal 
material to test and improve the spectroscopic and topographic capability of 
the STM described in chapter 2. On the other hand it is possible to study some 
fundamental aspects concerning the Abrikosov vortex lattice in this material. 
With regard to this last issue we studied two effects. First, we studied the 
magnetic field dependence of the electronic structure of the vortex core. It 
appears that the bound quasi-particle states in the vortex core disappear when 
the magnetic field is increased. This happens at a field of approximately 1 
Tesla and can be explained by a decrease of the binding potential when the 
flux lines start to overlap. Secondly, the influence of tip-induced defects on 
the Abrikosov vortex lattice is investigated. At low magnetic fields (B < 0.1 
Tesla) these defects distort the flux line lattice considerably. At higher fields 
the regular flux line lattice recovers, due to the increased interaction between 
single flux lines. 
Chapter 4 deals with small metallic particles. Two types of particles are 
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studied: granular films on top of an insulating oxide and ligand stabilized 
metal clusters. The latter have the advantage that they are well defined in 
size and geometry. On both types of clusters we observed clear charging 
effects. However, in addition we observed deviations from a regular Coulomb 
staircase on both kinds of clusters. In tunneling spectroscopy on the granular 
films, we observed time-dependent effects that are ascribed to trapping and 
detrapping of electrons in localized states in the oxide. This trapping and 
detrapping is activated by the large electric field between the STM-tip and 
the sample. In the tunnel characteristics on ligand stabilized metal clusters 
we observed additional steps in addition to the regular Coulomb staircase steps. 
This additional structure can be explained in terms of a discrete density of 
states of the cluster. 
The last chapter (chapter 5) shows the results of a study of the organic con-
ductor (ET)2KHg(SCN)4. This is a layered material with alternating sheets 
of anions and cations. At 8 Kelvin it undergoes a phase transition into a state 
with antiferromagnetic order. Our room temperature STM results on freshly 
cleaved samples, show that in addition to the usually observed cation-layer of 
ET molecules also a complete anion-layer may be present at the surface. By 
scanning the surface of this anion-layer at opposite biases, we were able to ob-
serve localized occupied and unoccupied electron states in this layer. Our low 
temperature study of (ET)2KHg(SCN)4 was hindered by the bad surface qual-
ity of the material at low temperature. However, we observed some indications 
for a gap in the density of states at temperatures below the phase transition of 
8 Kelvin. To solve the surface quality problem, the samples should be cleaved 
at low temperatures. We showed that this low temperature cleave procedure 
is successful on the related material (ET)2Cu(CNS)2-
Samenvatting 
Het onderwerp van dit proefschrift is de toepassing van de Raster Tunnel Mi-
croscoop (engels: Scanning Tunneling Microscope (STM)) op enkele gebieden 
van de vaste-stoffysica. De resultaten die beschreven worden zijn verkregen 
door, naast de topografische mogelijkheden die de STM biedt, gebruik te ma-
ken van de spectroscopische mogelijkheden van de STM. 
Hoofdstuk 2 beschrijft de lage temperatuur STM die gebruikt is voor de 
meeste metingen die in dit proefschrift beschreven worden. Deze STM is 
ontworpen voor gebruik in hoge magneetvelden (tot 9.5 Tesla). Door het 
starre, compacte en concentrische ontwerp is deze STM zeer ongevoelig voor 
externe trillingen. Dit laatste is vooral van groot belang in een cryogene om-
geving waar kokende vloeistoffen veel trillingen veroorzaken. In dit hoofdstuk 
worden ook het elektronische circuit en de aarding van de verschillende com-
ponenten beschreven. Dit elektronische gedeelte is van cruciaal belang voor 
spectroscopisch lage temperatuur STM onderzoek, omdat het de spectrosco-
pische resolutie bepaalt. Voor onze opstelling schatten we dat deze resolutie 
ongeveer 0.5 meV is. 
In hoofdstuk 3 worden resultaten beschreven aan de conventionele type 
II supergeleider NbSe2- Het doel van dit onderzoek is tweeledig. Allereerst 
is NbSe2 een ideaal materiaal om de spectroscopische en topografische moge-
lijkheden van de lage temperatuur STM te testen en te verbeteren. Verder 
hebben we in dit materiaal onderzoek verricht aan het Abrikosov vortex roos-
ter. Allereerst hebben we bestudeerd hoe de elektronische structuur van de 
vortices afhangt van het magneetveld. Het blijkt dat de gebonden toestanden 
van quasi-deeltjes in het centrum van de vortices veranderen onder invloed 
van het magneetveld. Boven een magneetveld van ongeveer 1 Tesla kunnen 
we geen invloed van deze gebonden toestanden op de spectroscopische resul-
taten meer waarnemen. Dit kan verklaard worden door veranderingen van 
de bindingspotentiaal voor deze quasi-deeltjes als het magneetveld verandert. 
Vervolgens hebben we ook gekeken naar het effect van tipgeïnduceerde defec-
ten op het Abrikosov vortex rooster. Voor kleine magneetvelden blijken deze 
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defecten de struktuur het vortex rooster sterk te verstoren. Als het magneet-
veld vergroot wordt, wordt het effect van de defecten kleiner door de grotere 
vortex-vortex interaktie. 
Hoofdstuk 4 behandelt kleine metaaldeeltjes. Twee soorten van deeltjes 
zijn bestudeerd: opgedampte eilandjes boven op een isolerende oxidelaag en 
metaalclusters die door liganden gestabiliseerd worden. Dit laatste type heeft 
het voordeel dat het goed gedefinieerd is, zowel wat betreft grootte als geome-
trie. Op beide soorten clusters hebben we duidelijke opladingseffecten gezien. 
Behalve de reguliere Coulomb-ladder (engels: Coulomb staircase (CSC)), heb-
ben we ook afwijkingen van de CSC op beide soorten clusters waargenomen. In 
de spectroscopische resultaten op de opgedampte films traden tijdsafhankelijke 
variaties op die we toeschrijven aan het invangen en vrijkomen van elektronen 
in gelokaliseerde toestanden in het oxide. Dit effect wordt geactiveerd door het 
grote electrische veld tussen de STM-naald en het preparaat. In de tunnel-
karakteristieken boven de liganden-gestabiliseerde metaaldeeltjes hebben we 
extra stappen in de CSC waargenomen. Deze extra struktuur kan verklaard 
worden door discrete elektrontoestanden in het cluster. 
Het laatste hoofdstuk (hoofdstuk 5) laat de resultaten zien van onderzoek 
aan de organische geleider (ET)2KHg(SCN)4. De belangstelling voor orga-
nische geleiders wordt vooral gevoed door de hoeveelheid aan verschillende 
fasen die in deze materialen voorkomen. Verder zijn deze verschillende fasen 
zeer gevoelig voor temperatuur, druk en magneetveld. Het materiaal dat wij 
bestudeerd hebben is een gelaagd materiaal met afwisselend lagen bestaand 
uit anionen en cationen. Rond 8 Keivin ondergaat het een faseovergang naar 
een antiferromagnetisch geordende toestand. Onze resultaten verkregen bij 
kamertemperatuur op vers gekliefde kristallen laten zien dat, behalve de ge-
woonlijk waargenomen anionlaag, ook een volledige cationlaag aan het opper-
vlak aanwezig kan zijn. Door deze anionlaag met verschillende polariteit van 
de spanning te meten zijn we in staat geweest om gelokaliseerde gevulde en on-
gevulde elekrontoestanden waar te nemen in deze laag. Ons lage temperatuur 
onderzoek aan (ET)2KHg(SCN)4 werd bemoeilijkt door de slechte oppervlak-
tekwaliteit van dit materiaal bij lage temperaturen. Desondanks hebben we 
enige indicaties voor een 'gap' in de toestandsdichtheid beneden de faseover-
gang van 8 Keivin gevonden. Om het probleem van de oppervlaktekwaliteit 
op te lossen zullen de preparaten bij lage temperatuur gekliefd moeten wor-
den. We hebben laten zien dat deze kliefprocedure succesvol werkt bij het 
gerelateerde materiaal (ET)2Cu(CNS)2-
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