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Abstract—This paper presents a multiobjective structural opti-
mization process of designing an organization to execute a specific
mission. We provide mathematical formulations for optimization
problems arising in Phases II and III of our organizational design
process (Phase I was presented in Part I of this paper [56]) and
polynomial algorithms to solve the corresponding problems. Our
organizational design methodology applies specific optimization
techniques at different phases of the design, efficiently matching
the structure of a mission (in particular, the one defined by the
courses of action obtained from mission planning) to that of an
organization. It allows an analyst to obtain an acceptable tradeoff
among multiple mission and design objectives, as well as between
computational complexity and solution efficiency (desired degree
of suboptimality).
Index Terms—Clustering, organization structure, organiza-
tional design, organizational hierarchy, scheduling.
I. INTRODUCTION
THE OPTIMAL organizational design problem is one offinding both the optimal organizational structure (e.g.,
decision hierarchy, allocation of resources and functions to
humans, communication structure, etc.) and strategy (allo-
cation of tasks to decision-makers (DMs), scheduling task
execution, detailing decision policies, etc.) that allow the or-
ganization to achieve superior performance, while conducting
a specific mission [27]. Over the years, research in organi-
zational decision-making has demonstrated that there exists a
strong functional dependency between the specific structure
of a mission environment and the concomitant optimal organi-
zational design. Subsequently, it has been concluded that the
optimality of an organizational design ultimately depends on
the actual mission parameters (and organizational constraints).
This premise led to the application of systems engineering
techniques to the design of human teams. It advocates the use of
normative algorithms for optimizing human team performance
[24]–[29], [37], [38], [56]. This paper presents formulations
and solution approaches for Phases II and III of our organi-
zational design process (outlined in Part I of this paper [56]).
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A. Related Research
Over the past 15 years, research interest in teams and team
performance has noticeably increased, spanning industrial and
organizational psychology, operations research, business man-
agement, and decision-making in command-and-control. Many
researchers have studied the interplay among the task environ-
ment, the team organization, and the team performance.
Addressing “the rapid expansion in the dimensions and
complexity of contemporary team missions” [38], different
types of task environments and the concomitant distributed
organizations (e.g., joint task force organizations, flight crew
of a commercial airline, collaborative software development
teams, medical teams, research and development teams, etc.)
have been studied, defining a variety of task and team vari-
ables relevant to team performance. For example, in studies of
how emergency medical teams interact to resuscitate trauma
patients [33], [52], the research found that team domain of
trauma patient resuscitation embodies high risk, severe time
pressure, high task complexity, extremely high levels of indi-
vidual expertise, and highly distributed expertise from multiple
specialists, including trauma surgeons and anesthesiologists.
The team task also involves very high levels of uncertainty,
including uncertainty about the nature and extent of the injury,
the patient’s prior medical history, the working status of the
patient monitors (which may produce misleading readings),
the effects of treatment, and the availability of other team
members.
Studying the dimensions along which teams can be “dis-
tributed” (e.g., knowledge, expertise, information, resources,
responsibility, authority, goals, etc.) underscored the complex
nature of human interrelationships and compelled orga-
nizational researchers to extensively study organizational
hierarchies (see, for example, [8], [16], [43]). It has been
argued that, in hierarchically structured organizations, goal
planning and strategy formulation occur typically in the upper
levels [5]. The formal (centralized) organizations have explicit
hierarchical structures, and they are efficient in task assignment
and processing due to specialization of work and differentiation
of roles. On the other hand, as information processing systems,
hierarchies tend to filter the circulated information according
to locally assessed goals, and, as the uncertainty increases,
tendency to absorb information results in deterioration of
organization’s performance. Simon [44] argued that informal
(decentralized) organizations also are hierarchically structured.
He also discovered [13] that small groups within a team that
are allowed unlimited choice of communication channels tend
to centralize their communication flows into a hierarchical
1083-4427/02$17.00 © 2002 IEEE
LEVCHUK et al.: NORMATIVE DESIGN OF ORGANIZATIONS—PART II: ORGANIZATIONAL STRUCTURE 361
structure, thus supporting the claim that informal organizations
will naturally evolve into a hierarchical structure.
Various mathematical measures of organizational design have
been suggested in the literature to categorize teams (along mul-
tiple dimensions) and thus to enable the selection of appro-
priate performance improvement methods. Known measures of
organizational design typically focus on either organizational
structure (providing the information on who communicates with
whom, or who directs/commands whom) or the task decompo-
sition scheme (who has access to what resources, new data, and
has responsibility for what portion/aspect of a task). Krachhardt
in [5] developed several measures of organizational design from
a graph theoretical perspective and argued about their relevance
to performance. Mackenzie in [33] defined process indicators
to demonstrate that, in certain cases, a high degree of hierarchy
will enhance the effectiveness and efficiency of an organization.
Many attempts have been made to identify the performance
and process measures most appropriate to a specific team do-
main (see, for example, [6], [14], [15], [20], [21], [48], [53],
[54]). In general, however, there is little consensus on what
constitutes organizational performance, and there is no univer-
sally best set of performance measures. As was shown in [4],
whether an organization is said to perform well depends on the
constraints placed on the performance measures and on orga-
nizational objectives. Performance has been viewed from a va-
riety of perspectives, such as productivity [2], profitability [23],
and reliability [40]. Although these measures may indicate what
these organizations are doing, they do not always necessarily
suggest how well they are doing it. Lin [5] gives a systematic
evaluation of various performance criteria contrasting existing
measures of organizational performance against each other and
conducting simulation experiments to explore various aspects
of organizations. The performance characteristics of simulated
organizations were shown to be comparable (under certain con-
ditions) to the performance characteristics observed in the real
world [31].
The vast majority of research work addressing the improve-
ment of team performance is heuristic in nature and deals with
somewhat isolated aspects of a team (e.g., training, improving
the lay-out of information acquisition systems, team selection,
etc. [1], [9], [10], [16], [33]–[36], [42], [43], [45], [49], [50],
[55]). Much fewer examples (e.g., [30], [38], [40], [41]) are
known to actually address analytic methods to manage and
improve team performance. In this paper, together with its
companion paper [56], we focus on specific organizational
objectives and constraints, and provide a theoretical framework
for their use in model-based organizational design problem.
Our optimized team structures exhibit superior performance
with regard to specified organizational objectives.
B. Organization of the Paper
The paper is organized as follows. Section II presents an
overview of our 3-phase design process. Section III defines
the optimization problem arising in Phase II, and provides
algorithms to solve it. Section IV presents the formulation of
structural optimization problem (Phase III), and discusses the
objective functions and the corresponding algorithms used to
optimize organizational hierarchy. Section V provides a dis-
cussion on algorithm performance and effects of optimization
parameters and objectives on the organizational structure. The
paper concludes with a summary and future extensions in
Section VI.
II. 3-PHASE ORGANIZATIONAL DESIGN PROCESS
When modeling a complex mission and designing the corre-
sponding organization, the variety of mission dimensions (e.g.,
functional interdependencies, geographical layout, information
processing, etc.), together with the required level of model
granularity (e.g., mission task and organizational unit decom-
positions), determines the complexity of the design process.
Our mission modeling and organizational design methodology
allow one to overcome the computational complexity by syn-
thesizing an organizational structure via an iterative solution
of a sequence of three smaller and well-defined optimization
problems [25], [56]. The three phases of our design process
solve three distinct optimization subproblems.
Phase I (Scheduling Phase): The first phase of our design
process determines the task-platform allocation and task
sequencing that optimize mission objectives (e.g., mission
completion time, accuracy, workload, resource utilization,
platform coordination, etc.), taking into account task prece-
dence constraints and synchronization delays, task resource
requirements, resource capabilities, as well as geographical and
other task transition constraints. The generated task-platform
allocation schedule specifies the workload of each resource. In
addition, for every mission task, the first phase of the algorithm
delineates a set of nonredundant resource packages capable
of jointly processing a task. This information is later used for
iterative refinement of the design, and, if necessary, for on-line
strategy adjustments.
Phase II (Clustering Phase): In this phase, we combine
platforms into nonintersecting groups, to match the operational
expertise and workload threshold constraints on available
DMs, and assign each group to an individual DM to define the
DM-resource allocation. Thus, the second phase delineates the
DM-platform-task allocation schedule and, consequently, the
individual operational workload of each DM.
Phase III (Structural Optimization Phase): Finally, Phase III
completes the design by specifying a communication structure
and a decision hierarchy to optimize the responsibility distribu-
tion and inter-DM control coordination, as well as to balance
the control workload among DMs according to their expertise
constraints.
In this paper, we present mathematical formulations of clus-
tering and network-configuration problems (arising in Phases II
and III of our organizational design process) and describe poly-
nomial algorithms to solve these problems. For an overview of
our organizational design process, its mission-planning (sched-
uling) phase, and related research, see [56].
III. PHASE II: DM-RESOURCE ALLOCATION
The second phase of our design process combines resources
into nonoverlapping groups to match the operational expertise
and workload threshold constraints of available DMs. It assigns
each group to an individual DM to define the DM-resource allo-
cation and a consequent DM-platform-task schedule. The latter
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also specifies the (dynamic) individual operational workload of
each DM.
Since the decision-making and operational capabilities of a
human are limited, the distribution of information, resources,
and activities among DMs must be set up to achieve timely mis-
sion processing while efficiently utilizing each DM. The total
load is generally partitioned among DMs by decomposing a
mission into tasks and assigning these tasks to individual DMs
who are responsible for their planing and execution. Moreover,
an overlap in task processing (wherein two or more DMs share
responsibility for a given function/task while each possessing
the capability to individually process the task) gives the team a
degree of freedom to adapt to uneven demand by redistributing
the task processing load. The critical issues in team task pro-
cessing are: what should be done, who should do what, and
when.
In general, DMs are provided with limited resources with
which to accomplish their objectives. The distribution of these
resources among DMs and the assignment of these resources
that enables task processing are among key elements defining
an organizational design. Team members must dynamically
coordinate their resources to process their individual tasks,
while assuring that team performance goals are met. The critical
issues in team resource allocation are: who should own which
resource, who should use which resource to do what, and
when.
The allocation of information/resources/tasks to DMs is
equivalent to first grouping the corresponding entities and
then assigning each group to a different DM. The basis for
such a grouping can be obtained by a cluster analysis of the
corresponding objects or entities. Objects (e.g., platforms,
resources, tasks) that are described by their relationship to
other objects can be classified according to their perceived
similarities. Clustering then can be used to partition the set of
objects into distinct, mutually exclusive subsets (clusters) of
similar objects to achieve the prescribed relationships among
cluster groups.
Specifically, to allocate resources and tasks to DMs, our orga-
nizational design process makes use of the task-platform assign-
ment results, obtained in its Phase I (described in [56]), as fol-
lows. The platforms are grouped into disjoint clusters according
to their task assignments, and these platform clusters are then
allocated to different DMs who inherit the corresponding task
assignments. The objective of platform clustering is to mini-
mize the resultant DM workload—a weighted sum of external
DM–DM coordination and internal platform coordination load
of a DM, formally defined below.
A. Problem Definition
The following assignment data from Phase I are used to define
the problem:






if is allocated to platform
otherwise.
A platform-task assignment specifies the necessary interac-
tion among platforms when processing a task. This interaction
necessitates coordination among DMs, assigned to these plat-
forms as information/decision/action carriers. Specifically, to
model coordination-related overhead in an organization, we
define two types of coordination: 1) internal and 2) external.
Internal coordination accounts for the need to coordinate among
platforms assigned to the same DM. External coordination is
the inter-DM coordination that results from a multi-DM task
assignment.
The formal definitions used for internal and external coordi-
nation are as follows.
Definition 1: A signature vector of a DM is a
DM-task assignment vector
where
if is assigned to task
otherwise
if there exists a platform
such that
otherwise.
In a similar vein, the signature vectors are defined for any
group of platforms (not necessarily associated with a DM).
Definition 2: The internal coordination of a is equal
to the number of platforms assigned to this DM
(1)
Definition 3: A direct DM–DM coordination between two
DMs and is equal to the number of tasks simulta-
neously processed by these DMs
(2)
Definition 4: The external coordination of a is the
sum of its direct coordinations with other DMs
(3)
Definition 5: Coordination Workload of a is a
weighted sum of internal and external coordination of this DM
(4)
Weights for internal ( ) and external ( ) coordination
specify their impact on the corresponding aggregated DM
workload.
Given the data from Phase I, platforms are clustered into
groups to be assigned to DMs. The objective is to minimize the
LEVCHUK et al.: NORMATIVE DESIGN OF ORGANIZATIONS—PART II: ORGANIZATIONAL STRUCTURE 363
maximal DM coordination workload associated with DM-plat-
form-task assignment.
Example: Experiment With DDD-III Simulator: For our
example from an experiment with the DDD-III simulator
(described in detail in [56]), platform-task allocation obtained
in the scheduling phase (Phase I) via pairwise exchange (PWE)
algorithm is used. For DM-platform assignment in Fig. 1
(which is optimal for this example), internal coordination is
direct DM–DM coordination is
External DM coordination is
and DM coordination workload for is
B. Related Research
Cluster analysis and the corresponding grouping of objects
are generally used to achieve two main objectives. The first ob-
jective is to maximize the distance (dissimilarity) between clus-
ters. The second objective is to minimize the dissimilarity among
the objects in the same cluster (for each respective cluster). The
first objective can be achieved by using single-link methods to
find clusters with minimal path lengths among all objects in the
cluster, while the second objective can be achieved by using
complete-link methods to find clusters with minimum diameter
[18], [19]. Other algorithms have been developed for combi-
nations of these objectives, such as UPGMA (group average),
WPGMA (weighted average), UPGMC (unweighted centroid),
WPGMC (weighted centroid) (see [46]), and Ward’s method
to minimize square-error [51]. The generalization of the above
methods was presented in [22].
In this paper, we deal with agglomerative hierarchical
clustering. This procedure starts with disjoint clustering, which
places each of the objects into an individual cluster. The process
is repeated to form a sequence of nested groups in which the
number of clusters decreases as the sequence progresses. For a
review of clustering algorithms, see [11] and [18].
All of the algorithms employed for cluster analysis assume
that the distance (or dissimilarity) between objects is easily ob-
tained and updated. In our case, we not only need to consider
distances between objects, but also must take into account the
number of objects in the cluster (number of platforms in the
cluster constitutes the internal coordination of a DM assigned to
operate these platforms). Therefore, existing approaches need to
be modified to obtain algorithms suited for our problem.
Fig. 1. Optimal DM-platform-task allocation for example with DDD-III
simulatorW = W = 1.
C. Mathematical Formulation of the Clustering Problem
A fundamental question underlying a distributed or-
ganizational design—“Who should do which part of the
mission?”—implies that the mission must be decomposable
into a set of entities. These entities are generally referred to as
tasks.
The following additional variables are used to define the
clustering problem associated with the Phase II of our 3-phase
organizational design process:
if and coordinate over task
otherwise
maximal weighted coordination workload
We note that .
Following [29], the problem assumes the form of a binary
(0–1) programming problem
(5)
This problem is NP-hard [12]. Near-optimal heuristic clus-
tering algorithms exist that are specifically customized for this
problem.
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D. Cluster Merging
Suppose there exist clusters (groups of platforms)
determined by the assignment
variables with the corresponding signature vectors
. Then, the inter-group direct coordination
and external group coordination can be found as follows:
(6)
(7)
The size of each group is . When two groups
and are merged together into a new group , the signature
vector for the new group is
Direct coordination and cluster sizes are updated accordingly
Then, the external coordination of the new clusters is
(8)
Clusters that are unchanged by the merger have nonincreasing
external coordination, while maintaining the same internal
coordination. Therefore, their workload does not increase under
cluster merging. A rule for selecting the clusters to be merged
influences the cluster workload. In the subsections E and F,
we exploit this behavior to propose two algorithms for cluster
selection.
Example (continued): For a cluster merging depicted in
Fig. 2, DM–DM direct coordination matrix is updated as
follows:
(A) row 5 and column 5 are deleted;
(B) row 4 and column 4 are updated according to (6).
For the grouping in Fig. 2, we update as follows:
Fig. 2. Cluster merging for example with DDD-III simulatorW =W =1.
where
Internal coordination is updated as
and the new external coordination is found via
E. Min-Dissimilarity Clustering
This algorithm employs minimum-dissimilarity clustering
technique. We specify dissimilarities between clusters (groups
of platforms) according to their coordination (derived from the
corresponding platform assignment and task assignment data)
(9)
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Two groups and with minimum dissimilarity are
merged together. Note that the coefficients do not sat-
isfy distance properties (such as triangle inequality, etc.). The
groups of platforms are merged together to obtain a tradeoff
between two objectives:
1) minimizing the new group size;
2) “removing” the largest direct coordination.
This tradeoff is derived from the correlation between the in-
ternal and external coordination weights (see Definition 5). The
updates needed for the algorithm take
operations
We use a heap implementation [maintaining at each step a tree
of nodes] for dissimilarity values. At each
step (merger) of the algorithm, the dissimilarity matrix update
can be viewed as ( ) element updates (which corresponds
to the sift-down operations in the heap) and ( ) delete op-
erations (including finding and deleting the minimum element).
Therefore, the process of selecting the minimum element and
updating dissimilarity values via heap takes
operations, and the overall complexity of the algorithm is
where is a coefficient equal to the largest number of children of
any node in the heap. We can observe that in order to minimize
the above concave function, the coefficient must be chosen to
be equal to either three or four.
Another variation of min-dissimilarity clustering algorithm,






This algorithm tries to merge clusters having similar signa-
ture vectors. Algorithm complexity and coefficient updates are
similar to min-dissimilarity algorithm.
Example (continued): For platform grouping shown in
Fig. 2, dissimilarity matrix between clusters for min-dissimi-
larity algorithm is
There are two possibilities: 1) merge groups 2 and 5; or
2) merge groups 4 and 5. For 2) (see Fig. 2), the dissimilarity
matrix is updated similar to
where
F. Best-Merge Clustering
This algorithm finds a merge of two groups of platforms that
produces either the largest decrease or the smallest increase in
the objective function of Phase II. At each step, the maximum
workload of the new cluster produced by such a merger is found,
and the merge with the lowest maximum workload is selected. If
“ties” occur, a group with the smallest is selected. When
clusters and are merged, group workload is updated as
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For each possible cluster pair merge, we evaluate
where
The maximal workload is then found as
Two clusters, and , are selected as follows:
When clusters are merged, the following parameters are
updated:
Cluster pair selection requires opera-
tions, and cluster parameter update needs
operations. Therefore, the overall com-
plexity is approximately
Example (continued): For platform grouping shown in
Fig. 2, we have
Therefore, the matrix is shown at the bottom of
the page (e.g., , , ,
,
.
Hence, there are two possibilities to obtain the least maximal
coordination workload: 1) merge groups 3 and 5; or 2) merge
groups 4 and 5 (see Fig. 2). The resulting maximal coordination
workload obtained by Best-Merge method is seven units.
G. Hierarchical Clustering Algorithm
Initialization: Begin by assigning each platform to a distinct
cluster with the signature vectors
Step 1. Choose two clusters (under min-
dissimilarity or Best Workload rule) and
combine them into a single cluster. Find
the signature vector for the new cluster
and update the distance matrix.
Step 2. If number of clusters is equal to
the number of available DMs, STOP. Oth-
erwise, go to Step 1.
Example (continued): Platform-task allocation obtained in
the scheduling phase (Phase I) via PWE algorithm is used. Fig. 3
shows DM coordination networks (DCNs) corresponding to
three DM-platform assignments obtained by various algorithms
with internal/external workload weights .
It was found that minimizing the internal workload increases
DMs external workload, thereby generating dense and heavy
coordination network among DMs.
IV. PHASE III: ORGANIZATIONAL HIERARCHY
To avoid decision-making confusion associated with the
distribution of control, organizations may impose a decision
hierarchy (i.e., superior–subordinate or supported–supporting
relations) on their team members. A hierarchy is a partial
order relationship that can be viewed as a tree-type network
among DM nodes (with “root” DM being the team leader).
Oftentimes, a hierarchy induces a structure for decision cycles
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Fig. 3. Clustering results obtained by various algorithms for an experiment
with the DDD-III simulatorW = W = 1.
and information flows associated with inter-DM coordination
in an organization. One of the goals in creating a specific
hierarchy is to match the induced superior-subordinate DM
relationships with the inter-DM coordination required to com-
plete the mission. Different definitions of this matching lead to
different formulations of the organizational hierarchy-design
problem.
Phase III of our optimization process completes the organiza-
tional design by specifying: 1) a communication structure; and
2) a decision hierarchy (a directed tree spanning DM nodes)
to optimize the responsibility distribution and inter-DM con-
trol coordination, as well as to balance the control workload
among DMs according to their expertise constraints. The hier-
archical structure of the organization (“who reports to whom”)
is uniquely determined by specifying the root node in the co-
ordination tree of DM nodes. Different optimization objectives
for the prospective organizational design (e.g., maximizing the
speed of command by minimizing average decision cycles in the
organization; minimizing the management cost associated with
coordination overhead; etc.) prompt different rules for building
a hierarchy and selecting its root. Some of the rules for root
selection are as follows:
1) minimum tree depth;
2) DM with minimum workload;
3) DM with maximum coordination.
A. Problem Definition
In this section, we consider the situation when the coordi-
nation between any two DMs in the prospective organization
requires the participation (e.g., approval) of all DMs involved
in the corresponding superior–subordinate path spanning two
coordinating DMs (e.g., when passing certain information is
permitted only via hierarchy tree links, when each DM can
communicate exclusively with his immediate superior/subor-
dinate DMs, etc.). Such a spanning path is unique for any two
DMs in a given DM hierarchy. The associated coordination
overhead adds the extra load to each DM involved in the
decision cycle. We model such an overhead by introducing
indirect additional coordination. The external organizational
workload is then defined as the sum of direct (one-to-one) and
indirect (through an intermediary) coordination. The impact
of each such coordination can be defined appropriately by
introducing weighting coefficients.
We use the following definitions to formulate the problem.
Definition 6: DM coordination network (DCN) is a complete
undirected graph with nodes representing
the DMs and edges with weights between nodes equal to
the amount of necessary direct coordination between DMs (ob-
tained in Phase II from DM-platform-task assignment)
(11)
Definition 7: An organizational hierarchy tree (OHT) is a
directed single-root tree spanning the nodes of DCN.
Definition 8: Indirect additional coordination (or coordi-
nation overhead) of a DM is the amount of information flow
through this node in the undirected tree of OHT under the
conservation of flow constraint(s). It is found by adding the
amount of coordination between all pairs of coordinating nodes
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Definition 9: The external organizational workload of a DM
is the sum of its external coordination and indirect additional
coordination workloads
(13)
Definition 10: The internal organizational workload of a
DM is equal to its internal coordination
(14)
Definition 11: The organizational workload of a DM is a
weighted sum of its internal and external workload
(15)
It follows from the definitions that the overall indirect addi-
tional coordination (coordination overhead) in the organization
is equal to
number of edges between and in
Example (continued): For the optimal DM-platform alloca-
tion and the corresponding DCN network shown in Fig. 3, the
corresponding organizational hierarchy and workload parame-
ters are shown in Fig. 4. In this case, the coordination overhead
is .
B. Three Objectives
In the following, we present algorithms for the Phase III to
optimize three different objectives:
1) minimization of overall additional coordination imposed
by the tree structure in the OHT (minimum coordination
cost problem);
2) minimization of the maximal DM workload (min–max
problem);
3) maximization of the aggregated coordination from the co-
ordination links included in the OHT (max-in problem).
Optimization for each of these objectives produces different
results. Performance comparisons among the constructed orga-
nizations over missions with different structures would validate
a particular choice of the objective function and the algorithms
to satisfy specific operational objectives.
C. Minimum Coordination Cost Problem
When minimizing the overall additional coordination, we use
the optimal polynomial-time algorithm due to Hu [17]. The idea
is to minimize the cost of coordination in OHT. We assume
that the cost of a unit of coordination between any two nodes
in OHT is equal to the number of nodes on the path between
them. Therefore, minimization of the overall coordination cost
defined in this fashion is equivalent to minimization of the addi-
Fig. 4. Organizational hierarchy for optimal DM-platform allocation.
tional indirect coordination. The algorithm [17] constructs Go-
mory–Hu tree (also called the optimal communication tree),
which is proved to be the optimal solution for this problem.
The following definitions are used throughout the algorithm.
Definition 12: A clique is a set of two or more nodes of the
original DCN network.
Definition 13: At any given step, all nodes of the original
DCN network are partitioned into a set of cliques and of indi-
vidual nodes, with a tree structure defined over the elements
of this set. Such a set is called a partition.
Definition 14: Residual network is a network consisting of
the elements of a Partition and derived from DCN by expanding
and/or condensing operations on the nodes of the current tree .
When a clique is selected in , a residual network is obtained by
condensing the components of , which stay connected when
selected clique is removed from , and expanding the selected
clique, as described in definitions 15 and 16.
Definition 15: Expanding a clique is equivalent to trans-
forming the original DCN partition by removing this clique and
by adding all nodes that constituted the clique as the individual
elements of the partition.
Definition 16: A set of nodes is condensed when it is com-
bined into a single node called aggregated node. A weight of the
edge between this new aggregated node and any other node
in the network is equal to the sum of edge weights in the original
network between and all nodes in this aggregated node. When
two cliques are condensed, it is equivalent to condensing the set
of original network nodes contained in these cliques. That is, if
two cliques and are to
be condensed, the new node is
and for any node from the original network, the edge in the
residual network is
(16)
The new node is also a clique. The edge weight in the residual
network between two cliques and is
(17)
The algorithm is based on the following theorem [17].
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Theorem: The communication cost of the tree for a net-
work with a set of communication requirements
is equal to the sum of cut capacities of the ( ) non-
crossing cuts of this network (with cuts obtained from subsets
separated by each tree edge).
A tree has one-to-one correspondence with the set of
noncrossing cuts (cuts determined sequentially by removing
an edge of the spanning tree and considering sets of nodes
separated by the spanning tree). Since the sum of cut capacities
of the ( ) noncrossing cuts represented by the Gomory–Hu
tree is the least among the sums of the cut capacities of any
( ) noncrossing cuts, the theorem proves that Gomory–Hu
tree is the minimum coordination cost tree.
The minimum coordination cost (minC-cost) algorithm is as
follows.
Initialization: Start with , a
tree containing a single clique which
consists of all nodes of the DCN.
Step 1. Select a clique in (which
consists of more than one node of DCN).
Disconnect this clique in (remove all
edges incident to this clique in ),
which breaks it into several connected
components. If all cliques of contain
only single nodes of the original net-
work, STOP.
Step 2. Create a residual network by con-
densing each connected component into
one clique (node) and expanding the se-
lected clique.
Step 3.Pick any two nodes and (nodes
of DCN) from the selected clique and
find the minimum cut in the
residual network, ( and
consist of condensed cliques of and
of nodes of the original network from
clique ).
Step 4. Create two new cliques , in
tree replacing the selected clique
with them:
For each clique previously connected to in :
a) if , then create an edge between and
b) if , then create an edge between and .
The edges are updated via
Example (continued): For the optimal DM-platform alloca-
tion and the corresponding DCN network shown in Fig. 3, the
Gomory–Hu algorithm obtains an OHT shown in Fig. 4. Fig. 5
shows a step-by-step hierarchy construction process. The details
of iteration ( ) of the algorithm are depicted in Fig. 6.
Fig. 5. Organizational hierarchy construction using Gomory–Hu algorithm.
Fig. 6. Single iteration (c) of Fig. 5 in Gomory–Hu algorithm.
D. Max-In Problem
An alternative is to use maximal spanning tree algorithm
to construct the OHT. We obtain a tree that maximizes
E
, where denotes the set of edges of the
tree . This can be done by applying the modified minimum
spanning tree algorithm. Maximum spanning tree problem
with edge weights transforms into a minimum spanning
tree problem with edge weights , where
. Methods for finding the minimal spanning
tree include those due to Kruskal, Jarnik–Prim–Dijkstra, and
Bor’uvka (see [3], [17], and [47]).
The max-in algorithm is as follows.
Initialization:
Step 1. Select an edge with maximum coor-
dination that does not create cycles in
the network.
Step 2. If ties occur, select the coor-
dination link connected to the DM with
minimal coordination workload ( ).
Step 3. When the number of edges in
the tree is equal to (number of DM
nodes), STOP. Otherwise, go to Step 1.
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The idea behind the algorithm is to include the largest coordi-
nation links and to make DMs with the largest workload to be at
the lowest level of the hierarchy tree, thus obtaining a tree with
maximal channel utilization.
Example (continued): Since the coordination workload of
DMs is
and DCN arc weights are the same ( 1), arcs are included in
the tree in the following sequence:
Therefore, max-in algorithm produces the same result as the
Gomory–Hu method for the optimal DM-platform assignment
(Figs. 2 and 3).
E. Min–Max Problem
When the objective is to minimize the maximal DM work-
load, we impose additional constraints on the information flow.
We restrict the indirect coordination to go through only one
intermediate DM. If the information can be distorted while in
transit, and additional intermediate nodes on the information
path would increase the decision delay, it is practical to con-
sider restrictions, such as having a single intermediate DM, to
make organizations more responsive and to maximize the speed
of command.
In the problem formulation, we introduce the dummy node
“0” that would serve as a single-link root node. After the opti-
mization is done, it is deleted from the tree while maintaining
the tree structure.
The following variables are used to formulate the problem:
if there is a direct link from to
in the tree
otherwise
if and are connected through
otherwise
level of node
maximal DM hierarchy workload.
The fact that we would use“direct” links accounts for the need
to structure the hierarchy level by level. Then, direct links exist
only from the higher level to the next lower level. The level
structure of the hierarchy would be changed afterwards to place
the specifically chosen DM at the root of the tree.




Fig. 7. Organizational hierarchy for min-dissimilarity DM-platform
clustering.
Following [29], the problem assumes the form of a binary
(0–1) programming problem
(18)
After a solution to this problem is found, the“dummy”
root node is discarded. Then the node with some specific
property (e.g., minimum hierarchy depth, maximum workload,
maximum coordination) is found and selected to be at the root
of the organizational hierarchy.
Example (continued): Figs. 4, 7, and 8 show organizational
structures corresponding to these coordination networks. These
structures are obtained by minimizing the maximal DM work-
load (min–max problem) via the solution of 0–1 binary pro-
gramming problems. Here, optimizing the other two objectives
(minC-cost and max-in problems) produces identical results in
each case. The organization corresponding to optimal clustering
has the least maximal DM workload.
Experiments suggest that strong dependency exists between
the density of coordination networks and the performance
of the corresponding organizational structures. Density of
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Fig. 8. Organizational hierarchy for max-similarity DM-platform clustering.
TABLE I
AVERAGE MAXIMAL COORDINATION WORKLOAD (CW ) FOR PHASE III
coordination networks is dependent on the choice of workload
weights (internal–external workload tradeoff). The following
section discusses results from an experiment with the DDD-III
simulator obtained by varying workload weight parameters.
V. SIMULATION RESULTS
A. Algorithm Performance: DM-Resource Allocation
Simulation results for the clustering algorithms (based on
the scheduling results obtained by the MDLS method with
critical path task selection) are shown in Table I and Figs. 9–11
(workload weights are , ; see Appendix for
information on random problem generation). For a problem
with 30 tasks and seven platforms, Table I shows the av-
erage maximal coordination workload (objective function) of
clustering algorithms. The average CPU times (for Pentium
600 MHz processor) of heuristic algorithms and of the optimal
procedure are presented in Figs. 9 and 10, respectively. Results
are based on 100 Monte Carlo simulations. Fig. 11 shows
similar CPU time behavior for a problem with 30 tasks and 20
platforms for heuristic algorithms only (the optimal algorithm
is computationally infeasible for large-size problems).
For heuristic algorithms of Phase II, the processing time
of hierarchical clustering procedure increases as the potential
number of DMs (number of clusters) is reduced. The compar-
ison of max-similarity and min-dissimilarity algorithms shows
that the min-dissimilarity algorithm has the least processing
time, while max-similarity method produces on average better
results. On the other hand, these algorithms are significantly
faster than best-merge procedure, although the latter is closer
to the optimal solution. The optimal solution has exponential
Fig. 9. Average CPU time of heuristic algorithms. Number of platforms = 7;
number of simulations = 100.
Fig. 10. Average CPU time of optimal algorithm. Number of platforms = 7;
number of simulations = 100.
Fig. 11. Average CPU time of heuristic clustering algorithms. Number of
platforms = 20; number of simulations = 500.
complexity and can only be used for small-size problems (see
Fig. 10).
B. Algorithm Performance: Organization Structure
In this section, we discuss the performance of algorithms
to obtain DM–DM coordination hierarchy. Each of these algo-
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TABLE II
AVERAGE CPU TIMES OF ALGORITHMS FOR PHASE III (IN SECONDS)
rithms finds an optimal solution to the corresponding problem.
The goal of such simulations is to select the number of DMs for
an organization. We try to achieve a tradeoff between optimizing
the average and the maximal workloads of DMs in an organiza-
tion. It would provide us with a balanced workload among mem-
bers of the organization (better resource utilization), as well as
prevent individual DMs from being overloaded. On the other
hand, having under-loaded DMs provides us with redundancies,
making the organization more robust to failures.
As indicated earlier, the complexity of Gomory–Hu al-
gorithm (minC-cost problem) and maximum spanning tree
algorithm (max-in problem) is polynomial, while min–max
algorithm has exponential complexity (over the number of
DMs, tasks, and platforms). This is illustrated by the average
CPU-time data for each algorithm shown in Table II. Fig. 12
shows the average maximal DMs workload for each algorithm.
Fig. 13 presents the average coordination, for which maximum
spanning tree algorithm is optimal. Fig. 14 illustrates the av-
erage coordination overhead. Gomory–Hu algorithm is optimal
for this case. As indicated in Fig. 15, Gomory–Hu algorithm
obtains organizations with the best average DM workload.
From simulation results, we conclude that the min–max algo-
rithm obtains a solution with the least maximal DM workload
(when the number of DMs is small) by distributing the work-
load among DMs. However, the complexity of this algorithm
prohibits its use for large-size problems. Furthermore, we note
that, as the number of DMs increases, the constraints on coordi-
nation, placed by min–max problem formulation, make its solu-
tion nonoptimal. max spanning tree method produces solutions
with better maximal workload for larger number of DMs at the
expense of increased coordination overhead and average DM
workload. It is also significantly faster than Gomory–Hu algo-
rithm.
From the maximal and average workload data [see Figs. 12
and 15] we conclude that the choice of four or five DMs is the
best for this problem (workload weights are ,
).
C. Effects of Internal/External Workload Weights on
Organizational Structure
In this section, we explore the behavior of organizational
structures obtained via Gomory–Hu (minC-cost) algorithm.
The results are based on clustering data obtained from min-dis-
similarity clustering algorithm.
Fig. 12. Maximal workload of DM. Number of platforms = 7; number of
simulations = 100.
Fig. 13. Average direct coordination. Number of platforms = 7; number of
simulations = 100.
Fig. 14. Average external coordination overhead. Number of platforms = 7;
number of simulations = 100.
The shape of organizational structures for a 5-node organ-
ization with min-depth root selection for our example varies
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Fig. 15. Average CPU time of heuristic algorithms. Number of platforms =
7; number of simulations = 100.
Fig. 16. Effects of workload weights on 5-node organizational structure.
Fig. 17. Effects of workload weights on 6-node organizational structure.
between three basic hierarchies according to the internal/ex-
ternal workload emphasis (see Fig. 16). Fig. 17 shows similar
results for 6-node organizations. Although there are five pos-
sible 6-node architectures, organizational hierarchies obtained
using our design process vary among three distinct 3-level struc-
tures only. Each shaded area in Figs. 16 and 17 corresponds to
the hierarchy structure (obtained by Gomory–Hu algorithm for
a pair of internal and external workload weights in this area)
shown on the right-hand side of the figure.
Minimizing the internal DM workload in Phase II (high
ratio of internal workload weight to external weight) results
in DM-resource allocation with heavy inter-DM coordination.
In our examples, we obtained dense coordination networks
with evenly spread coordination. Optimization of structures for
dense and evenly distributed coordination networks leads to flat
hierarchy structures (low-level hierarchies). This comes from
the fact that a flat hierarchy minimizes the communication cost
(coordination overhead) of OHT for coordination
networks with such properties. On the other hand, optimiza-
tion for sparse coordination networks results in multilayered
organizational hierarchies.
VI. SUMMARY AND FUTURE RESEARCH
Different organizations exhibit differences in their perfor-
mance. Even for small organizations facing missions with a
limited number of tasks, there can be an enormous number of
possible solutions to the organizational design problem. Opti-
mization can yield significant improvements in performance.
In this paper, we presented Phases II and III of our 3-phase
process for optimizing the organizational design (outlined in
[56]). We provided mathematical formulations of DM-resource
allocation (Phase II) and coordination structure optimization
(Phase III) problems, and presented algorithms to solve these
problems. We have also shown the dependence between the
applied optimization criteria and the structural behavior of
organizations obtained via our design process.
Our current efforts are focused on conducting a compar-
ative analysis of various optimization techniques in solving
specific design problems and on defining criteria for classi-
fying multiobjective optimization problems into groups that
require different optimization strategies to reduce solution com-
plexity for large-scale design problems. We also look to define
measures of organizational robustness (i.e., the ability of an
organization to maintain the required level of performance de-
spite variations in its mission environment) and of adaptability
(i.e., the ability of an organization to adapt to environmental
changes and functional failures). Developing fast algorithms
for real-time analysis of feasible adaptation options to sug-
gest suitable forms of adaptation and appropriate transition
sequence for reconfiguration would provide a computational
framework for on-line adaptation in complex C2 systems facing
uncertain and volatile environments.
APPENDIX
RANDOM PROBLEM GENERATION
Resources: Resource length varies uniformly between four
and ten. Elements of requirement/capability vectors vary uni-
formly between one and five units.
Tasks: Number of tasks is fixed. Task positions are uniform
in [0, 50] [0, 50] grid.
Task Precedence Graph: Number of levels is uniformly
distributed according to task-to-level ratio. Max and min
task-to-level ratios are, respectively, 0.6 and 0.25. Number
of predecessors of each task from upper levels ( 1) is 2.
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Max number of tasks per level is six tasks. Maximum task
processing time is 50 units.
Platforms: Number of platforms is fixed. Platform velocity
varies between one and three units.
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