Ogni lassada xe persa." 1 -Proverb from Trieste, Italy. We present TRIÈST, a suite of one-pass streaming algorithms to compute unbiased, low-variance, highquality approximations of the global and local (i.e., incident to each vertex) number of triangles in a fully dynamic graph represented as an adversarial stream of edge insertions and deletions.
INTRODUCTION
Exact computation of characteristic quantities of Web-scale networks is often impractical or even infeasible due to the humongous size of these graphs. It is natural in these cases to resort to efficient-to-compute approximations of these quantities that, when of sufficiently high quality, can be used as proxies for the exact values.
In addition to being huge, many interesting networks are fully dynamic and can be represented as a stream whose elements are edges/nodes insertions and deletions that occur in an arbitrary (even adversarial) order. Characteristic quantities in these graphs are intrinsically volatile, hence there is limited added value in maintaining them exactly. The goal is rather to keep track, at all times, of a high-quality approximation of these quantities. For efficiency, the algorithms should aim at exploiting the available memory space as much as possible and they should require only one pass over the stream.
We introduce TRIÈST, a suite of sampling-based, one-pass algorithms for adversarial fully dynamic streams to approximate the global number of triangles and the local number of triangles incident to each vertex. Mining local and global triangles is a fundamental primitive with many applications (e.g., community detection [4] , topic mining [13] , spam/anomaly detection [3, 28] , ego-networks mining [14] , and protein interaction networks analysis [30] ).
Many previous works on triangle estimation in streams also employ sampling (see Section 3), but they usually require the user to specify in advance an edge sampling probability p that is fixed for the entire stream. This approach presents several significant drawbacks. First, choosing a p that allows to obtain the desired approximation quality requires to know or guess a number of properties of the input (e.g., the size of the stream). Second, a fixed p implies that the sample size grows with the size of the stream, which is problematic when the stream size is not known in advance: If the user specifies a large p, the algorithm may run out of memory, while for a smaller p, it will provide a suboptimal estimation. Third, even assuming to be able to compute a p that ensures (in expectation) full use of the available space, the memory would be fully utilized only at the end of the stream, and the estimations computed throughout the execution would be suboptimal.
Contributions. We address all the above issues by taking a significant departure from the fixed-probability, independent edge sampling approach taken even by state-of-theart methods [28] . Specifically.
• We introduce TRIÈST (TRIangle Estimation from STreams), a suite of one-pass streaming algorithms to approximate, at each time instant, the global and local number of triangles in a fully dynamic graph stream (i.e., a sequence of edges additions and deletions in arbitrary order) using a fixed amount of memory. This is the first contribution that enjoys all these properties. TRIÈST only requires the user to specify the amount of available memory, an interpretable parameter that is definitively known to the user. • Our algorithms maintain a sample of edges: They use the reservoir sampling [42] and random pairing (RP) [16] sampling schemes to exploit the available memory as much as possible. To the best of our knowledge, ours is the first application of these techniques to subgraph counting in fully dynamic, arbitrarily long, adversarially ordered streams. We present an analysis of the unbiasedness and of the variance of our estimators, and establish strong concentration results for them. The use of reservoir sampling and RP requires additional sophistication in the analysis, as the presence of an edge in the sample is not independent from the concurrent presence of another edge. Hence, in our proofs, we must consider the complex dependencies in events involving sets of edges. The gain is worth the effort: We prove that the variance of our algorithms is smaller than that of state-of-the-art methods [28] , and this is confirmed by our experiments.
• We conduct an extensive experimental evaluation of TRIÈST on very large graphs, some with billions of edges, comparing the performances of our algorithms to those of existing state-of-the-art contributions [20, 28, 36] . Our algorithms significantly and consistently reduce the average estimation error by up to 90% w.r.t. the state of the art, both in the global and local estimation problems, while using the same amount of memory. Our algorithms are also extremely scalable, showing update times in the order of hundreds of microseconds for graphs with billions of edges.
Paper organization. We formally introduce the settings and the problem in Section 2. In Section 3, we discuss related works. We present and analyze TRIÈST and discuss our design choices in Section 4. The results of our experimental evaluation are presented in Section 5. We draw our conclusions in Section 6. Some of the proofs of our theoretical results are deferred to Appendix A.
PRELIMINARIES
We study the problem of counting global and local triangles in a fully dynamic undirected graph as an arbitrary (adversarial) stream of edge insertions and deletions.
Formally, for any (discrete) time instant t ≥ 0, let G (t) = (V (t) , E (t) ) be the graph observed up to and including time t. At time t = 0, we have V (t) = E (t) = ∅. For any t > 0, at time t+1, we receive an element e t+1 = (•, (u, v)) from a stream, where • ∈ {+, −} and u, v are two distinct vertices. The graph G (t+1) = (V (t+1) , E (t+1) ) is obtained by inserting a new edge or deleting an existing edge as follows:
If u or v do not belong to V (t) , they are added to V (t+1) . Nodes are deleted from V (t) when they have degree zero. Edges can be added and deleted in the graph in an arbitrary adversarial order, i.e., as to cause the worst outcome for the algorithm, but we assume that the adversary has no access to the random bits used by the algorithm. We assume that all operations have effect: If e ∈ E (t) (resp. e ∈ E (t) ), (+, e) (resp. (−, e)) cannot be on the stream at time t + 1.
Given a graph G (t) = (V (t) , E (t) ), a triangle in G (t) is a set of three edges {(u, v), (v, w), (w, u)} ⊆ E (t) , with u, v, and w being three distinct vertices. We refer to {u, v, w} ⊆ V (t) as the corners of the triangle. We denote with (t) the set of all triangles in G (t) , and, for any vertex u ∈ V (t) , with (t) u the subset of (t) containing all and only the triangles that have u as a corner.
Problem definition. We study the Global (resp. Local) Triangle Counting Problem in Fully Dynamic Streams, which requires to compute, at each time t ≥ 0, an estimation of | (t) | (resp. for each u ∈ V an estimation of | (t) u |). Multigraphs. Our approach can be further extended to count the number of global and local triangles on a multigraph represented as a stream of edges. Using a formalization analogous to that discussed for graphs, for any (discrete) time instant t ≥ 0, let G (t) = (V (t) , E (t) ) be the multigraph observed up to and including time t, where E (t) is now a bag of edges between vertices of V (t) . The multigraph evolves through a series of edge additions and deletions according to almost the same process described for graphs, with the exception that now all operations must have effect on the bag of edges E (t) . Thus, for example, we may have (+, e) on the stream at time t and again (+, e) at time t + 1. Some additional modifications to the model are needed to handle deletions appropriately, and we outline them in Section 4.4.3. The definition of triangle in a multigraph is the same 
Work
Single pass Fixed space Local counts Global counts Fully dynamic streams Becchetti et al. [3] ✗ /✗ a ✗ ✗ Kolountzakis et al. [23] ✗ ✗ ✗ ✗ Pavan et al. [36] ✗ ✗ Jha et al. [20] ✗ ✗ Ahmed et al. [1] ✗ ✗ ✗ Lim and Kang [28] ✗ ✗/ b ✗ This work a The required space is O(|V (t) |), which, although not dependent on the number of triangles or on the number of edges, is not fixed, in the sense that it cannot be fixed a priori. b Global triangle counting is not mentioned in the article, but the extension is straightforward. as in a graph. As before we denote with (t) the set of all triangles in G (t) , but now this set may contain multiple triangles with the same set of vertices, although each of these triangles will be a different set of three edges among those vertices, i.e., a different subset of the bag E (t) . For any vertex u ∈ V (t) , we still denote with (t) u the subset of (t) containing all and only the triangles that have u as a corner, with a similar caveat as (t) . The problems of global and local triangle counting in multigraph edge streams are defined exactly in the same way as for graph edge streams.
RELATED WORK
The literature on exact and approximate triangle counting is extremely rich, including exact algorithms, graph sparsifiers [40, 41] , complex-valued sketches [22, 29] , and MapReduce algorithms [32] [33] [34] [35] 38] . Here, we restrict the discussion to the works most related to ours, i.e., to those presenting algorithms for counting or approximating the number of triangles from data streams. We refer to the survey by [26] for an in-depth discussion of other works. Table I presents a summary of the comparison, in terms of desirable properties, between this work and relevant previous contributions.
Many authors presented algorithms for more restricted (i.e., less generic) settings than ours, or for which the constraints on the computation are more lax [2, 7, 21, 24] . For example, Becchetti et al. [3] and Kolountzakis et al. [23] present algorithms for approximate triangle counting from static graphs by performing multiple passes over the data. Pavan et al. [36] and Jha et al. [20] propose algorithms for approximating only the global number of triangles from edge-insertion-only streams. Bulteau et al. [6] present a one-pass algorithm for fully dynamic graphs, but the triangle count estimation is (expensively) computed only at the end of the stream and the algorithm requires, in the worst case, more memory than what is needed to store the entire graph. Ahmed et al. [1] apply the sampling-and-hold approach to insertion-only graph stream mining to obtain, only at the end of the stream and using non-constant space, an estimation of many network measures including triangles.
None of these works has all the features offered by TRIÈST: performs a single pass over the data, handles fully dynamic streams, uses a fixed amount of memory space, requires a single interpretable parameter, and returns an estimation at each time instant. Furthermore, our experimental results show that we outperform the algorithms from Jha et al. and Pavan et al. [20, 36] on insertion-only streams.
Lim and Kang [28] present an algorithm for insertion-only streams that is based on independent edge sampling with a fixed probability: For each edge on the stream, a coin with a user-specified fixed tails probability p is flipped, and, if the outcome is tails, the edge is added to the stored sample and the estimation of local triangles is updated. Since the memory is not fully utilized during most of the stream, the variance of the estimate is large. Our approach handles fully dynamic streams and makes better use of the available memory space at each time instant, resulting in a better estimation, as shown by our analytical and experimental results.
Vitter [42] presents a detailed analysis of the reservoir sampling scheme and discusses methods to speed up the algorithm by reducing the number of calls to the random number generator. RP [16] is an extension of reservoir sampling to handle fully dynamic streams with insertions and deletions. Cohen et al. [9] generalize and extend the RP approach to the case where the elements on the stream are key-value pairs, where the value may be negative (and less than −1). In our settings, where the value is not less than −1 (for an edge deletion), these generalizations do not apply and the algorithm presented by Cohen et al. [9] reduces essentially to RP.
ALGORITHMS
We present TRIÈST, a suite of three novel algorithms for approximate global and local triangle counting from edge streams. The first two work on insertion-only streams, while the third can handle fully dynamic streams where edge deletions are allowed. We defer the discussion of the multigraph case to Section 4.4.
Parameters.
Our algorithms keep an edge sample S containing up to M edges from the stream, where M is a positive integer parameter. For ease of presentation, we realistically assume M ≥ 6. In Section 1, we motivated the design choice of only requiring M as a parameter and remarked on its advantages over using a fixed sampling probability p. Our algorithms are designed to use the available space as much as possible.
Counters. TRIÈST algorithms keep counters to compute the estimations of the global and local number of triangles. They always keep one global counter τ for the estimation of the global number of triangles. Only the global counter is needed to estimate the total triangle count. To estimate the local triangle counts, the algorithms keep a set of local counters τ u for a subset of the nodes u ∈ V (t) . The local counters are created on the fly as needed, and always destroyed as soon as they have a value of 0. Hence, our algorithms use O(M) space (with one exception, see Section 4.2).
Notation. For any t ≥ 0, let G S = (V S , E S ) be the subgraph of G (t) containing all and only the edges in the current sample S. We denote with N S u the neighborhood of u in
Presentation. We only present the analysis of our algorithms for the problem of global triangle counting. For each presented result involving the estimation of the global triangle count (e.g., unbiasedness, bound on variance, concentration bound) and potentially using other global quantities (e.g., the number of pairs of triangles in (t) sharing an edge), it is straightforward to derive the correspondent variant for the estimation of the local triangle count, using similarly defined local quantities (e.g., the number of pairs of triangles in (t) u sharing an edge.)
A First Algorithm -TRIÈST-BASE
We first present TRIÈST-BASE, which works on insertion-only streams and uses standard reservoir sampling [42] to maintain the edge sample S:
• If t ≤ M, then the edge e t = (u, v) on the stream at time t is deterministically inserted in S. • If t > M, TRIÈST-BASE flips a biased coin with heads probability M/t. If the outcome is heads, it chooses an edge (w, z) ∈ S uniformly at random, removes (w, z) from S, and inserts (u, v) in S. Otherwise, S is not modified.
After each insertion (resp. removal) of an edge (u, v) from S, TRIÈST-BASE calls the procedure UPDATECOUNTERS that increments (resp. decrements) τ , τ u and τ v by |N S u,v |, and τ c by one, for each c ∈ N S u,v . The pseudocode for TRIÈST-BASE is presented in Algorithm 1.
ALGORITHM 1: TRIÈST-BASE
Input: Insertion-only edge stream , integer M ≥ 6 1: S ← ∅, t ← 0, τ ← 0 2: for each element (+, (u, v)) from do 3:
return True 10:
else if FLIPBIASEDCOIN( M t ) = heads then 11:
(u , v ) ← random edge from S 12:
return True 15:
return False
For any pair of positive integers a and b such that a ≤ min{M, b}, let
As shown in the following lemma, ξ −1 k,t is the probability that k edges of G (t) are all in S at time t, i.e., the kth order inclusion probability of the reservoir sampling scheme. The proof can be found in Appendix A.1. 
We make use of this lemma in the analysis of TRIÈST-BASE. Let, for any t ≥ 0, ξ (t) = ξ 3,t and let τ (t) (resp. τ (t) u ) be the value of the counter τ at the end of time step t (i.e., after the edge on the stream at time t has been processed by TRIÈST-BASE) (resp. the value of the counter τ u at the end of time step t if there is such a counter, 0 otherwise). When queried at the end of time t, TRIÈST-BASE returns ξ (t) τ (t) (resp. ξ (t) τ (t) u ) as the estimation for the global (resp. local for u ∈ V (t) ) triangle count. 4.1.2. Analysis. We now present the analysis of the estimations computed by TRIÈST-BASE. Specifically, we prove their unbiasedness (and their exactness for t ≤ M) and then show an exact derivation of their variance and a concentration result. We show the results for the global counts, but results analogous to those in Theorems 4.2, 4.4, and 4.5 hold for the local triangle count for any u ∈ V (t) , replacing the global quantities with the corresponding local ones. We also compare, theoretically, the variance of TRIÈST-BASE with that of a fixed-probability edge sampling approach [28] , showing that TRIÈST-BASE has smaller variance for the vast majority of the stream. 
The TRIÈST-BASE estimations are not only unbiased in all cases, but also actually exact for t ≤ M, i.e., for t ≤ M, they are the true global/local number of triangles in G (t) .
To prove Theorem 4.2, we need to introduce a technical lemma. Its proof can be found in Appendix A.1. We denote with S the set of triangles in G S . Let r (t) be the total number of unordered pairs of distinct triangles from (t) sharing an edge, 2 and w (t) = ( | (t) | 2 ) − r (t) be the number of unordered pairs of distinct triangles that do not share any edge.
We have
Var
In our proofs, we carefully account for the fact that, as we use reservoir sampling [42] , the presence of an edge a in S is not independent from the concurrent presence of another edge b in S. This is not the case for samples built using fixed-probability independent edge sampling, such as MASCOT [28] . When computing the variance, we must consider not only pairs of triangles that share an edge, as in the case for independent edge sampling approaches, but also pairs of triangles sharing no edge, since their respective presences in the sample are not independent events. The gain is worth the additional sophistication needed in the analysis, as the contribution to the variance by triangles no sharing edges is non-positive (h(t) ≤ 0), i.e., it reduces the variance. A comparison of the variance of our estimator with that obtained with a fixed-probability independent edge sampling approach, is discussed in Section 4.1.6. PROOF OF THEOREM 4.4. Assume | (t) | > 0, otherwise the estimation is deterministically correct and has variance 0 and the thesis holds. Let λ ∈ (t) and δ (t) λ be as in the proof of Theorem 4.2. We have Var[δ (t) λ ] = ξ (t) − 1 and from this and the definition of variance and covariance, we obtain
Assume now | (t) | ≥ 2, otherwise we have r (t) = w (t) = 0 and the thesis holds as the second term on the right-hand side (r.h.s.) of Equation (2) is 0. Let λ and γ be two distinct triangles in (t) . If λ and γ do not share an edge, we have
if all six edges composing λ and γ are in S at the end of time step t, and δ (t) λ δ (t) γ = 0 otherwise. From Lemma 4.1, we then have that
If instead λ and γ share exactly an edge we have δ (t) λ δ (t) γ = ξ 2 3,t if all five edges composing λ and γ are in S at the end of time step t, and δ (t) λ δ (t) γ = 0 otherwise. From Lemma 4.1, we then have that
The thesis follows by combining Equations (2), (3), (4), recalling the definitions of r (t) and w (t) , and slightly reorganizing the terms.
4.1.5. Concentration. We have the following concentration result on the estimation returned by TRIÈST-BASE. Let h (t) denote the maximum number of triangles sharing a single edge in G (t) . THEOREM 4.5. Let t ≥ 0 and assume | (t) | > 0. 3 For any ε, δ ∈ (0, 1), let
The roadmap to proving Theorem 4.5 is the following:
(1) We first define two simpler algorithms, named INDEP and MIX. The algorithms use, respectively, fixed-probability independent sampling of edges and reservoir sampling (but with a different estimator than the one used by TRIÈST-BASE). (2) We then prove concentration results on the estimators of INDEP and MIX. Specifically, the concentration result for INDEP uses a result by Hajnal and Szemerédi [17] on graph coloring, while the one for MIX will depend on the concentration result for INDEP and on a Poisson-approximation-like technical result stating that probabilities of events when using reservoir sampling are close to the probabilities of those events when using fixed-probability independent sampling. (3) We then show that the estimates returned by TRIÈST-BASE are close to the estimates returned by MIX. (4) Finally, we combine the above results and show that, if M is large enough, then the estimation provided by MIX is likely to be close to | (t) | and since the estimation computed by TRIÈST-BASE is close to that of MIX, then it must also be close to | (t) |.
Note: For ease of presentation, in the following, we use φ (t) to denote the estimation returned by TRIÈST-BASE, i.e., φ (t) = ξ (t) τ (t) .
The INDEP algorithm. The INDEP algorithm works as follows: It creates a sample S IN by sampling edges in E (t) independently with a fixed probability p. It estimates the global number of triangles in G (t) as 3 If | (t) | = 0, our algorithms correctly estimate 0 triangles.
where τ (t) IN is the number of triangles in S IN . This is, for example, the approach taken by MASCOT-C [28] .
The MIX algorithm. The MIX algorithm works as follows: It uses reservoir sampling (like TRIÈST-BASE) to create a sample S MIX of M edges from E (t) , but uses a different estimator than the one used by TRIÈST-BASE. Specifically, MIX uses
as an estimator for | (t) |, where τ (t) is, as in TRIÈST-BASE, the number of triangles in G S .
as an estimator.) We call this algorithm MIX because it uses reservoir sampling to create the sample, but computes the estimate as if it used fixed-probability independent sampling, hence in some sense it "mixes" the two approaches.
Concentration results for INDEP and MIX. We now show a concentration result for INDEP. Then, we show a technical lemma (Lemma 4.7) relating the probabilities of events when using reservoir sampling to the probabilities of those events when using fixed-probability independent sampling. Finally, we use these results to show that the estimator used by MIX is also concentrated (Lemma 4.9). LEMMA 4.6. Let t ≥ 0 and assume | (t) | > 0. 4 For any ε, δ ∈ (0, 1), if
then
Let H be a graph built as follows: H has one node for each triangle in G (t) and there is an edge between two nodes in H if the corresponding triangles in G (t) share an edge. By this construction, the maximum degree in H is 3h (t) . Hence, by the Hajanal-Szeméredi's theorem [17] , there is a proper coloring of H with at most 3h (t) + 1 colors such that for each color there are at least L = | (t) | 3h (t) +1 nodes with that color. Assign an arbitrary numbering to the triangles of G (t) (and, therefore, to the nodes of H) and let X i be a Bernoulli random variable, indicating whether the triangle i in G (t) is in the sample at time t. From the properties of independent sampling of edges, we have Pr(X i = 1) = p 3 for any triangle i. For any color c of the coloring of H, let X c be the set of r.v.'s X i such that the node i in H has color c. Since the coloring of H which we are considering is proper, the r.v.'s in X c are independent, as they correspond to triangles which do not share any edge and edges are sampled independent of each other. Let Y c be the sum of the r.v.'s in X c . The r.v. Y c has a binomial distribution with parameters |X c | and p 3 t . By the Chernoff bound for binomial r.v.'s, we have that
where the last step comes from the requirement in Equation (5) . Then, by applying the union bound over all the (at most) 3h (t) + 1 colors, we get
color c Y c , from the above equation we have that, with probability at least 1 − δ,
The above result is of independent interest and can be used, for example, to give concentration bounds to the estimation computed by MASCOT-C [28] .
We remark that we cannot use the same approach from Lemma 4.6 to show a concentration result for TRIÈST-BASE because it uses reservoir sampling, hence the event of having a triangle a in S and the event of having another triangle b in S are not independent.
We can, however, show the following general result, similar in spirit to the wellknown Poisson approximation of balls-and-bins processes [31] . Its proof can be found in Appendix A.1.
Fix the parameter M and a time t > M. Let S MIX be a sample of M edges from E (t) obtained through reservoir sampling (as MIX would do), and let S IN be a sample of the edges in E (t) obtained by sampling edges independently with probability M/t (as INDEP would do). We remark that the size of S IN is in [0, t] but not necessarily M.
be an arbitrary binary function from the powerset of E (t) to {0, 1}. We have
We now use the above two lemmas to show that the estimator φ (t) MIX computed by MIX is concentrated. We will first need the following technical fact. 
For any S ⊆ E (t) , let τ (S) be the number of triangles in S, i.e., the number of triplets of edges in S that compose a triangle in G (t) . Define the function g : 2
Assume that we run INDEP with p = M/t, and let S IN ⊆ E (t) be the sample built by INDEP (through independent sampling with fixed probability p). Assume also that we run MIX with parameter M, and let S MIX be the sample built by MIX (through reservoir sampling with a reservoir of size M). We have that φ (t)
We now show that, for M as in the hypothesis, we have
Assume for now that the above is true. From this, using Lemma 4.6 and the above fact about g we get that
Pr
From this and Lemma 4.7, we get that
which, from the definition of f and the properties of g, is equivalent to Pr |φ (t) MIX − | (t) || > ε| (t) | ≤ δ and the proof is complete. All that is left is to show that Equation (6) holds for M as in the hypothesis.
Since p = M/t, we have that Equation (6) holds for
We now show that (7) holds.
. We now show that A 3 + B 3 is greater or equal to the r.h.s. of Equation (7), hence M 3 = (A + B) 3 > A 3 + B 3 must also be greater or equal to the r.h.s. of Equation (7), i.e., Equation (7) holds. This really reduces to show that
as the r.h.s.of Equation (7) can be written as We actually show that
which implies Equation (8) which, as discussed, in turn, implies Equation (7). Consider the ratio
We now show that t 3 √ ≥ 5. By the assumptions t > M ≥ 25 and by
which holds because | (t) | ≤ t 3/2 (in a graph with t edges there cannot be more than t 3/2 triangles) we have that t 3 √ ≥ 5. Hence, Fact 4.8 holds and we can write, from Equation (10):
which proves Equation (9), and in cascade Equations (8), (7) , (6) , and the thesis.
Relationship between TRIÈST-BASE and MIX. When both TRIÈST-BASE and MIX use a sample of size M, their respective estimators φ (t) and φ (t MIX are related as discussed in the following result, whose straightforward proof is deferred to Appendix A.1. LEMMA 4.10. For any t > M, we have
Tying everything together. Finally, we can use the previous lemmas to prove our concentration result for TRIÈST-BASE. PROOF OF THEOREM 4.5. For M as in the hypothesis we have, from Lemma 4.9, that
is indeed verified. From this and Lemma 4.10, we have
where the last inequality follows from the fact that ε < 1. Hence, given that
Using the above, we can then write
which completes the proof.
4.1.6. Comparison with Fixed-probability Approaches. We now compare the variance of TRIÈST-BASE to the variance of the fixed-probability sampling approach MASCOT-C [28] , which samples edges independently with a fixed probability p and uses p −3 | S | as the estimate for the global number of triangles at time t. As shown by Lim and Kang [28, Lemma 2] , the variance of this estimator is
Assume that we give MASCOT-C the additional information that the stream has finite length T , and assume we run MASCOT-C with p = M/T so that the expected sample size at the end of the stream is M. 5 Let V (t) fix be the resulting variance of the MASCOT-C estimator at time t, and let V (t) be the variance of our estimator at time t (see Equation (1)). For t ≤ M,
fix . For M < t < T , we can show the following result. Its proof is more tedious than interesting so we defer it to Appendix A.1.
fix . For example, if we set α = 0.99 and run TRIÈST-BASE with M ≥ 400 and MASCOT-C with p = M/T , we have that TRIÈST-BASE has strictly smaller variance than MASCOT-C for 99% of the stream.
What about t = T ? The difference between the definitions of
Let M(T ) be an arbitrary slowly increasing function of T . For T → ∞, we can show that lim T →∞f
A similar discussion also holds for the method we present in Section 4.2, and explains the results of our experimental evaluations, which shows that our algorithms have strictly lower (empirical) variance than fixed-probability approaches for most of the stream. Table ( resp. an AVL tree), the update time can be reduced to
Improved Insertion Algorithm -TRIÈST-IMPR
TRIÈST-IMPR is a variant of TRIÈST-BASE with small modifications that result in higher quality (i.e., lower variance) estimations. The changes are as follows:
(1) UPDATECOUNTERS is called unconditionally for each element on the stream, before the algorithm decides whether or not to insert the edge into S. W.r.t. the pseudocode in Algorithm 1, this change corresponds to moving the call to UPDATECOUNTERS on line 6 to before the if block. MASCOT [28] uses a similar idea, but TRIÈST-IMPR is significantly different as TRIÈST-IMPR allows edges to be removed from the sample, since it uses reservoir sampling. (2) TRIÈST-IMPR never decrements the counters when an edge is removed from S. W.r.t. the pseudocode in Algorithm 1, we remove the call to UPDATECOUNTERS on line 13. (3) UPDATECOUNTERS performs a weighted increase of the counters using η (t) = max{1, (t − 1)(t − 2)/(M(M − 1))} as weight. W.r.t. the pseudocode in Algorithm 1, we replace "1" with η (t) on lines 19-22 (given change 2 above, all the calls to UPDATECOUNTERS have • = +).
The resulting pseudocode for TRIÈST-IMPR is presented in Algorithm 2.
return True 14:
Counters. If we are interested only in estimating the global number of triangles in G (t) , TRIÈST-IMPR needs to maintain only the counter τ and the edge sample S of size M, so it still requires space O(M). If instead we are interested in estimating the local triangle counts, at any time t TRIÈST-IMPR maintains (non-zero) local counters only for the nodes u such that at least one triangle with a corner u has been detected by the algorithm up until time t. The number of such nodes may be greater than O(M), but this is the price to pay to obtain estimations with lower variance (Theorem 4.13). 
We now show an upper bound to the variance of the TRIÈST-IMPR estimations for t > M. The proof relies on a very careful analysis of the covariance of two triangles that depends on the order of arrival of the edges in the stream (which we assume to be adversarial). For any λ ∈ (t) , we denote as t λ the time at which the last edge of λ is observed on the stream. Let z (t) be the number of unordered pairs (λ, γ ) of distinct triangles in G (t) that share an edge g and are such that (1) g is neither the last edge of λ nor γ on the stream; and
The bound to the variance presented in Equation (11) is extremely pessimistic and loose. Specifically, it does not contain the negative contribution to the variance given by the ( | (t) | 2 ) − z (t) triangles that do not satisfy the requirements in the definition of z (t) . Among these pairs there are not only, for example, all pairs of triangles not sharing any edge, but also many pairs of triangles that share an edge, as the definition of z (t) consider only a subsets of these. All these pairs would give a negative contribution to the variance, i.e., decrease the r.h.s. of Equation (11), whose more correct form would be
where ω M,t is (an upper bound to) the minimum negative contribution of a pair of triangles that do not satisfy the requirements in the definition of z (t) . Sadly, computing informative upper bounds to ω M,t is not straightforward, even in the restricted setting where only pairs of triangles not sharing any edge are considered.
To prove Theorem 4.13, we first need Lemma 4.14, whose proof is deferred to Appendix A.2.
For any time step t and any edge e ∈ E (t) , we denote with t e the time step at which e is on the stream. For any λ ∈ (t) , let λ = ( 1 , 2 , 3 ), where the edges are numbered in order of appearance on the stream. We define the event D λ as the event that 1 and 2 are both in the edge sample S at the end of time step t λ − 1.
LEMMA 4.14. Let λ = ( 1 , 2 , 3 ) and γ = (g 1 , g 2 , g 3 ) be two disjoint triangles, where the edges are numbered in order of appearance on the stream, and assume, w.l.o.g., that the last edge of λ is on the stream before the last edge of γ . Then,
We can now prove Theorem 4.13.
PROOF OF THEOREM 4.13. Assume | (t) | > 0, otherwise TRIÈST-IMPR estimation is deterministically correct and has variance 0 and the thesis holds. Let λ ∈ (t) and let δ λ be a random variable that takes value ξ 2,t λ −1 if both 1 and 2 are in S at the end of time step t λ − 1, and 0 otherwise. Since
For any λ ∈ (t) define q λ = ξ 2,t λ −1 . Assume now | (t) | ≥ 2, otherwise we have r (t) = w (t) = 0 and the thesis holds as the second term on the r.h.s. of Equation (12) is 0. Let now λ and γ be two distinct triangles in (t) (hence t ≥ 5). We have
where D λ is the event that the first two edges of λ are in S at the end of time step t λ − 1, and similarly for D γ . We now look at Pr(D λ ∩ D γ ) in the various possible cases.
Assume that λ and γ do not share any edge, and, w.l.o.g., that the third (and last) edge of λ appears on the stream before the third (and last) edge of γ , i.e., t λ < t γ . From Lemma 4.14 and Lemma 4.1, we then have
Consider now the case where λ and γ share an edge g. W.l.o.g., let us assume that t λ ≤ t γ (since the shared edge may be the last on the stream both for λ and for γ , we may have t λ = t γ ). There are the following possible sub-cases:
g is the last on the stream among all the edges of λ and γ : In this case, we have t λ = t γ .
The event "D λ ∩ D γ " happens if and only if the four edges that, together with g, compose λ and γ are all in S at the end of time step t λ − 1. Then, from Lemma 4.1, we have
g is the last on the stream among all the edges of λ and the first among all the edges of γ : In this case, we have that D λ and D γ are independent. Indeed, the fact that the first two edges of λ (neither of which is g) are in S when g arrives on the stream has no influence on the probability that g and the second edge of γ are inserted in S and are not evicted until the third edge of γ is on the stream. Hence, we have
g is the last on the stream among all the edges of λ and the second among all the edges of γ : In this case, we can follow an approach similar to the one in the proof for Lemma 4.14 and have that
The intuition behind this is that if the first two edges of λ are in S when g is on the stream, their presence lowers the probability that the first edge of γ is in S at the same time, and hence that the first edge of γ and g are in S when the last edge of γ is on the stream. g is not the last on the stream among all the edges of λ: There are two situations to consider, or better, one situation and all other possibilities. The situation we consider is that
(1) g is the first edge of γ on the stream; and (2) the second edge of γ to be on the stream is on the stream at time t 2 > t λ .
Suppose this is the case. Recall that if D λ is verified, than we know that g is in S at the beginning of time step t λ . Define the following events:
• E 1 : the set of edges evicted from S between the beginning of time step t λ and the beginning of time step t 2 does not contain g. • E 2 : the second edge of γ , which is on the stream at time t 2 , is inserted in S and the edge that is evicted is not g. • E 3 : the set of edges evicted from S between the beginning of time step t 2 + 1 and the beginning of time step t γ does not contain either g or the second edge of γ .
We can then write
We now compute the probabilities on the r.h.s., where we denote with 1 t 2 >M (1) the function that has value 1 if t 2 > M, and value 0 otherwise
Hence, we have
With a (somewhat tedious) case analysis, we can verify that
Consider now the complement of the situation we just analyzed. In this case, two edges of γ , that is, g and another edge h are on the stream before time t λ , in some non-relevant order (i.e., g could be the first or the second edge of γ on the stream). Define now the following events:
• E 1 : h and g are both in S at the beginning of time step t λ .
• E 2 : the set of edges evicted from S between the beginning of time step t λ and the beginning of time step t γ does not contain either g or h.
We can then write There
Considering what we said before for the case t λ ≤ M + 1, we then have
We also have
Therefore,
With a case analysis, one can show that
To recap, we have the following two scenarios when considering two distinct triangles γ and λ:
(1) If λ and γ share an edge and, assuming w.l.o.g. that the third edge of λ is on the stream no later than the third edge of γ , and the shared edge is neither the last among all edges of λ to appear on the stream nor the last among all edges of γ to appear on the stream, then we have
where the last inequality follows from the fact that t λ ≤ t and t − 1 ≥ M.
For the pairs (λ, γ ) such that t λ ≤ M + 1, we have max{M, t λ − 1}/M = 1 and therefore Cov[δ λ , δ γ ] ≤ 0. We should therefore only consider the pairs for which t λ > M + 1. Their number is given by z (t) .
(2) In all other cases, including when γ and λ do not share an edge, we have E[δ λ δ γ ] ≤ 1,
Hence, we can bound 
PROOF. By Chebyshev's inequality, it is sufficient to prove that
We can write
Hence, it is sufficient to impose the following two conditions:
which is verified for
As t > M, we have 2(t−1)(t−2) δε 2 | (t) |+2 > 0. The condition in Equation (13) is thus verified for
The theorem follows.
In Theorems 4.13 and 4.15, it is possible to replace the value z (t) with the more interpretable r (t) , which is agnostic to the order of the edges on the stream but gives a looser upper bound to the variance.
Fully Dynamic Algorithm -TRIÈST-FD
TRIÈST-FD computes unbiased estimates of the global and local triangle counts in a fully dynamic stream where edges are inserted/deleted in any arbitrary, adversarial order. It is based on RP [16] , a sampling scheme that extends reservoir sampling and can handle deletions. The idea behind the RP scheme is that edge deletions seen on the stream will be "compensated" by future edge insertions. Following RP, TRIÈST-FD keeps a counter d i (resp. d o ) to keep track of the number of uncompensated edge deletions involving an edge e that was (resp. was not) in S at the time the deletion for e was on the stream.
When an edge deletion for an edge e ∈ E (t−1) is on the stream at the beginning of time step t, then, if e ∈ S at this time, TRIÈST-FD removes e from S (effectively decreasing the number of edges stored in the sample by one) and increases d i by one. Otherwise, it just increases d o by one. When an edge insertion for an edge e ∈ E (t−1) is on the stream at the beginning of time step t, if d i + d o = 0, then TRIÈST-FD follows the standard reservoir sampling scheme. If |S| < M, then e is deterministically inserted in S without removing any edge from S already in S, otherwise it is inserted in S with probability M/t, replacing an uniformly chosen edge already in S. If instead d i + d o > 0, then e is inserted in S with probability d i /(d i +d o ); since it must be d i > 0, then it must be |S| < M and no edge already in S needs to be removed. In any case, after having handled the eventual insertion of e into S, the algorithm decreases d i by 1 if e was inserted in S, otherwise it decreases d o by 1. TRIÈST-FD also keeps track of s (t) = |E (t) | by appropriately incrementing or decrementing a counter by 1 depending on whether the element on the stream is an edge insertion or deletion. The pseudocode for TRIÈST-FD is presented in Algorithm 3, where the UPDATECOUNTERS procedure is the one from Algorithm 1. 
ALGORITHM 3: TRIÈST-FD
Input: Fully dynamic edge stream , integer M ≥ 6 1:
if SAMPLEEDGE (u, v) then 7:
UPDATECOUNTERS (+, (u, v) ) UPDATECOUNTERS is defined as in Algorithm 1.
8:
else if (u, v) ∈ S then 9:
UPDATECOUNTERS(−, (u, v)) 10: 
When queried at the end of time t, for an estimation of the global number of triangles, TRIÈST-FD returns 16 . We have ρ (t) = | (t) | for all t < t * , and E[ρ (t) ] = | (t) | for t ≥ t * .
The proof, deferred to Appendix A.3, relies on properties of RP and on the definitions of κ (t) and ρ (t) . Specifically, it uses Lemma A.6, which is the correspondent of Lemma 4.1 but for RP, and some additional technical lemmas (including an equivalent of Lemma 4.3 but for RP) and combine them using the law of total expectation by conditioning on the value of M (t) . 
Variance.
,
Counting Global and Local Triangles in Multigraphs
We now discuss how to extend TRIÈST to approximate the local and global triangle counts in multigraphs.
TRIÈST-BASE on Multigraphs.
TRIÈST-BASE can be adapted to work on multigraphs as follows. First of all, the sample S should be considered a bag, i.e., it may contain multiple copies of the same edge. Second, the function UPDATECOUNTERS must be changed as presented in Algorithm 4, to take into account the fact that inserting or removing an edge (u, v) from S, respectively, increases or decreases the global number of triangles in G S by a quantity that depends on the product of the number of edges (c, u) ∈ S and (c, v) ∈ S, for c in the shared neighborhood (in G S ) of u and v (and similarly for the local number of triangles incidents to c).
ALGORITHM 4: UPDATECOUNTERS Function for TRIÈST-BASE on Multigraphs
y c,u ← number of edges between c and u in S 5:
y c,v ← number of edges between c and v in S 6:
For this modified version of TRIÈST-BASE, that we call TRIÈST-BASE-M, an equivalent version of Lemma 4.3 holds. Therefore, we can prove a result on the unbiasedness of TRIÈST-BASE-M equivalent (i.e., with the same statement) as Theorem 4.2. The proof of such result is also the same as the one for Theorem 4.2.
To analyze the variance of TRIÈST-BASE-M, we need to take into consideration the fact that, in a multigraph, a pair of triangles may share two edges, and the variance depends (also) on the number of such pairs. Let r (t) 1 be the number of unordered pairs of distinct triangles from (t) sharing an edge and let r (t) 2 be the number of unordered pairs of distinct triangles from (t) sharing two edges (such pairs may exist in a multigraph, but not in a simple graph). Let q (t) = ( | (t) | 2 ) − r (t) 1 − r (t) 2 be the number of unordered pairs of distinct triangles that do not share any edge. 
We have
The proof follows the same lines as the one for Theorem 4.4, with the additional steps needed to take into account the contribution of the r (t) 2 pairs of triangles in G (t) sharing two edges.
TRIÈST-IMPR on Multigraphs.
A variant TRIÈST-IMPR-M of TRIÈST-IMPR for multigraphs can be obtained by using the function UPDATECOUNTERS defined in Algorithm 4, modified to increment 7 the counters by η (t) y (t) c , rather than y (t) c , where
The result stated in Theorem 4.12 holds also for the estimations computed by TRIÈST-IMPR-M. An upper bound to the variance of the estimations, similar to the one presented in Theorem 4.13 for TRIÈST-IMPR, could potentially be obtained, but its derivation would involve a high number of special cases, as we have to take into consideration the order of the edges in the stream.
TRIÈST-FD on Multigraphs.
TRIÈST-FD can be modified in order to provide an approximation of the number of global and local triangles on multigraphs observed as a stream of edge deletions and deletions. It is, however, necessary to clearly state the data model. We assume that for all pairs of vertices u, v ∈ V (t) , each edge connecting u and v is assigned a label that is unique among the edges connecting u and v. An edge is therefore uniquely identified by its endpoints and its label as ((u, v), label). Elements of the stream are now in the form (•, (u, v) , label), where • is either + or −. This assumption, somewhat strong, is necessary in order to apply the RP sampling scheme [16] to fully dynamic multigraph edge streams.
Within this model, we can obtain an algorithm TRIÈST-FD-M for multigraphs by adapting TRIÈST Additionally, the function UPDATECOUNTERS to be used is the one presented in Algorithm 4.
We can prove a result on the unbiasedness of TRIÈST-FD-M equivalent (i.e., with the same statement) as Theorem 4.16. The proof of such result is also the same as the one for Theorem 4.16. An upper bound to the variance of the estimations, similar to the one presented in Theorem 4.17 for TRIÈST-FD, could be obtained by considering the fact that in a multigraph two triangles can share two edges, in a fashion similar to what we discussed in Theorem 4.19.
Discussion
We now briefly discuss over the algorithms we just presented, the techniques they use, and the theoretical results we obtained for TRIÈST, in order to highlight advantages, disadvantages, and limitations of our approach.
On reservoir sampling. Our approach of using reservoir sampling to keep a random sample of edges can be extended to many other graph mining problems, including approximate counting of other subgraphs more or less complex than triangles (e.g., squares, trees with a specific structure, wedges, cliques, and so on). The estimations of such counts would still be unbiased, but as the number of edges composing the subgraph(s) of interest increases, the variance of the estimators also increases, because the probability that all edges composing a subgraph are in the sample (or all but the last one when the last one arrives, as in the case of TRIÈST-IMPR), decreases as their number increases. Other works in the triangle counting literature [20, 36] use samples of wedges, rather than edges. They perform worse than TRIÈST in both accuracy and runtime (see Section 5), but the idea of sampling and storing more complex structures rather than simple edges could be a potential direction for approximate counting of larger subgraphs.
On the analysis of the variance. We showed an exact analysis of the variance of TRIÈST-BASE but for the other algorithms we presented upper bounds to the variance of the estimates. These bounds can still be improved as they are not currently tight. For example, we already commented on the fact that the bound in Equation (11) does not include a number of negative terms that would tighten it (i.e., decrease the bound), and that could potentially be no smaller than the term depending on z (t) . The absence of such terms is due to the fact that it seems very challenging to obtain non-trivial upper bounds to them that are valid for every t > M. Our proof for this bound uses a careful case-by-case analysis, considering the different situations for pair of triangles (e.g., sharing or not sharing an edge, and considering the order of edges on the stream). It may be possible to obtain tighter bounds to the variance by following a more holistic approach that takes into account the fact that the sizes of the different classes of triangle pairs are highly dependent on each other.
Another issue with the bound to the variance from Equation (11) is that the quantity z (t) depends on the order of edges on the stream. As already discussed, the bound can be made independent of the order by loosening it even more. Very recent developments in the sampling theory literature [12] presented sampling schemes and estimators whose second-order sampling probabilities do not depend on the order of the stream, so it should be possible to obtain such bounds also for the triangle counting problem, but a sampling scheme different than reservoir sampling would have to be used, and a careful analysis is needed to establish its net advantages in terms of performances and scalability to billion-edges graphs.
On the tradeoff between speed and accuracy. We concluded both previous paragraphs in this subsection by mentioning techniques different than reservoir sampling of edges as potential directions to improve and extend our results. In both the cases, these techniques are more complex not only in their analysis but also computationally. Given that the main goal of algorithms like TRIÈST is to make it possible to analyze graphs with billions (and possibly more) nodes, the gain in accuracy need to be weighted against expected slowdowns in execution. As we show in our experimental evaluation in the next section, TRIÈST, especially in the TRIÈST-IMPR variant, actually seems to strike the right balance between accuracy and tradeoff, when compared with existing contributions.
EXPERIMENTAL EVALUATION
We evaluated TRIÈST on several real-world graphs with up to a billion edges. The algorithms were implemented in C++,and ran on the Brown University CS department cluster. 8 Each run employed a single core and used at most 4GB of RAM. The code is available from http://bigdata.cs.brown.edu/triangles.html. Most of this section is related to experiments on graphs, while results for multigraphs are described in Section 5.3.
Datasets. We created the streams from the following publicly available graphs (properties in Table II ).
Patent (Co-Aut.) and Patent (Cit.). The Patent (Co-Aut.) and Patent (Cit.) graphs are obtained from a dataset of ≈2 million U.S. patents granted between '75 and '99 [18] . In Patent (Co-Aut.), the nodes represent inventors and there is an edge with timestamp t between two co-inventors of a patent if the patent was granted in year t. In Patent (Cit.), nodes are patents and there is an edge (a, b) with timestamp t if patent a cites b and a was granted in year t. LastFm. The LastFm graph is based on a dataset [8, 39] of ≈20 million last.fm song listenings, ≈1 million songs, and ≈1,000 users. There is a node for each song and an edge between two songs if ≥3 users listened to both on day t. Yahoo!-Answers. The Yahoo! Answers graph is obtained from a sample of ≈160 million answers to ≈25 millions questions posted on Yahoo! Answers [10] . An edge connects two users at time max(t 1 , t 2 ) if they both answered the same question at times t 1 , t 2 , respectively. We removed six outliers questions with more than 5,000 answers. Twitter. This is a snapshot [5, 25] of the Twitter followers/following network with ≈41 million nodes and ≈1.5 billions edges. We do not have time information for the edges, hence we assign a random timestamp to the edges (of which we ignore the direction).
Ground truth. To evaluate the accuracy of our algorithms, we computed the ground truth for our smaller graphs (i.e., the exact number of global and local triangles for each time step), using an exact algorithm. The entire current graph is stored in memory and when an edge u, v is inserted (or deleted) we update the current count of local and global triangles by checking how many triangles are completed (or broken). As exact algorithms are not scalable, computing the exact triangle count is feasible only for small graphs such as Patent (Co-Aut.), Patent (Cit.), and LastFm. Table II reports the exact total number of triangles at the end of the stream for those graphs (and an estimate for the larger ones using TRIÈST-IMPR with M = 1,000,000).
Insertion-only Case
We now evaluate TRIÈST on insertion-only streams and compare its performances with those of state-of-the-art approaches [20, 28, 36] , showing that TRIÈST has an average estimation error significantly smaller than these methods both for the global and local estimation problems, while using the same amount of memory.
Estimation of the global number of triangles. Starting from an empty graph we add one edge at a time, in timestamp order. Figure 1 illustrates the evolution, over time, of the estimation computed by TRIÈST-IMPR with M = 1,000,000. For smaller graphs for which the ground truth can be computed exactly, the curve of the exact count is practically indistinguishable from TRIÈST-IMPR estimation, showing the precision of the method. The estimations have very small variance even on the very large Yahoo! Answers and Twitter graphs (point-wise max/min estimation over ten runs is almost coincident with the average estimation). These results show that TRIÈST-IMPR is very accurate even when storing less than a 0.001 fraction of the total edges of the graph.
Comparison with the state of the art. We compare quantitatively with three state-ofthe-art methods: MASCOT [28] , Jha et al. [20] , and Pavan et al. [36] . MASCOT is a suite of local triangle counting methods (but provides also a global estimation). The other two are global triangle counting approaches. None of these can handle fully dynamic streams, in contrast with TRIÈST-FD. We first compare the three methods to TRIÈST for the Fig. 1 . Estimation by TRIÈST-IMPR of the global number of triangles over time (intended as number of elements seen on the stream). The max, min, and avg are taken over 10 runs. The curves are indistinguishable on purpose, to highlight the fact that TRIÈST-IMPR estimations have very small error and variance. For example, the ground truth (for graphs for which it is available) is indistinguishable even from the max/min point-wise estimations over ten runs. For graphs for which the ground truth is not available, the small deviations from the avg suggest that the estimations are also close to the true value, given that our algorithms gives unbiased estimations.
global triangle counting estimation. MASCOT comes in two memory efficient variants: the basic MASCOT-C variant and an improved MASCOT-I variant. 9 Both variants sample edges with fixed probability p, so there is no guarantee on the amount of memory used during the execution. To ensure fairness of comparison, we devised the following experiment. First, we run both MASCOT-C and MASCOT-I for = 10 times with a fixed p using the same random bits for the two algorithms run-by-run (i.e., the same coin tosses used to select the edges) measuring each time the number of edges M i stored in the sample at the end of the stream (by construction this is same for the two variants run-by-run). Then, we run our algorithms using M = M i (for i ∈ [ ]). We do the same to fix the size of the edge memory for Jha et al. [20] and Pavan et al. [36] . 10 This way, all algorithms use the same amount of memory for storing edges (run-by-run). We use the MAPE (Mean Average Percentage Error) to assess the accuracy of the global triangle estimators over time. The MAPE measures the average percentage of the prediction error with respect to the ground truth, and is widely used in the prediction literature [19] . For t = 1, . . . , T , let (t) be the estimator of the number of triangles at time t, the MAPE is defined as 1 Figure 2(a) , we compare the average MAPE of TRIÈST-BASE and TRIÈST-IMPR as well as the two MASCOT variants and the other two streaming algorithms for the Patent (Co-Aut.) graph, fixing p = 0.01. TRIÈST-IMPR has the smallest error of all the algorithms compared.
We now turn our attention to the efficiency of the methods. Whenever we refer to one operation, we mean handling one element on the stream, either one edge addition or one edge deletion. The average update time per operation is obtained by dividing the total time required to process the entire stream by the number of operations (i.e., elements on the streams). Figure 2 (b) shows the average update time per operation in Patent (Co-Aut.) graph, fixing p = 0.01. Both Jha et al. [20] and Pavan et al. [36] are up to ≈3 orders of magnitude slower than the MASCOT variants and TRIÈST. This is expected as both algorithms have an update complexity of (M) (they have to go through the entire reservoir graph at each step), while both MASCOT algorithms and TRIÈST need only to access the neighborhood of the nodes involved in the edge addition. 12 This allows both algorithms to efficiently exploit larger memory sizes. We can use efficiently M up to 1 million edges in our experiments, which only requires few megabytes of RAM. 13 MASCOT is one order of magnitude faster than TRIÈST (which runs in ≈28 micros/op), because it does not have to handle edge removal from the sample, as it offers no guarantees on the used memory. As we will show, TRIÈST has much higher precision and scales well on billion-edges graphs.
Given the slow execution of the other algorithms on the larger datasets, we compare in details TRIÈST only with MASCOT. 14 Table III shows the average MAPE of the two approaches. The results confirm the pattern observed in Figure 2(a) : TRIÈST-BASE and TRIÈST-IMPR both have an average error significantly smaller than that of the basic MASCOT-C and improved MASCOT variant, respectively. We achieve up to a 91% (i.e., 9fold) reduction in the MAPE while using the same amount of memory. This experiment confirms the theory: Reservoir sampling has overall lower or equal variance in all steps for the same expected total number of sampled edges.
To further validate this observation, we run TRIÈST-IMPR and the improved MASCOT-I variant using the same (expected memory) M = 10, 000. Figure 3 shows the maxmin estimation over 10 runs and the standard deviation of the estimation over those runs. TRIÈST-IMPR shows significantly lower standard deviation (hence variance) over the evolution of the stream, and the max and min lines are also closer to the ground truth.
Table IV. Comparison of the Quality of the Local Triangle Estimations between Our Algorithms and the
State-of-the-Art Approach in Lim and Kang [28] . Rows with Y in Column "Impr." Refer to Improved Algorithms (TRIÈST-IMPR and MASCOT-I) While Those with N to Basic Algorithms (TRIÈST-BASE and MASCOT-C).
In Virtually All Cases we Significantly Outperform MASCOT Using the Same Amount of Memory This confirms our theoretical observations in the previous sections. Even with very low M (about 2/10,000 of the size of the graph) TRIÈST gives high-quality estimations.
Local triangle counting. We compare the precision in local triangle count estimation of TRIÈST with that of MASCOT [28] using the same approach of the previous experiment. We can not compare with Jha et al. and Pavan et al. algorithms as they provide only global estimation. As in Lim and Kang [28] , we measure the Pearson coefficient and the average ε error (see Lim and Kang [28] for definitions). In Table IV , we report the Pearson coefficient and average ε error over all timestamps for the smaller graphs. 15 TRIÈST (significantly) improves (i.e., has higher correlation and lower error) over the state-of-the-art MASCOT, using the same amount of memory.
Tradeoffs between memory and accuracy. We study the tradeoffs between the sample size M, the running time, and the accuracy of the estimators. Figure 4(a) shows the tradeoffs between the accuracy of the estimation (as MAPE) and the size M for the smaller graphs for which the ground truth number of triangles can be computed exactly using the naive algorithm. Even with small M, TRIÈST-IMPR achieves very low MAPE value. As expected, larger M corresponds to higher accuracy and for the same M TRIÈST-IMPR outperforms TRIÈST-BASE. Figure 4 error (Figure 4(a) ), and therefore TRIÈST can be used efficiently and effectively in highvelocity contexts. The larger average time per update for Patent (Co-Auth.) can be explained by the fact that the graph is relatively dense and has a small size (compared to the larger Yahoo! and Twitter graphs). More precisely, the average time per update (for a fixed M) depends on two main factors: the average degree and the length of the stream. The denser the graph is, the higher the update time as more operations are needed to update the triangle count every time the sample is modified. On the other hand, the longer the stream, for a fixed M, the lower is the frequency of updates to the reservoir (it can be show that the expected number of updates to the reservoir is O(M(1 + log( t M ))), which grows sublinearly in the size of the stream t). This explains why the average update time for the large and dense Yahoo! and Twitter graphs is so small, allowing the algorithm to scale to billions of updates.
Alternative edge orders. In all previous experiments, the edges are added in their natural order (i.e., in order of their appearance). 16 While the natural order is the most important use case, we have assessed the impact of other ordering on the accuracy of the algorithms. We experiment with both the uniform-at-random (u.a.r.) order of the edges and the random BFS order: Until all the graph is explored, a BFS is started from a u.a.r. unvisited node and edges are added in order of their visit (neighbors are explored in u.a.r. order). The results for the random BFS order and u.a.r. order ( Figure 5 ) confirm that TRIÈST has the lowest error and is very scalable in every tested ordering.
Fully Dynamic Case
We evaluate TRIÈST-FD on fully dynamic streams. We cannot compare TRIÈST-FD with the algorithms previously used [20, 28, 36] as they only handle insertion-only streams.
In the first set of experiments, we model deletions using the widely used sliding window model, where a sliding window of the most recent edges defines the current graph. The sliding window model is of practical interest as it allows to observe recent trends in the stream. For Patent (Co-Aut.) & (Cit.), we keep in the sliding window the edges generated in the last 5 years, while for LastFm we keep the edges generated 16 Excluding Twitter for which we used the random order, given the lack of timestamps. in the last 30 days. For Yahoo! Answers, we keep the last 100 millions edges in the window. 17 Figure 6 shows the evolution of the global number of triangles in the sliding window model using TRIÈST-FD using M = 200,000 (M = 1,000,000 for Yahoo! Answers). The sliding window scenario is significantly more challenging than the addition-only case (very often the entire sample of edges is flushed away) but TRIÈST-FD maintains good variance and scalability even when, as for LastFm and Yahoo! Answers, the global number of triangles varies quickly.
Continuous monitoring of triangle counts with TRIÈST-FD allows to detect patterns that would otherwise be difficult to notice. For LastFm (Figure 6(c) ), we observe a sudden spike of several order of magnitudes. The dataset is anonymized so we cannot establish which songs are responsible for this spike. In Yahoo! Answers (Figure 6(d) ), a popular topic can create a sudden (and shortly lived) increase in the number of triangles, while the evolution of the Patent co-authorship and co-citation networks is slower, as the creation of an edge requires filing a patent (Figure 6 (a) and (b)). The almost constant increase over time 18 of the number of triangles in Patent graphs is consistent with previous observations of densification in collaboration networks as in the case of nodes' degrees [27] and the observations on the density of the densest subgraph [15] . Table V shows the results for both the local and global triangle counting estimation provided by TRIÈST-FD. In this case, we cannot compare with previous works, as they only handle insertions. It is evident that precision improves with M values, and even relatively small M values result in a low MAPE (global estimation), high Pearson correlation, and low ε error (local estimation). Figure 7 shows the tradeoffs between memory (i.e., accuracy) and time. In all cases, our algorithm is very fast and it presents update times in the order of hundreds of microseconds for datasets with billions of updates (Yahoo! Answers).
Alternative models for deletion. We evaluate TRIÈST-FD using other models for deletions than the sliding window model. To assess the resilience of the algorithm to massive deletions, we run the following experiments. We added edges in their natural order 17 The sliding window model is not interesting for the Twitter dataset as edges have random timestamps. We omit the results for Twitter but TRIÈST-FD is fast and has low variance. 18 The decline at the end is due to the removal of the last edges from the sliding window after there are no more edge additions. but each edge addition is followed with probability q by a mass deletion event where each edge currently in the graph is deleted with probability d independently. We run experiments with q = 3,000,000 −1 (i.e., a mass deletion expected every 3 millions edges) and d = 0.80 (in expectation 80% of edges are deleted). The results are shown in Table VI . We observe that TRIÈST-FD maintains a good accuracy and scalability even in face of a massive (and unlikely) deletions of the vast majority of the edges: For example, for LastFM with M = 200,000 (resp. M = 1,000,000), we observe 0.04 (resp. 0.006) Avg. MAPE. 
Multigraphs
We now evaluate our algorithms designed for multigraphs. We obtained multigraph versions of Patent (Co-Auth.) (resp. LastFM) by allowing multiple edges to be placed between pairs of authors (resp. songs) at multiple time steps (i.e., edges with different timestamps) if the two authors co-author multiple papers (resp. the songs are colistened on different dates). We ran our insertion-only algorithms on these multigraphs and report the results in the next paragraphs. Figure 8 shows the evolution of the number of triangles in the two datasets as estimated by our TRIÈST-IMPR-M algorithm using M = 100,000. For these smaller datasets, we are able to compute the exact number of triangles. Our algorithm is very precise with average, min and max estimations close to the ground truth. The overall observations made for the simple graph case also hold for the multigraph case: Our suite of algorithms allows precise and efficient estimation of the number of triangles with limited memory. Figure 9 shows the average update time in microseconds using TRIÈST-IMPR-M algorithm in our multigraph datasets: Few microseconds are sufficient on average to update the triangle estimation, which is consistent with the results of the previous sections.
Finally, we evaluate the accuracy of the estimation using our TRIÈST-BASE-M and TRIÈST-IMPR-M algorithms. The results are shown in Table VII . We observe that TRIÈST-BASE-M and TRIÈST-IMPR-M maintain a good accuracy with performance comparable to the one observed for the simple graph case. 
CONCLUSIONS
We presented TRIÈST, the first suite of algorithms that use reservoir sampling and its variants to continuously maintain unbiased, low-variance estimates of the local and global number of triangles in fully dynamic graphs streams of arbitrary edge/vertex insertions and deletions using a fixed, user-specified amount of space. Our experimental evaluation shows that TRIÈST outperforms state-of-the-art approaches and achieves high accuracy on real-world datasets with more than one billion of edges, with update times of hundreds of microseconds.
A.1.1. Expectation.
PROOF OF LEMMA 4.3. We only show the proof for τ , as the proof for the local counters follows the same steps.
The proof proceeds by induction. The thesis is true after the first call to UPDATE-COUNTERS at time t = 1. Since only one edge is in S at this point, we have S = 0, and N S u,v = ∅, so UPDATECOUNTERS does not modify τ , which was initialized to 0. Hence,
Assume now that the thesis is true for any subsequent call to UPDATECOUNTERS up to some point in the execution of the algorithm where an edge (u, v) is inserted or removed from S. We now show that the thesis is still true after the call to UPDATECOUNTERS that follows this change in S. Assume that (u, v) was inserted in S (the proof for the case of an edge being removed from S follows the same steps). Let S b = S \ {(u, v)} and τ b be the value of τ before the call to UPDATECOUNTERS and, for any w ∈ V S b , let τ b w be the value of τ w before the call to UPDATECOUNTERS. Let S u,v be the set of triangles in G S that have u and v as corners. We need to show that, after the call, τ = | S |. Clearly we have
We have | S u,v | = |N S u,v, | and, by the inductive hypothesis, we have that τ b = | S b |. Since UPDATECOUNTERS increments τ by |N S u,v, |, the value of τ after UPDATECOUNTERS has completed is exactly | S |.
We can now prove Theorem 4.2 on the unbiasedness of the estimation computed by TRIÈST-BASE (and on their exactness for t ≤ M).
PROOF OF THEOREM 4.2. We prove the statement for the estimation of global triangle count. The proof for the local triangle counts follows the same steps.
If t ≤ M, we have G S = G (t) and from Lemma 4.3, we have τ (t) = | S | = | (t) |, hence the thesis holds.
Assume now that t > M, and assume that | (t) | > 0, otherwise, from Lemma 4.3, we have τ (t) = | S | = 0 and TRIÈST-BASE estimation is deterministically correct. Let λ = (a, b, c) ∈ (t) , (where a, b, c are edges in E (t) ), and let δ (t) λ be a random variable that takes value ξ (t) if λ ∈ S (i.e., {a, b, c} ⊆ S) at the end of the step instant t, and 0 otherwise. From Lemma 4.1, we have that
and from this, Equation (A.2), and linearity of expectation, we have When c = (u, v) is on the stream, i.e., at time t λ , TRIÈST-IMPR calls UPDATECOUNTERS and increments the counter τ by |N S u,v |ξ 2,t λ −1 , where |N S u,v | is the number of triangles with (u, v) as an edge in S∪{c} . All these triangles have the corresponding random variables taking the same value ξ 2,t λ −1 . This means that the random variable τ (t) can be expressed as
From this, linearity of expectation, and Equation (A.6), we get
PROOF OF LEMMA 4.14. Consider first the case where all edges of λ appear on the stream before any edge of γ , i.e.,
The presence or absence of either or both 1 and 2 in S at the beginning of time step t 3 (i.e., whether D λ happens or not) has no effect whatsoever on the probability that g 1 and g 2 are in the sample S at the beginning of time step t g 3 . Hence, in this case,
Consider now the case where, for any i ∈ {1, 2}, the edges g 1 , . . . , g i appear on the stream before 3 does. Define now the events • A i : The edges g 1 , . . . , g i are in the sample S at the beginning of time step t 3 . • B i : If i = 1, this is the event "the edge g 2 is inserted in the sample S during time step t g 2 ." If i = 2, this event is the whole event space, i.e., the event that happens with probability 1. • C: Neither g 1 nor g 2 was among the edges removed from S between the beginning of time step t 3 and the beginning of time step t g 3 .
We can rewrite D γ as
Hence,
We now show that
If we assume that t 3 ≤ M + 1, then all the edges that appeared on the stream up until the beginning of t 3 are in S. Therefore,
Assume instead that t 3 > M + 1. Among the (
M−2 ) that contain 1 and 2 . From Lemma A.1, we have that at the beginning of time t 3 , S is a subset of size M of E (t 3 −1) chosen uniformly at random. Hence, if we condition on the fact that { 1 , 2 } ⊂ S, we have that S is chosen uniformly at random from the ( t 3 −3 M−2 ) subsets of E (t 3 −1) of size M that contain 1 and 2 . Among these, there are ( t 3 −3−i M−2−i ) that also contain g 1 , . . . , g i . Therefore,
From Lemma 4.1, we have
where the last equality comes from the assumption t 3 > M + 1. From the same assumption and from the fact that for any j ≥ 0 and any y ≥ x > j it holds x− j y− j ≤ x y , then we have
This implies, from Equation (A.7), that
Consider now the events B i and C. When conditioned on A i , these event are both independent from D λ : If the edges g 1 , . . . , g i are in S at the beginning of time t 3 , the fact that the edges 1 and 2 were also in S at the beginning of time t 3 has no influence whatsoever on the actions of the algorithm (i.e., whether an edge is inserted in or removed from S). Thus,
Putting this together with Equation (A.8), we obtain
where the last inequality follows from the fact that D γ = A i ∩ B i ∩ C by definition.
A.3. Theoretical Results for TRIÈST-IMPR
A.3.1. Expectation. Before proving Theorem 4.16, we need the following technical lemmas.
The following is a corollary of Gemulla et al. [16, Theorem 1] .
LEMMA A.4. For any t > 0, and any j, 0 ≤ j ≤ s (t) , let B (t) be the collection of subsets of E (t) of size j. For any B ∈ B (t) , it holds
That is, conditioned on its size at the end of time step t, S is equally likely to be, at the end of time step t, any of the subsets of E (t) of that size.
The next lemma is an immediate corollary of Gemulla et al. [16, Theorem 2] .
LEMMA A.5. Recall the definition of κ (t) from Equation (14) . We have κ (t) = Pr(M (t) ≥ 3).
The next lemma follows from Lemma A.4 in the same way as Lemma 4.1 follows from Lemma A.1.
LEMMA A.6. For any time step t and any j, 0 ≤ j ≤ s (t) , let B be any subset of E (t) of size |B| = k ≤ s (t) . Then, at the end of time step t,
otherwise .
The next two lemmas discuss properties of TRIÈST-FD for t < t * , where t * is the first time that |E (t) | had size M + 1 (t * ≥ M + 1).
LEMMA A.7. For all t < t * , we have PROOF. Since the third point in the thesis follows immediately from the second, we focus on the first two points.
The proof is by induction on t. In the base for t = 1: the element on the stream must be an insertion, and the algorithm deterministically inserts the edge in S. Assume now that it is true for all time steps up to (but excluding) some t ≤ t * − 1. We now show that it is also true for t.
Assume the element on the stream at time t is a deletion. The corresponding edge must be in S, from the inductive hypothesis. Hence, TRIÈST-FD removes it from S and increments the counter d i by 1. Thus, it is still true that S = E (t) and d (t) o = 0, and the thesis holds.
Assume now that the element on the stream at time t is an insertion. From the inductive hypothesis, we have that the current value of the counter d o is 0.
If the counter d i has currently value 0 as well, then, because of the hypothesis that t < t * , it must be that |S| = M (t−1) = s (t−1) < M. Therefore, TRIÈST-FD always inserts the edge in S. Thus, it is still true that S = E (t) and d (t) o = 0, and the thesis holds. If otherwise d i > 0, then TRIÈST-FD flips a biased coin with probability of heads equal to
therefore TRIÈST-FD always inserts the edge in S and decrements d i by one. Thus, it is still true that S = E (t) and d (t) o = 0, and the thesis holds. The following result is an immediate consequence of Lemma A.5 and Lemma A.7.
LEMMA A.8. For all t < t * such that s (t) ≥ 3, we have κ (t) = 1.
We can now prove Theorem 4.16.
PROOF OF THEOREM 4.16. Assume for now that t < t * . From Lemma A.7, we have that s (t) = M (t) . If M (t) < 3, then it must be s (t) < 3, hence | (t) | = 0 and indeed the algorithm returns ρ (t) = 0 in this case. If instead M (t) = s (t) ≥ 3, then we have
From Lemma A.8, we have that κ (t) = 1 for all t < t * , hence ρ (t) = τ (t) in these cases.
Since (an identical version of) Lemma 4.3 also holds for TRIÈST-FD, we have τ (t) = | S | = | (t) |, where the last equality comes from the fact that S = E (t) (Lemma A.7). Hence, ρ (t) = | (t) | for any t ≤ t * , as in the thesis.
Assume now that t ≥ t * . Using the law of total expectation, we can write
Assume that | (t) | > 0, otherwise, the algorithm deterministically returns 0 as an estimation and the thesis follows. Let λ be a triangle in (t) , and let δ (t) λ be a random variable that takes value
if all edges of λ are in S at the end of the time instant t, and 0 otherwise. Since (an identical version of) Lemma 4.3 also holds for TRIÈST-FD, we can write
Then, using Lemma A.5 and Lemma A.6, we have, for 3 ≤ j ≤ min{M, s (t) }, Pr(M (t) = j) = | (t) |.
A.3.2. Variance. We now move to prove Theorem 4.17 about the variance of the TRIÈST-FD estimator. We first need some technical lemmas. LEMMA A.9. For any time t ≥ t * , and any j, 3 ≤ j ≤ min{s (t) , M}, we have Var ρ (t) |M (t) = j = (κ (t) ) −2 | (t) | ψ 3, j,s (t) − 1 + r (t) ψ 2 3, j,s (t) ψ −1 5, j,s (t) − 1 + w (t) ψ 2 3, j,s (t) ψ −1 6, j,s (t) − 1 .
(A.12)
An analogous result holds for any u ∈ V (t) , replacing the global quantities with the corresponding local ones.
PROOF. The proof is analogous to that of Theorem 4.4, using j in place of M, s (t) in place of t, ψ a, j,s (t) in place of ξ a,t , and using Lemma A.6 instead of Lemma 4.1. The additional (k (t) ) −2 multiplicative term comes from the (k (t) ) −1 term used in the definition of ρ (t) .
The term w (t) (ψ 2 3, j,s (t) ψ −1 6, j,s (t) − 1) is non-positive.
LEMMA A.10. For any time t ≥ t * , and any j, 6 < j ≤ min{s (t) , M}, if s (t) ≥ M we have
Var ρ (t) |M (t) = i ≤ (κ (t) ) −2 | (t) | ψ 3, j,s (t) − 1 + r (t) ψ 2 3, j,s (t) ψ −1 5, j,s (t) − 1 , for i ≥ j Var ρ (t) |M (t) = i ≤ (κ (t) ) −2 | (t) | ψ 3,3,s (t) − 1 + r (t) ψ 2 3,5,s (t) ψ −1 5,5,s (t) − 1 , for i < j An analogous result holds for any u ∈ V (t) , replacing the global quantities with the corresponding local ones.
PROOF. The proof follows by observing that the term w (t) (ψ 2 3, j,s (t) ψ −1 6, j,s (t) − 1) is nonpositive, and that Equation (A.12) is a non-increasing function of the sample size.
The following lemma deals with properties of the r.v. M (t) .
LEMMA A.11. Let t > t * , with s (t) ≥ M. Let d (t) = d (t) o + d (t) i denote the total number of unpaired deletions at time t. 19 The sample size M (t) follows the hypergeometric distribution: 20 Pr
We have PROOF. Since t > t * , from the definition of t * we have that the M (t) has reached size M at least once (at t * ). From this and the definition of d (t) (number of uncompensated deletion), we have that M (t) cannot be less than M − d (t) . The rest of the proof for Equation (A.13) and for Equation (A.14) follows from Gemulla et al. [16, Theorem 2] .
The concentration bound in Equation (A.15) follows from the properties of the hypergeometric distribution discussed by Skala [37] .
The following is an immediate corollary from Lemma A.11. We can now prove Theorem 4.17. 19 While both d (t) o and d (t) i are r.v.s, their sum is not. 20 We use here the convention that Pr M (t) ≤ M(1 − α )) ≤ 1 (s (t) ) 7 .
As r (t) < | (t) | 2 and | (t) | ≤ (s (t) ) 3 , we have (κ (t) ) −2 | (t) | s (t) 3 6 + r (t) s (t) 6 Pr M (t) ≤ M(1 − α ) ≤ (κ (t) ) −2 .
We can therefore rewrite Equation (A.18) as 
