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Abstract
We compute the spectral densities of T µν and Jµ in high temperature QCD plasmas at small frequency and
momentum, ω, k ∼ g4T . The leading log Boltzmann equation is reformulated as a Fokker Planck equation
with non-trivial boundary conditions, and the resulting partial differential equation is solved numerically
in momentum space. The spectral densities of the current, shear, sound, and bulk channels exhibit a
smooth transition from free streaming quasi-particles to ideal hydrodynamics. This transition is analyzed
with conformal and non-conformal second order hydrodynamics, and a second order diffusion equation.
We determine all of the second order transport coefficients which characterize the linear response in the
hydrodynamic regime.
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I. INTRODUCTION
In relativistic heavy ion collisions a non-abelian plasma is formed which rapidly expands and
evolves. There is a growing body of evidence from the Relativistic Heavy Ion Collider (RHIC)
that this material equilibrates and can be characterized with viscous hydrodynamics [1, 2]. Indeed,
viscous simulations of RHIC events indicate that the shear viscosity to entropy is remarkably small
[3–9]
η
s
< 0.4~ , (1.1)
and the preferred value is close to the AdS/CFT prediction, η/s = ~/4π [10, 11]. From a theoretical
perspective it is important to corroborate this phenomenological conclusion from first principle
lattice QCD simulations. It is also important for lattice simulations to characterize what this
nearly perfect fluid is like. For instance, at weak coupling there is a clear distinction between the
inverse temperature ∼ 1/T and the typical relaxation time ∼ 1/g4T [12, 13], and consequently
kinetic theory can be used to describe the real time dynamics of the plasma. In contrast, at least
for the strongly coupled gauge theories which can be studied with AdS/CFT, there is no distinction
between these time scales, and a quasi-particle description is hopeless [14, 15]. This is reflected by
the fact that there is no visible transport peak in strongly coupled spectral densities [16, 17].
Lattice QCD simulations at finite temperature can measure Euclidean correlators of conserved
currents, 〈J(τ,x)J(0,0)〉. These correlators are related to the spectral density of the corresponding
operators by an integral transform [18]∫
d3x eik·x 〈J(τ,x)J(0,0)〉 =
∫
dω
2π
ρJJ(ω,k)
cosh(ω(τ − 1/2T ))
sinh(ω/2T )
. (1.2)
Generally, only the gross features of the spectral density can be determined from Euclidean mea-
surements [19, 20]. Nevertheless, the urgent need for non-perturbative information about transport
and other real time processes is evident from the strenuous analysis of available lattice data by
several groups [21–26]. In an effort to characterize the response more completely, a number of
lattice groups have begun to simulate the current-current correlators at finite spatial momentum
[27, 28], which reveals the real time information hidden in the Euclidean data as far as possible.
The primary goal of this work is to calculate the spectral densities at finite ω and k at weak cou-
pling for all possible combinations of T µν and Jµ. At zero k the weakly coupled shear, bulk, and
current spectral weights have been determined previously in a full leading order calculation[29, 30].
The spectral weights computed in this work exhibit in detail the transition from free-streaming
quasi-particles to hydrodynamics. Ultimately, these perturbative spectral densities can be com-
pared to the AdS/CFT and to the lattice, although a fair comparison to the lattice data requires
a model for the high frequency continuum [31].
At weak coupling the kinetics of hot plasmas consists of several processes [12, 32]. First,
the streaming of hard particles creates a random soft background field which causes momentum
diffusion of the instigating hard particles. Second, there are collisions between the hard particles
which cause an O(1) change in a particle’s direction. Finally, there is collinear bremsstrahlung
which plays a particularly important role in the equilibration of the highest momentum modes
[33]. In the current work we will reanalyze the Boltzmann equation and make the diffusive process
more explicit by reformulating the evolution as a Fokker-Planck equation. This analysis is limited
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to a leading log approximation where the hard collisions and collinear bremsstrahlung are neglected
for typical particles1.
The QCD kinetic theory described above has been used to compute the transport coefficients in
high temperature gauge theories [34–36], and to provide an intriguing, but incomplete, picture of
equilibration in heavy ion collisions [33, 37–39]. Ultimately, one would like to simulate heavy ion
event using the QCD Boltzmann equation, quantifying equilibration in the weakly coupled limit.
While there has been considerable progress in understanding the dynamics of the soft background
gauge fields out of equilibrium [40–42], there have been only nascent steps in simulating the coupled
particle field problem [43, 44]. As a by-product of the spectral weight calculation, we have made
some (limited) progress in simulating the QCD kinetic theory. Traditionally, the shear viscosity
is determined by minimizing a variational ansatz. However, when computing the spectral weights
at finite k, the variational ansatz would have to be two dimensional, and would have to capture
a complicated structure reflecting the transition from Landau damping to hydrodynamics. In the
two dimensional case it is easier to discretize momentum space and to solve the Fokker Planck
equation directly. Finding the correct solution requires understanding the appropriate boundary
conditions. In particular, there is an absorptive boundary condition at p = 0 which accounts for
the flux of particles from the temperature scale to the Debye scale and rapid number changing
processes in the p→ 0 limit [36]. Section II reviews this boundary condition and shows how gluon
number equilibrates while conserving energy and momentum. Now that the problem of determining
spectral densities has been reformulated as a definite initial value problem, the resulting numerical
procedure can be used to simulate jet medium interactions in detail. In fact, it was this goal that
led to the present work.
Throughout, we will denote 4-vectors with capital letters P,Q and use p, q for their 3-vector
components, Ep, Eq for their energy components, and p, q for |p|, |q|. Spatial 4-vectors and 3-
vectors follow an analogous convention, e.g. X,Y and x,y, respectively. Our metric convention
is [–,+,+,+], so that uµu
µ = −1. We will notate the Bose and Fermi equilibrium distribution
functions with nBp = 1/(e
p/T − 1) and nFp = 1/(ep/T + 1), but will drop the B/F label when
the appropriate statistics are clear from context. Momentum space integrals are abbreviated,∫
p
≡ ∫ d3p/(2π)3.
II. LINEARIZED BOLTZMANN EQUATION
Our starting point is the Boltzmann equation
(∂t + vp · ∂x)f(t,x,p) = C[f,p] , (2.1)
which we will linearize around the equilibrium distribution with constant temperature To
f(t,x,p) = np + δf(t,x,p) , np =
1
ep/To − 1 . (2.2)
The background is characterized by the energy density eo, the pressure Po, a squared sound speed
c2s, and the specific heat Tcv. Initially we will consider only pure glue theory and subsequently
1 As discussed in the text, this is not exactly true. Bremmsstrhalung will determine the boundary conditions of the
Fokker Plank operator as p→ 0, but otherwise can be neglected.
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extend the analysis to include quarks in Section V. In a leading-log approximation, the only
diagram is t−channel gluon exchange. Appendix A re-interprets the linearized Boltzmann equation
(at leading log) as a Fokker-Planck equation, which is useful in subsequent analysis. Appendix A
extends the analysis of Refs. [34, 45, 46] to general partial waves, and gives explicit expressions
for the leading log gain terms. The gain terms do not affect the shear viscosity, since they only
contribute to the ℓ = 0 and ℓ = 1 partial waves. However, the gain terms do affect the spectral
weights at finite k and ω which is the primary focus of the current work.
Following Appendix A, the linearized Boltzmann equation can be written
(∂t + vp · ∂x)δf = TµA ∂
∂pi
(
np(1 + np)
∂
∂pi
[
δf
np(1 + np)
])
+ gain terms , (2.3)
where µA is the drag coefficient of a high momentum gluon in the leading log approximation
scheme [47, 48]
dp
dt
= −µApˆ , µA ≡ g
2CAm
2
D
8π
log
(
T
mD
)
, (2.4)
and the Debye mass for a pure glue theory is2
m2D =
g2CA
dA
νg
∫
p
np(1 + np)
T
=
g2T 2
3
Nc . (2.5)
Without the gain terms, Eq. (2.3) is a Fokker-Planck equation describing a random walk of the
hard particles.
In the diffusion process, the momentum-space current is given by
jp = −TµA np(1 + np) ∂
∂p
[
δf
np(1 + np)
]
, (2.6)
and the work on the particles per time, per Degree Of Freedom (DOF), per volume can be found
by multiplying both sides of Eq. (2.3) by Ep and integrating over phase space
dE
dt
≡
∫
d3p
(2π)3
pˆ · jp . (2.7)
The momentum transfer (per time, per DOF, per volume) is similarly
dP
dt
≡
∫
d3p
(2π)3
jp . (2.8)
With these definitions and Appendix A, the gain terms are
gain terms =
1
ξB
[
1
p2
∂
∂p
p2np(1 + np)
]
dE
dt
+
1
ξB
[
∂
∂p
np(1 + np)
]
· dP
dt
, (2.9)
2 We follow an almost standard notation. The dimensions of the adjoint and fundamental representations are
dA = N
2
c − 1 and dF = Nc. The Casimirs of the adjoint and fundamental are CA = Nc and CF = (N
2
c − 1)/2Nc.
The trace normalization of the adjoint and fundamental are TA = Nc and TF = 1/2. νg = 2dA and νq = 2dF
count the spin and color degrees of freedom for gluons and quarks respectively.
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where for subsequent use we have defined
ξB ≡
∫
d3p
(2π)3
np(1 + np) =
T 3
6
, ξF ≡
∫
d3p
(2π)3
np(1− np) = T
3
12
. (2.10)
In this form it is straightforward to verify that energy and momentum are conserved during the
forward evolution of the linearized Boltzmann equation described by Eq. (2.3) and Eq. (2.9). What
is less obvious is that gluon number is not conserved, as will be discussed in the next section.
A. Boundary conditions and particle flux to low momentum
The resulting integral differential equation is ill-posed without boundary conditions. We will
discuss the boundary conditions at low and high momentum respectively.
1. Boundary conditions at zero momentum and number non-conservation
To discuss the appropriate boundary conditions for the gluon number, consider the excess of
soft gluons within a small ball of radius ∆p ∼ gT centered at p = 0∫ p=∆p
p=0
d3p
(2π)3
np(1 + np)χ(p) ≃ T
2
2π2
χ(0)∆p , (2.11)
where here and below we define
δf(p) ≡ np(1 + np)χ(p) . (2.12)
Since it is easy to emit a soft gluon it is easy to intuit that the appropriate boundary condition is
χ(p)|p→0 = 0 . (2.13)
As discussed in the introduction, Bremmstrahlung can be neglected for momenta of order ∼ T in
a leading log approximation. However, since the Breammstrahlung rate increases as the momentum
is lowered, there is a momentum of order ∼ gT where inelastic processes are important for any
arbitrarily small coupling constant. Ref. [36] (see section E) estimates that the total rate for the
hard particles to absorb (or emit) a gluon from the ball of radius ∆p ∼ gT is
Γtotal1↔2 ∼ g4T
∫ ∆p
0
dp
p
f(p) ∼ g4T 2
∫ ∆p
0
dp
p2
. (2.14)
The infrared divergence of the integral is cut off by the thermal mass of the radiated gluon m ∼ gT ,
so that the total rate is of order g3T
Γtotal1↔2 ∼
g4T 2
m
∼ g3T . (2.15)
We are interested in the evolution of the system on a time scale, 1/g4T log(1/g), which is large
compared to the inverse radiation rate, 1/g3T . As we observe the evolution on this longer time scale,
the soft Bremsstrahlung rate will rapidly maintain the equilbrium phase space distribution of soft
∼ gT gluons up to corrections of order of the ratio of these two time scales, ∼ g. Thus, the excess
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from equilibrium at small momentum, χ(∆p)∆p, is small at small momentum, χ(gT ) = O(g).
The boundary condtion in Eq. (2.13) is the leading result in the weak coupling limit g → 0.
Even in a full leading order anaysis (where thermal masses are neglected on external lines), the
boundary condition must still be adopted to avoid a divergent soft Bremmstrhalung rate [36]. A
consequence of this boundary condition is that gluon number is not conserved during the Fokker
Planck evolution as will be discussed in Section IIB.
2. Boundary conditions at high momentum
At high momentum, the second order differential equation typically consists of an exponentially
growing solution and an additional solution behaving at most as a polynomial. Clearly we should
select the second solution as physically acceptable.
To determine how to select the appropriate boundary conditions at high momentum, we reex-
amine the Fokker Planck equation
(∂t + vp · ∂x)δf(t,x,p) = −µA (1 + 2np) pˆ · ∂δf
∂p
+ TµA∇2p δf . (2.16)
The motion of the particle excess can be described alternatively by Langevin evolution with drag
and random kicks ξ(t)
dpi
dt
= −µA(1 + 2np)pˆi + ξi(t) ,
〈
ξi(t)ξj(t′)
〉
= 2TµAδ
ijδ(t− t′) . (2.17)
At high momentum, we neglect the noise term ∇2pδf , set (1 + 2np) ≃ 1, and keep only the drag
term, yielding
(∂t + vp · ∂x)δf(t,x,p) = −µA pˆ · ∂δf
∂p
. (2.18)
The resulting differential equation is now first order in derivatives and can be used to choose a
boundary condition. Specifically we will discretize the first derivative
pˆ · ∂δf(t,x,p)
∂p
=
1
p2n
[
p2n+1δf(t,x, pn+1, θp, φp)− p2nδf(t,x, pn, θp, φp)
∆p
]
(2.19)
and use Eq. (2.18) to solve for the first point off the momentum space grid, f(t,x, pn+1, θp, φp).
This selects the appropriate non-exponentially growing solution.
B. Evolution of simple initial conditions and the flux of gluons
If δf(t,x,p) is given some initial condition, the resulting Fokker-Planck evolution will equi-
librate, and δf(t,x,p) will ultimately reach a form described by linearized hydrodynamics.
Specifically, the system will be described by a temperature excess δT (t,x) and flow velocity
Uµ = (1, ui(t,x)) that obey the equations of linearized hydrodynamics. The distribution func-
tion will approach
feq(t,x,p) =
1
e−P ·U(t,x)/(To+δT (t,x)) − 1 = np + np(1 + np)
(
p
δT (t,x)
T 2o
+
pi
To
ui(t,x)
)
, (2.20)
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i.e. χ(t,x,p) will approach an equilibrium value
χequil(t,x,p) = p
δT (t,x)
T 2o
+
pi
To
ui(t,x) . (2.21)
It is instructive to examine how the total number of gluons, δNFP =
∫
p
δf(p), equilibrates
during the Fokker-Planck evolution. Integrating both sides of Eq. (2.3) yields two terms
∂t δNFP = lim
p→0
1
(2π)3
∫
p2dΩp · jp + −T
2
2π2ξB
dE
dt
, (2.22)
where Ωp is an outward directed solid angle. The first term represents a diffusion flux of gluons
with momenta of order p ∼ T to momenta of order p ∼ gT . The second term is the number of
gluons disturbed from equilibrium per unit time by the random walk of the excess, δf . In a given
time step, this number disturbed is proportional to minus the work done on the excess by the
bath, i.e. −dE/dt is the work done on the bath by the excess. In general, these two rates are
different and number changes accordingly. In equilibrium, however, the two rates are equal and the
excess number of gluons remains constant. Specifically, substituting the equilibrium distribution
Eq. (2.21), we find a net loss of excess gluons to the Debye scale, and a net gain of excess gluons
due to the work on the bath
lim
p→0
1
(2π)3
∫
p2dΩp · jp = −TµA
2π2
δT ,
−T 2
2π2ξB
dE
dt
= +
TµA
2π2
δT . (2.23)
Further information about the flux of particles from the temperature to the Debye scale is
obtained by analyzing the small momentum limit of Eq. (2.3). (For simplicity, we will ignore any
spatial dependence of δf .) The expansion of χ(p) near p ≃ 0 is characterized by its ℓ = 0 and
ℓ = 1 spherical harmonic components
χ(p) =
dχ0(t)
dp
∣∣∣∣
p=0
p+
dχ1(t)
dp
∣∣∣∣
p=0
· p , (2.24)
where χ1 is the Cartesian translation of χ1m(p) in a spherical harmonic expansion. Substituting
this form into Eq. (2.3), we notice a divergent rate as p→ 0
∂tχ(t,p) = −2T pˆ
p
·
(
µA
dχ1(t)
dp
∣∣∣∣
p=0
+
1
TξB
dP
dt
)
. (2.25)
Because of this divergent rate, the slope at the origin will rapidly adjust itself to maintain the
balance condition
dχ1(t)
dp
∣∣∣∣
p=0
=
−1
TµAξB
dP
dt
. (2.26)
Thus the angular dependence of the flux (i.e. p2jp as p → 0) is determined by the momentum
transfer to the hard particles by the bath. It is straightforward to verify that the equilibrium
solution Eq. (2.21) satisfies this balance condition.
Clearly the evolution of the excess is complicated, and the structure of Eq. (2.3) is quite singular
in the infrared. To gain some intuition about the solutions to this equation, we will show how an
initial out of equilibrium distribution approaches equilibrium. For simplicity, we will consider two
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out of equilibrium initial conditions. The first is spherically symmetric and independent of spatial
coordinates, while the second initial condition is also spatially independent but is proportional to
the ℓ = 1 spherical harmonic. Specifically, for the two cases we have
χ(t,p) =χ00(p, t)H00(pˆ) (case 1) , (2.27)
χ(t,p) =χ10(p, t)H10(pˆ) (case 2) , (2.28)
where H00(pˆ) and H10(pˆ) are the ℓ = 0 and ℓ = 1 spherical harmonics. For the initial condition at
time t0 = 0, we take[
p2np(1 + np)χ00(p, t0) or p
2np(1 + np)χ10(p, t0)
]
∝
∑
s=±
se−(p−sp0)
2/2σ2 , (2.29)
with p0 = 3To and σ
2 = To. The numerical procedure to solve Eq. (2.3) for the ℓ = 0 and ℓ = 1
partial waves is elaborated in detail in Appendix B. Briefly, Eq. (2.3) (without the gain terms) is
a parabolic differential equation. The momentum space is discretized, an implicit scheme is used
to perform the update step, and the conjugate gradient algorithm is used to perform the matrix
inversion. Fig. 1(a) and (b) show how the two initial conditions evolve as a function of time. At
late times, the two initial conditions approach the equilibrium distribution Eq. (2.21) where the
parameters δT and ui are determined by the total energy and momentum in the initial state, e.g.
u =
νg
eo + Po
∫
d3p
(2π)3
pnp(1 + np)χ(p, t0) . (2.30)
We have verified that Eq. (2.22) and Eq. (2.26) are satisfied during the evolution. Although the
structure of the evolution equations is quite singular in the infrared, due to the boundary conditions
(Eq. (2.13)) and the momentum balance condition (Eq. (2.26)), the final solutions are smooth and
generally regular functions of momentum.
III. SPECTRAL DENSITIES OF T µν
A. Preliminaries
Our goal is to compute all spectral functions of T µν as a function of ω and k. To this end, we
will compute the retarded Green functions
GµναβR (ω,k) = −i
∫ ∞
−∞
dt
∫ ∞
−∞
dx e+iωt−ik·x θ(t)
〈[
T µν(t,x), Tαβ(0,0)
]〉′
, (3.1)
and the associated spectral functions
ρµναβ(ω,k) = −2 ImGµναβR (ω,k) . (3.2)
Here the ′ indicates that the average is over the partition function in flat space [49]. The distinction
is necessary since the easiest procedure to calculate such correlators in kinetic theory is to disturb
the theory with a weak external gravitational field.
In the presence of a weak gravitational field, the stress tensor of the fluid in perfect equilibrium
is
T µνeq (X) ≡ (e(T ) + P(T ))uµ(X)uν(X) + P(T )gµν(X) , (3.3)
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FIG. 1: Evolution of an initial condition towards equilibrium in the linearized Boltzmann equation. (a)
A spherically symmetric (ℓ = 0) initial condition approaching equilibrium at various time steps. Steps are
in units of T/µA with µA = g
2CAm
2
D log(T/mD)/8π. (b) An initial condition proportional to the first
spherical harmonic H10(pˆ) evolving towards equilibrium. In each plot the dotted lines show time steps of
0.2T/µA. The solid lines show times steps in units of 1.0T/µA.
where uµ = (1/
√
−g00(X), 0). Corrections to this equilibrium form can be found from the modifi-
cations to the density matrix which is perturbed by the gravitational field. To linear order in the
gravitational field, the action describing material in curved space time is
S(gµν) ≃ So + 1
2
∫
d4X T µν(X)hµν(X) , (3.4)
and the interaction Hamiltonian is
Hint(t) = −
∫
d3xLint = −1
2
∫
d3xTαβ(X)hαβ(X) . (3.5)
Then following the usual discussion of linear response, we have
〈T µν(X)〉hαβ = T µνeq (X)−
−i
2
∫
d4Y θ(X0 − Y 0)
〈[
T µν(X), Tαβ(Y )
]〉′
hαβ(Y ) . (3.6)
In Fourier space we have for K = (ω, k) 6= 0,
〈T µν(ω,k)〉hαβ =
∂T µνeq
∂hαβ
∣∣∣∣
h=0
hαβ(ω,k)− 1
2
GµναβR (ω,k)hαβ(ω,k) . (3.7)
Thus to determine the spectral functions, we will turn on a weak gravitational field in the kinetic
theory and determine the attending change in the distribution function and the stress tensor.
To classify the relevant correlators, we will choose k along the z axis. Then the correlators can
be classified according to their transformation properties under rotations around the z axis. In the
next sections we will compute the following complete set of response functions:
1. GzxzxR (ω, k) – Shear mode
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2. GzzzzR (ω, k) – Sound mode
3. GxyxyR (ω, k) – Tensor mode
4. ηµνηαβG
µναβ
R (ω, k) – Bulk mode
B. Shear mode
In this section we will compute the retarded correlator GzxzxR (ω, k) by turning on a gravitational
field hzx(t, z). Then we will analyze this correlator in the free-streaming and hydrodynamic ap-
proximations to determine the high and low frequency limits respectively. The procedure (which is
reasonably standard [14, 49, 50]) will be described in detail in this section, and the same procedure
will be used subsequently without explanation.
In the presence of a gravitational field, the streaming term of the Boltzmann equation becomes
[51, 52]
1
Ep
(
Pµ
∂
∂Xµ
− ΓλµνPµP ν
∂
∂P λ
)
f(t,x,p) = C[f,p] , (3.8)
where
Γλµν =
1
2
gλρ (∂νgρν + ∂νgµρ − ∂ρgµν) . (3.9)
In this equation ∂f/∂P 0 should be understood as zero. Except in the bulk channel, all temporal
components of the metric perturbation are zero
gij ≃ ηij + hij . (3.10)
Then we linearize the Boltzmann equation around the equilibrium distribution, which also depends
on the background metric
f(t,x,p) = nhp + δf(t,x,p) , n
h
p =
1
exp(
√
pi(ηij + hij)pj/T )∓ 1
. (3.11)
Substituting Eq. (3.11) into Eq. (3.8) and linearizing with respect to δf and hij leads to the
following equation for δf
(∂t + vp · ∂x) δf + np(1 + np) p
ipj
2EpT
∂thij = C[δf,p] . (3.12)
In Fourier space, this equation reads
(−iω + ivp · k)δf(ω,k, p)− iωnp(1 + np) p
ipj
2EpT
hij(ω,k) = TµA
∂
∂pi
(
np(1 + np)
∂χ(p)
∂pi
)
+ gain terms . (3.13)
Without the gain terms, this is a linear elliptic partial differential equation which results from
the steady state limit parabolic differential equation, as is usually the case. Traditionally, such
differential equations are solved by matrix inversion, e.g. by the conjugate gradient method. We
10
will adopt this approach; in Appendix B, we introduce a spherical harmonic basis and discretize
the radial momenta. Then the Fokker-Planck operator is realized with a straightforward second
order difference scheme. This procedure, with only hzx 6= 0 for the shear channel, determines
δf(ω, k)/hzx(ω, k) which can be used in subsequent analysis.
After solving for δf(ω, k), the energy-momentum tensor can be computed from kinetic theory
T zx = νg
∫
d3p
√−g
(2π)3
pzpx
Ep
(
nhp + δf(ω, k)
)
, (3.14)
= −Pohzx(ω, k) +
[
νg
∫
d3p
(2π)3
pzpx
Ep
δf(ω, k)
hzx(ω, k)
]
hzx(ω, k) . (3.15)
Comparison with Eq. (3.7) shows that the term in square brackets is minus the retarded correla-
tor, −Gzxzx(ω, k). Fig. 2(a) shows the associated spectral density in the shear channel, and this
correlator will be analyzed at low and high frequency in the remainder of this section.
At low frequencies, hydrodynamics in an external gravitational field describes the behavior
of this correlator. Hydrodynamics consists of the conservation laws together with a constituent
relation
∇µT µν = 0 , T µν = T µνideal + πµν +Π∆µν , (3.16)
where T µνideal = (e(T )+P(T ))uµuν+P(T )gµν , ∆µν = gµν+uµuν is the projector, and πµν is traceless.
The strains πµν and Π are expanded in gradients, πµν = πµν1 + π
µν
2 + . . . and Π = Π1 +Π2 + . . .,
with
πµν1 = −ησµν , Π1 = −ζ∇γuγ . (3.17)
Here ∇µ denotes the covariant derivative, the brackets denote the symmetric, traceless, and spatial
component of the bracketed tensor
〈Aµν〉 = 1
2
∆µα∆νβ
(
Aαβ +Aβα − 2
3
gαβA
γ
γ
)
, (3.18)
and σµν ≡ 2 〈∇µuν〉. The second order theory which describes πµν2 and Π2 will be discussed
in Section IV. The weak gravitational field disturbs the energy momentum tensor away from
equilibrium
e(t,x) ≃ eo + ǫ(t, z) , uµ ≃ (1, ui(t, z)) , (3.19)
where ǫ and ui are first order in the perturbation. To first order in the field and disturbance the
constituent relation becomes
T ij = Po
(
δij − hij
)
+ c2s ǫδ
ij − 2η 〈∂iuj〉− ζδij∂lul − η∂t 〈hij〉 − 3
2
ζδij∂th , (3.20)
where h = hll/3. The linearized equations of motion are
∂tǫ+ (eo + Po)∂iui = −3
2
(eo + Po)∂th , (3.21)
(eo + Po)∂tui + ∂jT ji = −Po ∂jhji . (3.22)
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For the shear channel we specialize perturbation given above, with only hzx(t, z) non-zero. Then
the equations of motion are easily solved in Fourier space
ǫ(ω, k) = 0 , uz(ω, k) = 0 , (eo + Po)ux(ω, k) = ωkη−iω + ηk2eo+Po
. (3.23)
Substituting these results into stress tensor Eq. (3.20), we determine the retarded Green function
in a first order hydrodynamic approximation
T zx(ω, k) = −Pohzx(ω, k) −GzxzxR (ω, k)hzx(ω, k) , GzxzxR (ω, k) =
−ηω2
−iω + ηk2eo+Po
. (3.24)
The imaginary part of this retarded Green function GzxzxR (ω, k)
ρzxzx(ω, k)
2ω
=
ω2η
ω2 +
(
ηk2
eo+Po
)2 (ω and k small) , (3.25)
describes the rapid behavior at small k and small ω seen in Fig. 2(a).
For high frequency, the free streaming Boltzmann equation,
(∂t + vp · ∂x) δf + np(1 + np)p
ipj
2Ep
∂thij = 0 , (3.26)
determines the spectral function. Again specializing the discussion to the shear mode where only
hzx(ω, k) 6= 0, we solve for δf(ω, k). Then the stress tensor is
T zx = −Pohzx(ω, k) +
[
νg
∫
p
pzpx
Ep
δf(ω, k)
hzx(ω, k)
]
hzx(ω, k) , δf(ω, k) =
pzpx
Ep
−ωhzxnp(1 + np)
ω − vp · k + iǫ .
(3.27)
Again the quantity in square brackets is the free streaming prediction for the response function
−GzxzxR (ω, k), and we have introduced the +iǫ in order to specify the retarded response. Taking
the imaginary part of the response function (using Im [1/(x+ iǫ)] = −πδ(x)), we determine the
spectral density from the free theory
ρzxzx(ω,k)
2ω
=
νgπ
3
30
ω2
k3
(
1− ω
2
k2
)
θ(k − ω) , (ω and k large) . (3.28)
The free solution is shown as a dashed line in Fig. 2(a) and agrees with the full result at large ω
and k except near the light cone.
C. Sound mode
In the sound channel, the only non-zero metric perturbation is hzz(ω, k). The hydrodynamic
prediction for K 6= 0 is
T zz(ω, k) = −Pohzz(ω, k)− 1
2
Gzzzz(ω, k)hzz(ω, k) , G
zzzz(ω, k) = (eo + Po) c
2
sω
2 − iΓsω3
ω2 − c2sk2 + iΓsk2ω
,
(3.29)
where Γs = (
4
3η + ζ)/(eo + Po). The free prediction is
ρzzzz(ω, k)
2ω
=
νgπ
3
15
1
k
(ω
k
)4
θ(k − ω) , (3.30)
and is shown in Fig. 2(b).
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D. Tensor mode
In the tensor channel, the only non-zero metric perturbation is hxy(ω, k). The hydrodynamic
prediction is then
T xy(ω, k) = −Po hxy(ω, k)−GxyxyR (ω, k)hxy(ω, k) , GxyxyR (ω, k) = −iωη , (3.31)
while the free prediction is
ρxyxy(ω, k)
2ω
=
νgπ
3
120
1
k
[
1−
(ω
k
)2]2
θ(k − ω) . (3.32)
E. Bulk mode
To calculate the bulk spectral weight, considerably more care is required. In this case, the
system is perturbed by a metric tensor of the following form
gµν(X) = (1 +H(X))ηµν . (3.33)
If the gravitational perturbation is independent of time, hydrostatic equilibrium will be reached
when T (x)
√−g00(x) reaches a constant. Motivated by this observation, we show that for a
conformally invariant theory, the distribution
nHp (t,x,p) =
1
e−P (X)·U(X)/TH (X) − 1 (3.34)
is a solution to the Boltzmann equation in the presence of the time dependent perturbation, where
TH(X)
√
−g00(X) = Const , TH(x) = To
(
1− 1
2
H(X)
)
, (3.35)
and UµH(X) = (1/
√
−g00(X), 0, 0, 0). This is true even if the temporal and spatial variations of
H(X) are short compared to the mean free path, ∼ 1/g4T . Note that in the distribution function
nHp (t,x,p), the combination P · U is
− P · U(X) = −P0(X)√−g00(X) =
√
pi(δij +H(X)δij)pj +m2(TH(X)) , (3.36)
since PµP νgµν = −m2(TH(X)).
In the presence of a gravitational field and a nontrivial dispersion relation, the Boltzmann
equation is
1
Ep
(
Pµ
∂
∂Xµ
− 1
2
∂m2(X)
∂Xµ
∂
∂Pµ
− ΓλµνPµP ν
∂
∂P λ
)
f(t,x,p) = C[f,p] . (3.37)
The mass term might be more recognizable as a force term
− 1
2Ep
∂m2(X)
∂Xµ
∂f
∂Pµ
= −∂Ep
∂x
∂f
∂p
. (3.38)
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The need for this term when computing the bulk viscosity has been emphasized previously [53].
The mass depends on the distribution function, which in turn depends on space-time [32]
m2(X) = g2(φ)CA φ(X) , φ(X) ≡ 2νg
dA
∫
d4Pµ
√−g
(2π)4
θ(P 0) 2πδ(−P 2)fp . (3.39)
In equilibrium, φ = T 2/6 . It is important to emphasize that in order for kinetic theory to be
valid, the scale of variation of gµν(X) must be long compared to ∼ 1/g2T which is the time it takes
to establish the quasi-particle mass. Thus the gravitational field may be considered constant in
Eq. (3.39).
We will substitute a trial solution
f(t,x,p) = nHp (t,x,p) + δf(t,x,p) , (3.40)
and subsequently verify that δf is of order (c2s − 1/3) ∼ g4. Therefore, δf may be neglected
when determining the gluon mass to leading order. The mass is then simply the time dependent
equilibrium mass
m2(TH(X)) ≃ m2(To) − T 2∂m
2
∂T 2
∣∣∣∣
To
H(X) , (3.41)
where for pure glue, m2(T ) = g2(T )CAT
2/6 [32].
With this observation, we substitute Eq. (3.40) into Eq. (3.37) which leads (after careful algebra)
to an equation of motion for δf
(∂t + vp · ∂x) δf − np(1 + np) m˜
2
2EpT
∂tH = C[δf,p] , (3.42)
where
m˜2 ≡ m2 − T 2∂m
2
∂T 2
∣∣∣∣
T=To
= −CAβ(g)T
2
o
6
. (3.43)
In this result, we have used the definition of the beta function
β(g) ≡ µ2∂g
2(µ2)
∂µ2
= − g
4
16π2
(
11CA
3
− 4
3
NfTF
)
. (3.44)
Since the source term in Eq. (3.42) is proportional to the beta function, the equilibrium distribution
nHp (t,x,p) provides an exact solution of the Boltzmann equation in a conformal theory. In the
presence of weak conformal breaking, δf is of order ∼ g4, and Eq. (3.42) can be solved numerically
for δf/g4H using the same procedure as in the previous cases.
Once δf is determined, the stress tensor can be found. Here we will follow the analysis of
Ref. [53] (see also [32, 54]) which determines the appropriate stress tensor in the presence of a
nontrivial dispersion relation. The stress tensor is
T µµ(X) = −e(TH(X)) + 3P(TH (X))− νg
∫
d3p
(2π)3
m˜2
Ep
δf(X) , (3.45a)
i.e. for K 6= 0, we have
T µµ(ω, k) =−
1
2
[
T
∂
∂T
(−e+ 3P)
]
To
H(ω, k) − 1
2
[
νg
∫
d3p
(2π)3
m˜2
Ep
δf(ω, k)
H(ω, k)/2
]
H(ω, k) . (3.45b)
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The term in square brackets is ηµνηαβG
µναβ
R (ω, k). We note that it is the “tilde” mass that appears
in Eq. (3.45a) making the correlator second order in the conformal breaking parameter. Fig. 2(d)
shows the bulk spectral function and exhibits both rich hydrodynamic structure and a broad
response.
The hydrodynamic prediction is found as follows. Around the equilibrium stress tensor, there
is a small correction
T µν(X) =
[
e(TH(X)) + P(TH(X))
]
UµHU
ν
H + P(TH (X))gµν(X) + δT µν , (3.46)
which in kinetic theory is given by
δT µν =
∫
p
pµpν
Ep
δf . (3.47)
However, in the hydrodynamic regime the full stress tensor is parameterized by e(t,x) and Uµ with
e(t,x) = e(TH(X)) + ǫ(t,x) ≃eo − 1
2
TcV H(t,x) + ǫ(t,x) , (3.48)
Uµ(X) = UµH(X) + δU
µ(X) ≃
(
1− 1
2
H(t,x), ui(t,x)
)
. (3.49)
Substituting these expressions into the conservation laws (Eq. (3.16) and Eq. (3.17)) yields the
linearized equations of motion after careful algebra
∂tǫ+ (eo + Po)∂iui =1
2
Tcv ∂tH
(
1− 3c2s
)
, (3.50)
(eo + Po)∂tui + ∂jτ ji =0 , (3.51)
where the tensor τ ij is
τ ij = c2s ǫδ
ij − 2η 〈∂iuj〉− ζδij ∂lul − 3
2
ζ∂tH δ
ij . (3.52)
In determining these equations we have used the relation, c2s = (eo + Po)/Tcv . In solving these
equations, we can work to lowest order in the deviation from conformality, c2s − 1/3. Noting that
ζ ∼ (c2s − 1/3)2 [36], while the deviations ǫ(t, x) and ul(t,x) are of order (c2s − 1/3), we determine
T µµ(ω, k) to leading order in (c2s − 1/3) for K 6= 0
T µµ(ω, k) = −
1
2
[
T
∂
∂T
(−e+ 3P)
]
To
H(ω, k) + (−1 + 3c2s)ǫ(ω, k) +
9
2
iωζH(ω, k) . (3.53)
Solving for ǫ(t,x) from Eq. (3.50), substituting this result into T µµ, and finally comparing to
Eq. (3.45b), we determine the hydrodynamic prediction for this correlator
ηµνηαβG
µναβ
R (ω, k) = (1− 3c2s)2 Tcv
−ω2 − iΓsωk2
ω2 − (csk)2 + iΓsωk2 − 9iωζ . (3.54)
Using the thermodynamic result
(1− 3c2s)2 Tcv =
(
3s
∂
∂s
− T ∂
∂T
)
(−e+ 3P) , (3.55)
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the imaginary part can be written
ηµνηαβ
ρµναβ(ω, k)
2ω
=
(
3s
∂
∂s
− T ∂
∂T
)
(−e+ 3P) (csk)
2Γsk
2
(ω2 − c2sk2)2 + (ωΓ2sk2)2
+ 9ζ . (3.56)
Thus as k → 0 the first term approaches a delta function
ηµνηαβ
ρµναβ(ω, k)
2ω
=
(
3s
∂
∂s
− T ∂
∂T
)
(−e+ 3P)
[π
2
δ(ω − csk) + π
2
δ(ω + csk)
]
+ 9ζ , (3.57)
in agreement with the previous analysis of Romatschke and Son [49]. This explains the sharp sound
pole seen in Fig. 2(d).
The free streaming Boltzmann equation does not provide a good description of the asymptotic
solution at large k and ω. This is because the large k and large ω limits do not commute with the
p→ 0 limit; the bulk channel is sensitive to these soft momenta. Indeed if we neglect the collision
term in Eq. (3.42), the “solution”,
δf(ω, k) =
m˜2
2EpT
ωHnp(1 + np)
ω − vp · k + iǫ , (3.58)
does not obey the boundary condition limp→0 χ(p) = 0, and the T
µ
µ computed with this “solution”
is infrared divergent. Thus the free result is not shown in Fig. 2(d).
IV. COMPARISON WITH SECOND ORDER HYDRODYNAMICS
In the long wavelength limit the response of the linearized kinetic theory discussed in Section II
can be described with linearized hydrodynamics, which is a systematic expansion in gradients.
At leading order in the coupling, the microscopic dynamics described by this kinetic theory is
conformal, and thus the appropriate hydrodynamic theory is conformal hydrodynamics [50, 55].
Beyond leading order in the coupling, there are corrections to the kinetic theory which break scale
invariance, and a more general non-conformal hydrodynamic theory must be used to characterize
the long wavelength response of kinetic theory and gluodynamics more generally [56]. Indeed, in
Section IIIE we determined the subleading non-conformal corrections to kinetic theory due to the
scale dependence of medium masses and used this result to determine the bulk response function.
Subsequently we analyzed this response with non-conformal hydrodynamics at first order.
In this section, we will first limit the discussion to leading order kinetic theory where the
microscopic dynamics is conformal. We will analyze the sound and tensor channels with conformal
hydrodynamics through second order following the fundamental work of Baier, Romatschke, Son,
Starinets, and Stephanov (BRSSS) [50]. The goal here is to determine the k and ω where the second
order theory ceases to be a good description of the dynamics. Subsequently we will analyze the
bulk channel with non-conformal linearized hydrodynamics through second order and determine
the relevant non-conformal transport coefficients.
A. The sound mode and conformal second order hydrodynamics
In conformal linearized hydrodynamics, the dissipative part of the stress tensor, which is con-
formally invariant and is second order in derivatives, is given by [50]
πµν2 = ητpi
[
2uαR
α〈µν〉βuβ − 2 〈∇µ∇ν lnT 〉
]
+ κ
[
R〈µν〉 − 2uαRα〈µν〉βuβ
]
, (4.1)
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FIG. 2: The spectral density ρ(ω) = −2 ImGR(ω, k) for the (a) shear mode GzxzxR (ω, k), (b) the sound mode
GzzzzR (ω, k), (c) the tensor mode G
xyxy(ω, k), and (d) the bulk mode ηµνηαβG
µναβ
R (ω, k). The solid lines
show the complete results, while the dotted lines show the expectations of the free Boltzmann equation. The
variables ω and k are measured in units of µA/T , with µA = g
2CAm
2
D/8π log(T/mD). The shear viscosity
is η/(e + p) = 0.4613T/µA so that ω¯ = 0.5, 1.0, 2.0, 4.0 corresponds to ω η/[(e + p)c
2
s] ≃ 0.7, 1.4, 2.8, 5.6, as
chosen in Fig. 4.
where Rαµνβ (Rµν) is the Riemann (Ricci) tensor, and τpi and κ are new transport coefficients.
Using the zeroth order equations of motion and the conformal dependence of η on temperature
η ∝ T 3, BRSSS rewrite the constituent relation as a dynamical equation for πµν
πµν = πµν1 − τpi 〈Dπµν〉+ κ
[
R〈µν〉 − 2uαRα〈µν〉βuβ
]
. (4.2)
This equation is similar to the phenomenological model of Israel and Stewart [57, 58]. We will
compare the static theory, which consists of ∇µT µν = 0 and a constituent relation (Eq. (4.1)), to
the dynamical theory, which consists of ∇µT µν = 0 and a dynamical equation (Eq. (4.2)). We
will see that although the two theories agree in the limit of validity, neither really reproduces the
structure of kinetic theory for ω, ck >∼ 0.8 [η/(eo + Po)c2s]−1, though the dynamical theory fairs
better for larger ω.
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In conformal second order hydrodynamics, the Green function of the tensor channel is deter-
mined by solving the equations of motion in the external field hxy(t, z). Following the procedure
described above, we have [50]
GxyxyR (ω, k) = −iηω + τpiηω2 −
1
2
κ(ω2 + k2) . (4.3)
When ω = 0, the source term of the Boltzmann equation is zero (see Eq. (3.13)), whileGxyxy(0, k) =
−κk2/2. Therefore, κ = 0 in a theory based on the conformal Boltzmann equation to this order
[55]. At higher orders κ is non-zero. Indeed, κ is determined by the k dependence of the static
succeptibility
GxyxyR (0, k) = −i
∫
d4X eik·xθ(t) 〈[T xy(t,x), T xy(0,0)]〉′ = −1
2
κk2 , (4.4)
which may be calculated with straightforward perturbation theory. For pure glue this calculation
has been done in perturbation theory and the result is non-zero, κ = dAT
2/18 [49]. Nevertheless,
we see that κ is of order ∼ T 2, and is significantly smaller than the other second order transport
coefficient ητpi ∼ T 2/g8 which can be determined by the linearized Boltzmann equation to this
order. Specifically, we extract ητpi by examining the real part of the response function in the limit
ω → 0 at k = 0. For Nc = 3 and various numbers of flavors in a leading log approximation we
have:
Nf 0 2 3
τpi/(η/sT ) 6.32 6.65 6.46
.
The details of the multicomponent plasma are presented later in Section VA. τpi has been deter-
mined previously in a complete leading order calculation in Ref. [55].
Now we will calculate the retarded Green function of the sound channel in two different ways.
The conservation laws read
∂tǫ+ (eo + Po)∂zuz = −1
2
(eo + Po)∂thzz ,
(eo + Po)∂tuz + c2s∂zǫ+ ∂zπzz = 0 . (4.5)
In the static theory, the constituent relation is
πzz = −4
3
η∂zu
z − 2
3
η∂thzz +
2
3
ητpi∂
2
t hzz −
4
3
ητpi
c2s
(eo + Po)∂
2
z ǫ−
1
3
κ∂2t hzz , (4.6)
while in the dynamic theory, Eq. (4.2) becomes
τpi∂tπ
zz + πzz = −2
3
η∂thzz − 4
3
η∂zu
z − 1
3
κ∂2t hzz . (4.7)
Using the static formulation, we solve the equations of motion and find
GzzzzR (ω, k) = (eo + Po)
c2sω
2 − iΓsω3 + τpiΓsω4 + τpiΓsc2sk2ω2 − 23κ/(eo + Po)ω4
ω2 − c2sk2 + iΓsωk2 − τpiΓsc2sk4
(static) .
(4.8)
In the dynamic theory, we find
GzzzzR (ω, k) = (eo + Po)
c2sω
2 − iΓsω3 − iτpic2sω3 − 23κ/(eo + Po)ω4
ω2 − c2sk2 + iΓsωk2 + iτpic2sωk2 − iτpiω3
(dynamic) . (4.9)
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The dispersion relations for the static and dynamic theories are
ω2 − c2sk2 + iΓsωk2 − τpiΓsc2sk4 =0 (static) , (4.10)
ω2 − c2sk2 + iΓsωk2 + iτpic2sωk2 − iτpiω3 =0 (dynamic) . (4.11)
In the static theory, the dispersion relation has only two solutions
ω = ±csk − i
2
Γsk
2 ∓ Γs
2
(
Γs
4cs
− τpics
)
k3 +O(k4) . (4.12)
By contrast, the dispersion relation in the dynamic theory has the two physical solutions of
Eq. (4.12), and an extra solution
ω = − i
τpi
+O(k2) . (4.13)
Since ω remains constant as k → 0, this last solution lies beyond the hydrodynamic approximation
[50].
Fig. 3 compares the full spectral density of sound channel with first and second order hydro-
dynamics. For ω, ck <∼ 0.35 [η/(eo + Po)c2s]−1, first order hydrodynamics does a reasonable job
at capturing the dynamics. The second order theory does a good job for this entire range, and
continues to work qualitatively until
ω, ck <∼ 0.7 [η/(eo + Po)c2s]−1 . (4.14)
For still larger k, the dynamic second order theory becomes too reactive, while the static second
order theory becomes too diffusive. Nevertheless, the dynamic theory seems to capture some aspects
of the high frequency response better than the static theory. All hydrodynamic simulations so far
have been based on the dynamical theory, which is hyperbolic and causal [9].
B. The bulk mode and non-conformal hydrodyanamics at second order
Now we will perform a similar analysis of the bulk mode, which must be analyzed with non-
conformal second order hydrodynamics [56]. In non-conformal linearized hydrodynamics the shear
strain to second order is
πµν = πµν1 + ητpi 〈Dσµν〉+ κ
[
R〈µν〉 − 2uαRα〈µν〉βuβ
]
+ κ∗2uαR
α〈µν〉βuβ , (4.15)
while the bulk tensor can be written
Π = Π1 + ζτpiD(∇ · u) + ξ5R+ ξ6uαuβRαβ . (4.16)
We will show that the non-conformal couplings to the Rµναβ (i.e. κ∗, ξ5, ξ6) all vanish to
the order considered here. As with κ discussed above these couplings are determined by static
susceptibilities. To see this, we turn on a static gravitational field
gµν(x) = (1 +H(x))ηµν + diag(0, h(x), h(x), h(x)) . (4.17)
Substituting this form into the hydrodynamic equations, we compute a particular combination of
the stress tensor components
〈2T zz(k)− (T xx(k) + T yy(k))〉 = [2κ∗k2]H(k) + [κk2]h(k) . (4.18)
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FIG. 3: (Color Online) The (a) real and (b) imaginary parts of the retarded Green function in the sound
channel, GzzzzR (ω, k) . The thick solid lines of various colors show the full numerical results from the
Boltzmann equation; the thin dashed-dotted black lines show the prediction of the first order Navier-Stokes
equations; the dashed lines show the prediction of the static second order theory (where πµν is determined by
the constituent relation, Eq. (4.1)); the dotted lines show the prediction of the dynamic second order theory
(where πµν is determined by a relaxation equation, Eq. (4.2)). The shear viscosity is η/(e+p) = 0.4613T/µA
so that ω¯ = 0.1, 0.2, 0.3, 0.5 corresponds to ω η/[(e+ p)c2s] ≃ 0.14, 0.28, 0.42, 0.7 .
Similarly, we define
Obulk(t,x) = 3c2sT 00(t,x) + T ii(t,x) ,
as was motivated in Ref. [53], and note that in the static graviational field described above
〈Obulk(k)〉 =
[
9 ξ5k
2 − 3
2
ξ6k
2
]
H(k) +
[
6 ξ5k
2
]
h(k) . (4.19)
Thus, all of the non-conformal couplings to the curvature tensor are related to the static suscepti-
bilities
−i
∫
d4X eik·xθ(t)
〈[
2T zz(t,x)− T xx(t,x)− T yy(t,x) , T µµ(0,0)
]〉′
= 2κ∗k2 (4.20)
−i
∫
d4X eik·x θ(t)
〈[Obulk(t,x) , T µµ(0,0)]〉′ = 9 ξ5k2 − 32 ξ6k2 (4.21)
−i
∫
d4X eik·x θ(t)
〈Obulk(t,x) , T ii(0,0)〉′ = 6 ξ5k2 (4.22)
These may be computed with straightforward perturbation theory as was done for κ in Ref. [49].
Further, since T µµ =
β(g)
2g2
GµνG
µν , every insertion of T µµ brings at least two powers of g. Thus we
estimate that
κ∗ = ξ5 = ξ6 = 0 +O(g
2) (4.23)
In the Boltzmann equation, this must be considered zero to the order we are working. Indeed, we
see from Eq. (3.13) and Eq. (3.42) that the sources for δf induced by H(x) and h(x),
− np(1 + np) m˜
2
2EpT
∂tH , and np(1 + np)
p2
2EpT
∂th , (4.24)
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vanish for time independent gravitational fields.
To determine the last remaining coefficient τΠ, we will consder a correlation function of
Obulk(t,x)
ηµνG
Oµν
R (ω, k) = −i
∫
d4X eiωt−ik·xθ(t)
〈[Obulk(t,x), T µµ(0,0)]〉 , (4.25)
which can be constructed by turning on a gravitational field gµν = (1+H(t,x))ηµν and evaluating
〈Obulk(t,x)〉
〈Obulk(ω, k)〉 = −1
2
ηµνG
Oµν
R (ω, k)H(ω, k) . (4.26)
At k = 0, we substitute gµν = (1 +H(t))ηµν into the second order non-conformal hydrodynamic
equations, and determine 〈Obulk(ω, 0)〉 when ξ5 = ξ6 = 0
〈Obulk(ω, 0)〉 = −1
2
[−9iζω + 9ζτΠω2]H(ω, 0) . (4.27)
The quantity in square brackets is the hydrodynamic prediction for the response function and
should be valid at small ω. In kinetic theory we turn on gµν = (1 +H(t,x))ηµν and measure the
response Obulk(ω,k) as described in Section III
Obulk(ω, k) = −1
2
[
νg
∫
d3p
(2π)3
3c2sm˜
2 − (1− 3c2s)p2
Ep
δf(ω, k)
H(ω, k)/2
]
H(ω, k) . (4.28)
Comparing the functional form of our numerical results from kinetic theory to the hydrodynamic
form at k = 0, we determine τΠ
Nf 0 2 3
τΠ/τpi 0.510 0.548 0.554
. (4.29)
Thus we see that the relaxation time of bulk perturbations is similar to the relaxation time of shear
perturbations.
V. EXTENSION TO QUARKS AND SPECTRAL DENSITIES OF Jµ
So far we have only discussed and simulated the pure glue theory. In QCD, the quarks carry
nearly half of the entropy. For this reason, it is important to extend the analysis to include quarks.
However, we will see that to ∼ 10% accuracy, the overall shape of the T µν spectral functions given
above is unchanged. After including quarks, we determine the current-current correlation function
in high temperature QCD.
A. Extension to quarks
When quarks are added to the mix, the leading log Boltzmann equation becomes somewhat
more involved. Each species is expanded as follows
δfa = np(1± np)χa(p) . (5.1)
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The collision operator is best expressed in terms of the sum of the fermion and the anti-fermion
distribution functions, δf q+q¯ ≡ δf q + δf q¯, and the corresponding difference, δf q−q¯ ≡ δf q − δf q¯.
The gluon distribution evolves according to
(∂t + vp · ∂x) δf g(t,x,p) =
[
CgFPloss + CgFPgain + Cgqg
]
. (5.2)
Similarly, the q + q¯ distribution function obeys the equation
(∂t + vp · ∂x)δf q+q¯(t,x,p) =
[
(CqFPloss + C q¯FPloss) + (CqFPgain + C q¯FPgain) + (Cqqg + C q¯qg)
]
. (5.3)
The corresponding Boltzmann equation for the fermion difference is simpler since the gain term
for the Fokker Planck evolution cancels in the difference
(∂t + vp · ∂x) δf q−q¯(t,x,p) =
[
(CqFPloss − C q¯FPloss) + (Cqqg − C q¯q¯g)
]
. (5.4)
The ingredients here are the following:
1. The Fokker-Planck evolution loss term is
CaFPloss[χ,p] = Tµa
∂
∂pi
(
np(1± np) ∂
∂pi
[
δfa
np(1± np)
])
, (5.5)
where the species dependent drag coefficient is
dp
dt
= −µapˆ , with µa = g
2CRam
2
D
8π
log
(
T
mD
)
, (5.6)
and the Debye mass
m2D =
gf f¯∑
a
g2CRa
dA
νa
∫
p
nap(1± nap)
T
=
g2T 2
3
(Nc +NfTF ) . (5.7)
CRa is the quadratic Casimir of species a.
2. The gain terms are also similar to the previous section. The total diffusion current is
jp = −
∑
a
νaTµan
a
p(1± nap)
∂χa(p)
∂p
, (5.8)
which only involves the sum of fermion and anti-fermion flavors. The gain terms are
CaFPgain =
g2CRa
Tm2DdA
[
1
p2
∂
∂p
p2np(1± np)
]
dE
dt
+
g2CRa
Tm2DdA
[
∂
∂p
np(1± np)
]
· dP
dt
, (5.9)
where dE/dt and dP /dt are the total work and momentum transfer per volume on the hard
particles, i.e. Eqs. (2.7) and (2.8) but with the current given by Eq. (5.8).
3. When quarks are present there are additional processes that transform quarks and anti-
quarks to gluons (and vice versa) by scattering off the fermion mean field. For the fermion
sum, the collision operator for this process is
Cqqg + C q¯qg = −2γ
nFp (1 + n
B
p )
p
[
χq(p) + χq¯(p)− 2χg(p)] , (5.10)
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where we have defined for subsequent use
γ ≡ g
4C2F ξBF
4π
log(T/mD) , ξBF ≡
∫
k
nFk (1 + n
B
k )
k
=
T 2
16
. (5.11)
The analogous gluon collision operator entering in Eq. (5.2) is
Cgqg = −
f∑
q
νq
νg
(Cqqg + C q¯qg) , (5.12)
where the sum is over the light quark flavors.
4. For the fermion difference, we note that the Fokker-Planck evolution is the same as before,
but the gain terms cancel when the difference is taken. The quarks and gluons scattering off
the fermion mean field (i.e. diagrams D and E in Appendix A 2) yield the collision term
(Cqqg − C q¯qg) =− 2γ
nFp (1 + n
B
p )
p
[
χq(p)− χq¯(p)]
+
2γ
ξBF
nFp (1 + n
B
p )
p
∫
k
nFk (1 + n
B
k )
k
[
χq(k)− χq¯(k)] , (5.13)
where the first line is the loss term and the second line is the gain term.
Using these formulas, the spectral functions computed in the last section can also be computed
in multi-component plasmas – see Appendix B for details. We have found that when the response
functions are expressed in terms of appropriately scaled kinematic variables
ω¯ = ω
η
(eo + Po)c2s
, k¯ = ck
η
(eo + Po)c2s
, (5.14)
the spectral densities are essentially unchanged in all channels. In Fig. 4(a), we show the bulk
spectral function in terms of these scaled variables for three flavors and pure glue. The relative
agreement between these curves indicates the dominance of the Fokker-Planck evolution in deter-
mining the shape of the response functions. In the next section, we will discuss spectral densities
of Jµ, where a similar scaling is observed if ω and k are scaled by the diffusion coefficient, as seen
in Fig. 4(b).
B. Spectral densities of Jµ
For simplicity and definiteness we will compute the current-current correlator of net strangeness.
Since in a leading log approximation the susceptibilities and correlators are diagonal in flavor space,
the flavor and electromagnetic spectral densities are trivially related to this result. To determine
the strangeness response function, we will probe the Boltzmann equation with a fictitious flavor
gauge field that couples only to the strangeness current.
In the framework of linear response, the average current in the presence of an external field is
〈Jµ(X)〉A = +i
∫
d4Y θ(X0 − Y 0) 〈[Jµ(X), Jν(Y )]〉Aν(Y ) . (5.15)
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FIG. 4: (a) The bulk spectral function for three flavors compared to the pure glue theory. In this figure,
η/(eo + Po) is 0.917T/µA for Nf = 3 and 0.461T/µA for Nf = 0, so that the k values for Nf = 0 coincide
with Fig. 2. (b) The longitudinal current-current spectral function for three flavors and the quenched
approximation. In this figure D = 0.944T/µF for Nf = 3, while D = 0.852T/µF for Nf = 0, so that the k
values for Nf = 0 coincide with Fig. 5. The results are similar in the other channels.
In deriving this result, the definition of the current, Jµ(X) = δS/δAµ(X), is used to specify the
interaction Hamiltonian, Hint = −
∫
d3xJµAµ. In Fourier space we define
GµνR (ω,k) = −i
∫
d4X eiωt−ik·xθ(t) 〈[Jµ(t,x), Jν(0, 0)]〉 , (5.16)
and conclude that
〈Jµ(ω,k)〉A = −GµνR (ω,k)Aν(ω,k) . (5.17)
Taking k along the z direction, there are two independent correlators, GzzR (ω, k) and G
xx
R (ω, k).
To determine the Boltzmann equation in the presence of an external field, we note that the
Lorentz force on a charged particle is F i = QaF iµvµ , which leads to the Boltzmann equation for
the strangeness excess
1
Ep
(
pµ∂µ +QaF
µνpν
∂
∂pµ
)
fa = Ca[f,p] , (5.18)
where Qs is one for strange quarks, minus one for anti-strange quarks, and zero for all other
species. Turning on a weak gauge field Aµ = (0,A) disturbs the system from equilibrium through
the linearized Boltzmann equation
(−iω + ivp · k)δfa(ω,k)− iωnp(1− np)QaAi p
i
Ep
= Ca[δf,p] . (5.19)
We see that the gauge field does not disturb the fermion sum δf q+q¯, and only disturbs the fermion
difference
(−iω + ivp · k)δf s−s¯(ω,k)− iωnp(1− np) 2QsAi p
i
Ep
= Cs−s¯[δf,p] . (5.20)
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FIG. 5: (Color Online) The current-current correlator for Nc = 3 and Nf = 0 in the (a) longitudinal
and (b) transverse channels. Nf = 0 corresponds to the quenched approximation. In these k points
along the z direction, and µF ≡ g2CFm2D log(T/mD)/8π is the drag coefficient of a quark in a leading
log approximation. The diffusion coefficient is D = 0.852T/µF , so ω¯ = 0.5, 1.0, 2.0, 4.0 corresponds to
ωD/c2 ≃ 0.42, 0.85, 1.7, 3.4, as chosen in Fig. 4. The thin dotted lines corresponding by color show the
results from the free Boltzmann equation.
The full specification of the collision operator Cs−s¯ is given in Eq. (5.13), and the numerical
procedure used in the previous section is generalized to solve for δf s−s¯ in Appendix B. Once δf is
determined (or δf/QsAz in practice), the current can be determined in a straightforward fashion
〈
J i
〉
= Qs νs
∫
d3p
(2π)3
pi
Ep
δf s−s¯ . (5.21)
Through Eq. (5.17), this determines the current-current response function, which is illustrated in
Fig. 5.
The spectral density for free Boltzmann equation explains the structure of the correlators at
large ω and k. Following what is by now standard procedure, we find:
ρzz(ω, k)
2ω
=
πQ2sνs
12
ω2
k3
θ(k − ω) , (5.22a)
ρxx(ω, k)
2ω
=
πQ2sνs
24
1
k
(
1− ω
2
k2
)
θ(k − ω) , (5.22b)
and we exhibit these free solutions in Fig. 5 with dashed lines. At zero k, the current-current
correlator has been computed previously [29].
In the long wavelength limit, the current-current correlator is given by the diffusion equation
which we will develop through second order. The current is expressed in terms of gradients of the
net strangeness ns(t,x) and the gauge field A
i(t,x). For a linearized theory invariant under parity,
the current to second order in the derivative expansion must have the following form
J is = −D∂ins + σEi − (στJ) ∂tEi + κB (∇×B)i . (5.23)
Here D is the diffusion coefficient, σ is the conductivity, and (στJ) and κB are new transport
coefficients. In writing this expression, we have neglected the ǫijkujBk and µ∂iT which would
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appear in magneto-hydrodynamics [59] (where Bi is not small) or at finite background chemical
potential (where µ is not small). Similarly, we have neglected nsu
i which is non-linear in the small
fluctuations of ns(t,x) and u
i(t,x). We also have used lower order equations of motion to recognize
that ∂t∂
in is actually third order in the derivative expansion.
In fact, the diffusion coefficient and the conductivity are simply related to each other. To see
this, we first rewrite the constituent relation in terms of the chemical potential, and include one
higher order term
J is = −Dχs ∂iµ+ σEi − (στJ) ∂tEi + κB (∇×B)i +
[
c1χs∂t∂
iµ+ other higher order terms
]
,
(5.24)
where χs is the static susceptibility,
χs =
dns
dµs
= 2Q2sνs
1
T
∫
p
np(1− np) = Q2sνs
T 2
6
. (5.25)
Then we note that a perturbation of the form
µ(X) +A0(X) = Const (5.26)
does not drive the system away from equilibrium, i.e. e−β(H−µN) is constant. Thus all gradients
in the constituent relation should involve the combination ∂i(µ + A0). This requirement forces a
relation between the conductivity and the number diffusion coefficient
χsD = σ , (5.27)
and specifies the coefficient of one higher order term, c1 = (DτJ) .
Now that the constituent relation is specified, the conservation laws ∂tJ
0 + ∂iJ
i = 0 can be
solved for J0(ω, k) in the presence of a sinusoidal electric field. Through the constituent relation
(Eq. (5.23)) and linear response (Eq. (5.17)), this solution completely determines the form of the
current-current correlator at small momenta
Gzz(ω, k) =
−σω2 − i (στJ)ω3
−iω +Dk2 , (5.28a)
Gxx(ω, k) =− iωσ + (στJ)ω2 − κBk2 . (5.28b)
When ω = 0, the source term of the Boltzmann equation is zero (see Eq. (5.20)), while Gxx(0, k) =
−κBk2. Therefore, κB = 0 in a theory based on the Boltzmann equation. (As in Section IV, this
transport coefficient may be non-zero at higher order.) In the limit of ω → 0 and k = 0, the real
part of the Green function gives the value (στJ). We tabulate this transport coefficient here (for
Nc = 3 and various numbers of flavors in a leading log approximation)
Nf 0 2 3
τJ/D 3.776 3.756 3.748
.
The imaginary part of Eq. (5.28a) describes the rapid “dip” seen at small ω and k in Fig. 5(a).
The second order theory also makes a definite prediction in Eq. (5.28a) for the form of the real
part of the correlator at small ω, k. This prediction is shown in Fig. 6, where it is compared to
the first order theory and the full Boltzmann equation. The second order theory captures some
aspects of the high frequency response.
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FIG. 6: (Color Online) The real part of the retarded current current response function for Nc = 3 and
Nf = 0. The thin dotted lines show the predictions of the first order diffusion equation, while the thick
dashed lines show the prediction of the second order theory, Eq. (5.28a). Both are compared to the full
Boltzmann equation. ω and ck are in units of τ−1J = 0.312µF/T . Thus kτJ = 0.15, 0.3, 0.6, 1.2 corresponds
to ωT/µF ≃ 0.045, 0.09, 0.18, 0.36 in Fig. 5, i.e. smaller than the first Fig. 5 value.
We have written the “static” version of the second order diffusion equation. To the same order
of accuracy, we can formulate a dynamic second order theory. Using the first order expression
J is = σE
i −D∂ins, we can rewrite Eq. (5.23) (with κB = 0) as
J is = −D∂ins + σEi − τJ ∂tJ is . (5.29)
This is the canonical form of the telegraph equation, which has been extensively studied [60, 61],
but we will not develop this connection further.
VI. CONCLUSIONS
Fig. 2 shows our principle results for T µν correlations in the shear, sound, bulk, and transverse
tensor channels. These results are for pure glue theory, but in Section VA we determined how
the Boltzmann equation would be modified when quarks are included. Fig. 4 shows how these
modifications change the bulk and longitudinal current channels for various numbers of colors and
flavors; the result is similar in the other channels. Fig. 5 shows our analogous results for Jµ spectral
densities in the transverse and longitudinal (i.e. the diffusion) channel.
In each channel (with the exception of the transverse tensor and transverse current), one sees
a rich hydrodynamic structure at small momentum. We determined the hydrodynamic prediction
through second order for these channels by solving the conservation laws in an external gravi-
tational and electromagnetic fields. The electromagnetic response through second order has not
been determined previously. Fig. 3 analyzes the sound channel in greater detail and compares the
results to viscous hydrodynamics at first and second order to determine the range of validity of the
macroscopic theory. (Fig. 6 shows an analogous study of charge diffusion.) Roughly, second order
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hydrodynamics “works” up to about
ω, ck <∼ 0.7
[
η
(eo + Po)c2s
]−1
. (6.1)
For larger momenta hydrodynamics becomes qualitatively wrong, and one sees a transition to free
streaming quasi-particles (the dotted curves in Fig. 2 and Fig. 5). However, near the light cone
ω = k, the momenta need to be truly asymptotic before the sharp structures of the free theory are
reproduced by the full result.
Nevertheless, already at fairly modest momenta, a smeared free result describes our full kinetic
theory result fairly well. Consequently, it will be difficult to distinguish these curves in Euclidean
space time as their integrals are the same. The question now is, when these smeared spectral shapes
are combined with a reasonable model of the high frequency continuum, will the full spectral shape
remain distinctly different from the completely smooth AdS/CFT results? We plan to make a
complete comparison to the AdS/CFT and the lattice in future work, in an effort to see if quark
and gluon quasi-particles can be distinguished in the lattice data.
In addition to providing definite predictions for the spectral densities, we hope that our analysis
offers a new perspective on the linearized Boltzmann equation. In Section II and Appendix A, we
have shown that close to equilibrium, the diffusive motion of the hard particles excess is described by
a Fokker-Planck equation, which arises from the 2→ 2 scattering graph. The work done during the
Brownian process shows up as additional gain terms conserving energy and momentum. These gain
terms have not appeared explicitly before, and they are essential to computing the spectral density
or to simulating the Boltzmann equation. Ordinarily such a Fokker-Planck equation would conserve
particle number. However, Bremsstrahlung processes, which are not logarithmically enhanced for
typical momenta p ∼ T , can not be neglected in the limit p → 0. Consequently, the Fokker-
Planck equation should be solved with an absorptive boundary condition at zero momentum – see
Section IIA 1 for further discussion. This has been understood previously through an analysis of
the bulk viscosity [36], but has not been widely appreciated. In equilibrium (where particle number
is constant), the particle loss from the temperature scale to the Debye scale through the absorptive
boundary condition is compensated by the additional gain terms discussed above. A sample of
evolution of a non-equilibrium distribution ultimately approaching equilibrium is given in Fig. 1.
The analysis and numerical work presented here sets the stage for simulating the jet-medium
response in a leading log approximation. Work is in progress to extend the analysis further, and
to simulate the jet-medium response in a complete leading order calculation.
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Appendix A: Leading log analysis of the linearized Boltzmann equation
This section closely follows Ref. [46] and determines the leading-log Boltzmann equation for a
pure glue theory. We will refer to diagrams A–D following the nomenclature of this work. Relative
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to this work, the gain terms are explicitly given, and the final form emphasizes the Fokker Planck
nature of the resulting theory.
1. Pure glue
Starting with Eq. (2.1), we linearize around the equilibrium distribution writing
f(t,x,p) = np + np(1 + np)χ(t,x,p) . (A1)
The full non-linear collision integral (including a final state symmetry factor) is3
C[f,p] = −
∫
kp′k′
1
2
|M |2 (2π)4δ4(Ptot)
[
fpfk(1 + fp′)(1 + fk′)− fp′fk′(1 + fp)(1 + fk)
]
, (A2)
and this integral is subsequently linearized yielding
C[f,p] = −
∫
kp′k′
1
2
|M |2 (2π)4δ4(Ptot)npnk(1+np′)(1+nk′)
[
χ(p) + χ(k)− χ(p′)− χ(k′)] . (A3)
In the pure glue theory, the only diagram is t−channel gluon exchange, diagram A of Ref. [46].
The linearized integral can be recast as a variational problem
C[f,p] = −(2π)3 δ
δχ(p)
I[χ] , (A4)
with
I[χ] ≡ 1
16
∫
pkp′k′
|M |2 (2π)4δ4(Ptot)npnk(1 + np′)(1 + nk′)
[
χ(p) + χ(k)− χ(p′)− χ(k′)]2 . (A5)
We classify the collision integrals as gain and loss terms
C[f,p] = −(2π)3 δ
δχ(p)
(I[χ]loss + I[χ]gain) , (A6)
with
I[χ]loss =
∫
pkp′k′
|M |2 (2π)4δ4(Ptot)npnk(1 + np′)(1 + nk′) 2
16
[
χ(p)− χ(p′)]2 , (A7)
and
I[χ]gain =
∫
pkp′k′
|M |2 (2π)4δ4(Ptot)npnk(1+np′)(1+nk′) 2
16
[
χ(p)− χ(p′)] [χ(k)− χ(k′)] . (A8)
To extract the leading log, we expand in the momentum transfer4, q = p′ − p. In a leading log
approximation, we can neglect the differences between k′ and k and the collision integrals read
I[χ]loss =
∫
pk
np(1 + np)
∂χ(p)
∂pi
∂χ(p)
∂pj
nk(1 + nk)I
ij(p,k) , (A9)
−I[χ]gain =
∫
pk
np(1 + np)
∂χ(p)
∂pi
∂χ(k)
∂kj
nk(1 + nk)I
ij(p,k) , (A10)
3 We will not write the spin and color information explicitly here. The matrix elements are summed over spins and
colors associated with k,p′,k′ and averaged over the spins and colors associated with p. The distribution function
fp is defined so that the total number of gluons is 2dA
∫
p
fp.
4 We have assumed that p′ is close p and that t is small. For identical particles, there is an additional phase space
region where k′ is close p and u is small. This phase space region gives an equal contribution and this factor of
two is included into the definition of Iij .
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where
Iij(p,k) =
1
4
∫
p′k′
(2π)4δ4(P +K − P ′ −K ′) |M |2 qiqj . (A11)
We will subsequently show that in a leading log approximation Iij(p,k) evaluates to
Iij(p,k) =
TµA
2ξB
(
pˆikˆj + kˆipˆj
)
+
TµA
2ξB
(1− pˆ · kˆ)δij , (A12)
where we have defined the leading log coefficient in terms of the parameters µA and ξB given in
Eq. (2.4) and Eq. (2.10)
TµA
2ξB
=
g4C2Aνg
16πdA
log (T/mD) . (A13)
Substituting Iij into the loss term yields
I[χ]loss =
1
2
TµA
∫
p
np(1 + np)
∂χ(p)
∂pi
∂χ(p)
∂pi
, (A14)
where we have used the rotational invariance of nk(1 + nk) and the definition ξB. The gain term
is handled similarly yielding
−I[χ]gain =TµA
2ξB
[∫
p
np(1 + np) pˆ · ∂χ(p)
∂p
]2
+
TµA
2ξB
[∫
p
np(1 + np)
∂χ(p)
∂pi
]2
+
TµA
2ξB
∫
pk
npnk(1 + np)(1 + nk)
[
pˆj kˆi
∂χ(p)
∂pi
∂χ(k)
∂kj
− pˆ · kˆ
(
∂χ(p)
∂pi
)(
∂χ(k)
∂ki
)]
.
(A15)
The last line of this equation is in fact zero. To show this, we note that for the rotationally invariant
nk(1 + nk) we have∫
k
nk(1 + nk)
k
[
ki
∂χ(k)
∂kj
− kj ∂χ(k)
∂ki
]
= −
∫
k
[(
ki
∂
∂kj
− kj ∂
∂ki
)
nk(1 + nk)
k
]
χ(k) = 0 . (A16)
This result can be used to interchange i and j in ki∂χ(k)/∂kj in I[χ]gain, yielding our final result
− I[χ]gain = TµA
2ξB
[∫
p
np(1 + np) pˆ · ∂χ(p)
∂p
]2
+
TµA
2ξB
[∫
p
np(1 + np)
∂χ(p)
∂pi
]2
. (A17)
Taking the variation of the gain and loss terms (as prescribed by Eq. (A6)) yields the linearized
Boltzmann equation given in Section II.
a. A leading log integral
It remains to show that the integral Eq. (A11) actually equals Eq. (A12). To start, we note
that since the matrix elements are symmetric in p and k, the integral must have the following form
Iij(p,k) = a1
(
pˆipˆj + kˆikˆj
)
+ a2
(
pˆikˆj + kˆipˆj
)
+ a3δ
ij . (A18)
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To compute the coefficients of the basis we contract Iij with, for instance, pˆipˆj , pˆikˆj and δij .
These integrals will be computed in the next paragraph and yield
pˆiIij pˆj =
TµA
2ξB
(1 + cos θpk) = a1(1 + cos
2 θpk) + 2a2 cos θpk + a3 , (A19a)
pˆiIij kˆj =
TµA
2ξB
(1 + cos θpk) = 2a1 cos θpk + a2(1 + cos
2 θpk) + a3 cos θpk , (A19b)
Iii =
TµA
2ξB
(3− cos θpk) = 2a1 + 2a2 cos θpk + 3a3 . (A19c)
Solving for a1, a2, a3 yields the result given in Eq. (A12).
To illustrate how the basis integrals are computed, we will compute pˆiIij pˆj . First, we use the
three momentum delta function to perform the k′ integral and shift the integral over p′ to an
integral over q, i.e.
∫
p′
→ ∫
q
. Then we rotate our coordinate system so that p points along the
z axis and k lies in the zx plane; q is measured with respect to this coordinate system, d3q =
q2 dq d(cpq)dφ . (Here and below, we use the shorthand notation cpq = cos θpq and spq = sin θpq.)
In these coordinates, p,k and q ≡ p′ − p are
p = (0, 0, p) , (A20a)
k = (kspk, 0, kcpk) , (A20b)
q = (qsqp cosφ, qsqp sinφ, qcqp) . (A20c)
The energy conservation δ-function can be written
δ(p + k − p′ − k′) = 1
q
1− cpk
(1− cpk)2 + s2pk cos2 φ
δ

cpq − spk cosφ[
(1− cpk)2 + s2pk cos2 φ
]1/2

 , (A21)
where we have used p′ ≃ p+ q cos θqp and k′ ≃ k + k cos θkq. The averaged matrix element (which
appears in Eq. (A11)) in a leading log approximation is
1
νg
∑
s,c
|M |2 = 1
16p2k2νg
|M|2 , |M|2 = 4ν
2
gg
4C2A
dA
s2
t2
, (A22)
where the Mandelstam invariants are
s = −(P +K)2 = 2pk(1− cpk) , t = −(P ′ − P )2 = −q2
(1− cpk)2
(1− cpk)2 + s2pk cosφ2
. (A23)
Thus
pˆiIij(p,k)pˆj =
1
4
∫
d3q
(2π)3
|M |2 2πδ(p + k − p′ − k′) pˆ · q pˆ · q , (A24)
=
νg g
4C2A
8πdA
∫
dq
q
∫
dφ
2π
s2pk
1− cpk
cos2 φ =
νg g
4C2A
16πdA
log (T/mD) (1 + cpk) . (A25)
The remaining integrals pˆiIij kˆj and Iii are computed similarly yielding the results quoted in
Eq. (A19).
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2. Extension to multicomponent plasmas
We will be quite brief here since our results are to a certain extent simply a reanalysis of Ref. [46]
along the lines of the previous section.
The Boltzmann equation is recast as a variational problem
Ca[f,p] = −(2π)
3
νa
δ
δχa(p)
I[χ] , (A26)
with5
I[χ] ≡
∑
abcd
1
16
∫
pkp′k′
|M cdab |2 (2π)4δ4(Ptot)napnbk(1±ncp′)(1±ndk′)
[
χa(p) + χb(k)− χc(p′)− χd(k′)
]2
.
(A27)
The collision integral is classified with gain and loss terms as in the previous section. The t−channel
exchange diagrams (diagrams A–C) yield
I[χ]lossA−C =
∑
ab
∫
pkp′k′
|M |2 (2π)4δ4(Ptot)napnbk(1± nap′)(1 ± nbk′)
1
4
[
χa(p)− χa(p′)]2 , (A28)
where the invariant matrix elements are∣∣∣Mabab∣∣∣2 = 4νaνb g4CRaCRbdA
s2
t2
. (A29)
Expanding the matrix elements as in the previous section (but keeping track of the species index)
yields
I[χ]lossA−C =
Tm2D
16π
log(T/mD)
∑
a
g2CRaνa
∫
p
nap(1± nap)
(
∂χa(p)
∂pi
)2
, (A30)
where we have used the definition of the Debye mass [18]
m2D =
1
TdA
∑
b
g2CRbνb
∫
p
nbk(1± nbk) . (A31)
The gain terms are handled as in the previous section
− I[χ]gainA−C =
log(T/mD)
16πdA
[∑
a
g2CRaνa
∫
p
nap(1± nap) pˆ ·
∂χa(p)
∂p
]2
+
log(T/mD)
16πdA
[∑
a
g2CRaνa
∫
p
nap(1± nap)
∂χa(p)
∂pi
]2
. (A32)
When fermions are included there is also a Compton and annihilation graph. First we will
handle the annihilation graph. The annihilation graph substituted into Eq. (A27), can be written
5 There is a slight difference between this and the previous section. In the last section, the matrix elements were
averaged over the spins and colors of the particle a. Here the matrix element is summed over the spins and colors
of particle a.
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as sum of a loss and a gain term
I[χ]lossD =
f∑
q
8
16
∫
pkp′k′
∣∣Mggqq¯ ∣∣2 (2π)4δ4(Ptot)nqpnq¯k(1 + ngp)(1 + ngk)
× [(χq(p)− χg(p))2 + (χq¯(k)− χg(k))2] , (A33)
I[χ]gainD =
f∑
q
8
16
∫
pkp′k′
∣∣Mggqq¯ ∣∣2 (2π)4δ4(Ptot)nqpnq¯k(1 + ngp)(1 + ngk)
× [2(χq(p)− χg(p))(χq¯(k)− χg(k))] . (A34)
The invariant matrix element is ∣∣Mggqq¯ ∣∣2 → 4νqC2F g4 (ut
)
. (A35)
Then
I[χ]lossD =
1
2
f f¯∑
a
∫
pk
nFp (1 + n
B
p )n
F
k (1 + n
B
k ) (χ
a(p)− χg(p))2 I(p,k) , (A36)
where the integral
I(p,k) =
∫
q
|M |2 2πδ(P 0tot) =
νqC
2
F g
4
4πpk
log(T/mD) , (A37)
is easily performed using the parameterization given in the previous section. Then
I[χ]lossD =
1
2
γ
f f¯∑
a
νa
∫
p
nFp (1 + n
B
p )
p
(χa(p)− χg(p))2 , (A38a)
where we have used the symbols γ and ξBF given by Eq. (5.11). The gain term is handled similarly
and yields
I[χ]gainD =
f∑
a
νaγ
ξBF
∫
k
nFk (1 + n
B
k )
k
(
χa¯(k)− χg(k)) ∫
p
nFp (1 + n
B
p )
p
(χa(p)− χg(p)) . (A38b)
For the Compton process, we substitute the matrix element∣∣Mqggq∣∣2 ≃ −4νqC2F g4 st (A39)
into Eq. (A27), and read off the loss and gain terms
I[χ]lossE =
f f¯∑
a
1
2
∫
pkp′k′
∣∣Magga ∣∣2(2π)4δ4(Ptot)nFp nBk (1 + nBp )(1− nFk )(χa(p)− χg(p))2 , (A40)
I[χ]gainE =
f f¯∑
a
1
2
∫
pkp′k′
∣∣Magga ∣∣2(2π)4δ4(Ptot)nFp nBk (1 + nBp )(1− nFk ) (A41)
× [(χa(p)− χg(p))(χg(k)− χa(k))] . (A42)
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The matrix element is simplified to
I[χ]lossE =
1
2
γ
f f¯∑
a
νa
∫
p
nFp (1 + n
B
p )
p
[χa(p)− χg(p)]2 , (A43a)
I[χ]gainE = −
1
2
γ
ξBF
f f¯∑
a
νa
[∫
p
nFp (1 + n
B
p )
p
(χa(p)− χg(p))
]2
. (A43b)
Varying according I[χ] with Eqs. (A30), (A32), (A38), and (A43), yields the results quoted in
Section VA.
Appendix B: Numerical solution
1. Pure glue
For our numerical solutions we introduce a real harmonic basis.
Hlm(pˆ) = NlmPl|m|(cos θp)×


1 for m = 0√
2 cosmφp for m > 0√
2 sin |m|φp for m < 0
, (B1)
where Nlm is the normalization factor
Nlm =
[
2l + 1
4π
(l − |m|)!
(l + |m|)!
]1/2
, (B2)
and Pl|m|(cos θp) is the associated Legendre Polynomial defined without the Condon and Shortly
phase. We note the equality
pˆz =
√
4π
3
H10(pˆ) , pˆ
x =
√
4π
3
H11(pˆ) , pˆ
y =
√
4π
3
H1,−1(p) . (B3)
For simplicity, we will first discuss the pure glue theory. The LHS (×p2) of Eq. (3.13) in the
harmonic basis becomes
p2LHS = (−iωδll′ + ikCmll′ )N(p)χl′m − iωN(p)HSlm(p) , (B4)
where we have defined
N(p) = p2np(1± np) , (B5)
and recorded the Clebsch Gordan coefficients for k pointing in the z direction
Cmll′ = δl+1,l′
Nlm
Nl+1,m
(
l − |m|+ 1
2l + 1
)
+ δl−1,l′
Nlm
Nl−1,m
(
l + |m|
2l + 1
)
. (B6)
In the source term, H is one of the following
H = hzx, hzz
2
, hxy, CAβ(g)T
2H
2
, (B7)
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corresponding to the shear, sound, tensor, and bulk modes respectively. Examining Eq. (3.13) (for
the first three modes) and Eq. (3.42) (for the bulk mode), we have the following translations:
−iω p
zpz
2EpT
N(p)hzz → Szzlm(p) =
(
δl2δm0 2
√
4π
5
+ δl0δm0
√
4π
)
p
3T
, (B8)
−iω p
zpx
EpT
N(p)hzx → Szxlm(p) = δl2δm1
√
4π
15
p
T
, (B9)
−iω p
xpy
EpT
N(p)hxy → Sxylm(p) = δl2δm,−2
√
4π
15
p
T
, (B10)
+iω
m˜2
2EpT
N(p)H → SHlm(p) = δl0δm0
(
− m˜
2
√
4π
CAβ(g)Tp
)
, (B11)
where m˜2/T 2CAβ(g) is given Eq. (B37).
Then Eq. (3.13) reads6
(− iωδll′ + ikCmll′)N(p)χl′m − iωN(p)HSlm(p)
= TµA
[
∂
∂p
N(p)
∂
∂p
− l(l + 1)
p2
N(p)
]
χlm +
δl0δm0
ξB
√
4π
[
−∂N(p)
∂p
](
−dE
dt
)
+
δl1δmm′
ξB
√
4π
3
[
−∂N(p)
∂p
+
2
p
N(p)
](
−dP
dt
)
1m′
. (B12)
Our goal is to discretize momentum space so that the problem of finding χlm(pn) reduces to
solving a system of linear equations
Aijxj = bi . (B13)
To this end, the radial momenta are discretized, pn = 0.5∆p + n∆p with n = 0 . . .M − 1. for
numerical purposes we define
Flm ≡ χlm−iwH , w ≡
Tω
µA
, k ≡ Tk
µA
, (B14)
and set T = 1 from now on. Then the equation of motion becomes
(−iwδll′ + ikCmll′ )N(p)Fl′m +N(p)Slm(p)
=
[
∂
∂p
N(p)
∂
∂p
− l(l + 1)
p2
N(p)
]
Flm − δl0δm0
ξB,E
√
4π
[
−∂N(p)
∂p
](
1
−iwHµA
dE
dt
)
+
− δl1δmm′
ξB,P
√
4π
3
[
−∂N(p)
∂p
+
2
p
N(p)
](
1
−iwHµA
dP
dt
)
1m′
, (B15)
where we use a second order difference approximation for the second derivative
∂
∂p
N(p)
∂F (pn)
∂p
=
1
(∆p)2
[
N(pn+1/2) (F (pn+1)− F (pn))−N(pn−1/2) (F (pn)− F (pn−1))
]
.
(B16)
6 The forms of the dE/dt and dP/dt terms in this equation are chosen so that only N(p), which is an analytic
function, is differenced. Trial and error showed that this has the fastest approach to the continuum.
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For the energy and momentum terms, we use a midpoint rule(
1
−iwHµA
dE
dt
)
=
√
4π
∑
n
∆p
(2π)3
pn
∂
∂p
N(pn)
∂F00(pn)
∂p
, (B17)
(
1
−iwHµA
dP
dt
)
1m
=
√
4π
3
∑
n
∆p
(2π)3
pn
[
∂
∂p
N(pn)
∂F1m(pn)
∂p
− 2
p2n
N(pn)F1m(pn)
]
. (B18)
The lattice definitions of ξB are defined so that energy and momentum are conserved
ξB,E = 4π
∑
n
∆p
(2π)3
pn
[
−∂N(pn)
∂p
]
≃ 1
6
, (B19)
ξB,P =
4π
3
∑
n
∆p
(2π)3
pn
[
−∂N(pn)
∂p
+
2
pn
N(pn)
]
≃ 1
6
, (B20)
and the derivative of the distribution function is
∂N(pn)
∂p
=
N(pn+1/2)−N(pn−1/2)
∆p
. (B21)
The boundary conditions of the difference operator in Eq. (B16) need to be specified. The
boundary condition discussed in Section IIA 1, χ(p)|p=0 = 0, means that we take F00(p−1) =
−F00(p0), F1m = −F1m(p0), and Flm(p−1) = Flm(p0) for l ≥ 2. In Section IIA 2, we wrote down
a first order differential equation at high momentum, Eq. (2.18). In the spherical harmonic basis,
this equation reads
(−iwδll′ + ikCmll′ )N(p)Fl′m(p) +N(p)Slm(p) = −N(p)
∂Flm
∂p
− δl0δm0
ξB,E
√
4πN(p)
(
1
−iwHµA
dE
dt
)
− δl1δmm′
ξB,P
√
4π
3
N(p)
(
1
−iwHµA
dP
dt
)
1m′
. (B22)
This first order differential equation leads to the update rule for the upper boundary
Flm(pM ) = Flm(pM−1)−∆p (−iw + ikCmll′ )Fl′m(pM−1)−∆p Slm(pM−1)
−∆pδl0δm0
ξB,E
√
4π
(
1
−iwHµA
dE
dt
)
−∆pδl1δmm′
ξB,P
√
4π
3
(
1
−iwHµA
dP
dt
)
1m′
. (B23)
We now wish to write the discretized form as the matrix equation, Ax = b. Examining the
discretized update rules given in Eq. (B15) and Eq. (B16), and the boundary condition given in
Eq. (B23), we see that the appropriate vector bnlm is
bnlm = N(pn)Slm(pn) + δn,M−1
1
(∆p)
N(pn+1/2)Slm(pn) . (B24)
We note that the last δn,M−1 piece arises because in Eq. (B22) we are specifying the first derivative
of the distribution function at high momentum.
In order to solve the system of linear equations, we used BiCGSTAB algorithm which generalizes
the conjugate gradient algorithm to non-symmetric matrices [62]. In addition to performing the
multiplication Ax, a typical BiCGSTAB implementation requires ATx. In the present case, ATx
involves simply the replacement w → −w and k → −k in the equations. This is because only
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the streaming term is the anti-symmetric part of the full matrix. Finally we should specify the
preconditioner of the conjugate gradient algorithm. Here we simply take the diagonal matrix
elements when viewed as a real matrix:
Aprecond = δnlm,n′l′m′
[
−2N(pn)
(∆p)2
− l(l + 1)
p2
N(pn)
]
, (B25)
and this seems to provide satisfactory convergence. After solving for Flm, the stress tensor is easily
found – for example:
Gzxzx(ω, k)
−iω
µA
dAT 5
=
δT zx(ω,k)
+iωhzx
µA
dAT 5
, (B26a)
= −2
√
4π
15
∑
n
∆p
(2π)3
N(pn) pn F21(pn) , (B26b)
=⇒ η µA
dAT 5
, (B26c)
where the overall factor of two is the spin, and the arrow (=⇒) indicates the limit k = 0, ω → 0.
We record the final expressions for iGR(ω)/ω for the sound channel, the tensor channel, and
the bulk channel respectively
δT zz(ω, k)
iω(hzz/2)
µA
dAT 5
= −2
∑
n
∆p
(2π)3
N(pn)
pn
3
(
2
√
4π
5
F20(pn) +
√
4πF00(pn)
)
, (B27a)
=⇒ 4
3
η
µA
dAT 5
, (B27b)
δT xy(ω, k)
iωhxy
µA
dAT 5
= −2
∑
n
∆p
(2π)3
N(pn)
(
pn
√
4π
15
)
F2,−2(pn) , (B27c)
=⇒ η µA
dAT 5
, (B27d)
δT µµ(ω, k)
iω(H/2)
µA
dAT 5C
2
Aβ(g)
2
= −2
∑
n
∆p
(2π)3
N(pn)
(
−m˜2√4π
CAβ(g) pn
)
F00(pn) , (B27e)
=⇒ 9ζ µA
dAT 5C2Aβ(g)
2
. (B27f)
Notice the pleasing similarity with the source terms in Eq. (B8).
2. Multi-component plasmas
Now we consider a multicomponent plasma. We introduce a rescaled Debye mass
mˆ2D =
m2D
g2CA
=
g,(q+q¯)/2∑
a
νˆaCˆa
∫
p
np(1± np) = 1
3
(
1 +
NfTF
Nc
)
, (B28)
where we have also rescaled the quadratic Casimir and the number of degrees of freedom
Cˆa =
CRa
CA
, νˆa =
νa
dA
. (B29)
Explicitly we have νˆA = 2, and νˆq = 2Nf
dF
dA
, and νˆ(q+q¯)/2 = 4NfdF/dA.
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Then the total work and momentum transfer per volume are
(
1
−iwHµAdA
dE
dt
)
=
g,(q+q¯)/2∑
a
νˆaCˆa
√
4π
∑
n
∆p
(2π)3
pn
∂
∂p
N(pn, sa)
∂F a00(pn)
∂p
, (B30)
(
1
−iwHµAdA
dP
dt
)
1m
=
g,(q+q¯)/2∑
a
νˆaCˆa
√
4π
3
∑
n
∆p
(2π)3
pn ×
[
∂
∂p
N(pn, sa)
∂F a1m(pn)
∂p
− 2
p2n
N(pn, sa)F
a
1m(pn)
]
. (B31)
The lattice versions of the rescaled Debye mass read
mˆ2D,E ≡
g,(q+q¯)/2∑
a
νˆaCˆa 4π
∑
n
∆p
(2π)3
pn
[
−∂N(pn, sa)
∂p
]
≃ mˆ2D , (B32a)
mˆ2D,P ≡
g,(q+q¯)/2∑
a
νˆaCˆa
4π
3
∑
n
∆p
(2π)3
pn
[
−∂N(pn, sa)
∂p
+
2
pn
N(pn, sa)
]
≃ mˆ2D . (B32b)
The analogous equations of motion for a = g and a = (q + q¯)/2 are
(−iwδll′ + ikCmll′ )N(p, sa)F al′m +N(p, sa)Salm(p)
=Cˆa
[
∂
∂p
N(p, sa)
∂
∂p
− l(l + 1)
p2
N(p, sa)
]
F alm
− δl0δm0Cˆa
mˆ2D,E
√
4π
[
−∂N(p, sa)
∂p
](
1
−iwHµAdA
dE
dt
)
− δl1δmm′ Cˆa
mˆ2D,P
√
4π
3
[
−∂N(p, sa)
∂p
+
2
p
N(p, sa)
](
1
−iwHµAdA
dP
dt
)
1m′
+
p2Caqg
−iwHµA .
(B33)
To specify the Caqg terms we define
γˆ ≡ γ
µA
= 2
(
CF
CA
)2 ξBF
mˆ2D
, ξBF ≡ 1
16
, NBF ≡ pnFp (1 + nBp ) . (B34)
Then the collision terms are
p2
−iwHµAC
(q+q¯)/2
qg = −γˆNBF (pn)
[
2F (q+q¯)/2lm (pn)− 2F glm(pn)
]
, (B35a)
p2
−iwHµAC
g
qg =
νˆ(q+q¯)/2
νˆg
γˆNBF (pn)
[
2F (q+q¯)/2lm (pn)− 2F glm(pn)
]
. (B35b)
Finally the expressions for the stress tensor remain valid with the appropriate modifications. For
example, Eq. (B27e) becomes
δT µµ(ω, k)
iω(H/2)
µA
dAT 5C2Aβ(g)
2
= −
g,(q+q¯)/2∑
a
νˆa
∑
n
∆p
(2π)3
N(pn, sa)
(
−m˜2a
√
4π
CAβ(g) pn
)
F a00(pn) , (B36a)
=⇒ 9ζ µA
dAT 5C2Aβ(g)
2
, (B36b)
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where the scaled masses are
m˜2(q+q¯)/2
CAβ(g)T 2
= − CˆF
4
,
m˜2g
CAβ(g)T 2
=−
(
1
6
+
νˆ(q+q¯)/2Cˆ(q+q¯)/2
24
)
. (B37)
In solving the linear system of equations, the transpose is also needed. When multiplying by ATx,
it must be realized that the matrix implied by Eq. (B35) is not symmetric, and the transpose of
this equation should be used. Alternatively, Eq. (B35) can be made symmetric by rescaling F alm
with
√
νa and changing the formulae of this section appropriately.
3. Charge diffusion
In this section we will outline a procedure to solve Eq. (5.20) numerically. As before we multiply
by p2 and the left hand side becomes
p2LHS = (−iωδll′ + ikCmll′ )N(p)χl′m(p)− iωN(p)ASlm(p) , (B38)
where A is one of
A = 2QsAz
T
,
2QsAx
T
. (B39)
In this section, N(p) = p2np(1 − np), refers to the fermion distribution and we have dropped the
s− s¯ label on χs−s¯lm . From Eq. (5.20), we determine the corresponding sources:
−iωnp(1− np)2QsAz p
z
EpT
→ Szlm =
√
4π
3
δl1δm0 , (B40a)
−iωnp(1− np)2QsAx p
x
EpT
→ Sxlm =
√
4π
3
δl1δm1 . (B40b)
For the net strangeness, we define Flm in analogy with the previous section, Flm(p) ≡ χ−iwA .
Eq. (5.20) becomes
(−iwδll′ + ikCmll′ )N(p)Fl′m(p) +N(p)Slm(p)
= CˆF
[
∂
∂p
N(p)
∂
∂p
− l(l + 1)
p2
N(p)
]
Flm(p)
− 2γˆNBF (p)Flm(p)− δl0δm0
ξBF,Q
√
4πNBF (p)
(
1
−iwA
dQ
dt
)
, (B41)
where the charge transfer rate is
1
−iwA
dQ
dt
= −2γˆ
√
4π
∑
n
∆p
(2π)3
NBF (pn)F00(pn) . (B42)
We choose a lattice definition of ξBF so that the strange charge is exactly conserved
ξBF,Q = 4π
∑
n
∆p
(2π)3
NBF (pn) . (B43)
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Finally, from Eq. (5.21) and the susceptibility Eq. (5.25) we determine the longitudinal and trans-
verse current current correlators (or more precisely iGR(ω)/ω) in convenient units
Jz
iωAz
µF
Tχs
= − CˆF
ξF
∑
n
∆p
(2π)3
N(pn)
(√
4π
3
F10(pn)
)
=⇒ DµF
T
, (B44a)
Jx
iωAx
µF
Tχs
= − CˆF
ξF
∑
n
∆p
(2π)3
N(pn)
(√
4π
3
F11(pn)
)
=⇒ DµF
T
. (B44b)
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