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Abstract
Techniques for reducing the variance of gradient
estimates used in stochastic programming algo-
rithms for convex finite-sum problems have re-
ceived a great deal of attention in recent years.
By leveraging dissipativity theory from control,
we provide a new perspective on two important
variance-reduction algorithms: SVRG and its di-
rect accelerated variant Katyusha. Our perspec-
tive provides a physically intuitive understanding
of the behavior of SVRG-like methods via a prin-
ciple of energy conservation. The tools discussed
here allow us to automate the convergence analy-
sis of SVRG-like methods by capturing their es-
sential properties in small semidefinite programs
amenable to standard analysis and computational
techniques. Our approach recovers existing con-
vergence results for SVRG and Katyusha and
generalizes the theory to alternative parameter
choices. We also discuss how our approach com-
plements the linear coupling technique. Our com-
bination of perspectives leads to a better under-
standing of accelerated variance-reduced stochas-
tic methods for finite-sum problems.
1. Introduction
Empirical risk minimization (ERM) is a key paradigm in
machine learning (Bubeck, 2015; Bottou et al., 2016). Many
learning problems, including ridge regression, logistic re-
gression, and support vector machines, can be naturally
formulated as the following finite-sum ERM
min
x∈Rp
g(x) :=
1
n
n∑
i=1
fi(x), (1)
where g is strongly convex. A standard approach for solv-
ing (1) is the stochastic gradient (SG) method (Robbins &
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Monro, 1951; Bottou & LeCun, 2003). Recently, a large
family of variance-reduction methods have been developed
to improve the convergence guarantees of SG. Such methods
are typically classified into the following two categories:
1. SVRG-like methods are epoch-based, requiring eval-
uation of a complete gradient∇g(x˜) at the beginning
of each epoch. The epoch length is typically set to
be 2n but can be adaptive. Methods of this type in-
clude SVRG (Johnson & Zhang, 2013) and its direct
accelerated variant Katyusha (Allen-Zhu, 2016).
2. SAGA-like methods do not involve epoch length tun-
ing, and include SAG (Roux et al., 2012; Schmidt
et al., 2013), SAGA (Defazio et al., 2014a), Finito (De-
fazio et al., 2014b), SDCA (Shalev-Shwartz & Zhang,
2013; Shalev-Shwartz, 2016), APCG (Lin et al., 2014),
SPDC (Zhang & Xiao, 2017), and point-SAGA (De-
fazio, 2016). Due to storage issues, it may be difficult
to apply SAGA-like methods to general learning prob-
lems other than linear prediction/classification, since
their required storage for general learning tasks scales
with the training set size.
This paper is motivated by the following two concerns. First,
there has been recent interest in developing a unified, coher-
ent set of tools for analyzing stochastic finite-sum methods.
Traditionally, convergence proofs for variance-reduction
methods have been developed in a case-by-case manner.
More coherent techniques may facilitate the design of new
finite-sum methods in more complicated setups. Recently,
control theory has been used to derive linear matrix in-
equality (LMI) conditions that can be used to automate
the analysis of a large family of first-order optimization
methods (Lessard et al., 2016; Hu et al., 2017a;b; Hu &
Lessard, 2017; Fazlyab et al., 2017). Specifically, Hu et al.
(2017b) has tailored jump system theory to provide a uni-
fied analysis for SAGA, Finito, and SDCA. The analysis
in Hu et al. (2017b) can potentially be extended to cover
other SAGA-like methods, such as SAG, APCG, SPDC, and
point-SAGA. However, as pointed out in Hu et al. (2017b),
jump system theory may not be the most suitable tool for
epoch-based methods. This paper aims in part to bridge
the gap between control-oriented analysis and SVRG-like
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methods by extending the deterministic dissipativity theory
in Hu & Lessard (2017) to a stochastic setup. The approach
of this paper allows us to formulate semidefinite programs
for a unified analysis of SVRG-like methods. Together, dis-
sipativity theory and the jump system theory described in
Hu et al. (2017b) provide a complete picture of how con-
trol theory can be used to unify the analysis of stochastic
finite-sum methods.
Second, there is still a need for better understanding of the
role of momentum in the algorithms for the finite-sum prob-
lem (1). Nesterov’s accelerated method (Nesterov, 2003)
has received a great deal of attention for its ingenuity and its
appealing theoretical and practical behavior. However, the
original convergence rate proof of Nesterov’s accelerated
method relies on a technique of estimate sequences, and is
not easy to interpret. Recently, new interpretations of Nes-
terov’s accelerated method have been proposed from many
different perspectives, for example, linear coupling (Allen-
Zhu & Orecchia, 2014), geometric descent (Bubeck et al.,
2015), control theory (Lessard et al., 2016; Hu & Lessard,
2017), continuous-time ODEs (Su et al., 2016; Wibisono
et al., 2016; Wilson et al., 2016), and quadratic averaging
(Drusvyatskiy et al., 2016). Among these new developments,
linear coupling is the only one that has been extended to
accelerate variance-reduction methods for the finite-sum
problem (1); Katyusha momentum (Allen-Zhu, 2016) is
based on this idea. Our current paper extends the control-
oriented approach in Hu & Lessard (2017) to cover accel-
erated variance-reduction methods. The linear coupling
framework of (Allen-Zhu & Orecchia, 2014; Allen-Zhu,
2016) provides useful and intuitive design guidelines for
accelerating optimization methods. Our control approach
complements linear coupling by providing a physical inter-
pretation of accelerated variance-reduction methods, as well
as automated convergence analysis via formulation and so-
lution of small semidefinite programs. Both linear coupling
and our control approach provide useful perspectives, and
each has certain advantages from the viewpoint of analysis.
Our contributions can be summarized as follows. We present
a unified analysis of SVRG and Katyusha by using the physi-
cally intuitive notion of dissipativity. We prove convergence
results for SVRG by solving a 3× 3 semidefinite program,
and show that the existing convergence result for Katyusha
can be recovered and generalized by solving a 6×6 semidef-
inite program. Numerical solutions of our proposed LMIs
can be used to narrow the choices for various algorithm
parameters (such as learning rate, momentum, and epoch
length) at early stages of proof construction. We also present
an energy-conservation interpretation for variance reduction
and acceleration. Compared with Hu & Lessard (2017), the
novelty of the present paper is the development of several
new stochastic supply rate conditions that depend on the
stochastic variance reduction mechanism.
2. Preliminaries
2.1. Notation
Let R and R+ denote the real and nonnegative real numbers,
respectively. We denote the p × p identity matrix as Ip.
The Kronecker product of two matrices is denoted as A⊗
B. Note hat (A ⊗ B)T = AT ⊗ BT and (A ⊗ B)(C ⊗
D) = (AC) ⊗ (BD) when the matrices have compatible
dimensions. A differentiable function f : Rp → R is
σ-strongly convex if f(x) ≥ f(y) + ∇f(y)T(x − y) +
σ
2 ‖x− y‖2 for all x, y ∈ Rp and is L-smooth if ‖∇f(x)−∇f(y)‖ ≤ L‖x − y‖ for all x, y ∈ Rp. Note that f is
convex if f is 0-strongly convex. We use x? to denote a
point satisfying ∇f(x?) = 0. When f is L-smooth and
σ-strongly convex for some σ > 0, x? is unique.
2.2. Dissipativity Theory for Stochastic Linear Systems
For completeness, we first review dissipativity theory for
linear time-invariant (LTI) systems with stochastic inputs.
Our development parallels that of Hu & Lessard (2017,
Section 2.2), which reviews dissipativity theory for LTI
systems with deterministic inputs.
Consider an LTI system governed by the state-space model
ξk+1 = Aξk +Bwk, (2)
where ξk ∈ Rnξ is the state, wk ∈ Rnw is the input, and
(A,B) are constant matrices with compatible dimensions,
i.e. A ∈ Rnξ×nξ and B ∈ Rnξ×nw . The input sequence
{wk} is assumed to be a stochastic process. Intuitively, we
can interpret wk as a stochastic force driving the state of the
LTI model (2). Dissipativity theory describes how the input
forces wj , j = 0, 1, 2, . . . drive the internal energy stored
in the states ξk, k = 0, 1, 2, . . . . The theory hinges on two
functions: a supply rate S : Rnξ ×Rnw → R and a storage
function V : Rnξ → R+. Since wk is stochastic, we adopt
the following notion of almost sure dissipativity.
Definition 1. The system (2) is almost surely (a.s.) dissipa-
tive with respect to the supply rate S : Rnξ × Rnw → R if
there exists a storage function V : Rnξ → R+ such that
V (ξk+1)− V (ξk) ≤ S(ξk, wk) a.s. (3)
for all k. The inequality (3) is called an a.s. dissipation
inequality.
We now discuss physical interpretations for the supply rate
S, the storage function V , and the dissipation inequality (3).
The storage function V quantifies the amount of internal en-
ergy stored in the system state ξk. The supply rate function
S maps any state/input pair (ξ, w) to a scalar that charac-
terizes the energy supplied from the input w to the state ξ.
(Note that the supply rate can be negative, in which case
the force wk is extracting energy from the system.) The
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a.s. dissipation inequality (3) states that there will always
(technically “a.s.”) be some energy dissipating from the
system (3), and hence the internal energy increase, which is
V (ξk+1)−V (ξk), is bounded above by the energy supplied
to the system. The dissipation inequality can be thought of
as a restatement of the energy conservation law. A useful
variant of (3) is the exponential dissipation inequality:
V (ξk+1)− ρ2V (ξk) ≤ S(ξk, wk) a.s., (4)
where 0 ≤ ρ ≤ 1 is given. The exponential dissipation
inequality (4) just states that at least a fraction (1− ρ2) of
the internal energy will dissipate at every step k.
Remark 2. It is often the case that the driving force wk
depends on the state ξk in some prescribed way, so we
know some properties of the supply rate in advance. If the
supply rate function S satisfies certain bounds, then the
dissipation inequality can be used to obtain convergence
guarantees for (2). For example, if we know there exists a
positive constant M such that ES(ξk, wk) ≤ M for all k,
then taking expectation of (4) leads to the conclusion that
EV (ξk+1) ≤ ρ2EV (ξk)+M . Based on this inequality, one
can show that EV (ξk) ≤ ρ2kV (ξ0) + M1−ρ2 . This suggests
that the state ξk linearly converges to a ball centered at the
origin, and the radius of the ball is related to M1−ρ2 . Later we
will demonstrate that the convergence of SG can be proved
from a dissipation inequality argument of this type.
A computational advantage of dissipativity theory is that
if the supply rate S is quadratic, we can search over ad-
missible quadratic storage functions V by solving a small
semidefinite program. The following approach is standard
in the controls literature. See Willems (1972a;b; 2007) for a
more comprehensive treatment of dissipativity theory.
Theorem 3. Suppose Xj = XTj ∈ R(nξ+nw)×(nξ+nw) for
j = 1, 2, · · · , J . Define Sj : Rnξ × Rnw → R as
Sj(ξ, w) :=
[
ξ
w
]T
Xj
[
ξ
w
]
. (5)
If there exists a positive semidefinite matrix P ∈ Rnξ×nξ
and non-negative scalars λj such that[
ATPA− ρ2P ATPB
BTPA BTPB
]
−
J∑
j=1
λjXj  0, (6)
then the a.s. exponential dissipation inequality (4) holds for
all sample paths of (2) with V (ξ) := ξTPξ and S(ξ, w) :=∑J
j=1 λjSj(ξ, w). Further assuming that ESj ≤ Λj for all
sample paths of (2), the following inequality always holds:
EV (ξk+1) ≤ ρ2EV (ξk) +
J∑
j=1
λjΛj . (7)
Proof. It is straightforward to verify
V (ξk+1) = ξ
T
k+1Pξk+1
= (Aξk +Bwk)
TP (Aξk +Bwk)
=
[
ξk
wk
]T [
ATPA ATPB
BTPA BTPB
] [
ξk
wk
]
.
Hence, we can left- and right-multiply (6) by
[
ξTk w
T
k
]
and
[
ξTk w
T
k
]T
to obtain the desired dissipation inequal-
ity. Since λj is non-negative, we take expectations of the
dissipation inequality and obtain (7).
If we fix (A,B,Xj , ρ), the condition (6) becomes an LMI
with decision variables P and λj . For fixed (A,B,Xj , ρ),
the feasibility of (6) can be numerically tested using semidef-
inite programs. When applied to analyze stochastic opti-
mization methods, the resulting LMI is typically small, and
can also be solved analytically.
If one only wants to construct the dissipation inequality (4),
there is no need to enforce nonnegativity of λj . However,
we need λj ≥ 0 to ensure that the weighted supply rate
S =
∑J
j=1 λjSj is useful in convergence analysis.
We will use Theorem 3 to unify the analysis of SVRG and
Katyusha. The unified analysis follows four steps.
1. Rewrite the stochastic optimization methods in the
form of a stochastic linear system (2).
2. Choose matrices Xj in a way that the supply rate func-
tions (5) satisfy certain desired properties.
3. Solve the LMI (6) to obtain a dissipation inequality that
directly yields the so-called one-iteration convergence
result.
4. Apply some standard telescoping trick to convert the
one-iteration convergence result into a rate bound for
the analyzed method.
Step 1 is straightforward. Step 4 has been routinized in
the literature. We will show how to perform Steps 2 and
3 for SVRG and Katyusha. Compared with Hu & Lessard
(2017), the novelty of the present paper is the development
of several new stochastic supply rate conditions that depend
on the stochastic variance reduction mechanism.
For illustrative purposes, we first recall the LMI analysis for
SG using dissipativity theory.
2.3. Demonstrative Example: Dissipativity for SG
To gain some insight, we first rephrase the LMI-based anal-
ysis for SG in (Hu et al., 2017a) using dissipativity theory.
SG uses the following iteration:
xk+1 = xk − η∇fik(xk), (8)
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where ik is sampled uniformly from {1, 2, . . . , n} at every
step. Note that (8) is equivalent to xk+1 − x? = xk −
x? − η∇fik(xk). Hence we can define ξk = xk − x?,
wk = ∇fik(xk) = ∇fik(ξk+x?),A = Ip, andB = −ηIp.
Then the SG iteration (8) is equivalent to the LTI model
(2). Based on the properties of fi and g, we can choose
the supply rate functions Sj(ξ, w) based on the following
lemma.
Lemma 4. Let g be L-smooth and σ-strongly convex with
σ > 0. Suppose fi is L-smooth and convex. Let x? be the
point satisfying ∇g(x?) = 0. Define X1 = X¯1 ⊗ Ip and
X2 = X¯2 ⊗ Ip, where
X¯1 :=
[
2σ −1
−1 0
]
, X¯2 :=
[
0 −L
−L 1
]
. (9)
Consider wk = ∇fik(ξk + x?) where ik is sampled uni-
formly. Define the supply rate functions S1(ξ, w) and
S2(ξ, w) using (5). Then the following supply rate con-
ditions hold
S1 ≤ 0, S2 ≤ 2
n
n∑
i=1
‖∇fi(x?)‖2.
Proof. The proof is given in Hu et al. (2017a). For com-
pleteness, we include it in the supplementary material.
Using Lemma 4, we can apply Theorem 3 to construct a
dissipation inequality for SG. Setting P = Ip, the LMI
condition (6) becomes[
1− ρ2 − 2λ1σ −η + λ1 + λ2L
−η + λ1 + λ2L η2 − λ2
]
⊗ Ip  0. (10)
Based on Remark 2, we can show E‖xk − x?‖2 ≤
ρ2k‖x0 − x?‖2 + 2λ2n(1−ρ2)
∑n
i=1‖∇fi(x?)‖2 by finding
non-negative (λ1, λ2, ρ2) satisfying the above LMI. In fact,
the choices λ1 = η − Lη2, λ2 = η2, and ρ2 = 1 − 2λ1σ
suffice, since they make the left-hand side of (10) zero. We
thus obtain the conclusion
E‖xk − x?‖2 ≤ (1− 2ση + 2σLη2)k‖x0 − x?‖2
+
η
σ(1− Lη)
(
1
n
n∑
i=1
‖∇fi(x?)‖2
)
,
which is the standard convergence result for SG (Needell
et al., 2014, Theorem 2.1). Since the supply rate S2 contin-
ues to deliver energy into the system, the SG method with
a constant stepsize can only converge to a ball around the
optimal point. Later we will see that SVRG-like methods
adopt different supply rate functions and eventually reduce
their supply energy to 0, enabling linear convergence to the
optimal point to be proved.
In this paper, we confine our scope to the case of constant
learning rate. For algorithms with time-varying learning
rates, one may need to adopt the dissipativity theory for
linear time-varying (LTV) systems. This theory requires
time-varying Lyapunov functions and infinite-dimensional
LMIs. See Hu & Lessard (2017, Section 4.2) for further
discussions of this point.
3. Dissipation Inequality for SVRG
In this section, we present a unified LMI-based analysis for
SVRG using dissipativity theory. SVRG iterates as follows.
Let x˜0 ∈ Rp be an arbitrary initial point. For each epoch
s = 0, 1, · · · , we have xs0 = x˜s. For each s, SVRG performs
the following steps for k = 0, 1, . . . ,m− 1:
xsk+1 = x
s
k − η
(∇fisk(xsk)−∇fisk(x˜s) +∇g(x˜s)) ,
where isk is uniformly sampled from {1, 2, . . . , n} in an IID
manner, andm is a prescribed integer determining the epoch
length. A popular choice for m is m = 2n. At the end of
each epoch s, two typical options are available for updating
x˜s+1:
• Option I: Set x˜s+1 = xsm;
• Option II1: Set x˜s+1 = 1m
∑m−1
k=0 x
s
k.
When analyzing SVRG, one typically needs to show that
there exist 0 ≤ ν < 1 such that
EV (x˜s+1) ≤ ν EV (x˜s), (11)
where V (x˜s) is set to be either ‖x˜s − x?‖2 or g(x˜s)−g(x?).
Since (11) needs to hold for all s, we can drop the super-
script s in the so-called one-iteration analysis, and write
each epoch of SVRG in the form of the LTI model (2).
Specifically, for a fixed s, we have from the SVRG formula
above that
xk+1 − x? = xk − x? +Bwk, k = 0, 1, . . . ,m− 1,
(12)
where B =
[−ηIp −ηIp], and wk is given as
wk =
[ ∇fik(xk)−∇fik(x?)
∇fik(x?)−∇fik(x˜) +∇g(x˜)
]
. (13)
With these choices of wk and B, we can set ξk = xk − x?
and A = Ip to recast SVRG in the linear model (2). Next,
we will show how to construct supply rate functions for
SVRG and apply Theorem 3 to obtain various rate bounds in
the form of (11). Our analysis recovers the existing bounds
for SVRG, and leads to more general characterizations of
the convergence properties of SVRG. We also give physical
interpretations for the convergence mechanism of SVRG.
1A similar variant with similar analysis is to choose x˜s+1 by
sampling uniformly from the iterates in the last epoch.
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3.1. Warm-up: Dissipativity for SVRG with Option I
Since we have already rewritten SVRG in the form of the
linear model (2), we can construct the dissipation inequality
efficiently for SVRG using semidefinite programs in Theo-
rem 3. As before there matrices are derived from propoerties
of fi, i = 1, 2, . . . , n and g, as we show now.
Lemma 5. Suppose that g is L-smooth and σ-strongly con-
vex with σ > 0, and that fi is L-smooth and convex for
i = 1, 2, . . . , n. Suppose that x? satisfies ∇g(x?) = 0.
Set Xj = X¯j ⊗ Ip, where X¯j , j = 1, 2, 3, 4 are defined as
follows:
X¯1 =
0 0 00 0 0
0 0 1
 , X¯2 =
2σ −1 −1−1 0 0
−1 0 0
 ,
X¯3 =
 0 −L 0−L 2 0
0 0 0
 , X¯4 =
 0 0 −10 0 0
−1 0 0
 .
(14)
Consider ξk = xk − x? and wk defined by (13). Suppose
the supply rate Sj is defined by (5) for j = 1, 2, 3, 4. Then
ES1 ≤ L2E‖x˜− x?‖2, ES2 ≤ 0, ES3 ≤ 0, and ES4 = 0.
Proof. It is straightforward to verify that the proposed sup-
ply rate conditions are equivalent to standard inequalities
(co-coercivity, etc) in the literature.
We will provide more guidelines for supply rate construc-
tions in the supplementary material.
We now apply Theorem 3 to perform LMI-based conver-
gence analysis for SVRG with Option I.
Corollary 6. Suppose g is σ-strongly convex and L-smooth.
In addition, fi is assumed to be convex and L-smooth. Let
0 ≤ ρ2 < 1 be given. If there exist nonnegative scalars
(λ1, λ2, λ3) and another scalar λ4 (not necessarily nonneg-
ative) such that1− ρ2 − 2σλ2 λ2 − η + Lλ3 λ2 − η + λ4λ2 − η + Lλ3 η2 − 2λ3 η2
λ2 − η + λ4 η2 η2 − λ1
  0,
(15)
then SVRG with Option I satisfies
E‖xm − x?‖2 ≤
(
ρ2m +
λ1L
2
1− ρ2
)
E‖x0 − x?‖2. (16)
Proof. We choose the supply rate functions Sj for j =
1, 2, 3, 4 as described in Lemma 5 and (5). Since A = Ip,
and B =
[−ηIp −ηIp], we can set P = Ip and show[
ATPA− ρ2P ATPB
BTPA BTPB
]
=
1− ρ2 −η −η−η η2 η2
−η η2 η2
⊗ Ip.
Thus the left-hand side of (15) satisfies (6) if λ4 ≥ 0. If
λ4 < 0, we can replace X4 by −X4 and λ4 by −λ4, and
(6) will hold with λ4 now positive. The conclusion (7) is
not affected by the change of sign, since ES4 = 0, so we
can set Λ4 = 0 in (7). We have from the conclusion of
Theorem 3 that EV (ξk+1) = E‖xk+1−x?‖2 ≤ ρ2E‖xk−
x?‖2 + λ1L2E‖x0 − x?‖2. We iterate this inequality over
k = 0, 1, . . . ,m− 1 to obtain the result.
We can immediately show linear convergence of SVRG with
Option I by choosing λ1 = 2η2, λ2 = η − Lη2, λ3 = η2,
λ4 = Lη
2, and ρ2 = 1− 2σ(η−Lη2). Then (15) becomes0 0 00 −η2 η2
0 η2 −η2
  0,
which is clearly true. Hence (11) holds with V (x˜s) =
‖x˜s − x?‖2 and ν given by
ν = (1− 2ησ(1− ηL))m + ηL
2
σ(1− ηL) . (17)
This bound slightly improves that of (Tan et al., 2016, Corol-
lary 1). Other bounds under various assumptions are dis-
cussed in the supplementary material.
Remark 7. The important physical insight is provided by
the supply rate condition ES1 ≤ L2E‖x˜− x?‖2. Although
the supply rate S1 is delivering energy into the system, the
energy supplied is bounded above by L2E‖x˜− x?‖2, which
diminishes as x˜ approaches x?. Eventually, the energy
supplied by S1 cannot overcome dissipation.
3.2. LMI Analysis for SVRG with Option II
For SVRG with Option II, we require the following supply
rate functions.
Lemma 8. Suppose that g is L-smooth and σ-strongly con-
vex with σ > 0, and that each fi is L-smooth and con-
vex. Let x? be the point satisfying ∇g(x?) = 0. Set
Xj = X¯j ⊗ Ip, where X¯j , j = 1, 2, 3 are defined as:
X¯1 =
0 0 00 1 0
0 0 0
 , X¯2 =
0 0 00 0 0
0 0 1
 ,
X¯3 =
 0 −1 −1−1 0 0
−1 0 0
 .
(18)
Define ξk = xk − x? and define wk as in (13). Suppose the
supply rate Sj is defined by (5) for j = 1, 2, 3. Then the
following supply rate conditions hold
ES1 ≤ 2L(Eg(xk)− g(x?)), (19a)
ES2 ≤ 2L(Eg(x˜)− g(x?)), (19b)
ES3 ≤ −Eg(xk) + g(x?). (19c)
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Proof. These are also standard inequalities in the literature.
See Tan et al. (2016) and Bubeck (2015, Lemma 6.4) for
more details. (Further discussions are provided in the sup-
plementary material.)
Corollary 9. Suppose that g is σ-strongly convex and L-
smooth, and that each fi is convex and L-smooth. If there
exist non-negative scalars λj , j = 1, 2, 3, such that λ3 −
Lλ1 > 0 and 0 λ3 − η λ3 − ηλ3 − η η2 − λ1 η2
λ3 − η η2 η2 − λ2
  0, (20)
then SVRG with Option II satisfies
Eg
(
1
m
m−1∑
k=0
xk
)
− g(x?)
≤
(
σ−1 +mLλ2
(λ3 − Lλ1)m
)
(Eg(x˜)− g(x?)). (21)
Proof. Recall that A = Ip, and B =
[−ηIp −ηIp] for
the state-space representation of SVRG. Let S1, S2, and
S3 be the supply rate functions defined from X1, X2, and
X3 of Lemma 8 via (5). Setting P = Ip and ρ = 1, the
left-hand side of the LMI (6) becomes 0 λ3 − η λ3 − ηλ3 − η η2 − λ1 η2
λ3 − η η2 η2 − λ2
⊗ Ip.
Since (20) holds, can apply Theorem 3 to show that
E‖xk+1 − x?‖2 ≤ E‖xk − x?‖2
−(2λ3−2Lλ1)(Eg(xk)−g(x?))+2Lλ2(Eg(x˜)−g(x?)).
We can sum the above inequality from k = 0 to m− 1 and
show that
(2λ3 − 2Lλ1)
m−1∑
k=0
(Eg(xk)− g(x?))
≤ E‖x0 − x?‖2 + 2mLλ2E(g(x˜)− g(x?)). (22)
By convexity of g, we have
g
(
1
m
m−1∑
k=0
xk
)
≤ 1
m
m−1∑
k=0
g(xk).
Since g is σ-strongly convex, we also have ‖x0 − x?‖2 ≤
2
σ (Eg(x0)− g(x?)). By substituting these inequalities into
(22), and using the assumption λ3 − Lλ1 > 0, we obtain
the result.
We can recover the standard rate result for SVRG by choos-
ing λ1 = λ2 = 2η2, and λ3 = η. We have λ3 − Lλ1 =
η − Lη2 ≥ 0 for η ≤ 1L , and (20) becomes0 0 00 −η2 η2
0 η2 −η2
  0,
which is clearly true. Additionally, we have
σ−1 +mLλ2
(λ3 − Lλ1)m =
1
mση(1− 2Lη) +
2Lη
1− 2Lη , (23)
which is exactly the rate in (Johnson & Zhang, 2013, The-
orem 1). This result states that the iteration complexity of
SVRG with Option II is O ((Lσ + n) log( 1ε )) if we choose
m = 20Lσ .
Remark 10. Some important physical insight is provided
by the supply rate condition ES2 ≤ 2LE(g(x˜)−g(x?)). As
x˜ approaches x?, the energy supplied by S2 drops and is un-
able to overcome dissipation, leading to convergence. One
may add more supply rate functions and improve the con-
vergence guarantees by some constant factor. In principle,
the introduction of more supply rate functions may reduce
the conservatism in the analysis. Other choices of λj may
also change the iteration complexity by a constant factor.
In addition, new choices of m may require different choices
of λj . Note that LMI (6) in Theorem 3 can be implemented
and solved numerically, leading to numerical clues for how
to construct P and λj for proving rate results. Therefore,
our proposed LMI provides an efficient tool for constructing
bounds of the form (21).
4. Dissipativity Theory for Katyusha
Katyusha solves the following problem:
min
x∈Rp
F (x) := f(x) + ψ(x)
=
1
n
n∑
i=1
fi(x) + ψ(x), (24)
where ψ is σ-strongly convex and possibly nonsmooth,
while each fi, i = 1, 2, . . . , n is L-smooth and convex.
For each epoch s = 0, 1, · · · , we have ys0 = zs0 = x˜s. For
any fixed s, and positive parameters τ1, τ2, and α, Katyusha
applies the following iteration for k = 0, 1, . . . ,m− 1:
xsk+1 = τ1z
s
k + τ2x˜
s + (1− τ1 − τ2)ysk, (25a)
vsk = ∇fisk(xsk+1)−∇fisk(x˜s) +∇f(x˜s), (25b)
zsk+1 = arg min
z
{
1
2α
‖z − zsk‖2 + (vsk)Tz + ψ(z)
}
,
(25c)
ysk+1 = arg min
y
{
3L
2
‖y − xsk+1‖2 + (vsk)Ty + ψ(y)
}
,
(25d)
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where isk is uniformly sampled from {1, 2, . . . , n} in an
i.i.d. manner, and m is a prescribed integer determining the
length of the epoch. (A popular choice is m = 2n.) At the
end of each epoch s, we set
x˜s+1 =
m−1∑
j=0
(1 + σα)j
−1m−1∑
j=0
(1 + ασ)jysj+1
 .
(26)
Allen-Zhu (2016) shows that the iteration complexity for
Katyusha is O
((√
Ln
σ + n
)
log( 1ε )
)
if one chooses τ2 =
1
2 , τ1 = min{
√
mσ
3L ,
1
2}, α = 13τ1L , and m = 2n. The
key of the proof is the coupling lemma (Allen-Zhu, 2016,
Lemma 3.7), which states the following holds for Katyusha
with τ1 ≤ 13αL and τ2 = 12 :
1 + ασ
2
E‖zk+1 − x?‖2 + α
τ1
(EF (yk+1)− F (x?))
− 1
2
E‖zk − x?‖2 − α(1− τ1 − τ2)
τ1
(EF (yk)− F (x?))
≤ ατ2
τ1
(EF (x˜)− F?) . (27)
We analyze a single epoch, dropping the superscript s to
simplify the notation. As stated in (Allen-Zhu, 2016, Sec-
tion 3.2), once the above one-iteration convergence result is
established, a telescoping trick can be applied to show the
improved iteration complexity of Katyusha. We show how
to provide a general proof for (27) using dissipativity, with
Theorem 3 again being our main technical tool.
4.1. Katyusha as a Stochastic System
At a given epoch s (subscript dropped), a single “inner”
iteration of Katyusha can be written as follows:
xk+1 = τ1zk + τ2x˜+ (1− τ1 − τ2)yk, (28a)
vk = ∇fik(xk+1)−∇fik(x˜) +∇f(x˜), (28b)
zk+1 = zk − αvk − αgk, (28c)
yk+1 = xk+1 − ζvk − ζhk, (28d)
where gk is some subgradient of ψ evaluated at zk+1, and
hk is some subgradient of ψ evaluated at yk+1. We can set
ζ = 13L to recover the standard Katyusha iteration 25a.
We can rewrite (28) aszk+1 − x?yk+1 − x?
x˜− x?
 = A
zk − x?yk − x?
x˜− x?
+B
vkgk
hk
 ,
where A = A¯ ⊗ Ip and B = B¯ ⊗ Ip, and A¯ and B¯ are
defined as follows:
A¯ =
 1 0 0τ1 1− τ1 − τ2 τ2
0 0 1
 , B¯ =
−α −α 0−ζ 0 −ζ
0 0 0
 .
Based on the iteration above, it is straightforward to check
that Katyusha (28) is equivalent to the stochastic linear
system (2) with
ξk =
zk − x?yk − x?
x˜− x?
 , wk =
vkgk
hk
 . (29)
4.2. Supply Rate Functions for Katyusha
Katyusha extracts energy out of the system much faster than
SVRG, as can be shown by the use of more advanced supply
rate functions.
Lemma 11. Let ψ be σ-strongly convex with σ > 0. Sup-
pose fi is L-smooth and convex. Let x? be the optimal point
of F . Define X1 = X¯1⊗ Ip, where X¯1 is the following sum
of four matrices:
X¯1 = −

−στ12 0 0 τ1(ασ+1)2 τ1(ασ+1)2 0
0 0 0 0 0 0
0 0 0 0 0 0
τ1(ασ+1)
2 0 0 0 0 0
τ1(ασ+1)
2 0 0 0 0 0
0 0 0 0 0 0

+
(
ζ − ατ1
2
− Lζ
2(1 + τ2)
2τ2
)

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 1
0 0 0 0 0 0
0 0 0 1 0 1

+
ατ1(ασ + 1)
2

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 1 0
0 0 0 1 1 0
0 0 0 0 0 0

+
ατ1
2

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 −1
0 0 0 0 −1 1
 . (30)
Consider ξk and wk defined by (29). Suppose the supply
rate Sj is defined by (5) for j = 1. Then the following
supply rate condition holds for Katyusha
ES1(ξk, wk) ≤ (1− τ1 − τ2)(EF (yk)− F (x?))
− (EF (yk+1)− F (x?)) + τ2(EF (x˜)− F (x?)). (31)
Proof. The proof is based on the strong-convexity of ψ, and
the smoothness and convexity of fi. The detailed proof is
presented in the supplementary material.
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The physical interpretation for the above supply rate is as
follows. There is some hidden energy in the system that
takes the form of F (yk)−F (x?). There is also some initial
energy in the form of F (x˜)−F (x?). The above supply rate
condition states that the delivered energy is bounded by a
weighted decrease of the hidden energy plus some amount
of the initial energy. Such a supply rate can efficiently
extract energy out of the systems due to its coupling with
the hidden energy and the initial energy. The supply rate
construction in Lemma 11 is quite similar to the supply
rate construction for Nesterov’s accelerated method (Hu &
Lessard, 2017). From a physical viewpoint, the essential
property of momentum terms can extract the hidden energy
out of the system in a more efficient way.
Remark 12. Although the supply rate in Lemma 11 is com-
plicated, there are some general guidelines for constructing
and choosing supply rates. We discuss these guidelines in
the supplementary materials.
4.3. Analysis of Katyusha Using Dissipativity
Using the supply rate function in Lemma 11, we can im-
mediately recover the one-iteration result (27) as follows.
Suppose τ2 = 12 and ζ =
1
3L . We choose ρ
2 = 11+ασ ,
λ1 =
α
τ1
, and
P =
1 + ασ
2
1 0 00 0 0
0 0 0
⊗ Ip. (32)
Then the left-hand side of the LMI condition (6) becomes
α
2
(
α− 1
3Lτ1
)

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 1
0 0 0 0 0 0
0 0 0 1 0 1
⊗ Ip
+
α2
2

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −1 1
0 0 0 0 1 −1
⊗ Ip,
which is clearly negative semidefinite when τ1 ≤ 13αL .
Therefore, we can apply Theorem 3 to prove that
1 + ασ
2
E‖zk+1 − x?‖2 − 1
2
E‖zk − x?‖2
≤ α
τ1
ES(ξk, wk).
From the supply rate condition (31), we immediately recover
the one-iteration analysis result (27), which can be easily
transferred into the iteration complexity result by applying
the telescoping trick in Allen-Zhu (2016).
We emphasize that Lemma 11 works for general choices
of ζ and τ2. Due to the generality of Lemma 11, our
LMI approach can be used to generalize (Allen-Zhu, 2016,
Lemma 3.7) for many more choices of (τ1, τ2) . This could
lead to other choices of (τ1, τ2, α, ζ), which yields the same
accelerated iteration complexity. However, those choices of
parameters will at most improve the iteration complexity by
a constant factor. For example, consider ζ = 13L and any
τ2 ≥ 15 . We can still choose ρ2 = 11+ασ , λ1 = ατ1 , and P
as defined in (32) to prove (27). In this case, the left-hand
side of the LMI condition (6) becomes
α
2
(
α− 5τ2 − 1
9Lτ1τ2
)

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 1
0 0 0 0 0 0
0 0 0 1 0 1
⊗ Ip
+
α2
2

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −1 1
0 0 0 0 1 −1
⊗ Ip,
which is clearly negative semidefinite when τ1 ≤ 5τ2−19αLτ2 .
Therefore, the one-iteration convergence result (27) holds
for any 15 ≤ τ2 < 1 and τ1 ≤ min{ 5τ2−19αLτ2 , 1 − τ2}.
This generalizes the coupling lemma (Allen-Zhu, 2016,
Lemma 3.7) to more general choices of (τ1, τ2). Based
on this, one can use the telescoping trick to show Katyusha
with τ2 6= 12 can also achieve the iteration complexity of
O
(
(
√
Ln
σ + n) log(
1
ε )
)
.
5. Future Work
We plan to use our techniques to study optimal tuning of
Katyusha X (Allen-Zhu, 2018) for ERM problems in which
the component functions fi are not individually convex. In
addition, we are interested in investigating how to accel-
erate other recently-developed stochastic methods such as
SARAH (Nguyen et al., 2017) using our LMI approach. It
is also important to extend our control framework for under-
standing other accelerating mechanism such as catalyst (Lin
et al., 2015).
Notice that deterministic continuous-time algorithms have
also been understood as dissipative dynamical systems (At-
touch et al., 2000; Alvarez et al., 2002; Hu & Lessard, 2017).
It is possible that one can modify the proposed framework to
study stochastic continuous-time dynamics. This is another
important future direction.
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Supplementary Material
The underlying probability space for the sampling index ik is denoted by (Ω,F ,P). We denote by Fk the σ-algebra
generated by (i0, i1, . . . , ik). Clearly, ik is Fk-adapted and we obtain a filtered probability space (Ω,F , {Fk},P) on which
the stochastic optimization method is defined.
A. Proof of Lemma 4
The proof is straightforward and included here only for completeness. Note that xk does not depend on ik, so we have
E
[
(xk − x?)T∇fik(xk)
∣∣ Fk−1] = (xk − x?)T∇g(xk). If g is σ-strongly convex, we directly have
E
[[
xk − x?
∇fik(xk)
]T([
2σ −1
−1 0
]
⊗ Ip
)[
xk − x?
∇fik(xk)
]]
= E
[[
xk − x?
∇g(xk)
]T([
2σ −1
−1 0
]
⊗ Ip
)[
xk − x?
∇g(xk)
]]
≤ 0.
Next, if fi is convex and L-smooth, the co-coercivity property implies[
xk − x?
∇fi(xk)−∇fi(x?)
]T([
0 −L
−L 2
]
⊗ Ip
)[
xk − x?
∇fi(xk)−∇fi(x?)
]
≤ 0.
Therefore, we have
E
([
xk − x?
∇fik(xk)
]T([
0 −L
−L 1
]
⊗ Ip
)[
xk − x?
∇fik(xk)
] ∣∣∣∣∣ Fk−1
)
=
1
n
n∑
i=1
[
xk − x?
∇fi(xk)
]T([
0 −L
−L 0
]
⊗ Ip
)[
xk − x?
∇fi(xk)
]
+
1
n
n∑
i=1
‖∇fi(xk)‖2
≤ − 2
n
n∑
i=1
‖∇fi(xk)−∇fi(x?)‖2 + 1
n
n∑
i=1
‖∇fi(xk)‖2
≤ 2
n
n∑
i=1
‖∇fi(x?)‖2.
Taking the expectation of the above inequality leads to the desired conclusion.
B. Proof of Lemma 5 and Lemma 8
We summarize some existing function inequalities that can be used to directly show Lemma 5 and Lemma 8.
Lemma S1. Assume ∇g(x?) = 0. Suppose ik is uniformly sampled from {1, . . . , n} in an i.i.d. manner. Let {xk :
k = 0, 1, . . .} be an Fn- predictable process whose sample path satisfies xk ∈ Rp almost surely. In addition, rk =
∇fik(xk)−∇fik(x?) and uk = ∇fik(x?)−∇fik(x˜) +∇g(x˜), where x˜ is F0-measurable.
1. The following always holds due to the uniform sampling strategy:
E
[
(xk − x?)T(∇fik(x?)−∇fik(x˜) +∇g(x˜))
]
= 0. (S1)
2. If fi is L-smooth, then
E‖∇fik(x?)−∇fik(x˜) +∇g(x˜)‖2 ≤ L2E‖x˜− x?‖2. (S2)
3. If fi is convex and L-smooth, then
E‖∇fik(xk)−∇fik(x?)‖2 ≤ 2L(Eg(xk)− g(x?)), (S3)
E‖∇fik(x?)−∇fik(x˜) +∇g(x˜)‖2 ≤ 2L(Eg(x˜)− g(x?)). (S4)
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4. The following inequality holds
E
[[
xk − x?
rk
]T
(M ⊗ Ip)
[
xk − x?
rk
]]
≤ 0, (S5)
where M is computed according to the assumption on fi as follows
M :=

[
2σL −(σ + L)
−(σ + L) 2
]
if fiis L-smooth and σ-strongly convex,[
0 −L
−L 2
]
if fiis L-smooth and convex,[−2L2 0
0 2
]
if fi is L-smooth.
(S6)
5. If g is σ-strongly convex, we have
E
[[
xk − x?
rk
]T([
2σ −1
−1 0
]
⊗ Ip
)[
xk − x?
rk
]]
≤ 0. (S7)
6. If g is convex, then
E
[
(xk − x?)T(∇fik(xk)−∇fik(x˜) +∇g(x˜))
] ≥ Eg(xk)− g(x?). (S8)
7. If g is σ-strongly convex, then
E‖x˜− x?‖2 ≤ 2
σ
(Eg(x˜)− g(x?)) . (S9)
Proof. The proof is standard and based on the fact that ik and xk are independent. For example, we have
E
[
(xk − x?)T(∇fik(x?)−∇fik(x˜) +∇g(x˜))
∣∣ Fk−1] = (xk − x?)T∇g(x?) = 0,
which directly leads to Statement 1. Note that E [∇fik(x?)−∇fik(x˜)] = −E∇g(x˜). Hence, we have
E‖∇fik(x?)−∇fik(x˜) +∇g(x˜)‖2 ≤ E‖∇fik(x?)−∇fik(x˜)‖2 ≤ L2E‖x˜− x?‖2,
which proves Statement 2. The other statements follow from taking expectations of well known function inequalities.
The proofs of Lemma 5 and Lemma 8 directly follow from the lemma above.
C. Further Discussion on SVRG
One can automate the convergence analysis for SVRG under various assumptions on fi. For example, consider the analysis
of SVRG with Option I. If fi is assumed only to be L-smooth, we can modify X¯3 in Lemma 5 as
X¯3 =
−2L2 0 00 2 0
0 0 0
 .
We still assume that g is L-smooth and σ-strongly convex, so we choose X¯1, X¯2, and X¯4 as in Lemma 5. For these choices,
it is still true that ES1 ≤ L2E‖x˜− x?‖2, ES2 ≤ 0, ES3 ≤ 0, and ES4 = 0. The usual analysis route leads to the following
bound:
E‖xm − x?‖2 ≤
(
(1− 2ση + 2L2η2)m + ηL
2
σ − ηL2
)
E‖x0 − x?‖2.
This example demonstrates that one can modify the supply rate functions to reflect various assumptions on the cost functions.
For SVRG with Option II, one can perform similar LMI analysis when the assumptions on fi are changed.
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D. Proof of Lemma 11
We first set
qk =
[
τ1 1− τ1 − τ2 τ2
] zkyk
x˜
 . (S10)
From the definition of Katyusha, we have Evk = E∇f(qk). Since f is L-smooth and convex, it is straightforward to verify
the following:
Ef(qk)− Ef(yk) ≤ E∇f(qk)T(qk − yk) = E
[
E[vTk (qk − yk)|Fik−1 ]
]
= EvTk (qk − yk), (S11)
Ef(qk)− Ef(x?) ≤ E∇f(qk)T(qk − x?) = EvTk (qk − x?), (S12)
Ef(yk+1)− Ef(qk) ≤ E
[
∇f(qk)T(yk+1 − qk) + L
2
‖yk+1 − qk‖2
]
= E
[
(∇f(qk)− vk)T(yk+1 − qk) + vTk (yk+1 − qk) +
L
2
‖yk+1 − qk‖2
]
≤ τ2
2L
E‖vk −∇f(qk)‖2 + L
2
(
1 +
1
τ2
)
E‖yk+1 − qk‖2 + EvTk (yk+1 − qk)
≤ τ2(Ef(x˜)− Ef(qk)− EvTk (x˜− qk)) +
L
2
(
1 +
1
τ2
)
E‖yk+1 − qk‖2 + EvTk (yk+1 − qk),
(S13)
where the second-last inequality follows from the identity aT b ≤ 12‖a‖2 + 12‖b‖2, and the final step follows from the
so-called variance upper bound in the literature (Lemma 3.4 of (Allen-Zhu, 2016)).
To prove Lemma 11, we need to show that
(EF (yk+1)− F (x?))− (1− τ1 − τ2)(EF (yk)− F (x?))− τ2(EF (x˜)− F (x?)) ≤ −ES1(ξk, wk). (S14)
For brevity, define τ˜ := 1− τ1 − τ2. The left side of (S14) can be rewritten as
(EF (yk+1)− F (x?))− (1− τ1 − τ2)(EF (yk)− F (x?))− τ2(EF (x˜)− F (x?))
= Ef(yk+1) + Eψ(yk+1)− τ˜Ef(yk)− τ˜Eψ(yk)− τ1f(x?)− τ1ψ(x?)− τ2Ef(x˜)− τ2Eψ(x˜)
=
(
Ef(yk+1)− τ˜Ef(yk)− τ1f(x?)− τ2Ef(x˜)
)
+
(
Eψ(yk+1)− τ˜Eψ(yk)− τ1ψ(x?)− τ2Eψ(x˜)
)
. (S15)
We have decoupled the left side of (S14) into the sum of two terms, the first involving only f , and the second involving
only ψ. We will use the properties of f and ψ to provide upper bounds in the quadratic forms for the first and second terms,
respectively.
Bounding the first term in (S15), we obtain
Ef(yk+1)− τ˜Ef(yk)− τ1f(x?)− τ2Ef(x˜)
= E [f(yk+1)− f(qk) + τ2(f(qk)− f(x˜)) + τ1(f(qk)− f(x?)) + τ˜(f(qk)− f(yk))]
≤ L
2
(
1 +
1
τ2
)
E‖yk+1 − qk‖2 + EvTk (yk+1 − qk) + τ2EvTk (qk − x˜) + τ1EvTk (qk − x?) + τ˜EvTk (qk − yk), (S16)
where the last step follows from the three bounds (S11), (S12), and (S13). Next, strong convexity of ψ leads to an upper
bound for the second term in (S15):
Eψ(yk+1)− τ˜Eψ(yk)− τ1ψ(x?)− τ2Eψ(x˜)
= E [τ˜(ψ(yk+1)− ψ(yk)) + τ1(ψ(yk+1)− ψ(zk+1)) + τ1(ψ(zk+1)− ψ(x?)) + τ2(ψ(yk+1)− ψ(x˜))]
≤ E[τ˜ hTk (yk+1 − yk) + τ1 hTk (yk+1 − zk+1) + τ1 (gTk (zk+1 − x?)− σ2 ‖zk+1 − x?‖2)+ τ2 hTk (yk+1 − x˜)]. (S17)
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Combining (S16)–(S17), we see that the left side of (S14) is bounded above by the expected value of the following sum:
L
2
(
1 +
1
τ2
)
‖yk+1 − qk‖2 + vTk (yk+1 − qk) + τ2 vTk (qk − x˜) + τ1 vTk (qk − x?) + τ˜ vTk (qk − yk)
+ τ˜ hTk (yk+1 − yk) + τ1 hTk (yk+1 − zk+1) + τ1
(
gTk (zk+1 − x?)−
σ
2
‖zk+1 − x?‖2
)
+ τ2 h
T
k (yk+1 − x˜). (S18)
All terms in (S18) are actually quadratic forms, due to the state-space model:zk+1 − x?yk+1 − x?
x˜− x?
 =
 1 0 0τ1 τ˜ τ2
0 0 1
zk − x?yk − x?
x˜− x?
+
−α −α 0−ζ 0 −ζ
0 0 0
vkgk
hk
 ,
qk − x? =
[
τ1 τ˜ τ2
] zk − x?yk − x?
x˜− x?
 ,
where we recall the definition τ˜ := 1− τ1 − τ2. For example, the term vTk (yk+1 − qk) is equivalent to the quadratic form:
zk − x?
yk − x?
x˜− x?
vk
gk
hk

T

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −ζ 0 − ζ2
0 0 0 0 0 0
0 0 0 − ζ2 0 0
⊗ Ip


zk − x?
yk − x?
x˜− x?
vk
gk
hk
 .
Summing all the these quadratic forms directly yields the desired supply rate.
E. Guidelines for Constructing and Choosing Supply Rates
In most cases, supply rates may be constructed by manipulating well-known quadratic inequalities. One can see this
in the proof of Lemma 5 and Lemma 8. For momentum methods, the supply rate construction is more involved. One
typically needs to regroup terms carefully after adding and subtracting f(qk), where qk is the input to the stochastic gradient.
See (S16) for such an example. We note that it is possible for different supply rate functions to yield the same iteration
complexity bound. It is also possible to construct other supply rate functions that yield a constant-factor improvement for
the convergence guarantees of Katyusha. In the present work, we only provide one supply rate for the analysis of Katyusha.
The selections of supply rate functions for a particular algorithm can be guided by the numerical solutions of the proposed
LMIs. For example, one could include several candidate supply rates with associated multipliers λj in the LMI to identify
which supply rate functions are needed to obtain the desired rate bound.
