Atmospheric visibility is an important input for road and air transportation safety, as well as a good proxy to estimate the air quality. A model-driven approach is presented to monitor the meteorological visibility distance through use of ordinary outdoor cameras. Unlike in previous data-driven approaches, a physics-based model is proposed which describes the mapping function between the contrast in the image and the atmospheric visibility. The model is non-linear, which allows encompassing a large spectrum of applications. The model assumes a continuous distribution of objects with respect to the distance in the scene and is estimated by a novel process. It is more robust to illumination variations by selecting the Lambertian surfaces in the scene. To evaluate the relevance of the approach, a publicly available database is used. When the model is fitted to short range data, the proposed method is shown to be effective and to improve on existing methods. In particular, it allows envisioning an easier deployment of these camera-based techniques on multiple observation sites. 42 public health impacts of air pollution where pollutant monitor-43 ing data are scarce. 44 The ability to accurately monitor visibility helps solving 45 these problems. Critical safety at important transportation fa-46 cilities such as airports are generally instrumented for mon-47 itoring visibility with devices that are expensive and hence, 48 scarce. Cost is precisely the reason why highway meteorologi-49 cal stations are seldom equipped with visibility meters. In this 50 context, using existing and ubiquitous highway cameras is of 51 great interest, as these are low cost sensors already deployed 52 for other purposes such as traffic monitoring (Jacobs et al., 53 2009). Furthermore, introducing new functionalities into road-54 side cameras would make them multipurpose and thus more 55 cost-effective, easing their deployment along the roads.
tion between the contrast and the atmospheric visibility distance 122 in the scene. This constitues a model-driven approach. Hau-123 tière et al. (2010) propose such a probabilistic model-driven ap-124 proach which allows computing a physics-based mapping func-125 tion. In particular, the model takes into account an a priori 126 distribution of contrasts in the scene. However, a uniform dis-127 tribution of targets is assumed which limits the applicability of 128 the method on any scene. In this article, the method proposed 129 in (Hautière et al., 2010) is generalized by adding new targets 130 distributions, as well as a method to estimate the actual distri-131 bution of objects in the scene. A great attention is paid to the 132 data fitting process, which greatly influences the final results. 133 To assess the relevance of the approach, the different methods 134 are compared using the MATILDA database (Hautière et al., 135 2010) . 136 This article is organized as follows.
In section 2, 137 Koschmieder's model of fog visual effects is recalled. In sec-138 tion 3, the model-driven approach is presented, whose experi-139 mental evaluation is carried out in section 4. Finally, the results 140 are discussed and perspectives for future work are given. The attenuation of luminance through the atmosphere was studied by Koschmieder (Middleton, 1952) , who derived an equation relating the extinction coefficient of the atmosphere β , which is the sum of the scattering coefficient and of the absorption coefficient, the apparent luminance L of an object located at distance d, and the luminance L 0 measured close to this object:
(1) indicates that the luminance of the object seen through fog 144 is attenuated by e −β d (Beer-Lambert law); it also reveals a lu-145 minance reinforcement of the form L ∞ (1−e −β d ) resulting from 146 daylight scattered by the slab of fog between the object and the 147 observer, the so-called airlight. L ∞ is the atmospheric lumi-148 nance.
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On the basis of this equation, Duntley developed a contrast attenuation law (Middleton, 1952) , stating that a nearby object exhibiting contrast C 0 with the fog in the background will be perceived at distance d with the following contrast:
This expression serves to base the definition of a standard dimension called meteorological visibility distance V , i.e. the greatest distance at which a black object (C 0 = −1) of a suitable dimension can be seen on the horizon, with the threshold contrast set at 5% (CIE, 1987) . It is thus a standard parameter that characterizes the opacity of a fog layer. This definition yields the following expression: Assuming a linear response function of the camera, the intensity I of a distant point located at distance d in an outdoor scene is given by Koschmieder's model (1):
where R is the intrinsic intensity of the pixel, i.e. the intensity corresponding to the intrinsic luminance value of the corresponding scene point and A ∞ is the background sky intensity. Two points located at roughly the same distance d 1 ≈ d 2 = d with different intensities I 1 I 2 form a distant target whose normalized contrast is given by:
In this equation, the contrast C of a target located at distance d depends on V = 3 β and on its intrinsic contrast C 0 . If we now assume that the surface of the target is Lambertian, the luminance L at each point i of the target is given by:
where E denotes the global illumination and ρ i denotes the albedo at i. Moreover, it is a classical assumption to set L ∞ = E π so that (5) finally becomes:
Consequently, the contrast of a distant Lambertian target only 163 depends on its physical properties and on its distance to the sen- Let us consider an outdoor scene where targets are distributed continuously at increasing distances from the camera. Let us denote ϕ the probability density function of observing a contrast C in the scene:
The expectation of the contrast m in the image is expressed as:
Based on (7), C is a random variable which depends of the two random variables d and ∆ρ. These two variables are assumed to be independent, which allows expressing (9) as:
where ∆ρ denotes the mean albedo difference between the ob-170 jects in the scene and ψ denotes the p.d.f. of there being an 171 object at the distance d in the scene. To compute m, a realistic 172 expression for the density of objects ψ in the scene is needed. was solved assuming a uniform distribution of targets between 178 0 and d max , which leads to the following solution:
This assumption may be useful when the scene is not known 180 a priori but may limit the applicability of the method on any Assuming a Gaussian distribution of parameters µ and σ , the density of targets is given by:
(10) then has an analytical solution m g ,which is given by:
(13) where erfc denotes the complementary error function:
In the same way, assuming a Rayleigh distribution of param-189 eter σ : Finally, assuming an exponential distribution of parameter ν:
Other types of distributions can be tested, such as the log- 
Model Inversion and Error Estimation 196
The different models are all increasing functions of V and share the same limits towards 0 and ∞, see Eqs. (11, 13, 16, 18) :
which are obvious physical bounds that data-driven approaches these models have roughly the same shape.
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In (Hautière et al., 2010) , the solution for the uniform case was found to be invertible:
where W denotes the Lambert function, which is a transcendental function defined by solutions of the equation Corless et al., 1996) . Given the complexity of the equation, it is somehow difficult to compute the partial derivatives of the model and express error bounds of the model. In the case of the Gaussian and Rayleigh distributions, it is also possible to find analytical solutions to invert the models, but these ones are not detailed here for the sake of readability of the article. Fortunately in the case of an exponential distribution, a simpler solution is available:
With this model, the partial derivatives of V with respect to m 202 and ν (22) can be obtained and an upper bound of the error of 203 the model (23) is derived:
At this stage, we can make a comparison with the charging/discharging of a capacitor. Assuming a uniform distribution, (11) can be expressed as following:
where τ = 3d max . When V = τ, we have m u = 1 − e −1 ≈ 0.63.
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This is the same constant as the one used to characterize the 206 charging speed of a capacitor. Fig. 2 shows the curve obtained when plotting (24) with respect to the ratio V τ .
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In the general case, the capacitance of the system is deter-209 mined by the distribution of distances in the scene, the texture 210 of the objects in the scene and the quality (MTF, resolution) of 211 the camera along with the response of the image processing fil-212 ter (e.g. the Sobel filter). The smaller the capacitance of the 213 system, the faster the curves go to 1. We thus define an indica-214 tor τ of the system quality which is the meteorological visibility 215 distance at which 0.63 of the "capacitance" is reached. The direct computation of m and V strongly depends on the distribution ψ. Thus, an important task is to guess which distribution is best suited for a given scene. Following the method proposed by Narasimhan and Nayar (2003), the scene structure can be approximated from two weather conditions 1 and 2 thanks to Koschmieder's law (1):
Using this method, it is possible to roughly estimate a depth 218 for each pixel of the scene image. Starting from Narasimhan 219 and Nayar (2003), we used landmarks of known depth and we 220 adjusted the sky intensities A ∞ 1 and A ∞ 2 so as to improve the 221 accuracy of the global map. can be estimated using a Parzen's like approach (Parzen, 1962) .
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In this aim, a cumulative histogram of depth h(d) is com- histogram. This histogram of depth is then expressed by:
where P denotes the total number of pixels. The confidence u is obtained by computing the sensitivity of (25) to its parameters:
Assuming dA ∞ 1 ≈ dA ∞ 2 ≈ dI 1 ≈ dI 2 = dI, (27) becomes: where f i is given by: Having located the Lambertian surfaces, the gradients in the scene are estimated by means of the module of the Sobel filter. For each pixel, the gradient ∇ i, j is normalized by the intensity of the background A ∞ . Since the camera is equipped with an auto gain control, the background intensity A ∞ is most of the time equal to 2 8 − 1, so that this step can be skipped. Each gradient is then weighted by P L i, j , the probability that a pixel (i, j) belongs to a Lambertian surface. Consequently, only relevant areas of the image are used for the visibility estimation, and the scene need not be totally Lambertian. Finally, the estimated contrast in the scenem is given by:
where ∆ρ i, j is the intrinsic contrast of a pixel (7) and N denotes 297 the number of pixels of the image. The estimated distribution is shown using the green plot (dI = 0.1), the purple plot (dI = 0.5) and the black curve (dI = 1). The fitted exponential distribution is plotted in red. of the data points. The different curves are plotted in Fig. 6(a We estimated a capacitance of the scene τ ≈ 950m≈ 3d max as 324 expected. We invert the fitted model using (21) 
Results

359
The confidence in the fitting is higher (R 2 = 0.97). The fitted 360 curve is shown in Fig. 7 . Second, the model is extrapolated on 361 the range τ − 15000 m. The mean relative error is then com-362 puted between the adjusted model and the ground truth data.
363
The results are given in the last line of Tab. 1. Since the model 364 has been fitted to short visibility data, the results are improved 365 at short ranges. At higher ranges, the errors are reduced as well, 366 which illustrates the benefits of performing a data fitting pro-367 cess only on reliable data.
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Finally, according to metrology practices in the field of visi-369 bility observations, a measurement device is considered as cor-370 rect if the error is smaller than 20% in 90% of the cases. The 371 10% worst cases are thus excluded from the error computation.
372
In this way, we are able to obtain a correct estimate of the me-373 teorological visibility up to 3320 m. 374
Discussion
375
The data-driven approach requires visibility data for its cal- 
