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1. Introduction
Le but de cet article est l’e´tude de certaines structures ge´ome´triques rencontre´es dans la the´orie
des fibre´s exceptionnels sur les espaces projectifs (cf. [3], [4]). Le point de de´part est la donne´e
d’un C-espace vectoriel W de dimension finie n+ 1, n ≥ 3, muni d’une forme biline´aire non
de´ge´ne´re´e. Dans l’e´tude des fibre´s exceptionnels sur Pn, on conside`re W = K(Pn)⊗ C (K(Pn)
de´signant l’anneau de Grothendieck des classes de faisceaux cohe´rents sur Pn), muni de la forme
biline´aire de´finie par
χ([E], [F ]) =
n∑
i=0
dim(Exti(E, F ))
pour tous faisceaux cohe´rents E, F sur Pn. L’e´tude de cette forme biline´aire et des ge´ne´-
ralisations ont e´te´ effectue´es dans [8], [17]. Le cas de P3 est traite´ avec beaucoup de de´tails
dans [13], [14]. Les articles pre´ce´dents e´taient plutoˆt consacre´s aux proprie´te´s arithme´tiques de
χ sur K(Pn). On s’inte´resse ici uniquement a` des formes biline´aires complexes.
Soit φ : W −→W ∗ un isomorphisme non antisyme´trique. On en de´duit la forme biline´aire
non de´ge´ne´re´e de´finie par
(u, v) = u.φ(v).
On note Q(φ) ⊂ P(W ) la quadrique des points isotropes. Si X est un sous-ensemble de
P(W ), on note X⊥ (resp. ⊥X) le sous-espace line´aire de P(W ) constitue´ des points y tels que
(x, y) = 0 (resp. (y, x) = 0) pour tout x dans X . Soit T(φ) = tφ−1 ◦ φ ∈ GL(W ), appele´ ici la
translation associe´e a` φ (dans [8], T(φ)−1 est appele´ l’ope´rateur fondamental associe´ a` la forme
1
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biline´aire pre´ce´dente). On rappelle au chapitre 2 quelques re´sultats classiques, et notamment
celui-ci : la GL(W )-orbite de φ est entie`rement de´termine´e par celle de T(φ) (cf. [8], et les
ouvrages [12], [11] cite´s dans cet article). On donne au § 2.2.2 la liste des orbites des T(φ) et
celle des φ correspondants dans le cas ou` n = 3.
Soit V un C-espace vectoriel de dimension n. On suppose que W est un sous-espace vectoriel
de H0(P(V ),O(2)). On appelle congruence quadratique un morphisme rationnel
σ : P(V ) −→ P(W )
tel que σ∗(O(1)) = O(2), que σ∗ : W ∗ −→ H0(P(V ),O(2)) induise un isomorphisme
σ∗ : W ∗ ≃W et que pour tout point P de P(V ) ou` σ est de´fini on ait P ∈ σ(P ) (σ(P ) e´tant
vu comme une quadrique de P(V )). Soit φ = (σ∗)−1. On munit alors W de la forme biline´aire
non de´ge´ne´re´e induite par φ. L’e´tude des congruences quadratiques dans le cas ge´ne´ral est faite
dans le chapitre 3. Dans le chapitre 4 on s’inte´resse au cas n = 3 (on parle alors de congruences
quadratiques planes).
Le cas le plus inte´ressant est celui ou` P(W ) est l’espace des quadriques de P(V ) contenant
une quadrique fixe C(σ) d’un hyperplan H(σ) de P(V ). On dit dans ce cas que σ est une
congruence quadratique normale, et on montre qu’on a alors rg(C) = rg(Q(φ))− 2, que σ
induit un isomorphisme birationnel P(V ) ≃ σ(P(V )) et que σ(P(V )) = Q(φ). On note
T(σ) = σ−1 ◦ T(φ) ◦ σ,
qui est un automorphisme birationnel de P(V ), qu’on appelle la translation associe´e a` σ.
La restriction de σ a` H(σ) est constante. C’est une quadrique de´ge´ne´re´e dont l’une des com-
posantes est H(σ). On note L(σ) l’autre composante. On montre que T(σ) est line´aire si et
seulement si on a L(σ) = H(σ).
On donne au § 3.5 une construction ge´ome´trique des congruences quadratiques normales. On
part d’un espace vectoriel abstrait W de dimension n+ 1 et d’un isomorphisme non anti-
syme´trique φ : W ≃ W ∗ tel que Q(φ) soit non de´ge´ne´re´e. Soient O un point lisse de Q(φ), TO
l’hyperplan tangent a` Q(φ) en O et
π : P(W )\{O} −→ Pn−1
la projection de centre O. Soit
C = π(TO ∩Q(φ))
qui est une quadrique de l’hyperplan π(TO) de Pn−1. Soit W0 le sous-espace vectoriel de
H0(Pn−1,O(2)) constitue´ des e´quations de quadriques contenant C. On de´finit alors un iso-
morphisme P(W ) ≃ P(W0) en associant a` P l’image par π de Q(φ) ∩ P
⊥. Si Q est un point
ge´ne´ral de Pn−1, on note η(Q) l’unique point de Q(φ) ∩ π
−1(Q). Alors
σ : Pn−1 −→ P(W0)
Q 7−→ π(Q(φ) ∩ ⊥η(Q))
est une congruence quadratique. On montre (the´ore`me 3.5.5) que toute congruence quadratique
normale peut s’obtenir de cette fac¸on (modulo l’action de PGL(n)).
Dans le chapitre 4 on suppose que n = 3. Dans ce cas C est constitue´ de deux points distincts
de P2, ou c’est un point double d’une droite de P2. Soient GC le sous-groupe de GL(3) cons-
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titue´ des isomorphismes laissant C invariant et Cong(C) l’ensemble des congruences quadra-
tiques σ : P2 −→ P(W ), ou`W est l’espace des e´quations de coniques de P2 contenant C. Alors
l’application
Cong(C) −→ Isom(W,W ∗)
σ 7−→ (σ∗)−1
est compatible avec un morphisme de groupes GC −→ GL(W ). On montre (the´ore`me 4.4.1)
que l’application quotient
GC/GC −→ Isom(W,W
∗)/GL(W )
a des fibres finies. On donne au chapitre 6 la liste des GC-orbites de Cong(C) correspondant
aux GL(W )-orbites des T(φ) correspondantes.
Dans le chapitre 5 on montre (the´ore`me 5.3.1) que pour toute congruence quadratique normale
σ : P(V ) = Pn−1 −→ P(W ) telle que l’image de σ contienne au moins une quadrique de rang
maximal de P(W ) il existe un morphisme rationnel R : P(V ) −→ PGL(V ) et une quadrique
C0 de P(V ) tels que pour un point ge´ne´ral P de P(V ) on ait σ(P ) = R
−1(C0). Cela de´coule
du fait qu’il existe des sections rationnelles de la restriction a` P(W ) de la quadrique universelle
Q ⊂ P(S2V ∗)× P(V ) (prop. 5.2.5). Dans le cas ou` n = 3, on montre que si L(σ) = H(σ), on
peut de´finir R par des formes de degre´ ≤ 2.
2. Isomorphismes, quadriques et translations associe´es
2.1. De´finitions
Soit W un C-espace vectoriel de dimension finie n + 1 ≥ 4. Soit
T : Isom(W,W ∗) −→ GL(W )
φ 7−→ tφ−1 ◦ φ
Dans [4] on appelle T(φ) la translation associe´e a` φ. Dans [8] on appelle T(φ)−1 l’ope´rateur
canonique. Le groupe GL(W ) agit sur lui-meˆme a` droite par conjugaison et sur Isom(W,W ∗)
par :
φ.g = tg ◦ φ ◦ g
pour g ∈ GL(W ), φ ∈ Isom(W,W ∗), et T est un GL(W )-morphisme.
Si φ ∈ Isom(W,W ∗), on note
φS =
1
2
(φ+ tφ), φA =
1
2
(φ− tφ)
qu’on appelle respectivement la partie syme´trique et la partie antisyme´trique de φ. On utilise
les meˆmes notations pour les e´le´ments de Isom(W ∗,W ).
On notera souvent de la meˆme fac¸on un point de Pn et un point de W au dessus du pre´ce´dent,
ce qui donne par exemple un sens a` la de´finition suivante : si φ est non antisyme´trique, on note
Q(φ) la quadrique de Pn = P(W ) d’e´quation x.φ(x) = 0.
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On note X⊥ (resp. ⊥X) le sous-espace line´aire de Pn constitue´ des points y tels que xφ(y) = 0
(resp. yφ(x) = 0) pour tout point x de X .
2.1.1. Lemme : Soit P un point lisse de Q(φ). Alors les trois proprie´te´s suivantes sont
e´quivalentes :
1. On a φ(P ) = tφ(P ) dans P(W ∗).
2. On a P⊥ = ⊥P .
3. On a T(φ)(P ) = P dans P(W ).
4. L’espace tangent de Q(φ) en P est P⊥.
Imme´diat
2.2. E´tude de l’action de GL(W )
La GL(W )-orbite d’un e´le´ment φ de Isom(W,W ∗) est entie`rement de´termine´e par la GL(W )-
orbite de T(φ) :
2.2.1. Proposition : Pour tout φ ∈ Isom(W,W ∗), on a
T−1(T(φ)) ⊂ GL(W ).φ.
(Proposition 3.1.1 de [8]).
2.2.2. Le cas ou` dim(W ) = 4
On donne ci-dessous la liste des orbites des T(φ) et la forme des φ correspondants dans le cas
ou` dim(W ) = 4.
Cas 1.1 :
T(φ) =


λ 0 0 0
0 1
λ
0 0
0 0 µ 0
0 0 0 1
µ

 , φ =


0 X 0 0
λX 0 0 0
0 0 0 Y
0 0 µY 0


avec λ2 6= 1, µ 6= 1, λµ 6= 1, λ 6= µ, XY 6= 0. On a rg(Q(φ)) = 4.
Cas 1.2 :
T(φ) =


λ 0 0 0
0 1
λ
0 0
0 0 λ 0
0 0 0 1
λ

 , φ =


0 X 0 T
λX 0 λZ 0
0 Z 0 Y
λT 0 µλY 0


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avec λ2 6= 1, XY − ZT 6= 0. On a rg(Q(φ)) = 4.
Cas 1.3 :
T(φ) = IW , φ = matrice syme´trique,
On a rg(Q(φ)) = 4.
Cas 1.4 :
T(φ) = −IW , φ = matrice antisyme´trique,
Cas 1.5 :
T(φ) =


1 0 0 0
0 1 0 0
0 0 λ 0
0 0 0 1
λ

 , φ =


α X 0 0
X β 0 0
0 0 0 Y
0 0 λY 0


avec λ 6= 1, (αβ −X2)Y 6= 0. On a rg(Q(φ)) = 4 si λ 6= −1 et sinon rg(Q(φ)) = 2.
Cas 2.1 :
T(φ) =


−1 1 0 0
0 −1 1 0
0 0 −1 1
0 0 0 −1

 , φ =


0 0 0 α
0 0 −α −α
2
0 α −α
2
β
−α 3
2
α −α
2
− β β
2


avec α 6= 0. On a rg(Q(φ)) = 3.
Cas 2.2 :
T(φ) =


−1 1 0 0
0 −1 0 0
0 0 −1 1
0 0 0 −1

 , φ =


0 2α 0 u+ v
−2α α −u− v v
0 u+ v 0 2β
−u− v u −2β β


avec 4αβ − (u+ v)2 6= 0. On a rg(Q(φ)) = 2.
Cas 2.3 :
T(φ) =


λ 1 0 0
0 λ 0 0
0 0 1
λ
1
0 0 0 1
λ

 , φ =


0 0 0 −λ2α
0 0 α β
0 λα 0 0
−λ3α −λ2α+ λβ 0 0


avec λ2 6= 1, α 6= 0. On a rg(Q(φ)) = 4.
Cas 2.4 :
T(φ) =


1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1

 , φ =


0 0 0 α
0 ǫ −α β − α
0 −α 0 0
α β 0 γ


avec α 6= 0. On a rg(Q(φ)) = 4.
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Cas 2.5 :
T(φ) =


1 0 0 0
0 1 1 0
0 0 1 1
0 0 0 1

 , φ =


α 0 0 β
0 0 0 γ
0 0 −γ 0
β γ γ ǫ


avec αγ 6= 0. On a rg(Q(φ)) = 4.
Cas 2.6 :
T(φ) =


λ 0 0 0
0 1
λ
0 0
0 0 −1 1
0 0 0 −1

 , φ =


0 −α 0 0
λα 0 0 0
0 0 0 −β
0 0 β −β
2


avec λ2 6= 1, αβ 6= 0. On a rg(Q(φ)) = 3.
Cas 2.7 :
T(φ) =


−1 0 0 0
0 −1 0 0
0 0 −1 1
0 0 0 −1

 , φ =


0 −α 0 0
α 0 0 γ
0 0 0 β
0 −γ −β β
2


avec αβ 6= 0. On a rg(Q(φ)) = 1.
Cas 2.8 :
T(φ) =


1 0 0 0
0 1 0 0
0 0 −1 1
0 0 0 −1

 , φ =


a c 0 0
c d 0 0
0 0 0 α
0 0 −α α
2


avec α(ad− c2) 6= 0. On a rg(Q(φ)) = 3.
Les cas 1.x sont ceux ou` T(φ) est diagonalisable les cas 2.x sont ceux ou` elle ne l’est pas. Dans
le cas ge´ne´ral les re´sultats de [8] permettent de de´terminer toutes les GL(W )-orbites des φ et
T(φ) correspondants.
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3. Congruences quadratiques (cas ge´ne´ral)
3.1. De´finition
Soient n ≥ 3 un entier, V un C-espace vectoriel de dimension n, et Pn−1 = P(V ). Soit W0 un
sous-espace vectoriel de dimension n+1 de H0(Pn−1,O(2)). On appelle congruence quadratique
un morphisme rationnel
σ : Pn−1 −→ P(W0) = Pn
tel que :
1. σ∗(O(1)) = O(2) .
2. σ∗ : W ∗0 −→ H
0(Pn−1,O(2)) induit un isomorphisme W
∗
0 ≃W0 aussi note´ σ
∗.
3. Pour tout point P de P2 ou` σ est de´fini, on a P ∈ σ(P ), σ(P ) e´tant vu comme une
quadrique de Pn−1.
Si de plus σ induit un isomorphisme birationnel Pn−1 ≃ σ(Pn−1), et si φS est de rang au moins
n on dit que σ est re´gulie`re. Si n = 3 on dit que σ est une congruence quadratique plane.
Soit φ ∈ Isom(W,W ∗). On dit que σ est une re´alisation ge´ome´trique de φ par des quadriques
de W0 s’il existe un isomorphisme η : W ≃W0 tel que φ soit la compose´e
W
η
−→ W0
(σ∗)−1
−−−→ W ∗0
tη
−−→ W ∗
On identifie dans ce cas W et W0, σ
∗ et φ−1.
3.1.1. Lemme : 1 - Le morphisme σ est a` valeurs dans Q(φ), et pour tous points P ,Q de
Pn−1 ou` σ est de´fini, on a Q ∈ σ(P ) si et seulement si φ(σ(P )).σ(Q) = 0 .
2 - L’image de σ est dense dans Q(φ), et φS est de rang au moins 3.
De´monstration. La de´monstration de 1- est la meˆme que celle de [4], lemme 2.5. Puisque
l’image de Q(φ) n’est pas contenue dans un hyperplan, 2- en de´coule imme´diatement.
3.2. Congruences quadratiques normales
Le cas le plus inte´ressant est celui ou` W0 est l’espace des formes quadratiques s’annulant sur
une sous-varie´te´ ferme´e C de Pn−1 de codimension 2 en chacun de ses points. Dans ce cas C
est ne´cessairement une quadrique d’un hyperplan de Pn−1, en vertu de la
3.2.1. Proposition : Soit C une sous-varie´te´ ferme´e de Pn−1 de codimension 2 en chacun
de ses points. Alors les 2 assertions suivantes sont e´quivalentes :
1. Il existe un hyperplan H de Pn−1 tel que C soit une quadrique de H.
2. L’ide´al de C contient n+ 1 formes quadratiques line´airement inde´pendantes.
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De´monstration. Je pense que ce re´sultat est classique. J’en donne cependant une esquisse de
de´monstration. Il est imme´diat que 1- entraine 2-. Prouvons la re´ciproque. Supposons que 2-
soit vraie.
Soit W = H0(IZ(2)), qui est de dimension ≥ n+ 1. Supposons que P(W ) contienne une
quadrique Q de rang r ≥ 5. Alors C est une hypersurface de Q. D’apre`s le the´ore`me de Klein
(cf. [10], Ex. II.6.5), C est l’intersection comple`te de Q et d’une hypersurface S de Pn−1.
L’ide´al de C est donc engendre´ par des e´quations q et φ de Q, S respectivement. Il en de´coule
d’apre`s 2- que φ doit eˆtre de degre´ 1, ce qui de´montre 1-.
On peut donc supposer que toutes les formes quadratiques de W sont de rang ≤ 4. Soit r leur
rang maximal. On voit aise´ment que les quadriques associe´es ont un Pn−r en commun, et on
se rame`ne ainsi au cas ou` r = n et n = 3 ou 4. Traitons par exemple le cas le plus difficile :
n = 4. On prend une quadrique lisse Q ≃ P1 × P1 de P(W ). Alors C est une section d’un fibre´
O(a, b) dans Q, avec a+ b ≤ 4 (car C est contenue dans l’intersection de deux quadriques). On
montre ensuite que le seul cas possible est (a, b) = (1, 1), en remarquant que dans les autres cas
l’ide´al de C ne contient pas 5 formes quadratiques line´airement inde´pendantes. Ceci de´montre
1-.
Les congruences quadratiques Pn−1 −→ P(W ) sont dites normales. Ce sont les seuls types de
congruences quadratiques que l’on e´tudiera ici. Il en existe d’autres (cf. 4).
Soient C une quadrique d’un hyperplan H de Pn−1, W l’espace vectoriel de dimension n + 1
des quadriques de Pn−1 contenant C. Soient σ : Pn−1 −→ P(W ) une congruence quadratique,
φ : W ≃ W ∗ l’isomorphisme associe´, et r le rang de Q(φ). On notera H(σ) = H et C(σ) = C.
On pose m = rg(C(σ)). On peut supposer que Pn−1 est muni des coordonne´es x1, . . . , xn,
que H(σ) est de´fini par l’e´quation xn = 0, et C(σ) est de´fini dans H(σ) par l’e´quation
x21 + · · ·+ x
2
m = 0. On munit W de la base (x1xn, . . . , x
2
n, x
2
1 + · · ·+ x
2
m). On conside`re la
matrice (n+ 1)× (n+ 1)
Jm =


1 0 . . . . . . . 0 0
0 1 0 . . . . . . . 0
. . . . . . . . . . 0
. . . . . . . . . . 0
0 . . . . 1 0 . . . 0
0 . . . . 0 0 . . . 0
. . . . . . . . . . .
. . . . . . . . . . .
0 . . . . . . . . 0 0
0 . . . . . . . 0 0 −1
2
0 . . . . . . . 0 −1
2
0


dont les seuls termes non nuls de la diagonale sont les m premiers termes, e´gaux a` 1. Alors on
voit aise´ment qu’il existe une matrice (n+ 1)× (n+ 1) antisyme´trique M telle que la matrice
de φ−1 relativement a` la base pre´ce´dente de W soit, a` un scalaire multiplicatif pre`s de la
forme M + Jm. Le rang de φ
−1
S est alors m+ 2, ainsi donc que celui de φS. On en de´duit
imme´diatement la
GE´OME´TRIE ORTHOGONALE NON SYME´TRIQUE 9
3.2.2. Proposition : Le rang de C(σ) est r − 2, (φ−1)S ne de´pend que de W et σ induit un
isomorphisme birationnel Pn−1 ≃ σ(Pn−1).
On de´duit aussi de ce qui pre´ce`de le
3.2.3. Lemme : La restriction de σ a` H(σ) est constante, et σ(H(σ)) est une quadrique
de´ge´ne´re´e, dont une des composantes est H(σ).
On notera L(σ) l’autre composante de σ(H(σ)). C’est un hyperplan de Pn−1. Avec les notations
pre´ce´dentes, si M = (aij), l’e´quation de L(σ) est
n∑
i=1
an+1,iXi −
1
2
Xn = 0.
3.3. Caracte´risation des congruences quadratiques
3.3.1. Proposition : Soient W0 un sous-espace vectoriel de dimension n+ 1 de
H0(Pn−1,O(2)) et σ : Pn−1 → P(W0) un morphisme rationnel dont l’image n’est pas contenue
dans un hyperplan, et tel que pour tout P ∈ Pn−1 ge´ne´ral on ait P ∈ σ(P ). Si P ∈ Pn−1, on
note Fσ(P ) l’adhe´rence du lieu des points Q tels que σ soit de´fini en Q et P ∈ σ(Q). Alors σ
est une congruence quadratique si et seulement si pour tout point ge´ne´ral P de Pn−1, Fσ(P ) est
un point de de P(W0).
De´monstration. Posons L = σ∗(O(1)), et soit σ∗ : W ∗0 −→ H
0(L) l’application line´aire as-
socie´e a` σ. Soient x ∈ V au dessus de P , et φx ∈ W
∗
0 de´fini par φx(q) = q(x). Alors σ
∗(φx)
s’annule exactement sur Fσ(P ). Il en de´coule d’apre`s la condition 2 de 3.1 que si σ est une
congruence quadratique, alors Fσ(P ) est une quadrique e´le´ment de P(W0).
Re´ciproquement, supposons que pour un point ge´ne´ral P de Pn−1, Fσ(P ) soit une quadrique
appartenant a` P(W0). Il faut prouver que les proprie´te´s 1- et 2- de 3.1 sont ve´rifie´es. En
choisissant n+ 1 points x1, . . . , xn+1 de V tels que (φxi) soit une base de W
∗
0 on se rame`ne au
cas ou` relativement a` une base convenable de W0, σ est de la forme
σ = (φp1, . . . , φ
p
n+1)
p e´tant un entier positif et φ1, . . . , φn+1 ∈ W0.
Montrons que p = 1. Le morphisme
P(V ) −→ P(W ∗0 )
Cx 7−→ Cφx
a pour image une quadrique. Il en de´coule qu’il existe une quadrique Q de Pn telle que pour
tout (λ1, . . . , λn+1) ∈ Q il existe un φ ∈ W0 tel que
λ1φ
p
1 + · · ·+ λn+1φ
p
n+1 = φ
p.
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Puisque l’image de σ n’est pas contenue dans un hyperplan, φp1, . . . , φ
p
n+1 sont line´airement
inde´pendants dans S2pV ∗. La quadrique Q contient des droites. Cela signifie qu’il existe des
e´le´ments line´airements inde´pendants ψ1, ψ2 de W0 tels que toute combinaison line´aire de ψ
p
1
et ψp2 soit de la forme ψ
p, avec ψ dans W0. Ceci est impossible si p > 1, comme on peut le
voir par exemple en se restreignant a` des droites de Pn−1. Il est maintenant imme´diat que les
conditions 1- et 2- de 3.1 sont ve´rifie´es.
3.3.2. Proposition : Avec les notations de la proposition 3.3.1, le morphisme rationnel
Pn−1 −→ P(W )
P 7−→ Fσ(P )
est une congruence quadratique.
De´monstration. Notons τ le morphisme pre´ce´dent. Il suffit de ve´rifier que les conditions de la
proposition 3.3.1 sont ve´rifie´es par τ . Il est imme´diat que pour un point ge´ne´ral P de Pn−1 on
a Fτ (P ) = σ(P ), donc Fτ (P ) est bien une quadrique. D’autre part, si x ∈ V est au dessus de
P on a vu que σ∗(φx) est une e´quation de Fσ(P ). Comme σ
∗ est un isomorphisme de W ∗0 sur
W0 et que les φx engendrent W
∗
0 , on voit que l’image de τ ne peut pas eˆtre contenue dans un
hyperplan de P(W0).
3.3.3. La congruence quadratique de la proposition 3.3.2 est appele´e la transpose´e de σ et est
note´e tσ. Notons que l’isomorphisme W0 ≃W
∗
0 associe´ a`
tσ est le transpose´ de celui qui est
associe´ a` σ. On a t(tσ) = σ.
3.4. Translation associe´e
Soit σ une congruence quadratique induisant un isomorphisme birationnel Pn−1 ≃ σ(Pn−1).
Soit φ = (σ∗)−1. On note
T(σ) = σ−1 ◦ T(φ) ◦ σ,
qu’on appelle la translation associe´e a` σ.
3.4.1. Lemme : Soit P est un point de Pn−1 ou` σ est de´finie. Alors σ est aussi de´finie en
T(σ)(P ) et T(σ)(P ) ∈ σ(P ).
De´monstration. Imme´diat.
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3.4.2. Proposition : Soient σ une congruence quadratique re´gulie`re ou normale,
φ : W0 ≃W
∗
0 l’isomorphisme associe´. Alors
tσ est aussi re´gulie`re, et on a
T(tσ) = T(σ)−1.
De´monstration. Le cas ou` σ est normale de´coule du § 3.5. Supposons donc σ re´gulie`re. Soit
φ = (σ∗)−1 : W0 ≃W
∗
0 . Si P est un point de Pn−1 ou` σ est de´finie, on note W (P ) le sous-espace
vectoriel de W0 constitue´ de u tels que φ(u)σ(P ) = 0. Puisque φS est de rang au moins n
et l’image de σ dense dans Q(φ) (d’apre`s le lemme 3.1.1), pour un P ge´ne´rique W (P ) est un
hyperplan de W0 et φS est non de´ge´ne´re´e sur W (P ). Il faut montrer que
tσ est injective sur un
ouvert de Pn−1. Supposons que ce ne soit pas le cas. Alors il existe deux points distincts Q0,
Q1 de Pn−1 ou` σ est de´finie, tels que pour i = 0, 1 W (Qi) soit un hyperplan de W0, que φS soit
non de´ge´ne´re´e sur W (Qi) et
tσ(Q0) =
tσ(Q1). Cela entraine que les quadriques de la forme
σ(Q) qui passent par Q0 sont les meˆmes que celles qui passent par Q1. D’apre`s le lemme 3.1.1,
ceci e´quivaut a` Q(φ) ∩W (Q0) = Q(φ) ∩W (Q1). Puisque φS est non de´ge´ne´re´e sur W (Q0) et
W (Q1), on en de´duit que W (Q0) =W (Q1). Puisque φS est non de´ge´ne´re´e, ceci entraine que
Q0 = Q1. Donc
tσ est injective sur un ouvert de Pn−1. Le reste de la proposition 3.4.2 est
e´vident.
3.5. Construction ge´ome´trique des congruences quadratiques normales
Soient n un entier tel que n ≥ 3, W un C-espace vectoriel de dimension n+ 1, φ : W −→ W ∗
un isomorphisme. On suppose que la quadrique Q(φ) est non de´ge´ne´re´e. Soit r ≥ 3 son rang.
Si X ⊂ P(W ), rappelons qu’on note X⊥ (resp. ⊥X) le sous-espace line´aire de P(W ) constitue´
des points Cy tels que xφ(y) = 0 (resp. yφ(x) = 0) pour tout point x de W au dessus d’un
point de X .
Soient O un point lisse de Q(φ) et
π = πO : P(W )\{O} −→ Pn−1
la projection de centre O. Plus concre`tement, on peut conside´rer que Pn−1 est un hyperplan de
P(W ) ne contenant pas O et pour tout point P de P(W ) diffe´rent de O, π(O) est l’intersection
de Pn−1 et de la droite OP .
3.5.1. Lemme : Soit TO l’hyperplan tangent a` Q(φ) en O. L’image par π de Q(φ) ∩ TO est
une quadrique C de l’ hyperplan π(TO) de Pn−1. Le rang de C est e´gal a` r − 2.
De´monstration. On peut choisir des coordonne´es inde´pendantes x0, . . . , xn dans P(W ) de telle
sorte que l’e´quation de Q(φ) soit x20 + · · ·+ x
2
r−1 = 0, et que O soit le point (1, i, 0, . . . , 0).
L’e´quation de TO est alors x0 + ix1 = 0. On peut aussi supposer que Pn−1 est l’hyperplan
d’e´quation x0 = 0, muni des coordonne´es x1, . . . , xn. Dans ce cas, π(TO) est l’hyperplan de
Pn−1 d’e´quation x1 = 0, et C la quadrique d’e´quation x
2
2 + · · ·+ x
2
r−1 = 0, qui est bien de rang
r − 2.
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On note W0 l’espace vectoriel de dimension n + 1 des quadriques de Pn−1 contenant C. Il
est imme´diat que si H est un hyperplan de P(W ), π(Q(φ) ∩H) est une quadrique de Pn−1
contenant C, qu’on notera S(H). On a des isomorphismes
τ : P(W ) −→ P(W0)
P 7−→ S(P⊥)
et
τ ′ : P(W ) −→ P(W0)
P 7−→ S(⊥P )
Notations : On notera pour simplifier de la meˆme fac¸on un point P d’un espace projectif, et
un point de l’espace vectoriel correspondant au dessus de P . Si u est un e´le´ment d’un espace
vectoriel et f un e´le´ment de son dual, on notera u.f ou f.u le scalaire image de u par f .
Si Q est un point de Pn−1\C, on note η(Q) le point commun a` la droite OQ et a` Q(φ) autre
que O. On a
η(Q) = (Q.φ(Q))O − (Q.φ(O) +O.φ(Q))Q
= (Q.φS(Q))O − (Q.φS(O) +O.φS(Q))Q.
Si P ∈ P(W ), on a doncQ ∈ τ(P ) si et seulement si P.φ(η(Q)) = 0, etQ ∈ τ ′(P ) si et seulement
si P.tφ(η(Q)) = 0.
On conside`re les morphismes rationnels
σ : Pn−1 −→ P(W0)
Q 7−→ S(⊥η(Q))
et
σ′ : Pn−1 −→ P(W0)
Q 7−→ S(η(Q)⊥)
Si P , Q sont des points ge´ne´raux de Pn−1 on a donc P ∈ σ(Q) (resp. P ∈ σ
′(Q)) si et seulement
si η(P ).φ(η(Q)) = 0 (resp. η(Q).φ(η(P )) = 0).
3.5.2. Proposition : Les morphismes σ et σ′ sont des congruences quadratiques. On a
σ′ = tσ et l’isomorphisme W0 ≃W
∗
0 associe´ a` σ est φ.
De´monstration. Pour tout point P de Pn−1, on note ΦP la forme line´aire q 7−→ q(P ). On
commence par e´valuer σ∗(ΦP ), pour tout point P de Pn−1\C. Soit Q ∈ Pn−1. Alors on a
σ∗(ΦP )(Q) = η(P ).φ(η(Q)).
Donc τ(η(P )) = σ∗(ΦP ). On a d’autre part, pour tout w ∈ W ,
tτ(ΦP )(w) = w.φ(η(P )). Il
en de´coule, les ΦP engendrant W
∗
0 , que σ
∗ est a` valeurs dans W0 et que
tτ ◦ (σ∗)−1 ◦ τ = φ. La
proposition 3.5.2 s’en de´duit imme´diatement.
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On a donc H(σ) = π(TO) et C(σ) = C.
3.5.3. Proposition : On a L(σ) = π(O⊥).
De´monstration. Si P est un point ge´ne´ral de H(σ), on a η(P ) = O, donc π(O⊥) ⊂ σ(P ). Si
T0 6= O
⊥ on a donc L(σ) = π(O⊥). Le cas T0 = O
⊥ s’en de´duit par continuite´.
La translation T(σ) s’interpre`te de la fac¸on suivante : si P ∈ Pn−1, on a
T(σ)(P ) = π(T(φ)(η(P ))).
On en de´duit la
3.5.4. Proposition : Les proprie´te´s suivantes sont e´quivalentes :
1. On a T0 = O
⊥.
2. On a L(σ) = H(σ).
3. La translation T (σ) est line´aire.
De´monstration. L’e´quivalence des deux premie`res proprie´te´s pre´ce´dentes de´coule du lemme
3.5.3. Supposons que 1- soit ve´rifie´e. Soit K un hyperplan de Pn−1. Alors les points η(Q),
Q ∈ K sont dans K ′ ∩Q(φ), ou` K ′ = π−1(K) est un hyperplan de P(W ) passant par O. On
a T(σ)(K) = π(T(φ)(K ′ ∩Q(φ)), et T(φ)(K ′ ∩Q(φ)) est contenu dans T(φ)(K ′), qui est un
hyperplan de P(W ). Son image par π est contenue dans un hyperplan de Pn−1 car puisque
T0 = O
⊥, on a d’apre`s le lemme 2.1.1, T(φ)(O) = O, d’ou` O ∈ T(φ)(K ′). Il en de´coule que
T(σ) est line´aire. Re´ciproquement, si T(σ) est line´aire, le raisonnement pre´ce´dent montre que
pour tout hyperplan K ′ de P(W ) passant par O ge´ne´ral, T(φ)(K ′) passe aussi par O, d’o`u il
de´coule que T(φ)(O) = O dans P(W ) et T0 = O
⊥ d’apre`s le lemme 2.1.1.
3.5.5. The`ore`me : Toute congruence quadratique normale peut s’obtenir par la me´thode
pre´ce´dente.
De´monstration. On emploie des notations le´ge`rement diffe´rentes de celles de 3.2. On munit
Pn de coordonne´es inde´pendantes x1, . . . , xn+1. On suppose que Pn−1 ⊂ Pn est l’hyperplan
d’e´quation xn+1 = 0, muni des coordonne´es x1, . . . , xn, que Q(φ) est la quadrique d’e´quation
x2n−m+1 + · · ·+ x
2
n+1 = 0,
et que O = (0, . . . , i, 1). Alors TO est l’hyperplan d’e´quation ixn + xn+1 = 0. L’hyperplan
π(TO) de Pn−1 est de´fini par l’e´quation xn = 0 et C est la quadrique de π(TO) d’e´quation
x2n−m+1 + · · ·+ x
2
n−1 = 0.
L’isomorphisme φ a une matrice du type(
0 0
0 Im+1
)
+ A,
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ou` Im+1 est la matrice identite´ (m+ 1)× (m+ 1) et A = (αij) une matrice antisyme´trique. Si
P = (x1, . . . , xn) ∈ Pn, on calcule aise´ment qu’on a, en posant s(P ) = x
2
n−m+1 + · · ·+ x
2
n−1,
η(P ) =


−2ix1xn
.
.
.
−2ixn−1xn
is(P )− ix2n
s(P ) + x2n


.
On va montrer que toute congruence quadratique σ : Pn−1 −→ P(W0) peut s’obtenir
par la construction ge´ome´trique de´crite pre´ce´demment en utilisant un φ convenable (c’est-
a`-dire une matrice antisyme´trique A convenable). On munit W0 de la base
(p1, . . . , pn+1) = (x1xn, . . . , xn−1xn, x
2
n, x
2
n−m+1 + · · ·+ x
2
n−1).
Soit
N =
(
0 2
2 0
)
Alors σ est de´finie par une matrice (m+ 1)× (m+ 1) B = (bij) de la forme
B =
(
−4Im−1 0
0 N
)
,
c’est-a`-dire que si P et Q sont des points de Pn−1, on a P ∈ σ(Q) si et seulement si∑
1≤k,j≤n+1
bjkpk(P )pj(Q) = 0.
En utilisant le fait que P ∈ σ(Q) si et seulement si η(Q).φ(η(P )) = 0, on voit qu’on doit avoir
bij = −4αkj si 1 ≤ k, j ≤ n− 1,
bkn = −2αkn − 2iαk,n+1 si 1 ≤ k ≤ n− 1,
bk,n+1 = 2αkn − 2iαk,n+1 si 1 ≤ k ≤ n− 1,
bn,n+1 = 2iαn,n+1.
Il est donc clair qu’on peut bien choisir une matrice antisyme´trique A ade´quate.
3.6. E´quivalence de congruences quadratiques
Soit σ : Pn−1 = P(V ) −→ Pn = P(W0) une congruence quadratique. Donc W0 est un sous-
espace vectoriel de dimension n+ 1 de H0(Pn−1,O(2)). On note GW0 le sous-groupe de GL(V )
constitue´ des e´le´ments qui laissentW0 invariant. On note Cong(W0) l’ensemble des congruences
quadratiques a` valeurs dans P(W0). On a une action de GW0 sur Cong(W0) de´finie par :
(α.σ)(P ) = α−1(σ(α(P )))
pour P ∈ Pn−1 et α ∈ GW0.
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Le morphisme
ΦW0 : Cong(W0) −→ Isom(W0,W
∗
0 )
σ 7−→ (σ∗)−1 = φ
est compatible avec le morphisme de groupes e´vident GW0 −→ GL(W0).
Si W0 est l’espace des e´quations de quadriques contenant une quadrique C d’un hyperplan de
Pn−1 (autrement dit si on s’inte´resse a` des congruences quadratiques normales), GW0 est le
groupe des e´le´ments de GL(V ) laissant C invariante. On notera alors
GC = GW0, Cong(C) = Cong(W0), ΦC = ΦW0 .
On montre au § 4.4 que si n = 3, les fibres du morphisme quotient
Cong(C)/GC −→ Isom(W0,W
∗
0 )/GL(W0)
sont finies. J’ignore si c’est le cas si n > 3. Il est vraisemblable que non car si n > 3, et
φ ∈ Isom(W0,W
∗
0 ), on a en ge´ne´ral dim(Gφ) < dim(Q(φ)) (cf. [8], 3.5.2), Gφ de´signant le
stabilisateur de φ dans GL(W0), c’est-a`-dire le groupe des isome´tries de la forme biline´aire
induite par φ.
4. Congruences quadratiques planes
On reprend les notations de 3.
4.1. Classification des congruences quadratiques
4.1.1. Proposition : Soit σ : P2 −→ P(W ) une congruence quadratique. Alors on est dans
l’un des trois cas suivants :
1) P(W ) est l’espace des coniques passant par deux points fixes distincts de P2.
2) P(W ) est l’espace des coniques passant par un point fixe de P2 et tangentes a` une droite fixe
de P2 en ce point.
3) P(W ) est l’espace des coniques invariantes par une involution non triviale de P2.
Dans les cas 1 et 2, σ induit un isomorphisme birationnel P2 ≃ Q(φ).
(cf. [4], prop. 2.6).
Dans le cas 1 (resp. 2,3) on dit que σ est une congruence quadratique de type 1 (resp. 2,3).
Dans les cas 1 et 2 on est en pre´sence de congruences quadratiques normales (cf. 3.2). Il est
facile de trouver des exemples du cas 3, qui montrent qu’il existe des congruences quadratiques
non normales.
Dans ce qui suit on s’inte´resse exclusivement aux cas 1 et 2.
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Soit
π : S2W −→ H0(P2,O(4))
la restriction du morphisme canonique S2(H0(P2,O(2))) −→ H
0(P2,O(4)). Dans les 3 cas
de la proposition pre´ce´dente, ker(φ) est de dimension 1. Un ge´ne´rateur ψ de ker(φ) est une
e´quation de l’image de Q(φ) par l’isomorphisme P(W ) ≃ P(W ∗) de´duit de φ (c’est la quadrique
de P(W ∗) d’e´quation x.φ−1(x) = 0). On a aussi
ψ = (φ−1)S.
On en de´duit le re´sultat suivant, qui de´coule aussi du the´ore`me 3.5.5 :
4.1.2. Proposition : Soit φ ∈ Isom(W,W ∗). Alors
1 - φ admet une re´alisation ge´ome´trique par des coniques de type 1 si et seulement si Q(φ) est
de rang 4.
2 - φ admet une re´alisation ge´ome´trique par des coniques de type 2 si et seulement si Q(φ) est
de rang 3.
De´monstration. Soit σ : P2 −→ P(W ) un congruence quadratique de type 1 ou 2. On peut
donc trouver des coordonne´es inde´pendantes X , Y , Z dans V de telle sorte qu’on ait la base
suivante (e0, e1, e2, e3) dans W :
Cas 1 : e0 = XY , e1 = Y Z, e2 = XZ, e3 = Z
2, ker(π) =<e0e3 − e1e2>.
Cas 2 : e0 = XZ, e1 = Y
2, e2 = Y Z, e3 = Z
2, ker(π) =<e22 − e1e3>.
On en de´duit imme´diatement que si φ admet une re´alisation ge´ome´trique par des coniques de
type 2, alors Q(φ) est de rang 3 et si φ admet une re´alisation ge´ome´trique par des coniques de
type 1, alors Q(φ) est de rang 4.
Re´ciproquement, on munit V de la base duale de (X, Y, Z). On conside`re les matrices
A1 =


0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0

 , A2 =


0 0 0 0
0 0 0 −1
0 0 2 0
0 −1 0 0

 ,
Soit φ ∈ Isom(W,W ∗). Si rg(Q(φ)) = 4, relativement a` une base convenable de V , la matrice
de φ−1 s’exprime sous la forme de la somme de A1 et d’une matrice antisyme´trique :
φ−1 =


0 a b c+ 1
−a 0 d− 1 e
−b −d − 1 0 f
−c + 1 −e −f 0

 .
On de´finit alors σ par
σ(<x, y, z>) = <(−ayz − bxz + (1− c)z2)XY + (axy − (d+ 1)xz − ez2)Y Z
+(bxy + (d− 1)yz − fz2)XZ + ((c+ 1)xy + eyz + fxz)Z2> .
et on obtient ainsi une re´alisation ge´ome´trique de φ par des coniques de type 1. L’autre cas est
analogue, en utilisant la matrice A2.
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4.2. Translation associe´e
Supposons que rg(Q(φ)) = 4, et que la matrice de φ−1 relativement a` XY , Y Z, XZ, Z2 soit
φ−1 =


0 a b c+ 1
−a 0 d− 1 e
−b −d − 1 0 f
−c + 1 −e −f 0

 .
Soit θ = af + cd− be. On a alors
T(σ)(x, y, z) = (L1L4, L2L3, L2L4),
avec
L1 = (θ + c+ d+ 1)x+ 2ez, L2 = −2bx + (θ − c− d+ 1)z,
L3 = (θ − c+ d− 1)y − 2fz, L4 = 2ay + (θ − d+ c− 1)z.
Supposons que rg(Q(φ)) = 3, et que la matrice de φ−1 relativement a` XZ, Y 2, Y Z, Z2 soit
φ−1 =


0 a b c
−a 0 d e− 1
−b −d 2 f
−c −e− 1 −f 0

 .
Soient θ = af + cd− be, ∆ = det(φ−1). On a alors
T(σ)(x, y, z) = (V1, L1L2, L
2
2),
avec
L1 = (θ + b)y + 2cz, L2 = −2ay + (θ − b)z,
V1 = ∆xz − 2(θd− 2ae+ 2a+ bd)y
2 − 4(θe− af + cd+ b)yz − 2(θf − 2ec− bf + 2c)z2.
On en de´duit apre`s quelques calculs le cas particulier suivant de la proposition 3.5.4 :
4.2.1. Lemme : La translation T(σ) est line´aire si et seulement si on est dans un des deux
cas suivants :
1. On a rg(Q(φ)) = 4, a = b = 0 et
T (x, y, z) = ((d+ 1)((c+ 1)(d+ 1)x+ 2ez), (d − 1)((c+ 1)(d− 1)y − 2fx), (c− 1)(d2 − 1)z).
2. On a rg(Q(φ)) = 3, a = d = 0 et
T (x, y, z) = (ex− 4(e2 − 1)y − 2(f(e+ 1) +
2ec
b
)z, (e− 1)y −
2c
b
z, (e + 1)z).
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4.3. Lieu des coniques de´ge´ne´re´es
Soit σ : P(V ) −→ P(W ) une congruence quadratique de type 1 ou 2. L’espace de coniques
W contient des coniques de´ge´ne´re´es. On munit W de la base de´crite dans la proposition
4.1.2. Pour le type 1, une conique d’e´quation uXY + vY Z + wXZ + tZ2 = 0 est de´ge´ne´re´e
si et seulement si on a u(vw − ut) = 0. Dans ce cas le lieu des coniques de´ge´ne´re´es est donc
la re´union d’un plan et d’une quadrique de P(W ). Pour le type 2, une conique d’e´quation
uXZ + vY 2 + wY Z + tZ2 = 0 est de´ge´ne´re´e si et seulement si on a uv = 0. Dans ce cas le
lieu des coniques de´ge´ne´re´es est la re´union de deux plans de P(W ).
On note D(σ) le lieu des points P de P (V ) tels que σ(P ) soit de´ge´ne´re´e.
Supposons que σ soit de type 1. Alors en ge´ne´ral D(σ) est la re´union de 6 droites de P(V ).
On choisit des coordonne´es inde´pendantes x,y,z sur P(V ) de telle sorte que P0 = (1, 0, 0),
P1 = (0, 1, 0). Supposons que pour ces coordonne´es σ soit de´finie par la matrice

0 a b c+ 1
−a 0 d− 1 e
−b −d − 1 0 f
1− c −e −f 0

 .
Alors en ge´ne´ral D(σ) est constitue´ de L(σ) et des 5 droites de´finies par l’e´quation
(−ay − bx+ (1− c)z)(ay2 + (c− d)yz + fz2)(bx2 + (c+ d)xz + ez2) = 0.
Supposons que σ soit de type 2. Alors en ge´ne´ral D(σ) est la re´union de 4 droites de P(V ).
On choisit des coordonne´es inde´pendantes x,y,z sur P(V ) de telle sorte que P0 = (1, 0, 0) et
que ℓ soit la droite d’e´quation z = 0. Supposons que pour ces coordonne´es σ soit de´finie par
la matrice 

0 a b c
−a 0 d e− 1
−b −d 2 f
−c −e− 1 −f 0

 .
Alors en ge´ne´ral D(σ) est constitue´ de L(σ) et des 3 droites de´finies par l’e´quation
(ax− dy − (e+ 1)z)(ay2 + byz + cz2) = 0.
Il existe ne´anmoins des cas ou` toutes les coniques de l’image de σ sont de´ge´ne´re´es.
4.4. E´quivalence de congruences quadratiques planes
Soit C une quadrique d’un hyperplan ℓ de P(V ) = P2, c’est-a`-dire que C est constitue´e de deux
points distincts, ou est donne´ par un seul point double P0 de ℓ. Soit W0 l’espace des e´quations
de coniques de P2 contenant C.
GE´OME´TRIE ORTHOGONALE NON SYME´TRIQUE 19
4.4.1. The´ore`me : Les fibres du morphisme quotient de´duit de ΦC
Cong(C)/GC −→ Isom(W0,W
∗
0 )/GL(W0)
sont finies.
De´monstration. Pour j = 3, 4 soit Ij(W0) la sous-varie´te´ localement ferme´e de
Isom(W0,W
∗
0 ) constitue´e des φ tels que Q(φ) soit de rang j. Ces sous-varie´te´s sont GL(W0)-
invariantes. On utilise les descriptions de I4(W0))/GL(W0) et I3(W0))/GL(W0) de´coulant du
the´ore`me 2.2.1, dans les deux cas possibles pour C. Par exemple dans le premier cas, on
conside`re des matrices
φ−1 = M =


0 a b c+ 1
−a 0 d− 1 e
−b −d− 1 0 f
−c + 1 −e −f 0


(cf. la de´monstration de la proposition 4.1.2). Tout e´le´ment de I4(W0) est dans l’orbite d’une
telle matrice, relativement a` la base indique´e dans la de´monstration de la proposition 4.1.2. Le
groupe GC est constitue´ des matrices g =

 α 0 u0 β v
0 0 γ

 avec αβγ 6= 0. Alors on a
gM =


0 a1 b1 c1 + δ
−a1 0 d1 − δ e1
−b1 −d1 − δ 0 f1
−c1 + δ −e1 −f1 0


avec δ = αβγ. On peut supposer que δ = 1 pour que gM soit du meˆme type que M , c’est-a`-
dire qu’on conside`re l’action du sous-groupe G0 constitue´ des g tels que αβγ = 1. On a
a1 = αγ
2a, b1 = βγ
2b, c1 = c− αγav − βγbu, d1 = −βγbu+ αγav + d,
e1 = −αβcu− αβdu+ α
2βe+ βbu2, f1 = αβ
2f + αav2 − αβcv + αβdv.
On est alors amene´ a` conside´rer quatre ensembles G0-invariants de matrices M :
M1 = {M ; a 6= 0, b 6= 0}, M2 = {M ; a = 0, b 6= 0},
M3 = {M ; a 6= 0, b = 0}, M4 = {M ; a = 0, b = 0}.
Supposons que M appartienne au premier ensemble. En faisant agir G0 on se rame`ne au cas
ou` a = b = 1, e = f = 0. On obtient donc
M =


0 1 1 c+ 1
−1 0 d− 1 0
−1 −d− 1 0 0
−c + 1 0 0 0


On montre alors (en utilisant e´ventuellement un programme de calcul formel de type Maple)
que sauf si c = d = 0, T(φ) est diagonalisable, et si c = d = 0, on est dans le cas 2.5 de 2.2.2.
Dans tous les cas on peut mettre c et d de manie`re unique sous la forme
c =
1− λ
1 + λ
, d =
µ− 1
1 + µ
.
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(cela de´coule du fait que c et d sont diffe´rents de 1 et −1 car M est non singulie`re). On montre
alors que λ,
1
λ
, µ et
1
µ
sont des valeurs propres de T(φ). Ceci montre que l’application quotient
M1/G0 → I4(W0(P0, P1))/GL(W0(P0, P1)) a des fibres finies. Les autres cas se traitent de la
meˆme manie`re.
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5. Congruences quadratiques obtenues par translation d’une quadrique
5.1. Exemples
5.1.1. Exemple 1
Cet exemple apparaˆıt dans l’e´tude des fibre´s exceptionnels sur P1 × P1 (cf. [15], [16]). Au
point P de coordonne´es x, y, z de P2 on associe la conique σ(x, y, z) d’e´quation
(zX − (x− z)Z)(zY − (y − z)Z)− z2Z2 = 0.
On obtient alors une congruence quadratique de type 1. Si on se limite au plan re´el R2 ⊂ P2,
on associe au point P = (x, y) la translation de vecteur (x− 1, y − 1) de l’hyperbole d’e´quation
XY = 1 (voir la figure 1 ci-dessous).
P
Figure 1
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5.1.2. Exemple 2
Cet exemple apparaˆıt dans l’e´tude des fibre´s exceptionnels sur P3 (cf. [4]). Au point P de
coordonne´es x, y, z de P2 on associe la conique σ(x, y, z) d’e´quation
−z2XZ + (z2 +
yz
2
)Y 2 + (−
y2
2
− 2yz −
4
3
z2)Y Z + (xz + y2 +
4
3
yz)Z2 = 0.
La congruence quadratique de type 2 ainsi obtenue devient plus explicite si on fait le changement
de coordonne´es (non line´aire) suivant :
θ : (X, Y, Z) −→ (Y Z2 +
1
6
X3, XZ2, Z3).
Alors θ−1(σ(θ(x, y, z))) est la cubique d’e´quation
−z3Y Z2 −
1
6
(zX − (x+ 2z)Z)3 +
2
3
z2Z2(zX − (x+ 2z)Z) + yz2Z3 = 0.
Si on se limite au plan re´el R2 ⊂ P2, on associe au point P = (x, y) la translation de vecteur
(x+ 2, y) de la cubique d’e´quation Y = −1
6
X3 − 2
3
X (voir la figure 2 ci-dessous).
(x,y)
(x+2,y) (x+4,y)
Figure 2
Dans ce syste`me de coordonne´es, T(σ) est la translation de vecteur (4, 0) : dans la figure
pre´ce´dente, (x+ 4, y) = T(σ)(x, y).
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5.1.3. Exemple 3
Soient a, b des nombres complexes non nuls tels que a+ b 6= 1. Au point P de coordonne´es x,
y, z de P2 on associe la conique σ(x, y, z) d’e´quation
z2XY − axzY Z − byzXZ + (a+ b− 1)xyZ2 = 0.
Si x, y et z sont non nuls, c’est l’image inverse de la conique d’e´quation
(X − aZ)(Y − bZ)− (1− a)(1− b)Z2 = 0
(qui ne de´pend pas de (x, y, z)) par l’automorphisme de P2
(X, Y, Z) 7−→ (yzX, xzY, xyZ).
Si on se limite au plan re´el R2 ⊂ P2 et si a et b sont re´els, on associe a` (x, y) (x et y e´tant non
nuls) l’image de l’hyperbole d’e´quation (X − a)(Y − b) = (1− a)(1− b) par l’automorphisme
de R2
(X, Y ) 7−→ (
X
x
,
Y
y
).
5.2. Sections de la quadrique universelle
Soient V un C-espace vectoriel de dimension n ≥ 3. Soit Q ⊂ P(S2V ∗)× P(V ) la quadrique
universelle. Il est bien connu qu’il n’existe pas de section rationnelle P(S2V ∗)→ Q. Si
W ⊂ S2V ∗ est un sous-espace vectoriel de dimension n + 1, on note QW la restriction de
Q a` P(W ). On va s’inte´resser a` l’existence de sections rationnelles P(W )→ QW . On com-
mencera par traiter le cas n = 3, ou` on sait caracte´riser les sous-espaces vectoriels W tels qu’il
existe une telle section rationnelle. On traitera ensuite les cas ou` n > 3 et ou`W est l’espace des
e´quations de quadriques contenant une quadrique fixe d’un hyperplan de P(V ). On prouvera
(par re´currence sur n) l’existence d’une section rationnelle de QW .
On suppose maintenant que n = 3.
5.2.1. Lemme : Soient U ,S,T des coordonne´es inde´pendantes sur V . On conside`re le sous-
espace vectoriel H de S2V ∗ constitue´ des coniques d’e´quation aU2 + bS2 + cT 2 = 0. Alors il
n’existe pas de section rationnelle P (H) −→ Q.
De´monstration. Il faut montrer qu’il n’existe pas de polynoˆmes non nuls homoge`nes P ,Q et
R en a, b, c, de meˆmes degre´s tels que aP 2 + bQ2 + cR2 = 0. Supposons qu’il en existe. On
peut supposer qu’ils sont premiers entre eux. En se restreignant a` l’hyperplan a = 0 on obtient
l’e´quation bQ2 = −cR2 qui est impossible si Q et R sont non nuls sur a = 0, car dans le terme
de gauche le facteur premier c apparait avec un exposant pair et dans le terme de droite il
apparait avec un exposant impair. Il en de´coule que Q et R sont divisibles par a, et de meˆme
b divise P et R, et c divise P et Q. On peut donc e´crire
P = bcP ′, Q = acQ′, R = abR′
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et on obtient l’e´quation
bcP ′
2
+ acQ′
2
+ abR′
2
= 0.
En se restreignant a` l’hyperplan a = 0 on voit encore que P ′ est divisible par a, et de meˆme Q′
est divisible par b et R′ par c. Finalement P , Q et R sont divisibles par abc, contrairement a`
l’hypothe`se.
Il existe 6 orbites distinctes de l’action de PGL(V ) sur la grassmannienne Gr(4, S2V ∗) des
sous-espaces vectoriels de dimension 4 se S2V ∗. On le voit plus facilement en conside´rant la
grassmannienne Gr(2, S2V ) des sous-espaces vectoriels de dimension 2 se S2V . On trouve alors
la liste suivante, V e´tant muni d’une base (x, y, z) :
Cas 1 : <x2, y2> – espace des coniques de P(V ∗) qui sont des paires de droites contenant
le point (0, 0, 1), l’une e´tant l’image de l’autre par l’involution de l’orthogonal de ce point
(x, y) −→ (x,−y). Le sous-espace de S2V ∗ de dimension 4 correspondant est un espace de
coniques de type 1.
Cas 2 : <x2, xy> – espace des coniques de P(V ∗) qui sont des paires de droites contenant
le point (0, 0, 1) et dont l’une est la droite x = 0. Le sous-espace de S2V ∗ de dimension 4
correspondant est un espace de coniques de type 2.
Cas 3 : <xy, xz> – espace des coniques de P(V ∗) qui sont des paires de droites dont l’une est
la droite x = 0 et l’autre passe par le point (0, 0, 1). Le sous-espace de S2V ∗ de dimension 4
correspondant est un espace de coniques de type 3.
Cas 4 : <xy, x(x+ y + z)> – espace des coniques de P(V ∗) passant par les points (0, 1, 0),
(0, 1,−1), (1, 0, 0) et (1, 0,−1). C’est le cas ge´ne´rique.
Cas 5 : <xy, z(x+ y)> – espace des coniques de P(V ∗) passant par (1, 0, 0), (0, 1, 0) et (0, 0, 1)
et dont la tangente en (0, 0, 1) est la droite d’e´quation x+ y = 0.
Cas 6 : <xy, z2> – espace des coniques de P(V ∗) contenant les points (1, 0, 0), (0, 1, 0), dont la
tangente en (1, 0, 0) est la droite d’e´quation y = 0 et la tangente en (0, 1, 0) la droite d’e´quation
x = 0.
5.2.2. Proposition : Dans les cas 1,2 et 6 ci-dessus il existe des sections rationnelles
P(W )→ QW de la conique universelle, et dans les autres cas il n’en existe pas.
De´monstration. Les cas 1 et 2 sont imme´diats. Dans le cas 6, on conside`re la base
(XZ, Y Z,X2, Y 2) de W ((X, Y, Z) e´tant la base de V ∗ duale de (x, y, z)). Le morphisme
P(W ) −→ P (V )
aXZ + bY Z + cX2 + dY 2 7−→ (a+ b, a+ b,−c− d)
de´finit une section rationnelle P(W )→ QW .
Il reste a` montrer que dans les cas 3,4 et 5 il n’existe pas de section rationnelle. Une telle
section induirait une section rationnelle de la conique universelle sur tout hyperplan de P(W ).
Notons que dans les cas 3,4 et 5 il existe toujours des coordonne´es U , S, T sur V telles que
P (W ) contienne toutes les coniques d’e´quation aU2 + bS2 + cT 2 = 0 (a, b et c parcourant C).
Le re´sultat est donc une conse´quence du lemme 5.2.1.
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Soit W ⊂ S2V un espace de coniques de type 1 ou 2, de dimension 4. Rappelons (cf. chapitre
4) qu’on dit que W est un espace de coniques de type 1 (resp. 2) s’il existe deux points distincts
P0, P1 de P(V ) (resp. un point P0 et une droite ℓ de P(V ) passant par P0) tels que W soit
l’espace des e´quations de coniques passant par P0 et P1 (resp. passant par P0 et tangentes a` ℓ
en P0). On note W
0 l’ouvert de W constitue´ des coniques lisses.
5.2.3. Proposition : La restriction QW 0 de Q a` P(W
0) est un fibre´ en espaces projectifs
trivial.
De´monstration. Pour le type 1 on conside`re une conique d’e´quation
uXY + vY Z + wXZ + tZ2 = 0.
La condition de lissite´ pour cette conique est u(vw − ut) 6= 0. La matrice
 u(vw − ut) 0 v(vw − ut)0 u w
0 0 vw − ut


de´finit un automorphisme de P(V ) qui induit un isomorphisme entre la conique pre´ce´dente et
la conique d’e´quation XY − Z2 = 0. La proposition 5.2.3 en de´coule imme´diatement. Le cas
du type 2 est analogue.
5.2.4. Le cas n > 3 . On suppose ici que V est de dimension n > 3. Le re´sultat suivant
ge´ne´ralise une partie des propositions 5.2.2 et 5.2.3 :
5.2.5. : Proposition : Soient C une quadrique d’un hyperplan de Pn−1, W le sous-espace
vectoriel de dimension n + 1 de S2V ∗ constitue´ des e´quations des quadriques contenant C, et
W 0 l’ouvert de W correspondant aux quadriques de rang maximal. Alors il existe des sections
de QW 0. Ce dernier est un fibre´ en quadriques trivial sur P(W
0).
De´monstration. Il suffit de montrer qu’il existe un morphisme
Φ : P(W 0) −→ Aut(Pn−1)
et une quadrique Q0 de Pn−1 tels que pour tout Q ∈ P(W
0), Q (vu comme quadrique) soit
l’image re´ciproque de Q0 par Φ(Q). On se rame`me aise´ment au cas ou` les quadriques de P(W0)
sont de rang n.
Si n = 3, en modifiant la proposition 5.2.3 on voit que la quadrique d’e´quation
X20 +X
2
1 +X2(aX0 + bX1 + cX2) = 0
est de rang 3 si et seulement si δ = a2 + b2 − 4c est non nul, et que dans ce cas cette quadrique
est l’image re´ciproque de la quadrique d’e´quation X20 +X
2
1 −X
2
2 = 0 par l’automorphisme de
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P2 donne´ par la matrice

1
2
(δ + 1) 1
2
i (δ − 1) 1
4
(δ(a− ib) + a+ ib)
1
2
i (δ − 1) −1
2
(δ + 1) 1
4
i (δ(a− ib)− a− ib)
0 0 1
2
δ

 .
Cette matrice permet aise´ment de construire Φ dans ce cas.
Supposons le re´sultat prouve´ pout n− 1. La quadrique d’e´quation
X20 + · · ·+X
2
n−2 +Xn−1(α0X0 + · · ·+ αn−1Xn−1) = 0
est de rang n si et seulement si α20 + · · ·+ α
2
n−2 − 4αn−1 6= 0. Supposons que ce soit le cas.
Soit γ un nombre complexe tel que α20 + · · ·+ α
2
n−3 − 4γ 6= 0. Ceci implique que la quadrique
d’e´quation X20 + · · ·+X
2
n−3 +Xn−1(α0X0 + · · ·+ αn−3Xn−3 + γXn−1) = 0 est de rang n− 1.
D’apre`s l’hypothe`se de re´currence, il existe une matrice M = (aij)0≤i,j≤n−3 non singulie`re, et
des scalaires µ0, . . . , µn−3, β, de´pendant alge´briquement de α0, . . . , αn−3, γ et tels que
n−3∑
i=0
(
n−3∑
j=0
aijXj + µiXn−1)
2 − β2X2n−1 =
X20 + · · ·+X
2
n−3 +Xn−1(α0X0 + · · ·+ αn−3Xn−3 + γXn−1).
Soient µn−2, µn−1 des nombres complexes. Alors on a
n−3∑
i=0
(
n−3∑
j=0
aijXj + µiXn−1)
2 + (Xn−2 + µn−2Xn−1)
2 − µ2n−1X
2
n−1 =
X20 + · · ·+X
2
n−2 + (β
2 − µ2n−1 + µ
2
n−2 + γ)X
2
n−1+
Xn−1(α0X0 + · · ·+ αn−3Xn−3 + 2µn−2Xn−2).
On prend maintenant
γ = αn−1 −
α2n−2
4
.
Remarquons qu’on a bien α20 + · · ·+ α
2
n−3 − 4γ 6= 0. On prend ensuite µn−1 = β. On a alors
n−3∑
i=0
(
n−3∑
j=0
aijXj + µiXn−1)
2 + (Xn−2 + µn−2Xn−1)
2 − µ2n−1X
2
n−1 =
X20 + · · ·+X
2
n−2 +Xn−1(α0X0 + · · ·+ αn−1Xn−1),
ce qui de´finit le morphisme voulu Φ.
5.3. Congruences quadratiques obtenues par translations d’une quadrique
Soit V un C-espace vectoriel de dimension n.
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5.3.1. The´ore`me : Soient C une quadrique d’un hyperplan de P(V ), W le sous-espace
vectoriel de dimension n+ 1 de S2V ∗ constitue´ des e´quations des quadriques contenant C et
σ : P(V ) −→ P(W )
une congruence quadratique dont l’image contient au moins une quadrique de rang maximal de
P(W ). Alors il existe un morphisme rationnel
R : P(V ) −→ PGL(V )
et une quadrique C0 de P(V ) tels que pour un point ge´ne´ral P de Pn−1, on ait
R(P )−1(C0) = σ(P ).
De´monstration. De´coule imme´diatement de la proposition 5.2.5.
5.3.2. Remarque : L’image de σ contient toujours une quadrique de P(W ) de rang maximal
si le rang de C n’est pas maximal. Dans le cas contraire il se peut que toute quadrique de
l’image de σ ne soit pas de rang maximal.
5.3.3. Cas des congruences quadratiques planes. On va donner une formule explicite
pour R dans le cas n = 3. Soit σ une congruence quadratique de type 1. On choisit des
coordonne´es inde´pendantes X ,Y ,Z sur P(V ) de telle sorte que P0 = (1, 0, 0), P1 = (0, 1, 0).
Supposons que pour ces coordonne´es σ soit de´finie par la matrice

0 a b c+ 1
−a 0 d− 1 e
−b −d − 1 0 f
1− c −e −f 0

 .
Posons
φXY (x, y, z) = −ayz − bxz + (1− c)z
2, φY Z(x, y, z) = axy − (d+ 1)xz − ez
2,
φXZ(x, y, z) = bxy + (d− 1)yz − fz
2, φZ2(x, y, z) = (c + 1)xy + eyz + fxz.
On a alors
σ(x, y, z) = φXY (x, y, z)XY + φY Z(x, y, z)Y Z + φXZ(x, y, z)XZ + φZ2(x, y, z)Z
2.
Soit
∆ = φY ZφXZ − φXY φZ2.
Soit R le morphisme rationnel P(V ) −→ P(End(V )) de´fini par la matrice
 φXY∆ 0 φY Z∆0 z4φXY z4φXZ
0 0 z2∆

 .
Alors on ve´rifie imme´diatement que R posse`de la proprie´te´ du the´ore`me 5.3.1.
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Le cas des congruences quadratiques de type 2 est beaucoup plus simple. On choisit des
coordonne´es inde´pendantes X ,Y ,Z sur P(V ) de telle sorte que P0 = (1, 0, 0) et que l’e´quation
de ℓ soit Z = 0. Supposons que pour ces coordonne´es σ soit de´finie par la matrice

0 a b c
−a 0 d e− 1
−b −d 2 f
−c −e− 1 −f 0

 .
Posons
φXZ(x, y, z) = −ay
2 − byz − cz2, φY 2(x, y, z) = axz − dyz − (e+ 1)z
2,
φY Z(x, y, z) = bxz + dy
2 + 2yz − fz2, φZ2(x, y, z) = cxz + (e− 1)y
2 + fyz.
On a alors
σ(x, y, z) = φXZ(x, y, z)XZ + φY 2(x, y, z)Y
2 + φY Z(x, y, z)Y Z + φZ2(x, y, z)Z
2.
On de´finit alors R par la matrice 
 φXZ φY Z φZ20 0 −φY 2
0 φY 2 0

 .
Remarques :
1. Dans ce qui pre´ce`de les polynoˆmes de´finissant R pour les congruences quadratiques de
type 1 sont de degre´ 6 (cf. 5.3.4).
2. Le lieu des points de P(V ) ou` les morphismes R pre´ce´dents ne sont pas de´finis est exacte-
ment D(σ) (cf. § 4.3).
5.3.4. Proposition : Soit
σ : P2 = P(V ) −→ P3 = P(W )
une congruence quadratique plane telle que L(σ) = H(σ). Alors il existe un morphisme ra-
tionnel
R : P(V ) −→ PGL(V )
de´fini par des formes quadratiques et une conique C0 de P(V ), tels que pour un point ge´ne´ral
P de P(V ) on ait σ(P ) = R−1(Q).
De´monstration. Soient α0, α1, β0, β1, e,f des nombres complexes tels que
α0 6= α1, α
2
0 − 4α0α1 + α
2
1 − β0 − β1 = 2.
Soient
q0 = Z((β0 + α
2
1)Y − fZ), q1 = Z((β1 + α
2
0)X − eZ),
s0 = (β0β1 − α
2
0α
2
1)XY − β0eY Z − β1fXZ + efZ
2,
s1 = (−β0 − β1 − α
2
0 − α
2
1)XY + eY Z + fXZ,
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s2 = −(α0α
2
1 + α
2
0α1 + α0β0 + α1β1)XY + α1eY Z + α0fXZ.
On de´finit R par
R(X, Y, Z) =

 α
2
0q0 α
2
1q1 s0
q0 q1 s1
α0q0 α1q1 s2

 .
se C0 est la conique de´quation XY − Z
2 = 0. Dans ce cas σ est de´fini par la matrice

0 0 0 c+ 1
0 0 d− 1 e
0 −d− 1 0 f
−c+ 1 −e −f 0


avec
c = 1− (α0 − α1)
2, d = 1 + β0 − α
2
0 + 2α0α1.
Pour le voir on calcule le produit
R(X, Y, Z)

 xy
z

 =

 X0Y0
Z0

 .
L’e´quation de σ(X, Y, Z) n’est pas exactement X0Y0 − Z
2
0 = 0. On constate en fait que
ψ(x, y, z) = X0Y0 − Z
2
0 est divisible par (β0 + α
2
1)Y − fZ et (β1 + α
2
0)X − eZ :
ψ(x, y, z) = ((β0 + α
2
1)Y − fZ)((β1 + α
2
0)X − eZ)q(x, y, z),
et l’e´quation de σ(X, Y, Z) est q(x, y, z) = 0.
5.3.5. Remarque : Dans certains cas il est possible que R puisse eˆtre de´fini par des formes
line´aires. Soient ν, α0, α1,w des nombres complexes tels que
α0 6= α1, ν =
1
(α0 − α1)2
, w 6= 0.
On de´finit R par
R(X, Y, Z) =

 να
2
0Z α
2
1Z −να
2
0X − α
2
1Y + wZ
νZ Z −νX − Y
να0Z α1Z −να0X − α1Y


(C0 e´tant la conique de´quation XY − Z
2 = 0). Dans ce cas σ est de´fini par la matrice

0 0 0 1
0 0 −1 −w
0 −1 0 − w
(α0−α1)2
1 w w
(α0−α1)2
0


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5.3.6. Conjecture : Dans le cas ge´ne´ral, une congruence quadratique normale
σ : Pn−1 −→ P(W ) provient d’un morphisme R : Pn−1 −→ PGL(n) de´fini par des formes
quadratiques si et seulement si on a L(σ) = H(σ).
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5.4. Congruences quadratiques planes obtenues par fixation d’une tangente
5.4.1. Exemple
Au point P de coordonne´es x, y, z de P2 on associe la conique σ(x, y, z) d’e´quation
yzXZ −
z2
2
Y 2 + (yz − xz)Y Z −
y2
2
Z2 = 0.
On obtient ainsi une congruence quadratique de type 2. On a
T(σ)(x, y, z) = (x− 2z, y,−z).
Cette congruence quadratique peut s’interpre´ter de la fac¸on suivante : σ(x, y, z) est l’unique
conique passant par les points (1, 0, 0), (x, y, z), T(σ)(x, y, z), dont la tangente en (1, 0, 0) est
la droite Z = 0, et la tangente en (x, y, z) la droite d’e´quation Xy − (x+ y)Y = 0. Plus
concre`tement, on se limite a` R2 ⊂ P2, les coordonne´es re´elles e´tant X et Z. Au point P
de R2 de coordonne`es x, z on associe l’unique hyperbole dont l’une des asymptotes est la
droite d’e´quation Z = 0, qui contient P et (x− 2,−z), et dont la tangente en P est la droite
d’e´quation X = x (cf. figure 3 ci-dessous).
X=x-2
x-1
X=x
T(P)
P
Z=0
Figure 3
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5.4.2. Cas ge´ne´ral
On ne s’e´tendra pas sur le sujet. On peut comple`tement de´crire une congruence quadratique σ
en spe´cifiant pour tout point P de P2, un point de σ(P ) autre que P (par exemple T(σ)(P )) et
la tangente a` σ(P ) en P . On peut obtenir de telles descriptions en utilisant le the´ore`me 5.3.1.
6. Liste des types de congruences quadratiques
On donne ci-dessous la liste des valeurs possibles des orbites de σ correspondant aux transla-
tions e´nonce´es en 2.2.1, pour les deux premie`res situations de la proposition 4.1.1. Pour les
re´alisations ge´ome´triques par des coniques de type 1, on conside`re les orbites par le groupe
laissant {P0, P1} invariant.
6.1. Re´alisation ge´ome´trique par des coniques de type 1
Cas 1.1. On obtient 3 orbites principales. On obtient d’autres orbites en remplac¸ant λ par
1/λ ou µ par 1/µ. Les matrices σ∗ = φ−1 sont les suivantes :
φ−11.1a =


0 1 1 2
λ+1
−1 0 − 2
µ+1
0
−1 − 2µ
µ+1
0 0
2λ
λ+1
0 0 0

 , φ−11.1b =


0 0 0 2
λ+1
0 0 − 2µ
µ+1
0
0 − 2
µ+1
0 0
2λ
λ+1
0 0 0

 ,
φ−11.1c =


0 1 0 2
−1 0 − 2(λ+µ+2)
(λ+1)(µ+1)
0
0 − 2(λµ−1)
(λ+1)(µ+1)
0 4
(λ+1)(µ+1)
0 0 − 4
(λ+1)(µ+1)
0

 .
Cas 1.2. On obtient 3 orbites principales. On obtient d’autres orbites en remplac¸ant λ par
1/λ. Les matrices σ∗ = φ−1 sont les suivantes :
φ−11.2a =


0 1 0 2
−1 0 −2 0
0 0 0 4λ
(1+λ)2
0 0 −4λ
(1+λ)2
0

 , φ−1 =


0 0 0 2
λ+1
0 0 − 2λ
λ+1
0
0 − 2
λ+1
0 0
2λ
λ+1
0 0 0

 ,
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φ−11.2c =


0 0 0 2
λ+1
0 0 − 2λ
λ+1
1
0 − 2
λ+1
0 0
2λ
λ+1
−1 0 0

 .
Cas 1.5. On obtient 9 orbites principales. On obtient d’autres orbites en remplac¸ant λ par
1/λ. Les matrices σ∗ = φ−1 sont les suivantes :
φ−11.5a =


0 1 1 1
−1 0 − 2
λ+1
0
−1 − 2λ
λ+1
0 0
1 0 0 0

 , φ−11.5b =


0 1 1 2
λ+1
−1 0 −1 0
−1 −1 0 0
2λ
λ+1
0 0 0

 ,
φ−11.5c =


0 1 0 2
−1 0 −λ+3
λ+1
0
0 −λ−1
λ+1
0 2
λ+1
0 0 − 2
λ+1
0

 , φ−11.5d =


0 0 0 2
λ+1
0 0 −1 0
0 −1 0 0
2λ
λ+1
0 0 0

 ,
φ−11.5e =


0 0 0 2
λ+1
0 0 −1 1
0 −1 0 0
2λ
λ+1
−1 0 0

 , φ−11.5f =


0 0 0 2
λ+1
0 0 −1 1
0 −1 0 1
2λ
λ+1
−1 −1 0

 ,
φ−11.5g =


0 0 0 1
0 0 − 2λ
λ+1
0
0 − 2
λ+1
0 0
1 0 0 0

 , φ−11.5h =


0 0 0 1
0 0 − 2λ
λ+1
1
0 − 2
λ+1
0 0
1 −1 0 0

 ,
φ−11.5i =


0 0 0 1
0 0 − 2λ
λ+1
1
0 − 2
λ+1
0 1
1 −1 −1 0

 .
Cas 2.3. On obtient 5 orbites principales. On obtient d’autres orbites en remplac¸ant λ par
1/λ. Les matrices σ∗ = φ−1 sont les suivantes :
φ−12.3a =


0 1 1 2
λ+1
−1 0 − 2
λ+1
0
−1 − 2λ
λ+1
0 0
2λ
λ+1
0 0 0

 , φ−12.3b =


0 1 0 2
−1 0 − 4
λ+1
0
0 −2(λ−1)
λ+1
0 4
(1+λ)2
0 0 − 4
(1+λ)2
0

 ,
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φ−12.3c =


0 0 1 2
0 0 0 4λ
(1+λ)2
−1 −2 0 1
0 − 4λ
(1+λ)2
−1 0

 , φ−12.3d =


0 0 0 2
λ+1
0 0 − 2λ
λ+1
0
0 − 2
λ+1
0 1
2λ
λ+1
0 −1 0

 ,
φ−12.3e =


0 0 0 2
λ+1
0 0 − 2λ
λ+1
1
0 − 2
λ+1
0 1
2λ
λ+1
−1 −1 0

 .
Cas 2.4. On obtient 2 orbites. Les matrices σ∗ = φ−1 sont les suivantes :
φ−12.4a =


0 1 0 2
−1 0 −2 0
0 0 0 1
0 0 −1 0

 , φ−12.4b =


0 0 0 1
0 0 −1 1
0 −1 0 0
1 −1 0 0

 .
Cas 2.5. On obtient 3 orbites. Les matrices σ∗ = φ−1 sont les suivantes :
φ−12.5a =


0 1 1 1
−1 0 −1 0
−1 −1 0 0
1 0 0 0

 , φ−12.5b =


0 0 1 2
0 0 0 1
−1 −2 0 1
0 −1 −1 0

 ,
φ−12.5c =


0 0 0 1
0 0 −1 1
0 −1 0 1
1 −1 −1 0

 .
6.2. Re´alisation ge´ome´trique par des coniques de type 2
Cas 2.1. On obtient 2 orbites. La matrices σ∗ = φ−1 sont les suivantes :
φ−12.1a =


0 1 0 0
−1 0 0 −1
0 0 2 1
0 −1 −1 0

 , φ−12.1b =


0 0 0 1
0 0 1 −1
0 −1 2 0
−1 −1 0 0

 .
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Cas 2.6. On obtient 3 orbites principales. On obtient d’autres orbites en remplac¸ant λ par
1/λ. Les matrices σ∗ = φ−1 sont les suivantes :
φ−12.6a =


0 1 0 1
−1 0 0 −1
0 0 2 2i(1−λ)
λ+1
−1 −1 −2i(1−λ)
λ+1
0

 , φ−12.6b =


0 0 1 0
0 0 1 − 2λ
λ+1
−1 −1 2 0
0 − 2
λ+1
0 0

 .
φ−12.6c =


0 0 1 0
0 0 0 − 2λ
λ+1
−1 0 2 0
0 − 2
λ+1
0 0

 .
Cas 2.8. On obtient 3 orbites. Les matrices σ∗ = φ−1 sont les suivantes :
φ−12.8a =


0 1 0 1
−1 0 0 −1
0 0 2 0
−1 −1 0 0

 , φ−12.8b =


0 0 1 0
0 0 1 −1
−1 −1 2 0
0 −1 0 0

 ,
φ−12.8c =


0 0 1 0
0 0 0 −1
−1 0 2 0
0 −1 0 0

 .
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