This brief proposes two BLS algorithms to improve the existing BLS for new added inputs in [7] . The proposed BLS algorithms avoid computing the ridge inverse, by computing the ridge solution (i.e., the output weights) from the inverse or the inverse Cholesky factor of the Hermitian matrix in the ridge inverse. The proposed BLS algorithm 1 updates the inverse of the Hermitian matrix by the matrix inversion lemma [12] . To update the upper-triangular inverse Cholesky factor of the Hermitian matrix, the proposed BLS algorithm 2 multiplies the inverse Cholesky factor with an upper-triangular intermediate matrix, which is computed by a Cholesky factorization or an inverse Cholesky factorization. Assume that the newly added input matrix corresponding to the added inputs is p × k, where p and k are the number of added training samples and the total node number, respectively. When p > k, the inverse of a sum of matrices [11] is utilized to compute the intermediate variables by a smaller matrix inverse in the proposed algorithm 1, or by a smaller inverse Cholesky factorization in the proposed algorithm 2. Usually the Hermitian matrix in the ridge inverse is smaller than the ridge inverse. Thus the proposed algorithms 1 and 2 require less flops (floating-point operations) than the existing BLS algorithm, which is verified by the theoretical flops calculation. In numerical experiments, the speedups for the case of p > k in each additional training time of the proposed BLS algorithms 1 and 2 over the existing algorithm are 1.95 ∼ 5.43 and 2.29 ∼ 6.34, respectively, and the speedups for the case of p < k are 8.83 ∼ 10.21 and 2.28 ∼ 2.58, respectively. The existing BLS algorithm is based on the generalized inverse with the ridge regression approximation, and then it assumes the ridge parameter λ → 0. In numerical experiments, usually the standard ridge solution achieves better testing accuracy than the existing BLS algorithm when λ → 0 is not satisfied, while both the proposed algorithms 1 and 2 always achieve the testing accuracy of the standard ridge solution.
I. INTRODUCTION
Single layer feedforward neural networks (SLFN) with the universal approximation capability have been widely applied to solve the classification and regression problems [1] - [3] . SLFNs can utilize traditional Gradient-descent-based learning H. Zhu algorithms [4] , [5] . However, those Gradient-descent-based algorithms suffer from the time-consuming training process and the local minimum trap, while their generalization performance is sensitive to the training parameters, e.g., learning rate. Accordingly the random vector functional-link neural network (RVFLNN) was proposed [2] to eliminate the drawback of long training process, which offers the generalization capability in function approximation [3] . It has been proven that RVFLNN is a universal approximation for continuous functions on compact sets.
Based on the RVFLNN model, a dynamic step-wise updating algorithm was proposed in [6] to model time-variety data with moderate size. When a new input is encountered or the increment of a new node is required, the dynamic algorithm in [6] only computes the pseudoinverse of that added input or node, to update the output weights easily. The scheme in [6] was improved into Broad Learning System (BLS) in [7] , to deal with time-variety big data with high dimension. Then in [8] , a mathematical proof of the universal approximation capability of BLS is provided, and several BLS variants were discussed, which include cascade, recurrent, and broad-deep combination structures.
In BLS [7] , [8] , the previous scheme [6] is improved in three aspects. Firstly, BLS transforms the input data into the feature nodes to reduces the data dimensions. Secondly, BLS can update the output weights easily for any number of new added nodes or inputs, since it only requires one iteration to compute the pseudoinverse of those added nodes or inputs. Lastly, to achieve a better generalization performance, BLS computes the output weights by the generalized inverse with the ridge regression approximation, which assumes the ridge parameter λ → 0 in the ridge inverse [9] to approximate the generalized inverse.
Recently in [10] , the inverse of a sum of matrices in [11] was utilized to improve the existing BLS on new added inputs in [7] , by accelerating a step in the generalized inverse of a row-partitioned matrix. In this brief, we propose two efficient BLS algorithms for new added inputs, which is based on the ridge inverse and the corresponding ridge solution [9] . Accordingly the assumption of λ → 0 (for the generalized inverse with the ridge regression approximation in the existing BLS) is no longer required, and λ can be any positive real number. The proposed BLS algorithms compute the ridge solution (i.e., the output weights) from the inverse or the inverse Cholesky factor of the Hermitian matrix in the ridge inverse, to avoid computing the ridge inverse that is usually bigger than the Hermitian matrix in the ridge inverse. Accordingly the proposed BLS algorithms can save the computational load. Moreover, the inverse of a sum of matrices in [11] is also utilized to accelerate several steps in the proposed BLS algorithms.
This brief is organized as follows. Section II introduces the existing incremental BLS on added inputs based on the generalized inverse with the ridge regression approximation. In Section III, we compute the ridge solution from the inverse or the inverse Cholesky factor of the Hermitian matrix in the ridge inverse, and update the inverse and the inverse Cholesky factor efficiently. Then Section IV describes the proposed BLS Algorithms 1 and 2 for added inputs. In Section V, we compare the expected computational complexities of the existing BLS algorithm and the proposed BLS algorithms, and evaluate these BLS algorithms by numerical experiments. Finally, conclusions are given in Section VI.
II. EXISTING INCREMENTAL BLS ON ADDED INPUTS BASED ON GENERALIZED INVERSE
In the BLS, the original input data X is transferred into the mapped features in the feature nodes. Then the feature nodes are enhanced as the enhancement nodes. The expanded input matrix consists of all the feature nodes and the enhancement nodes, which can be written as the l × k matrix Al, where the subscriptl denotes the row number and the number of training samples, and the column number k is equal to the node number. The connections of all the feature nodes and the enhancement nodes are fed into the output bŷ
where Wl is the output weight matrix. The least-square solution [6] of (1) is the generalized inverse solution [9] 
where Y denotes the labels and the generalized inverse
A. Incremental Learning for Added Inputs
The BLS includes the incremental learning for the additional input training samples. When encountering new input samples with the corresponding output labels, the modeled BLS can be remodeled in an incremental way without a complete retraining process. It updates the output weights incrementally, without retraining the whole network from the beginning.
Denote the additional input training samples as X a . The incremental feature nodes and enhancement nodes corresponding to X a can be represented as the p× k matrix A x , and then the expanded input matrix Al should be updated into
where the subscriptl +p denotes the row number and the total number of training samples. Accordingly the output weights Wl should be updated into
where Y and Y a are the output labels corresponding to the input X and the added input X a , respectively. In the stepwise updating algorithm in [7] , the generalized inverse of Al +p is computed by [10] 
where
and
Moreover, the generalized inverse solution (i.e., the output weights) is computed by
In [10] , it has been shown that usually the condition C = 0 in (9b) is satisfied since l > k, i.e., there are more training samples than nodes [6] , [7] in the l × k input matrix Al. Accordingly in [10] , the computational complexity of the BLS on added inputs was reduced by modifying (9) 
where p and k are the row and column numbers of A x , respectively, andD is computed bȳ
B. Ridge Regression Approximation of the Generalized Inverse
The generalized inverse solution (2) is aimed to minimize the training errors. But usually it can not achieve the minimum generalization performance, especially for illconditioned problems. To achieve a better generalization performance, instead of the generalized inverse solution (5) , an alternative solution can be utilized, i.e., the ridge solution [9] 
where A † , the ridge inverse [9] of A, satisfies
The ridge inverse degenerates [7, equation (3) ] into the generalized inverse when the ridge parameter λ → 0, i.e.,
which is the ridge regression approximation of the generalized inverse [7] . In [7] , the generalized inverse A + is computed by (15) instead of (3), to achieve a better generalization performance.
III. EFFICIENT COMPUTATION OF THE RIDGE SOLUTION BY INVERSION OR INVERSE CHOLESKY FACTORIZATION OF THE HERMITIAN MATRIX IN THE RIDGE INVERSE
The BLS in [7] utilizes the ridge regression approximation of the generalized inverse (i.e., (15) ) to compute the generalized inverse A + , and then has to set λ to a very small positive real number (e.g., 10 −8 ), to satisfy the assumption of λ → 0 in (15) . In this brief, we develop the algorithms based on the the ridge inverse (14). Accordingly the assumption of λ → 0 for the existing BLS [7] is no longer required, and λ can be set to any positive real number.
The l × k expanded input matrix Al has more rows than columns, i.e., l > k, since usually there are more training samples than nodes in the neural networks [6] , [7] . So in this brief we compute the ridge solution from the inverse or the inverse Cholesky factor of the Hermitian matrix (A T l+p Al +p +λI) in the ridge inverse (14), to avoid computing the ridge inverse A † l+p . In the proposed BLS algorithm 1, the matrix inversion lemma [12] is utilized to update the inverse of the Hermitian matrix. Instead of updating the inverse of the Hermitian matrix, the proposed BLS algorithm 2 updates the upper-triangular inverse Cholesky factor of the Hermitian matrix, by multiplying the inverse Cholesky factor with an upper-triangular intermediate matrix, while that uppertriangular intermediate matrix is computed by a Cholesky factorization or an inverse Cholesky factorization. When there are more rows than columns in the newly added p × k input matrix A x (corresponding to the added inputs X a ), i.e., p > k, the inverse of a sum of matrices [11] is utilized in the proposed algorithm 1 to compute the intermediate variables by a smaller matrix inverse, and it is also utilized in the proposed algorithm 2 to compute the intermediate variables by a smaller inverse Cholesky factorization. The proposed algorithms can save the computational load, since the k×k Hermitian matrix is smaller than the k × (l + p) ridge inverse.
A. Ridge Solution by Inversion of the Hermitian Matrix in the Ridge Inverse of the Row-Partitioned Matrix
Write (14) as
where the k × k matrix
Substitute (4) into (17) to obtain
Then apply the matrix inversion lemma [12, equation (1a) ]
to (18), to obtain
i.e.,
where Ql = A T l Al + λI −1 , as can be seen from (17) .
We can write (19) as (21a) where B satisfies (20a). Then we can utilize the inverse of a sum of matrices [11, equation (20) ], i.e.,
to write (20a) as (20b), which can be substituted into (21a) to obtain (21b). If p ≤ k, we should compute (20a) and (21a) successively. If p ≥ k, we'd better compute (21b) firstly, which is then substituted into (20b) to compute B by
Accordingly we can summarize (20), (21) and (23) into
Notice that in (20), (21) and (24), we choose a smaller matrix inverse according to the size of A x , to reduce the computational complexity. In Appendix A we will deduce
Then we can substitute (25) into (13) to obtaiñ (26) and (13) successively to obtaiñ Wl +p =Wl − BA xWl + BY a , i.e.,
It can easily be seen that the ridge inverse A † l+p or A † l is not required to computeWl +p by (24) and (27). If A † l+p is required, it can be computed by (16) or by (25) and (26).
B. Ridge Solution by Inverse Cholesky Factorization of the Hermitian Matrix in the Ridge Inverse of the Row-Partitioned Matrix
Obviously A T l Al + λI is positive definite for λ > 0, and then we can assume that the inverse Cholesky Factor [7] of
Then instead of updating the inverse Ql into Ql +p by (24), we can also update the inverse Cholesky factor Fl into Fl +p by
where the upper-triangular V satisfies
and S in (30) is computed by
In Appendix B we will deduce (29) 
Then we need to compute the upper-triangular V satisfying
where the upper-triangular Cholesky factor 1 V is different from the traditional lower-triangular Cholesky factor [15] . Substitute (28) into (23), which is then substituted into (27) to obtaiñ
Now we can computeWl +p from Fl +p directly by (34), where A † l+p is no longer required. If A † l+p is required, we can substitute (28) into (16) , to compute A † l+p by
The upper-triangular inverse Cholesky factor in (28), (30b) and (32) can be computed by the inverse Choleksy factorization [13] , or by inverting and transposing the traditional lower-triangular Cholesky factor [15] .
C. Comparison of Ridge Inverse and Generalized Inverse
We only consider (9b) for the generalized inverse, since the condition of C = 0 is satisfied [10] . Substitute (7) 
In (36), let us consider the entry A + l (A + l ) T , into which substitute (15) 
into which substitute (17) to obtain
Finally let us substitute (37) into (36) to obtain
Obviously B computed by (20a) (proposed in this brief) is equal to B computed by (38) (i.e., (9b) utilized in [7] ) when λ → 0, while (20a) is different from (38) when λ → 0 is not satisfied, since usually λQlQl in (38) cannot be neglected if λ > 0. Accordingly when λ → 0, the ridge inverse computed by the proposed (20a), (26) and (25) is equal to the ridge regression approximation of the generalized inverse computed by (9b), (7) and (6) (that are utilized in [7] ).
IV. PROPOSED BLS ALGORITHMS FOR ADDED INPUTS
For the sake of readability, in this section we follow the notations utilized in [7] . The relationship between the notations in this section and those in the previous sections can be denoted as
A. Existing Broad Learning Model for Added Inputs In the BLS, the input data X is projected by
to become the i-th group of mapped features Z i , where the weights W ei and the biases β ei are randomly generated and then fine-tuned by applying the linear inverse problem [7] . All the first n groups of mapped features are concatenated into
which are then enhanced by
to become the j-th group of enhancement nodes H j , where W hj and β hj are randomly generated. All the first m groups of enhancement nodes are concatenated into 
The expanded input matrix A m n , which consists of the n groups of feature mapping nodes and m groups of enhancement nodes, can be written as
Finally the connections of all the mapped features Z n and the enhancement nodes H m are fed into the output bŷ
where the desired connection weights W m are computed from the generalized inverse of A m n by (2). The incremental feature nodes and enhancement nodes corresponding to X a can be represented as
denotes the incremental feature nodes corresponding to X a . Accordingly the expanded input matrix A m n should be updated into x A m n by (4).
B. Existing and Proposed BLS Algorithms for Added Inputs
The existing BLS algorithm for added inputs [7] has been improved in [10] . The improved algorithm computes the generalized inverse of x A m n by (7), (8), (12) , (11) and (6), and computes the generalized inverse solution (i.e., the output weights) x W m n by (10). The proposed BLS algorithm 1 computes B and the inverse Ql +p by (24), and then computes the ridge solution (i.e., the output weights) xWm n by (27). The proposed BLS algorithm 2 computes the inverse Choleksy factor Fl +p by (31), (30) and (29), and then computes the ridge solution (i.e., the output weights) xWm n by (34). When p ≤ k, (30a) is computed by (32) and (33).
V. COMPLEXITY COMPARISON AND NUMERICAL EXPERIMENTS
To compare the existing BLS algorithm [7] and the proposed BLS algorithms in learning speed and testing accuracy, we calculate the expected flops (floating-point operations) and conduct numerical experiments in this section.
A. Complexity Comparison
This subsection computes the expected flops of the existing BLS algorithm in [7] and the proposed BLS algorithms. It can easily be seen that lp(2k − 1) ≈ 2lkp flops are required to multiply a l × k matrix by a k × p matrix, and lk = 0(lkp) flops are required to sum two matrices in size l ×k. In Matlab, the inv function [14] requires 1 3 k 3 flops [15] to compute the LDL T factors of the k × k Hermitian matrix X, and 2 3 k 3 flops [16] in the invert-and-multiply step to invert the factors and multiply the inverses. Thus it totally requires k 3 flops to compute the inverse of the Hermitian matrix X, while it totally requires 2k 3 flops to compute the inverse of the non-Hermitian matrix X by the LU factorization.
In the existing BLS algorithm [7] , the dominant flops of (7), (8), (12) and (6) 
in (34) are k 3 /3, 2k 2 p, 2cpk and 2cpk, respectively. When p ≥ k, the dominant flops to compute the Hermitian S T ×S and the inverse Cholesky factor 3 V in (30b) are pk 2 and 2 3 k 3 , respectively, and when p ≤ k, the dominant flops required to compute (30a) by (32) and (33) are p 2 k+ 2 3 p 3 and p 2 k + pk 2 + k 3 /3, respectively. Table I compares the flops required by the existing BLS algorithm in [7] and the proposed BLS algorithms 1 and 2. 2 The flops to compute (· · · ) −1 are 2k 3 since (I + QlA T
x A x ) is not Hermitian, while the flops to compute Ql +p = (· · · ) −1 × Ql are k 3 since we only need to compute about half entries in the Hermitian Ql +p . 3 The inverse Cholesky factorization of a k × k matrix requires k 3 /3 multiplications and additions [13] , i.e., 2 3 k 3 flops. From Table I , it can be seen that the flops of the proposed algorithms are much less than those of the existing algorithm. When p ≥ k, the proposed algorithm 2 requires less flops than the proposed algorithm 1. On the other hand, when p ≤ k, the proposed algorithm 1 requires less flops than the proposed algorithm 2. Moreover, the proposed algorithm 1 can spend only 1 3 k 3 flops [15] to compute the upper-triangular Cholesky factor 4 of Ql +p , i.e., Fl +p . Thus even if the triangular Fl +p is required, the proposed algorithm 1 still requires less flops than the proposed algorithm 2 for the case of p ≤ k.
B. Numerical Experiments
We simulate the proposed BLS algorithms and the existing BLS algorithm on MATLAB software platform under a Microsoft-Windows Server with 128 GB of RAM. We follow the simulations for Table V in [7] , to give the experimental results on the Modified National Institute of Standards and Technology (MNIST) dataset [17] with 60000 training images and 10000 testing images. For the enhancement nodes, the sigmoid function is chosen, and the weights W hj and the biases β hj (j = 1, 2, · · · , m) are drawn from the standard uniform distributions on the interval −1 1 .
As Table V in [7] , we simulate the incremental BLS on added inputs. We set the network as 10 × 10 feature nodes and 5000 enhancement nodes, and then the total node number is k = 5100. In Table II and Table IV , we train the initial network under the first l = 10000 training samples, and increase p = 10000 > k training samples in each update, until all the 60000 training samples are fed. On the other hand, in Table III and Table V , we train the initial network under the first l = 55000 training samples, and increase p = 1000 < k training samples in each update, until all the 60000 training samples are fed. The above-mentioned Tables II, III, IV and V show the snapshot results of each update. Table II and Table III show the testing accuracy of the existing BLS algorithm, the proposed BLS algorithm 1, the proposed BLS algorithm 2 and the standard ridge solution (by (13) and (14)), which are abbreviated as Existing, Alg. 1, Alg. 2 and Standard, respectively. We set the ridge parameter λ to 10 −8 , 10 −6 , 10 −5 , 10 −4 , 10 −2 and 10 −1 . As observed from Table II and Table III , the proposed algorithms 1 and 2 both achieve the testing accuracy of the standard ridge solution. However, the testing accuracy of the existing BLS algorithm is different from that of the standard ridge solution, and usually the difference becomes bigger when λ is bigger. Moreover, when λ is big (i.e., λ ≥ 10 −4 ), usually the standard ridge solution achieves better testing accuracy than the existing BLS algorithm. Table IV and Table V show the training times of the existing BLS algorithm, the proposed algorithm 1 and the proposed algorithm 2, and gives the speedups in training time of the proposed BLS algorithms 1 and 2 over the existing BLS algorithm. The speedups are T existing /T proposed , i.e., the ratio between the training time of the existing BLS algorithm and that of the proposed BLS algorithm.
It can be seen from Table IV that when p > k, the speedups in each additional training time of the proposed BLS algorithms 1 and 2 over the existing algorithm are 1.95 ∼ 5.43 and 2.29 ∼ 6.34, respectively, and the speedups in total training time of the proposed BLS algorithms 1 and 2 over the existing algorithm are 3.72 and 4.37, respectively. On the other hand, it can be seen from Table V that when p < k, the speedups in each additional training time of the proposed BLS algorithms 1 and 2 over the existing algorithm are 8.83 ∼ 10.21 and 2.28 ∼ 2.58, respectively, and the speedups in total training time of the proposed BLS algorithms 1 and 2 over the existing algorithm are 3.30 and 2.03, respectively. Obviously the proposed BLS algorithms 1 and 2 significantly accelerate the existing BLS algorithm. The proposed BLS algorithm 1 is slower than the proposed BLS algorithm 2 when p > k, and the proposed BLS algorithm 1 is faster than the proposed BLS algorithm 2 when p < k.
VI. CONCLUSION
In this brief, two BLS algorithms are proposed to improve the existing BLS for new added inputs in [7] . The proposed BLS algorithms compute the ridge solution from the inverse or the inverse Cholesky factor of the Hermitian matrix in the ridge inverse, to avoid computing the ridge inverse. The proposed BLS algorithm 1 utilizes the matrix inversion lemma [12] to update the inverse of the Hermitian matrix. The proposed BLS algorithm 2 updates the upper-triangular inverse Cholesky factor of the Hermitian matrix, by multiplying the inverse Cholesky factor with an upper-triangular intermediate matrix, which is computed by a Cholesky factorization or an inverse Cholesky factorization. When there are more rows than columns in the newly added p× k input matrix (corresponding to the added inputs), i.e., p > k, the inverse of a sum of matrices [11] is utilized to compute the intermediate variables by a smaller matrix inverse in the proposed algorithm 1, or by a smaller inverse Cholesky factorization in the proposed algorithm 2.
Since usually the Hermitian matrix in the ridge inverse is smaller than the ridge inverse, the proposed algorithms 1 and 2 require less flops than the existing BLS algorithm, which is verified by the theoretical flops calculation. Moreover, numerical experiments show that when p > k, the speedups in each additional training time of the proposed BLS algorithms 1 and 2 over the existing algorithm are 1.95 ∼ 5.43 and 2.29 ∼ 6.34, respectively, and the speedups in total training time of the proposed BLS algorithms 1 and 2 over the existing algorithm are 3.72 and 4.37, respectively. When p < k, the speedups in each additional training time of the proposed BLS algorithms 1 and 2 over the existing algorithm are 8.83 ∼ 10.21 and 2.28 ∼ 2.58, respectively, and the speedups in total training time of the proposed BLS algorithms 1 and 2 over the existing algorithm are 3.30 and 2.03, respectively. The proposed BLS algorithms 1 and 2 significantly accelerate the existing BLS algorithm. With respect to the proposed BLS algorithm 2, the proposed BLS algorithm 1 is slower when p > k, and is faster when p < k.
The existing BLS is based on the generalized inverse with the ridge regression approximation, and then it assumes the ridge parameter λ → 0. When λ → 0 is not satisfied, numerical experiments show that usually the standard ridge solution achieves better testing accuracy than the existing BLS algorithm. However, both the proposed algorithms 1 and 2 always achieve the testing accuracy of the standard ridge solution in numerical experiments. APPENDIX A THE DERIVATION OF (25) AND (26) Substitute (21a) and (4) into (16) to obtain
(48) Substitute (20a) into the last entry in the right side of (48) to write it as QlA T
, which is equal to the right side of (20a). Thus the last entry in the right side of (48) satisfies
Finally let us substitute (49) and (16) into (48) to obtain
which can be written as (25) where D T is defined by (26).
APPENDIX B THE DERIVATION OF (29) AND (30)
Substitute (28) and (31) into (19) successively to obtain Fl +p F T l+p = FlF T l − FlS T (I + SS T ) −1 SF T l , i.e., Fl +p F T l+p = Fl I − S T (I + SS T ) −1 S F T l , from which we can deduce (29) where V satisfies (30a), and then we can utilize (22) (i.e., the inverse of a sum of matrices [11, equation (20) 
