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possesses infinite moments of all orders and may have a bimodal distribution. We propose an alternative estimator with better sampling properties, which we document using Monte Carlo methods in section 4. We conclude in Section 5.
The Sampling Properties of Estimates of Supply Response
The standard structural form of the Nerlove model is (1) (2)
(3)
where A denotes crop acreage under cultivation, P is crop price, A is desired acreage, P is * e expected future price, and and are parameters.
Equation (1) describes the relationship between desired acreage and expected price.
Economic theory predicts that 0, and there are economic reasons to expect > 0 as well, 0 due to subsistence farming. Equations (2) and (3) represent a simple adaptive-expectations partial-adjustment mechanism linking P and A to observable P and A values. The e * adjustment parameters and are expected to be positive. As shown by Muth (1960) , the adaptive expectations (2) are in fact fully rational if prices follow an integrated moving average process, and the partial adjustment mechanism (3) has been advocated for approximating economic dynamics at least since Samuelson (1947) .
The reduced-form equation relating acreage and price is found by solving equations
(1)-(4) for acreage in terms of the observable variables of the system, yielding A t b 1 b 2 P t 1 b 3 A t 1 b 4 A t 2 e t , b 1 0 b 2 b 3 (1 ) (1 ) b 4 (1 )(1 ) e t u t [ (1 )]u t 1 . 
(5)
where The parameter of interest, , is expressed in terms of the reduced-form parameters as (6) where In practice, of course, the reduced form must be estimated. Least squares (LS) may not be strictly appropriate, however, because the reduced-form disturbance is potentially serially correlated and the regressors include lagged dependent variables. We nevertheless focus on LS estimation and an improvement obtained via Bayesian shrinkage techniques.
Our focus is entirely appropriate in certain cases. If, for example, expectations adapt quickly (that is, if is close to 1), then the reduced-form disturbance is approximately white noise.
Alternatively, if the supply-response equation's disturbance is serially correlated, and if that serial correlation is approximately first-order autoregressive with parameter 1-, then the reduced-form disturbance is again approximately white noise. Much more important than any such special cases, however, is the recognition that regardless of whether LS is entirely ˆˆ1 2b 2 (1b 3b4 )
.ˆ1
andˆ2.
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An Improved Estimator
In contrast, for problems of ratio estimation such as ours, the minimum-expected-loss (MELO) estimator of Zellner (1978) has been shown to have (at least) finite first and second moments, and hence finite risk with respect to generalized quadratic loss in small as well as large samples. Furthermore, the MELO estimator is consistent, asymptotically efficient and asymptotically normal.
The generalized quadratic loss function for our problem is (8) where is any estimate of Let and let prior information regarding (the standard deviation of the disturbances of the reduced form (5)) be represented by the density function The information contained in the data is 5 summarized by the likelihood where A is a (Tx1) vector with t-th entry X is a (Tx4) matrix with t-th row and T is sample size.
Then, by Bayes' theorem,
where the posterior density summarizes posterior beliefs. For any prior and likelihood, the estimator that minimizes posterior expected loss (that is, the MELO estimator) is given by For the present application, we require T > 6, so that the posterior covariance matrix is 7 well defined.
where denotes posterior expectation, denotes posterior variance and denotes posterior covariance (that is, expectation, variance, and covariance with respect to ), and F denotes the shrinkage factor.
If the reduced-form disturbance e is approximately white noise, and if the likelihood is t normal and the prior is diffuse, then the marginal posterior density has a multivariate Student-t distribution with 4-dimensional mean vector 6 (11) which is equal, of course, to the LS estimator. Immediately, 
where denotes the ij-th element of Furthermore,
so that
Given these quantities, may be constructed at once from equation (10 We obtain the estimated long-run elasticity evaluated at price P and acreage A as where P and A are the selected values of price and acreage at which the elasticity is to be evaluated. Note that is also a MELO estimator if we treat as a nonstochastic entity to be selected by the investigator, which is the view adopted in this paper and typically adopted in practice. Alternatively, assuming stationarity of the price and acreage series, one might attempt to evaluate the elasticity at the true but unknown means Then the ratio can be estimated by the MELO approach outlined above, with the requisite posterior variances and covariance obtained from an application of the normal-likelihood diffuse-prior Bayesian multivariate regression model.
The MELO estimator for the ratio of means will have at least finite first and second moments, and by the Cauchy-Schwartz inequality for random variables (e.g., Rao, 1973, p. 149) the elasticity estimator will have finite second moment if and have finite fourth moments. 8
In closing this section, we sketch how the MELO procedure could be extended to
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To compute the elasticity, take expectations of both sides of the reduced form (5), 9 yielding which satisfies the behavioral relationship (1) exactly.
Thus, For the present example this yields (continued...)
handle explicitly a reduced form that contains a lagged dependent variable and seriallycorrelated errors. Zellner and Geisel (1970) give a Bayesian treatment of such models and provide expressions for the posterior density function, from which the posterior moments could be computed numerically and then used as inputs to MELO estimation. Such an approach, however, loses the attractive simplicity of the LS and MELO procedures explored in this paper. Recent work by Zellner (1994 Zellner ( , 1995 on Bayesian method-of-moments instrumental-variables estimation goes a long way toward recapturing that simplicity, however, and represents a very promising direction for future research.
A Monte Carlo Experiment
Here we report on a Monte Carlo experiment designed to contrast the sampling properties of the least-squares and MELO estimators of supply response.
4a. Experimental Design
We generate 1000 samples of data from each of various parameterizations of the restricted reduced form (5). Certain of the parameters are kept at fixed values; we set = .5, = .25, and = 2. The supply adjustment parameter = .5 implies a moderate adjustment 0 speed. The small but positive value of reflects subsistence farming. Setting = 2 (and 0 E(P) =100, as is done below) implies a supply elasticity of approximately 1. 9 E(P)/E(A) 100/200.25 1/2, 2 1/2 1.
.5, .75, 1.0
.500, .625, .750, .900 u 1, 2, 3, 5 1, 2, 3, 5,
t IID N(0, 2 ), t 1, 2, ..., T.
. is small, which is precisely the case in which the shrinkage induced by MELO estimation will be beneficial. Moreover, the amount of shrinkage varies inversely with the precision of the reduced-form parameter estimates, as evidenced by the expression for the shrinkage factor F in (10).
Note that, although one of the estimators (LS) is known to have infinite MSE in population, it does not follow that examination of MSE across Monte Carlo replications is inappropriate. If MSE is considered to be an appropriate loss function, as it is in this paper and throughout the econometrics and statistics literatures, then estimators should be judged in terms of it and not some other loss function. We could of course change the loss function, but then the optimal estimator would change as well (e.g., absolute-error loss and 0-1 loss lead to 1 u 5,
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See Zellner (1971, p. 276 ). It's interesting to note that 0-1 loss and use of the resulting 10 posterior mode may be particularly attractive when the posterior is bimodal, as can happen in models such as the one studied here, but additional research along those lines is beyond the scope of the present paper.
This finding parallels that of Park (1982) for the MELO estimator in the simultaneous- Now consider the effects of varying and . MELO estimation continues to yield improvements, and as seen before, the improvements are decreasing in . Interestingly, the improvement afforded by MELO estimation appears robust to the value of , and in particular, it remains when is less than one. This is fortunate in light of the revealed preference in applied work for LS estimation, even though it is not strictly appropriate when is less than one.
In closing this subsection, we conjecture that, even if one were to use classical and Bayesian estimators that explicitly account for serial correlation in the presence of a lagged dependent variable, the relative superiority of the Bayesian estimator would remain. Previous studies that bear on the conjecture include Fomby and Guilkey (1978) , who study classical and Bayesian approaches to regression with AR(1) errors and find that a Bayesian estimator dominates others, as well as the impressive contributions of Park (1982) and Tsurumi (1990) , Although the smallest sample size in our Monte Carlo study is 25, the Nerlove model is often applied when even less data are available. A review of the studies summarized by 15 For one crop, rice, a significant portion of output is consumed by the family farmer, 12 making significant modifications to the model necessary. For this reason, we do not include rice in the subsequent discussion. Askari and Cummings (1977) indicates that sample sizes of eight are not unheard of, and numerous estimates have been made on the basis of sample sizes of ten or eleven. Indeed, of the 602 different crops and regions for which Askari and Cummings catalog supply response estimates, approximately 85 percent were obtained from samples of size 25 or less. Thus, on this ground alone, it appears advantageous to use the MELO estimator.
Concerning the relative variability of prices and acreage, one might expect low relative variability of prices. For export crops, whose prices are determined in the world market, prices are less subject to variability from country-specific factors such as weather. For crops produced for domestic consumption, government price controls are frequently imposed, which reduces price variability.
The empirical issue remains, however, as to the relative variability of price and acreage. Here we attempt to shed some light on the issue by focusing on one very important, well-known and representative dataset, that used in Behrman's (1966 Behrman's ( , 1968 ) study of the supply response of total production and the marketed surplus of four major crops in Thailand. 12 Behrman used annual data to estimate the Nerlove model for various regions of the In order to assess the relative variability of acreage and price, we computed their coefficients of variation (CV) for each of the 64 datasets, the distributions of which are summarized in Table 6 . The acreage CV is rather widely dispersed, with the bulk of the probability mass above unity. In contrast, the price CV is much less dispersed, with most of its probability mass between .1 and .4. The median acreage CV is about six times the median price CV.
Finally, we estimated the first-order serial correlation coefficient for each of the 64 price series, the distribution of which is also summarized in Table 6 . The estimates are rather widely dispersed, as expected in such small samples, but most of the probability mass appears in the low to moderate range --the vast majority of the 64 estimates are below .75.
The upshot is clear: the conditions under which the MELO estimator performs best may well be satisfied in the data.
Conclusion
Accurate assessment of agricultural supply response is of key importance both to academic economists and policy makers. Unfortunately, an oft-cited but little-understood problem plagues such assessments: supply-response estimates display curiously large variation across crops, regions, and time periods. We identified one suspect, the commonlyused econometric estimator, which has infinite moments of all orders in small samples. We proposed an alternative and simple minimum-expected-loss estimator, and we evaluated its See also Nerlove (1979) and Zellner (1985) . 13 sampling properties, which were consistently superior. Moreover, an examination of Behrman's well-known and representative agricultural data indicated accordance with the conditions under which minimum-expected-loss estimation yields improvements.
In closing, we stress that the supply model we study is restrictive in many respects. It 13 is potentially limited by its aggregative nature, ad hoc expectations and adjustment schemes, partial equilibrium perspective, lack of institutional detail, and so forth. We hasten to add that our improved estimator is not a panacea for these and other potential limitations of the model.
But we also hasten to add that the model's immense popularity is not accidental. It is discretely sophisticated and highly parsimonious. It has emerged as a great workhorse of agricultural supply analysis, and its popularity shows no signs of waning. It will remain in widespread use, and it appears that improvements in estimates of the key supply response parameter can be attained through minimum-expected-loss estimation. is the variance of the price innovation, given in equation (22) in the text, and is the variance of the disturbance in the structural equation for desired acreage, given in equation (1) in the text. is the first-order autoregressive coefficient governing price dynamics, given in equation (22) in the text.
Tables 2 -5: is the variance of the price innovation, given in equation (22) in the text, and is the variance of the disturbance in the structural equation for desired acreage, given in equation (1) in the text. is the first-order autoregressive coefficient governing price dynamics, given in equation (22) in the text. T is sample size. is the expectationsadjustment parameter given in equation (2) in the text. denote the leastsquares and minimum-expected-loss estimators. For each parameter configuration, we report the mean (MEAN), variance (VAR), mean-squared error (MSE), and five percentiles of the sampling distribution of each estimator. Table 6 : We provide nine percentiles of the distributions of the coefficient of variation of acreage ("Acreage CV"), the coefficient of variation of price ("price CV"), and the serial correlation coefficient of price ("price persistence") across 64 crop/region combinations. For visual reference, the 25th, 50th and 75th percentiles are shown in boldface. (22) in the text. We graph the distribution, as estimated by a histogram, of estimates of for 68 crop/region combinations.
