Let fi bca ring and X be a left Z?-module. The purpose of this paper is to investigate additive mappings £>, : R -> X and D2: R -» X that satisfy Dx(ab) = aDx(b) + bDx(a), a, b e R (left derivation) and D2(a ) = 2aD2(a), a e R (Jordan left derivation). We show, by the rather weak assumptions, that the existence of a nonzero Jordan left derivation of R into X implies R is commutative. This result is used to prove two noncommutative extensions of the classical Singer-Wermer theorem.
Preliminaries
Throughout, R will represent an associative ring with center Z(R). Recall that R is prime if aRb -0 implies a = 0 or b -0, and R is semiprime if aRa -0 implies a = 0. A module X is said to be zz-torsionfree, where zz is an integer, if zzx = 0, x e X implies x = 0. Let R be a ring and X be an T\-bimodule. An additive mapping D: R -► X is called a derivation (Jordan a e R). Obviously, every derivation is a Jordan derivation. The converse in general is not true. A well-known result of I. N. Herstein [6] states that in case R is a prime ring of characteristic not 2, then every Jordan derivation D: R -► R is a derivation. A brief proof of this result in presented in our recent paper [3] .
An additive mapping D : R -» X, where R is a ring and X is a left Rmodule will be called a left derivation if D(ab) = aD(b) + bD(a), a , b e R.
An additive mapping D: R -> X will be called a Jordan left derivation if D(a ) -2aD(a), a € R. It turns out that the notion of Jordan left derivations is in a close connection with so-called commuting mappings. A mapping 7 of a ring R into itself is said to be commuting on R if F(a)a = aF(a) for all a e R. There has been considerable interest for commuting and related mappings on prime rings. The fundamental result is due to E. Posner [10] . He proved that if a prime ring R admits a nonzero derivation that is commuting on R, then R is commutative. The analogous result was obtained for automorphisms [9] . The culminating theorems in the series of papers which are concerned with commuting and related mappings can be found in [1] . A result on some commuting mapping is presented in our forthcoming paper [4] . The main theorem of this paper states by the rather weak hypotheses that the existence of a nonzero Jordan left derivation D: R -> X forces R to be commutative. Several applications of this purely algebraic result are presented. Two of them can be considered as noncommutative extensions of the Singer-Wermer theorem [14] . This theorem states that every continuous (linear) derivation (or equivalently, left derivation) D of a commutative Banach algebra A maps A into its radical. We show that this result is also true in the case where A is noncommutative and D is a continuous linear left derivation. Next we prove that every continuous linear Jordan derivation D of a Banach algebra A with the property D(a)a -aD(a) e rad(A), where rad(^4) is a radical of A , maps A into rad(yl). This improves a result of [15] .
Finally we use our main theorem in solving some functional equations on operator algebras. The result we obtain may be of some interest from the automatic continuity point of view.
Left Jordan derivations and left derivations
We start our investigations of Jordan left derivations with some preliminary results. for all x e R.
Proof of Lemma A. Let a e R be a fixed element and iet x >-+ x be a mapping defined by x -ax -xa. Now the statement 4 of Proposition 1.1 can be written in the form (3) x"TJ(a) = 0 for all xe R.
Since the mapping xhx' is a derivation, we have (xy)" -x"y + 2x'y + xy" and, from (3), it follows that (x"y + 2x'y')D(a) = 0 holds for all pairs x , y e R. Let us replace y by (yz)' in the last relation. Then using (3) again we see that (4) (x"y'z + x"yz')D(a) = 0 for all x, y, z e R.
Substituting z for z in (4), we obtain x"y zD(a) -0. Finally, using this relation in (4) where we replace y by y we have that (5) x"y"zD(a) = 0 for all x, y, z e R.
Since (5) holds for all z e R we are forced to conclude that D(a) ^ 0 implies x"y" = 0 for all x, y e R . In particular, (x") = 0 which is the assertion of the lemma. Since a = 0, we also have 0 = D(a ) = 2aD(a). We have assumed that X is 2-torsionfree and so aD(a) = 0. Hence (6) reduces to and since a -0 we have
By comparing (7) and (8) we arrive at 6axayD(a) = 0 and, since X is 2-torsionfree and 3-torsionfree, we finally have axayD(a) = 0, where x and y are arbitrary elements from R. Therefore, either a = 0 or D(a) = 0. In any case D(a) -0.
Lemma C. R is commutative.
Proof of Lemma C. Take ae R such that D(a) / 0. From Lemmas A and B it follows immediately in this case that Using 1 and 2 in Proposition 1.1 we obtain from (9) and the identity 2 2 a(ax -xa) -(ax -xa)a = a x + xa -2axa that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Thus (xa -ax)D(a) = 0 for all x e R . But then for all x, y e R we have 0 = ((yx)a-a(yx))D(a) = y(xa-ax)D(a) + (ya-ay)xD(a) = (ya-ay)xD(a). Now, since we have assumed that D(a) ^ 0 it follows immediately that a e Z(R). Thus we have proved that R is the union of its subsets Z(R) and KerT) -{a e R\D(a) = 0}. Obviously, both subsets are additive subgroups of R , however, a group cannot be the union of two proper subgroups. Hence R = Z(R) or R = KerD. By the assumption D / 0 and so R = Z(R); that is, R is commutative. The proof of the theorem is complete.
We feel that in Theorem 1.2 the assumption that X is 3-torsionfree can be avoided but we are unable to prove the result without this requirement.
The corollary below is an immediate consequence of Theorem 1.2. As we mentioned above E. Posner [10] proved that zero is the only derivation on a noncommutative prime ring R, which is commuting on R. Combining this result with the fact that every Jordan derivation on a prime ring of characteristic not 2 is a derivation, one obtains that zero is the only Jordan derivation on a noncommutative prime ring R of characteristic not 2, which is commuting on R. This result is related to Corollary 1.4 (take a mapping f in Corollary 1.4 to be the identity on R ), but unfortunately we cannot say that this is a special case of Corollary 1.4 since we have the additional assumption that the ring is of characteristic not 3.
So far we have purely algebraic results. Our next result is from analysis. Proof. Let us first assume that D maps L(X) into X. We shall consider X as a left 7(X)-module (multiplication by A e L(X) is operator action on X ). We intend to prove that AL(X)e = 0 implies that either A = 0 or e -0.
Let us assume that A ^ 0 and e / 0 in spite of the fact that AL(X)e = 0. We have Au ^ 0 for some u e X. There exists a continuous linear functional / such that f(e) / 0 (recall that X is assumed to be a Hausdorff space). Then A(u <g> f)e / 0 (u ® / is defined by (zz <g> /)x = f(x)u), contrary to the assumption. Hence, since all the requirements of Theorem 1.2 are fulfilled we can conclude that the proof for the case D maps L(X) into X is complete. Using similar arguments as before one can prove that L(X) is a prime ring. Hence, in case D maps L(X) into itself we have a special case of Corollary
1.3.
The following simple example shows that Corollary 1.3 cannot be extended to semiprime rings. Take Rx to be a noncommutative prime ring and R2 to be a commutative prime ring that admits a nonzero derivation d : R2 -> R2. Then R = Rx® R2 is a noncommutative semiprime ring and a mapping D: R -> R, D(rx, r2) = (0, d(r2)) is a nonzero Jordan left derivation. Note also that D is in fact a derivation that maps R into its center. This example leads us to the following question: Does every Jordan left derivation map R into Z(R) ? In the proposition below we prove that the answer to this question is affirmative in the case D is a left derivation. We also show that the requirement, X is 2-torsionfree and 3-torsionfree in Theorem 1.2, can be removed if D is a left derivation. Proposition 1.6. Let R be a ring, X be a left R-module, and D: R -> X be a left derivation. (ii) Now let X -R be a semiprime ring. A linearization of (10) 
Noncommutative extensions of Singer-Wermer theorem
In this section by rad(^) we denote the radical of an algebra A . Proof. In [11] A. M. Sinclair proved that every continuous derivation of a Banach algebra A leaves the primitive ideals of A invariant. Using arguments similar to Sinclair's, we now show that the same is true for left derivations. Let 7 be any two-sided ideal of A and qp be the natural quotient map from A to A/P. A simple modification of the proof of Lemma 2.1 in [11] shows that (11) qp(Dn(x")) = qp(n\D(x)n) holds for every x e P and every integer zz. Hence, if 7 is closed then we have
It is easy to see that 77(7) + 7 isa left ideal of A, hence qp(D(P)) is a left ideal of A/P. From (11) it follows that qp(D(P)) is a topologically nil left ideal, therefore, it is contained in the radical of A/P . Hence, if 7 is primitive then A/P is semisimple and so qp(D(P)) = 0. That is, D leaves 7 invariant. Now, if P is any primitive ideal, we may define a mapping Dp of A/P into itself by Dp(qp(x)) = qp(D(x)). Of course, Dp is a linear left derivation. By the result of B. E. Johnson [7] zero is the only linear derivation of a commutative semisimple Banach algebra (see also [2, p. 95] ). Thus, if A/P is commutative then Dp = 0 since A/P is semisimple. On the other hand, if A/P is noncommutative then Dp = 0 by Theorem 1.2 (or Proposition 1.6) since A/P is prime. In any case Dp = 0 which means that D(A) is contained in every primitive ideal 7 of A, hence D(A) is contained in rad(^i). The proof of the theorem is complete.
It would be interesting to know whether Theorem 2.1 also holds in the case D is a Jordan left derivation.
B. Yood [ 15] proved that every continuous linear derivation D of a Banach algebra A which satisfies D(x)y -yD(x) e rad(A) for all x, y e A, maps A into xad(A). We now generalize Yood's result as follows. Hence there is no loss of generality in assuming that A is semisimple. Let 7 be any primitive ideal of A . As in the proof of Theorem 2.1,7) may be dropped to a Jordan derivation Dp of A/P. Since Dp(x)x = xDp(x) holds for every x G A/P we see that Dp is a Jordan left derivation. If A/P is noncommutative o then Dp = 0 by Theorem 1.2. Suppose that A/P is commutative. From 1 in Proposition 1.1 it follows easily that Dp is a derivation and so by the result of B. E. Johnson [7] Dp = 0. Thus Dp -0 in any case, hence D maps A into its radical. The proof of the theorem is complete.
Some functional equation on operator algebras
The following result was motivated by the work of S. Kurepa [8] .
Theorem 3.1. Let X be a Banach space and L(X) be the algebra of all bounded linear operators of X into itself. Let f and g be additive mappings which map L(X) either in X or in L(X). Suppose that
is fulfilled for all invertible operators A e L(X). In this case the following assertions hold:
for all A e L(X).
(ii) f(A) -Af(\) for all A e L(X), where I denotes the identity operator.
Let us point out that in Theorem 3.1 we have two mappings in one equation and we obtain the full description of both mappings. Besides, we obtain as a result the continuity of both mappings under purely algebraic assumptions concerning these mappings. Therefore Theorem 3.1 might be of some interest from the automatic continuity point of view. For the results concerning automatic continuity we refer to [5, 13] where further references can be found.
Proof of Theorem 3.1. From (13) it follows immediately that (14) g ( The proof of the theorem is complete.
