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Abstract
We propose a new method for recognizing the pose of
objects from a single image that for learning uses only unla-
belled videos and a weak empirical prior on the object poses.
Video frames differ primarily in the pose of the objects they
contain, so our method distils the pose information by ana-
lyzing the differences between frames. The distillation uses
a new dual representation of the geometry of objects as a
set of 2D keypoints, and as a pictorial representation, i.e.
a skeleton image. This has three benefits: (1) it provides a
tight ‘geometric bottleneck’ which disentangles pose from
appearance, (2) it can leverage powerful image-to-image
translation networks to map between photometry and geom-
etry, and (3) it allows to incorporate empirical pose priors
in the learning process. The pose priors are obtained from
unpaired data, such as from a different dataset or modal-
ity such as mocap, such that no annotated image is ever
used in learning the pose recognition network. In stan-
dard benchmarks for pose recognition for humans and faces,
our method achieves state-of-the-art performance among
methods that do not require any labelled images for train-
ing. Project page: http://www.robots.ox.ac.uk/
˜vgg/research/unsupervised_pose/
1. Introduction
Learning with limited or no external supervision is one
of the most significant open challenges in machine learning.
In this paper, we consider the problem of learning the 2D ge-
ometry of object categories such as humans and faces using
raw videos and as little additional supervision as possible. In
particular, given as input a number of videos centred on the
object, the goal is to learn automatically a neural network
that can predict the pose of the object from a single image.
Learning from unlabelled images requires a suitable su-
pervisory signal. Recently, [25] noted that during a video an
object usually maintains its intrinsic appearance but changes
its pose. Hence, the concept of pose can be learned by
modelling the differences between video frames. They for-
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Figure 1. Learning landmark detectors from unpaired data. We
learn to directly predict human-interpretable landmarks of an object
using only unlabelled videos and a prior on the possible landmark
configurations [left]. The prior can be obtained from unpaired su-
pervision or from a different modality, such as mocap data. Our
method obtains state-of-the-art landmark detection performance
for approaches that use unlabelled images for supervision. In con-
trast, self-supervised landmark detectors [25, 33, 54, 74] can only
learn to discover keypoints [right] that are not human-interpretable
(predictions from [25]) and require supervised post-processing.
mulate this as conditional image generation. They extract
a small amount of information from a given target video
frame via a tight bottleneck which retains pose information
while discarding appearance. For supervision, they recon-
struct the target frame from the extracted pose, similar to an
auto-encoder. However, since pose alone does not contain
sufficient information to reconstruct the appearance of the
object, they also pass to the generator a second video frame
from which the appearance can be observed.
In this paper, we also consider a conditional image gener-
ation approach, but we introduce a whole new design for the
model and for the ‘pose bottleneck’. In particular, we adopt a
dual representation of pose as a set of 2D object coordinates,
and as a pictorial representation of the 2D coordinates in the
form of a skeleton image. We also define a differentiable
skeleton generator to map between the two representations.
This design is motivated by the fact that, by encoding pose
labels as images we can leverage powerful image-to-image
translation networks [77] to map between photometry and
geometry. In fact, the two sides of the translation process,
namely the input image and its skeleton, are spatially aligned,
which is well known to simplify learning by a Convolutional
Neural Network (CNN) [77]. At the same time, using 2D
coordinates provides a very tight bottleneck that allows the
model to efficiently separate pose from appearance.
The pose bottleneck is further controlled via a discrim-
inator, learned adversarially. This has the advantage of in-
jecting prior information about the possible object poses
in the learning process. While acquiring this prior may
require some supervision, this is separate from the unla-
belled videos used to learn the pose recognizer — that is,
our method is able to leverage unpaired supervision. In this
way, our method outputs poses that are directly interpretable.
By contrast, state-of-the-art self-supervised keypoint detec-
tors [25, 50, 54, 67, 74] do not learn “semantic” keypoints
and, in post-processing, they need at least some paired super-
vision to output human-interpretable keypoints. We highlight
this difference in fig. 1.
Overall, we make three significant contributions:
1. We introduce a new conditional generator design com-
bining image translation, a new bottleneck using a dual
representation of pose, and an adversarial loss which
significantly improve recognition performance.
2. We learn, for the first time, to directly predict human-
interpretable landmarks without requiring any labelled
images.
3. We obtain state-of-the-art unsupervised landmark detec-
tion performance even when compared against methods
that use paired supervision in post-processing.
We test our approach using videos of people, faces,
and cat images. On standard benchmarks such as Hu-
man3.6M [23] and 300-W [47], we achieve state-of-the-art
pose recognition performance for methods that learn only
from unlabelled images. We also probe generalization by
testing whether the empirical pose prior can be extracted
independently from the videos used to train the pose rec-
ognizer. We demonstrate this in two challenging scenarios.
First, we use the mocap data from MPI-INF-3DHP [35] as
prior and we learn a human pose recognizer on videos from
Human3.6M. Second, we use the MultiPIE [51] dataset as
prior to learn a face pose recognizer on VoxCeleb2 [10]
videos, and achieve state-of-the-art facial keypoint detection
performance on 300-W.
2. Related work
We consider pose recognition, intended as the problem
of predicting the 2D pose of an object from a single image.
Approaches to this problem must be compared in relation
to (1) the type of supervision, and (2) which priors they use.
There are three broad categories for supervision: full super-
vision when the training images are annotated with the same
labels that one wishes to predict; weak supervision when the
predicted labels are richer than the image annotations; and
no supervision when there are no image annotations. For the
prior, methods can use a prior model learned from any kind
of data or supervision, an empirical prior, or no prior at all.
Based on this definition, our method is unsupervised and
uses an empirical prior. Next, we relate our work to others,
dividing them by the type of supervision used (our method
falls in the last category).
Full supervision. Several fully-supervised methods lever-
age large annotated datasets such as MS COCO Key-
points [31], Human3.6M [23], MPII [2] and LSP [27]. They
generally do not use a separate prior as the annotations them-
selves capture one empirically. Some methods use pictorial
structures [12] to model the object poses [1, 37, 40, 41, 48,
70]. Others use a CNN to directly regress keypoint coordi-
nates [59], keypoint confidence maps [58], or other relations
between keypoints [9]. Others again apply networks itera-
tively to refine heatmaps for single [3, 6, 8, 36, 39, 57, 66]
and multi-person settings [7, 22]. Our method does not use
any annotated image to learn the pose recognizer.
Weak supervision. A typical weakly-supervised method
is the one of Kanazawa et al. [29]: they learn to predict dense
3D human meshes from sparse 2D keypoint annotations.
They use two priors: SMPL [32] parametric human mesh
model, and a prior on 3D poses acquired via adversarial
learning from mocap data. Analogous works include [16, 17,
18, 46, 49, 61, 65, 69].
All such methods use a prior trained on unpaired data, as
we do. However, they also use additional paired annotations
such as 2D keypoints or relative depth relations [46]. Fur-
thermore, in most cases they use a fully-fledged 3D prior
such as SMPL human [32] or Basel face [38] models, while
we only use an empirical prior in the form of example 2D
keypoints configurations.
No supervision. Other methods use no supervision, and
some no data-driven prior either. The works of [28, 45, 50,
67] learn to match pairs of images of an object, but they
do not learn geometric invariants such as keypoints. [54,
55, 56] do learn sparse and dense landmarks, also without
any annotation. The method of [53] does not use image
annotations, but uses instead synthetic views of 3D models
as prior, which we do not require.
Some of these methods use conditional image genera-
tion as we do. Jakab & Gupta et al.[25], the most related,
is described in the introduction. Lorenz et al. [33], Zhang
et al. [74] develop an auto-encoding formulation to discover
landmarks as explicit structural representations for a given
𝒙
𝒙′
#𝒙𝛙𝜼𝒚 𝒚∗𝚽 𝒑 𝜷
D
Encoder
Pose as 2D coordinates
(𝑥-, 𝑦-)
(𝑥/ , 𝑦/). . .
Conditional 
image decoder ‖𝒙 − ‖#𝒙
Perceptual
reconstruction
loss
Discriminator
Video frames
Clean
pose image
𝒚
Unpaired
pose samples
Bottleneck
Figure 2. Architecture. We learn an encoder Φ that maps an image x to its pose y, represented as a skeleton image. This is done via
conditional auto-encoding, learning also a decoder Ψ that reconstruct the input x from its pose y and a second auxiliary video frame x′.
A bottleneck β ◦ η is used to drop appearance information that may leak in the pose image y. A discriminator D is used to match the
distribution of predicted poses to a reference prior distribution, represented by unpaired pose samples y¯.
image and use them to reconstruct the original image. Shu
et al. [50], Wiles et al. [67] learn a dense deformation field
for faces. Our method differs from those in the particular
nature of the model and geometric bottleneck; furthermore,
due to our use of a prior, we are able to learn out-of-the-box
landmarks that are ‘semantically meaningful’; on the con-
trary, these approaches must rely on at least some paired
supervision to translate between the unsupervised and ‘se-
mantic’ landmarks. We also outperform these approaches in
landmark detection quality.
Adversarial learning. Our method is also related to ad-
versarial learning, which has proven to be useful in image
labelling [14, 20, 21, 62, 63] and generation [19, 77], includ-
ing bridging the domain shift between real and generated
images. Most relevant to our work, Isola et al. [24] propose
an image-to-image translation framework using paired data,
while CycleGAN [77] can do so with unpaired data. Our
method also uses a image-to-image translation networks, but
compared to CycleGAN our use of conditional image gener-
ation addresses the logical fallacy that an image-like label (a
skeleton) does not contain sufficient information to generate
a full image — this issue is discussed in depth in section 4.
Appearance and geometry factorization. Recent meth-
ods for image generation conditioned on object attributes,
like viewpoint [44], pose [60], and hierarchical latents [52]
have been proposed. Our method allows for similar but more
fine-grained conditional image generation, conditioned on
an appearance image or object landmarks. Many unsuper-
vised methods for pose estimation [25, 33, 50, 67, 74] share
similar ability. However, we can achieve more accurate and
predictable image editing by manipulating semantic parts in
the image through their corresponding landmarks.
3. Method
Our goal is to learn a network Φ : x 7→ y that maps an
image x containing an object to its pose y. To avoid having
to use image annotations, the network is trained using an
x′ x xˆ y y∗
style image target
image
reconstr. skeleton
image
clean
skeleton.
Figure 3. Training data flow. Data flowing through our
model (fig. 2) during training on the Human3.6M (human pose)
and VoxCeleb2 (face) datasets. y,y∗ are our predictions.
auto-encoder formulation. Namely, given the pose y = Φ(x)
extracted from the image, we train a decoder network Ψ that
reconstructs the image from the pose. However, since pose
lacks appearance information, this reconstruction task is ill
posed. Hence, we also provide the decoder with a different
image x′ of the same object to convey its appearance. For-
mally, the image x is reconstructed from the pose y and the
auxiliary image x′ via a conditional decoder network
x = Ψ(Φ(x),x′). (1)
Unfortunately, without additional constraints, this formula-
tion fails to learn pose properly [25]. The reason is that,
given enough freedom, the encoder Φ(x) may simply de-
cide to output a copy of the input image x, which allows it
to trivially satisfy constraint (1) without learning anything
useful (this issue is visualized in section 4 and fig. 4). The
formulation needs a mechanism to force the encoder Φ to
‘distil’ only pose information and discard appearance.
We make two key contributions to address these issues.
First, we introduce a dual representation of pose as a vector
of 2D keypoint coordinates and as a pictorial representation
in the form of ‘skeleton’ image (section 3.1). We show
that this dual representation provides a tight bottleneck that
Φ→ Ψ→
Figure 4. Leaking appearance in the pose representation. From
left to right: input image x, extracted skeleton image y = Φ(x),
and image reconstruction xˆ = Ψ(Φ(x)). In principle, it should not
be possible to reconstruct the full image from only the skeleton, but
the function Φ can ‘hide’ the necessary information in a structured
noise pattern, shown to the right as log Φ(x).
distils pose information effectively while making it possible
to implement the auto-encoder (1) using powerful image-to-
image translation networks.
Our second contribution is to introduce an empirical prior
on the possible object poses (section 3.2). In this manner,
we can constrain not just the individual pose samples y, but
their distribution p(y) as well. In practice, the prior allows
to use unpaired pose samples to improve accuracy and to
learn an human-interpretable notion of pose that does not
necessitate further learning to be used in applications.
3.1. Dual representation of pose & bottleneck
We consider a dual representation of the pose of an
object as a vector of K 2D keypoint coordinates p =
(p1, . . . , pK) ∈ ΩK and as an image y ∈ RΩ containing
a pictorial rendition of the pose as a skeleton (see fig. 2
for an illustration). Here the symbol Ω = {1, . . . ,H} ×
{1, . . . ,W} denotes a grid of pixel coordinates.
Representing pose as a set of 2D keypoints provides a
tight bottleneck that preserves geometry but discards appear-
ance information. Representing pose as a skeleton image
allows to implement the encoder and decoder networks as
image translation networks. In particular, the image of the
object x and of its skeleton y are spatially aligned, which
makes it easier for a CNN to map between them.
Next, we show how to switch between the two represen-
tations of pose. We define the mapping y = β(p) from the
coordinates p to the skeleton image y analytically. Let E be
the set of keypoint pairs (i, j) connected by a skeleton edge
and let u ∈ Ω be an image pixel. Then the skeleton image is
given by:
β(p)u = exp
(
−γ min
(i,j)∈E,r∈[0,1]
‖u− rpi − (1− r)pj‖2
)
(2)
The differentiable function y = β(p) defines a distance field
from line segments that form the skeleton and applies an
exponential fall off to generate an image. The visual effect
is to produce a smooth line drawing of the skeleton. We also
train an inverse function p = η(y), implementing it as a
neural network regressor (see supplementary for details).
Given the two maps (η, β), we can use either representa-
tion of pose, as needed. In particular, by using the pictorial
representation y, the encoder/pose recogniser can be written
as an image-to-image translation network Φ : x 7→ y whose
input x ∈ R3×H×W and output y are both images. The
same is true for the conditional decoder Ψ : (y,x′) 7→ x
of eq. (1).
While image-to-image translation is desirable architec-
turally, the downside of encoding pose as an image y is that
it gives the encoder Φ an opportunity to ‘cheat’ and inject
appearance information in the pose representation y. We can
prevent cheating by exploiting the coordinate representation
of pose to filter out any hidden appearance information form
y. We do so by converting the pose image into keypoints
and then back. This amounts to substituting y = β ◦ η(y)
in eq. (1), which yields the modified auto-encoding con-
straint:
x = Ψ(β ◦ η ◦ Φ(x),x′). (3)
3.2. Learning formulation & pose prior
Auto-encoding loss. In order to learn the auto-encoder (3),
we use a dataset of N example pairs of video frames
{(xi,x′i)}Ni=1. Then the auto-encoding constraint (3) is en-
forced by optimizing a reconstruction loss. Here we use a
perceptual loss:
Lperc = 1
N
N∑
i=1
‖Γ(xˆi)− Γ(xi)‖22, (4)
where xˆi = Ψ(β ◦ η ◦Φ(xi),x′i) is the reconstructed image,
Γ is a feature extractor. Instead of comparing pixels directly,
the perceptual loss compares features extracted from a stan-
dard network such as VGG [5, 11, 15, 26], and leads to more
robust training.
Pose prior. In addition to the N training image pairs
{(xi,x′i)}Ni=1, we also assume to have access to M sam-
ple poses {p¯j}Mj=1. Importantly, these sample poses are
unpaired, in the sense that they are not annotations of the
training images.
We use the unpaired pose samples to encourage the pre-
dicted poses y to be plausible. This is obtained by match-
ing two distributions. The reference distribution q(y) is
given by the unpaired pose samples {y¯j = β(p¯j)}Mj=1.
The other distribution p(y) is given by the pose samples
{yi = Φ(xi)}Ni=1 predicted by the learned encoder network
from the example video frames xi.
The goal is to match p(y) ≈ q(y) in a distributional
sense. This can be done by learning a discriminator network
D(y) ∈ [0, 1] whose purpose is to discriminate between
the unpaired samples y¯j = β(p¯j) and the predicted sam-
ples yi = Φ(xi). Samples are compared by means of the
difference adversarial loss of [34]:
Ldisc(D) = 1
M
M∑
j=1
D(y¯j)
2 +
1
N
N∑
i=1
(1−D(yi))2. (5)
Simplified Human3.6M [74] Human3.6M PennAction
Figure 5. Human pose predictions. 2D keypoint predictions (visualised as connected limbs) on the simplified [74] (with no background),
full Human3.6M [23], and PennAction [73] test sets. Our method directly predicts human landmarks in complex poses without any additional
supervision. More samples are included in the supplementary.
In addition to capturing plausible poses, the pose discrim-
inator D(y) also encourages the images y to be ‘skeleton-
like’. The effect is thus similar to the bottleneck introduced
in section 3.1 and one may wonder if the discriminator makes
the bottleneck redundant. The answer, as shown in sections 4
and 5, is negative: both are needed.
Overall learning formulation. Combining losses (4)
and (5) yields the overall objective:
L(Φ,Ψ, D) = λLdisc(D,Φ) + Lperc(Ψ,Φ), (6)
where λ is a loss-balancing factor. The components of this
model and their relations are illustrated in fig. 2. Similar to
any adversarial formulation, eq. (6) is minimized w.r.t. Φ,Ψ
and maximised w.r.t. D.
Details. The functions Φ, Ψ, η and D are implemented as
convolutional neural networks. The auto-encoder functions
Φ and Ψ and the discriminator D are trained by optimizing
the objective in eq. (6) (η is pre-trained using unpaired land-
marks, for details see supplementary). Batches are formed by
sampling random pairs of video frames (xi,x′i) and unpaired
pose y¯j samples. When sampling from image datasets (in-
stead of videos), we generate image pairs as (g1(xi), g2(xi))
by applying random thin-plate-splines g1, g2 to training sam-
ples xi. All the networks are trained from scratch. Architec-
tures and training details are in the supplementary.
4. Relation to image-to-image translation
Our method is related to unpaired image-to-image trans-
lation, of which CycleGAN [77] is perhaps the best example,
but with two key differences: (a) it has a bottleneck (sec-
tion 3.1) that prevents leaking appearance information into
the pose representation y, and (b) it reconstructs the image
x conditioned on a second image x′. We show in the exper-
iments that these changes are critical for pose recognition
performance, and conduct a further analysis here.
First, consider what happens if we drop both changes
(a) and (b), thus making our formulation more similar to
CycleGAN. In this case, eq. (1) reduces to x = Ψ(Φ(x)).
The trivial solution of setting both Φ and Ψ to the identity
functions is only avoided due to the discriminator loss (5),
which encourages y = Φ(x) to look like a skeleton (rather
than a copy of x). In theory, then, this problem should be
ill-posed as the pose y should not have sufficient information
to recover the input image x. However, the reconstructions
from such a network still look reasonably good (see fig. 4). A
closer look at logarithm of the generated skeleton y, reveals
that CycleGAN ‘cheats’ by leaking appearance information
via subtle patterns in y. By contrast, our bottleneck signifi-
cantly limits leaking appearance in the pose image and thus
its ability to reconstruct x = Ψ(β ◦ η ◦ Φ(x)) from a single
image; instead, reconstruction is achieved by injecting the
missing appearance information via the auxiliary image x′
using a conditional image decoder (eq. (3)).
5. Experiments
We evaluate our method on the task of 2D landmark de-
tection for human pose (section 5.1), faces (section 5.2), and
cat heads (section 5.3) and outperform state-of-the-art meth-
ods (tables 1 to 3) on these tasks. We examine the relative
contributions of components of our model in an ablation
study (section 5.4). We study the effect of reducing the num-
ber of pose samples used in the empirical prior (section 5.5).
Finally, we demonstrate image generation and manipulation
conditioned on appearance and pose (section 5.6).
Evaluation. Our method directly outputs predictions for
keypoints that are human-interpretable. In contrast, self-
supervised methods [25, 33, 54, 55, 56, 67, 74] predict only
machine-interpretable keypoints, as illustrated in fig. 1, and
require at least some example images with paired keypoint
annotations in order to learn to convert these landmarks to
human-interpretable ones for benchmarking or for applica-
tions. We call this step supervised post-processing. Our
method does not require this step, but we also include this
result for a direct comparison with previous methods.
5.1. Human pose
Datasets. Simplified Human3.6M introduced by Zhang
et al. [74] for evaluating unsupervised pose recognition, con-
tains 6 activities in which human bodies are mostly upright;
it comprises 800k training and 90k testing images. Hu-
man3.6M [23] is a large-scale dataset that contains 3.6M
accurate 2D and 3D human pose annotations for 17 differ-
ent activities, imaged under 4 viewpoints and a static back-
ground. For training, we use subjects 1, 5, 6, 7, and 8, and
subjects 9 and 11 for evaluation, as in [64]. PennAction [73]
Method all wait pose greet direct discuss walk
fully supervised
Newell et al. [36] 2.16 1.88 1.92 2.15 1.62 1.88 2.21
self-supervised + supervised post-processing
Thewlis et al. [54] 7.51 7.54 8.56 7.26 6.47 7.93 5.40
Zhang et al. [74] 4.14 5.01 4.61 4.76 4.45 4.91 4.61
Lorenz et al. [33] 2.79 — — — — — —
self-supervised (no post-processing)
Ours 2.73 2.66 2.27 2.73 2.35 2.35 4.00
Table 1. Human landmark detection (Simplified H3.6M). Com-
parison with state-of-the-art methods for human landmark detection
on the Simplified Human3.6M dataset [74]. We report %-MSE nor-
malised by image size for each activity.
contains 2k challenging consumer videos of 15 sports cate-
gories. MPI-INF-3DHP [35] is a mocap dataset containing
8 subjects performing 8 activities in complex exercise poses.
There are 28 joints annotated.
We split datasets into two disjoint parts for sampling im-
age pairs (x,x′) (cropped to the provided bounding boxes),
and skeleton prior respectively to ensure that the pose data
does not contain labels corresponding to the training images.
For the Human3.6M datasets we split the videos in half,
while for PennAction we split in half the set of videos from
each action category. We also evaluate the case when images
and skeletons are sampled from different datasets and for
this purpose we use the MPI-INF-3DHP mocap data.
Evaluation. We report 2D landmark detection perfor-
mance on the simplified and original Human3.6M datasets.
For Simplified Human3.6M, we follow the standard protocol
of [74] and report the error for all 32 joints normalized by
the image size. For Human3.6M, we instead report the mean
error in pixels over 17 of the 32 joints [23]. To demonstrate
learning from unpaired prior, we consider two settings for
sourcing the images and the prior. In the first setting, we
use different datasets for the two, and sample images from
Human3.6M and poses from MPI-INF-3DHP. In the second
setting, we use instead two disjoint parts of the same dataset
Human3.6M for both images and poses. When using MPI-
INF-3DHP dataset as the prior, we predict 28 joints, but use
17 joints that are common with Human3.6M for evaluation.
We train our method from scratch and compare its perfor-
mance with both supervised and unsupervised methods.
Results. Table 1 reports the results on Simplified Hu-
man3.6M. As in previous self-supervised works [54, 74],
we compare against the supervised baseline by Newell et
al. [36]. Our model outperforms all the baselines [33, 54, 74]
without the supervised post-processing used by the others.
Table 2 summarises our results on the original Hu-
man3.6M test set. Here we also compare against the super-
vised baseline [36] and the self-supervised method of [25].
Our model outperforms the baselines in this test too.
Method Human3.6M
fully supervised
Newell et al. [36] 19.52
self-supervised + supervised post-processing
Jakab & Gupta et al. [25] 19.12
self-supervised (no post-processing)
Ours with 3DHP prior 18.94
Ours with H3.6M prior 14.46
Table 2. Human landmark detection (full H3.6M). Compari-
son on Human3.6M test set with a supervised baseline Newell et
al. [36], and a self-supervised method [25]. We report the MSE in
pixels [23]. Results for each activity are in the supplementary.
It may be surprising that our method outperforms the su-
pervised baseline. A possible reason is the limited number of
supervised examples, which causes the supervised baseline
to overfit. This can be noted by comparing the training / test
errors: 14.61 / 19.52 for supervised hourglass and 13.79 /
14.46 for our method.
When poses are sampled from a different dataset (MPI-
INF-3DHP) than the images (Human3.6M), the error is
higher at 18.94 (but still better than the supervised alter-
native). This increase is due to the domain gap between the
two datasets. Figure 5 shows some qualitative examples.
Limitations of the method are highlighted in fig. 6.
Figure 6. Limitations. [1-2] complex human poses like sitting
are challenging to learn from a weak pose prior, [3] it could be
difficult to disambiguate the sides due to bilateral symmetry, [4-
5] occlusions are difficult to handle.
5.2. Human faces
Datasets. VoxCeleb2 [10] is a large-scale dataset consist-
ing of 1M short clips of talking-head videos extracted from
YouTube. MultiPIE [51] contains 68 labelled facial land-
marks and 6k samples. We use this dataset as the only source
for the prior. 300-W [47] is a challenging dataset of facial
images obtained by combining multiple datasets [4, 42, 76]
as described in [43, 54]. As in MultiPIE, 300-W contains
68 annotated facial landmarks. We use 300-W as our test
dataset and follow the evaluation protocol in [43].
Results. As for human pose, we study a scenario where
images and poses are sourced from a different datasets, us-
ing VoxCeleb2 and 300-W for the images, and MultiPIE
(6k samples) for the poses (fig. 7). We train our method
from scratch using video frames from VoxCeleb2; then we
fine-tune the model using our unsupervised method on the
300-W training images. We report performance on 300-W
test set in table 3. Our method performs well even without
any supervised fine-tuning on the target 300-W, and it al-
ready outperforms the unsupervised method of [55]. Adding
supervised post-processing (on 300-W training set) as done
in all self-supervised learning methods [54, 55, 56, 67], we
outperform all except for [56] when they use their HG net-
work that has 3 times more learnable parameters (4M vs 12M
parameters). Interestingly we also outperform all supervised
methods except [13, 68].
Figure 7. Unpaired transfer. We leverage approx. 6k landmarks
from the MultiPIE dataset [51] as a prior [top] and unlabelled
images from the the large-scale VoxCeleb2 [10] [middle] (1M
clips, 6k identities) to train a detector that we test on the 300-W
dataset [47] [bottom] (predictions in green) with state-of-the-art
results (table 3). More qualitative results are in the supplementary.
5.3. Cat heads
Cat Head [72] dataset contains 9k images of cat heads
each annotated with 7 landmarks. We use the same train and
test split as [74]. We split the training set into two equally
sized parts with no overlap. The first one is used to sample
training images and the second one for the landmark prior.
Our predictions are visualized in fig. 8.
Figure 8. Cat head landmarks. Our predictions on Cat Head test
set [72] consistently track landmarks across different views. More
results are included in the supplementary.
5.4. Ablation study
As noted above, we can obtain our method by making
the following changes to CycleGAN: (1) switching to a
conditional image generator Ψ, (2) introducing the skeleton
bottleneck β ◦ η, and (3) removing the “second auto-encoder
Method 300-W
fully supervised
LBF [43] 6.32
CFSS [78] 5.76
cGPRT [30] 5.71
DDN [71] 5.65
TCDCN [75] 5.54
RAR [68] 4.94
Wing Loss [13] 4.04
self-supervised + supervised post-processing
Thewlis et al. [55] 9.30
Thewlis et al. [54] 7.97
Thewlis et al. [56] SmallNet † 5.75
Wiles et al. [67] 5.71
Jakab & Gupta et al. [25] 5.39
Thewlis et al. [56] HourGlass † 4.65
self-supervised
Ours (no post-processing) 8.67
+ supervised post-processing 5.12
Table 3. Facial landmark detection. Comparison with state-of-
the-art methods on 2D facial landmark detection. We report the
inter-ocular distance normalised keypoint localisation error [75]
(in %; ↓ is better) on the 300-W test set. †: [56] evaluate using
two different networks: (1) SmallNet which we outperform, (2)
HourGlass is not directly comparable due to much larger capacity
(4M vs 12M parameters).
cycle” for the other domain (in our case the skeleton images).
table 4 shows the effect of modifying CycleGAN in this
manner on Simplified Human3.6M [74] for humans and on
300-W [47] for faces.
The baseline CycleGAN can be thought of as learning a
mapping between images and skeletons via off-the-shelf im-
age translation. Switching to a conditional image generator
(1) does not improve the results because the model can still
leak appearance information’s pose. However, introducing
the bottleneck (2) improves performance significantly for
both humans (2.86% vs. 3.54% CycleGAN, a 20% error
reduction) and faces (11.89% vs. 9.64% CycleGAN, a 19%
error reduction). This also justifies the use of a conditional
generator as the model fails to converge if the bottleneck
is used without it. Removing the second cycle (3) leads to
further improvements, showing that this part is detrimental
for our task.
5.5. Unpaired sample efficiency
Table 5 demonstrates that our method retains state-of-
the-art performance even when we use only 50 unpaired
landmark samples for the empirical prior. The experiment
was done following the same protocols for training on face
and human datasets as described previously.
Method humans faces
CycleGAN 3.54 11.89
+ conditional generator (1) 3.60 –
+ skeleton-bottleneck (2) 2.86 9.64
− 2nd cycle = ours (3) 2.73 8.67
CycleGAN − 2nd cycle 3.39 11.36
Table 4. Ablation study. We start with the CycleGAN [77] model
and sequentially augment it with — (1) conditional image genera-
tor (Ψ), (2) skeleton bottleneck (β ◦ η), and (3) remove the second
cycle-constraint resulting in our proposed model. An auto-encoding
model with a skeleton image as the intermediate representation (i.e.
no keypoint bottleneck) and an adversarial loss is also reported
(last row). We report 2D landmark detection error (↓ is better) on
the Simplified Human3.6M (section 5.1) for human pose, on the
300-W (section 5.2) for faces.
# unpaired humans faces
samples no post-proc. no post-proc. + sup. post-proc.
full dataset 2.73 8.67 5.12
5000 2.92± 0.05 – –
500 3.30± 0.06 8.91± 0.15 5.22± 0.04
50 4.05± 0.02 8.92± 0.20 5.19± 0.06
Table 5. Varying # of unpaired landmark samples. We train our
method using varying numbers of samples for landmark prior. For
faces, we sample the prior from MultiPIE dataset and evaluate on
300-W (section 5.2). For human pose, we sample the prior from the
disjoint part of the Simplified Human3.6M training set and evaluate
on the test set (section 5.1). We report the keypoint localisation
error (±σ) (in %; ↓ is better). Full dataset has 6k unpaired samples
for faces, and 400k for humans. Decreasing the number of unpaired
landmark samples retains most of the performance.
5.6. Appearance and geometry factorization
The conditional image generator Ψ : (y∗,x′) 7→ xˆ
of eq. (1) can also be used to produce novel images by com-
bining pose and appearance from different images. Figure 9
shows that the model can be used to transfer the appear-
ance of a human face identity on top of the pose of another.
Though generating high quality images is not our primary
goal, the ability to transfer appearance shows that our method
properly factorizes the latter from pose.
This also demonstrates significant generalization over
the training setting, as the system only learns from pairs of
frames sampled from the same video and thus with same
identity, but it can swap different identities. In fig. 10, we
further leverage the disentanglement of geometry and ap-
pearance to manipulate a face by editing its keypoints.
6. Conclusion
We have shown that combining conditional image genera-
tion with a dual representation of pose with a tight geometric
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Figure 9. Factorization of appearance and geometry. Recon-
structed image inherits appearance from the style image and ge-
ometry from the target image. [left]: human pose samples from
Human3.6M. [right]: face samples from VoxCeleb2.
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Figure 10. Image editing using detected landmarks. We show
fine-grained control over the generated image by manipulating the
coordinates of detected keypoints (kpts). The resulting changes are
localised. Apart from demonstrating successful disentanglement of
appearance and geometry, this also suggests that the model assigns
correct semantics to the detected landmarks.
bottleneck can be used to learn to recognize the pose of com-
plex objects such as humans without providing any labelled
image to the system. In order to do so, our method makes
use of an unpaired pose prior, which also allows it to output
human-interpretable pose parameters. With this, we have
achieved optimal landmark detection accuracy for methods
that do not use labelled images for training.
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