Theories of spoken word recognition have traditionally assumed, either implicitly (see, e.g., Luce & Pisoni, 1998; McClelland & Elman, 1986; Norris, 1994) or explicitly (see, e.g., Jackson & Morton, 1984) , that lexical items are represented in memory by abstract phonological codes that only preserve information relevant for lexical discrimination. In many current models of word recognition, stimulus variation-arising from factors such as changes in speaking rate and the identity of the talker-is treated as irrelevant information that is discarded early in the encoding process. The extraction of information that is solely relevant for identification is referred to as normalization, and it is during the normalization phase that representations of stimuli that vary in physical detail but fall within a given perceptual category are equated by processes that abstract defining information.
For example, feature-based accounts of speech perception (see Klatt, 1989; Pisoni & Luce, 1987) have proposed that speech sounds and words are processed using the elemental features of linguistic description (e.g., [vocalic] , [consonantal] , [sonorant] ). However, spoken words may differ on many physical dimensions not captured by these features. The normalization process is responsible for winnowing the information in the speech signal and extracting only the featural information that is relevant for identification. This process thereby serves a substantial data reduction function that may ultimately result in considerable economy of process and representation.
It should be noted that this theoretical stance on the nature of perceptually based representations is not unique to research on language perception. Some theories of visual object recognition (see, e.g., Biederman, 1987) assume that most objects can be uniquely defined by a small number of abstract units. In fact, Biederman has argued that the rapidity of visual object identification necessitates the use of a small number of easily extractable units.
Despite the arguments that have been made for abstract lexical representations in memory, recent research (see Goldinger, 1996 , for a review) has suggested that putatively irrelevant surface details of words-such as information specific to a given talker-are preserved in some form in memory. These findings regarding specificity effects have led to the proposal (see, e.g., Goldinger, 1996) that lexical items are represented in memory by exemplar-based representations that preserve, rather than discard, much of the physical detail of the stimulus.
Research has demonstrated that variation in the surface details of spoken stimuli (usually measured by changes in the identity of the talker, hereafter referred to broadly as changes in voice) has implications for both identification and memory. Typically, subjects have more difficulty in identifying , recognizing (Church & Schacter, 1994; Goldinger, 1996; Palmeri, Goldinger, & Pisoni, 1993; Schacter & Church, 1992; Sheffert, 1995 Sheffert, , 1998 , and recalling (Goldinger, Pisoni, & Logan, 1991; Martin, Mullennix, Pisoni, & Summers, 1989) lists of stimuli composed of words spoken by multiple talkers, as compared with lists composed of stimuli spoken by a single talker (see Palmeri et al., 1993 , for one interesting exception). One explanation for these effects is that normalization pro- Many theories of spoken word recognition assume that lexical items are stored in memory as abstract representations. However, recent research (e.g., Goldinger, 1996) has suggested that representations of spoken words in memory are veridical exemplars that encode specific information, such as characteristics of the talker's voice. If representations are exemplar based, effects of stimulus variation such as that arising from changes in the identity of the talker may have an effect on identification of and memory for spoken words. This prediction was examined for an implicit and explicit task (lexical decision and recognition, respectively). Comparable amounts of repetition priming in lexical decision were found for repeated words, regardless of whether the repetitions were in the same or in different voices. However, reaction times in the recognition task were faster if the repetition was in the same voice. These results suggest a role for both abstract and specific representations in models of spoken word recognition.
cesses reduce the resources available for encoding and/or rehearsal.
The effects of changes in the surface details of stimuli between study and test in recognition memory experiments have been of particular interest in the literature. For example, Church and Schacter (1994) and Schacter and Church (1992) investigated the effects of talker variation on implicit and explicit memory. 1 They observed effects of talker variation in implicit tasks, such as fragment completion and the identification of low-pass filtered stimuli. Subjects were more likely to complete a fragment of a word if the fragment was repeated in the same voice. Subjects were also more accurate at identifying low-pass filtered words that were repetitions of previously presented items if the repetition preserved surface characteristics of the stimulus. However, these researchers failed to observe effects of stimulus specificity in explicit tasks. When subjects performed cued recall or recognition of previously presented items, changing surface characteristics between study and test had no statistically significant effects on performance. Goldinger (1996) performed a series of experiments in which the effects of voice on memory for spoken words were examined. In one of his experiments, Goldinger presented words in explicit (recognition) and implicit (perceptual identification in noise) tasks with varying delays between study and test. He found significant effects of voice in both recognition and identification, demonstrating that voice effects are not, in fact, restricted to implicit tasks. However, Goldinger (1996) found that the effects of voice were reduced more by delay between study and test in the explicit task than in the implicit task, a result that provides some support for the explicit /implicit distinction. In another experiment, Goldinger manipulated levels of processing and voice in the study-test implicit-explicit format. His results demonstrated that the effects of voice varied with level of processing, such that the strongest effects of stimulus specificity were observed in the shallower processing conditions, especially for recognition memory.
Although somewhat varied, the overall results of studies in which the effects of voice on identification and memory were examined are consistent with exemplarbased models of memory (see, e.g., Hintzman, 1986) . According to these models, a new representation of a stimulus item is stored in memory each time it is encountered, and it is hypothesized that these representations preserve surface information about the stimulus. One advantage of exemplar-based models is that they have the potential for solving the long-standing problem of perceptual normalization in speech perception by dispelling the notion that the ultimate goal of the perceptual process is to map acoustic-phonetic information onto abstract form-based representations of words in memory. In exemplar-based models, the representational currency of the perceptual encoding process is more or less true to the details of the stimulus itself. In an application of this general theoretical approach to spoken word recognition, Goldinger (1996 Goldinger ( , 1998 has proposed an exemplar-based lexicon in which the individual memory traces themselves may encode both abstract and surface information, with the degree of stimulus specificity depending crucially on attentional factors during encoding.
To date, a variety of researchers have found evidence for the existence of specificity effects in tasks involving memory for spoken words. However, the implications of these results for models of word identification are as yet unclear. Our research was therefore aimed at further investigating the effects of stimulus-specific information-in our case, voice-on spoken word identification or, more specifically, on on-line processing assessed by the auditory lexical decision task. Although previous results have been at times conflicting, there appears to be some consensus that surface details of words are stored in some form in the memory. The primary impetus for the present investigation was to attempt to establish more clearly the domain in which surface characteristics of nondegraded spoken stimuli play a role in the identification process itself. Specifically, we were interested in determining whether voice information about spoken words is always implicated in the identification process or whether there are circumstances in which voice information is less relevant, such as in immediate, on-line processing. If we are able to identify situations in which voice information appears to play a minor or inconsequential role in the word identification process, this may serve as evidence that existing abstractionist models of spoken word identification are not necessarily incorrect in restricting their focus to processes that are independent of specific voice effects.
We examined the effects of changing voice on stimulus repetition in both auditory lexical decision and recognition. Our research was based on previous work by Biederman and Cooper (1992) and by Cooper, Schacter, Ballesteros, and Moore (1992) , who examined the effects of stimulus variation in implicit and explicit tasks. We first presented subjects with a list of stimuli spoken by two talkers in a lexical decision task. We then followed this first block of lexical decision trials with either (1) another block of lexical decision trials or (2) a block of recognition (old/new) trials. The stimuli in the second block of the experiment were repeated in the same voice or in a new voice or were new items that had not appeared in the first block. We used the lexical decision task in the second block to evaluate the role of specific information in on-line word identification when explicit recall or recognition of a prior item was not required. For purposes of comparison, we also used a recognition task in the second block (with a different group of subjects) in order to further examine the role of stimulus-specific information in a task requiring explicit recollection of previously presented items.
We hypothesized that, if memory representations of spoken words are abstract, repetition effects for words repeated in the same voice should be equivalent to repe-titions of words repeated in a different voice. That is, changing the voice of the speaker for an item between blocks should have no effect on performance in the second block. On the other hand, if the representations of spoken words used in on-line processing are exemplar based, we hypothesized that words repeated in the same voice would show greater advantages in terms of processing speed and accuracy than would words repeated in a different voice.
We also attempted to extend previous research by using nondegraded stimuli and measuring response latencies (as opposed to accuracy, the typical dependent measure in previous studies; see, however, Goldinger, 1996) . Earlier demonstrations of sensitivity to stimulus specificity may have been amplified by the use of degraded stimuli (in the form of noise-masked, low-pass filtered, or gated stimuli), which may have encouraged subjects to interrogate memory representations of previously encountered items, when they might not have normally done so, because of difficulties in processing imposed by degradation.
To summarize, modulation of the magnitude of repetition effects as a function of changes in voice in the explicit recognition task would be further evidence that stimulus-specific information is available in memory. And similar effects for the implicit lexical decision task would support the claim that representations of spoken words are exemplar based. However, diminished effects of voice on the magnitude of the repetition effect in lexical decision may indicate that more abstract representations of spoken words that subserve on-line spoken word identification co-exist with stimulus-specific exemplars.
EXPERIMENT 1 Method
Subjects. Sixty members of the State University of New York at Buffalo community participated in the experiment. Subjects either received credit for an introductory psychology class or were paid $4 for their participation. All the subjects were native English speakers and reported no history of speech or hearing disorders.
Materials. The stimuli consisted of monosyllabic consonantvowel-consonant words and nonwords, each recorded by a male and a female talker. Nonword stimuli were created by changing one phoneme from an actual word. All nonwords were phonotactically legal. The complete list of stimuli is given in the Appendix.
The stimuli were presented in two successive blocks consisting of 60 stimuli each. The first block consisted of 15 words and 15 nonwords spoken by the male talker and 15 words and 15 nonwords spoken by the female talker. No stimuli were repeated within a block. The second block also contained 60 stimuli and consisted of (1) 10 words and 10 nonwords that were identical repetitions of stimuli heard in the first block (the same voice condition), (2) 10 words and 10 nonwords that were repetitions from the first block but spoken by the other talker (the different voice condition), and (3) 10 words and 10 nonwords that had not been presented in the first block (the new condition).
Three separate stimulus sets were created to ensure that every stimulus item participated in each condition (same, different, and new) in order to control for the possibility of unintended differences among items. Results were averaged over the three stimulus sets.
Recording took place in a sound-attenuated room, and all words were spoken in list format. The stimuli were low-pass filtered at 4.8 kHz and digitized at a sampling rate of 10 kHz with a 12-bit analog-to-digital converter. All words were edited into individual files and stored on a computer disk.
Procedure. The experiment consisted of two blocks of 60 trials each. The subjects performed an auditory lexical decision task in both blocks, in which they were presented with a stimulus and had to decide if the item was a word or a nonword. At the beginning of the experiment, the subjects were not instructed that they would be presented with two blocks of trials. Twenty subjects were randomly assigned to each of the three different stimulus sets.
The subjects were tested in groups of 5 or fewer. The stimuli were presented over headphones at a comfortable listening level. The subjects responded by pressing the appropriate button on a response box in front of them. Word responses were made with the right hand by pressing a button on the right labeled Word. Nonword responses were made with the left hand by pressing a button on the left labeled Nonword. All the subjects were right-handed (defined as the hand with which the subject wrote). Word responses were thus made with the dominant hand.
A PDP-11/34 computer controlled stimulus presentation and response collection. Stimulus presentation within each block was randomized by group. The subjects were instructed to respond as quickly and as accurately as possible. Prior to the first block of experimental trials, the subjects were given a block of 10 practice trials to familiarize them with the task.
A typical trial proceeded as follows: A cue light at the top of the response box was illuminated for 500 msec, indicating that a stimulus was about to be presented. A stimulus was presented 250 msec after the offset of the cuelight. Reaction times were measured from the onset of the stimulus to the onset of the response. Once the subject responded, an intertrial interval of 500 msec was initiated. If the subject failed to respond within 2,200 msec, an incorrect response was recorded, and the next trial began.
Results
Mean reaction times and percentages correct for the same, different, and new items in Blocks 1 and 2 are shown in Table 1 . Recall that Block 1 refers to the first presentation of a stimulus and Block 2 to the second presentation (if, in fact, the stimulus was repeated). Although all items in Block 1 were new, the label new in reference to Block 1 refers to filler stimuli that were not repeated in Block 2. The nonword stimuli were included for purposes of the task only and were not responded to with the dominant hand. 2 Thus, only correct responses to the word stimuli will be reported.
We performed 2 (block: first vs. second) ϫ 3 (repetition: same vs. different vs. new) repeated measures analyses of variance (ANOVAs) on reaction times and percentages correct for both subjects (F s ) and items (F i ). We adopted a .05 level of significance, unless otherwise noted. Reaction times were 60 msec faster in the second block than in the first block for words repeated in the same voice, 40 msec faster in the second block than in the first block for words repeated in the different voice, and 26 msec slower in the first block than in the second block for new words. This data pattern resulted in a significant block ϫ repetition interaction [F s (2,118) ϭ 22.69, MS e ϭ 2,733.12; F i (2,58) ϭ 7.239, MS e ϭ 4,411.02].
Comparison of the differences in reaction times between Blocks 1 and 2 for the same and different conditions combined (Ϫ50 msec) and the new condition (+26 msec) revealed a significant effect of repetition [F s (1, 118) 
Discussion
The results of Experiment 1 revealed that the subjects responded significantly more quickly to repeated words than to new words, a replication of the now welldocumented repetition effect (D. L. Scarborough, Cortese, & H. S. Scarborough, 1977) . Of particular interest, however, was the finding that changing the voice in which the stimulus was produced between first presentation and repetition did not have statistically reliable effects on the magnitude of the repetition effect (see also Brown, Fowler, & Rueckl, 1996) . That is, same and different repetitions produced roughly equivalent amounts of repetition priming, although there was a small but nonsignificant trend in favor of repetitions occurring in the same voice, as compared with those that changed voices. Thus, although there may be small, albeit statistically undetectable, effects of voice in the present experiment, it appears that changing the surface details of the stimulus in this particular paradigm does not induce a marked diminution of the repetition effect. It should be noted, however, that the absence of a significant effect of voice on the magnitude of the priming effect was accompanied by a robust effect of repetition for both the same and different voice conditions, demonstrating that even substantial surface variation between prime and target did not eliminate repetition priming in this experiment.
These results support a number of hypotheses regarding the role of stimulus specificity in the on-line recognition of spoken words. First, our results may indicate that abstract lexical representations are used in spoken word identification. This hypothesis is consistent with a theory of memory that incorporates multiple memory systems consisting of representations of various degrees of abstraction (i.e., Tulving, 1984) . The postulation of at least a functional abstract representation is also consistent with strictly exemplar-based memory models. For example, in his MINERVA-2 model, Hintzman (1986) argues that abstract information may emerge through the activation of multiple similar traces in memory and that specific information may be more prone to forgetting than information regarding the central tendency of a category. Thus, the lag between repetitions in the present experiment may have been sufficiently long for specific stimulus information to decay, leaving more abstract, albeit still exemplar-based, information to dominate the repetition effect, as evidenced by the robust effects of repetition even for the different voice condition (see Goldinger, 1996 , for results pertaining to effects of delay on implicit memory).
Our results may also be interpreted in terms of Goldinger's (1996) conception of an exemplar-based lexicon in which representations are stored as more or less specific or abstract, depending on the nature of the encoding task. Tasks that emphasize specific over abstract information at encoding are predicted to result in more specific representations in memory, and vice versa. Thus, the lexical decision task in the first block of the experiment may have encouraged storage of the items in a more abstract format, thus producing small and nonsignificant effects of voice changes on repetition.
Finally, the results from Experiment 1 may simply indicate that voice information is relatively slow in having its effects on the recognition process. The speed with which lexical identification is accomplished may be so rapid that, under normal circumstances (e.g., when the stimulus is not purposefully made difficult to perceive), lexical discrimination and recognition are accomplished before the effects of stimulus specificity have an opportunity to exert their influences on the perceptual process. If this is the case, traditional models of spoken word recognition that focus on the abstract nature of form-based lexical representation may be fundamentally correct, although perhaps incomplete in their characterization of the recognition process in situations in which recognition is not as immediate as it is under ideal listening conditions.
Before considering these theoretical accounts in more detail, however, it is incumbent on us to demonstrate that we are able-using our existing stimuli and only minor modifications of our experimental paradigm-to obtain effects of changing voice in a task previously shown to be sensitive to the surface characteristics of stimuli. To this end, we reran Experiment 1, using exactly the same stimuli and the same task (lexical decision) in the first block. The only change that we implemented was to substitute the lexical decision task in the second block with a recognition (old/new) task (see Palmeri et al., 1993 , for a demonstration of effects of voice in a recognition task).
As was previously mentioned, prior research on visual object recognition (Biederman & Cooper, 1992; Cooper et al., 1992) has demonstrated that changes in the surface physical characteristics of stimuli fail to show effects in implicit tasks, such as that employed in Experiment 1, but have demonstrable effects in explicit tasks, such as recognition. Although Church and Schacter (1994; Schacter & Church, 1992) found an opposite pattern of results for spoken stimuli-with implicit tasks showing effects of changes in voice and explicit tasks showing no effectswe believed that there were sufficient differences in our study to warrant comparison of the lexical decision task with performance in the recognition memory paradigm.
We thus performed a second experiment that differed from Experiment 1 only in the task employed in the second block. As in Experiment 1, the subjects were not instructed that a second block of trials would be presented. In Experiment 2, after the first block of trials, the subjects were told that another set of stimuli would be presented and that they were to ignore possible changes in voice and to decide as quickly and as accurately as possible whether each word did or did not occur in the previous block by pressing buttons labeled either old or new.
Experiment 2 was performed in order to examine two issues. First, we were interested in determining whether changes in voice have an effect in a task that explicitly requires subjects to access information about previously occurring items. Second, we were interested in attempting to determine whether the reason for our failure to obtain voice-specific effects in lexical decision was because voice information was simply no longer available when the stimuli were presented in the second block.
EXPERIMENT 2 Method
Subjects. Sixty members of the State University of New York at Buffalo community participated in the experiment. Subjects either received credit for an introductory psychology class or were paid $4 for their participation. All the subjects were native English speakers and reported no history of speech or hearing disorders. None of the subjects in Experiment 2 had participated in Experiment 1.
Materials. The stimuli were the same as those used in Experiment 1.
Procedure. The procedure was identical to that in Experiment 1, except that, prior to the second block of trials, the subjects were instructed to respond to each stimulus as quickly but as accurately as possible by pressing a button labeled new if the stimulus had not occurred in the first block and old if the stimulus was a repetition. The subjects were not instructed prior to block 1 that there would be a recognition test. The subjects were also told to ignore variations in voice in making their recognition judgments.
Results
The results for Experiment 2 are shown in Table 2 . We performed one-way (same vs. different) repeated measures ANOVAs on both subjects and items. In this experiment, we were only interested in the second block of trials, in which a recognition response was required. Furthermore, we were only interested in old responses to word stimuli. New responses were made with the nondominant hand and were thus not comparable to old responses either in handedness of the response or in the nature of the decision. Only reaction times to correct word responses were analyzed. Although nonwords were included in Experiment 2 in order to ensure that the stimulus context was identical with that of Experiment 1, responses to nonwords were again not of primary interest and will thus not be reported. 4 Words presented in the same voice were responded to significantly more quickly than were words presented in the different voice [F s (1, 59 ) ϭ 13.93, MS e ϭ 10,606.51; F i (1,29) ϭ 7.88, MS e ϭ 10,570.38]. There was no significant difference in accuracy between same and different voice [F s (1, 59 ) ϭ 1.59, MS e ϭ 0.023; F i (1,29) ϭ 1.88, MS e ϭ 0.010].
In order to perform a direct statistical comparison of Experiments 1 and 2, we computed difference scores within each experiment for each subject. For Experiment 1, we subtracted mean reaction times and percentages correct for same voice stimuli from those for different voice stimuli for each subject for the second block of trials. We computed these same difference scores for the recognition data of Experiment 2. We then entered these difference scores into ANOVAs by subjects and items. There was a main effect of task (lexical decision vs. recognition) for the difference scores for reaction times [F s (1,118) ϭ 7.63 , MS e ϭ 12,361.23; F i (1, 29) ϭ 23.57, MS e ϭ 11,500.12], but no effect for accuracy [F s (1, 118 ) ϭ 1.69, MS e ϭ .026; F i (1,29) ϭ 3.91, MS e ϭ 8,844.30]. Thus, the differences in reaction times for same and different stimuli were significantly greater in Experiment 2 (recognition) than in Experiment 1 (lexical decision).
Discussion
The results of the recognition experiment show clear effects of voice: Words repeated in the same voice were responded to more quickly than were words repeated in the different voice. However, there was no effect of voice on percent correct recognition. Thus, whereas these results initially seem at odds with Schacter and Church (1992) and Church and Schacter (1994) , they actually replicate their findings of no effects of voice on accuracy. However, the response time measure used in Experiment 2 apparently proved to be more sensitive to effects of voice than did accuracy alone, revealing significant differences between the same and different voice conditions. It should also be noted that the longer reaction times in Experiment 2 are indicative of a more difficult task than that employed in Experiment 1. Task difficulty, in slowing reaction times to make a recognition response, may be partially responsible for the emergence of a voice effect in this experiment. Our results are in keeping with those of Palmeri et al. (1993) , who also demonstrated effects of voice on recognition. Moreover, our results demonstrate once again that the surface characteristics of spoken stimuli have demonstrable effects on explicit memory (see Goldinger, 1996) . Thus, the results from Experiment 2 more closely resemble the findings of Biederman and Cooper (1992) in demonstrating that the surface characteristics of stimuli are stored in memory and may play a role in the ease of old/ new recognition.
Finally, the results of Experiment 2 appear to disconfirm the hypothesis that the failure to observe voice effects in Experiment 1 was due to the forgetting of specific information. The results of the present experiment clearly demonstrate that such information is, in fact, available.
GENERAL DISCUSSION
In two experiments, we examined the effects of changing voice on the processing of spoken words. In Experiment 1, we demonstrated that repetition priming for spoken words may not always be sensitive to changes in the surface characteristics of the stimuli. When the subjects were required simply to make lexical decisions to spoken words in two blocks of trials, responses times to repetitions in the same voice were not statistically different from response times to repetitions in the different voice, although overall effects of repetition priming were robust. Experiment 2 was identical to Experiment 1, except that we required that the subjects perform a surprise recognition task in the second block of trials (instead of lexical decision). In this experiment, we obtained significant effects of voice: The subjects responded old more quickly to words repeated in the same voice than to words repeated in the different voice. Thus, we observed diminished effects of voice on response times and accuracy in the implicit task using lexical decision but a large effect on recognition times in the explicit task.
The results from Experiment 2 are consistent with a number of previous demonstrations that voice matters in recognition (see, e.g., Goldinger, 1996; Palmeri et al., 1993) . However, our results appear to conflict with those of Church and Schacter (1994) and Schacter and Church (1992) , who failed to find effects of stimulus specificity on recognition performance. This conflict may be more apparent than real: We, too, failed to observe effects of voice on accuracy, the dependent measure reported by Church and Schacter (1994) and Schacter and Church (1992) . Robust voice effects emerged only for our processing time data, which, as previously mentioned, may provide a more sensitive measure of voice effects in recognition of words presented in the clear.
The results from Experiment 1 are consistent with previous work on visual object identification by Biederman and Cooper (1992) , who also failed to find effects of stimulus specificity in implicit tasks. However, our lexical decision results are again in contrast to the findings of Church and Schacter (1994; Schacter & Church, 1992) , who observed effects of stimulus specificity in certain implicit tasks. We believe that there are two crucial differences between our study and those of Church and Schacter: First, in Church and Schacter's work, when voice effects were observed, they involved degraded (in particular, filtered) stimuli, which may have introduced processing difficulties that may have amplified the effects of voice, either by slowing processing or by encouraging the activation of specific previous memory traces to aid in identification. Second, responses in the lexical decision task may be so rapid as to precede what may be the slower acting effects of stimulus specificity in processing. Despite the rapidity of the response, however, we nevertheless obtained significant effects of repetition priming, suggesting that, although specific effects of voice failed to strongly develop in the time window within which responses were made, effects of activation of lexical form-based representations were in evidence.
Our results also appear to contrast somewhat with Goldinger's (1996) predictions that encoding during study (i.e., the first block) should determine the presence or absence of specificity effects. In our experiments, in which we held the encoding task constant (lexical decision in both Experiments 1 and 2), we observed different patterns of results for the implicit and explicit tasks. Again, the differences between our results and those of Goldinger may be due to the rapidity of the identification response in lexical decision (see Hintzman & Caulton, 1997; Hintzman & Curran, 1997) . Goldinger (1996) reports one of the only other studies that has examined response latencies in an implicit task in which voice was manipulated (Experiment 3). Response latencies to classify stimuli in his fastest condition were almost 100 msec longer than the latencies we observed for words in the same and different conditions in the second block. Thus, it may be that, if subjects are capable of making an identification decision quickly enough, the effects of stimulus specificity are small. Conversely, when responses are slower, as in our recognition experiment or in Goldinger's classification studies, effects of voice emerge.
We believe that our results are in keeping with the growing literature on stimulus specificity effects. In particular, the results from our recognition experiment support the notion that surface details are preserved in some form in memory and have demonstrable effects on performance. However, we have demonstrated that, under certain task conditions, stimulus specificity (at least as measured here, as changes in the identity of the talker) may have negligible effects on on-line processing.
This latter finding is consistent with, although certainly not identical to, claims made by Hintzman (1986) . In Hintzman's model, abstract information is generated by mechanisms that make use of activation of multiple instances in memory. Each stimulus activates an aggregate of memory traces, referred to as an echo. Because the echo is composed of a weighted average of multiple traces, the influence of features that differ among the stored exemplars will be minimized, whereas features that are shared will be strengthened. With the decay of individual features over time, information regarding the central tendency of a category will tend to be more robust. Such a memory system will give the appearance of abstraction, although the representations from which this abstraction emerge are themselves quite specific. Thus, even within strictly exemplar-based models of memory, both abstract and specific information may coexist (at least functionally). Note that our previous hypothesis that the decay of information over time accounts for the lack of voice effects in lexical decision appears to have been disconfirmed by the results of Experiment 2. However, this finding does not refute the claim that abstract information may still emerge from a strictly exemplar-based memory system.
In short, our results suggest that existing models of spoken word identification may be correct in their focus on the immediate processing of spoken words as abstract entities. Nonetheless, our results join a growing body of literature suggesting that stimulus-specific information is indeed preserved in memory and may play a role in offline processing or in less than ideal listening situations in which the identification of spoken words is difficult.
