Abstract. The main result can be stated roughly as follows: Let M be an Alexandrov space, Ω ⊂ M an open domain and f : Ω → R a harmonic function. Then f is Lipschitz on any compact subset of Ω.
Introduction
Most of the work presented in this paper was done seven years ago; here, I publish only the announcement of the results, since the proofs are very technical. For complete proofs I refer the reader to [Pet1] .
During the years since most of the work was done, there have been some developments in the field, mostly due to Kuwae, Machigashira and Shioya [KMS1] , [KMS2] . The reader is referred to their papers for the updates.
In this paper, I am trying to establish basic properties of harmonic functions defined on an Alexandrov space. As an application I obtain generalizations of the Isoperimetric Inequality of Gromov-Levy type and extend the standard estimates of eigenvalues to Alexandrov spaces.
The main technical tool relies on the fact that a harmonic function on a space with a lower curvature bound is Lipschitz on any compact subdomain. More precisely, if M is an Alexandrov space with a lower curvature bound, F : U ⊂ M → R n is a harmonic map, and C ⊂ U is compact, then F | C is Lipschitz. In a certain sense this statement is an addition to the Gromov-Shoen Theorem, which says that any harmonic map R n → N , where N is a negatively curved (singular) space, is Lipschitz. But this addition is not so general as it should be. There is a strong feeling that the statement should be true in the case of a lower Ricci curvature bound, not just for spaces with a lower sectional curvature bound. Unfortunately, before proving this generalization, one has to define generalized spaces with a lower Ricci bound. The technique presented below could provide help in making the right definition of such spaces.
ANTON PETRUNIN
The original motivation for investigating harmonic functions was to get a local analysis, which is desperately needed for Alexandrov spaces (for example, to prove that the boundary of an Alexandrov space is an Alexandrov space). This motivation seemed to be reasonable, since harmonic functions already give a way to establish a good analysis on both Alexandrov spaces with two-sided bounded curvature (see [N] ) and on 2-dimensional Alexandrov spaces with bounded curvature (in particular, for curvature bounded below) (see [R] ). Unfortunately this idea encountered an apparently small obstacle: I could not construct a harmonic chart in a neighborhood of any point of an Alexandrov space (even a "very good" point).
1. List of results and some discussion 1.A. Main Theorem. In an Alexandrov n-space, the space of Sobolev functions can be understood as the closure of Lipschitz functions under the following norm:
where h n is Hausdorff measure and |gradf | is the maximal rate of growth of f at a point. This norm makes it possible to define a λ-harmonic function as the energy minimizing function having fixed boundary values, where the energy of a function f is given by
The λ-subharmonic (λ-superharmonic) functions could be defined in the same way, but f is supposed to minimize the energy of all functions ≤ f (≥ f ) with the same boundary values. The main result of this paper can now be formulated: 
sequence of harmonic functions with a uniformly bounded norm and f : B R (p) ⊂ M → R its limit. Then f is a harmonic function and for any
Using this theorem one can define the differential
It is not known whether this construction depends on the choice of the sequence {λ i }. However, in view of Theorem A there are converging subsequences, and by Theorem B the limit function d p f : C p → R is a harmonic function. Moreover it is easy to see that d p f is linear, i.e., there is a geometrical splitting
where L p is a cone with nonnegative curvature, such that if
The set of linear functions on C p forms a vector space (of
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dimension generally ≤ n), and in particular one can define the scalar product for these functions in the usual way. Moreover, using Theorem A, it is not hard to show that the constant c does not depend on the sequence {λ i }.
The last assertion gives the following corollary:
Corollary. For any two harmonic functions f and g, the number
(It is possible to define a norm of d p f for any harmonic function f , but the direction formally could rotate depending on the sequence of rescaling. The corollary shows that directions of the differential rotate the same way for all harmonic functions defined at this point.)
The Corollary gives more support to the idea that harmonic functions could give more useful charts for Alexandrov spaces.
1.C. Gromov-Levy Isoperimetric Inequality.
The following generalization of the Gromov-Levy Isoperimetric Inequality is supposed to be proven for a generalized space with Ricc ≥ n − 1. Unfortunately defining such spaces in a reasonable way is difficult.
Theorem C. Let Σ
n be an Alexandrov space with curvature ≥ 1 and σ α a surface which divides the volume of Σ n in ratio α. Let S n be a standard sphere and s α a sphere in S n which divides the volume of S n in the same ratio α. Then
and if the inequality is exact, then Σ n = S(Λ n−1 ) (a geometric spherical suspension over another Alexandrov space Λ n−1 with curvature ≥ 1).
1.D. Estimate of eigenvalues of Alexandrov space.
Finally, I present a simple application of Theorem A.
Theorem D.
The first eigenvalue λ 1 of an n-dimensional Alexandrov space with curvature ≥ 1 is at least n.
1.E. Remarks about the proofs. I now present some remarks about the proofs, which involve many technical details.
On the proof of Theorem A. A complete proof of Theorem A is contained in [Pet1] . For simplicity, I will consider only the case of nonnegative curvature (i.e. k ≥ 0). First, from [KMS1] , harmonic functions are bounded on any compact subdomain (my original seven-year-old proof of this part was more complicated). It would be enough to prove that the absolute value of the gradient of a harmonic function is subharmonic. If so, the absolute value of the gradient is bounded on any compact subdomain, and therefore the original function is Lipschitz on this subdomain.
For a given function f , construct a one-parameter family of functions f t ; this construction resembles equidistant surfaces. Namely, let φ : R + → R + be an increasing convex C ∞ function. Set
where Ω t is the maximal domain of x such that the maximum max y∈Ω f (y)−tφ |xy| t is not admitted on the boundary of Ω. Note that f t+τ = (f t ) τ and Ω t+τ = (Ω t ) τ .
Note also that if φ grows rapidly enough, say φ(x) = x 2 , then the theorem above yields that, for any compact C ⊂ Ω, there is a subdomain Ω such that C ⊂ Ω ⊂ Ω and C ⊂ Ω t for small enough t.
Instead of proving that the absolute value of the gradient is subharmonic, I prove a weaker result:
Although the Key Lemma seems obvious, its proof is technically very difficult, and I refer the reader to [Pet1] for the complete proof. Now consider functions (f t − f )/t. Since f is harmonic, these functions are positive subharmonic functions. It is not hard to see that these functions are bounded in the L 2 -norm in any C ⊂ Ω. (To see this, note that since f t subharmonic, we get an estimate for |grad(f t − f )/t| 2 , which gives us an estimate for |(f t − f )/t| 2 .) Since harmonic functions are bounded on C, I have an estimate of max(f t − f )/t for any t and x ∈ C inside of C. Note that lim(f t − f )/t gives an estimate of |gradf |. It shows, in particular, that |gradf | is bounded on C, and therefore f is Lipschitz. After a little extra work, one can prove that in fact |gradf | is subharmonic. The rest of the properties are trivial corollaries of the above construction and Theorem B by itself.
On the proof of Theorem B. Theorem A gives that f is Lipschitz on any B R (p). If
On the proof of Theorem C. The original proof of the Gromov-Levy inequality (see [G] ) uses the smoothness of minimal surfaces. It refers to a theorem of Almgren [A] , which is not trivial on its own, but simply cannot be true in a nonsmooth space (at least directly). The proof of Theorem C proceeds along the same lines as those in [G] but avoids the use of Almgren's result.
A good thing about the following proof is that it does not use smoothness at all; it only uses the existence. One can get the existence as a direct application of the classical theory of currents (see [F] ).
Let σ α be the minimal set which divides an Alexandrov space Σ in ratio α, and let Σ + and Σ − be the two connected components of Σ\σ. Without loss of generality I can assume that for each point x ∈ σ α and > 0, the volume vol(Σ ± ∩B (x)) > 0.
Consider the functions f + :
The following lemma should be regarded as an analog of the fact that a minimal surface has constant mean curvature.
Lemma. There is a sphere s
The last inequality should be understood as an estimate for ∆f ± , i.e., for any > 0 and any x ∈ Σ ± , there is a neighborhood U x such that f ± is a (∆f * ± (y)− )-superharmonic function in U .
It is easy to construct two functions g ± defined in a neighborhood of x ± , which support f ± at these points (i.e. g ± (x) ≤ f ± (x) and the inequality is exact only if x = x ± ), and such that ∆g ± ≥ ∆f ± (y ± ) + . One can assume that the foot points of x + and x − (say z + and z − ) on σ α are distinct.
Consider the functionsg ± (y) = max g ± (x) − |xy|. These functionsg ± (y) are well defined in a neighborhood of the minimal geodesic x ± z ± , i.e. the minimum is admitted for interior points of the domain of g ± .
As a corollary of the Key Lemma (for Theorem A), it is easy to see thatg ± are (∆f ± (y ± ) + )-subharmonic. Moreover, direct calculations (analogous to the Rauch comparison for Riemannian manifolds) show that in some neighborhoods of z ± these functions are λ ± -subharmonic with λ + + λ − > 0.
The "direct calculations" above for the general case use the second variation formula for Alexandrov spaces [Pet2] and Perelman's representation of a semiconvex function. The latter says that for any semiconvex function f one has the following representation for almost all x:
where H is a quadratic form, log x y is an element of the tangent space C x at x such that | log x y| = |xy|, and the direction of log x y coincides with the direction from x to y. The second variation gives an estimate of H. The regular part of ∆f is simply trace(H), and the singular part is positive since the function is semiconvex.
Let me cut two small caps with the same volume along level sets of these functions (Figure 1 ). Let A +old , A −old be the areas of these caps and A +new , A −new the areas of the level sets which cut these caps. Let v = v + = v − be the volume being cut. Then from the Stokes theorem, 
Thus, the area of σ α decreases, which is a contradiction, since σ α is already minimal. The rest of the proof of Theorem C is only a small variation of the original one. From the inequality in the lemma, one has the differential inequality for a ± (r) = Area(σ r± ) (where σ r± ⊂ Σ ± at the distance r from σ α ):
Now consider a round sphere s α in S n which divides S n in the same ratio α. Without loss of generality I can assume that a * + /a * + ≤ a α,+ /a α,+ . Integrating this inequality, I get
, and using that σ α and s α divide their respective spaces in the same ratio, I get
Proof of Theorem D. Let φ 1 be an eigenfunction with eigenvalue λ 1 . Consider a function f 1 : C(Σ) → R, f 1 = ρ λ1/n φ 1 (σ), where ρ ∈ R + , σ ∈ Σ, (ρ, σ) ∈ C(Σ). Easy calculations show that f 1 is a harmonic function. By Theorem A, it is Lipschitz in a neighborhood of the center of the cone; therefore λ 1 ≥ n.
Questions

2.1.
Is it true that, in a neighborhood of a regular point in an Alexandrov space, there is a harmonic chart, i.e., there is a homeomorphism f : U → R n , x → (f 1 (x), f 2 (x), . . . , f n (x)) such that each f k is harmonic?
If the dimension is 2, then isotropic coordinates give an affirmative answer. Note that the fact that the tangent cone C p always splits in the direction of d p f shows that if such a coordinate system exists, then the metric tensor g ij must be well defined at each point, but it is degenerate at each nonregular point (i.e. this metric tensor looks a little like a sub-Riemannian metric).
2.2.
Is it true that the differential of a harmonic function is uniquely defined at each point? 2.3. How do the harmonic functions in Theorem B behave if the sequence of spaces is allowed to collapse?
