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We study the Kohn-Sham scheme for the calculation of the steady state linear response
λn
(1)
ω (r) cosωt to a harmonic perturbation λv
(1)(r) cosωt that is turned on adiabatically. Al-
though in general the exact exchange-correlation potential vxc(r, t) cannot be expressed as the
functional derivative of a universal functional due to the so-called causality paradox, we show that
for a harmonic perturbation the exchange-correlation part of the first-order Kohn-Sham potential
λv
(1)
s (r) cosωt is given by v
(1)
xc (r) = δK
(2)
xc /δn
(1)
ω (r). K
(2)
xc is the exchange-correlation part of the
second-order quasienergy K
(2)
v . The Frenkel variation principle implies a stationary principle for
K
(2)
v [n
(1)
ω ]. We also find an analogous stationary principle and KS scheme in the time dependent
extension of one-matrix functional theory, in which the basic variable is the one-matrix (one-body
reduced density matrix).
PACS numbers: 31.15.ee,32.10.Dk,71.15.Mb
I. INTRODUCTION
The description of a time dependent quantum state is
fundamentally different from the description of a ground
state because there is not a minimum principle for the
former. As density functional theory1 (DFT) is based on
a minimum principle, it was not obvious that it could
be extended to time dependent situations. Yet such an
extension, a time dependent DFT (TD DFT), was estab-
lished by the Runge-Gross (RG) theorem,2 which asserts
that the time dependent density of a many-electron sys-
tem determines the time dependent external potential up
to an additive purely time dependent function, assuming
a fixed initial state Ψ(t0) = Ψt0 . The theorem applies
to both interacting and noninteracting systems. This is
of great importance for applications because it implies
that the density n(r, t) of an interacting system can be
reproduced by a noninteracting system with an effective
potential vs(r, t), provided the initial state Φ(t0) = Φt0
of the noninteracting system is chosen to be compatible
with n(r, t).3 The potential vs(r, t), which is called the
time dependent Kohn-Sham4 (KS) potential, is a func-
tional of n(r, t), Ψt0 and Φt0 . Its exchange-correlation
part vxc(r, t) can be defined from the equation
vs(r, t) = v(r, t) + vH(r, t) + vxc(r, t), (1)
where vH(r, t) is the time dependent Hartree potential.
In contrast to vxc(r) in static DFT, the exact vxc(r, t)
cannot be expressed as the functional derivative of a uni-
versal functional of n(r, t). This is a consequence of the
so-called causality paradox.5–8 In TD DFT, neither a gen-
eral minimum principle nor even a stationary principle
has been found.31 Such a principle might be helpful in
the search for accurate approximations to vxc(r, t). The
quantum mechanical action principle does not lead to a
stationary principle of the form δA = 0, where A is a
functional of n(r, t), because its density-functional for-
mulation contains boundary terms.8
An important application of TD DFT is the calculation
of dynamic polarizabilities and excitation energies.9–11
These can be obtained from the frequency dependent lin-
ear response function χ(ω) = χ(r, r′;ω).32 In the time do-
main, the retarded linear response function is defined as
χ(r, t, r′, t′) = δn(r, t)/δv(r′, t′). The KS system repro-
duces self-consistently the linear response of the interact-
ing system to a perturbation δv(r, t). Thus, χ(r, t, r′, t′)
is related to the KS response function χs(r, t, r
′, t′) =
δn(r, t)/δvs(r
′, t′) by the Dyson-like equation12
χ(1, 1′) = χs(1, 1
′) +
∫
d2d3 χs(1, 2)
× (vc(r2, r3)δ(t2 − t3) + fxc(2, 3))χ(3, 1′), (2)
where i = (ri, ti), vc(ri, rj) = |ri − rj |−1 and fxc(i, j) =
δvxc(i)/δn(j) is the exchange-correlation kernel. If the
system is in its ground state at t = t0, then χ(t, t
′) de-
pends only on the time difference t− t′ and not t and t′
individually. Thus, from the Fourier transform of (2) one
obtains
χ(r, r′;ω) = χs(r, r
′;ω) +
∫
d3r2d
3r3 χs(r, r2;ω)
× (vc(r2, r3) + fxc(r2, r3;ω))χ(r3, r′;ω) (3)
if fxc(ω) exists. Gross and Kohn state that “For the most
general situation, we do not know whether fxc exists...”
12
Eq. (3) implies the following formal representation:
fxc(r, r
′;ω) = χ−1s (r, r
′;ω)− χ−1(r, r′;ω)− vc(r, r′). (4)
Therefore, fxc(ω) exists whenever χ(ω) and χs(ω) are
invertible. Although the RG theorem guarantees that
χ(t, t′) is invertible (subject to the condition that the
perturbation is analytic at t = t0), the frequency depen-
dent response function χ(ω) is not always invertible.13
As χ(ω) is the Fourier transform of χ(t − t′), one might
ask why the invertibility of χ(t − t′) does not imply the
2invertibility of χ(ω). We shall address this question in a
later section. The problem of the invertibility of the re-
sponse functions is an instance of the v-representability
problem in density functional theories.
In this paper, we introduce a stationary principle in
TD DFT and use it to derive the KS equations for fre-
quency dependent linear response. Our approach is to
work in the time domain, and by turning on a harmonic
perturbation λv(1)(r) cosωt adiabatically, we induce a
steady state linear response density λn(1)(r) cosωt. We
prove that the quasienergy (an analog of the Bloch
quasimomentum for systems periodic in time), to sec-
ond order in λ, is a stationary functional of n(1)(r).
If the linear response density λn(1)(r) cosωt can be re-
produced by a KS system with an effective potential
vs(r, t) = v
(0)
s (r) + λv
(1)
s (r) cosωt, then the station-
ary principle implies that the exchange-correlation part
of v
(1)
s (r) is the functional derivative of the exchange-
correlation part of the second-order quasienergy. We
also find an analogous stationary principle and linear re-
sponse KS scheme in the time dependent extension of
one-matrix functional theory14 (1MFT). In 1MFT, the
external potential can be nonlocal in space and spin co-
ordinates, i.e., it acts as an integral operator with the
kernel v(rσ, r′σ′). The corresponding many-body opera-
tor is Vˆ =
∑
σσ′
∫
d3rd3r′ψˆ†σ(r)v(rσ, r
′σ′)ψˆσ′ (r
′). Signif-
icantly, a theorem analogous to the RG theorem has not
been found in TD 1MFT.
TD DFT for the special case of time-periodic exter-
nal potentials has been studied previously.15,16 However,
the scope of these and later approaches,17,18 which are
based on a Hohenberg-Kohn-type minimum principle, are
severely limited19–21 because (i) the minimum principle
is generally valid only for periodic potentials that have no
Fourier component of frequency greater than the first ex-
citation energy and (ii) one must assume the existence of
Floquet states (reviewed below). The approach we pur-
sue here is distinct because it employs adiabatic ramping
in real time and relies on a stationary principle instead
of a minimum principle; hence, our results are valid for
all frequencies (except, of course, resonance frequencies),
and we need not assume the existence of Floquet states.
The paper is organized as follows. In Section II, we
review the basic properties of Floquet states, which are
the fundamental states of a system with a time-periodic
Hamiltonian. The Frenkel variation principle is used to
derive a stationary principle for the quasienergy of Flo-
quet states obtained from adiabatic ramping. In Section
III, we repeat the standard derivation of the frequency
dependent linear response function, except that we em-
ploy an arbitrary adiabatic ramping function. Theorems
that establish a stationary principle and linear response
KS scheme in TD DFT are proved in Section IV. Anal-
ogous theorems in TD 1MFT are proved in Section V.
A simple illustration of the KS scheme in 1MFT is pre-
sented in Section VI. We comment briefly on the question
of the existence of fxc(ω) in Section VII.
II. STATIONARY PRINCIPLE FOR THE
QUASIENERGY
In this section, we derive a stationary principle for the
quasienergy of Floquet states obtained by turning on adi-
abatically a time-periodic perturbation of the external
potential.
We begin by reviewing the properties of the wave func-
tion when the Hamiltonian is periodic in time, Hˆ(t+T ) =
Hˆ(t). If Hˆ(t) is an operator on a finite-dimensional
Hilbert space, the Floquet theorem asserts that there ex-
ists a complete set of solutions of the form22,23
Ψn(t) = ξn(t)e
−iǫnt, ξn(t+ T ) = ξn(t), (5)
which are called Floquet states or quasienergy eigen-
states. The quasienergy, ǫn, is defined modulo 2π/T .
The periodic factor ξn(t) satisfies the equation
(
Hˆ(t)− i∂t
)
ξn(t) = ǫnξn(t). (6)
If the system under consideration has an infinite-
dimensional Hilbert space, the existence of Floquet states
is not guaranteed by the Floquet theorem. For many sys-
tems, it may be the case that Hˆ(t)−i∂t has no nontrivial
eigenfunctions so that Floquet states do not exist.24
Now consider an N -electron system that starts in a
ground state at t = −∞ and experiences an adiabat-
ically ramped (AR) periodic perturbation of the form
λv
(1)
τ (r, t) = λf(t/τ)v(1)(r, t), where v(1)(r, t + T ) =
v(1)(r, t) and f = f(t/τ) is a ramping function with
time scale τ . The many-body Hamiltonian is Hˆτ (t) =
Hˆ(0) + λVˆ
(1)
τ (t) with Hˆ(0) = Tˆ + Wˆ + Vˆ (0), where Tˆ is
the kinetic energy operator, Wˆ is the electron-electron in-
teraction and Vˆ (0) =
∫
d3r v(0)(r)ψˆ†(r)ψˆ(r). The ramp-
ing function is an arbitrary smooth function that satis-
fies f(−∞) = 0 and f(∞) = 1. An example of a suit-
able ramping function is (1 + tanh(t/τ))/2. The pre-
cise form of f is inconsequential and will be left unspec-
ified in the following. The functions v
(1)
τ (r, t) form a
one-parameter family of perturbations, and the action
of an ideal AR perturbation is realized by taking the
limit τ → ∞ at the end of the calculation. Although
Hˆτ (t) is not exactly periodic, it is still possible to define
a quasienergy if the system approaches a steady state in
the limit (t, τ)→ (∞,∞).
Following Ref. 25, we factor the wave function as
Ψ(t) = ξτ (t) exp
(− i
∫ t
−∞
dt′Kτ (t
′)
)
, (7)
where
Kτ (t) =
〈
ξτ
∣∣Hˆτ (t)− i∂t∣∣ξτ〉〈
ξτ
∣∣ξτ〉 . (8)
In accordance with the terminology of Ref. 25, the over-
all phase factor will be called the secular phase, and the
3factor ξτ = ξτ (t) will be called the nonsecular wave func-
tion. A system will be said to evolve adiabatically into a
steady state if the following two conditions are satisfied:
1) the nonsecular wave function tends to a unique func-
tion ξ = ξ(t) with period T in the limit (t, τ)→ (∞,∞),
i.e., if for all ǫ > 0 there exist t′ and τ ′ such that
‖ξτ (t)− ξ(t)‖ < ǫ when t > t′ and τ > τ ′ and 2) all of
the electrons remain localized in a finite region of space
for all time. Real systems, for which the spectrum usu-
ally has a continuum component, are not expected to
evolve into such a steady state due to the possibility of
multiquantum ionization.24 However, if the perturbation
is harmonic and the driving frequency ω = 2π/T is not
a resonance frequency, the first-order term of the power
series of ξτ with respect to λ evolves adiabatically into a
unique harmonic function ξ(1) (see Section III). In such
cases, the system will be said to evolve adiabatically into
a first-order steady state. The periodic function ξ, if it
exists, will be called the steady state nonsecular wave
function, while ξ(1) will be called the first-order steady
state nonsecular wave function. The quasienergy associ-
ated with ξ is, cf. (6),
K =
〈
ξ
∣∣Hˆ(t)− i∂t∣∣ξ〉〈
ξ
∣∣ξ〉 , (9)
where Hˆ(t) is Hˆτ (t) without the ramping function f .
If the system evolves adiabatically into a steady
state, the Frenkel variation principle implies that the
quasienergy is a stationary functional of ξ.25 For an ar-
bitrary time dependent Hamiltonian Hˆ ′(t), the Frenkel
variation principle states that Ψ = Ψ(t) is the solution
of the Schro¨dinger equation with the initial condition
Ψ(t0) = Ψt0 if
〈
δΨ
∣∣Hˆ ′(t)− i∂t∣∣Ψ〉 = 0, (10)
where δΨ = δΨ(t) is an arbitrary variation that satisfies
δΨ(t0) = 0. Setting Hˆ
′(t) = Hˆτ (t) and adding to (10)
its complex conjugate, we obtain
δ
〈
Ψ
∣∣Hˆτ (t)− i∂t∣∣Ψ〉+ i∂t〈Ψ∣∣δΨ〉 = 0. (11)
Substituting (7) gives
δKτ (t) + i
∂
∂t
〈
ξτ
∣∣δξτ〉〈
ξτ
∣∣ξτ〉 = 0. (12)
As we are interested in the response to an AR periodic
perturbation, we now consider a one-parameter family
of variations δξτ (with parameter τ) such that ξτ + δξτ
evolves adiabatically from the ground state to a steady
state ξ + δξ. Then, upon taking the following limit and
time average,33 the second term of (12) vanishes, and we
obtain
lim
(t,τ)→(∞,∞)
1
T
∫ t+T
t
dt′ δKτ (t
′) = 0, (13)
which suggests the definition
Kv[ξ] = lim
(t,τ)→(∞,∞)
1
T
∫ t+T
t
dt′
〈
ξτ
∣∣Hˆτ (t′)− i∂t′∣∣ξτ〉〈
ξτ
∣∣ξτ〉
=
1
T
∫ t+T
t
dt′
〈
ξ
∣∣Hˆ(t′)− i∂t′ ∣∣ξ〉〈
ξ
∣∣ξ〉 , (14)
where the subscript v denotes the given v(1)(r, t). We
define the domain of Kv to be the space of all steady
state nonsecular wave functions ξ that can be obtained
for some v(1)(r, t). It is possible to choose a larger do-
main, but this is not necessary for our purposes. Let ξv
denote the steady state nonsecular wave function corre-
sponding to the given v(1)(r, t). A variation δξ will be
called an admissible variation if ξv + δξ is in the domain
of Kv. Thus, for every admissible variation δξ, there ex-
ists a one-parameter family of variations δξτ such that
ξτ + δξτ evolves adiabatically into ξv + δξ. Hence, (13)
implies the stationary principle
δKv[ξ] = 0 (15)
for an arbitrary admissible variation δξ at ξ = ξv. In fact,
this result follows from a direct calculation of the first
variation, assuming only the existence of ξv. We have
carried out the above derivation based on the Frenkel
variation principle because it will prove useful when Flo-
quet states do not exist, a case to which we now turn.
If the system does not evolve adiabatically into an ex-
act steady state, the limit in (14) does not exist in gen-
eral. Nevertheless, for an AR nonresonant harmonic per-
turbation λv(1)(r)f(t/τ) cosωt, the system evolves adi-
abatically into a first-order steady state described by
ξ
(0)
0 + λξ
(1), where ξ
(0)
0 is the unperturbed ground state.
We now show that the second-order quasienergy is a sta-
tionary functional of ξ(1).
Consider the trial function
ξ(r, t) = ξ
(0)
0 (r) + λξ
(1)(r, t), (16)
where r = (r1, . . . , rN ) and ξ
(1)(r, t) is an arbitrary har-
monic function with frequency ω subject to the constraint〈
ξ
(0)
0
∣∣ξ(1)〉 = 0. Expanding (12) to second order in λ and
repeating the steps leading to (15), one obtains the sta-
tionary principle25
δK(2)v [ξ
(1)] = 0, (17)
where
K(2)v [ξ
(1)] =
1
T
∫ t+T
t
dt′
(〈
ξ(1)
∣∣Hˆ(0) − E(0)0 − i∂t′∣∣ξ(1)〉
+
〈
ξ(0)
∣∣Vˆ (1)(t′)∣∣ξ(1)〉+ c.c.). (18)
Eq. (17) applies for an arbitrary admissible variation
δξ(1) at ξ(1) = ξ
(1)
v . The trial wave function in (16),
4which is specified only up to first order in λ, is sufficient
to obtain the quasienergy through third order,34
Kv[ξ] = E
(0)
0 + λ
2K(2)v [ξ
(1)] +O(λ4). (19)
This is analogous to a well-known fact concerning the
variational estimate of a ground state energy: the error
in the energy is second order in the error of the trial wave
function. The first-order term of the trial function in (16)
can be expressed as
ξ(1)(r, t) = ξ
(1)
+ (r)e
iωt + ξ
(1)
− (r)e
−iωt, (20)
which leads to
K(2)v [ξ
(1)] = K
(2)
v+ [ξ
(1)
+ ] +K
(2)
v− [ξ
(1)
− ];
K
(2)
v± [ξ
(1)
± ] =
〈
ξ
(1)
±
∣∣Hˆ(0) − E(0)0 ± ω∣∣ξ(1)± 〉
+
〈
ξ
(0)
0
∣∣Vˆ (1)∣∣ξ(1)± 〉+ c.c., (21)
where Vˆ (1) is the many-body operator corresponding to
v(1)(r).
In the above derivation, we made no assumptions
about the higher order terms of the power series of ξτ
with respect to λ. The series truncated at order N ,
ξτ ≈ ξ(0)0 + λξ(1)τ + · · ·+ λNξ(N)τ , (22)
may also approach a unique periodic function. In most
physical systems, there will exist an integer N ′ such that
the truncated series will cease to approach a periodic
function if N > N ′, owing to multiquantum resonances
Nω = Ek − E0. The analysis of this section can be
extended up to the highest order for which there are no
multiquantum resonances.
III. PERTURBATION THEORY FOR
ADIABATICALLY RAMPED HARMONIC
PERTURBATIONS
In order to show that the nonsecular wave function ξτ ,
to first order in λ, evolves adiabatically into a unique
harmonic function, we repeat the standard calculation
of frequency dependent linear response. We employ an
arbitrary adiabatic ramping function f = f(t/τ) instead
of the usual ramping function eηt with η → 0. Without
loss of generality, we take the perturbation to be of the
form λv
(1)
τ (r, t) = λv(1)(r)f(t/τ) cosωt with ω ≥ 0. The
calculation will clarify the sense in which the steady state
linear response is independent of the precise form of the
ramping function in the adiabatic limit τ →∞.
We consider an N -electron system with the Hamilto-
nian Hˆτ (t) = Hˆ
(0) + λVˆ
(1)
τ (t). The system is assumed
to start in the ground state at t = −∞. We expand the
wave function as
Ψ(t) =
∑
k
ak(t)e
−iEktΦk, (23)
where Φk and Ek are the eigenstates and eigenenergies
of Hˆ(0). The initial condition is ak(−∞) = δk0. To first
order (for k 6= 0),
a
(1)
k (t) = −iV (1)k0
∫ t
−∞
dt′f(t′/τ) cos(ωt′)eiωk0t
′
, (24)
where V
(1)
k0 =
〈
Φk
∣∣Vˆ (1)∣∣Φ0〉 and ωk0 = Ek−E0. Treating
first the eiωt component of cosωt, we obtain
a
(1)
k+(t) = −
i
2
V
(1)
k0
∫ t
−∞
dt′f(t′/τ)ei(ω+ωk0)t
′
= − i
2
V
(1)
k0
[
f(t′/τ)
1
i(ω + ωk0)
ei(ω+ωk0)t
′
]t
−∞
+
i
2
V
(1)
k0
∫ t
−∞
dt′
df(t′/τ)
dt′
1
i(ω + ωk0)
ei(ω+ωk0)t
′
from integration by parts. The last term vanishes in the
limit (t, τ) → (∞,∞) if ω 6= −ωk0, which can be shown
as follows. Let
I(τ) =
∫ ∞
−∞
dt
df(t/τ)
dt
ei(ω+ωk0)t
=
∫ ∞
−∞
ds
df(s)
ds
ei(ω+ωk0)τs, (25)
where s = t/τ . According to the Riemann-Lebesgue
lemma, I(τ) vanishes in the limit τ → ∞ due to the
rapidly oscillating phase factor. The lemma requires only
that the condition
∫∞
−∞
ds |df(s)/ds| < ∞ is satisfied.
This determines the degree to which the ramping func-
tion is arbitrary: the steady state linear response will
be independent of the precise form of the ramping func-
tion provided only that the later satisfies f(−∞) = 0,
f(∞) = 1, and the condition above. This conclusion is
independent of the details of the system. The same analy-
sis applies for the e−iωt component of cosωt if ω 6= ωk0.35
Combining the results, we find that the a
(1)
k (t) approach
the functions36
a˜
(1)
k (t) = e
iωk0t
V
(1)
k0
2
[
cos(ωt)
(
1
ω − ωk0 −
1
ω + ωk0
)
− i sin(ωt)
(
1
ω − ωk0 +
1
ω + ωk0
)]
. (26)
Thus, the first-order term of the nonsecular wave function
approaches the harmonic function
ξ(1)(t) =
∑
k 6=0
a˜
(1)
k (t)e
−iωk0tΦk (27)
The corresponding linear response density is
n(1)(r, t) =
∑
k 6=0
2 Re
(
a˜
(1)
k (t)e
−iωk0t
) 〈
Φ0
∣∣nˆ(r)∣∣Φk〉
= cos(ωt)
∑
k 6=0
V
(1)
k0
(
1
ω − ωk0 −
1
ω + ωk0
)
× 〈Φ0∣∣nˆ(r)∣∣Φk〉, (28)
5where nˆ(r) = ψˆ†(r)ψˆ(r) and we have used the fact that
the Φk can be chosen real in the present case. The
frequency dependent linear response function is readily
identified as
χ(r, r′;ω) =
∑
k 6=0
(
1
ω − ωk0 −
1
ω + ωk0
)
× 〈Φ0∣∣nˆ(r)∣∣Φk〉〈Φk∣∣nˆ(r′)∣∣Φ0〉. (29)
IV. KOHN-SHAM SCHEME IN TIME
DEPENDENT DENSITY FUNCTIONAL THEORY
We now turn to the main results of the paper. In this
section, we prove two theorems that establish a station-
ary principle and KS scheme in TD DFT for the special
case of harmonic perturbations.
In the following, we assume that the frequency depen-
dent density response function χ(ω) is invertible.37 This
is not always true. For example, χ(ω) will not be invert-
ible if it has any null eigenvalues apart from the trivial
one corresponding to an arbitrary constant shift of the
external potential. Mearns and Kohn13 have given an
explicit example in which χ(ω) has nontrivial null eigen-
values; however, these occur only for particular isolated
frequencies ωp. The theorems below can be extended to
such cases by requiring that v
(1)
ωp (r) and n
(1)
ωp (r) are or-
thogonal to all null “directions.” We also assume that
ω ≥ 0 is not a resonance frequency, i.e., ω 6= (Ek − E0).
Consider an electron system that starts in a nonde-
generate ground state at t = −∞ and experiences an
AR harmonic perturbation λv
(1)
ω (r)f(t/τ) cosωt. The
system evolves adiabatically from the ground state with
density n(0)(r) into a first-order steady state with den-
sity n(0)(r)+λn
(1)
ω (r) cosωt. Since, by assumption, χ(ω)
is invertible, the linear response density n
(1)
ω (r) deter-
mines the perturbation v
(1)
ω (r) up to an arbitrary con-
stant. The perturbation, in turn, determines the first-
order steady state nonsecular wave function ξ(1), as seen
in (27). Therefore, ξ(1) is a functional of n
(1)
ω (r) on the
space of linear response densities that can be obtained
for some v
(1)
ω (r). This space will be referred to as the lin-
ear response v-representable (LR VR) space. Let n
(1)
ω,v(r)
be the linear response density corresponding to the given
v
(1)
ω (r). We may now state the first theorem.
Theorem 1. — The second-order quasienergy K
(2)
v
is a functional of n
(1)
ω (r), and it satisfies the stationary
condition δK
(2)
v = 0 for an arbitrary admissible variation
δn
(1)
ω (r) at n
(1)
ω (r) = n
(1)
ω,v(r).
Proof. — The second-order quasienergy is a func-
tional of n
(1)
ω = n
(1)
ω (r) by composition of K
(2)
v [ξ(1)]
and ξ(1)[n
(1)
ω ]. Therefore, the domain of K
(2)
v [n
(1)
ω ] is
the LR VR space. A variation δn
(1)
ω (r) is admissi-
ble if n
(1)
ω,v(r) + δn
(1)
ω (r) is LR VR. In Section II, it
was shown that K
(2)
v [ξ(1)] is stationary for an arbitrary
admissible variation δξ(1) at ξ(1) = ξ
(1)
v . As ξ(1) is
a functional of n
(1)
ω on the LR VR space, there ex-
ists an admissible δξ(1) corresponding to every admis-
sible δn
(1)
ω . Therefore, K
(2)
v [n
(1)
ω ] is stationary because
δK
(2)
v = (δK
(2)
v /δξ(1))(δξ(1)/δn
(1)
ω )δn
(1)
ω , suppressing co-
ordinate integrations, and the first factor is zero.
This stationary principle can be used to derive an ex-
pression for the exchange-correlation potential of a lin-
ear response KS system. The linear response KS sys-
tem is a noninteracting system that experiences the po-
tential vs(r, t) = v
(0)
s (r) + λv
(1)
s (r)f(t/τ) cosωt and re-
produces the first-order steady state density n(0)(r) +
λn
(1)
ω (r) cosωt of the interacting system. Such a system
will exist if the following two v-representability condi-
tions are satisfied.
Condition (1a). The ground state density of the in-
teracting system is noninteracting v-representable (VR-
N). This means that there exists a system of noninteract-
ing electrons with a potential v
(0)
s (r) such that the ground
state is nondegenerate and reproduces the ground state
density of the interacting system.
Condition (1b). The frequency dependent response
function χs(ω) of the noninteracting system in condition
(1a) is invertible on the LR VR space of the interacting
system.
Theorem 2. — If an interacting system satisfies con-
ditions (1a) and (1b), then the exchange-correlation part
of v
(1)
s (r) is given by
v(1)xc (r) =
δK
(2)
xc
δn
(1)
ω (r)
, (30)
where K
(2)
xc [n
(1)
ω ] is the exchange-correlation part of the
second-order quasienergy.
Proof. — In analogy with Ref. 2, the exchange-
correlation part of the second-order quasienergy is de-
fined as
K(2)xc [n
(1)
ω ] =
1
T
∫ t+T
t
dt′
〈
ξ(1)
∣∣Wˆ ∣∣ξ(1)〉+ S(2)W [n(1)ω ]
− S(2)0 [n(1)ω ]−
1
2
∫
d3rd3r′
n
(1)
ω (r)n
(1)
ω (r′)
|r− r′| ,
(31)
where
S
(2)
W [n
(1)
ω ] =
1
T
∫ t+T
t
dt′
〈
ξ(1)
∣∣Tˆ + Vˆ (0) − E(0)0 − i∂t′∣∣ξ(1)〉
and
S
(2)
0 [n
(1)
ω ] =
1
T
∫ t+T
t
dt′
〈
ξ(1)s
∣∣Tˆ + Vˆ (0) − E(0)0 − i∂t′∣∣ξ(1)s 〉,
and ξ
(1)
s is the first-order steady state nonsecular wave
function of the KS system. The last term of (31) sub-
tracts the Hartree contribution, K
(2)
H . The above func-
tionals are universal in the sense that they do not depend
6on v
(1)
ω (r). However, they do depend on the ground state
density and the value of ω, though this dependence will
not be indicated explicitly. With these definitions, one
finds K
(2)
v = S
(2)
0 +
∫
d3r v
(1)
ω (r)n
(1)
ω (r) + K
(2)
H + K
(2)
xc .
Hence, the stationary condition of theorem 1 gives
δK
(2)
v
δn
(1)
ω (r)
=
δS
(2)
0
δn
(1)
ω (r)
+ v(1)ω (r) + v
(1)
H (r) + v
(1)
xc (r)
= 0, (32)
where v
(1)
H (r) = δK
(2)
H /δn
(1)
ω (r). The KS system also
evolves into a first-order steady state, and the stationary
condition for its second-order quasienergy K
(2)
v = S
(2)
0 +∫
d3r v
(1)
s (r)n
(1)
ω (r) will be identical to (32) if
v(1)s (r) = v
(1)
ω (r) + v
(1)
H (r) + v
(1)
xc (r). (33)
Since χs(ω) is invertible, v
(1)
s (r) is uniquely defined.
Thus, v
(1)
xc (r) is given by (30). This completes the proof.
The steady state linear response density of the in-
teracting system can be computed from the expression
n(1)(r, t) =
∑N
i=1 φ
∗(0)
i (r)φ
(1)
i (r, t) + c.c., where φ
(0)
i (r)
are the ground state KS orbitals and φ
(1)
i (r, t) are ob-
tained from first-order perturbation theory for the single-
particle Schro¨dinger equation
i∂tφi(r, t) =
(− 1
2
∇2 + v(0)s (r)
)
φi(r, t)
+ λv(1)s (r)f(t/τ) cos(ωt)φi(r, t) (34)
with the initial condition φi(r,−∞) = φ(0)i (r). We re-
mark that theorem 2 can be extended to cases where
the ground state density is not VR-N but rather EVR-
N (noninteracting ensemble v-representable) by following
an approach analogous to the one taken in the next sec-
tion.
Theorem 2 implies that the exchange-correlation kernel
can be calculated as
fxc(r, r
′;ω) =
δ2K
(2)
xc
δn
(1)
ω (r)δn
(1)
ω (r′)
. (35)
The stationary principle for the second-order quasienergy
does not entail a causality paradox because its basic vari-
able n
(1)
ω (r) is time independent. It is straightforward to
derive the following formal expression:
K(2)v = −
1
2
∫
drdr′n(1)ω (r)χ
−1(r, r′;ω)n(1)ω (r
′)
+
∫
drn(1)ω (r)v
(1)
ω (r). (36)
V. KOHN-SHAM SCHEME IN TIME
DEPENDENT ONE-MATRIX FUNCTIONAL
THEORY
In this section, we generalize the theorems of the pre-
vious section to TD 1MFT.
Before proceeding, it will be helpful to review some
basic results from static 1MFT. The defining feature of
1MFT is that it has the capacity to treat systems in
which the external potential is nonlocal with respect to
the space and spin coordinates. Accordingly, the neces-
sary basic variable is the one-matrix (one-body reduced
density matrix), which is defined as
γ(x, x′) = N
∫
dx2 . . . dxNρ(x, x2, . . . xN ;x
′, x2, . . . xN ),
(37)
where x = (r, σ),
∫
dx =
∑
σ
∫
d3r, and ρˆ =∑
n wn |Ψn〉 〈Ψn| is the N -electron density matrix with
ensemble weights wn such that
∑
n wn = 1. By ex-
tending the Hohenberg-Kohn theorem,1 Gilbert proved14
that 1) the one-matrix uniquely determines the ground
state wave function and 2) there is a universal energy
functional Ev[γ] that attains its minimum at the ground
state one-matrix. There is also a KS scheme in 1MFT.
From the stationary condition for the energy functional,
Gilbert derived the equation
−1
2
∇2φi(x) +
∫
dx′vs(x, x
′)φi(x
′) = ǫiφi(x), (38)
where vs(x, x
′) = v(x, x′) + δW/δγ(x′, x) and W =W [γ]
is the universal electron-electron interaction functional.
This equation can be interpreted as the single-particle
Schro¨dinger equation for the orbitals of a noninteracting
system (the 1MFT KS system). The potential vs(x, x
′)
is a functional of the one-matrix. The ground state one-
matrix of the interacting system can be obtained by solv-
ing self-consistently (38) together with
γ(x, x′) =
∑
i
fiφi(x)φ
∗
i (x
′), (39)
where fi are occupation numbers that satisfy
∑
i fi =
N and 0 ≤ fi ≤ 1. Generally, fractional occupa-
tion numbers are required to reproduce the one-matrix
of the interacting system, not only the values 0 and
1 as in DFT. This scheme was originally described as
paradoxical14,26,27 because the stationary condition im-
plies that essentially all of the ǫi collapse to a single
level. Therefore, it appeared that the single-particle
Schro¨dinger equation would not define unique orbitals.
However, when the occupation numbers are shifted
slightly from their ground state values, the KS equations
have a self-consistent solution for a one-matrix that is
close to the ground state one-matrix and for which the
degeneracy is lifted.28 Thus, the correct ground state or-
bitals can be obtained in the limit that the occupation
numbers approach their ground state values. The ground
state orbitals, which are called natural orbitals, are the
eigenfunctions of the ground state one-matrix, and the
corresponding eigenvalues are the occupation numbers.29
As the occupation numbers are fractional, it is useful to
interpret the KS system as adopting an ensemble state.
In the time dependent version of 1MFT, a general KS
scheme has not been found. Such a scheme should have
7the capacity to treat systems in which the time depen-
dent external potential is nonlocal with respect to the
space and spin coordinates. In TD DFT, the existence
of the KS scheme is implied by the RG theorem. But
in TD 1MFT, it is not known whether there is a theo-
rem as general as the RG theorem, i.e., for as general a
class of time dependence. The Bogoliubov-Born-Green-
Kirkwood-Yvon hierarchy provides an equation of motion
for the one-matrix. However, this equation contains the
two-matrix (two-body reduced density matrix), and it is
not known whether the two-matrix is a universal func-
tional of the one-matrix when the external potential is
nonlocal. As we are interested in frequency dependent
linear response, we shall narrow our attention to the spe-
cial case of AR harmonic perturbations. In this case,
there is a KS scheme in TD 1MFT. Theorems 3 and 4
below are generalizations of theorems 1 and 2.
We shall need to refer to a different linear re-
sponse function. The one-matrix response function in
the time domain is defined as χ(x1, x
′
1, t1;x2, x
′
2, t2) =
δγ(x1, x
′
1, t1)/δv(x2, x
′
2, t2). The frequency dependent
one-matrix response function will be denoted χ(ω) =
χ(x1, x
′
1;x2, x
′
2;ω). Similarly, the one-matrix response
function of the KS system will be denoted χs(ω). In or-
der to emphasize the analogy between this section and
the previous section, some of the notations will be dupli-
cated.
As the KS system can be interpreted as adopting an
ensemble state, our first step will be to prove a stationary
principle for an ensemble-weighted quasienergy.
Consider an electron system that experiences an AR
local or nonlocal perturbation λv
(1)
ω (x, x′)f(t/τ) cosωt.
Suppose that the system starts at t = −∞ in the ensem-
ble state ρˆ(0) =
∑
n wn |Φn〉 〈Φn|, where Φn are orthogo-
nal stationary states, no two of which are in resonance,
i.e., Em − En 6= ω for all m and n. Let γ(1)ω,v(x, x′) de-
note the steady state linear response one-matrix corre-
sponding to the given v
(1)
ω (x, x′). Also, let K
(2)
n denote
the second-order quasienergy that would be obtained if
the system were to start in the pure stationary state
Φn instead of the mixed state ρˆ
(0). It is convenient to
introduce a notation in which Hermitian functions of
(x, x′) are expressed with respect to the complete basis
of ground state natural orbitals φ
(0)
i (x). For example,
v
(1)
ω (ij) =
∫
dxdx′φ
∗(0)
i (x)v
(1)
ω (x, x′)φ
(0)
j (x
′). We may
now state the stationary principle.
Theorem 3. — If the frequency dependent response
function of the ensemble is invertible for a given ω, then
the ensemble-weighted second-order quasienergy
K(2)v =
∑
n
wnK
(2)
n (40)
is a functional of γ
(1)
ω = γ
(1)
ω (ij) and satisfies the sta-
tionary condition δK
(2)
v = 0 for an arbitrary admissible
variation δγ
(1)
ω at γ
(1)
ω = γ
(1)
ω,v.
Proof. — Let ξ
(1)
n be the first-order steady state
nonsecular wave function that would be obtained if the
system were to start in the stationary state Φn at t =
−∞. The ensemble-weighted second-order quasienergy,
for fixed wn, is a functional of γ
(1)
ω because each K
(2)
n
is a functional of ξ
(1)
n and each ξ
(1)
n is a functional of
γ
(1)
ω . Each K
(2)
n can be shown to be a functional of ξ
(1)
n
by repeating the arguments leading to (21) for a sys-
tem initially in the state Φn, assuming, as we have, that
Φn is not in resonance with any of the other stationary
states. Each ξ
(1)
n is a functional of γ
(1)
ω because γ
(1)
ω deter-
mines v
(1)
ω (up to a constant), which, in turn, determines
ξ
(1)
n . The first variation of K
(2)
v [γ
(1)
ω ] can be expressed
as δK
(2)
v =
∑
n wn(δK
(2)
n /δξ
(1)
n )(δξ
(1)
n /δγ
(1)
ω )δγ
(1)
ω , where
the coordinate integrations have been suppressed. A
variation δγ
(1)
ω is admissible if γ
(1)
ω,v + δγ
(1)
ω is in the
LR VR space of the ensemble. The first variation van-
ishes for an arbitrary admissible variation δγ
(1)
ω because
δK
(2)
n /δξ
(1)
n = 0 for all n, which follows from a straight-
forward extension of the arguments in Sec. II.
Now consider an electron system that starts in a nonde-
generate ground state at t = −∞ and experiences an AR
local or nonlocal perturbation λv
(1)
ω (x, x′)f(t/τ) cosωt.
If the following two conditions are satisfied, then there is
a linear response KS system in TD 1MFT.
Condition (2a). The ground state one-matrix is
noninteracting ensemble v-representable (EVR-N). This
means that there exists a system of noninteracting elec-
trons with a potential v
(0)
s (ij) such that the ground state,
which may be an ensemble state ρˆ
(0)
s , reproduces the one-
matrix of the interacting system.
Condition (2b). The frequency dependent one-
matrix response function χs(ω) of the noninteracting sys-
tem in condition (2a) is invertible on the space of all γ
(1)
ω
that (i) are LR VR in the interacting system and (ii) have
no diagonal and degenerate components.
The diagonal components of are simply the linear
response occupation numbers f
(1)
i = γ
(1)
ω (ii), while
the degenerate components are γ
(1)
ω (jk) + γ
(1)
ω (kj) and
−iγ(1)ω (jk) + iγ(1)ω (kj), where φ(0)j and φ(0)k are any pair
of occupationally degenerate natural orbitals, i.e., nat-
ural orbitals for which f
(0)
j = f
(0)
k . The diagonal
and degenerate components correspond to null eigen-
functions of χs(ω), so they are not LR VR in the KS
system. Therefore, the appropriate basic variable for
the linear response KS system is γ
(1)
ω = γ
(1)
ω (x, x′) =∑′
ij γ
(1)
ω (ij)φ
(0)
i (x)φ
∗(0)
j (x
′), where the prime indicates
that the diagonal and degenerate components are ex-
cluded from the sum. In effect, γ
(1)
ω describes the orbital
degrees of freedom but not the occupation numbers. Sim-
ilarly, let v
(1)
ω denote the projection of the given perturba-
tion v
(1)
ω to the nondiagonal and nondegenerate subspace.
Also, let γ
(1)
ω,v be the linear response corresponding to v
(1)
ω .
Theorem 4. — If an interacting system satisfies con-
ditions (2a) and (2b), then its first-order steady state
8one-matrix γ(0)(ij) + λγ
(1)
ω (ij) cosωt can be reproduced
by a KS system with the potential vs(ij, t) = v
(0)
s (ij) +
λv
(1)
s (ij)f(t/τ) sinωt. The contribution to v
(1)
s (ij) from
the electron-electron interaction is given by
w(1)(ij) =
δK
(2)
int
δγ
(1)
ω (ji)
, (41)
where K
(2)
int[γ
(1)
ω ] is the interaction part of the second-
order quasienergy.
Proof. — The proof is analogous to the proof of the-
orem 2. The existence of vs(ij, t) follows from conditions
(2a) and (2b). According to condition (2a), the ground
state one-matrix can be reproduced by a KS system in the
ensemble state ρ
(0)
s =
∑
n ws,n |Φs,n〉 〈Φs,n|. The Φs,n
can be taken to be Slater determinants of N natural or-
bitals. To show that w(1)(ij) is the functional derivative
of a universal interaction functional, we first define
S
(2)
W [γ
(1)
ω ]=
1
T
∫ t+T
t
dt′
〈
ξ(1)
∣∣Tˆ + Vˆ (0) − E(0)0 − i∂t′ ∣∣ξ(1)〉,
S
(2)
0 [γ
(1)
ω ]=
1
T
∫ t+T
t dt
′
∑
n
ws,n
×〈ξ(1)s,n∣∣Tˆ + Vˆ (0) − E(0)0 − i∂t′∣∣ξ(1)s,n〉,
= 1T
∫ t+T
t dt
′
∑
i
f
(0)
i
×〈φ(1)i ∣∣tˆ+ vˆ(0) − E(0)0 − i∂t′∣∣φ(1)i 〉,
where tˆ and vˆ(0) are one-body operators and ξ
(1)
s,n is the
first-order steady state nonsecular wave function that
would be obtained if the KS system were to start in the
pure state Φs,n. The contribution to the second-order
quasienergy from the electron-electron interaction is
K
(2)
int[γ
(1)
ω ] =
1
T
∫ t+T
t
dt′
〈
ξ(1)
∣∣Wˆ ∣∣ξ(1)〉+ S(2)W [γ(1)ω ]
− S(2)0 [γ(1)ω ]. (42)
We have not partitionedK
(2)
int into Hartree and exchange-
correlation terms because the linear response density
n
(1)
ω , which appears in the Hartree term, cannot be ex-
pressed in terms of γ
(1)
ω alone, for it depends also on diag-
onal and degenerate components of γ
(1)
ω . In terms of the
above functionals, the second-order quasienergy can be
written K
(2)
v = S
(2)
0 +
∑
ij v
(1)
ω (ij)γ
(1)
ω (ji)+K
(2)
int. Hence,
the stationary condition (theorem 3) for the interacting
system is
δK(2)v =
∑
ij
[ δS(2)0
δγ
(1)
ω (ji)
+ v(1)ω (ij) + w
(1)(ij)
]
δγ(1)ω (ji)
= 0 (43)
for an arbitrary admissible variation δγ
(1)
ω (ij). A varia-
tion δγ
(1)
ω (ij) is admissible if γ
(1)
ω,v(ij) + δγ
(1)
ω (ij) can be
obtained for some v
(1)
ω (ij). In order for δK
(2)
v to van-
ish for an arbitrary admissible variation, the expression
in brackets in (43) must vanish for all “directions” ex-
cept the diagonal and degenerate directions. Eq. (43)
is identical to the stationary condition for the ensemble-
weighted second-order quasienergy of a KS system38 with
the potential vs(ij, t) = v
(0)
s (ij) + λv
(1)
s (ij)f(t/τ) sinωt,
if
v(1)s (ij) = v
(1)
ω (ij) + w
(1)(ij). (44)
We remark that the KS perturbation in TD 1MFT
must be advanced by a phase of π/2 with respect
to the given perturbation because the linear response
λγ
(1)
ω (ij) cosωt of the KS system has a phase delay. As
the KS system can be interpreted as adopting an ensem-
ble state, its one-matrix is governed by the equation of
motion
i∂tγˆ(t) =
[
tˆ+ vˆs(t), γˆ(t)
]
. (45)
which gives, to first order in λ,
i
〈
φ
(0)
i |φ˙(1)j (t)
〉
=
〈
φ
(0)
i
∣∣vˆ(1)s (t)∣∣φ(0)j 〉, (46)
for any pair of natural orbitals for which f
(0)
i 6= f (0)j .
Thus, the steady state linear response of the interacting
system can be computed from the expression
γ(1)ω (ij, t) = f
(0)
j
〈
φ
(0)
i
∣∣φ(1)j (t)〉+ f (0)i 〈φ(1)i (t)∣∣φ(0)j 〉
=
i
ω
(f
(0)
j − f (0)i )v(1)s (ij) cosωt. (47)
While the linear response KS scheme does not give the
diagonal and degenerate components of γ
(1)
ω (ij), they can
be obtained instead by finding the stationary point of
K
(2)
v [γ
(1)
ω ].39 This is analogous to the situation in static
1MFT, where the occupation numbers, which are not
determined directly by the KS equations, can be obtained
from the minimization of the energy.28
The linear response KS scheme implies the Dyson-like
equation
χ(ij; kl;ω) = χs(ij, kl;ω) +
∑
mnpq
χs(ij,mn;ω)
× Λ(mn, pq;ω)χ(pq, kl;ω), (48)
where Λ(ω) = δw(1)/δγ
(1)
ω . Excitation energies can be
calculated from the poles of the response function by the
method proposed in Ref. 11. However, if the potential
is local, it may be preferable to use (3) rather than (48)
because the single-particle eigenvalues of the DFT KS
system are often good approximations to the exact low-
lying spectrum, while the 1MFT KS system provides no
approximation at all due to its total degeneracy. If the
potential is nonlocal, the inverse response function, which
also contains information about the excitations, can be
9obtained from the second functional derivative of K
(2)
v ,
as seen from the following expression:
K(2)v = −
1
2
∫
dx1dx
′
1dx2dx
′
2 γ
(1)
ω (x
′
1, x1)
χ−1(x1, x
′
1;x2, x
′
2;ω)γ
(1)
ω (x2, x
′
2)
+
∫
dx1dx
′
1 v
(1)
ω (x1, x
′
1)γ
(1)
ω (x
′
1, x1). (49)
VI. ILLUSTRATIVE EXAMPLE
In the previous section, it was found that the time de-
pendent KS scheme in 1MFT does not directly determine
the linear response of the occupation numbers. To clar-
ify this aspect of the theory, we use the KS scheme to
calculate the linear response in a simple example.
We consider a simple version of the Hubbard model.30
The electrons are confined to a discrete lattice, each site
of which can accommodate up to two electrons. The
electron-electron interaction is modeled by an on-site in-
teraction. As a further simplification, we consider that
there are only two sites and only two electrons.40 The
unperturbed Hamiltonian is
Hˆ(0) = −t˜
∑
σ
(
c†1σc2σ + c
†
2σc1σ
)
+ U (nˆ1↑nˆ1↓ + nˆ2↑nˆ2↓) + Vˆ
(0), (50)
where c†iσ and ciσ are the creation and annihilation op-
erators of an electron at site i with spin σ and nˆi =∑
σ c
†
iσciσ. The first term of the Hamiltonian represents
the kinetic energy by introducing “hopping” between the
sites with energy parameter t˜.
For Vˆ (0) = 0, the ground state is |Φ0〉 =
(1/
√
2)
(
yc†1↑c
†
1↓ + xc
†
1↑c
†
2↓ + xc
†
2↑c
†
1↓ + yc
†
2↑c
†
2↓
) |0〉, where
x = cos(π/4 − α0/2) and y = sin(π/4 − α0/2) with
tanα0 = U/4t˜.
We are interested in the linear response to a non-
local perturbation. For simplicity we shall consider
only spin independent perturbations, so there will be
only spatial nonlocality. Thus, the AR perturbation is
λVˆ (1)f(t/τ) cosωt with
Vˆ (1) =
∑
ijσ
v
(1)
ij c
†
iσcjσ
=
∑
α
v(1)α σˆα, (51)
where we have introduced Pauli operators, e.g., σˆx =∑
σ(c
†
1σc2σ+c
†
2σc1σ). The spatial one-matrix of a general
state Ψ is defined as
γ(ij) =
∑
σ
〈
Ψ
∣∣c†jσciσ∣∣Ψ〉, (52)
which can be expressed in terms of the natural orbitals
as
γ(ij) =
∑
k
fkφk(i)φ
∗
k(j). (53)
There are only two natural orbitals,
φa =
(
cos(θ/2)e−iψ/2
sin(θ/2)eiψ/2
)
and
φb =
(
sin(θ/2)e−iψ/2
− cos(θ/2)eiψ/2
)
. (54)
As a Hermitian 2× 2 matrix, the spatial one-matrix can
be expressed as
γ = I +A (sin θ cosψσx + sin θ sinψσy + cos θσz)
= I + ~γ · ~σ; ~γ = (γx, γy, γz); (55)
where A = (fa − fb)/2 and ~σ is the vector of Pauli ma-
trices. It is also convenient to express the one-matrix
response function χ(ω) with respect to the Pauli basis,
e.g., χxy = δγx/δvy. For the ground state Φ0, we obtain
χ(ω) = 8


ω30
ω2−ω2
30
(x2 − y2)2 0 0
0 ω20
ω2−ω2
20
x2 i ω
ω2−ω2
20
xy
0 −i ω
ω2−ω2
20
xy ω20
ω2−ω2
20
y2

 ,
where ωk0 = Ek−E0. The Kohn-Sham response function
χs(ω) =
4A
ω

 0 0 00 0 i
0 −i 0


has one null vector corresponding to the null linear re-
sponse of the occupation numbers to a “diagonal” per-
turbation δv |φa〉 〈φa| − δv |φb〉 〈φb|.
For Vˆ (0) 6= 0, the KS response function becomes
χs(ω) =
4A
ω

 0 i cos θ −i sin θ sinψ−i cos θ 0 i sin θ cosψ
i sin θ sinψ −i sin θ cosψ 0

 .
This has the null vector (sin θ cosψ, sin θ sinψ, cos θ),
which is just the unit vector with polar angle θ and az-
imuthal angle ψ. We observe that this vector is parallel
to the ~γ of the ground state, cf. (55), which implies that
any perturbation of the KS system, even a nonlocal per-
turbation, can change only the direction of ~γ and not
its magnitude. The magnitude |~γ| = A is related to the
difference of the occupation numbers (the sum is fixed,
fa + fb = 2). As noted in Section V, the occupation
numbers of the KS orbitals are not changed, to first or-
der, by any perturbation to the KS system. This is a
general feature of the KS scheme in 1MFT. Neverthe-
less, the linear response of the occupation numbers can
be obtained from the stationary condition δK
(2)
v = 0.
VII. ON THE EXISTENCE OF fxc(ω)
In this section, we explain why the invertibility of
χ(t, t′), which is established by the RG theorem, does
not imply the invertibility of χ(ω) for a pure frequency
component.
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The RG theorem implies that the inverse response
function χ−1(t, t′) is defined on the space N (Ψt0 , t0),
which consists of all n(1)(r, t) that can be realized for
the given initial state Ψ(t0) = Ψt0 by some perturbation
that is analytic at t = t0. In order to obtain χ
−1(ω)
from the Fourier transform of χ−1(t, t′), we must have
χ−1(t, t′) = χ−1(t − t′). This will be the case only if
the system is in the ground state (or a stationary state)
of the unperturbed Hamiltonian at t = t0. Therefore,
the relevant space is N (Ψgs, t0), where Ψgs is the ground
state. The time t0 is arbitrary but finite. Thus, it can be
shown that the invertibility of χ(t−t′) implies the invert-
ibility of χ(ω) on the space Nω(Ψgs, t0), which consists
of all n(1)(r, ω) that are the Fourier transform of some
n(1)(r, t) ∈ N (Ψgs, t0). However,Nω(Ψgs, t0) is too small
to establish the invertibility of χ(ω) for a pure frequency
component ω. In other words, it does not contain the
elements n(1)(r)(δ(ω − Ω) + δ(ω + Ω))/2, corresponding
to n(1)(r, t) = n(1)(r) cosΩt. Such elements are absent
because a system in a perfect steady state with density
ngs(r) + λn
(1)(r) cosΩt+O(λ2) for all time is generally
never in an instantaneous ground state. Therefore, there
is no time t0 at which to specify the initial condition as
required above. Hence, the invertibility of χ(ω) and the
existence of fxc(ω) are not implied by the RG theorem.
VIII. CONCLUSIONS
One of the fundamental questions that can be asked
about a quantum system is: How does it respond to a
harmonic perturbation? The first-order response of the
density to a weak perturbation is described by the lin-
ear response function χ(r, r′;ω). Considerable effort has
been devoted to calculating χ(r, r′;ω) with the Dyson-
like equation (3). This equation contains the exchange-
correlation kernel fxc(ω). In this paper, we have shown
that fxc(r, r
′;ω) = δ2K
(2)
xc /(δn
(1)
ω (r)δn
(1)
ω (r′)), where
K
(2)
xc [n
(1)
ω ] is a universal functional.
The RG theorem establishes the existence of time de-
pendent KS equations, but it has not been possible to
derive the exchange-correlation potential from a station-
ary principle. The quantum mechanical action princi-
ple does not provide a suitable stationary principle be-
cause its density-functional formulation contains bound-
ary terms.8 For the special case of harmonic pertur-
bations, we have found a stationary principle for the
quasienergy that can be used to derive the first-order
exchange-correlation potential.
If the external potential of a time dependent system
is nonlocal, then it is not known whether a KS scheme
exists in general. Although 1MFT has the scope to
treat nonlocal potentials, a theorem as general as the
RG theorem has not been found in TD 1MFT. By ex-
tending the stationary principle for the quasienergy to
TD 1MFT, we have shown that there is a KS scheme
for the linear response of the natural orbitals to a har-
monic perturbation. The KS system experiences an adi-
abatically ramped perturbation of the form vs(x, x
′, t) =
v
(0)
s (x, x′) + λv
(1)
s (x, x′) sinωt. The part of v
(1)
s (x, x′)
due to interactions can be calculated from the functional
derivative of a universal functional. In contrast to the
DFT KS system, the linear response of the 1MFT KS
system has a phase delay of π/2, so that the KS poten-
tial must be advanced by a phase of π/2 with respect to
the given external potential.
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