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Résumé
L’avènement du génotypage à haut débit permet aujourd’hui de mieux exploiter le
phénomène d’association, appelé déséquilibre de liaison (LD), qui existe entre les allèles
de différents loci sur le génome. Dans ce contexte, l’utilité de certains modèles utilisés
en cartographie de locus à effets quantitatifs (QTL) est remise en question. Les objectifs
de ce travail étaient de discriminer entre des modèles utilisés en routine en cartographie
et d’apporter des éclaircissements sur la meilleure façon d’exploiter le LD, par l’utilisa-
tion d’haplotypes, afin d’optimiser les modèles basés sur ce concept. On montre que les
modèles uni-marqueur de liaison, développés en génétique il y a vingtaine d’années, com-
portent peu d’intérêts aujourd’hui avec le génotypage à haut débit. Dans ce contexte, on
montre que les modèles uni-marqueur d’association comportent plus d’avantages que les
modèles uni-marqueur de liaison, surtout pour des QTL ayant un effet petit ou modéré
sur le phénotype, à condition de bien maîtriser la structure génétique entre individus. Les
puissances et les robustesses statistiques de ces modèles ont été étudiées, à la fois sur le
plan théorique et par simulations, afin de valider les résultats obtenus pour la compa-
raison de l’association avec la liaison. Toutefois, les modèles uni-marqueur ne sont pas
aussi efficaces que les modèles utilisant des haplotypes dans la prise en compte du LD
pour une cartographie fine de QTL. Des propriétés mathématiques reliées à la cartogra-
phie de QTL par l’exploitation du LD multiallélique capté par les modèles haplotypiques
ont été explicitées et étudiées à l’aide d’une distance matricielle définie entre deux posi-
tions sur le génome. Cette distance a été exprimée algébriquement comme une fonction
des coefficients du LD multiallélique. Les propriétés mathématiques liées à cette fonction
montrent qu’il est difficile de bien exploiter le LD multiallélique, pour un génotypage à
haut débit, si l’on ne tient pas compte uniquement de la similarité totale entre des haplo-
types. Des études sur données réelles et simulées ont illustré ces propriétés et montrent
une corrélation supérieure à 0.9 entre une statistique basée sur la distance matricielle et
des résultats de cartographie. Cette forte corrélation a donné lieu à la proposition d’une
méthode, basée sur la distance matricielle, qui aide à discriminer entre les modèles utilisés
en cartographie.
Mot-clés : locus à effets quantitatifs (QTL), déséquilibre de liaison (LD), puissance
statistique, robustesse statistique, association, liaison, distance matricielle, haplotypes.
Abstract
The advent of high-throughput genotyping nowadays allows better exploitation of
the association phenomenon, called linkage disequilibrium (LD), between alleles of dif-
ferent loci on the genome. In this context, the usefulness of some models to fine map
quantitative trait locus (QTL) is questioned. The aims of this work were to discriminate
between models routinely used for QTL mapping and to provide enlightenment on the
best way to exploit LD, when using haplotypes, in order to optimize haplotype-based mo-
dels. We show that single-marker linkage models, developed twenty years ago, have little
interest today with the advent of high-throughput genotyping. In this context, we show
that single-marker association models are more advantageous than single-marker linkage
models, especially for QTL with a small or moderate effect on the phenotype. The sta-
tistical powers and robustness of these models have been studied both theoretically and
by simulations, in order to validate the comparison of single-marker association models
with single-marker linkage models. However, single-marker models are less efficient than
haplotype-based models for making better use of LD in fine mapping of QTL. Mathema-
tical properties related to the multiallelic LD captured by haplotype-based models have
been shown, and studied, by the use of a matrix distance defined between two loci on the
genome. This distance has been expressed algebraically as a function of the multiallelic
LD coefficients. The mathematical properties related to this function show that it is dif-
ficult to exploit well multiallelic LD, for a high-throughput genotyping, if one takes into
account the partial and total similarity between haplotypes instead of the total similarity
only. Studies on real and simulated data illustrate these properties and show a correlation
above 0.9 between a statistic based on the matrix distance and mapping results. Hence a
new method, based on the matrix distance, which helps to discriminate between models
used for mapping is proposed.
Keywords : quantitative trait locus (QTL), linkage disequilibrium (LD), statistical power,
statistical robustness, association, linkage, matrix distance, haplotypes.
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Introduction générale
Localiser les emplacements du génome impliqués dans la variation des phénotypes
d’une espèce est l’un des enjeux importants de la génétique moderne. Le génome d’une
espèce peut être défini par l’ensemble des gènes possédés par les individus de cette espèce
et matérialisé par les molécules d’ADN constituant les chromosomes de celle-ci. Les gènes
peuvent être polymorphes (i.e. variables), les différentes versions d’un gène étant qualifiées
d’allèles. Le phénotype est l’expression mesurable, quantitative ou qualitative, d’un ou de
plusieurs gènes. Il peut également être vu comme une variable réponse associée à un
ou plusieurs gènes polymorphes. Un emplacement du génome exerçant un effet sur la
variabilité d’un phénotype est connu, en génétique quantitative, sous l’acronyme anglo-
saxon de QTL pour “Quantitative Trait Locus”. La cartographie fine de QTL, dans le
cadre de la génétique quantitative, consiste à localiser un emplacement du génome ayant
un effet sur le phénotype associé aux individus de l’espèce considérée. L’objectif ultime
de la cartographie de QTL est l’identification des mutations causales de la variabilité
des phénotypes, afin par exemple de lutter contre certaines maladies observées dans une
espèce, ou de mieux sélectionner des individus en agriculture ou en élevage. Cette sélection
repose sur l’évaluation du potentiel génétique de chaque individu, appelé valeur génétique.
Les approches classiques pour l’identification d’un QTL consistent à mettre en as-
sociation la variabilité observée, pour un phénotype, avec la variabilité observée pour
des segments chromosomiques, à divers emplacements du génome. La variabilité observée
pour un segment chromosomique peut être quantifiée par la similarité ou la dissimilarité
observée entre individus, pour ce même segment. Ces approches peuvent être classées en
deux catégories de modèles linéaires, appelées analyses d’association et analyses de
liaison, qui trouvent leurs fondements en génétique. Les avantages et inconvénients de ces
analyses sont antagonistes. Cependant, avec le développement des possibilités de balisage
très dense du génome, les analyses d’association sont généralement considérées comme
plus prometteuses que les analyses de liaison. Les analyses d’association et les analyses
de liaison reposent sur l’exploitation statistique du déséquilibre de liaison (LD), qui
se définit comme une mesure de la non indépendance probabiliste entre allèles portés par
des individus en deux positions distinctes d’un chromosome. Du fait de ce LD, le poly-
12
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morphisme observé en une position n’est pas indépendant de la variabilité existant en une
autre position proche affectant le phénotype mais non observable. Les approches les plus
simples explorent le génome position par position.
Cependant, le LD semble être mieux exploité, d’après la littérature, si on utilise une
combinaison ordonnée de plusieurs allèles portés sur plusieurs positions d’un chromosome,
également appelée haplotype, au lieu d’un seul allèle à une seule position. De ce fait, les
modèles qui utilisent des haplotypes sont souvent décrits comme étant les plus performants
pour la cartographie fine de QTL. Toutefois il n’existe pas de consensus sur la meilleure
façon d’exploiter le LD par l’utilisation d’haplotypes. Une partie de ce travail de thèse
vise à apporter des réponses à cette question afin d’optimiser les analyses statistiques
basées sur le LD. En effet, la précision, la puissance et la robustesse des modèles de
cartographie de QTL sont liées, entre autres, à la bonne prise en compte du LD. Ce travail
de thèse, composé de trois parties, s’inscrit dans le cadre du projet “Rules & Tools” de
l’ANR qui visait à améliorer les méthodes statistiques pour la cartographie de QTL.
La Partie I de ce manuscrit décrit le cadre général dans lequel a été réalisé ce travail de
thèse. Cette partie décrit certains concepts, modèles, objets et méthodes qui sont utilisés à
divers endroits du manuscrit afin de répondre aux objectifs de la thèse. La Partie II vise
à mieux caractériser la prise en compte du LD par l’utilisation d’haplotypes. Un certain
nombre de modèles d’association, qui utilisent des haplotypes en cartographie de QTL,
sont comparés dans cette partie. A chacun de ces modèles correspond une manière de
prédire l’identité allélique entre les allèles non observés d’un QTL à partir de la similarité
entre les allèles des haplotypes entourant ce QTL. Le concept de prédicteur d’identité
allélique (AIP) est introduit dans cette partie afin de décrire ces différentes manières
de prédire. Les AIP supposent que l’on arrive à mieux exploiter le LD, entre une position
testée et un QTL sur le génome, si l’on tient compte de la similarité existante entre
des haplotypes. Cependant, aucun résultat algébrique n’est disponible dans la littérature
quant au lien entre le LD et la prédiction d’identité allélique qu’effectuent les AIP. L’un
des objectifs de la partie II de ce manuscrit est de caractériser ce lien à l’aide d’une
distance matricielle définie entre une position testée et un QTL sur le génome.
Je démontre algébriquement dans cette partie qu’il est difficile d’exploiter le LD,
entre une position testée et un QTL, si l’on ne tient pas compte uniquement de la similarité
totale entre des haplotypes. Je montre également l’efficacité de l’AIP le plus simple,
par rapport à d’autres AIP comparés, en présence du LD. Une étude sur données réelles
(porcs et humains), complétant l’étude algébrique, illustre les résultats de cette dernière
quant à la prise en compte du LD par l’utilisation d’haplotypes. Enfin, je propose une
méthode dans cette partie, basée sur la distance matricielle choisie, qui aide à mieux
discriminer entre les AIP par rapport au LD.
La Partie III quant à elle vise à comparer les modèles d’association aux modèles de
liaison. Les modèles de liaison sont réputés pour être robustes aux erreurs de première
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espèce (faux positifs) lors des analyses pour la détection de QTL. Cependant les modèles
d’association peuvent aussi être robustes à ces erreurs si l’on corrige pour la structuration
génétique due aux relations entre individus. Le premier objectif de cette partie est de
quantifier la robustesse et la puissance de ces modèles dans diverses situations
génétiques générant la variabilité des phénotypes. Le second objectif est de rechercher
les situations pour lesquelles les modèles de liaison pourraient être plus avantageux que
les modèles d’association. Cette étude a été faite à la fois sur le plan théorique et par
simulations. Les facteurs de décentrage pour des modèles de liaison et des modèles
d’association sont dérivés dans cette partie afin d’étudier la robustesse de ces modèles
sous l’hypothèse vraie de la présence d’un QTL (i.e. sous l’alternative).
Je montre dans cette partie que les modèles de liaison sont antagonistes aux modèles
d’association, dans une certaine mesure, par rapport au LD mesuré sur l’ensemble d’une
population et celui mesuré intra-famille. Je montre que cet antagonisme rend lesmodèles
de liaison plus avantageux que les modèles d’association pour la détection de QTL,
lorsque l’on a un niveau relativement faible de LD entre une position testée et un
QTL ayant un effet suffisamment élevé sur le phénotype. Finalement, je montre que
cet antagonisme rend aussi les modèles de liaison peu précis pour la cartographie
fine de QTL, bien que ces modèles puissent aider, dans certaines situations, à renforcer
la validité des résultats de cartographie obtenus par des modèles d’association.
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Chapitre 1
Définitions et phénomènes modélisés
L’objectif de ce chapitre est d’introduire certaines notions de génétique essentielles à
la compréhension des différents modèles utilisés dans le cadre de la cartographie fine de
QTL.
1.1 Définitions
1.1.1 Le génome diploïde et la recombinaison
Le support de l’information génétique est la molécule d’ADN (Acide DésoxyriboNu-
cléique). Celle-ci constitue les chromosomes d’un individu appartenant à une espèce. Les
individus d’une espèce dite diploïde sont caractérisés par n paires de chromosomes homo-
logues, où chaque élément d’une paire est reçu d’un parent pendant la fécondation après
un processus de division cellulaire appelé méiose. Pendant le processus de méiose il arrive
que les chromosomes homologues d’une paire échangent leur matériel génétique à cer-
taines positions. Cet échange se produit de façon aléatoire et se nomme la recombinaison.
La figure 1.1 illustre deux recombinaisons, ayant respectivement lieu en deux positions
e1 et e2, pour une paire de chromosomes homologues lors de la méiose. On remarquera
que l’on parle parfois, de manière imprécise, de locus pour désigner une position sur un
chromosome. Cependant, on considérera de manière équivalente la notion de position et
celle de locus dans ce travail.
Figure 1.1 – Deux recombinaisons ayant respectivement lieu en e1 et e2
(deux loci) pour une paire de chromosomes homologues lors de la méiose.
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Le phénomène de recombinaison entre deux positions est quantifié par un taux dont
l’unité est le centiMorgan (cM). Ce taux définit une distance virtuelle sur un chromosome,
appelée distance génétique, car deux positions éloignées ont une plus forte probabilité de
recombiner et inversement (Strachan, 1999). Un cM correspond à environ 1% de recom-
binaison entre deux positions lors d’une méiose. On observe en moyenne au moins une
recombinaison après une méiose pour des chromosomes ayant une taille avoisinante à
100 cM. On remarquera qu’il existe également une définition physique de la distance (en
nombre de bases) sur le génome, mais celle-ci est beaucoup moins adaptée que la dis-
tance génétique pour des applications statistiques (Boitard, 2006). Une approximation
couramment utilisée pour la distance physique est la suivante : 106 bases = 1cM.
1.1.2 Les marqueurs et cartes génétiques
Un marqueur génétique est une variation de la séquence d’ADN spécifiquement re-
pérable à laquelle on associe sa position par rapport à la première base (le début) d’un
chromosome. Les marqueurs génétiques sont utilisés pour baliser un chromosome afin de
le modéliser par un intervalle réel. Il existe divers types de marqueurs génétiques mais
ceux qui sont les plus couramment utilisés aujourd’hui en cartographie de QTL sont les
“Single Nucleotide Polymorphism” (SNP), car ces derniers sont extrêmement nombreux
sur le génome de beaucoup d’espèces.
L’utilisation des marqueurs génétiques en cartographie de QTL provient du fait que
ces derniers présentent une variation observable sur l’ADN. En ce sens on dit également
qu’ils sont polymorphes. Un marqueur génétique peut donc être assimilé à une variable
à valeurs dans un certain alphabet {a1, a2, ..., as; s > 1}. Les éléments de cet alphabet en
génétique sont appelés allèles. Par exemple, la plupart des SNP ont au plus deux allèles
a1 et a2. De ce fait ces SNP sont dits bialléliques. Les marqueurs génétiques ayant plus
de deux allèles possibles sont quant à eux dits multialléliques.
La carte génétique d’une espèce contient les marqueurs que l’on a pu identifier sur
chaque chromosome associé à cette espèce. En d’autres termes elle donne une description
non exhaustive du génome de l’espèce. Cette carte donne la relation d’ordre entre les
marqueurs identifiés par leur distance génétique par rapport à l’origine de chaque chro-
mosome. On notera que les cartes génétiques sont parfois des cartes physiques que l’on
transforme en utilisant des règles approximatives de conversion. Par exemple, la règle ap-
proximative de conversion habituellement utilisé chez les mammifères est 106 bases=1cM
(Strachan, 1999).
1.1.3 La notion d’haplotype et de génotype
Un haplotype est défini comme une combinaison ordonnée et finie de plusieurs al-
lèles pour des polymorphismes (en pratique ici des SNP) portés par un chromosome. Par
17
Chapitre 1. Définitions et phénomènes modélisés
exemple si on considère deux SNP M1 et M2, à valeurs dans {a1, a2} et {b1, b2} respecti-
vement, alors on obtient l’ensemble {a1b1, a1b2, a2b1, a2b2} de quatre haplotypes possibles
définis par ces deux paires d’allèles aux marqueurs. Ainsi pour une suite de L ≥ 1 SNP
adjacents sur un chromosome on a 2L haplotypes possibles définis par ces SNP.
Un individu diploïde possède toujours une paire d’haplotypes, pour une suite de SNP
sur un chromosome, où chaque élément de la paire est reçu d’un parent. Pour les marqueurs
M1 et M2, un individu peut par exemple recevoir la paire d’haplotypes {a1b1, a2b2} ou
{a1b2, a2b2}, et ainsi de suite, de ses parents. La notion d’haplotype est importante car les
haplotypes permettent, contrairement à un seul SNP, de bien exploiter le déséquilibre de
liaison (cf. 1.1.6) qui est le concept clef sur lequel repose la détection et la cartographie
fine de QTL (de Bakker et al., 2005 ; Boleckova et al., 2012.).
Le génotype d’un individu diploïde en un marqueur est le couple d’allèles qu’il possède.
Par exemple, le génotype d’un individu pour le marqueur M1 peut être a1/a1 ou a1/a2 ou
a2/a2, où chaque allèle du génotype de l’individu est reçu d’un parent. Un individu ayant
un génotype constitué d’une même paire d’allèles (i.e. a1/a1 ou a2/a2) est dit homozygote,
alors qu’un individu ayant des allèles différents (i.e. a1/a2) pour son génotype est dit
hétérozygote.
1.1.4 L’équilibre d’Hardy-Weinberg (HWE)
Le principe d’équilibre d’Hardy-Weinberg (HWE), proposé indépendamment par le
mathématicien G.H. Hardy et le médecin Wilhelm Weinberg en 1908, stipule que sous cer-
taines conditions les fréquences des allèles et des génotypes d’un locus restent constantes
d’une génération à l’autre dans une population. Les conditions les plus importantes de cet
équilibre incluent l’accouplement aléatoire des individus, que ces derniers soient diploïdes
et que la population soit de taille infinie. Les autres conditions sont le non-chevauchement
des générations et qu’il n’y ait pas de mutation, de sélection et de migration (aucune
copie d’un allèle provient de l’extérieur). Pour un locus M1 ayant deux allèles a1 et a2, de
fréquences fa1 et fa2 respectifs (fa1 + fa2 = 1), cet équilibre se traduit par :

fa1/a1 = f 2a1 , fa1/a2 = 2fa1fa2 , fa2/a2 = f 2a2
f 2a1 + 2fa1fa2 + f 2a2 = (fa1 + fa2)2 = 1
où fa1/a1 , fa1/a2 et fa2/a2 sont respectivement les fréquences des génotypes a1/a1, a1/a2
et a2/a2. En pratique, cet équilibre est très souvent vérifié car on peut montrer mathé-
matiquement qu’une seule génération d’accouplement aléatoire, dans une population de
grande taille, suffit pour atteindre cet équilibre.
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1.1.5 La notion d’effet additif et de dominance à un locus
L’approche classique utilisée en génétique afin de modéliser l’effet d’un locus i sur un
phénotype est décrite dans Falconer et Mackay (1996). Dans cette approche le locus i est
supposé biallélique d’allèles ai1 et ai2. L’effet mi du génotype au locus i sur un individu,
est ensuite paramétré (p) de la façon suivante :
(p) : mi =

µi + νi si l’individu a le génotype ai1/ai1
µi + δi si l’individu a le génotype ai1/ai2
µi − νi si l’individu a le génotype ai2/ai2
où µi représente l’effet moyen du locus i, νi son effet additif et δi son effet de domi-
nance. Si δi = 0 le modèle est purement additif, ce qui équivaut à un modèle de régression
sur le nombre d’allèles ai1 et ai2 pour le génotype au locus i. On considère que le locus i,
pour la paramétrisation (p), est un QTL si l’effet du génotype à ce locus est statistique-
ment significatif (i.e. si on a une différence de moyennes significative pour les différents
génotypes). Parmi les déviations à la paramétrisation (p) les interactions entre les allèles
de plusieurs loci sur le génome forment les phénomènes d’épistasie. L’approche de Falconer
et Mackay est celle que l’on considérera dans la suite de ce travail.
1.1.6 Le déséquilibre de liaison et la recombinaison
1.1.6.1 Définition et mesures du déséquilibre de liaison (LD)
Le terme de déséquilibre de liaison entre loci, d’acronyme anglo-saxon LD pour “Lin-
kage Disequilibrium”, traduit l’association préférentielle qu’il peut y avoir entre les allèles
de ces derniers. La quantification du LD est donc une grandeur mathématique qui mesure
la non-indépendance probabiliste entre les allèles des loci. Soient M1 et M2 deux SNP
respectivement à valeurs dans {a1, a2} et {b1, b2}. Pour ces deux marqueurs on définit les
fréquences fa1 , fa2 , fb1 et fb2 des allèles a1, a2, b1 et b2 respectivement. Les tableaux 1.1
et 1.2 ci-dessous décrivent les relations entre les fréquences des haplotypes et celles de
chacun des allèles, i.e :
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Haplotypes Fréquences
a1b1 fa1b1
a1b2 fa1b2
a2b1 fa2b1
a2b2 fa2b2
Tableau 1.1 – Fréquences
haplotypiques.
Allèles Fréquences
a1 fa1 = fa1b1 + fa1b2
a2 fa2 = fa2b1 + fa2b2
b1 fb1 = fa1b1 + fa2b1
b2 fb2 = fa1b2 + fa2b2
Tableau 1.2 – Fréquences alléliques
calculées à partir des fréquences haplotypiques.
Si les allèles aux deux marqueurs M1 et M2 s’associent aléatoirement alors les fré-
quences des quatre haplotypes seront égales aux produit des fréquences des allèles portés
par ces haplotypes (tableau 1.3), sinon on aura une déviation, une quantité que l’on notera
∆, dans les fréquences haplotypiques (tableau 1.4).
Fréquences haplotypiques
fa1b1 = fa1fb1
fa1b2 = fa1fb2
fa2b2 = fa2fb2
fa2b1 = fa2fb1
Tableau 1.3 – Fréquences
haplotypiques sous l’hypothèse
d’association aléatoire.
Fréquences haplotypiques
fa1b1 = fa1fb1 + ∆
fa1b2 = fa1fb2 −∆
fa2b2 = fa2fb2 + ∆
fa2b1 = fa2fb1 −∆
Tableau 1.4 – Fréquences haplotypiques dans
le cas d’association non aléatoire.
La quantité ∆ est le coefficient de déséquilibre de liaison. On vérifie aisément à partir
des expressions du tableau 1.4 que ∆ = fa1b1fa2b2−fa1b2fa2b1 . ∆ traduit donc la différence
qui existe entre les produits des fréquences des chromosomes, d’une part porteurs des
haplotypes a1b1 et a2b2, et d’autre part porteurs de a1b2 et a2b1. Ce coefficient est une
quantité qui varie dans l’intervalle [−14 ; 14 ]. Le maximum et le minimum de l’intervalle
sont respectivement atteints pour fa1b1 = fa2b2 = 12 et fa1b2 = fa2b1 =
1
2 . En effet si
fa1b1 = fa2b2 = 12 , sachant que
∑
faibj
i,j
= 1, alors fa1b2 = fa2b1 = 0 et le maximum est
atteint. On montre de même, par symétrie, que la valeur minimale est atteinte pour
fa1b2 = fa2b1 = 12 . Comme les fréquences haplotypiques faibj sont toujours positives, il
vient que la valeur maximale et la valeur minimale calculées de ∆, sur une population,
dépendent des fréquences alléliques. En effet on a :
 fa1b2 = fa1fb2 −∆ ≥ 0 i.e. ∆ ≤ fa1fb2 (1)fa2b1 = fa2fb1 −∆ ≥ 0 i.e. ∆ ≤ fa2fb1 (2)
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De (1) et (2) on voit que ∆ ≤ min(fa1fb2 , fa2fb1), ce qui définit une borne supérieure
pour la valeur calculée de ∆. Par symétrie on a aussi ∆ ≥ max(−fa1fb1 ,−fa2fb2) ⇔
∆ ≥ −min(fa1fb1 , fa2fb2), ce qui définit une borne inférieure pour la valeur calculée de ∆.
On remarque que la borne inférieure et la borne supérieure prennent respectivement les
valeurs -14 et
1
4 lorsque les fréquences alléliques sont équilibrées. En considérant ces bornes
on peut donc obtenir une mesure normalisée du LD, appelée D′, définie par le rapport
suivant (Lewontin,1964) :
D′ = |∆|
Dmax
tel que D′ ∈ [0; 1]
où :
Dmax =
 min(fa1fb2 , fa2fb1) si ∆ > 0min(fa1fb1 , fa2fb2) sinon.
Il existe d’autres mesures du LD entre marqueurs bialléliques comme, par exemple,
celle du r2 (Hill et Robertson, 1968) définie de la façon suivante :
r2 = ∆
2
fa1fa2fb1fb2
Cette mesure est également à valeurs dans [0,1]. Elle est très dépendante des fréquences
alléliques et ne prendra la valeur 1 que si chaque allèle du marqueur M1 est associé à un
unique allèle au marqueur M2.
Les mesures r2 etD′ du LD se généralisent aux cas de lociM1 etM2 multialléliques avec
R =
∑I
i=1
∑J
j=1 ∆2ij
(1−∑Ii=1 f 2ai)(1−∑Jj=1 f 2bj) (Maruyama, 1982) et D′ =
I∑
i=1
J∑
j=1
faifbj |D′ij| (Hedrick,
1987), où I et J sont les nombres d’allèles différents aux loci M1 et M2 respectivement,
∆ij = faibj − faifbj , D′ij =
∆ij
Dmaxij
et Dmaxij vaut :
Dmaxij =
 min(faifbj , (1− fai)(1− fbj)) si ∆ij < 0min(fai(1− fbj), (1− fai)fbj) sinon.
Ces mesures multialléliques sont importantes pour la modélisation du déséquilibre de
liaison par haplotypes tel qu’on le verra dans la partie II de ce travail. Enfin, il existe
aussi d’autres mesures du LD dérivées de ∆. Des revues de ces mesures ont été réalisées
par Hedrick (1987), Devlin et Risch (1995) et Cierco-Ayrolles et al. (2004).
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1.1.6.2 Lien entre le LD et la recombinaison
Les causes du LD entre deux loci sont diverses. Parmi les causes du déséquilibre de
liaison on peut citer :
 La mutation : la création d’un nouvel allèle à un locus crée un déséquilibre avec les
allèles des loci adjacents dans une population.
 La sélection, qui joue un rôle très important, car on choisit des reproducteurs qui trans-
mettront leurs chromosomes préférentiellement dans une population.
 Le mélange de deux populations en équilibre de liaison qui constitue un ensemble globale-
ment en déséquilibre de liaison dès lors que leurs fréquences alléliques sont respectivement
différentes.
Cependant la recombinaison casse progressivement le LD entre les loci sur un chro-
mosome. Le paragraphe suivant illustre comment un LD initial se dégrade avec la recom-
binaison entre deux loci en fonction du nombre de générations.
Soit ∆0 = fa1b1 − fa1fb1 le LD initial à une génération t = 0, dû par exemple à
une mutation, entre deux loci dans une population. Soit r le taux de recombinaison
entre ces deux loci. Si on suppose qu’il n’existe pas de variation pour les fréquences
alléliques entre deux générations (le principe d’équilibre d’Hardy-Weinberg) alors le LD
diminue d’un facteur de (1 − r) à chaque génération pour des accouplements aléatoires.
En effet, pour f ′a1b1 la fréquence haplotypique de a1b1 à la génération suivante, on a
f ′a1b1 = (1 − r)fa1b1 + rfa1fb1 car (1 − r) est la probabilité de non recombinaison entre
les loci et rfa1fb1 représente la probabilité que l’on ait un nouvel haplotype a1b1 à la
suite d’une recombinaison entre deux chromosomes portant respectivement les allèles a1
et b1. Or f ′a1b1 = (1 − r)fa1b1 + rfa1fb1 ⇔ f ′a1b1 − fa1fb1 = (1 − r)fa1b1 + fa1fb1(r − 1),
d’où ∆1 = (1 − r)(fa1b1 − fa1fb1) = (1 − r)∆0. En réitérant le même raisonnement on a
∆2 = (1− r)∆1 = (1− r)2∆0. Par principe de récurrence, on a donc ∆t = (1− r)t∆0 où
∆t est le LD calculé à la t-ième génération. On peut donc aussi approximer ce résultat
par ∆t = e−rt∆0.
Ainsi on remarque que l’amplitude du LD à la génération t ( i.e. |∆t| ) est d’autant
plus proche du LD initial que r est proche de zéro, donc que les loci sont proches. On
remarque également que |∆t| diminuera quand les loci seront éloignés. Au long terme,
les recombinaisons sur un chromosome mènent à l’observation d’un LD entre loci proches
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uniquement, que l’on peut exploiter pour la cartographie fine de QTL.
1.2 L’IBD, IBS et le LD
1.2.1 Les concepts d’IBD et d’IBS
On dit que deux segments ou portions chromosomiques sont IBD (“Identical by Des-
cent”) s’ils ont été hérités d’un même chromosome ancestral. En absence de mutation ils
possèdent donc les mêmes allèles. Deux segments chromosomiques sont dits IBS (“Iden-
tical by State”) s’ils possèdent les mêmes allèles. En absence de mutation à un locus on a
donc :
 IBD ⇒ IBS
 nonIBS ⇒ nonIBD
Cette propriété n’est valable que localement car deux chromosomes non IBS pour
les allèles aux marqueurs peuvent partager des segments IBD. Prédire le statut IBD de
plusieurs segments chromosomiques consiste à prédire si ces derniers sont porteurs d’un
même allèle, ou de plusieurs mêmes allèles, en un locus que l’on n’observe pas. On en
déduira donc le statut IBS pour des allèles non observés. Cette prédiction des identités
alléliques repose généralement sur la connaissance des haplotypes présents sur les segments
chromosomiques portant ce locus.
Le concept d’IBD procure un cadre conceptuel afin d’effectuer une prédiction d’iden-
tité allélique. Ce concept repose sur la spécification d’un certain horizon temporel dans le
passé. Or, deux segments chromosomiques qui ne seraient pas IBD pour un certain hori-
zon temporel dans le passé peuvent néanmoins l’être pour un horizon plus reculé. Deux
segments chromosomiques IBD pour un horizon reculé peuvent également, par le biais
de la méiose, partager un matériel génétique plus important que deux segments chromo-
somiques IBD pour un horizon moins reculé. Ainsi ce concept pose un réel problème de
définition. Le concept d’IBD est cependant très utilisé en cartographie de QTL comme
on le verra dans la section suivante et dans la partie II de ce travail.
23
Chapitre 1. Définitions et phénomènes modélisés
1.2.2 Le concept d’IBD en cartographie de QTL
La stratégie de cartographie qui découle du concept d’IBD est la suivante. La recherche
de segments chromosomiques IBD, où une mutation causale est apparue (un allèle favo-
rable ou une délétion par exemple) chez des individus présentant un même phénotype
favorable devrait permettre de localiser le QTL. Cette stratégie repose sur l’idée qu’après
des recombinaisons successives, au fil des générations, le LD sera élevé dans une région IBD
petite autour du QTL. Ainsi rechercher des portions chromosomiques IBD entre individus
présentant des phénotypes semblables devrait, en principe, permettre de bien exploiter le
LD pour une localisation fine du QTL. Cette stratégie est proposée, par exemple, dans
le travail de Meuwissen et Goddard (2001). La figure 1.2 illustre l’idée de la stratégie de
cartographie reposant sur le concept d’IBD.
Figure 1.2 – Le gradient du LD dans une région IBD
petite autour du QTL (d’allèle Q et q).
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Modèles statistiques en cartographie de
QTL
2.1 Etat de l’art sur les modèles généraux
Il existe beaucoup de modèles statistiques utilisables en cartographie de QTL. Toute-
fois on distingue nettement deux grandes catégories de modèles linéaires utilisés dans ce
domaine. Ceux qui se placent dans le cadre où l’on a moins de paramètres que d’obser-
vations et qui ne pose pas de problème d’identifiabilité, sous certaines conditions, pour
l’estimation des paramètres et ceux qui se placent dans le cadre opposé, en grande dimen-
sion, où l’on a plus de paramètres que d’observations. On notera k ≤ n et k > n ces deux
situations, où k et n représentent respectivement le nombre de variables et d’observations.
2.1.1 Le cas k ≤ n
Considérons le modèle linéaire suivant :
Y = Xβ + ε
où la réponse Y est un vecteur de taille n, n mesures d’un phénotype par exemple, et X est
le design reliant les effets de k SNP (ou haplotypes) et reliant éventuellement la moyenne
aux observations. En se plaçant dans le cadre simple du modèle linéaire homoscédastique,
on supposera que ε ∼ Nn(0, σ2In) où σ est un paramètre positif inconnu et In est la
matrice identité. Ce modèle admet une solution unique pour la minimisation de ‖ε‖22, où
‖.‖22 représente la norme euclidienne au carrée, lorsque les colonnes de X sont linéairement
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indépendants. L’avantage d’un tel modèle, lorsque les hypothèses associées sont vérifiées,
est qu’il procure des résultats d’optimalité sur le biais et la variance associés à l’estimateur
de β qui minimise ‖ε‖22 (cf. 3.1.1). Cependant, si on suppose qu’il existe seulement un petit
nombre de variables inférieur à k ayant réellement un effet sur Y , alors le fait de considérer
les k variables conjointement ajoute du bruit dans l’estimation des paramètres de β. Ce
bruit produit de la variance sur les prédictions du modèle et ce problème est connu,
en statistique, sous le nom de compromis biais-variance associé au modèle. De plus, la
minimisation de ‖ε‖22 n’admet plus de solution unique lorsque k > n car les colonnes de
X sont linéairement dépendantes dans ce cas.
2.1.2 Le cas k > n
Pour pallier au problème du bruit dans les estimations lorsque k ≤ n, et afin de
donner des solutions aux estimations lorsque k > n, diverses méthodes de régularisation
ont été proposées pour construire des modèles plus parcimonieux sur les variables ayant
réellement un effet. Par exemple, on peut citer la régression Ridge de Hoerl et Kennard
(1970), le LASSO de Tibshirani (1996), l’Elastic Net de Zou et Hastie (2005) et certaines
régressions Bayésiennes, définies en génétique, telles que Bayes A et Bayes B de Meuwissen
et al. (2001) et Bayes Cpi et Bayes Dpi de Habier et al. (2011). Cependant les modèles
qui se situent en grande dimension ne semblent pas encore être complètement d’actualité
en cartographie de QTL. Ces modèles ont surtout été appliqués pour la prédiction des
valeurs génétiques des individus en sélection. Toutes ces approches ont fait l’objet de
comparaison sur données réelles ou simulées pour la détection de QTL par exemple dans
le cadre de récents congrès tels que QTLMAS 1 XIII et XIV. Le LASSO, par exemple,
perd en efficacité pour la sélection de variables lorsque les variables explicatives sont
fortement corrélées ou lorsque le nombre de variables est nettement supérieur au nombre
d’observations (Zou et Hastie, 2005), ce qui est régulièrement le cas en génétique. On
remarquera au passage que la sélection de variables, dans le cadre de la génétique, revient
à chercher les SNP potentiellement liés à des QTL ayant un effet significatif sur le génome.
L’utilisation pratique de certaines de ces approches posent des problèmes de para-
métrisation. Les modèles Bayes A et Bayes B, par exemple, utilisent des a priori sur la
1. QTLMAS : congrès méthodologique visant à comparer des modèles et méthodes utilisés en sélection
génomique et en cartographie de QTL
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distribution de la variance des effets des SNP. La variance de l’effet de chaque SNP pour
ces modèles est supposée suivre une Khi-deux inverse dont les paramètres doivent être
spécifiés par l’utilisateur. Or ces paramètres ont une influence majeure sur la pénalisation
appliquée aux effets des SNP. Le modèle Bayes B suppose également que la proportion de
SNP ayant un effet est connue. Le lecteur pourra se référer à Gianola et al. (2009) pour
une revue plus détaillée des principaux inconvénients des modèles BayesA et BayesB.
Afin de palier à quelques-uns de ces inconvénients, des extensions nommées Bayes Cpi et
Bayes Dpi ont été définies. Cependant, ces extensions ne permettent pas de s’affranchir
totalement du problème de spécification lié aux paramètres.
2.1.3 Comparaison des différents modèles
Il n’existe pas de consensus général sur le modèle à utiliser en cartographie de QTL.
En effet, les performances des différents modèles dépendent avant tout du jeu de don-
nées à analyser. Par exemple, le phénotype sera affecté par la structure génétique de la
population, la distribution de l’effet du QTL et la taille de l’échantillon (Hayes, 2010).
Néanmoins, les modèles mixtes tenant compte de la structuration génétique au sein d’une
population semblent avoir fait leurs preuves et sont ceux les plus utilisés en cartographie
de QTL. En effet, Wang et al. (1999) montrent que ces modèles sont suffisamment flexibles
pour tenir compte de divers types d’interactions (SNP×QTL, QTL×environnement). Ces
modèles permettent de modéliser des structurations complexes de la variance et de la
covariance des données, et ont été appliqués dans beaucoup de situations (Smith et al.
2005 ; Boer et al., 2007 ; Mathews et al., 2008 ; van Eeuwijk et al., 2010).
Bien que l’on ne puisse pas l’affirmer, les modèles utilisés dans le cadre de la grande
dimension semblent ne pas apporter plus de puissance et de précision lorsque les cartes
génétiques sont denses. Des analyses sur plusieurs jeux de données réelles ont montré, par
exemple, que les tests en chaque point du génome associés à un modèle mixte uni-SNP et
Bayes Cpi, étaient fortement corrélés, de l’ordre de 0.9 (Teyssèdre, 2011). Notons finale-
ment que bon nombre des approches utilisées dans le cadre de la grande dimension peuvent
être interprétées dans le cadre du modèle mixte. Le modèle correspondant au LASSO, par
exemple, peut être formulé comme un modèle à effets aléatoires où les paramètres esti-
més sont distribués dans une double exponentielle (Tibshirani, 1996 ; Foster, 2006). De
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même, la régression Ridge peut être interprétée, d’un point de vue Bayésien, comme un
modèle à effets aléatoires où les paramètres estimés, et les résidus, sont distribués dans
des gaussiennes (Lindley et Smith, 1972 ; Chen, 2009).
2.1.4 Conclusions
Quelque soit le modèle utilisé, le choix des variables explicatives pour la cartographie
fine de QTL, un SNP à la fois, les haplotypes autour d’un locus, l’ensemble des SNP ou
l’ensemble des haplotypes sur le génome, reste un problème ouvert qui suscite encore des
recherches. Le choix des variables explicatives pour la cartographie de QTL devrait être
fait en fonction du niveau de LD entre ces variables et les QTL sur le génome (Calus et
al., 2009).
Par exemple un LD entre une position testée et un QTL peut être mieux décrit, loca-
lement sur le génome, par l’utilisation d’haplotypes au lieu d’un seul SNP. En revanche
l’utilisation d’un trop grand nombre de SNP peut diminuer le potentiel du LD en car-
tographie fine de QTL, car elle ne tient pas compte que du LD local, nécessaire à une
cartographie fine, mais également du LD entre un QTL et des SNP éloignés. Ce LD à
longue distance induit une sous-estimation de l’effet d’un QTL s’il est présent.
A ce jour, l’utilisation d’un modèle linéaire mixte, à travers une procédure de gé-
nome scan où l’on analyse séquentiellement des portions du génome afin de déterminer
l’existence, ou non, de QTL sur ces portions est toujours une méthode de choix pour la
cartographie fine de QTL. La section suivante décrit ce modèle dans le cadre général et
ses particularisations en cartographie de QTL.
2.2 Le modèle mixte à effets fixes et aléatoires
2.2.1 Le modèle général
Le modèle mixte, à L+ 1 facteurs aléatoires indépendants, est couramment utilisé en
génétique quantitative afin de traiter les effets dus à la structuration génétique, qu’on
appelle effets polygéniques en génétique, en aléatoires (Fisher, 1918). Il est couramment
utilisé, par exemple, pour les analyses d’association en cartographie fine de QTL. Avec
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les notations de Rao et de Kleffe (1988) ce modèle (2.1) s’écrit de la façon suivante :
Y = Xβ +  ;  ∼ Nn(0, V ) (2.1)
où  se décompose comme une combinaison linéaire de vecteurs aléatoires structu-
raux (ul)0≤l≤L non observables, i.e.  =
L∑
l=0
Zlul où (Zl)0≤l≤L correspond aux matrices
d’incidence respectives de chacun de ces vecteurs aléatoires. Etant donné que le modèle
polygénique suppose que le phénotype d’un individu est la somme des effets d’un très
grand nombre de gènes (modèle infinitésimal), on peut donner une approximation de
la matrice de variance-covariance de ces effets dans un modèle mixte. Le modèle (2.2)
avec une composante aléatoire pour les effets polygéniques s’écrit habituellement avec les
notations suivantes :
Y = Xβ +
L=1∑
l=0
Zlul ; u1 ∼ Nn(0, Aσ2u1), u0(= ε) ∼ Nn(0, Inσ2u0) (2.2)
ou encore :
Y = Xβ + Zu+ ε ; u ∼ Nn(0, Aσ2u), ε ∼ Nn(0, Inσ2ε)
où :
 Y (n x 1) est le vecteur des phénotypes
 β (k x 1) est le vecteur des effets fixes
 X (n x k) est la matrice d’incidence reliant les effets fixes aux individus
 Z = In (n x n) est la matrice d’incidence reliant les effets polygéniques aux individus
 u (n x 1) est le vecteur aléatoire des effets polygéniques
 A (n x n) est la matrice de variance-covariance de u (la matrice d’apparentement)
 ε (n x 1) est le vecteur aléatoire des résidus
 σ2u et σ2ε sont respectivement la variance polygénique et résiduelle
L’idée générale du modèle (2.2) est de tenir compte des corrélations entre les effets
polygéniques d’individus apparentés via la matrice A. Cette matrice peut être construite
soit à partir de l’information marqueur ou pedigree ou à partir d’une combinaison de ces
deux sources d’information.
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2.2.1.1 Le modèle à effets fixes au QTL
Ce modèle est le même que celui défini par l’équation (2.2), sauf que le vecteur β
inclue les effets des allèles au locus testé parmi d’autres effets fixes. Les autres effets fixes
peuvent par exemple correspondre à des moyennes familiales ou une moyenne générale et
ainsi de suite. Ce modèle est utilisé dans la partie III de ce travail pour la discrimination
entre des analyses d’association et des analyses de liaison. Remarquons que les “Genome
Wide Association Studies” (GWAS) dans la littérature sont basés sur ce type de modèle.
2.2.1.2 Le modèle à effets aléatoires au QTL
Ce modèle est une extension de celui défini par l’équation (2.2) en rajoutant une
composante aléatoire additionnelle. Ce modèle est utilisé dans la partie II de ce travail pour
la discrimination entre des analyses d’association utilisant des haplotypes. Remarquons
au passage que les allèles en un seul marqueur, un SNP par exemple, définissent des
haplotypes en un seul locus. Ce modèle se décompose de la manière suivante :
Y = Xβ + Z1u1 + Z2u2 + ε ; u1 ∼ Nn(0, Aσ2u1), u2 ∼ Nh(0, Hσ2u2), ε ∼ Nn(0, Inσ2ε)
(2.3)
où :
 Z2 (n x h) est la matrice d’incidence reliant les effets des h haplotypes au QTL aux
individus
 u2 (h x 1) est le vecteur aléatoire des effets des h haplotypes au QTL
 H (h x h) est la matrice de variance-covariance de u2
 σ2u2 est la variance de l’effet du QTL
Diverses méthodes ont été proposées pour la construction de la matrice H par l’utilisa-
tion des haplotypes. L’un des objectifs des chapitres 4 et 5 est de comparer ces méthodes
que l’on nommera prédicteurs d’identité allélique, on y reviendra. Bien que l’on ne puisse
pas l’affirmer, il semblerait que les modèles mixtes avec des effets aléatoires au QTL sont
plus robustes et précis pour la cartographie que ceux où ces effets sont fixés (Kolbehdari
et al., 2005 ; Boleckova et al., 2012). Cela est probablement dû à la propriété des mo-
dèles à effets aléatoires à rétrécir les effets estimés pour des petits effectifs (i.e. allèles ou
haplotypes peu fréquents au QTL).
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En supposant que les observations Y ∈ Rn suivent bien une loi normale multidimen-
sionnelle, i.e. Y ∼ Nn(Xβ, V (θ)), la vraisemblance pour le modèle (2.3) est donnée par :
L(β, θ;Y ) = |V |− 12 (2pi)−n2 exp
(
− 12(Y −Xβ)
′
V −1(Y −Xβ)
)
(2.4)
où :
 V = V (θ) = Z1Aσ2u1Z
′
1 + Z2Hσ2u2Z
′
2 + Inσ2ε
 θ = (σ2u1 , σ2u2 , σ2ε)
On rappelle que la vraisemblance d’un modèle probabiliste-statistique est la probabilité
que les observations soient la réalisation d’un échantillon théorique de la loi de probabi-
lité associée au modèle. Des estimations pour les composantes du vecteur θ, nécessaires
au calcul d’une statistique de test pour la détection de QTL, peuvent être obtenues en
maximisant directement L(β, θ;Y ). Cependant on verra en 3.1.1 pourquoi il est préférable
d’utiliser une variante de cette fonction qui est la vraisemblance restreinte (Searle, 1987,
1989 ; Searle, Casella et McCulloch 1992 ; Foulley, 1993).
2.3 Les modèles de liaison et les modèles d’associa-
tion
Il existe deux grandes classes de modèles linéaires qui trouvent leurs fondements en
génétique et qui sont utilisés en génome scan. Ces modèles exploitent différemment le
LD entre les allèles observés d’un marqueur et les allèles non observés d’un QTL. La
première classe est appelée analyse de liaison, d’acronyme anglo-saxon LA pour “Linkage
Analysis”, et la deuxième est appelée analyse d’association d’acronyme anglo-saxon LDA
pour “Linkage Disequilibrium Analysis”. Les sous-sections suivantes décrivent ces modèles
dans le cadre d’un seul marqueur testé sur le génome (approche uni-SNP), bien qu’ils
peuvent être généralisés à l’utilisation d’haplotypes. Ces modèles sont des cas particuliers
du modèle mixte général défini en 2.2.1.
2.3.1 Les modèles de liaison (LA)
Les modèles LA, très largement utilisés ces 20 dernières années pour la cartographie,
sont basés sur l’observation de la transmission d’allèles au sein de familles d’individus au
cours de quelques générations. Ces modèles font l’hypothèse de la co-transmission d’allèles
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à un marqueur testé avec certains allèles au QTL, dans une famille, générant ainsi une
variation du phénotype étudié au sein de celle-ci. Ces approches reposent sur le LD intra
famille entre les allèles au marqueur testé et les allèles au QTL. Elles testent le contraste
statistique, au marqueur testé, entre deux groupes d’individus ayant respectivement reçu
un allèle différent d’un parent hétérozygote. Par exemple, un modèle de liaison pour le
phénotype Yils, d’un individu s ayant reçu l’allèle l ∈ {a1, a2} d’un père i, peut s’écrire de
la façon suivante :
Yils = µ+ νi +Xilsηi + εils
où µ est la moyenne générale de la population, νi correspond à un effet moyen du père
i, ηi est l’effet du marqueur testé dans la famille i et εils est un bruit que l’on suppose
gaussien. Xils est la variable du design décrivant l’allèle l transmis à l’individu s par le
père i, Xils peut par exemple être à valeur dans {−1, 1}. L’estimateur de ηi pour un tel
modèle s’écrit fréquemment comme la différence de moyennes (i.e. le contraste) entre les
individus porteurs de a1 et ceux porteurs de a2 dans la famille i.
Les modèles LA appliqués à une ou deux générations sont peu précis pour la locali-
sation d’un QTL puisqu’il ne se produit que peu d’évènements de recombinaison, intra
famille, entre ce QTL et des marqueurs éloignés (Bodmer, 1986 ; Boehnke, 1994 ; Fan
et Xiong, 2002). Par définition, l’application des modèles LA nécessite d’avoir plusieurs
familles de grande taille. En effet, ces approches nécessitent d’une part d’avoir des pères
(ou des mères) hétérozygotes, et d’autre part, d’être en mesure de repérer la transmission
des allèles à la descendance ce qui n’est pas toujours possible (descendants hétérozygotes
de mères non génotypées ou trio hétérozygotes).
Ces modèles sont donc parfois sujets, par manque d’effectifs adaptés (i.e. familles non
adaptées), à un manque de puissance pour la détection de QTL (Sham et al., 2000). Par
ailleurs ces modèles font intervenir un grand nombre de paramètres à estimer, ce qui
contribue également parfois à un manque de puissance. A l’inverse, ces approches sont
généralement robustes aux faux positifs contrairement aux modèles LDA (Jung et al.,
2005). En effet, en comparant les effets des allèles intra famille, on s’affranchit de confusion
entre effets alléliques et effets familiaux. Les approches LA peuvent aussi donner de la
puissance, contrairement aux approches LDA, lorsqu’il y a très peu de marqueurs.
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L’un des modèles LA des plus connus est l’“interval mapping” (IM) de Lander et
Botstein (1989). Ce modèle exploite le fait que les QTL sont localisés entre deux marqueurs
et prend en compte les génotypes et les taux de recombinaison, à gauche et à droite, de
la position testée afin de déterminer les probabilités des allèles portés par les individus à
cette position. Une fois ces probabilités déterminées, les contrastes statistiques entre les
allèles transmis intra familles sont testés pour valider la présence ou non d’un QTL. Le
principal inconvénient de ce modèle de liaison est qu’il est généralement peu précis pour
la cartographie (Haley et Knott, 1992 ; Martinez et Curnow, 1992).
Ce modèle et des variantes de celui-ci ont été développés dans le cadre du maximum
de vraisemblance et de la régression (Kao, 2000). Par exemple, on peut citer Elsen et al.
(1999), pour des dispositifs de demi frères et/ou plein frères, Le Roy et al. (1998) pour le
cas d’un mélange de plein frère et demi frères, et Knott et al. (1996) pour un dispositif de
demi frères uniquement. Remarquons que les modèles LA furent développés il y a quelques
décennies, quand on ne disposait pas encore de cartes génétiques très denses. Les nouvelles
cartes génétiques permettent aujourd’hui d’appréhender le LD d’une autre façon, non plus
forcément au niveau d’une famille mais au niveau de toute une population. Et c’est de
cette façon d’appréhender le LD qu’ont émergé la classe des modèles dits LDA.
2.3.2 Les modèles d’association (LDA)
Les modèles LDA sont connus pour leur haute précision en cartographie par l’exploi-
tation local du LD populationnel (Fan et Xiong, 2002 ; Aranzana et al., 2005 ; Fan et al.,
2006). En contraste du LD intra famille, le LD populationnel est celui mesuré sur l’en-
semble des individus d’une population. Par exemple, un modèle d’association couramment
utilisé en génétique s’écrit de la façon suivante :
Yi = µ+X iα + εi
où Yi est le phénotype d’un individu i, µ est la moyenne générale, α est l’effet du marqueur
testé et εi est un bruit que l’on suppose gaussien. X i est la variable du design décrivant
le génotype de l’individu i au marqueur testé, X i peut par exemple être à valeur dans
{−2, 0, 2}. L’estimateur de α pour un tel modèle s’écrit fréquemment comme la différence
de moyennes entre les individus qui ont le génotype a1/a1 et ceux qui ont le génotype a2/a2.
Les modèles LDA exploitent le LD entre les allèles au marqueur testé et les allèles au QTL,
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sur l’ensemble de la population, contrairement aux modèles LA. Ces modèles sont réputés
pour être puissants (Long et Langley, 1999 ; Sham et al., 2000 ; Flint-Garcia et al., 2005).
Les GWAS sont basés sur des modèles LDA (Stranger et al., 2011 ; Bush et Moore, 2012 ;
Korte et Farlow, 2013). La bonne puissance associée aux modèles d’association provient,
d’une part, du fait qu’ils ne demandent pas la construction de familles adaptées et qu’ils
utilisent en conséquence tous les individus de la population, et d’autre part, ces modèles
reposent fréquemment sur un nombre restreint de paramètres à estimer. Remarquons que
les modèles LDA peuvent s’écrire en fonction des familles dans une population, tel qu’on
le verra dans le chapitre 6, bien que ces modèles ne trouvent pas leur fondement dans des
approches familiales comme les modèles LA.
Les modèles d’association ont cependant une grande faiblesse qui est le manque de
maîtrise des faux positifs, si on ne corrige pas pour une structuration génétique existante,
due aux relations entre individus dans une population (Jung et al., 2005 ; Manenti et al.,
2009 ; Platt et al., 2010). De ce fait, des modèles d’association corrigés pour la structure
de population ont été proposés afin de tenir compte d’effets non attribuables au QTL
(i.e. les effets polygéniques). Ces modèles d’association sont actuellement décrits dans la
littérature comme étant les plus performants pour la cartographie fine, car ils peuvent
aider à disséquer les effets polygéniques de l’effet d’un QTL s’il existe (Newman et al.,
2001 ; Yu et al., 2005 ; Zhang et al., 2009).
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Chapitre 3
Méthodes d’estimation et statistiques de
test en cartographie de QTL
L’objectif de ce chapitre est de construire une démarche sur le choix des méthodes
d’estimation et des statistiques de test utilisées dans la partie II et III de ce travail de
thèse. Des éléments de dérivation sont abordés afin de justifier la démarche à la fois d’un
point de vue théorique et pratique. Certaines notions sont également rappelées, telles que
la projection et la convexité, car elles s’avéreront utilisées dans la partie II et III de ce
travail. Le lecteur pourra simplement, s’il le souhaite, retenir les éléments clefs en début
ou en fin de chaque section (ou sous-section).
3.1 Méthodes d’estimation
On verra dans la sous-section suivante pourquoi il est préférable de maximiser une
autre fonction objective, que celle définie en (2.4) dans le chapitre 2, afin d’obtenir des
estimations pour les composantes de la variance associées au modèle mixte utilisé en
cartographie de QTL.
3.1.1 Les méthodes ML et REML
Avant de redéfinir la méthode REML (Patterson et Thompson, 1971) il est utile de
rappeler brièvement la méthode du maximum de vraisemblance (ML), dans le cadre simple
du modèle linéaire classique (homoscédastique), afin de comprendre pourquoi la méthode
REML est la plus adaptée en détection de QTL.
3.1.1.1 La méthode ML (“Maximum likelihood”)
Soit le modèle linéaire classique (homoscédastique) suivant :
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Y = Xβ + ε ; ε ∼ Nn(0, Inσ2) (3.1)
Ce modèle est emboîté au modèle (2.1) et on suppose ici, par définition, que les
variables (Yi)i∈{1,..,n} sont indépendantes et identiquement distribuées (i.i.d) contraire-
ment à (2.1). La log-vraisemblance pour ce sous-modèle est donnée par : lnL(β, σ2;Y ) =
−n2 lnσ
2 − n2 ln2pi −
1
2σ2‖Y −Xβ‖
2
2. Maximiser lnL(β, σ2;Y ) équivaut aussi à minimiser
la fonction H(β, σ2) = −lnL(β, σ2;Y ).
Minimisation de H en β :
On aH(β, σ2) = n2 lnσ
2+n2 ln2pi+
1
2σ2‖Y −Xβ‖
2
2. Or comme tous les termes définis par
H sont positifs et ne dépendent pas de β, sauf pour ‖Y −Xβ‖22, il vient que la minimisation
de H en β revient à la minimisation de ce seul terme. Soit E l’espace vectoriel engendré
par les colonnes de X, i.e. E = {Xβ; β ∈ Rk} = vect(X). E est un sous-espace vectoriel de
Rn et on suppose que X est de plein rang, i.e. rang(X) = dim(vect(X)) = k = dim(E).
Donc si on pose Z = Xβ alors Zˆ = min
Z∈E
‖Y − Z‖22 = PEY (projection orthogonale de Y
sur E). Comme la projection orthogonale est unique on a une unique solution pour Z par
injectivité. Donc on a Zˆ = Xβˆ = PEY par injectivité (i.e. E[Y |X] = PEY = Xβˆ dans ce
cadre gaussien particulier).
Proposition (Projecteur orthogonal PE): PE = X(X
′
X)−1X ′
Un projecteur orthogonal PE est caractérisé par i) ∀x ∈ Rn, PEx ∈ E et ii) ∀x ∈
Rn,∀y ∈ E, x − PEx ⊥ y. Ces deux propriétés sont relativement simples à démontrer et
aident à la compréhension de la notion d’orthogonalité associée au projecteur PE.
Preuve de i) et ii) :
i) Soit x ∈ Rn, on a X(X ′X)−1X ′x = X
n×k
[
(X ′X)−1X ′x
]
k×1
∈ E
ii) Soit y ∈ E donc y = Xβ et on dénote par < ., . > le produit scalaire usuel sur Rn,
on a :
< y, x−X(X ′X)−1X ′x > =< Xβ, x−X(X ′X)−1X ′x >
=< β,X ′
(
x−X(X ′X)−1X ′x
)
> (propriété de < ., . >)
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=< β,X ′x−X ′X(X ′X)−1
Id
X
′
x >
=< β, 0 >= 0 
Donc on a d’une part que PE est une matrice (symétrique) de projection orthogonale,
sur l’espace vectoriel engendré par les colonnes de X, et d’autre part que Xβˆ = PEY . On a
donc (X ′X)−1X ′ .Xβˆ = (X ′X)−1X ′ .PEY ⇐⇒ βˆML = (X ′X)−1X ′Y . On remarquera que
βˆML, dans le cadre gaussien, est le même que celui obtenu par moindre carrés ordinaires
(OLS : “Ordinary Least Squares”). De plus βˆML dans ce cadre est un estimateur optimal
parmi les estimateurs sans biais (MVUE : “Minimum Variance Unbiased Estimator”), car
il atteint la borne de Cramer-Rao. Si les observations ne sont pas gaussiennes βˆML devient
alors, d’après le théorème de Gauss-Markov, un estimateur optimal seulement parmi les
estimateurs linéaires et sans biais (BLUE : “Best Linear Unbiased Estimator”).
Remarque :
L’objet PE, défini par la proposition précédente, s’avère être fondamentale et utile pour
la construction des statistiques de test en général (test du rapport de vraisemblance, test
de Fisher...). Cet objet intervient également dans le calcul des paramètres de décentrage,
tel qu’on le verra dans la partie III de ce travail, où l’on compare la puissance et la
robustesse de certains modèles uni-SNP de liaison avec des modèles uni-SNP d’association.
Minimisation de H en σ2 :
On a ∂H(βˆML, σ
2)
∂σ2
= n2σ2 +
1
2σ4‖Y −XβˆML‖
2
2 = 0⇐⇒ σˆ2ML =
1
n
‖Y −XβˆML‖22. Cet
estimateur σˆ2ML de la variance est biaisé. En effet on peut montrer que E[σˆ2ML] =
n− k
n
σ2
et l’estimateur non biaisé de σ2 est donc donné par 1
n− k‖Y − XβˆML‖
2
2. On remarque
cependant que si le vecteur Y est d’espérance le vecteur nul, i.e. E(Y ) = Xβ = 0n, alors
le nouvel estimateur σˆ2ML =
1
n
‖Y ‖2 est sans biais. En effet comme on suppose que les
(Yi)i∈{1,..,n} sont i.i.d on a E(σˆ2ML) =
1
n
E(< Y, Y >) = 1
n
n∑
i
E(Y 2i ) = E(Y 2i ) = σ2.
Il vient donc que l’on cherchera préférentiellement à construire un vecteur U , qui
sera fonction de Y et dont l’espérance sera nulle, tel que lorsque l’on maximisera sa
vraisemblance alors l’estimation de σ2 sera sans biais. La méthode REML est basée sur
cette transformation de la réponse Y et elle est très utilisée en cartographie de QTL.
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3.1.1.2 La méthode REML (“Restricted Maximum likelihood”)
La méthode REML consiste à maximiser la vraisemblance du vecteur U=A′Y , où A
(n x n− k) est une base orthonormée de E⊥ qui est l’orthogonal de E. En effet on peut
décomposer l’espace initial Rn en deux sous-espaces supplémentaires de la façon suivante
Rn = E ⊕ E⊥, et il existera ainsi toujours au moins une base orthonormée de E⊥. E⊥,
aussi appelé l’espace des contrastes d’erreur (Harville, 1977), est de dimension n − k et
les coordonnées de U dans A s’écrivent donc de la manière suivante U = (u1, .., un−k).
L’espérance du vecteur U est nul par construction car les coordonnées des vecteurs
colonnes de Xβ dans la base A valent toutes 0 par orthogonalité. En effet, en choi-
sissant la base canonique pour A, on a E(U) = E(A′Y ) = A′E(Y ) = A′.Xβ = 0 et
V ar(U) = A′V ar(Y )A = σ2A′A = σ2In−k. Il vient donc que la log-vraisemblance de
U est donnée par lnL(σ2) = −n− k2 lnσ
2 − n− k2 ln2pi −
1
2σ2‖U‖
2. Et l’estimateur de
la variance de son maximum de vraisemblance est donnée par σˆ2ML(U) =
1
n− k‖U‖
2 =
1
n− k < U,U >=
1
n− kY
′AA′Y = 1
n− kY
′A(A′A)−1A′Y ( puisque A′A = In−k ). On
note PE⊥ = A(A′A)−1A′ la matrice de projection sur E⊥ pour la métrique A. Comme
PE⊥ est symétrique (PE⊥ = P ′E⊥) et que PE⊥ = PE⊥PE⊥ on a σˆ2ML(U) =
1
n− kY
′PE⊥Y =
1
n− kY
′P ′E⊥PE⊥Y =
1
n− k‖PE⊥Y ‖
2. Or PE⊥Y = (In − PE)Y = Y − PEY = Y −
XβˆML =⇒ σˆ2ML(U) =
1
n− k‖Y −XβˆML‖
2 (l’ estimateur non biaisé de σ2).
En conclusion, maximiser la vraisemblance de U (ou la vraisemblance restreinte de Y )
permet d’obtenir un estimateur de la variance σˆ2ML(U) (ou σˆ2REML) non biaisé et indépen-
damment du choix de A.
Cependant si ε a une structure quelconque pour sa matrice V de variance covariance,
tel que dans le cadre du modèle (2.1) défini dans le chapitre 2 où ε = , alors le rai-
sonnement précédent reste valable. V est par définition semi-définie positive, car c’est
une matrice de variance-covariance, et on peut donc lui appliquer une décomposition de
Cholesky. On peut donc écrire V = σ2LL′, à une constante σ2 près, où L est une matrice
triangulaire inférieure de plein rang. Or dans le cadre du modèle (2.1) on a :
Y = Xβ + ⇐⇒ L−1Y = L−1Xβ + L−1⇐⇒ Y ∗ = X∗β + ∗
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où Y ∗ = L−1Y ,X∗ = L−1X et ∗ = L−1. Le modèle correspondant à Y ∗ est équivalent
au modèle (2.1) et on a E(Y ∗) = X∗β et V ar(Y ∗) = L−1V ar()(L−1)′ = L−1σ2LL′(L−1)′
= σ2L′(L−1)′ = σ2(L−1L)′ = σ2In. Ainsi, par transformation linéaire, on se ramène au cas
précédent du modèle linéaire classique (3.1) avec des résidus indépendants et homoscédas-
tiques et on montre la validité du raisonnement pour (2.1). On peut vérifier aisément que
l’expression de la log-vraisemblance restreinte associée au modèle (2.1) est donnée par :
lnL(θ;A′Y ) = −12((n− k)ln(2pi) + ln|A
′V A|+ Y ′A(A′V A)−1A′Y )
Lorsque A est la base canonique de E⊥ on a A′A = In−k et l’expression précédente
peut se mettre sous la forme suivante (Harville, 1977 ; LaMotte, 2007) :
lnL(θ;A′Y ) = −12
(
(n− k)ln(2pi)− ln|X ′X|+ ln|V |+ ln|X ′V −1X|+
(Y −Xβˆ)′V −1(Y −Xβˆ)
)
(3.2)
Toutefois il existe une autre dérivation de la vraisemblance restreinte dans le cadre
bayésien, qui est plus rapide d’accès, tel qu’on le verra en 3.1.2. Cette dérivation est
importante car elle permet de faciliter la mise en oeuvre d’algorithmes, tel que l’EM
par exemple, pour l’estimation des composantes de la variance dans le cadre du modèle
mixte. Enfin, retenons de cette sous-section que la méthode REML permet d’avoir des
estimations non-biaisés des composantes de la variance, ce qui est un avantage du REML
par rapport au ML en cartographie de QTL.
3.1.2 Interprétation bayésienne de la vraisemblance restreinte
La vraisemblance d’un modèle statistique est une fonction de probabilité des obser-
vations et des paramètres associés au modèle. Elle est la probabilité que les observations
soient la réalisation d’un échantillon théorique de la loi de probabilité associée au mo-
dèle sachant les paramètres de cette dernière. On peut donc aussi écrire la vraisemblance
associée à un modèle de la façon suivante : L(β, θ;Y ) = P (y|β, θ) où β = (β1, .., βk) et
θ = (σ2u0 , σ2u1 , .., σ2uL) sont les paramètres définis dans le cadre du modèle (2.1). Cette façon
de ré-écrire la vraisemblance a l’avantage de mieux expliciter les densités conditionnelles
utilisées dans le cadre bayésien. La vraisemblance restreinte dans le cadre bayésien se
définit comme étant la vraisemblance marginale P (y|θ) obtenue en intégrant β selon une
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loi a priori uniforme et impropre pi(β|θ) = 1]−∞;+∞[k(β) (Harville, 1974), i.e :
P (y|θ) =
∫
β∈Rk
P (y, β|θ)dβ =
∫
β∈Rk
P (y|β, θ)pi(β|θ)dβ =
∫
β∈Rk
P (y|β, θ)dβ (3.3)
où dβ = dβ1dβ2...dβk. On notera que β est considéré ici comme un vecteur aléatoire
parasite, que l’on élimine par intégration, et la deuxième égalité de (3.3) s’obtient aisément
en reportant l’égalité P (y, β, θ) = P (y|β, θ)P (β, θ) dans l’égalité P (y, β|θ) = P (y, β, θ)
P (θ) =
P (y|β, θ)P (β|θ), bien que l’on choisisse ici une loi a priori uniforme et impropre pi(β|θ)
pour la loi de β|θ. On rappelle aussi que dans le cadre du modèle (2.1) la vraisemblance
P (y|β, θ) est donnée par :
P (y|β, θ) = (2pi)−n2 |V |− 12 exp(−12(Y −Xβ)
′
V −1(Y −Xβ))
Or l’expression (Y −Xβ)′V −1(Y −Xβ) peut aussi se décomposer en (Y −Xβˆ)′V −1(Y −
Xβˆ)+(β−βˆ)′X ′V −1X(β−βˆ) ce qui est nécessaire au calcul de la vraisemblance marginale
(Gianola et al., 1986). En effet, on a :
(Y −Xβ)′V −1(Y −Xβ) = (Y −X(β − βˆ + βˆ))′V −1(Y −X(β − βˆ + βˆ))
= ((Y −Xβˆ)−X(β − βˆ))′V −1((Y −Xβˆ)−X(β − βˆ))
= ((Y −Xβˆ)′ − (β − βˆ)′X ′)V −1((Y −Xβˆ)−X(β − βˆ))
=
[
(Y −Xβˆ)′V −1(Y −Xβˆ)− (Y −Xβˆ)′V −1X(β − βˆ)
− (β − βˆ)′X ′V −1(Y −Xβˆ) + (β − βˆ)′X ′V −1X(β − βˆ)
]
En remplaçant βˆ par (X ′V −1X)−1X ′V −1Y ( l’estimateur des moindres carrés généralisés
(MCG) ) dans les termes (Y −Xβˆ)′V −1X(β− βˆ) et (β− βˆ)′X ′V −1(Y −Xβˆ) de la dernière
égalité, et en continuant les calculs, on vérifie aisément que (Y −Xβˆ)′V −1X(β− βˆ) = 0 =
(β − βˆ)′X ′V −1(Y −Xβˆ) d’où on obtient la décomposition. Le premier terme du membre
droit de l’égalité (Y−Xβ)′V −1(Y−Xβ) = (Y−Xβˆ)′V −1(Y−Xβˆ)+(β−βˆ)′X ′V −1X(β−βˆ)
ne dépend pas de la variable d’intégration β dans le calcul de la vraisemblance marginale.
On peut donc le factoriser comme une constante et on obtient l’égalité suivante pour la
vraisemblance marginale :
P (y|θ) = (2pi)−n2 |V |− 12 exp(−12(Y−Xβˆ)
′
V −1(Y−Xβˆ))
∫
β∈Rk
exp(−12(β−βˆ)
′X ′V −1X(β−βˆ))dβ
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Or exp(−12(β − βˆ)′X ′V −1X(β − βˆ)) est la densité de β|y, θ ∼ Nk(βˆ, (X ′V −1X)−1) et
en divisant par le facteur de normalisation (2pi) k2 |X ′V −1X|− 12 on a que :
(2pi)− k2 |X ′V −1X| 12
∫
β∈Rk
exp(−12(β − βˆ)
′X ′V −1X(β − βˆ))dβ = 1
=⇒
∫
β∈Rk
exp(−12(β − βˆ)
′X ′V −1X(β − βˆ))dβ = (2pi) k2 |X ′V −1X|− 12
Il vient donc finalement que l’expression de la vraisemblance marginale est donnée
par :
P (y|θ) = LREML(θ;Y ) = (2pi)−
(n−k)
2 |V |− 12 |X ′V −1X|− 12 exp(−12(Y −Xβˆ)
′
V −1(Y −Xβˆ))
, ou encore sous sa forme la plus connue avec le logarithme :
ln(LREML(θ;Y )) = −12
(
(n− k)ln(2pi) + ln(|V |) + ln(|X ′V −1X|)
+ (Y −Xβˆ)′V −1(Y −Xβˆ)
)
(3.4)
Maximiser l’expression (3.2) par rapport à θ revient à maximiser l’expression (3.4),
car ces deux expressions sont les mêmes à une constante près qui est ln|X ′X| et cette
constante ne dépend pas de θ.
On pourra retenir de cette sous-section que l’on se place dans le cadre de la vraisem-
blance restreinte, associée au modèle (2.1), lorsque l’on choisit une loi a priori uniforme
et impropre pi(β|θ) pour la loi de β|θ. Cette propriété est très utile, comme on le verra
dans la sous-section suivante, car elle simplifie beaucoup l’implémentation de l’EM dans
le cadre du modèle mixte.
3.1.3 Estimation des composantes du modèle mixte par EM (
“Expectation-Maximization”)
Il existe plusieurs algorithmes d’optimisation possibles, tels que Newton-Raphson
(NR), Fisher Scoring (FS ; variante de Newton-Raphson), ou des méthodes de Monte-
Carlo par chaîne de Markov (MCMC), afin d’estimer les composantes associées au mo-
dèle mixte pour la détection de QTL. L’algorithme EM (Dempster et al., 1977) possède
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cependant plusieurs avantages, par rapport aux autres algorithmes, qui lui confère une
célébrité reconnue (Couvreur, 1996). En effet l’EM, dans le cadre général, garantit des es-
timations qui font croître la fonction de vraisemblance à chaque itération. Cette garantie
peut aussi être obtenue pour d’autres algorithmes, tels que NR ou FS, conditionnelle-
ment à une recherche linéaire, c’est à dire de chercher une direction de descente pour
la fonction objective à minimiser. Cependant cette recherche linéaire peut être plus ou
moins longue et numériquement instable. Les méthodes MCMC dans un cadre bayésien
nécessitent quant à elles la spécification, plus ou moins arbitraire, de lois a priori utilisées
pour le calcul de lois a posteriori associées aux composantes estimées par le schéma de
Gibbs (cas particulier de l’algorithme de Metropolis-Hasting). De plus il existe peu de
résultats théoriques sur le nombre d’itérations requis pour la convergence de l’algorithme
de Gibbs, et ce nombre d’itérations s’avère en pratique assez élevé (Rosenthal, 1995).
L’estimation par EM, pouvant aussi être longue, garantit cependant que les estima-
tions appartiennent à l’espace paramétrique et que l’algorithme converge au moins à un
maximum local pour la vraisemblance (Foulley, 2002). De plus les expressions de l’EM
pour les estimations à chaque itération sont souvent simples et facile à implémenter. No-
tons finalement que cet algorithme permet d’obtenir, à chaque itération, des estimations
pour des variables non-observées (manquantes ou latentes) nécessaires à la maximisation
de la vraisemblance et à l’estimation des paramètres à l’itération suivante. On donne dans
la sous-section suivante une introduction simple de cet algorithme afin d’expliciter les ex-
pressions générales utilisées dans le cadre du modèle mixte. Ces expressions seront utilisées
dans le cadre du chapitre 5 sur la discrimination des modèles d’association utilisant des
haplotypes.
3.1.3.1 L’algorithme EM
On donne ici une description simple de l’algorithme, inspirée de Borman (2004), dans
le cas discret qui se généralise sans trop de complexité au cas continu. On rappelle d’abord
quelques éléments d’analyse convexe réelle nécessaires à la dérivation de l’algorithme.
Définition (Fonction convexe): Une application f : [a, b]→ R est dite convexe sur [a, b]
si ∀x1, x2 ∈ [a, b] et ∀λ ∈ [0, 1] on a,
f(λx1 + (1− λ)x2) ≤ λf(x1) + (1− λ)f(x2)
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Théorème (Inégalité de Jensen): Soit f une fonction convexe définie sur un intervalle fermé I.
Si x1, ..., xn ∈ I et λ1, ..., λn ≥ 0 tels que
n∑
i=1
λi = 1 alors :
f(
n∑
i=1
λixi) ≤
n∑
i=1
λif(xi)
Dérivation de l’algorithme :
Soit Z un vecteur aléatoire de données manquantes, ayant pour réalisation z, dont
la connaissance rendrait possible la maximisation de la vraisemblance des données dite
“complètes” P (Y, Z|θ). On remarque que la vraisemblance des données peut se ré-écrire
de la façon suivante :
P (Y |θ) = ∑
z
P (Y, z|θ) = ∑
z
P (Y |z, θ)P (z|θ)
Soit L(θ[t]) la valeur de la log-vraisemblance des données à l’itération t. On a :
L(θ)− L(θ[t]) = ln
(∑
z
P (Y |z, θ)P (z|θ)
)
− ln
(
P (Y |θ[t])
)
= ln
(∑
z
P (Y |z, θ)P (z|θ).P (z|Y, θ
[t])
P (z|Y, θ[t])
)
− ln
(
P (Y |θ[t])
)
= ln
(∑
z
P (z|Y, θ[t]).P (Y |z, θ)P (z|θ)
P (z|Y, θ[t])
)
− ln
(
P (Y |θ[t])
)
≥∑
z
P (z|Y, θ[t]).ln
(
P (Y |z, θ)P (z|θ)
P (z|Y, θ[t])
)
− ln
(
P (Y |θ[t])
)
Le passage à l’inégalité est obtenu par l’inégalité de Jensen en remarquant que l’on a∑
z
P (z|Y, θ[t]) = 1. De plus comme on a ln
(
P (Y |θ[t])
)
=
∑
z
P (z|Y, θ[t]).ln
(
P (Y |θ[t])
)
il
vient que :
L(θ)− L(θ[t]) ≥∑
z
P (z|Y, θ[t]).ln
(
P (Y |z, θ)P (z|θ)
P (z|Y, θ[t])P (Y |θ[t])
)
L(θ) ≥ L(θ[t]) +∑
z
P (z|Y, θ[t]).ln
(
P (Y |z, θ)P (z|θ)
P (z|Y, θ[t])P (Y |θ[t])
)
= ϕ(θ|θ[t])
On a donc que la fonction ϕ(θ|θ[t]) est bornée supérieurement par L(θ). Cependant, cette
condition n’est pas totalement suffisante en soi pour faire croître L(θ) par la maximisation
de ϕ(θ|θ[t]). La condition complémentaire est donnée par le fait que L(θ) soit égale à
ϕ(θ|θ[t]) à l’itération t. En effet on a :
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ϕ(θ[t]|θ[t]) = L(θ[t]) +∑
z
P (z|Y, θ[t]).ln
(
P (Y |z, θ[t])P (z|θ[t])
P (z|Y, θ[t])P (Y |θ[t])
)
= L(θ[t]) +
∑
z
P (z|Y, θ[t]).ln
(
P (Y, z|θ[t])
P (Y, z|θ[t])
)
= L(θ[t]) +
∑
z
P (z|Y, θ[t]).ln1 = L(θ[t])
On a donc L(θ∗) ≥ ϕ(θ∗|θ[t]) ≥ ϕ(θ[t]|θ[t]) = L(θ[t]), où θ∗ = argmax
θ
{ϕ(θ|θ[t])}. Ainsi il
suffit de choisir θ à l’itération suivante de manière à faire croître ϕ(θ|θ[t]) afin de faire
croître L(θ). L’itération t+ 1 de l’algorithme est donc donné par :
θ[t+1] = argmax
θ
{ϕ(θ|θ[t])}
= argmax
θ
{∑
z
P (z|Y, θ[t]).ln
(
P (Y |z, θ)P (z|θ)
)}
= argmax
θ
{∑
z
P (z|Y, θ[t]).ln
(
P (Y, z|θ)
)}
= argmax
θ
{
EZ|Y,θ[t]
[
ln(P (Y, Z|θ))
]}
Finalement on voit apparaître les deux étapes clés de l’algorithme qui sont :
1. Etape-E : le calcul de l’espérance conditionnelle EZ|Y,θ[t]
[
ln(P (Y, Z|θ))
]
2. Etape-M : la maximisation de cette espérance par rapport à θ
3.1.3.2 Estimation des composantes par EM(-REML)
On se place dans le cadre simple du modèle mixte à un facteur aléatoire afin d’expliciter
les expressions de l’algorithme, bien que celles-ci se généralisent sans trop de difficulté au
cas de plusieurs facteurs aléatoires. Soit le modèle mixte suivant :
Y = Xβ + Zu+ ε ; u ∼ Nq(0, Kσ2u), ε ∼ Nn(0, Inσ2ε)
où u est de dimension q. On pose V = var(Y ) = ZKσ2uZ ′ + Inσ2ε . Soit Z˜ = (β, u) le
vecteur des données manquantes et θ = (σ2u, σ2ε) le vecteur des paramètres à estimer. On
a :
P (Y, Z˜|θ) = P (Y, β, u|θ) = P (Y |β, u, θ).P (u|β, θ).P (β|θ)
On a vu précédemment (cf. 3.1.2) que l’on se plaçait dans le cadre du REML pour la
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fonction à maximiser lorsque l’on choisit une loi a priori uniforme et impropre pi(β|θ)
pour la loi de β|θ. Dans ce cas on a :
P (Y, Z˜|θ) ∝ P (Y |β, u, θ).P (u|β, θ)
où Y |β, u, θ ∼ Nn(Xβ + Zu, Inσ2ε) et u|β, θ ∼ Nq(0, Kσ2u). Il vient également que :
lnP (Y, Z˜|θ) = lnP (Y |β, u, θ) + lnP (u|β, θ) + cste
⇒ EZ˜|Y,θ[t]
[
lnP (Y, Z˜|θ)
]
= EZ˜|Y,θ[t]
[
lnP (Y |β, u, θ)
]
+ EZ˜|Y,θ[t]
[
lnP (u|β, θ)
]
+ cste
où

EZ˜|Y,θ[t]
[
lnP (Y |β, u, θ)
]
= −12
nln2pi + nlnσ2ε + EZ˜|Y,θ[t]
[
ε′ε
]
σ2ε
 (1)
EZ˜|Y,θ[t]
[
lnP (u|β, θ)
]
= −12
qln2pi + qlnσ2u + EZ˜|Y,θ[t]
[
u′K−1u
]
σ2u
 (2)
En dérivant (1) et (2) par rapport à σ2ε et σ2u respectivement, et en égalant à zéro, on
a :

σ2 [t+1]ε =
EZ˜|Y,θ[t]
[
ε′ε
]
n
= E(ε|Y, θ
[t])′E(ε|Y, θ[t]) + tr(var(ε|Y, θ[t]))
n
(3)
σ2 [t+1]u =
EZ˜|Y,θ[t]
[
u′K−1u
]
q
= E(u|Y, θ
[t])′K−1E(u|Y, θ[t]) + tr(K−1var(u|Y, θ[t]))
q
(4)
En identifiant (3) et (4) aux composantes estimées par résolution du système d’équa-
tions du modèle mixte (Henderson, 1973, 1984), et après quelques manipulations matri-
cielles, on montre que :

σ2 [t+1]ε =
Y ′Y − [βˆ[t]′uˆ[t]′ ].[X ′Z ′]′.Y − λ[t]uˆ[t]′K−1uˆ[t] +
[
rang(X) + q − λ[t]tr(K−1C [t]uu)
]
.σ2 [t]ε
n
σ2 [t+1]u =
uˆ[t]
′
K−1uˆ[t] + tr(K−1C [t]uu)σ2 [t]ε
q
où λ[t] = σ2 [t]ε /σ2 [t]u , βˆ[t] est l’estimateur des moindres carrés généralisés, uˆ[t] =
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E(u|Y, θ[t]) = σ2 [t]u KZ ′(V [t])−1 ×(Y − Xβˆ[t]) est le “Best Linear Unbiased Predictor”
(BLUP) et C [t]uuσ2 [t]ε = var(u|Y, θ[t]), avec C [t]uu étant le bloc relatif aux effets aléatoires
dans l’inverse de la matrice des coefficients des équations d’Henderson.
Ces formules se généralisent aux expressions suivantes dans le cas de L facteurs aléa-
toires (k ∈ {1, .., L}) :

σ2 [t+1]ε =
Y ′Y − Z˜ [t]′ .W ′.Y −∑Lk=1 λ[t]k uˆ[t]′k K−1k uˆ[t]k
+
[
rang(X) +∑Lk=1 qk −∑Lk=1 λ[t]k tr(K−1k C [t]kk)].σ2 [t]ε
/n
σ2 [t+1]uk =
uˆ
[t]′
k K
−1
k uˆ
[t]
k + tr(K−1k C
[t]
kk)σ2 [t]ε
qk
où λ[t]k = σ2 [t]ε /σ2 [t]uk , Z˜
[t] = [βˆ[t]uˆ1[t]...uˆL[t]] et W = [XZ1...ZL].
Cet EM a été implémenté (en Fortran 90) dans le cadre de ce travail de thèse, pour les
fonctions de vraisemblance restreinte sous l’hypothèse nulle et alternative, afin de compa-
rer les différents modèles d’association utilisant des haplotypes décrits dans le chapitre 5.
3.2 Statistiques de test
3.2.1 Tests généraux
Il existe plusieurs statistiques de test possibles pour la détection de QTL dans le
cadre du modèle mixte. Parmi celles-ci il y a le test du rapport de vraisemblances (LRT :
“Likelihood ratio test”), le test de Wald et le test du Score. Ces trois tests sont tous
équivalents pour le développement de Taylor à l’ordre 1 lorsque le nombre d’observations
croît à l’infini (Rao, 1973 ; Gourieroux et Monfort, 1989 ; Yi et Wang, 2011). Cependant
ils peuvent néanmoins différer dans leurs comportements lorsque l’on a un nombre fini
d’observations. Le lemme fondamental de Neyman-Pearson affirme également que le test
du rapport de vraisemblances (LRT) est le plus puissant de ces tests si les hypothèses
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testées sont dites “simples”, c’est à dire si elles sont de la forme suivante :
H0 : θ = θ0 et H1 : θ = θ1 où θ1 6= θ0
On rappelle que la puissance, 1−β, d’un test est définie comme étant la probabilité de
rejeter l’hypothèse nulle, pour un seuil s de rejet fixé, sachant que l’hypothèse alternative
est vraie, i.e. 1−β = Ps({rejeter H0|H1 est vraie}) où le complément β est le risque d’er-
reur de deuxième espèce (faux négatif). On rappelle également que la probabilité d’erreur
de première espèce (faux positif), α, d’un test est définie comme étant la probabilité de
rejeter à tort H0, i.e. α = Ps({rejeter H0|H0 est vraie}). Les hypothèses testées pour la
détection de QTL dans le cadre du modèle (2.1), lorsqu’il existe un effet polygénique et
un effet QTL, sont les suivantes :
 H1 : V = Z1σ
2
u1AZ1
′ + Z2σ2u2HZ ′2 + σ2u0In ⇐⇒ H1 : σ2u2 > 0
H0 : V = Z1σ2u1AZ1′ + σ2u0In ⇐⇒ H0 : σ2u2 = 0
où l’on rappelle que A est la matrice de variance-covariance des effets polygéniques et
H est la matrice de variance-covariance des effets des allèles (ou des haplotypes) au QTL.
H1 est donc l’hypothèse de la présence d’effet d’un QTL que l’on teste contre H0 qui est
l’hypothèse de l’absence d’effet de celui-ci. On voit que ces hypothèses ne sont pas simples
mais on verra, dans la sous-section suivante, comment justifier l’utilisation du LRT pour
tester ces hypothèses.
3.2.2 Le test du rapport de vraisemblances (LRT)
Le test du rapport de vraisemblances est un test dit uniformément de plus grande puis-
sance (U.P.P ) si les hypothèses testées sont simples. Cela signifie que lorsque la probabilité
d’erreur de première espèce, α, est fixée le LRT est le test qui minimise la probabilité de
l’erreur de deuxième espèce β, i.e. β = Ps({non rejet H0|H1 est vraie}). Néanmoins on
ne peut pas effectuer ce test si on ne dispose pas d’une estimation de σ2u2 , sachant que
σ2u2 ∈]0; +∞[ sous H1 alors que σ2u2 = 0 sous H0. On cherchera donc toujours à avoir des
estimations ponctuelles et préférentiellement non biaisées, par le REML, des composantes
(σ2i )0≤i≤2 qui maximisent les vraisemblances (restreintes) et les hypothèses testées seront
en conséquence simples.
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Le rapport des vraisemblances restreintes maximales (RLRT), à une position testée et
nommée i, que l’on établit pour la détection de QTL est alors donné par :
λi = −2ln
 supσ2u0 ,σ2u1LREML(σ2u0 , σ2u1 ;Y )
supσ2u0 ,σ
2
u1 ,σ
2
u2
LREML(σ2u0 , σ2u1 , σ2u2 ;Y )
 = −2ln
 supσ2u0 ,σ2u1LREML(H0)
supσ2u0 ,σ
2
u1 ,σ
2
u2
LREML(H1)

La distribution de cette statistique de test n’est pas connue mais Self et Liang (1987)
montrent qu’elle est proche de 12χ
2(1) + 12χ
2(2). Finalement, pour un ensemble I =
{i1, .., ir} de positions testées sur le génome, la position d’un QTL est estimée par :
λˆRLRTmax = argmax
i∈I
{λˆi}
On retiendra donc de cette sous-section que le test du rapport de vraisemblances est un
test uniformément plus puissant pour la cartographie de QTL. Ce test a aussi l’avantage de
procurer un cadre naturel d’application de l’algorithme EM, qui augmente naturellement
les vraisemblances de ce rapport en estimant les paramètres associés (cf. 3.1.3.1).
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Partie II :
Discrimination entre modèles
d’association utilisant des haplotypes
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Chapitre 4
Modèles d’association utilisant des
haplotypes
4.1 Contexte et importance de l’étude
Un prédicteur d’identité allélique ou AIP pour “Allelic Identity Predictor” repose
sur l’idée générale que, quand la densité des SNP est assez grande un déséquilibre de
liaison entre marqueurs peut être observé, et que deux segments chromosomiques ont
d’autant plus de chance de porter le même allèle en un locus caché (non observable) qu’ils
se ressemblent aux SNP voisins. Ainsi un AIP associe une valeur positive à un couple
de segments chromosomiques, que l’on peut normaliser à l’intervalle [0,1], si ces derniers
portent des allèles IBS aux SNP constituant les haplotypes dont ils sont porteurs. On note
dès à présent que chaque position testée dans un génome scan est choisie par convention
comme le centre des segments chromosomiques considérés.
Chaque AIP produit une matrice H de similitude entre haplotypes qui lui est propre
à chaque position testée, que l’on interprète dans la littérature comme une matrice de
variance-covariance des effets des allèles au QTL (Meuwissen et Goddard, 2000). Ainsi
chaque AIP définit un modèle d’association, dans le cadre du modèle mixte, qui lui est
propre. Aucun consensus dans la littérature ne semble se dégager autour d’un AIP par-
ticulier. Parmi les raisons expliquant cette absence de consensus figure certainement le
manque de connaissances sur le lien entre le déséquilibre de liaison et la prédiction d’iden-
tité allélique qu’effectuent les AIP. L’un des objectifs du chapitre 5 est de caractériser ce
lien à l’aide d’une distance matricielle, définie entre une position testée et un QTL sur le
génome, et de proposer des règles à partir de celle-ci pour la discrimination des AIP en
cartographie.
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4.2 Les prédicteurs d’identité allélique (AIP)
Les AIP proposés dans la littérature sont basés sur des concepts très différents. Parmi
ces prédicteurs, on trouve ceux qui sont basés sur l’observation simple de la ressemblance
entre haplotypes (e.g. IBShap ; Score de Li et Jiang, 2005) et d’autres basés sur des
principes d’évolution des populations tels que le processus de coalescence (e.g. P (IBD)
de Meuwissen et Goddard, 2001), les arbres phylogénétique (e.g. Blossoc de Mailund et
al., 2006), l’analyse cladistique (e.g. Durrant et al., 2004) et les graphes de recombinaisons
ancestrales (e.g. Minichiello et Durbin, 2006). Il existe également des approches basées sur
des théories Markoviennes telles que Beagle de Browning et Browning (2006), Phase de
Stephens et al. (2001) et FastPhase de Scheet et Stephens (2006). Cependant, par souci
de simplification, on ne détaillera ici qu’un nombre limité de ces AIP que l’on comparera
dans le chapitre 5.
4.2.1 IBShap
IBShap est une fonction booléenne qui associe 1, à un couple de segments chromoso-
miques, si les allèles des haplotypes dont ils sont porteurs sont IBS à tous les SNP et 0
sinon. Par exemple pour deux haplotypes hi et hj tel que hi = (122121) et hj = (122122),
portés par un ensemble de segments chromosomiques distincts, on a IBShap(hi,hi)=1 et
IBShap(hi,hj)=0. C’est le plus simple des prédicteurs d’identité allélique.
4.2.2 Score : le score de similarité de Li et Jiang (2005)
Le score de Li et Jiang (2005) est une fonction somme qui se décompose en deux
sous-fonctions sommes. La première sous-fonction, identifiable à une mesure de similarité
de Hamming, compte le nombre d’allèles IBS entre les haplotypes portés par un couple de
segments chromosomiques et centré sur la position dont on teste si elle porte un QTL. La
deuxième sous-fonction calcule la longueur du segment continu, et passant par le centre,
partagé en commun par les haplotypes. Le score entre deux segments chromosomiques
représentés par leurs haplotypes respectifs hi et hj est donné par :
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si,j =
r∑
k=−l
w1(xk)1(hi(k), hj(k)) +
r′∑
k=−l′
w2(xk)
où xk est la distance réelle des allèles hi(k) et hj(k), au marqueur k ou à la position k
(−l ≤ k ≤ r, − l′ ≥ −l et r′ ≤ r), par rapport au centre des haplotypes qui se situe à la
distance xt. w1 et w2 sont des fonctions poids qui ont pour objet de décroître l’importance
que l’on attribue aux SNP quand ceux-ci s’éloignent du locus testé xt.
Ces poids peuvent être des fonctions linéaires, quadratiques ou exponentielles décrois-
santes. Les auteurs n’imposent pas le choix de ces fonctions à l’utilisateur et ont illustré
l’application de leur méthode avec w1(xk) = w2(xk) = 1−∑k−1i=t |xi − xi+1|, où |xi − xi+1|
est la longueur réelle en centiMorgan entre les SNP situés aux distances xi et xi+1. La
deuxième sous-fonction est justifiée par l’hypothèse que deux segments chromosomiques,
partageant un segment continu, ont plus de chance d’être hérités d’un ancêtre en commun.
La première sous-fonction quant à elle évite que l’on sous-estime le degré de similitude
qu’engendrerait une mutation ou une erreur de génotypage par rapport à l’un des mar-
queurs sur les haplotypes.
Par exemple si ∀i ∈ {−l, .., r} |xi − xi+1| = 0, 1 (distance constante entre les mar-
queurs) alors pour deux segments chromosomiques de 6 marqueurs, hi = (112122) et
hj = (122121) centrés à mi-chemin entre l’allèle 2 et 1, on a :
3∑
k=−3
w1(xk)1(hi(k), hj(k)) = 2
[
1− 0, 12
]
+
[
1− (0, 1 + 0, 12 )
]
+
[
1− (0, 1 + 0, 1 + 0, 12 )
]
= 3, 5
et
3∑
k=−3
w2(xk) = 2
[
1− 0, 12
]
+
[
1− (0, 1 + 0, 12 )
]
= 2, 75
⇒ si,j = 3, 5 + 2, 75 = 6.25
De la même façon on montre que le score maximum entre deux haplotypes de 6 marqueurs
est donné par smax = si,i = sj,j = 5, 1 + 5, 1 = 10, 2. On a donc que le score normalisé
entre hi et hj vaut :
snormi,j =
si,j
smax
= 0.61
L’exemple suivant illustre le concept de ce score de similarité (sans considération des
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fonctions poids cette fois-ci) :
Si l’on considère les quatre haplotypes suivants h1 = (112121), h2 = (122222), h3 =
(112212) et h4 = (212221), et que l’on considère seulement la longueur du segment
continu comme mesure de similitude, alors s3,4 = 3 tandis que s1,2 = 0 sachant que h1
et h2 partagent 3 allèles en commun. Donc si on a une erreur de génotypage, ou une
mutation, au 4-ième marqueur de h1 et h2 alors la deuxième sous-fonction, à elle seule,
sous-estimerait réellement le niveau de similitude entre ces haplotypes. Les deux mesures
combinées définissent ainsi un score supposé plus robuste que chacune des mesures prise
séparément.
4.2.3 P (IBD) : la probabilité d’IBD de Meuwissen et Goddard
(2001)
La méthode de Meuwissen et Goddard (2001) intègre les hypothèses d’un modèle de
coalescence sous-jacent, analogue à celui de Wright-Fisher (Fisher 1922, 1930 ; Wright,
1931 ; Charlesworth, 2009) pour calculer la probabilité qu’un allèle à un locus testé A soit
IBD, dans une paire de chromosomes homologues, conditionnellement à l’état IBS (S = 1
ou 0) des allèles aux marqueurs adjacents. Par exemple la probabilité que deux segments
chromosomiques, ayant pour haplotypes hi = (122122) et hj = (122121), aient des allèles
IBD au centre (le locus A) est donnée par :
P (A = IBD|S) = P (A = IBD&S)
P (S&A = IBD) + P (S&A = nonIBD)
où S décrit les statuts IBS des allèles aux marqueurs entre les deux haplotypes. Afin
d’effectuer ce calcul les auteurs définissent un vecteur φ qui contient les différents états
d’IBD (0 ou 1) des allèles des deux segments chromosomiques et aussi l’information de
recombinaison historique, éventuel, entre chacun de ces allèles.
Par exemple pour des haplotypes de 3 marqueurs, donc de 3 allèles, le vecteur : φ =
[φ(−2) φ(−1) φ(0) φ(1) φ(2)] = [1_1× 0] décrit la situation où les allèles aux positions
−2 et 0 sont IBD (φ(−2) = 1 et φ(0) = 1) sans aucun évènement de recombinaison au
milieu (φ(−1) = “_” ) et l’allèle à droite du locus 0 est nonIBD (φ(2) = 0) précédé
d’une recombinaison (φ(1) = “ × ”). Cette description se généralise à tout haplotype de
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plusieurs marqueurs. Si on suppose que le locus A est à la position 0, qui est le centre des
haplotypes, alors on a P (S&A = IBD) =
∑
φ|φ(0)=1
P (S|φ)P (φ) et P (S&A = nonIBD) =∑
φ|φ(0)=0
P (S|φ)P (φ). Pour φ = [φ(0) φ(1)] = [1_ 1], P (φ) est calculée selon les hypothèses
d’un modèle de coalescence. C’est à dire que la probabilité qu’il n’y ait pas d’ancêtre
commun à deux gamètes pendant t− 1 générations est pour des organismes diploïdes de(
1− 12Ne
)t−1
, où Ne est la taille efficace de la population et t ∈ {1, .., T} tel que T =
génération actuelle.
De plus, les auteurs imposent que la probabilité qu’il n’y ait pas de recombinaison entre
deux loci est modélisée par une loi de Poisson de k = 1 occurrence dans un intervalle de
longueur c Morgan ( i.e. exp(−c) ). Donc la probabilité que soient IBD deux segments
chromosomiques issus d’un ancêtre en commun t générations dans le passé et n’ayant pas
recombinés vaut 12Ne
(
1− 12Ne
)t−1
exp(−c)2t (*). Les auteurs approximent ce résultat
par 12Neexp
(
−t− 12Ne − 2ct
)
(**) en utilisant la limite suivante ; lim
n→+∞
(
1 + a
n
)
= exp(a)
. En effet
(
1− 12Ne
)t−1
=
((
1 + −12Ne
)2Ne) t−12Ne
≈ exp(−1) t−12Ne , pour Ne suffisamment
grand, et en reportant cette approximation dans l’expression (*) on obtient l’expression
(**). Finalement, comme l’évènement de coalescence peut arriver à un temps t quelconque
dans le passé jusqu’à la génération actuelle, la probabilité que deux segment chromoso-
miques de longueur c soient IBD est donnée par :
f(c) = P (φ = [1_ 1]) = 12Neexp(−2c)
T∑
t=1
exp
[
−(t− 1)
( 1
2Ne + 2c
)]
De cette dernière expression, les auteurs dérivent des expressions pour le calcul de la
probabilité de φ selon qu’il ait une recombinaison entre le locus testé à la position 0 et
le deuxième à la position 1. Ces calculs sont ensuite généralisés à tout haplotype d’un
nombre quelconque de marqueurs.
4.2.4 Beagle : le modèle de regroupement local d’haplotypes de
Browning et Browning (2006)
Le modèle de Browning et Browning (2006), implémenté selon une heuristique dans le
logiciel Beagle, est un modèle de regroupement local d’haplotypes, ou de segments chro-
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mosomiques plus précisément, basé sur des VLMCs (“Variable Length Markov Chains”).
On rappelle qu’une chaîne de Markov (d’ordre 1) est une suite de variables aléatoires,
ayant la propriété de Markov, à valeurs dans un espace d’états. La propriété de Markov
suppose que la probabilité de l’état futur d’une variable aléatoire dépend uniquement de
son état présent et non de ses états passés. La propriété de Markov n’est généralement
pas vérifiée pour les SNP à cause du déséquilibre de liaison.
Cependant les chaînes de Markov d’ordre supérieur (d’ordre m ; m > 1) peuvent,
éventuellement, tenir compte du déséquilibre de liaison. L’utilisation de ces chaînes dans
le cadre des HMMs, pour “Hidden Markov Models”, nécessite une spécification de ce type
de modèle en fonction du lien entre la variable représentant l’émission (la valeur d’un SNP
par exemple) et celle représentant l’état caché (l’état d’IBD par exemple). Par exemple,
un SNP (i.e. la variable d’émission), dans une séquence sur un chromosome, peut être
modélisé conditionnellement à l’émission de plusieurs autres SNP sur le chromosome et
une variable représentant l’état IBD qui lui est sous-jacent. Le modèle devient complexe
lorsque le nombre de SNP intervenant dans ce conditionnement augmente.
L’objectif du modèle de Browning et Browning, par l’utilisation des VLMCs, est d’ap-
porter une modélisation plus flexible que les HMMs en ne faisant aucune hypothèse quant
à la nature de ce lien. Ce modèle serait, selon les auteurs, suffisamment flexible afin d’ap-
procher un HMM. Les auteurs affirment également que ce modèle permettrait de bien
tenir compte du déséquilibre de liaison dans les analyses d’association. Un modèle basé
sur des VLMCs peut être représenté par un graphe acyclique orienté ou DAG pour “Di-
rected acyclic graph”. Par exemple pour la liste d’haplotypes, et de leurs comptes associés,
représentés dans le tableau 4.1 on a le DAG suivant (avant clusterisation) :
Haplotypes Total
1111 21
1112 79
1122 95
1221 116
2111 25
2112 112
2122 152
Tableau 4.1 – Les
haplotypes associés au
DAG de la figure 4.1 Figure 4.1 – Le DAG associé au tableau 4.1
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Chaque arrête entre les nœuds (les cercles) du DAG, dans la figure 4.1, représente
un SNP. Les arrêtes continues et en pointillés représentent l’allèle 1 et 2 respectivement.
Sur chaque arrête est représenté le nombre d’haplotypes ayant une histoire particulière.
Par exemple, à la troisième arrête 137 haplotypes ont l’allèle 2 au premier SNP et l’allèle
1 au deuxième et troisième SNP. Finalement les niveaux du DAG, qui se déclinent en
sous-niveaux, sont représentés à l’intérieur des nœuds. Par exemple, au niveau 3 on a les
sous-niveaux 3.1, 3.2 et 3.3.
L’heuristique de clusterisation des nœuds, basée sur le travail de Ron et al. (1998),
aux différents niveaux est définie de la façon suivante. Au premier niveau du DAG cor-
respond un seul nœud et il n’y a donc pas de clusterisation. Au niveau i (2 ≤ i ≤ L) on
définit les quantités suivantes. Soient nx le nombre d’haplotypes sortant d’un nœud x, et
nx(aiai+1...ak) le nombre d’haplotypes qui ont la séquence aiai+1...ak aux SNP i,i+ 1,..,k
en sortant du nœud x. On notera que ak peut être égale à 1 ou 2 selon la séquence consi-
dérée. Pour deux nœuds x et y, au niveau i, la différence des probabilités conditionnelles
observées pour la séquence aiai+1...ak est donnée par :
diffxy(aiai+1...ak) =
∣∣∣nx(aiai+1...ak)
nx
− ny(aiai+1...ak)
ny
∣∣∣
Les auteurs définissent ensuite un score de similarité ss(x, y), sur l’ensemble des sé-
quences possibles et de longueur variable, à partir de diffxy(aiai+1...ak), i.e.
ss(x, y) = max
k=i,..,L−i
(
max
aiai+1...ak
{∣∣∣nx(aiai+1...ak)
nx
− ny(aiai+1...ak)
ny
∣∣∣})
= max
k=i,..,L−i
(
max
aiai+1...ak
{
diffxy(aiai+1...ak)
})
Ce score de similarité, qui est plutôt un score de dissimilarité entre les nœuds x et
y, sera petit si les différentes paires de probabilités conditionnelles observées, sur les
différentes séquences de longueur variable, sont similaires. Le critère de regroupement de
x et y est alors le suivant : si ss(x, y) est plus petit qu’une certaine quantité α alors les
nœuds x et y fusionneront. La fusion de x et y traduit simplement le regroupement de
chromosomes, au SNP i, dont les probabilités d’avoir des suites d’allèles spécifiques après
ce SNP sont suffisamment similaires. La quantité α, choisit par les auteurs, est basée sur
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le travail de Ron et al. (1998) et est donnée par :
α = m
√
1
nx
+ 1
ny
+ b
où m et b sont des paramètres de “scale” et “shift” à définir par l’utilisateur ou à
utiliser avec les valeurs fournies par défaut.
4.2.5 TP : le “Trained Predictor”
Cet AIP effectue un apprentissage par moindres carrés sur l’ensemble des SNP dispo-
nibles dans le jeu de données considéré. Il est basé sur une distance matricielle similaire,
dans une certaine mesure, à celle utilisée dans l’article 1 associé au chapitre 5. Il a été
considéré pour cette étude afin de comparer un nombre plus important de AIP basés sur
des concepts différents. Ce prédicteur est pleinement détaillé dans l’article 1 et il ne sera
donc pas décrit ici.
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Chapitre 5
Méthodes de discrimination et
comparaison des modèles d’association
5.1 Cadre de l’étude
L’indicateur classique utilisé pour comparer les performances des AIP en cartographie
de QTL est leur précision de cartographie. Cependant, cette précision ne renseigne pas
sur les mécanismes sous-jacents à une bonne ou mauvaise performance de cartographie.
D’après la littérature, les données utilisées ; phénotypes, allèles aux marqueurs et QTL,
sont généralement simulées afin d’évaluer la précision des AIP. On propose pour l’étude
faite dans le cadre de l’Article 1, de comparer les AIP à la fois sur leur précision en
cartographie et sur une efficacité relative basée sur une distance matricielle. Cette distance
est définie entre les matrices de similitude produites par les AIP à une position testée et
la matrice contenant les identités alléliques connues au QTL.
Cette efficacité relative s’avère fortement corrélée, d’au moins 0.9, à la précision des
AIP en cartographie (cf. Article 1), montrant son utilité dans la comparaison des per-
formances des AIP en cartographie. Les propriétés algébriques de la distance matricielle
associée à cette efficacité relative ont été étudiées, afin de comprendre les mécanismes
sous-jacents à la précision des AIP par l’exploitation du LD multiallélique. Des simula-
tions basées sur des données réelles (pedigree et allèles aux marqueurs) ont permis de
quantifier ces comparaison.
On suppose pour cette étude qu’il existe un QTL biallélique dans une zone sur le
génome balisée par des SNP. Les haplotypes définis par ces SNP définissent un ensemble
I = {i1, i2, ..., ir−1, ir} de positions que l’on teste pour la présence d’un QTL. Chacune de
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ces positions est le centre de segments chromosomiques définis par une fenêtre glissante
dans un génome scan. La figure 5.1 illustre un ensemble I de positions testées, définit par
une fenêtre glissante de 6 SNP dans un génome scan, pour des organismes diploïdes.
Figure 5.1 – Genome scan pour un ensemble I de positions testées
définit par une fenêtre glissante de 6 SNPpour des organismes diploïdes
On remarquera que deux segments chromosomiques distincts peuvent porter les mêmes
haplotypes et des allèles différents au QTL. La notion de segment chromosomique fait
donc référence à l’échantillonnage existant pour un haplotype particulier. A une position
testée i ∈ I on peut construire une matrice de similitude MP,i = (sPi,c1,c2)1≤c1,c2≤2n, où
sPi,c1,c2 ∈ [0, 1] est la prédiction d’identité allélique, à la position i pour un couple (c1, c2)
de segments chromosomiques, associée à un prédicteur P . La matrice MP,i contient toute
l’information de similitude entre haplotypes utilisée en cartographie de QTL. De la même
façon on peut construire à un QTL une matrice MQTL = (uQTLc1,c2)1≤c1,c2≤2n, où uQTLc1,c2 est
l’identité allélique réelle au QTL pour un couple (c1, c2) de segments chromosomiques. On
peut définir une distance normalisée entre MP,i et MQTL de la façon suivante :
d1(MP,i,MQTL) =
1
4n2‖M
P,i −MQTL‖1 = 14n2
2n∑
c1=1
2n∑
c2=1
|sPi,c1,c2 − uQTLc1,c2| (5.1)
Un prédicteur P peut être considéré comme efficace s’il induit une distance minimale,
pour la mesure d1, à la position testée la plus proche du QTL. Autrement dit P sera
dit efficace si argmin
i∈I
{ d1(MP,i,MQTL) } est proche du QTL. On verra dans la section
suivante comment exploiter au mieux cette définition pour effectuer cette comparaison.
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5.2 Principaux résultats de l’étude
5.2.1 Caractérisation de la prise en compte du LD par l’utilisa-
tion d’haplotypes
Afin de caractériser le lien existant entre le déséquilibre de liaison et la prédiction
d’identité allélique par l’utilisation d’haplotypes, on propose la notion d’efficacité relative
et la distance matricielle, définie en fonction des coefficients du LD multiallélique, décrites
dans les sous-sections suivantes.
5.2.1.1 Outil numérique : l’efficacité relative des prédicteurs
Afin de comparer la capacité de prédiction des différents AIP par rapport au LD, on
définit θPr.e. comme la position testée pour un ensemble I où d1(MP,i,MQTL) est minimale.
Autrement dit on a :
θPr.e. = argmin
i∈I
{ d1(MP,i,MQTL) }
On définit en conséquence l’efficacité relative d’un prédicteur P de la manière suivante.
Soit θQTL la position du QTL sur le génome. Un prédicteur P est dit plus efficace qu’un
prédicteur P ′ si on a :

|θPr.e. − θQTL| < |θP ′r.e. − θQTL| (a)
d1(MP,θ
P
r.e. ,MQTL) < d1(MP
′,θP
′
r.e. ,MQTL) (b)
où |.| est la valeur absolue. (a) stipule que la position associée à la meilleure prédiction
d’identité allélique au QTL, pour le prédicteur P , est plus proche du QTL que celle
associée à P ′. (b) stipule que la prédiction d’identité allélique pour P à θPr.e. est meilleure
que celle de P ′ à θP ′r.e..
5.2.1.2 Distance matricielle en fonction de coefficients du LD
La distance définie en (5.1) peut se ré-écrire, pour un QTL biallélique, de la façon
suivante :
d1(MP,i,MQTL) =
K∑
p=1
 4( K∑
q 6=p
sPi,hp,hq − sPi,hp,hp
)
∆2p + ΨPpq(∆l 6=p,q)∆p + ΦPpq(∆l 6=p,q)

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= ξP(∆1, ..,∆K) (5.2)
où (∆p)1≤p≤K sont les coefficients du LD multiallélique entre les haplotypes à la po-
sition i et les allèles au QTL. ΨPpq(∆l 6=p,q) et ΦPpq(∆l 6=p,q) sont des termes comprenant des
sommes et des produits de fréquences marginales, de prédictions d’identité allélique et de
coefficients de LD. De la formulation définie en (5.2), on voit qu’il est difficile de caracté-
riser le comportement de la distance d1 par rapport aux coefficients du LD multiallélique
pour un prédicteur continu à valeurs dans [0,1]. Cependant pour le cas particulier où
l’on observe seulement deux haplotypes (5.2) se réduit à une fonction réelle d’un seul
coefficient de LD entre les haplotypes et les allèles au QTL :
ξP(∆1) =
[
− 4sPi,h1,h1 − 4sPi,h2,h2 + 8sPi,h1,h2
]
∆21 + ΨP∆1 + ΦP (5.3)
où ΨP et ΦP sont des termes qui ne dépendent pas du LD. De (5.3), on voit que la
distance aura une vitesse de décroissance, par rapport au LD, d’autant plus faible lorsque
la prédiction sPi,h1,h2 ∈ [0, 1] sera d’autant plus grande. Or, les AIP par construction
affecteront une valeur d’autant plus grande à sPi,h1,h2 lorsque les haplotypes h1 et h2 seront
d’autant plus similaires. Ainsi l’extension de la prédiction d’identité allélique de l’ensemble
discret {0, 1} à l’intervalle [0,1] mène à une détérioration de la prise en compte du LD par
la prédiction.
De (5.3), on remarque également que la meilleure vitesse de décroissance −8∆21 est
obtenue lorsque sPi,h1,h1 = sPi,h2,h2 = 1 et sPi,h1,h2 = 0, ce qui correspond aux prédictions
associées au prédicteur IBShap. On peut montrer que la distance définie en (5.3) ne
peut atteindre zéro, pour un LD maximal, que si les prédictions d’identité allélique entre
haplotypes correspondent à celles de IBShap. Autrement dit, il existe une borne inférieure
strictement positive pour la distance définie en (5.3) dès lors que les prédictions associées
à un AIP ne correspondent pas à celles de IBShap. Cette borne est donnée par
1
2s
P
i,h1,h2
comme on le verra dans l’article 1 suivant.
Finalement, on peut aussi montrer que la distance définie dans le cas général en (5.2)
se réduit à la forme suivante pour P = IBShap :
ξIBShap(∆1, ..,∆K) =
K∑
p=1
− 4∆2p + ΨIBShappq ∆p + ΦIBShappq

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=
K∑
p=1
Qp(∆p)
 (5.4)
La distance définie en (5.4) est une somme de fonctions concaves, notées (Qp)1≤p≤K , en
chacun des coefficients du LD multiallélique. On montre dans l’article 1, dans la section
suivante, que les coefficients du LD multiallélique tendent à s’éloigner des valeurs critiques
associées à ces fonctions lorsque la position testée se rapproche du QTL. Autrement
dit la somme des fonctions (Qp)1≤p≤K , ou la distance induite par IBShap dans le cas
général, tendra à diminuer lorsque la position testée se rapprochera du QTL. Ces résultats
algébriques sont également valides pour le cas d’un QTL multiallélique (cf. article 1).
5.3 Article 1
L’article 1 suivant caractérise le lien entre le déséquilibre de liaison et la prédiction
d’identité allélique en utilisant la distance définie en (5.1). Cet article compare également
plusieurs AIP sur des jeux de chromosomes réels chez le porc et l’humain. Les prédicteurs
comparés sont IBShap, Score, P (IBD), Beagle et un prédicteur nommé TP basé sur les
moindres carrés. Le prédicteur d’identité allélique entre les allèles d’un marqueur, nommé
IBSm, a également été ajouté à la liste des AIP comparés afin de rendre l’étude plus
complète dans le cadre d’un QTL biallélique. La comparaison des AIP a été effectuée
sur la base de la distance matricielle définie en (5.1) et la performance de ces derniers
en cartographie d’un QTL simulé. Le QTL a été simulé sur des chromosomes porcins, de
la race Large White, dans des zones exhibant des niveaux de LD différents. La distance
matricielle a été évaluée à la fois sur ces chromosomes porcins et sur des chromosomes
humains provenant d’individus non apparentés de Beijing en Chine.
L’étude a montré que la quantité θPr.e. est corrélée d’au moins 0.9 à la position estimée
du QTL, sur les chromosomes porcins, lorsque ce dernier explique au moins 8% de la
variance totale du phénotype. L’étude a aussi montré qu’il y a peu de différence dans
le comportement des AIP, par rapport à la distance matricielle, selon le jeu de données
étudié (porc ou humain). Enfin, l’étude a montré la validité des expressions algébriques
dans le cadre de données réelles, dans l’appréhension du comportement des différents AIP.
Toutes les dérivations, associées aux principaux résultats algébriques, sont données dans
les fichiers additionnels 1 et 2 en fin de l’article 1.
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Abstract
Background: Numerous methods have been developed over the last decade to predict allelic identity at
unobserved loci between pairs of chromosome segments along the genome. These loci are often unobserved
positions tested for the presence of quantitative trait loci (QTL). The main objective of this study was to understand
from a theoretical standpoint the relation between linkage disequilibrium (LD) and allelic identity prediction when
using haplotypes for fine mapping of QTL. In addition, six allelic identity predictors (AIP) were also compared in this
study to determine which one performed best in theory and application.
Results: A criterion based on a simple measure of matrix distance was used to study the relation between LD and
allelic identity prediction when using haplotypes. The consistency of this criterion with the accuracy of QTL
localization, another criterion commonly used to compare AIP, was evaluated on a set of real chromosomes. For this
set of chromosomes, the criterion was consistent with the mapping accuracy of a simulated QTL with either low or
high effect. As measured by the matrix distance, the best AIP for QTL mapping were those that best captured LD
between a tested position and a QTL. Moreover the matrix distance between a tested position and a QTL was shown
to decrease for some AIP when LD increased. However, the matrix distance for AIP with continuous predictions in the
[0,1] interval was algebraically proven to decrease less rapidly up to a lower bound with increasing LD in the simplest
situations, than the discrete predictor based on identity by state between haplotypes (IBShap), for which there was no
lower bound. The expected LD between haplotypes at a tested position and alleles at a QTL is a quantity that
increases naturally when the tested position gets closer to the QTL. This behavior was demonstrated with pig and
unrelated human chromosomes.
Conclusions: When the density of markers is high, and therefore LD between adjacent loci can be assumed to be
high, the discrete predictor IBShap is recommended since it predicts allele identity correctly when taking LD into
account.
Background
Numerous methods have been developed to predict allelic
identity at an unobserved locus between pairs of chro-
mosome segments. Such predictions are generally carried
out by observing allelic similarities between the pairs of
chromosome segments that surround this locus [1-3]. It
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is assumed that chromosome segments that exhibit more
similarities have a higher chance of harboring the same
allele(s) at this locus. Many of these methods [1-5] use
either directly or implicitly the concept of identity-by-
descent (IBD), and therefore predict allelic identity based
on allelic likeness. Such predictions of allelic identity can
be either continuous or discrete in the [0,1] interval. The
matrices that contain these predictions for pairs of chro-
mosome segments, at an unobserved locus, can be used in
a statistical procedure to detect association between the
locus and some phenotypes of interest. For example, these
matrices can be interpreted as being proportional to the
© 2014 Jacquin et al.; licensee BioMed Central Ltd. This is an Open Access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and
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stated.
Jacquin et al. Genetics Selection Evolution 2014, 46:45 Page 2 of 16
http://www.gsejournal.org/content/46/1/45
covariance matrices of the effect of the locus on pheno-
types of interest [1,4,6] and therefore play a central role
in the statistical analysis of the variability. The similarity
between chromosome segments can be measured based
on the haplotypes of markers carried by the segments.
Indeed, it has been shown that haplotype-based methods
have a higher potential to detect trait-marker associa-
tions than single-marker methods in some cases [7-16].
Different methods for predicting allelic identity, hereafter
named Allelic Identity Predictors (AIP), have been pro-
posed and in this study, we have compared some of these
methods i.e.: (1) the probability measure described by
Meuwissen and Goddard [1] is the conditional probability
of being IBD at an unobserved locus for pairs of haplo-
types, given the identical-by-state (IBS) status of alleles
spanning that position; (2) the similarity score of Li and
Jiang [2] calculates the sum of the number of shared alleles
and the length of the longest shared substring that spans
an unobserved locus for pairs of haplotypes; (3) the prob-
ability model of Browning [3] is based on Variable Length
Markov Chains (VLMC) and performs chromosome clus-
tering at a given marker, and in this model, chromosomes
that belong to a given cluster are considered as potentially
harboring the same unobserved allele(s) locally; and (4)
the IBS status of all marker alleles between pairs of haplo-
types and (5) the IBS status of single markers alleles, which
are the simplest AIP.
In some association studies, such as those that use ran-
dom effect models for example, the only input that differs
from one AIP to another is the similarity (covariance)
matrix built for the tested location. Thus, investigating the
properties of similarity matrices is another strategy when
comparing AIP, since this comparison is generally based
on the accuracy of quantitative trait locus (QTL) localiza-
tion (e.g. root mean square error). The main objective of
the present study was to understand the relation between
linkage disequilibrium (LD) and allelic identity prediction
when using haplotypes, by identifying the properties of
similarity matrices in the neighborhood of a QTL and
at the QTL. This was performed using a simple distance
measure between these matrices and the similarity matrix
at the QTL based on the observed allelic identity (IBS).
This distance measure was expressed analytically in terms
of LD coefficients. There has been an increasing interest
in taking advantage of LD for fine-mapping of complex
disease genes [17-20] and QTL [21-24]. Nevertheless, to
the best of our knowledge, no study has yet used ana-
lytical methods to compare AIP in relation to LD. Here,
we define a new criterion based on the chosen matrix
distance measure, which allows discrimination between
the six AIP. We evaluated the consistency of this cri-
terion with the mapping accuracy of the six AIP for a
QTL simulated according to different LD patterns and
populations.
The simulations were based on two population types,
a set of human chromosomes and a set of porcine
chromosomes, with different LD and density patterns. In
each case, the QTL was a hidden SNP that simulated a
biallelic QTL, as previously proposed [4,8,23,25]. Hence,
the present study was framed around the common idea
that there is a favorable allele at the QTL, which affects an
observed trait. In this context, the aim of AIP is to predict,
at the QTL, whether both chromosomal segments of any
pair harbor the same unobserved favorable allele or not,
which is the same as predicting the IBS or non-IBS state
of the alleles. A new (6) unreferenced AIP, named trained
predictor and abbreviated as TP, is also compared in this
paper. This new predictor, based on amatrix distance con-
cept similar to the one used to discriminate between the
AIP, performs least squares prediction in a global fash-
ion over chromosomes. The purpose of this predictor
was to investigate the behavior of an AIP which performs
global training over the chromosomes in relation to local
patterns of LD.
Methods
Matrix distance comparison
Let I = {i1, . . . , ir} be a set of positions that are tested
for the presence of a QTL on 2n phased homologous
chromosomes for n diploid individuals. Only one QTL is
considered to be in the screened region. In a sliding win-
dow approach, each position tested is considered to be
the unobserved center of the haplotypes carried by differ-
ent chromosome segments. Figure 1 shows an example of
tested positions for a sliding window of six markers and a
QTL located between SNPs 39 and 40.
Let sPi,c1,c2 ∈ [0, 1] be the IBS or IBD prediction of allelic
identity, depending on an AIP P at a tested position i ∈ I ,
for a couple (c1, c2) of chromosome segments. Note that
sPi,c1,c2 is calculated according to the observed similarity
between the haplotypes carried by c1 and c2. Hence, c1 and
c2 can harbor different unobserved alleles at i even if these
segments carry the same haplotype. We define MP ,i =(
sPi,c1,c2
)
1≤c1,c2≤2n
as the similarity matrix built from the
predictions of allelic identity at locus i for P . MatrixMP ,i
can be used in a statistical procedure to detect association
between i and some phenotype of interest.
Let uQTLc1,c2 ∈ {0, 1} be the true allelic identity observed
at the QTL (IBS) for a couple (c1, c2) of chromosome seg-
ments. On the basis of known alleles at the QTL, the
similarity MQTL = (uQTLc1,c2)1≤c1,c2≤2n can be built with the
real allelic identities. Note that MQTL is simply a similarity
matrix that describes the IBS or non-IBS state of alleles at
the QTL.
Let d1 be a normalized distance measure betweenMP ,i
and MQTL induced by the entrywise 1-norm, which is the
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Figure 1 Principle of the sliding window approach when screening a chromosome for the set {i1, . . ., ir} of tested positions for
associations between phenotypes and 6-marker haplotypes.
sum of the absolute differences between the elements of
two matrices or vectors, i.e.
d1
(MP ,i,MQTL) = 14n2 ‖MP ,i − MQTL‖1
= 14n2
2n∑
c1=1
2n∑
c2=1
|sPi,c1,c2 − uQTLc1,c2 |
Note that some AIP have continuous prediction errors
|sPi,c1,c2 − uQTLc1,c2 | in [0, 1], while for others, prediction errors
are limited to the discrete set {0, 1}. Measure d1 is there-
fore more appropriate than the euclidean metric d2, for
example, because it does not shrink continuous predic-
tion errors in [0, 1]. Let θQTL be the position of the QTL.
When a predictor P performs well, d1(MP ,i,MQTL) should
be minimum at the tested position closest to θQTL. Hence
d1(MP ,i,MQTL) can be used to compare different AIP for a
set of tested positions. Note that d1(MP ,i,MQTL) can also
be expressed as [see Additional file 1]:
d1
(MP ,i,MQTL) = K∑
p=1
fi,hp
K∑
q=1
fi,hq
[
pQTLi,hp,hq ×
(
1 − sPi,hp,hq
)
+
(
1 − pQTLi,hp,hq
)
sPi,hp,hq
]
(1)
where K = 2t is the number of possible observed hap-
lotypes at position i, for a sliding window of t markers.
fi,hp and fi,hq are the frequencies of haplotypes hp and
hq at position i, respectively. Note that some haplotypes
among the K possible haplotypes may not be observed
in practice. Hence, the corresponding frequencies for
these haplotypes will naturally be equal to 0 in expres-
sion (1). pQTLi,hp,hq is the proportion of identical alleles shared
at the QTL by the pairs of chromosomes that carry hp
and hq, at position i, and sPi,hp,hq is the prediction of
allelic identity at locus i for the predictor P and a pair
(hp, hq) of haplotypes. Expression (1) will be used sub-
sequently to express d1 as a function of LD coefficients,
and to understand the trained predictor defined in this
paper.
Measures of AIP evaluated
The AIP evaluated in this study were IBSm (IBS status of
alleles at single markers), IBShap (IBS status of all marker
alleles between pairs of haplotypes), P(IBD) (IBD proba-
bility of Meuwissen and Goddard [1]), Score (similarity
score of Li and Jiang [2]), Beagle (cluster-based probabil-
ity model of Browning [3]) and TP (the trained predictor).
Note that the tested positions coincide with marker posi-
tions for IBSm and Beagle. These positions are therefore
different from those in Figure 1. The tested positions for
IBShap, P(IBD), Score and TP are defined as presented in
Figure 1.
IBSm gives an allelic identity prediction of 1 if a pair
of chromosome segments carries the same allele at a
tested marker and 0 otherwise. With IBShap the predic-
tion of allelic identity is equal to 1 if both chromosome
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segments of a pair carry the same marker alleles for hap-
lotypes that span the tested position i, and 0 otherwise.
P(IBD) is an estimation of the conditional probability
of being IBD at i for a pair of chromosome segments,
given the IBS status of marker alleles of the haplotypes
spanning i. This measure of probability is based on a
coalescence process and models recombination between
markers. The P(IBD) function was applied here with an
ancestral effective population size of 100 and 100 gen-
erations from the base population, as in Meuwissen and
Goddard [1]. Meuwissen and Goddard [23] showed that
violations of these assumptions, i.e. that alter the effec-
tive population size and the number of generations since
the base population, had no effect on the mapping accu-
racy of their methods [23,26]. For a pair of haplotypes
carried by two chromosome segments, Score is the sum-
mation of the number of IBS alleles and the length of
the longest common substring of IBS alleles that span i.
Score integrates weight functions that decrease the signif-
icance of markers based on their genetic distance from i.
As proposed in Li and Jiang [2], these functions were cho-
sen to be one minus the distance, in centiMorgan (cM),
of each marker from i on the haplotypes within the slid-
ing window (as presented in Figure 1). Beagle clusters
chromosomes or haplotypes locally at a tested marker if
they have similar probabilities of carrying the same alle-
les at following adjacent markers. The Beagle probability
model was built at each marker by running the Beagle
software (Beagle 3.3.2; http://faculty.washington.edu/
browning/beagle/beagle.html, Browning [3], Browning
and Browning [12]) and fitting all the chromosome mark-
ers at one time. The Beagle probability model needs two
parameters (scale and shift) to be built. These parameters
were first estimated from the data using a cross-validation
procedure. However, the mapping results were less accu-
rate than those obtained with the default values for these
parameters that were proposed by the authors. According
to the authors, the default values have performed well in
simulation studies and real data analyses [12,27]. Hence
the default values scale = 4.0 and shift = 0.2 [12] were
used.
The trained predictor (TP), built by least squares
prediction, is based on the idea that pairs of haplotypes
that exhibit the same amount of allelic similarity should
have the same probability of harboring identical alleles,
regardless of the tested positions they span. Estimates
for
(
sTPi,hp,hq
)
(p,q)∈{1,..,K}2 can be obtained as follows. Let
J = {j1, . . . , jT } be a set of observed SNPs on chromo-
somes, which are called target SNPs. Each target SNP j is
defined as the middle marker of a sliding window of t + 1
loci, where t is the number of observed flanking mark-
ers used to predict allelic identity at the target SNP. Let
uj,c1,c2 ∈ {0, 1} be the real allele identity at j for (c1, c2) and
let ETP be the mean squared prediction errors over J for
TP, i.e.
ETP = 1T
jT∑
j=j1
⎡
⎣ 1
4n2
2n∑
c1=1
2n∑
c2=1
(
sTPc1,c2 − uj,c1,c2
)2⎤⎦
= 1T
jT∑
j=j1
[
d2
(
MTP,j,Mj
) ]
= 1T
jT∑
j=j1
⎡
⎣ K∑
p=1
fj,hp
K∑
q=1
fj,hq
[
pj,hp,hq
(
sTPhp,hq − 1
)2
+
(
1 − pj,hp,hq
) (
sTPhp,hq − 0
)2]⎤⎦
Note that the expression of the normalized squared
euclidean distance, d2, in terms of frequencies and pro-
portions is analogous to that of d1 in (1).
Indeed fj,hp , fj,hq and pj,hp,hq at locus j are defined as
in (1). Estimates for
(
sTPi,hp,hq
)
(p,q)∈{1,..,K}2 are obtained by
differentiating ETP with respect to sTPhp,hq , i.e.
∂ETP
∂sTPhp,hq
= 0 ⇐⇒ sˆTPhp,hq =
∑jT
j=j1 fj,hp fj,hqpj,hp,hq∑jT
j=j1 fj,hp fj,hq
Note that the second derivative of ETP with respect to
sTPhp,hq is positive since it is a sum of frequencies. This
implies that ETP reaches a minimum for the set of esti-
mates
(
sˆTPhp,hq
)
(p,q)∈{1,..,K}2 , since E
TP is a sum of convex
functions of each sTPhp,hq . Hence, TP associates sˆ
TP
hp,hq to
any observed couple
(
hp, hq
)
at any tested position i ∈
I . The observed target SNPs (j ∈ J ) are used to esti-
mate the predictions of allelic identity for TP and should
not be confused with the unobserved tested positions
(i ∈ I).
Statistical models, test statistic and relative efficiency
Mixedmodels
The following mixed models were used to test for the
presence of a QTL at a given position i ∈ I for all AIP:
{ Y = Xβ+ Zhh + Zuu + ε (H1)
Y = Xβ+ Zuu + ε (H0)
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where β is a fixed effect, which is the overall mean, and
X = 1n is a vector of n ones. Vector u represents the
random polygenic effects due to relationships among
individuals, i.e. u ∼ Nn
(
0,Aσ 2u
)
where A is the additive
relationship matrix built from the pedigree [28,29]. Zh
and Zu are design matrices that link random effects to
individuals and ε is the vector of homoscedastic error
terms, i.e. ε ∼ Nn
(
0, Inσ 2ε
)
.
In the model corresponding to (H1), h is a vector
of random effects of haplotypes at position i, i.e. h ∼
Nκ(0,HP ,iσ 2h ), where κ (κ ≤ K) corresponds to the
number of observed haplotypes, or alleles, at position i.
Note that h has the same dimension κ for all AIP except
for IBSm and Beagle. The tested positions coincide with
marker positions for these two predictors. At a tested
marker i, κ = 2 for IBSm and κ is equal to the number
of local clusters for Beagle. Therefore, depending on the
predictor P , HP ,i is a similarity matrix based on either
distinct observed haplotypes (e.g. P = Score) or distinct
clusters (e.g. P = Beagle). Note that HP ,i and MP ,i are
equivalent sources of data contingent upon the list of hap-
lotypes, or distinct local clusters, for the chromosome
segments at any tested position. Indeed, depending on P ,
one can build MP ,i from HP ,i in one of the two following
ways. (1) MP ,ic1,c2 = HP ,ih(c1),h(c2), where h(c1) and h(c2) are
the haplotype numbers carried by chromosomes c1 and c2,
respectively or (2) MP ,ic1,c2 = HP ,iC(c1),C(c2), where C(c1) andC(c2) are the cluster numbers to which chromosomes c1
and c2 belong, respectively.
RLRT statistic
The Expectation-Maximization algorithm was used for
the restricted maximum likelihoods of the mixed mod-
els [30-33], to estimate the components β, h, u, ε and the
variance terms σ 2h , σ 2u , σ 2ε . Let λPi be the restricted maxi-
mum likelihood ratio test (RLRT) of (H1) versus (H0) for
position i, i.e.
λPi = −2ln
(
LREML(H0)
LPREML(H1)
)
We defined θPm.a. as the estimated position of a QTL for
a predictor P , i.e.
θPm.a. = argmax
i∈I
{
λˆPi
}
Relative efficiency
To compare the predictive ability of the different predic-
tors in relation to LD, we defined θPr.e. as the tested position
where d1
(MP ,i,MQTL) is minimized for a predictor P ,
i.e.
θPr.e. = argmin
i∈I
{
d1
(MP ,i,MQTL)}
Consequently, we defined the relative efficiency of a pre-
dictor P as follows. Predictor P is considered to be more
efficient than a predictor P ′ if
⎧⎪⎨
⎪⎩
|θPr.e. − θQTL| < |θP ′r.e. − θQTL| (a)
d1
(
MP ,θPr.e. ,MQTL
)
< d1
(
MP ′,θP
′
r.e. ,MQTL
)
(b)
where |.| is the absolute value. When θPr.e. was not unique,
the mean of the different argmins was retained as θPr.e..
Inequality (a) states that the tested position associated
with the best prediction, of the allele identity at the QTL,
is closer to the QTL for P than that for P ′. Inequality
(b) states that the true allelic identity at the QTL is better
predicted by P at θPr.e. than by P ′ at θP
′
r.e. .
Comparison criteria
N simulations (w = 1, ..,N) were performed to evaluate
the mapping accuracy and the relative efficiency of the
different AIP in different situations.
Mapping accuracy
The mapping accuracy of the simulated QTL was eval-
uated for each AIP with the root mean square error
(RMSE):
RMSEm.a. =
√√√√ 1
N
N∑
w=1
(
θ
P ,w
m.a. − θQTL
)2
Relative efficiency
The relative efficiency of each AIP was evaluated by con-
sidering the three following quantities:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
RMSEr.e. =
√√√√ 1
N
N∑
w=1
(
θ
P ,w
r.e. − θQTL
)2
Eˆr.e. = 1N
N∑
w=1
d1
(
MP ,θP ,wr.e. ,MQTL,w
)
σˆ r.e. =
√√√√ 1
N
N∑
w=1
(
d1
(
MP ,θP ,wr.e. ,MQTL,w
)
− Eˆr.e.
)2
where RMSEr.e. and Eˆr.e. measure conditions (a) and (b),
defined in the paragraph on relative efficiency, and σˆ r.e.
measures the standard deviation of the matrix distance at
θPr.e..
Data for simulation
A sliding window of t = 6 markers was chosen for
all analyses, except for IBSm and Beagle. Windows of
six and 12 markers were previously shown to be opti-
mal for QTL mapping accuracy [34,35] with 60K type
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SNP chips. Hence, all analyses were done using a sliding
window of t = 6 markers, except for IBSm and Bea-
gle, to make comparison between the series of results
easier. A set of 90 human chromosomes 21 from unre-
lated Han Chinese individuals from Beijing (HCB), and
a set of 235 swine chromosomes 18 from French Large
White (FLW) pigs, were used for LD and matrix dis-
tance computations. The 90 HCB chromosomes were
genotyped for 16 881 SNPs and are available from
the HapMap project website (http://hapmap.ncbi.nlm.nih.
gov/downloads/phasing/2005-03_phaseI/full/). The FLW
chromosomes were genotyped for 1252 SNPs using the
Illumina Porcine 60K+SNP iSelect Beadchip [36]. Only 14
976 SNPs on the HCB chromosomes and 969 SNPs on the
FLW chromosomes for which the minor allele frequency
was greater than 5% were retained for analysis. The LD
and matrix distance computations were conducted for the
HCB and the FLW chromosomes. The QTL simulations
were only conducted for the FLW chromosomes for which
a pedigree was available. The marker density varied across
the FLW chromosomes based on physical distance in kilo-
base. One megabase was considered equivalent to 1 cM
for conversion in this study.
Variation of LD between tested positions and a QTL
LD between a tested position i and a QTL was measured
using the multiallelic measure R of LD as suggested by
[37-39]. Let p = f QTLi,hpa1 − fi,hp fa1 be the LD coefficient
between haplotype hp at position i and allele a1 at the
QTL. f QTLi,hpa1 is the frequency of haplotype hpa1 defined
by the marker haplotype hp that spans position i and
allele a1 at the QTL. fa1 is the frequency of allele a1 at
the QTL and fi,hp is haplotype hp frequency at i. Note
that −p = f QTLi,hpa2 − fi,hp fa2 . Hence, for a biallelic QTL, R
can be expressed as:
Ri,QTL =
∑K
p=1
∑2
l=1
(
f QTLi,hpal − fi,hp fal
)2
(
1 −∑Kp=1 f QTL 2i,hp
) (
1 −∑2l=1 f 2al
)
=
∑K
p=1
[(
p
)2 + (−p)2](
1 −∑Kp=1 f QTL 2i,hp
) (
1 −∑2l=1 f 2al
)
= 2
∑K
p=1 2p(
1 −∑Kp=1 f QTL 2i,hp
) (
1 −∑2l=1 f 2al
) = D2i,QTLHi.HQTL
where Hi = 1 − ∑Kp=1 f QTL 2i,hp and HQTL = 1 − ∑2l=1 f 2al
are the Hardy-Weinberg heterozygosities at i and the QTL
respectively and D2i,QTL = 2
∑K
p=1 2p. Ri,QTL and D2i,QTL are
expected to increase as the tested position i gets closer
to a QTL. The general behaviors of the normalized mea-
sure Ri,QTL and the non-normalized measure D2i,QTL were
described by computing the LD between the haplotypes
at successive distinct positions, using a sliding window,
and the alleles of a fixed SNP centered over a region
of 81 markers on the chromosomes. The fixed SNP was
centered over a region of 76 distinct overlapping sliding
windows available within the region of 81 markers. The
76 distinct positions associated to the windows played the
role of the tested positions of an association study. The
fixed SNP played the role of a biallelic QTL. The computa-
tion was repeated for all possible regions of 81 successive
markers. Since 969 SNPs were retained on the 235 porcine
chromosomes, computation was performed for 889 (969-
81 + 1 = 889) regions of 81 markers. The same procedure
was performed on the HCB chromosomes, thus leading
to 14 896 possible regions for this set of chromosomes.
The empirical means of the 889 FLW and the 14 896 HCB
LD profiles were then computed to describe the expected
behaviors of Ri,QTL and D2i,QTL. Another major purpose of
these computations was to help the analytical comparison
of the AIP and the associated matrix distances, which can
be expressed as elements of multiallelic LD (see Results
section).
Distributions of matrix distance as a function of
multiallelic LD
The distributions of the matrix distance for the six com-
pared AIP, as function of local multiallelic LD, were
also evaluated on the FLW and HCB chromosomes. The
matrix distances for the six AIP were calculated at 966
and 14 973 possible target SNPs for the FLW and HCB
chromosomes, respectively. The target SNPs were defined
in exactly the same way as used for the trained predic-
tor (TP). The matrix distances calculated at each window
that harbors a target SNP for the six AIP were then plot-
ted against the multiallelic measure R of LD between the
haplotypes and the target alleles within the window.
QTL simulation on FLW chromosomes
The 235 FLW chromosomes were included in N = 200
gene-drop simulations, in a 25-generation pedigree for
the FLW breed, using the LDSO software [40]. The pedi-
gree was composed of 1594 founders, 3373 sires and 7100
dams. The gene-drop procedure was used to generate
different realistic genealogy structures between the chro-
mosomes. For each gene-drop the 235 FLW chromosomes
were uniformly distributed, with replacement, among the
1594 founders of the pedigree. Hence, the measured LD
structure for mapping among descendant individuals at
the end of each gene-drop was almost the same as on
the 235 FLW chromosomes. It must be emphasized that
the use of replicates of only 235 chromosomes to pop-
ulate 1594 diploid founders, followed by 25 generations
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of recombinations events, means that the number of dif-
ferent haplotypes at a position is much lower than 3188
(2× 1594). Thus, the results correspond to medium range
population sizes. After each gene-drop, only the chromo-
somes and phenotypes of the n = 485 individuals of
generation 25 were retained for subsequent analyzes.
Three distant SNPs were chosen as putative QTL, in
order to have different LD levels with the six-marker hap-
lotype that surrounds them on the 235 initial FLW chro-
mosomes. Two different QTL effects were simulated for
each of these SNPs, thus leading to six different scenarios.
The LD between these SNPs and the observed haplotypes
that harbored them was measured using the multiallelic
measure R of LD. The LD levels around the three SNPs
were equal to 0.52, 0.18 and 0.08, and the lengths of the
haplotypes harboring them were equal to 0.09 cM, 0.37
cM and 0.75 cM, respectively. Note that these differences
in length were due to the different marker densities in
the distinct regions that harbor each putative QTL. The
length of the region scanned for QTL mapping around
each simulated QTL was approximately 3 cM.
The phenotypes in the pedigree were computed as yi =
1
2
(
pfi + pmi
)
+ φi + gQTLi + δ, where pfi , pmi are normal
random polygenic effects of the parents with variance 0.5,
φi is a normal random mendelian sampling effect with
variance 0.25 and δ is a normal random environmental
effect with variance 1. gQTLi is the QTL genotype effect
of individual i. QTL genotype effect was first computed
as gQTLi = 2 or 0 or −2, if the QTL genotype of indi-
vidual i was a1a1 or a1a2 or a2a2 respectively. In the
same way a second set of simulations was carried out with
the QTL genotype effect computed as gQTLi = 0.5 or 0
or −0.5. Only the gene-drop simulations for which the
minor allele frequency at the QTL was greater or equal
to 0.1 were retained. Each simulated QTL was verified for
Hardy-Weinberg equilibrium during simulations. Hence,
under the standard model, where the dominance effect
is equal to 0 as in this study, the first simulated QTL
effect explained at most 57% of the phenotypic variance
for equal frequencies at the QTL. In the same way, the
second simulated QTL effect explained at most 8% of the
phenotypic variance.
Results
This section gives theoretical and empirical results that
show that, compared to others, some AIP exhibit a bet-
ter behavior for the decrease of their matrix distance,
as defined by expression (1), when the multiallelic LD
between a tested position and a QTL increases. In sum-
mary, the theoretical results show that expression (1) can
be written as a function of the multiallelic LD coefficients
of R, and that the decreasing behavior of this function
depends on the nature of the AIP (see equations (2), (3),
(4), (5) and (6) of this section). The empirical results show
that R is expected to be highest when the tested position
is closest to the QTL (see Figure 2 of this section). The
expectation taken for the multiallelic LD was the empiri-
cal mean, which was found to converge for distant regions
on the chromosomes. These regions can be assumed to
be independent, thus showing an expected behavior for
the multiallelic LD. The empirical results also show that
the tested position that minimizes the matrix distance
is highly correlated with the mapping accuracy of the
AIP (see sub-section on mapping accuracy and relative
efficiency of this section).
Variation of LD between tested positions and a QTL
Figure 2 shows the empirical means of the 889 FLW and
the 14 896 HCB LD profiles for Ri,QTL and D2i,QTL.
In Figure 2 the values of Ri,QTL and D2i,QTL increase, as
expected, as the tested position imoves closer to the QTL.
This implies that the sum of the 2p terms increases on
average as position i moves toward the QTL. The highest
expected values for Ri,QTL andD2i,QTL, in Figure 2 are reached
for the tested position closest to the QTL. Note that the
range of values for D2i,QTL, in Figure 2 is smaller than that of
Ri,QTL. This is due to the lack of a normalization factor for
D2i,QTL.
Matrix distance as function of multiallelic LD coefficients
Based on expression (1), d1(MP ,i,MQTL) can be re-written
as [see Additional file 1]:
d1
(MP ,i,MQTL) = K∑
p=1
K∑
q=1
[[
f QTLi,hpa1 f
QTL
i,hqa1
+ f QTLi,hpa2 f
QTL
i,hqa2
] (
1 − sPi,hp,hq
)
+
[
f QTLi,hpa2 f
QTL
i,hqa1 + f
QTL
i,hpa1 f
QTL
i,hqa2
]
sPi,hp,hq
]
(2)
Replacing the 2K frequencies in expression (2) by
the (p)1≤p≤K LD coefficient terms and the product of
marginal frequencies gives [see Additional file 1]:
d1
(MP ,i,MQTL) = K∑
p=1
⎡
⎣4
⎛
⎝ K∑
q 	=p
sPi,hp,hq − sPi,hp,hp
⎞
⎠2p
+	Ppq
(

l 	=p,q
)
p + Ppq
(

l 	=p,q
)⎤⎦
= ξP (1, ..,K ) , (3)
where 	Ppq
(

l 	=p,q
)
and Ppq
(

l 	=p,q
)
are sums and prod-
ucts of marginal frequencies, allelic identity predic-
tions and LD coefficient terms. The general behavior
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Figure 2 Empirical means of the 889 FLW and 14 896 HCB LD profiles, obtained for the normalized and the non-normalized multiallelic
LD between tested positions (tested position i = center of six marker haplotypes) and a biallelic QTL (red vertical line), for regions of 81
markers on chromosomes.
of ξP (1, ..,K ), with respect to Ri,QTL, is unspecifi-
able due to its complexity. For instance, the behavior of
ξP (1, ..,K ) cannot be specified for continuous AIP in
[0,1]. However for P = IBShap, ξP (1, ..,K ) reduces to
a sum of strictly concave functions of each LD coefficient
[see Additional file 1], i.e.
ξ IBShap (1, ..,K ) =
K∑
p=1
[
−4
2p + 	
IBShap
pq p
+ IBShappq
]
=
K∑
p=1
[
Qp(p)
]
, (4)
where 	IBShappq and pq are sums and products of
marginal frequencies that do not depend on LD coef-
ficients. Let ∗p = 	
IBShap
pq
8 be the critical value for
each Qp function. ξ IBShap (1, ..,K ) will decrease if the
squared or absolute deviation of each p term from
its corresponding ∗p increases [see Additional file 2].
However note that the squared deviations of all p
terms from their corresponding critical values do not
need to increase simultaneously for ξ IBShap (1, ..,K )
to decrease. For example, some Qp functions correspond-
ing to haplotypes with low frequencies can be negligible
in expression (4). Hence, if
∑K
p=1
(
p − ∗p
)2
increases
sufficiently, ξ IBShap (1, ..,K ) will decrease. It can be
shown that
∑K
p=1
(
p − ∗p
)2
will increase if
∑K
p=1 p2
increases and that these two quantities share almost the
same pattern for their expected values [see Additional
file 2]. Thus, according to the D2i,QTL profiles in Figure 2,
ξ IBShap (1, ..,K ) is expected to decrease as position i
moves toward the QTL position.
An important result for ξP (1, ..,K ) is obtained
when only two haplotypes are observed among the K pos-
sible haplotypes. In this case, ξP (1, ..,K ) reduces to a
real function of one LD coefficient [see Additional file 1],
i.e.:
ξP(1) =
[
−4sPi,h1,h1 − 4sPi,h2,h2 + 8sPi,h1,h2
]
21
+ 	P1 + P , (5)
where 	P and P are terms independent of LD, and the
minimum and maximum possible values for 1 are given
by −14 and
1
4 , respectively. If P = IBShap we have:
ξ IBShap(1) = −821 + 	IBShap1 + IBShap (6)
The minimum and maximum possible values for the
critical value, ∗1, of ξ IBShap are given by −
1
4 and
1
4 , respectively, if the tested locus and the QTL are
monomorphic [see Additional file 1]. In other words, the
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critical value of this function will always lie within the
range of the LD coefficient when LD exist. In expres-
sion (5), the coefficient
[
−4sPi,h1,h1 − 4sPi,h2,h2 + 8sPi,h1,h2
]
is
always greater or equal to −8 for any other predictor P
than IBShap, since sPi,h1,h2 ∈ [0, 1]. For instance, AIP by
construction assign positive values to sPi,h1,h2 when hap-
lotypes h1 and h2 share allele similarity. This property is
even truer if h1 and h2 are very similar. In such cases,
the highest rate of decrease for ξP , with respect to the
absolute deviation of 1 from ∗1, is thus induced by
P = IBShap. Moreover, for such cases, we also have
ξP
(
−14
)
= ξP
(1
4
)
∈
[1
2 s
P
i,h1,h2 , 1
]
, which expresses
a lower bound for ξP (i.e. 12 s
P
i,h1,h2 , [see Additional
file 1]). Finally, ξP
(
−14
)
= ξP
(1
4
)
= 0 if and only if
P = IBShap. In other words, when LD between the haplo-
types and the QTL alleles is complete, the matrix distance
is equal to 0 if and only if P = IBShap [see Additional
file 1]. The decreasing behavior of ξP between a tested
position and a QTL for a substantial increase of LD is
therefore deteriorated for AIP with continuous predic-
tions in [0, 1]. Hence, this result questions the behavior of
AIP with continuous predictions in [0, 1] in relation to LD,
in the general case where K is greater than 2.
Distributions of matrix distance as function of multiallelic
LD
Figures 3 and 4 show the distributions of the matrix dis-
tance for the six AIP against the local multiallelic LD.
Figures 3 and 4 convey only local information for the
case where the tested position is closest to the QTL, as
opposed to Figure 2. Darker and lighter blue regions in
Figures 3 and 4 correspond to higher and lower density
of points. The red lines in Figures 3 and 4 correspond to
non-parametric LOESS regressions of the matrix distance
on the multiallelic LD.
Figures 3 and 4 show a better behavior of IBShap and
P(IBD) for the decrease of their matrix distance, with
lower variability around the LOESS curves compared to
the other predictors, when the LD between the haplo-
types and the target alleles increases. The distributions of
the matrix distance for IBShap and P(IBD) in these figures
show similar trends on the FLW and HCB chromosomes.
This is due to the fact that these two predictors perform
similarly in some conditions (see sub-section on map-
ping accuracy and relative efficiency). However IBShap
shows a better behavior compared to all other predictors
in Figures 3 and 4, for the decrease of its matrix distance
with increasing multiallelic LD. The good behavior of
IBShap for the decrease of its matrix distance in Figures 3
and 4 is totally explained by equation (4), where the sum
of the concave polynomials decreases as the multiallelic
LD increases. The better behavior of IBShap, compared to
the other predictors in Figures 3 and 4, is explained by
equations (3) and (5), which show that continuous predic-
tions in [0,1] will deteriorate the decrease of the matrix
distance with respect to LD.
The matrix distances for Beagle and IBSm were also
plotted against the local multiallelic LD between the hap-
lotypes and the target alleles in Figures 3 and 4, although
these two predictors are defined for marker positions only.
Indeed, one of the aims of this study was to compare the
AIP based on local LD between haplotypes and alleles at
a hidden locus. TP, Score, Beagle and IBSm showed poor
relationships for the decrease of their matrix distance
with the increasing multiallelic LD. The matrix distance
distributions showed high variability for these predictors
with respect to R on the FLW and HCB chromosomes.
Note that the length of the six marker haplotypes on the
HCB chromosomes were equal to 0.01 cM, on average,
compared to 0.31 cM on average for those on the FLW
chromosomes.
Mapping accuracy and relative efficiency
Table 1 relates the relative efficiency of the six AIP that
were compared, and their mapping accuracies, for a QTL
simulated under six scenarios on the FLW chromosomes
for N = 200 simulations. Ri∗,QTL in Table 1 corresponds
to the multiallelic LD at position i∗, measured between
themarker-haplotypes that harbor the simulatedQTL and
the QTL alleles. Note that the tested position i∗ does not
necessarily coincide with the QTL position. Thus, i∗ can
be defined as the tested position closest to the simulated
QTL.
In Table 1, IBSQTLm refers to the IBSm predictor applied to
the data set containing the causal variants. This situation
was examined as a gold standard. As shown in Table 1 and
as expected, IBSQTLm provided the best mapping accuracy
since the data set used contained the causal variants and
both the simulated QTL and the analyzed markers were
biallelic. However, it should be noted that the RMSEm.a.
for IBSQTLm was never equal to 0. This is principally due to
the error term in the probabilistic models for hypothesis
testing. RMSEr.e. for IBSQTLm was also not equal to 0 when
LD was highest (Ri∗,QTL = 0.52). This was due to a nearby
marker which was in complete LD with the SNP that
simulated the QTL (i.e. the biallelic LD was complete).
Consequently the argument of the minimum (argmin) for
the set of matrix distances was not unique.
In Table 1 both RMSEr.e. and RMSEm.a. increased glob-
ally for all predictors when LD decreased in the vicinity
of the QTL. RMSEr.e. and RMSEm.a. were highly corre-
lated, regardless of the QTL effect. Across all LD levels,
the Spearman correlation coefficient between these two
quantities was equal to 0.89 (or 0.91) when the QTL
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Figure 3 The matrix distance at 966 target SNPs on the 235 FLW chromosomes for the six compared AIP. Darker and lighter blue regions
correspond to higher and lower density of points. The red lines correspond to LOESS regressions of the matrix distance on the multiallelic LD.
effect explained at most 57% (or 8%) of the total variance,
respectively (Figure 5).
Each dot in Figure 5 represents RMSEm.a. against
RMSEr.e. for one of the AIP at a particular LD level. In
Table 1, the IBShap predictor was often the most accurate
and efficient AIP when the data was analyzed without the
QTL. However, the P(IBD) predictor showed similar map-
ping and efficiency results to IBShap. As defined by [1], the
P(IBD) predictor relies on the IBS state of alleles between
haplotype markers which suggests that IBShap and P(IBD)
may perform similarly in some conditions [41]. Indeed,
the distribution of IBD probabilities in the vicinity of a
simulated QTL was almost bimodal (0 or 1) among the
different pairs of chromosome segments for the different
sets of simulations, and thus similar to the distribution
of the values for IBShap between the segments. To illus-
trate this phenomenon, Figure 6 provides an example of
distributions for the values of P(IBD) and IBShap, for one
gene-drop simulation, between pairs of chromosome seg-
ments around the simulated QTL for the moderate LD
situation (Ri∗,QTL = 0.18).
IBShap and P(IBD) also showed similar patterns at a set
of tested positions for thematrix distances d1(MP ,i,MQTL).
Figure 7 shows an example for the mean and the sam-
ple quantiles at 2.5 and 97.5% for d1(MP ,i,MQTL) at each
tested position for the six AIP, from 200 gene-drop simula-
tions with a QTL simulated for the moderate LD situation
(Ri∗,QTL = 0.18).
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Figure 4 The matrix distance at 14973 target SNPs on the 90 HCB chromosomes for the six compared AIP. Darker and lighter blue regions
correspond to higher and lower density of points. The red lines correspond to LOESS regressions of the matrix distance on the multiallelic LD.
As observed in Figure 7, the minima of the curves for
the mean and the sample quantiles at 2.5 and 97.5% of
the matrix distance distributions almost coincide with the
QTL position for IBShap and P(IBD). For these two pre-
dictors, the three curves also show a smooth decreasing
behavior as the tested position gets closer to the simu-
lated QTL. This behavior shows the ability of IBShap and
P(IBD) to capture LD structure along the chromosomes
with respect to the simulated QTL, for different gene-
drop simulations. It is interesting to note that IBShap and
P(IBD) show similar patterns for the mean and the sample
quantiles curves. However, the minimum of each of the
three curves in Figure 7 is lower for IBShap than for P(IBD).
Note that the patterns of the matrix distances for IBShap in
Figure 7 are explained by equation (4) and Figure 2. That
is, the matrix distance will decrease for IBShap due to the
expected increase of themultiallelic LD, as the tested posi-
tion moves toward the QTL position. In the same way, the
patterns of the matrix distances for P(IBD) in Figure 7 are
explained according to Figures 2 and 6. That is, P(IBD)
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Table 1 Relative efficiencies andmapping accuracies for different QTL effects
AIP IBSQTLm IBSm TP Score IBShap P(IBD) Beagle
Ri∗ ,QTL = 0.52
Relative efficiency
RMSEr.e. 0.02 0.16 0.17 0.15 0.06 0.10 0.54
Eˆr.e. 0.03 0.01 0.23 0.14 0.12 0.14 0.28
σˆ r.e. 0.09 0.02 0.02 0.03 0.04 0.03 0.04
Mapping ≤ 57% RMSEm.a. 0.11 0.17 0.23 0.17 0.10 0.11 0.16
accuracy ≤ 8% RMSEm.a. 0.17 0.22 0.32 0.45 0.28 0.26 0.40
Ri∗ ,QTL = 0.18
Relative efficiency
RMSEr.e. 0.00 0.18 0.46 0.21 0.14 0.14 0.40
Eˆr.e. 0.00 0.18 0.39 0.35 0.31 0.34 0.31
σˆ r.e. 0.00 0.06 0.02 0.03 0.05 0.04 0.06
Mapping ≤ 57% RMSEm.a. 0.06 0.29 0.27 0.33 0.16 0.21 0.28
accuracy ≤ 8% RMSEm.a. 0.10 0.34 0.36 0.46 0.29 0.30 0.31
Ri∗ ,QTL = 0.08
Relative efficiency
RMSEr.e. 0.00 0.76 1.00 1.00 1.04 1.04 0.72
Eˆr.e. 0.00 0.24 0.35 0.33 0.31 0.37 0.34
σˆ r.e. 0.00 0.06 0.04 0.05 0.06 0.05 0.08
Mapping ≤ 57% RMSEm.a. 0.13 0.66 0.58 0.54 0.51 0.58 0.55
accuracy ≤ 8% RMSEm.a. 0.18 0.71 0.66 0.71 0.62 0.69 0.59
¦ Ri∗ ,QTL : Multiallelic measure of LD between the simulated QTL and the haplotypes harboring it.
¦ RMSEr.e. : Root mean square error of θPr.e. with respect to θQTL (cM).
¦ Eˆr.e. : Expected value of the matrix distance at θPr.e. .
¦ σˆ r.e. : Standard error of the matrix distance at θPr.e. .
¦ RMSEm.a. : Root mean square error of θPm.a. with respect to θQTL (cM).
Figure 5 RMSEm.a. against RMSEr.e. for the compared AIP according to different QTL effects across all LD levels.
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Figure 6 Distribution of values for IBShap and P(IBD) between chromosome segments around the simulated QTL for the moderate LD
situation (Ri∗ ,QTL = 0.18), example for one simulation. The class width for the IBD probabilities is equal to 0.05.
will behave slightly differently from IBShap, according to
Figures 2 and 6, when taking equations (3) and (5) into
account.
As shown in Figure 7, the other predictors cannot
capture the LD structure along the chromosomes with
respect to the simulated QTL as well as IBShap and P(IBD);
this is particularly the case for Score and even more for
TP. For the latter two predictors, d1(MP ,i,MQTL) shows
little variability and is low on average across the tested
positions. This could explain the lack of a clear rank-
ing between the mapping accuracies of TP and Score in
Table 1. For Beagle, a good relative efficiency and map-
ping accuracy was observed for the lowest LD situation
(Ri∗,QTL = 0.08) in Table 1, compared to all the other pre-
dictors, when the QTL effect was low. Note that AIP that
are based on haplotypes and that do not perform haplo-
type clustering like Beagle, may not be at an advantage
for a low LD situation. For example, the matrix distance
for IBShap, as defined by equation (4), will not decrease if
there is little LD between local haplotypes and QTL alle-
les. Therefore, haplotype clustering is necessary for such
situations. Moreover, these AIP will intrinsically provide
an excess of degrees of freedom for testing association if
the QTL is biallelic, while not compensating for the low
LD captured in the matrix distance. Hence, AIP based on
haplotype clustering can provide higher mapping accu-
racy for low LD situations.
Discussion
Matrix distance properties
The present study showed that the QTL mapping accu-
racy of AIP is highly correlated to the tested position
that minimizes the matrix distance defined for compari-
son. The use of the matrix distance to compare various
AIP has many advantages for methodology development
and validation. First, it is independent of phenotype sim-
ulation processes and statistical tests that are commonly
used to compare QTL mapping accuracy of different
AIP [4,8,23,25]. Indeed the phenotype simulation process,
when based on certain specific assumptions, may favor
some AIP over others: for example, IBD-based AIP might
be at an advantage if the phenotypes are simulated only
according to population history. The statistical test used
may also favor some AIP, such as IBShap, IBSm and Bea-
gle, over others due to numerical stability when estimat-
ing variance components. As such, solving mixed model
equations when covariance matrices are close to singu-
larity due to AIP computation has been reported as an
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Figure 7 The mean and sample quantiles at 2.5% and 97.5% of d1(MP ,i,MQTL) (black, brown and orange respectively) for TP, Score,
IBShap, P(IBD), Beagle and IBSm, with respect to the tested position and the simulated QTL position (red line) for the moderate LD
situation (Ri∗ ,QTL = 0.18).
issue, and clustering strategies for haplotypes, which actu-
ally modify the properties of the AIP matrices, have been
proposed to facilitate computation [42,43]. The major
drawback of the matrix distance approach is related to
this advantage: a particularly efficient AIP or a particu-
larly efficient haplotype size, identified from the matrix
distance, that can not be used in association studies would
be of no value. Another advantage of the matrix dis-
tance approach is that computation time is highly reduced
compared to association studies, so numerous compar-
isons can be done. In the present study, the relative
efficiency of the AIP was consistent with the results for
QTL mapping accuracy, regardless of the QTL effects
and LD patterns. Therefore, the concept of relative effi-
ciency was proven useful to compare AIP and avoid
time-consuming association studies on simulated data.
Combining the relative efficiency with the mapping accu-
racy of predictors could also be helpful to gain a bet-
ter understanding of the underlying mechanisms in an
association study.
Comparing AIP
The results showed that the most accurate AIP for map-
ping were those that best captured LD between a tested
position and a QTL. This was proposed from algebraic
developments in the simplest situations and validated
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using real data and simulations. The matrix distance can
be written for any AIP as a sum of functions of LD
coefficients, and more precisely for the IBShap predic-
tor as a sum of concave polynomials of LD coefficients.
When LD was moderate to high around the QTL, the
IBShap predictor was the most efficient and accurate
matrix for mapping. For a biallelic QTL, the domains
of values for which some of these concave polynomials
can either decrease or increase with increasing LD was
shown in our developments as limited to extreme allele
frequencies for the haplotypes and QTL. Additionally,
continuous AIP in [0,1] were shown to deteriorate the
matrix distance generally when LD between a tested posi-
tion and the QTL increased. This was observed on two
unrelated data sets, which showed that this behavior is
not related to the marker density or population history.
All LD measures are based on counting occurrences for
discrete events at distinct loci to quantify non-random
association [37,38], which thus explains the algebraic and
simulation results for discrete and continuous AIP when
a relatively high LD is available for detection. The pig
example was built using 235 haplotypes and 25 gene-
drop generations, a realistic situation with regard to the
effective population size. However, the impact of the
resulting long-range haplotypic identity, which depends
strongly on the population size and mating strategies,
on the relative values of the considered AIP should be
investigated.
Despite using two contrasting data sets in terms of
marker density and population history, P(IBD) always
behaved very similarly to IBShap. When extending the
calculations to longer haplotypes (results not shown), a
similar behavior was observed. Yet advantages have been
reported for P(IBD) compared to IBShap in some situa-
tions. For example, Roldan et al. [43] showed better accu-
racy for P(IBD) compared to IBShap, after a clustering step
for haplotypes when marker intervals were equal to 0.05
cM between SNPs, but not when they reached 0.25 cM.
However in Roldan et al. [43], different statistical mod-
els were applied to P(IBD) versus IBShap (mixed model
versus fixed effects model respectively). Hence, these two
AIP were not compared on the same basis. For instance,
Boleckova et al. [44] showed that statistical models in
which haplotypes were fitted as random effects performed
better than those in which they were fitted as fixed effects.
When both LD and the QTL effect were low, Beagle
showed a relatively good efficiency and mapping accu-
racy. It was not possible to derive algebraical comparisons
between AIP when LD was low, but this, together with
earlier studies that point out that continuous advanced
methods are more efficient than simple IBShap, sug-
gests that some continuous AIP in [0,1] may provide
efficiency when LD between markers and a QTL is
reduced.
Extending the results to multiallelic QTL
In the present study, we considered a biallelic QTL for
algebra and simulations. Yet the algebraic derivation of the
matrix distance can be generalized to a multiallelic QTL
without difficulty [see Additional file 1]. As suggested by
these developments, for a multiallelic QTL, the relation-
ship between continuous predictions of allelic identity at a
tested position and the corresponding LD coefficients will
tend to be looser than for discrete predictions. In addition,
the matrix distance for the IBShap predictor can always be
written as a sum of concave polynomials of LD coefficients
for any degree of allelism at the QTL.
Conclusion
The IBShap predictor can always capture multiallelic LD
between a tested position and a QTL, regardless of the
degree of allelism at the QTL. The IBShap predictor also
has the advantage of being simple, fast and numerically
stable when used in association studies. Therefore, it is
suggested that, for studies with a high density of markers
and for which LD between markers and the causal vari-
ants is likely to be high, the use of the IBShap predictor is
recommended.
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Additional file 1
Details of the algebraic derivations of the formulas in the main text
Algebraic derivation of expression (1)
Let K = 2t be the number of possible haplotypes, at locus i, for a sliding window of t markers.
Let 1{uQTL,c1,c2=1} and 1{uQTL,c1,c2=0} be the following indicator functions:
1{uQTL,c1,c2=1} =

1 if (c1, c2) have identical alleles at the QTL
0 else
1{uQTL,c1,c2=0} =

1 if (c1, c2) have non-identical alleles at the QTL
0 else
We have:
d1(M
P,i,MQTL) =
1
4n2
2n∑
c1=1
2n∑
c2=1
|sPi,c1,c2 − uQTL,c1,c2 |
=
1
4n2
2n∑
c1=1
2n∑
c2=1
1{uQTL,c1,c2=1}|s
P
i,c1,c2 − 1|+
1
4n2
2n∑
c1=1
2n∑
c2=1
1{uQTL,c1,c2=0}|s
P
i,c1,c2 − 0|
Let Ehp be the set of chromosome segments carrying haplotype hp (p ∈ {1, ..,K}) at locus i. We
have:
d1(M
P,i,MQTL) =
1
4n2
2n∑
c1=1
2n∑
c2=1
K∑
p=1
1{c1∈Ehp}
K∑
q=1
1{c2∈Ehq}1{uQTL,c1,c2=1}|s
P
i,c1,c2 − 1|
+
1
4n2
2n∑
c1=1
2n∑
c2=1
K∑
p=1
1{c1∈Ehp}
K∑
q=1
1{c2∈Ehq}1{uQTL,c1,c2=0}|s
P
i,c1,c2 − 0|
1
where 1{c1∈Ehp} and 1{c2∈Ehq} are the indicator functions of the events {c1 ∈ Ehp} and {c2 ∈ Ehq}
respectively. Indeed
K∑
p=1
1{c1∈Ehp} and
K∑
q=1
1{c2∈Ehq} are always equal to one. d1(M
P,i,MQTL) can
thus be expressed as:
d1(M
P,i,MQTL) =
K∑
p=1
K∑
q=1
1
4n2
2n∑
c1=1
2n∑
c2=1
1{
uQTL,c1∈Ehp ,c2∈Ehq=1
}|sPi,hp,hq − 1|
+
K∑
p=1
K∑
q=1
1
4n2
2n∑
c1=1
2n∑
c2=1
1{
uQTL,c1∈Ehp ,c2∈Ehq=0
}|sPi,hp,hq − 0|
where
1
4n2
2n∑
c1=1
2n∑
c2=1
1{
uQTL,c1∈Ehp ,c2∈Ehq=1
} = f(c1 ∈ Ehp , c2 ∈ Ehq , identical alleles at the QTL) is the
frequency of chromosome segments, at locus i, carrying hp and hq and having identical alleles at the
QTL. Since {c1 ∈ Ehp} and {c2 ∈ Ehq} are independent events we have:
f(c1 ∈ Ehp , c2 ∈ Ehq , identical alleles at the QTL) = pQTLi,hp,hqfi,hpfi,hq
where pQTLi,hp,hq is the proportion of identical alleles shared at the QTL by the couples of chromosomes
carrying hp and hq at position i. fi,hp and fi,hq are the frequencies of haplotypes hp and hq at position
i respectively.
Similarly we have:
1
4n2
2n∑
c1=1
2n∑
c2=1
1{
uQTL,c1∈Ehp ,c2∈Ehq=0
} = f(c1 ∈ Ehp , c2 ∈ Ehq , non-identical alleles at the QTL)
=(1− pQTLi,hp,hq)fi,hpfi,hq
Consequently d1(M
P,i,MQTL) can be written as (1), i.e.
2
d1(M
P,i,MQTL) =
K∑
p=1
K∑
q=1
fi,hpfi,hq
[
pQTLi,hp,hq(1− sPi,hp,hq) + (1− pQTLi,hp,hq)sPi,hp,hq
]
(1)
Algebraic derivation of expression (2)
Let (nhp)1≤p≤K be the counts of the possible haplotypes at a tested position i. And let (nhpal)1≤p≤K
1≤l≤2
be the counts of the 2K possible haplotypes defined between i and a QTL. Expression (1) can be re-
written as:
d1(M
P,i,MQTL) =
K∑
p=1
K∑
q=1
nhp
2n
nhq
2n
[
[nhpa1nhqa1 + nhpa2nhqa2 ]
nhpnhq
(1− sPi,hp,hq)
+
(
nhpnhq − [nhpa1nhqa1 + nhpa2nhqa2 ]
nhpnhq
)
sPi,hp,hq
]
=
K∑
p=1
K∑
q=1
[[
fQTLi,hpa1f
QTL
i,hqa1
+ fQTLi,hpa2f
QTL
i,hqa2
]
(1− sPi,hp,hq)
+
(
(nhpa1 + nhpa2)(nhqa1 + nhqa2)
4n2
− fQTLi,hpa1f
QTL
i,hqa1
− fQTLi,hpa2f
QTL
i,hqa2
)
sPi,hp,hq
]
which simplifies to (2):
d1(M
P,i,MQTL) =
K∑
p=1
K∑
q=1
[[
fQTLi,hpa1f
QTL
i,hqa1
+ fQTLi,hpa2f
QTL
i,hqa2
]
(1− sPi,hp,hq)
+
[
fQTLi,hpa2f
QTL
i,hqa1
+ fQTLi,hpa1f
QTL
i,hqa2
]
sPi,hp,hq
]
(2)
Algebraic derivation of expression (3)
Let fQTLi,hpa1 = fi,hpfa1 + ∆p = αp + ∆p and f
QTL
i,hpa2
= fi,hpfa2 −∆p = α˜p −∆p. Note that we
have
K∑
p=1
∆p =
K∑
p=1
(fQTLi,hpa1 − fi,hpfa1) = fa1 − fa1
K∑
p=1
fi,hp = 0. Replacing the haplotype frequencies in
3
expression (2) with the expressions including the αp, α˜p and ∆p terms (same for the frequencies
depending on the αq, α˜q and ∆q terms) gives:
d(MP,i,MQTL) =
k∑
p=1
[
− 4sPi,hp,hp∆p2 +
[
αp − α˜p + 4sPi,hp,hp(α˜p − αp) +
k∑
q 6=p
(αq − α˜q)
]
∆p
+ α2p + α˜
2
p + s
P
i,hp,hp(−α2p − α˜2p + 2αpα˜p) +
k∑
q 6=p
αpαq + α˜pα˜q
+
k∑
q 6=p
sPi,hp,hq
(
− 4∆p∆q + 2(α˜p − αp)∆q + 2(α˜q − αq)∆p
− αpαq − α˜pα˜q + α˜pαq + αpα˜q
) ]
(*)
Replacing ∆q with −∆p −
K∑
l 6=p,q
∆l
(
since
k∑
p=1
∆p = 0
)
in (*) finally gives:
d1(M
P,i,MQTL) =
K∑
p=1
[
4
( K∑
q 6=p
sPi,hp,hq − sPi,hp,hp
)
∆2p +
[
αp − α˜p + 4sPi,hp,hp(α˜p − αp)
+
K∑
q 6=p
(
αq − α˜q + sPi,hp,hq
(
4
K∑
l 6=p,q
∆l + 2(αp − α˜p) + 2(α˜q − αq)
) ) ]
∆p
+ α2p + α˜
2
p + s
P
i,hp,hp(−α2p − α˜2p + 2αpα˜p) +
K∑
q 6=p
αpαq + α˜pα˜q
+
K∑
q 6=p
sPi,hp,hq
(
2(αp − α˜p)
K∑
l 6=p,q
∆l − αpαq − α˜pα˜q + α˜pαq + αpα˜q
) ]
Hence d1(M
P,i,MQTL) can be expressed as (3):
d1(M
P,i,MQTL) =
K∑
p=1
[
4
( K∑
q 6=p
sPi,hp,hq − sPi,hp,hp
)
∆2p + Ψ
P
pq(∆l 6=p,q)∆p + Φ
P
pq(∆l 6=p,q)
]
=ξP(∆1, ..,∆K) (3)
4
Algebraic derivation of expression (4)
Expression (4) is obtained directly from expression (3) for sPi,hp,hp = 1 and s
P
i,hp,hq
= 0 when
P = IBShap.
Algebraic derivation of expressions (5) and (6)
Considering that only two haplotypes exist among the K possible ones is the same as setting
K = 2. Expression (5) can be obtained directly by reducing expression (4) for the case where K = 2.
However another derivation is given here so as to exhibit other properties, such as a lower bound, for
the matrix distance. For K = 2 expression (2) becomes:
d1(M
P,i,MQTL) =(fQTLi,h1a1
2 + fQTLi,h1a2
2)− sPi,h1,h1(fQTLi,h1a1 − f
QTL
i,h1a2
)2
+ 2(fQTLi,h1a1f
QTL
i,h2a1
+ fQTLi,h1a2f
QTL
i,h2a2
)(1− sPi,h1,h2)
+ 2(fQTLi,h1a2f
QTL
i,h2a1
+ fQTLi,h1a1f
QTL
i,h2a2
)sPi,h1,h2
− sPi,h2,h2(fQTLi,h2a1 − f
QTL
i,h2a2
)2 + (fQTLi,h2a1
2 + fQTLi,h2a2
2)
and the frequencies in expression (2) can be written as:
fQTLi,h1a1 = fi,h1fa1 + ∆1 = α1 + ∆1
fQTLi,h1a2 = fi,h1fa2 −∆1 = α˜1 −∆1
fQTLi,h2a1 = fi,h2fa1 −∆1 = α2 −∆1
fQTLi,h2a2 = fi,h2fa2 + ∆1 = α˜2 + ∆1
Note that ∆1, in this case, can be expressed as ∆1 = f
QTL
i,h1a1
fQTLi,h2a2−f
QTL
i,h1a2
fQTLi,h2a1 with its maximum
and minimum value given by
1
4
and −1
4
respectively. The maximum value of ∆1 is given by f
QTL
i,h1a1
=
5
fQTLi,h2a2 =
1
2
and fQTLi,h1a2 = f
QTL
i,h2a1
= 0, and its minimum value is given by fQTLi,h1a1 = f
QTL
i,h2a2
= 0 and
fQTLi,h1a2 = f
QTL
i,h2a1
=
1
2
. Replacing the haplotype frequencies in d1(M
P,i,MQTL) with the expressions
including the α1, α˜1, α˜2, α2 and ∆1 terms gives:
d1(M
P,i,MQTL) =
[−4sPi,h1,h1 − 4sPi,h2,h2 + 8sPi,h1,h2]∆12
+
[
4sPi,h1,h1(α˜1 − α1) + 4sPi,h2,h2(α2 − α˜2)− 4sPi,h1,h2(α˜1 + α2 − (α1 + α˜2))
]
∆1
− sPi,h1,h1(α˜1 − α1)2 − sPi,h2,h2(α2 − α˜2)2 + 2sPi,h1,h2(α˜1 − α1)(α2 − α˜2)
+ (α1 + α2)
2 + (α˜2 + α˜1)
2
= ξP(∆1)
Hence d1(M
P,i,MQTL) can be expressed as:
ξP(∆1) =
[−4sPi,h1,h1 − 4sPi,h2,h2 + 8sPi,h1,h2]∆12 + ΨP∆1 + ΦP (5)
For the extreme values of ∆1 we have:
ξP
(
1
4
)
= ξP
(
−1
4
)
=
1
2
+
1
2
sPi,h1,h2 −
1
4
(sPi,h1,h1 + s
P
i,h2,h2)
This quantity can also be obtained simply from expression (2), when K = 2, by replacing fQTLi,h1a1 ,
fQTLi,h2a2 , f
QTL
i,h1a2
and fQTLi,h2a1 by their corresponding values for the maximum and minimum value of ∆1.
For ∆1 =
1
4
we have:
d1(M
P,i,MQTL) =
((1
2
)2
+ 02
)
− sPi,h1,h1
(1
2
− 0
)2
+ 2
( 1
2
.0 + 0.
1
2
)
(1− sPi,h1,h2)
+ 2
(
0.0 +
1
2
.
1
2
)
sPi,h1,h2 − sPi,h2,h2
(
0− 1
2
)2
+
(
02 +
(1
2
)2)
=
1
2
+
1
2
sPi,h1,h2 −
1
4
(sPi,h1,h1 + s
P
i,h2,h2)
=ξP
(
1
4
)
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In the same manner we can show that ξP
(
−1
4
)
= ξP
(
1
4
)
since the squares and the products of
the frequencies in expression (2) when K = 2 are symmetric.
1
2
+
1
2
sPi,h1,h2 −
1
4
(sPi,h1,h1 + s
P
i,h2,h2
) is
greater or equal to
1
2
sPi,h1,h2 since the maximum possible value of s
P
i,h1,h1
and sPi,h2,h2 is equal to one.
Hence if haplotypes h1 and h2 share allele similarity s
P
i,h1,h2
will be positive and ξP
(
−1
4
)
= ξP
(
1
4
)
∈ [1
2
sPi,h1,h2 , 1]. For P = IBShap, i.e. sPi,h1,h1 = sPi,h2,h2 = 1 and sPi,h1,h2 = 0, we have ξP
(
−1
4
)
=
ξP
(
1
4
)
= 0. Note that for P = IBShap ξP(∆1) becomes:
ξIBShap(∆1) = −8∆12 + 4 [(α˜1 − α1) + (α2 − α˜2)] ∆1 − (α˜1 − α1)2 − (α2 − α˜2)2
+ (α1 + α2)
2 + (α˜2 + α˜1)
2 (6)
Thus differentiating ξIBShap with respect to ∆1 gives:
∆∗1 =
α˜1 − α1 + α2 − α˜2
4
=
(2fa1 − 1)(1− 2fi,h1)
4
The minimum of ∆∗1, which is equal to −
1
4
, is given by either fa1 = fi,h1 = 1 or fa1 = fi,h1 = 0.
Its maximum value, which is equal to
1
4
, is given by either fa1 = 0 and fi,h1 = 1 or fa1 = 1 and
fi,h1 = 0. Hence ∆
∗
1 takes its minimum and maximum values when both the tested locus and the
QTL are monomorphic.
Algebraic derivation of the matrix distance for a multiallelic QTL
For S distinct alleles at the QTL expression (2) generalizes to:
d1(M
P,i,MQTL) =
K∑
p=1
K∑
q=1
[
(1− sPi,hp,hq)
S∑
l=1
fQTLi,hpalf
QTL
i,hqal
+ sPi,hp,hq
S∑
l=1
S∑
m 6=l
fQTLi,hpalf
QTL
i,hqam
]
(7)
For P = IBShap expression (7) becomes:
7
d1(M
IBShap,i,MQTL) =
K∑
p=1
S∑
l=1
S∑
m6=l
fQTLi,hpalf
QTL
i,hpam
+
K∑
p=1
S∑
l=1
K∑
q 6=p
fQTLi,hpalf
QTL
i,hqal
(7)
Let ∆pl = f
QTL
i,hpal
− fi,hpfal = fQTLi,hpal − αpl , which is equivalent to f
QTL
i,hpal
= αpl + ∆pl. Note that:
D2i,QTL =
K∑
p=1
S∑
l=1
(fQTLi,hpal − fi,hp .fal)2 =
K∑
p=1
S∑
l=1
∆pl
2
Since
K∑
p=1
∆pl = 0 we have
K∑
q 6=p
∆ql = −∆pl and
S∑
m6=l
∆pm = −∆pl. Replacing the haplotype fre-
quencies in expression (7) with the LD coefficients and the product of frequencies terms, and subse-
quently replacing
K∑
q 6=p
∆ql and
S∑
m6=l
∆pm with −∆pl, gives:
d1(M
IBShap,i,MQTL) =
K∑
p=1
S∑
l=1
[
− 2∆2pl +
(
Ψ
IBShap,(1)
pl + Ψ
IBShap,(2)
pl
)
∆pl
+
(
Φ
IBShap,(1)
pl + Φ
IBShap,(2)
pl
)]
= ξIBShap(∆11,∆12,...,∆KS)
As for expression (3) the general behavior of the matrix distance for continuous predictors in [0, 1],
as function of LD coefficients, is unspecifiable for the multiallelic QTL case. Hence we did not express
the matrix distance, here in the multiallelic QTL case, for continuous predictors in [0, 1].
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Additional file 2
Domains of LD coefficients and boundary conditions for the critical values of each Qp
function
Domains of values for the multiallelic LD coefficients
Let ∆p be the LD coefficient between haplotype hp and allele a1 at the QTL, i.e.
∆p = f
QTL
i,hpa1
− fi,hpfa1 (a)
−∆p = fQTLi,hpa2 − fi,hpfa2 ⇔∆p = fi,hpfa2 − f
QTL
i,hpa2
(b)

fQTLi,hpa1 = fi,hpfa1 + ∆p (c)
fQTLi,hpa2 = fi,hpfa2 −∆p (d)
∆p is maximum in (a) and (b) when f
QTL
i,hpa1
= fa1 and f
QTL
i,hpa2
= 0 respectively. Under these
conditions we also have fi,hp = f
QTL
i,hpa1
= fa1 since fi,hp = f
QTL
i,hpa1
+ fQTLi,hpa2 = fa1 + 0. Hence ∆p can be
written as ∆p = fi,hp − f2i,hp = fi,hp(1 − fi,hp) under these conditions. fi,hp(1 − fi,hp) is identifiable
to the function x 7→ x(1 − x) which takes a maximum value of 1
4
for x =
1
2
. One of the maximum
possible value for ∆p is thus given by
1
4
. In the same manner we can show that one of the minimum
possible value for ∆p is given by −1
4
. Since fQTLi,hpa1 ≥ 0 and f
QTL
i,hpa2
≥ 0 we also have ∆p ≥ −fi,hp .fa1
and ∆p ≤ fi,hp .fa2 from (c) and (d) respectively. Hence the complete domain of values for each ∆p
term is given by: ∆p ∈
[
max(−1
4
,−fi,hp .fa1),min(
1
4
, fi,hp .fa2)
]
.
Boundary conditions for the critical value of each Qp function
Each Qp function is given by:
Qp(∆p) = −4∆2p + ΨIBShappq ∆p + ΦIBShappq
Differentiating Qp with respect to ∆p gives ∆
∗
p =
Ψ
IBShap
pq
8
where Ψ
IBShap
pq is given by:
1
Ψ
IBShap
pq = 3(α˜p − αp) +
K∑
q 6=p
(αq − α˜q)
See expression (3), with sPi,hp,hp = 1 and s
P
i,hp,hq
= 0, in Additional file 1 for Ψ
IBShap
pq and the
corresponding products of frequencies for αp and α˜p.
Ψ
IBShap
pq = 3(α˜p − αp) +
K∑
q 6=p
(αq − α˜q)
= 3(α˜p − αp) +
K∑
q 6=p
(αq − α˜q) + αp − α˜p − (αp − α˜p)
= 4(α˜p − αp) +
K∑
q=1
(αq − α˜q)
= 4fi,hp(fa2 − fa1) + (fa1 − fa2)
K∑
q=1
fi,hq = (fa1 − fa2)[1− 4fi,hp ]
Hence we have ∆∗p =
(fa1 − fa2)[1− 4fi,hp ]
8
=
(2fa1 − 1)[1− 4fi,hp ]
8
. Let ∆pmin = max(−
1
4
,−fi,hp .fa1)
and ∆pmax = min(
1
4
, fi,hp .fa2). Note that 0 ∈
]
∆pmin ,∆pmax
[
. Hence if ∆∗p ∈
]
∆pmin ,∆pmax
[
and
the magnitude (absolute value) of ∆p increases sufficiently Qp will decrease. Figure 8 gives an example
of a Qp function with ∆
∗
p ∈
]
∆pmin ,∆pmax
[
.
Figure 8: An example of a Qp function with ∆
∗
p ∈
]
∆pmin ,∆pmax
[
.
2
The only situations for which it is not possible to tell if Qp will decrease, as the magnitude of
∆p increases sufficiently, are given by the following conditions; ∆
∗
p ≤∆pmin (e) or ∆∗p ≥∆pmax (f).
In these situations Qp can either decrease or increase if the magnitude of ∆p increases sufficiently.
Figure 9 gives an example of a Qp function with ∆
∗
p ≤∆pmin .
Figure 9: An example of a Qp function with ∆
∗
p ≤∆pmin .
Conditions (e) and (f) can be written as follows:
(e)

If ∆pmin = −
1
4
then ∆∗p ≤∆pmin ⇔ (2fa1 − 1)[1− 4fi,hp ] ≤ −2
or
If ∆pmin = −fi,hp .fa1 then ∆∗p ≤∆pmin ⇔
(2fa1 − 1)[1− 4fi,hp ]
fi,hp .fa1
≤ −8
(f)

If ∆pmax =
1
4
then ∆∗p ≥∆pmax ⇔ (2fa1 − 1)[1− 4fi,hp ] ≥ 2
or
If ∆pmax = fi,hp(1− fa1) then ∆∗p ≥∆pmax ⇔
(2fa1 − 1)[1− 4fi,hp ]
fi,hp(1− fa1)
≥ 8
3
Let w, t, s and u be the following functions of fa1 and fi,hp ; w(fa1 , fi,hp) = (2fa1−1)[1−4fi,hp ]+2,
t(fa1 , fi,hp) =
(2fa1 − 1)[1− 4fi,hp ]
fi,hp .fa1
+ 8, s(fa1 , fi,hp) = (2fa1 − 1)[1 − 4fi,hp ] − 2 and u(fa1 , fi,hp) =
(2fa1 − 1)[1− 4fi,hp ]
fi,hp(1− fa1)
− 8. Conditions (e) and (f) are the same as searching values of fa1 and fi,hp for
which we have:
(e)

w ≤ 0
or
t ≤ 0
(f)

s ≥ 0
or
u ≥ 0
Figure 10 shows the regions (red colored), for different a1 and hp frequencies, where condition (e)
or (f) is realized. As can be seen in figure 10, the conditions for w, t, s and u are verified when fa1 and
fi,hp are both high or both low, or one of these two frequencies is high and the other one is low. Note
that these frequencies correspond to situations where Qp can still decrease as suggested by figure 11
(see relation between the sum of the squared deviations and D2i,QTL).
Moreover these frequencies correspond to situations which are unfavorable for QTL analysis as
low frequencies do not allow for reliable estimation and comparison of contrasts between groups of
individuals. Finally note that LD requires variation of alleles between loci to exist. Hence these high
or low frequencies correspond to situations which are unfavorable for LD mapping of QTL.
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Figure 10: The different regions (red colored) where condition (e) or (f) is realized.
Relation between the sum of the squared deviations and D2i,QTL
LetD2i,QTL = 2
∑K
p=1 ∆
2
p be the non-normalized multiallelic measure of LD and SDi,QTL =
∑K
p=1(∆p−
∆∗p)2 be the sum of the squared deviations of the multiallelic LD coefficients from their corresponding
∆∗p critical values. SDi,QTL can be written as a sum of convex Up functions of each LD coefficient, i.e.
SDi,QTL =
K∑
p=1
(∆p −∆∗p)2 =
K∑
p=1
∆2p − ω∆p + υ =
K∑
p=1
Up(∆p)
where ω = 2∆∗p and υ = ∆∗p
2, and the critical value of each Up function is ∆
∗
p. Hence there is
an implicit relationship between D2i,QTL and SDi,QTL. If the sum of the squared ∆p terms increases
sufficiently (i.e.
D2i,QTL
2 increases sufficiently) SDi,QTL will increase. The same procedure as the one
used to describe the expected behavior of D2i,QTL was repeated for SDi,QTL and
D2i,QTL
2 on the 889 FLW
regions (see variation of LD subsection in methods). That is both ∆p and ∆
∗
p were computed at
5
each tested position, in order to compute SDi,QTL and
D2i,QTL
2 , while screening the 889 regions. Figure
11 shows the profiles of the empirical means of the 889 FLW curves for SDi,QTL and
D2i,QTL
2 , and the
deviation
(
E[SDi,QTL − D
2
i,QTL
2 ] = E[−ω∆p + υ]
)
between these two profiles. As observed in figure 11,
the profiles for the expected values of SDi,QTL and
D2i,QTL
2 exhibit similar patterns with a relatively
small increasing deviation, between these two profiles, as the tested position moves toward the QTL.
Note that the profile for the deviation exhibit a similar trend to the profiles for the expected values
of SDi,QTL and
D2i,QTL
2 .
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Figure 11: Empirical means of the 889 FLW curves, obtained for D2i,QTL and SDi,QTL between tested
positions (tested position i = center of 6 marker haplotypes) and a biallelic QTL (red vertical line)
for regions of 81 markers on chromosomes, and the deviation between the mean curves.
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Chapitre 5. Méthodes de discrimination et comparaison des modèles d’association
5.4 Discussion et perspectives de l’étude
J’ai proposé pour cette étude une méthode basée sur une distance matricielle, qui aide
à mieux discriminer entre les méthodes haplotypiques effectuant une prédiction d’identité
allélique, à une position testée, entre des allèles non observés. Cette méthode, appelée
efficacité relative, a permis de valider des résultats de cartographie et a mis en évidence
que IBShap est un prédicteur de choix en cartographie de QTL pour un marquage à haute
densité.
Néanmoins, cette méthode ne donne pas d’indication sur la faisabilité d’application,
en cartographie de QTL, d’un AIP que l’on pourrait identifier comme étant efficace. Un
AIP ayant une meilleure efficacité relative que d’autres prédicteurs pourrait, par exemple,
produire une matrice de corrélations entre haplotypes qui serait mal conditionnée ou voir
même singulière. La notion d’efficacité relative a donc des limites dans la discrimination
entre des prédicteurs d’identité allélique, puisqu’elle ne caractérise pas la faisabilité de la
détection.
Toutefois, l’efficacité relative reste un moyen rapide et pratique pour tester la capacité
de prédiction d’identité allélique d’un AIP par rapport au LD. En effet, cette méthode ne
nécessite pas que l’on effectue des simulations pour comparer des AIP. L’efficacité rela-
tive peut être vue comme une notion complémentaire à celle de l’étude de la capacité de
cartographie par simulations et réciproquement. Remarquons que la distance matricielle
choisie pour la définition de l’efficacité relative dans cette étude procure un cadre théo-
rique pour la compréhension des mécanismes sous-jacents à la cartographie de QTL par
l’exploitation du LD multiallélique.
En effet, la statistique RMSEr.e. basée sur cette distance s’est avérée corrélée d’au
moins 0.9 à la statistique RMSEm.a. dans le cadre de l’article 1. De plus, les résultats
algébriques basés sur cette distance montrent que IBShap prédit correctement l’identité
allélique à une position testée, par rapport au LD existant entre ce dernier et un QTL,
sachant que ce prédicteur a été majoritairement plus précis que les autres. Les résultats
algébriques montrent également que la bonne relation entre la prédiction d’identité allé-
lique et le LD pour IBShap est toujours vraie quelque soit le degré d’allélisme au QTL. Ces
résultats montrent aussi, pour le cas particulier de deux haplotypes, que l’extension de la
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prédiction d’identité allélique de l’ensemble discret {0, 1} à l’intervalle [0,1] mène à une
détérioration de la prise en compte du LD par la prédiction. Ainsi, ce cas particulier met
en défaut l’hypothèse généralement avancée dans la littérature (Meuwissen et Goddard,
2001 ; Meuwissen et al., 2002 ; Li et Jiang, 2005), qui est que l’on exploite mieux le LD
entre une position testée et un QTL si l’on tient compte de la similarité partielle et totale
entre des haplotypes (i.e. l’extension de {0, 1} à [0,1] pour la prédiction). Les résultats
numériques de l’article 1 ont validé et illustré ces résultats algébriques.
Au vu de l’ensemble des résultats de l’article 1, on peut conclure que IBShap est un
prédicteur qui a plusieurs avantages par rapport aux autres AIP comparés. Ce prédicteur
possède de bonnes propriétés théoriques par rapport au LD multiallélique, il a l’avantage
d’être rapide en temps de calcul, simple pour l’implémentation et stable numériquement
pour les analyses d’association. Néanmoins, on rappelle qu’un marquage à haute densité,
de 50K (cf. article 1) ou voir bien plus, est nécessaire pour l’utilisation de cet AIP. Un
tel niveau de marquage n’est pas toujours accessible en pratique. Une telle densité de-
vrait cependant, sous réserve d’existence de variants causaux, permettre de capter le LD
multiallélique entre des haplotypes et les variants cachés (i.e. non observés).
En plus de leur capacité à bien décrire un LD local, les approches haplotypiques sont
aussi cohérentes d’un point de vue biologique car elles ne font pas d’hypothèse sur le degré
d’allélisme au QTL. Par exemple, IBShap a été majoritairement plus précis que IBSm
sur l’ensemble des situations étudiées dans l’article 1, alors que les QTL simulés étaient
bialléliques. De cette manière les approches haplotypiques peuvent potentiellement rendre
compte d’un multiallélisme quelconque au QTL. Cependant, le phasage correct des chro-
mosomes est un élément important dont il faut tenir compte si on veut exploiter au mieux
le LD multiallélique. La reconstruction des phases en pratique peut parfois être difficile et
constitue donc un facteur limitant dans l’application des approches haplotypiques. Ainsi,
d’autres AIP que IBShap peuvent être envisagés dans les situations où le LD multiallélique
serait peu exploitable à cause d’un phasage erroné et/ou d’un faible niveau de marquage.
Finalement, le choix de la taille des haplotypes en nombre de marqueurs est également
un autre facteur limitant dans l’application des approches haplotypiques. Le choix de ce
paramètre peut être variable selon la densité de marquage, ou plus précisément selon la
distance physique entre les marqueurs, afin de mieux capter le LD multiallélique. Or, le
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nombre de paramètres à estimer dans un modèle haplotypique sera d’autant plus impor-
tant que la taille des haplotypes sera grande. Un nombre trop important de paramètres
mène généralement à une perte de puissance et une augmentation du temps de calcul
dans les analyses. Des stratégies de regroupement d’haplotypes ont donc été proposées
afin de palier ces problèmes (Browning et Browning, 2006 ; Druet et al., 2008 ; Roldan
et al., 2012). Cependant, les résultats algébriques (et numériques) obtenus dans le cadre
de l’article 1, pour le cas de deux haplotypes en particulier, montrent que la stratégie
proposée par Browning et Browning (2006) ne permet pas de bien exploiter le LD. Une
taille de 4 à 6 marqueurs telle que proposée par Calus et al. (2009) constituerait peut-
être le choix approprié à utiliser pour un marquage à haute densité. Toutefois, plus de
recherches devraient être menées afin de justifier le choix de la taille en fonction de la
densité de marquage.
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Chapitre 6
Les modèles uni-SNP d’association et
uni-SNP de liaison
6.1 Contexte et importance de l’étude
Les analyses d’association sont des analyses précises et puissantes, au sens statistique,
pour la cartographie de QTL. Cependant, ces approches sont aussi connues pour ne pas
être robustes aux erreurs de première espèce (cf. 2.3.2). A contrario, les analyses de liai-
son sont connues pour leur robustesse, leur puissance limitée par le nombre de parents
hétérozygotes et leur faible précision en cartographie de QTL (cf. 2.3.1). La robustesse
des modèles de liaison vient de la prise en compte d’effets familiaux génétiques ou envi-
ronnementaux. De ce fait, des modèles d’association corrigés pour la structure familiale
ont été proposés afin de tenir compte de cette structure génétique. Ces modèles d’asso-
ciation corrigés sont actuellement décrits, dans la littérature, comme étant suffisamment
robustes, puissants et précis pour potentiellement permettre de mener à bien une analyse
en cartographie de QTL (cf. 2.3.2).
L’enjeu de cette partie consiste à caractériser les situations dans lesquelles les analyses
d’association et les analyses de liaison sont robustes, ou non, aux erreurs de première es-
pèce, et de quantifier leurs puissances relatives dans ces situations. L’objectif final de cette
partie est de savoir s’il existe encore des situations où les analyses de liaison pourraient
être plus avantageuses que les analyses d’association. Dans le chapitre 5 on a considéré
des modèles d’association avec des effets haplotypiques, en aléatoires, et corrigés pour des
structures familiales quelconques. Dans cette nouvelle partie, l’exploration se limitera à
des structures de familles de demi-frères, et les modèles d’association comme de liaison
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portent sur les effets fixés des allèles à un SNP.
Ces simplifications ont pour but de faciliter, comme on le verra dans le chapitre 7, la
dérivation des facteurs de décentrage associés aux statistiques de test. Elles se justifient
aussi par l’observation que les familles de demi-frères sont la norme chez les ruminants
d’élevage et particulièrement chez les bovins. On se focalisera sur le modèle de liaison
de Knott et al. (1996), pour la comparaison des analyses de liaison avec les analyses
d’association, car ce modèle est une approche classique utilisée en cartographie de QTL. Ce
chapitre présente les modèles statistiques d’analyse que l’on discriminera dans le chapitre
7, et la construction des tests associés afin d’effectuer cette discrimination.
6.2 Les modèles statistiques discriminés
On considère un dispositif de p familles, de p pères non apparentés, avec m des-
cendants par famille. Les descendants considérés ont des mères différentes intra et inter
famille de père. On a donc p familles différentes de m demi-frères et un nombre total
d’individus donné par n = mp. On indice respectivement par A (= Association) et T
(= Transmission) les éléments des modèles d’association et ceux des modèles de liaison.
On suppose que le marqueur testé vérifie HWE et qu’il est identifiable au QTL, sauf si
précisé autrement, et on note α l’effet de l’allèle a1 au marqueur.
6.2.1 Les modèles d’association
Soient les génotypes a2a2, a1a2 et a1a1 au marqueur/QTL, que l’on codifie en −2, 0
et 2 respectivement, et soient ni−2, ni0 et ni2 les nombres d’individus ayant ces génotypes
dans la famille i. ∀i ∈ {1, .., p} on a m = ni−2 + ni0 + ni2. Le modèle d’association corrigé
pour la structure familiale, considéré ici, porte sur des effets fixés pour les allèles au QTL.
Ce modèle s’écrit de la façon suivante :
YA = XAβA + A ; A ∼ Nn(0, V ) (6.1)
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⇐⇒
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et X(i)A =

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Dans ce modèle Yijk correspond au phénotype de l’individu k (k ∈ {1, .., nij}) ayant
le génotype j (j ∈ {−2, 0, 2}) dans la famille i. Les valeurs espérées sous HWE pour ni−2,
ni0 et ni2 sont données par ni−2 = mf 2a2 , ni0 = 2mfa1fa2 et ni2 = mf 2a1 . µ correspond ici à
la moyenne générale, α à l’effet de l’allèle a1 au marqueur et X(i)A est le bloc du design
reliant ces effets aux individus de la famille i. Le vecteur A dans ce modèle se décompose
également de la façon suivante A = u + ε, où u ∼ Nn(0, Aσ2u) et ε ∼ Nn(0, Inσ2ε) sont
respectivement les vecteurs aléatoires d’effets polygéniques et résiduels que l’on suppose
gaussiens. On a donc V = Aσ2u+Inσ2ε , où A =
p⊕
i=1
Si tel que ∀i ∈ {1, .., p} Si = 34Im+
1
4Jm
(Jm est la matrice carrée de dimension m remplie de 1). Cette structuration de V , en
fonction de la matrice pedigree A, permet de se prémunir des effets de structures familiales
que l’on pourrait attribuer aux effets dus un QTL en cas de confusion entre effets. On
remarque que l’écriture de A, comme la somme directe des Si, correspond simplement à
une matrice diagonale par blocs dont ces derniers sont les Si. On dira que le modèle (6.1)
correspond à un modèle d’association homoscédastique lorsque V = Inσ2ε (i.e. A = ε).
6.2.2 Les modèles de liaison (Knott et al., 1996)
Soient n˜i−1 et n˜i1 les nombres d’individus, que l’on identifie dans la famille i, comme
ayant respectivement reçu les allèles a2 et a1 du père i. On associe donc la codification −1
aux individus ayant reçu l’allèle a2 et 1 à ceux ayant reçu l’allèle a1, lorsque que l’on peut
identifier ces individus dans une famille. Le nombre espéré de pères hétérozygotes sous
HWE est donné par pe = 2fa1fa2p. Le modèle hétéroscédastique de liaison de Knott et
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al. (1996) dans ce cadre, tenant éventuellement compte d’une hétérogénéité de variances
résiduelles inter familles, s’écrit de la façon suivante :
YT = XTβT + T ; T ∼ Nn(0, V˜ ) (6.2)
⇐⇒
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[
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]
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Dans ce modèle Yils correspond au phénotype de l’individu s (s ∈ {1, .., n˜il}) ayant
reçu l’allèle codifié l (l ∈ {−1, 1}) du père i (i ∈ {1, .., pe}). Les valeurs espérées sous
HWE pour n˜i−1 et n˜i1 sont données par n˜i−1 =
mfa2
2 et n˜
i
1 =
mfa1
2 . On remarque que seuls
les descendants homozygotes sont informatifs ici, car on suppose que les génotypes des
mères ne sont pas connus, d’où l’on a mfa22 et
mfa1
2 descendants homozygotes, qui sont
respectivement a2a2 et a1a1, pour chaque père hétérozygote. On a donc m2 = n˜
i
−1 + n˜i1.
µi et δi pour ce modèle correspondent respectivement à la moyenne et à l’effet additif
des allèles au QTL dans la famille i, dont les blocs correspondants du design sont X(i)Tµ et
X
(i)
Tδ . On notera que la matrice X
(i)
Tδ , qui décrit la transmission des allèles du père i, n’est
pas toujours déterminée et que ses éléments peuvent être des probabilités de transmission
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calculées (Knott et al., 1996).
On remarquera aussi que X(i)Tδ décrit également, ici, la transmission des génotypes
a1a1 et a2a2 aux individus, car les génotypes des mères ne sont pas connus. De plus, si
l’effet α de l’allèle a1 transmis par le père est le même que celui de la mère alors on
aura un modèle de régression sur les génotypes intra famille, car le modèle est additif
par construction. Sous cette hypothèse, on peut montrer que l’estimateur de δi est égal
à deux fois l’estimateur de α au sein d’une famille (cf.7.4.1 et 7.4.2). Si on suppose, en
outre, que l’effet α ne change pas entre les familles alors on aura ∀i ∈ {1, ..., pe} δi = 2α.
Finalement on remarque que la matrice V˜ , contrairement à V pour l’analyse d’association,
n’est pas structurée en utilisant l’information pedigree car ce modèle de liaison tient déjà
compte d’un effet familial. La matrice V˜ permet de tenir compte d’une hétérogénéité de
variances entre familles s’il en existe une. Dans ce cas cela revient à poser V˜ =
pe⊕
i=1
σ2εiIm2
avec ∀(i, j) ∈ {1, .., pe}2, σ2εi 6= σ2εj . On dira que le modèle (6.2) correspond à un modèle
de liaison homoscédastique lorsque V˜ = Ineσ2ε , où ne = mpe2 .
6.3 Le test de Fisher, seuil de rejet, puissance et
risque
Le test de Fisher est un test mathématiquement équivalent au LRT, vu en 3.2, dans
le cadre gaussien. En effet, l’estimateur du maximum de vraisemblance (ML) et celui des
moindres carrés ordinaires (OLS), dans ce cas, sont les mêmes et on peut montrer que la
statistique de Fisher peut se ré-écrire comme une fonction monotone croissante du LRT
(Guyader, 2012). Néanmoins un avantage de la statistique de Fisher, par rapport au LRT,
est qu’elle peut être parfois plus simple à calculer et à manipuler analytiquement.
On explicite dans cette section les éléments clefs, de manière relativement succincte,
nécessaires à la construction des tests F pour les modèles d’association et les modèles de
liaison considérés. Le lecteur pourra simplement, s’il le souhaite, éluder les étapes de la
construction des tests pour l’association et la liaison. Cependant, une bonne compréhen-
sion de ces étapes permet de comprendre certaines propriétés et la provenance du facteur
de décentrage associés à ce test.
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6.3.1 Le test de Fisher (test F )
Le test F est un test géométrique et général dans le cadre de la régression. Ce test est
basé sur le théorème de Cochran, qui permet de connaître les lois du numérateur et du
dénominateur de la statistique de test, et sur le théorème des trois perpendiculaires (Azaïs
et Bardet, 2006). Le théorème de Cochran, énoncé ci-après, et la notion de projecteur vu
en 3.1.1, s’avèrent fondamentaux pour la construction des statistiques de test pour les
modèles d’association et les modèles de liaison considérés.
Théorème (Cochran): Soit E un sous-espace vectoriel de Rn, de dimension k (k ≤ n), et
PE un projecteur orthogonal sur E. Si ε ∼ Nn(0, Inσ2) alors on a :
‖PEε‖22 ∼ σ2χ2(tr(PE))⇐⇒ ε′PEε ∼ σ2χ2(k)
Le test F :
Soient les hypothèses testées suivantes :
 H1 : Y = Xβ + ε ; ε ∼ Nn(0, Inσ
2)
H0 : Y = X0β0 + ε ; ε ∼ Nn(0, Inσ2)
avec vect(X0) ⊂ vect(X), rang(X0) = k0 et rang(X) = k. q = k−k0 représente le nombre
de paramètres, dans le modèle associé à H1, dont on veut tester la nullité simultanée. La
statistique de Fisher, qui suit la loi F (q, n− k) sous H0, est donnée par :
Fˆ = ‖Yˆ − Yˆ0‖
2
2/q
‖Y − Yˆ ‖22/n− k
= ‖Yˆ − Yˆ0‖
2
2/q
σˆ2
∼
H0
F (q, n− k)
où Yˆ = Xβˆ = PEY et Yˆ0 = X0βˆ0 = PE0Y sont respectivement les projections de Y sur
les espaces E et E0 (E0 ⊂ E) engendrés par les colonnes de X et X0 (i.e. E = vect(X)
et E0 = vect(X0)). Le principe de ce test est naturel : si la distance entre Yˆ et Yˆ0
relativement à σˆ2 est grande, alors on rejettera H0 pour un seuil prédéfini par rapport à
la distribution de Fisher à q et n − k degrés de libertés (F (q, n − k)). Autrement dit si
cette distance est petite, c’est à dire que si le modèle le plus simple sous H0 apporte la
même information que celui sous H1, alors on ne rejettera pas H0. C’est une application
du principe de parcimonie. On remarque que plus σˆ2 sera petit et plus on rejettera H0
aisément et inversement. Ce test est un rapport signal sur bruit (SNR : “Signal-to-Noise
Ratio”).
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La statistique Fˆ est définie comme le rapport de deux variables de khi-deux indépen-
dantes divisées par leurs degrés de liberté respectifs. Cette statistique est donc bien définie
pour effectuer un test de rejet de H0. En effet, on a Yˆ −Yˆ0 = (PE−PE0)Y = (I−PE0)PEY
par le théorème des trois perpendiculaires. Or on remarque que (I−PE0)PEY = PE∩E⊥0 Y .
Sous H0 on a donc PE∩E⊥0 Y
H0= PE∩E⊥0 (X0β0 + ε) = PE∩E⊥0 ε car X0β0 ∈ E0. Par le
théorème de Cochran on a donc ‖PE∩E⊥0 ε‖22 = ‖Yˆ − Yˆ0‖22 ∼ σ2χ2(q) car tr(PE∩E⊥0 ) =
tr(PE)− tr(PE0) = rang(X)− rang(X0) = k − k0 = q.
De même, sous H0, on a Y − Yˆ = (I − PE)Y = PE⊥Y = PE⊥ε, car E0 ⊂ E, et
tr(PE⊥) = tr(I) − tr(PE) = n − k. Par application du théorème de Cochran on a donc
‖Y −Yˆ ‖22 ∼ σ2χ2(n−k). Pour montrer l’indépendance du numérateur et du dénominateur
il suffit de remarquer que Yˆ − Yˆ0 ∈ E∩E⊥0 et Y − Yˆ ∈ E⊥, c’est à dire que Yˆ − Yˆ0 et Y − Yˆ
sont des éléments d’espaces orthogonaux. Donc leur produit scalaire, ou leur covariance,
est nul. Puisque tout est gaussien on a que ces éléments sont bien indépendants. En
divisant le numérateur et le dénominateur par leurs degrés de liberté respectifs on a que
Fˆ suit bien, par définition, la loi de Fisher F (q, n− k).
6.3.2 Les tests F pour l’association et la liaison
On a vu précédemment que le test F nécessite l’hypothèse de sphéricité (i.e. d’homos-
cédasticité) des résidus, c’est à dire que la matrice Ω de variance-covariance du vecteur
des résidus soit de la forme Ω = σ2In. Si l’hypothèse de sphéricité n’est pas respectée,
comme pour le modèle de liaison hétéroscédastique par exemple, alors Fˆ ne suit pas une
loi de Fisher pour la norme ‖.‖2 appliquée à Yˆ − Yˆ0 et Y − Yˆ , mais seulement pour la
norme ‖.‖Ω−1 .
En effet, pour démontrer cette propriété il suffit d’appliquer une décomposition de
Cholesky à Ω sachant que, par définition d’une matrice de variance-covariance, elle est
semi-définie positive. On peut donc écrire Ω = σ2LL′ où L est une matrice triangulaire
inférieure de plein rang. Si Y = Xβ + , où Y ∼ Nn(Xβ,Ω) et  ∼ Nn(0,Ω), alors on a
Y = Xβ +  ⇐⇒ Y ∗ = X∗β + ∗ où Y ∗ = L−1Y , X∗ = L−1X et ∗ = L−1. On a donc
E(Y ∗) = X∗β et V ar(Y ∗) = L−1V ar()(L−1)′ = L−1σ2LL′(L−1)′ = σ2In, c’est à dire
que Y ∗ ∼ Nn(X∗β, σ2In). Ainsi on se ramène au cas de résidus sphériques et on montre
de même, sous H0, que Y ∗ ∼ Nn(X∗0β0, σ2In). Sachant que vect(X∗0 ) ⊂ vect(X∗1 ), et en
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appliquant le théorème de Cochran, on a :
Fˆ = ‖Yˆ
∗ − Yˆ ∗0 ‖22/q
‖Y ∗ − Yˆ ∗‖22/n− k
= ‖X
∗βˆ −X∗0 βˆ0‖22/q
‖Y ∗ −X∗βˆ‖22/n− k
∼
H0
F (q, n− k)
où βˆ = (X∗′X∗)−1X∗′Y ∗ = (X ′Ω−1X)−1X ′Ω−1Y et βˆ0 = (X∗
′
0 X
∗
0 )−1X∗
′
0 Y
∗ = (X ′0Ω−1X0)−1
×X ′0Ω−1Y sont les estimateurs des moindres carrés généralisés, pour la métrique Ω, sous
H1 et H0 respectivement. Or on remarque aisément que :
 ‖Yˆ
∗ − Yˆ ∗0 ‖22 = (L−1(Xβˆ −X0βˆ0))′(L−1(Xβˆ −X0βˆ0)) = σ2(Yˆ − Yˆ0)′Ω−1(Yˆ − Yˆ0)
‖Y ∗ − Yˆ ∗‖22 = (L−1(Y −Xβˆ))′(L−1(Y −Xβˆ)) = σ2(Y − Yˆ )′Ω−1(Y − Yˆ )
Il vient donc que Fˆ peut se ré-écrire de la façon suivante :
Fˆ = (Yˆ − Yˆ0)
′Ω−1(Yˆ − Yˆ0)/q
(Y − Yˆ )′Ω−1(Y − Yˆ )/n− k =
‖Yˆ − Yˆ0‖2Ω−1/q
‖Y − Yˆ ‖2Ω−1/n− k
∼
H0
F (q, n− k)
Cette ré-écriture de Fˆ pour la norme ‖.‖Ω−1 a l’avantage, par exemple, de permettre de
calculer Fˆ sans passer par la décomposition de Cholesky de Ω. L’hypothèse faite dans
les modèles d’association et les modèles de liaison est que cette matrice est connue. Ω
est toujours semi-définie positive dans le cadre des modèles statistiques présentés, ce qui
justifie la construction du test F généralisé pour ces modèles.
En effet, Ω est semi-définie positive pour les analyses où elle est diagonale positive (i.e.
les cas homoscédastiques et hétéroscédastique considérés). La matrice Jm intervenant dans
l’analyse d’association corrigée est toujours semi-définie positive, car x′Jmx ≥ 0 pour tout
vecteur x de taille m. Or, une matrice diagonale par blocs est semi-définie positive si et
seulement si chacun des blocs est semi-défini positif, et la somme de matrices semi-définies
positives est également semi-définie positive, d’où l’on montre la semi-définie positivité
pour Ω dans le modèle d’association corrigé.
6.3.2.1 Le test F pour l’association
Les éléments du modèle (6.1) sous H0 sont donnés par X0A = 1n et β0A = µ. La
statistique de test FˆA associée au modèle (6.1) s’écrit donc :
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FˆA =
(XAβˆA −X0Aβˆ0A)′V −1(XAβˆA −X0Aβˆ0A)/1
(YA −XAβˆA)′V −1(YA −XAβˆA)/n− 2
∼
H0
F (1, n− 2)
où
 βˆA = (X
′
AV
−1XA)−1X ′AV −1YA
βˆ0A = (X ′0AV −1X0A)−1X ′0AV −1YA
6.3.2.2 Le test F pour la liaison
Les éléments du modèle (6.2) sous H0 sont donnés par X ′0T = (X
(1)′
Tµ , .., X
(pe)′
Tµ ) et
β′0T = (µ1, .., µpe). La statistique de test FˆT associée au modèle (6.2) s’écrit donc :
FˆT =
(XT βˆT −X0T βˆ0T )′V˜ −1(XT βˆT −X0T βˆ0T )/pe
(YT −XT βˆT )′V˜ −1(YT −XT βˆT )/ne− 2pe
∼
H0
F (pe, ne− 2pe)
où

βˆT = (X ′T V˜ −1XT )−1X ′T V˜ −1YT
βˆ0T = (X ′0T V˜ −1X0T )−1X ′0T V˜ −1YT
ne = mpe2
6.3.3 Le seuil de rejet empirique et théorique
6.3.3.1 Le seuil de rejet de H0 associé à un test
Lorsque la distribution sous H0 d’une certaine statistique de test SˆT n’est pas connue
il convient de pouvoir la simuler empiriquement. Une approche possible pour ce faire, en
pratique, revient à permuter les éléments du vecteur Y des phénotypes tout en conser-
vant la structure généalogique et les relations entre les marqueurs sur les chromosomes
(Churchill et Doerge, 1994). Ainsi on peut calculer des valeurs de SˆT pour des permuta-
tions différentes, en se plaçant sous l’hypothèse nulle de non-association entre phénotype
et marqueur, afin de produire une distribution empirique de SˆT sous H0. Une fois cette
distribution obtenue, et ordonnée, il suffit alors de calculer le quantile SˆTα associé à
100(1− α) % de la distribution (avec α ∈]0, 1[) afin de définir un seuil empirique de rejet
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pour H0. On rejettera donc H0, avec 100α % de chance de se tromper, si la valeur de SˆT
obtenue sans permutation des phénotypes est supérieure au seuil SˆTα.
6.3.3.2 Le seuil de rejet de H0 associé au test F
Pour la statistique de test Fˆ il n’est pas nécessaire de simuler sa loi sous H0 afin de
connaître le seuil de rejet, sauf sous des conditions assez restrictives, car cette loi est prati-
quement toujours connue. En effet, il existe un résultat théorique qui justifie l’utilisation
du test F dans la majorité des cas (i.e. normalité ou non normalité des observations),
pour des effectifs suffisamment grands en pratique (Huber, 1981 ; Azaïs et Bardet, 2006).
Ce résultat peut s’énoncer succinctement de la façon suivante. Lorsque les résidus (et
les observations) sont gaussiens, Fˆ converge en loi asymptotiquement vers 1
q
χ2(q) sous
H0, par application du théorème de Slutsky, car le dénominateur converge en probabilité
vers la loi dégénérée constante et égale à 1. Or, cette loi limite sous H0 est toujours la
même, avec une condition peu restrictive sur le projecteur PE, lorsque les résidus (et les
observations) ne sont pas gaussiens. Ce résultat théorique, que l’on ne démontre pas ici,
affirme que Fˆ n’a pas besoin de l’hypothèse de gaussianité, sauf cas extrêmes, pour être
approximativement exact (Huber, 1981).
Afin d’illustrer ce résultat, Bonnet et Lansiaux (1992) ont étudié le comportement de
Fˆ en analyse de la variance à un facteur à 2, 5 et 10 niveaux, en utilisant divers types de
lois non normales, avec un effectif allant de 4 à 80 pour chaque expérience. La validité de
Fˆ a été évaluée, dans leur étude, en comparant le niveau de signification réel au niveau
théorique α du test pour α =0.1, 0.05 et 0.01. L’étude a montré que l’on observe une
déviation au niveau théorique du test seulement lorsque toutes les conditions suivantes
sont réunies :
 dispositifs déséquilibrés
 petits échantillons
 loi dissymétrique
Leur étude a montré que, dans tous les autres cas, tout se passe comme si les données
étaient gaussiennes. Ainsi le seuil de rejet de H0 pour Fˆ obtenu à partir de la distribution
empirique sous H0 coïncide, dans la majorité des cas, avec le seuil obtenu à partir de la
distribution théorique car ces deux distributions coïncident. Le paragraphe suivant donne
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des exemples de comparaison de distributions empiriques (simulées) de Fˆ sous H0, avec la
distribution théorique (tabulée) correspondante, pour des observations (que l’on suppose
être des phénotypes) issues de lois normales et non normales.
6.3.3.2.1 Exemples de convergence de la distribution empirique vers la dis-
tribution théorique
6.3.3.2.1.1 Cas gaussien
La figure 6.1 illustre des distributions de phénotypes simulés pour 1000 individus (20
pères et 50 descendants par père) lors d’une simulation, que l’on utilise afin de calculer
des distributions empiriques associées aux statistiques de test d’association et de liaison
sous H0 (figures 6.2 et 6.3). Les phénotypes ont été simulés sous H0 comme un mélange
de plusieurs gaussiennes, respectivement d’espérances nulles et de variances égales à 0.5,
0.25 et 1, selon un schéma polygénique que l’on verra dans le chapitre 7 (cf.7.2.2.1). Les
génotypes des 1000 individus ont été simulés suivant un schéma classique sous HWE (cf.
7.2.1) avec des fréquences équilibrées au marqueur (i.e. fa1 = fa2 = 0.5).
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Figure 6.1 – Distributions générées comme un mélange de gaussiennes de moyennes nulles et de
variances 0.5, 0.25 et 1.
Les phénotypes retenus pour la distribution de Fisher associée à l’analyse de liaison
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homoscédastique, dans la figure 6.3, proviennent uniquement de descendants homozy-
gotes, issus de pères hétérozygotes, parmi les 1000 individus (9 pères et 225 individus
homozygotes). Les paramètres σ2u et σ2ε utilisés dans le calcul des statistiques de test sont
supposés connus, et fixés ici à 0.5 et 1, selon un a priori par rapport au schéma de généra-
tion des phénotypes défini en 7.2.2.1. Le nombre de permutations utilisées pour approcher
les distributions empiriques sous H0 est fixé à 10000. A noter qu’ici les phénotypes n’ont
pas été simulés en considérant une hétérogénéité de variances résiduelles inter familles,
ces paramètres de variances n’interviennent donc pas dans les statistiques de test. On
voit, dans les figures 6.2 et 6.3, que les distributions empiriques des statistiques de test
convergent vers les distributions théoriques correspondantes par rapport aux degrés de
libertés : (1,1000 − 2) pour les analyses d’association et (9, 225 − 18) pour l’analyse de
liaison).
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Figure 6.2 – Distributions empiriques et
distribution théorique, pour les analyses
d’association, dans le cas gaussien.
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Figure 6.3 – Distribution empirique et
distribution théorique, pour l’analyse de
liaison homoscédastique, dans le cas gaussien.
6.3.3.2.1.2 Cas non-gaussien
La démarche et les simulations sont ici les mêmes que dans le cas gaussien, excepté
que les phénotypes des 1000 individus sont générés dans une loi géométrique de paramètre
égal à 0.5. La figure 6.4 illustre les distributions des phénotypes simulés et utilisés pour
calculer des distributions empiriques associées aux statistiques de test sous H0.
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Figure 6.4 – Distributions générées à partir d’une loi géométrique de paramètre égale à 0.5.
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Figure 6.5 – Distributions empiriques et
distribution théorique, pour les analyses
d’association, dans le cas non-gaussien.
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Figure 6.6 – Distribution empirique et
distribution théorique, pour l’analyse de
liaison homoscédastique, dans le cas
non-gaussien.
On voit clairement, pour cet exemple caricatural, que les distributions associées aux
phénotypes ne sont pas gaussiennes. On remarque toutefois, dans les figures 6.5 et 6.6,
109
Chapitre 6. Les modèles uni-SNP d’association et uni-SNP de liaison
que les distributions empiriques des statistiques de test convergent vers les distributions
théoriques correspondantes (par rapport aux degrés de libertés) bien que les données ne
suivent pas des lois normales.
6.3.3.3 Validité du seuil de rejet de H0 associé au test F
L’utilisation du seuil théorique, ou empirique, pour le rejet de H0 n’est valable que si Fˆ
suit bien une loi de Fisher de facteur de décentrage nul sous H0 (cf. 6.3.4). En effet, il peut
arriver que ce facteur soit non nul, dû à une structure inhérente aux données (non prise en
compte de la structure familiale, hétérogénéité de moyennes, dispositifs déséquilibrés...),
bien que l’on soit réellement sous l’hypothèse nulle d’absence d’effet d’un QTL. Si tel est
le cas on observe alors fréquemment une inflation du taux d’erreur de première espèce,
par rapport au risque théorique α fixé, dans l’évaluation de ce taux pour un ensemble de
simulations.
Ce phénomène provient du fait que Fˆ dépassera le seuil de rejet défini sous H0 avec
une probabilité plus grande que α, lorsque le facteur de décentrage est non nul, bien que
l’hypothèse H1 ne soit pas vraie dans ce cas. L’exemple suivant illustre ce phénomène en
reprenant l’exemple des phénotypes simulés sous H0 comme une combinaison de plusieurs
gaussiennes, vu précédemment en 6.3.3.2.1.1, mais avec une composante supplémentaire
distribuée dans une N (0, 2). On impose de plus que la réalisation associée à cette com-
posante soit fixée par famille et différente entre les familles. Ce schéma de simulation
correspond à celui décrit en 7.2.2.3, que l’on verra dans le chapitre 7, pour lequel on
simule une hétérogénéité de moyennes inter familles créée par ce schéma.
Les figures 6.7 et 6.8 illustrent les distributions des statistiques de test calculées, et
théoriques, pour 10000 populations simulées sousH0 dans le cadre de ce schéma de généra-
tion de données. Les statistiques de test sont calculées ici sur chacune des populations, sans
notion de permutation, afin d’obtenir les distributions des Fˆ présentées dans ces figures.
Ces figures illustrent également, par des traits verticaux pointillés, les (1 − α)-quantiles
associés à ces distributions pour α = 0.01. Comme précédemment, les paramètres σ2u et
σ2ε sont non estimés et fixés à 0.5 et 1.
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Figure 6.7 – Distributions des Fˆ calculées et
la distribution théorique correspondante sous
H0, pour les analyses d’association, en cas
d’hétérogénéité de moyennes.
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Figure 6.8 – Distribution des Fˆ calculées et
la distribution théorique correspondante sous
H0, pour l’analyse de liaison homoscédastique,
en cas d’hétérogénéité de moyennes.
On voit dans la figure 6.7 que les Fˆ associées aux analyses d’association ont une
probabilité supérieure à 0.01, de dépasser le 0.99-quantile de la distribution théorique
correspondante sous H0, à cause d’un décentrement des distributions calculées. Le modèle
d’analyse de liaison homoscédastique est quant à lui, par construction, en adéquation avec
ce schéma de simulation générant une hétérogénéité de moyennes entre les familles. On
voit dans la figure 6.8 que le 0.99-quantile de la distribution des Fˆ calculées coïncide avec
celui de la distribution théorique et que l’on a donc un bon contrôle de l’erreur de première
espèce pour ce cas de simulation.
On notera que la permutation des phénotypes, pour une population unique en pra-
tique, sert à simuler la distribution empirique associée à une statistique de test dont la
loi n’est pas connue sous H0 (cf. 6.3.3.1). De plus, la permutation des données, à une
population fixée, n’aidera pas à avoir un meilleur contrôle du taux d’erreur de première
espèce, ici, pour les analyses d’association. En effet, la permutation des données place
les statistiques de test sous H0 qui, sous cette hypothèse, convergent en loi vers les lois
théoriques respectives (cf. 6.3.3.2). Or, la valeur de Fˆ calculée sans permutation des phé-
notypes reste, dans le cadre d’une hétérogénéité de moyennes, une réalisation d’une loi
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décentrée.
On verra dans le chapitre 7 qu’un choix plus judicieux que des valeurs choisies avec
un a priori, telles que 0.5 et 1 pour les paramètres σ2u et σ2ε , peut permettre de tenir
compte de l’hétérogénéité de moyennes pour l’analyse d’association corrigée, en ayant une
influence sur le facteur de décentrage associé, et que ce choix mène à un meilleur contrôle
de l’erreur de première espèce et un même niveau de puissance (cf. 7.3.2, iii).
6.3.4 Le facteur de décentrage, la puissance et le risque associés
au test F
Pour des résidus sphériques la loi de ‖Yˆ − Yˆ0‖22 sous H1 n’est plus σ2χ2(q), qui est un
khi-deux centré, mais σ2χ2(q, λ) qui est un khi-deux décentré de facteur λ de décentrage
donné par λ = 1
σ2
‖Xβ − PE0Xβ‖22 (Guyon, 2005). En effet, on a vu précédemment que
‖Yˆ − Yˆ0‖22 = ‖PE∩E⊥0 Y ‖22 (cf 6.3.1). Sous H1 on a donc ‖PE∩E⊥0 Y ‖22 = Y ′PE∩E⊥0 Y où
Y
H1∼ Nn(Xβ, Inσ2). Or, par définition on sait que
Y ′PE∩E⊥0 Y
σ2
est une forme quadratique
suivant sous H1 une loi du khi-deux de facteur de décentrage égal à
1
σ2
(Xβ)′PE∩E⊥0 Xβ,
et de degré de liberté égal à tr(PE∩E⊥0 ) = tr(PE − PE0) = q (cf. 6.3.1). Ce facteur de
décentrage peut également se ré-écrire sous la forme 1
σ2
(Xβ)′PE∩E⊥0 Xβ =
1
σ2
(Xβ)′(PE −
PE0)Xβ =
1
σ2
((PE − PE0)Xβ)′(PE − PE0)Xβ =
1
σ2
‖Xβ − PE0Xβ‖22 (car Xβ ∈ E), d’où
l’on obtient la formulation énoncée plus haut. Sous H1 la statistique Fˆ suit donc par
définition une loi de Fisher décentrée F (q, n− k, λ).
Le paramètre λ sera d’autant plus grand, lorsque H1 sera vraie, que l’effet du QTL
sera plus prononcé. La puissance 1 − βFˆ associée à Fˆ sous H1, et définie pour un seuil
fα(q, n− k) de rejet de H0, est donnée par :
1− βFˆ = P ({rejeter H0|H1 est vraie}) = P ({Fˆ ≥ fα(q, n− k)})
où fα(q, n − k) est le (1 − α)-quantile de la loi de Fisher F (q, n − k) sous H0, et βFˆ est
le risque d’erreur de deuxième espèce (faux négatif). La puissance associée à Fˆ est une
fonction monotone croissante du paramètre λ. Il suffit donc de connaître le comporte-
ment de ce paramètre afin de caractériser le comportement de la puissance. Le paramètre
λ peut donc aider, tel qu’on le verra en 7.3.1 , à comprendre l’influence de différents
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facteurs (fréquences alléliques, paramètres de variance,...) sur la puissance. On notera
que l’expression du facteur de décentrage dans le cas de non-sphéricité des résidus est
obtenue, comme pour la construction des tests F , en considérant une décomposition de
Cholesky de la matrice V ou V˜ (cf. 6.3.2). Dans ce cas on a λ = 1
σ2
‖X∗β−PE∗0X∗β‖22, où
PE∗0 = X
∗
0 (X∗
′
0 X
∗
0 )−1X∗
′
0 avec V = σ2LL′. Ce paramètre, après simplification, se ré-écrit
également sous la forme λ = β′X ′V −1Xβ − β′X ′V −1X0(X ′0V −1X0)−1X ′0V −1Xβ. Cette
formulation de λ sera utilisée en 7.3.1.
On remarque cependant que la formulation de la puissance, à partir de la loi décentrée,
n’est pas toujours d’un intérêt pratique. En effet, le paramètre λ ne renseigne pas sur la
façon dont les données sont générées et il ne permet donc pas, en l’occurrence, de connaître
les situations favorables (ou non) aux différents modèles statistiques considérés. Ainsi la
simulation de données, dans ce contexte, s’avère fondamentale et incontournable dans
la comparaison de ces différents modèles. Par ailleurs, on remarque aussi qu’il n’est pas
toujours évident d’avoir une estimation fiable de 1−βFˆ pour un ensemble de simulations.
En effet, chaque réalisation de Fˆ à chaque simulation sous H1, pour un modèle d’ana-
lyse de liaison par exemple, peut être obtenue à partir d’une loi de Fisher décentrée
différente (ayant des degrés de libertés différents) dû au nombre de pères hétérozygotes
qui change d’une simulation à l’autre. Pour ce genre de situation on peut néanmoins
approximer 1− βFˆ par une méthode de Monte-Carlo, car par définition on a :
1− βFˆ = P ({rejeter H0|H1 est vraie}) = E
[
1{rejeter H0|H1 est vraie}
]
On peut donc approximer 1−βFˆ en approximant cette espérance. Il suffit donc de regar-
der le nombre de fois, sur l’ensemble des alternatives différentes, où Fˆ dépasse fα(q, n−k)
afin de donner une approximation de la puissance. De la même façon, on pourra ap-
proximer le risque réel (i.e. le taux observé) d’erreur de première espèce en approximant
E
[
1{rejeter H0|H0 est vraie}
]
.
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Chapitre 7
Comparaison des puissances et des
robustesses associées aux modèles uni-SNP
d’association et uni-SNP de liaison
7.1 Cadre de l’étude
Ce chapitre compare les puissances et les robustesses des modèles d’association (cor-
rigé et homoscédastique) avec celles des modèles de liaison (hétéroscédastique et homos-
cédastique) présentés dans le chapitre 6. Pour ce faire, on considère différents cadres de
simulations pour les phénotypes et les génotypes au QTL. On note pour ce chapitre que,
quelque soit le schéma de simulation des phénotypes pour une population, le schéma de
simulation des génotypes au marqueur testé est toujours le même. On suppose classique-
ment HWE pour la simulation des génotypes au marqueur testé. Selon les situations ce
marqueur est identifiable, ou non, au QTL.
7.2 Les schémas de simulation
7.2.1 Le schéma de simulation des génotypes
Le schéma que l’on utilise pour simuler les génotypes au sein des familles dans une
population, basé sur les règles classiques de la transmission, est le suivant :
1. On fixe les fréquences alléliques fa1 et fa2 = 1− fa1 au marqueur testé
2. On génère les génotypes des pères en supposant HWE. Soit Gi(S)→ {a1a1, a1a2, a2a2}
la variable aléatoire associée au génotype du père i (i ∈ {1, .., p}), où S ∼ U([0, 1]) dont
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la réalisation est notée s. Gi(S) est définie de la façon suivante :
Gi(S) =

a1a1 si 0 ≤ s ≤ f 2a1
a1a2 si f 2a1 < s ≤ 2fa1(1− fa1) + f 2a1
a2a2 si 2fa1(1− fa1) + f 2a1 < s ≤ 1
3. On génère les génotypes des descendants des pères de la façon suivante. Soit Gik(W )→
{a1a1, a1a2, a2a2} la variable aléatoire associée au génotype du descendant k (k ∈ {1, ...,m})
du père i, où W ∼ U([0, 1]) dont la réalisation est notée w. Gik(W ) est définie de la façon
suivante :
i) Si Gi(S) = a1a1 alors :
Gik(W ) =
 a1a1 si 0 ≤ w ≤ fa1a1a2 si fa1 < w ≤ 1
ii) Si Gi(S) = a1a2 alors :
Gik(W ) =

a1a1 si 0 ≤ w ≤ 12fa1
a1a2 si 12fa1 < w ≤ 12(1− fa1) + 12fa1 + 12fa1
a2a2 si 12(1− fa1) + 12fa1 + 12fa1 < w ≤ 1
iii) Si Gi(S) = a2a2 alors :
Gik(W ) =
 a1a2 si 0 ≤ w ≤ fa1a2a2 si fa1 < w ≤ 1
De cette façon, les génotypes des mères ne sont pas directement simulés. Dans la suite
de ce travail, à l’exception des dérivations algébriques, on suppose que les fréquences
alléliques sont équilibrées au marqueur/QTL pour les simulations.
7.2.2 Les schémas de simulation des phénotypes
Le modèle polygénique suppose que la valeur génétique u d’un individu est la somme
des effets d’un grand nombre de gènes (Fisher, 1918). Sous cette hypothèse le phénotype
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y de l’individu se décompose, classiquement, de la façon suivante :
y = u+ ε = 12p
fa. + 12p
mo. + φ+ g + ε
où pfa. et pmo. sont respectivement les valeurs génétiques, ou polygéniques hors effet
du QTL, du père et de la mère. On suppose donc que l’individu reçoit la moitié de la
valeur génétique de chaque parent. Dans cette décomposition φ représente un aléas, dû
à la méiose, qui explique que deux pleins frères peuvent ne pas être identiques. Cet aléa
est supposé d’espérance nulle et de variance égale à la moitié de la variance génétique.
Finalement g représente l’effet du génotype au QTL, s’il existe, et ε représente un résidu
gaussien que l’on suppose centré.
Ce schéma de décomposition s’avère assez robuste pour le calcul des valeurs génétiques,
en sélection animale, bien qu’il ne soit pas totalement biologiquement correct à cause des
interactions sur le génome (Guillaume, 2009). Dans la suite de ce chapitre on utilise
différents schémas de simulation pour les phénotypes, basés sur ce schéma polygénique,
afin d’estimer les puissances et les taux d’erreur de première espèce des modèles uni-SNP
d’association et uni-SNP de liaison, présentés dans le chapitre 6. On note pmo.k la valeur
polygénique propre à un individu k, transmise par une mère quelconque, et pfa.,i la valeur
polygénique transmise par le père i à tous les individus dans une famille. Les variances
polygénique et résiduelle sont respectivement fixées à 0.5 et 1 pour la simulation des
phénotypes (i.e. σ2u = 0.5 et σ2ε = 1 ).
7.2.2.1 Effets alléliques au QTL identiques inter familles
Ce schéma correspond au cas où l’effet d’un génotype au QTL est le même intra et
inter familles. Il se justifie par un allèle ayant le même effet chez tous les individus de la
population. Ce schéma servira de base aux autres schémas de simulation. Il s’écrit :
yik =
1
2p
fa.,i + 12p
mo.
k + φk + gk + εk
où ;
 yik est le phénotype du descendant k dans la famille i
 pi et pmo.k sont des réalisations d’une loi N (0, 0.5)
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 φk et εk sont des réalisations des lois N (0, 0.25) et N (0, 1) respectivement
 gk = −2α ou 0 ou 2α si le génotype au QTL est a2a2 ou a1a2 ou a1a1, avec α ∈ [0, 1]
7.2.2.2 Variances résiduelles différentes inter familles
Ce schéma correspond au cas où l’effet d’un génotype au QTL est le même, intra et
inter familles, et où la variance résiduelle est hétérogène entre les familles. Il se justifie
par des environnements différents favorisant plus ou moins la dispersion des phénotypes
dans les familles. Il peut aussi se justifier par un gène majeur dont les allèles sont en
ségrégation dans les familles. Ce schéma de simulation s’écrit :
yik =
1
2p
fa.,i + 12p
mo.
k + φk + gk + ε
i,stand.
k
où ;
 yik est le phénotype du descendant k dans la famille i
 pi et pmo.k sont des réalisations d’une loi N (0, 0.5)
 φk est une réalisation d’une loi N (0, 0.25)
 εi,stand.k =
εik
σε
tel que εik ∼ N (0, σ2εi), σ2εi ∼ Inv-χ2(1) et σε est l’écart-type sur l’ensemble
des résidus non standardisés (i.e. εik). On a donc des variances résiduelles hétérogènes
entre les familles et une variance résiduelle valant 1, sur l’ensemble de la population, pour
les résidus standardisés (i.e. εi,stand.k )
 gk = −2α ou 0 ou 2α si le génotype au QTL est a2a2 ou a1a2 ou a1a1, avec α ∈ [0, 1]
7.2.2.3 Moyennes différentes inter familles
Ce schéma correspond au cas où l’effet d’un génotype au QTL est le même, intra et
inter familles, et où l’on a une moyenne fixée pour tous les individus d’une même famille.
Cet moyenne est supposée distribuée dans une loi de probabilité ayant une grande variance.
Ce schéma se justifie par des différences distinctes dues à l’environnement familiale (e.g.
alimentation nettement plus riche dans une famille que dans une autre). Ce schéma de
simulation s’écrit :
yik = µi +
1
2p
fa.,i + 12p
mo.
k + φk + gk + εk
où ;
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 yik est le phénotype du descendant k dans la famille i
 µi est une réalisation d’une loi N (0, 2)
 pi et pmo.k sont des réalisations d’une loi N (0, 0.5)
 φk est une réalisation d’une loi N (0, 0.25)
 εk est une réalisation d’une loi N (0, 1)
 gk = −2α ou 0 ou 2α si le génotype au QTL est a2a2 ou a1a2 ou a1a1, avec α ∈ [0, 1]
7.2.2.4 Effets alléliques au QTL en interaction avec un locus
Ce schéma correspond au cas où l’effet d’un allèle au QTL s’exprime uniquement en
présence d’un autre allèle à un autre locus. Ce schéma représente un cas d’épistasie et
s’inspire du tableau 2 de l’article de Cordell (2002), où il existe seulement un allèle au
QTL ayant un effet dès lors qu’un certain allèle est présent à un autre locus. Soient b1, b2
les allèles à ce locus et a1, a2 les allèles au QTL. Le schéma de simulation des génotypes
au locus en interaction avec le QTL est le même que celui défini en 7.2.1. De plus, les
allèles b1, b2 sont simulés de manière indépendante de a1, a2 (i.e. ils ne sont pas liés). Le
schéma de simulation des phénotypes correspondant s’écrit :
yik =
1
2p
fa.,i + 12p
mo.
k + φk + gk + εk
où ;
 yik est le phénotype du descendant k dans la famille i
 pi et pmo.k sont des réalisations d’une loi N (0, 0.5)
 φk et εk sont des réalisations des lois N (0, 0.25) et N (0, 1) respectivement
 gk = α ou 2α (avec α ∈ [0, 1]) si le génotype au QTL est a1a2 ou a1a1, respectivement,
et que le génotype au locus en interaction a au moins l’allèle b1 (i.e. b1b2 ou b1b1). Dans
tous les autres cas, lorsque b1 n’est pas présent, on a gk = 0.
7.3 Principaux résultats de l’étude
Afin de simplifier la lecture, on réfère aux différents schémas définis en 7.2.2.1 à 7.2.2.4
par i) à iv) respectivement dans la suite de ce chapitre.
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7.3.1 Facteurs de décentrage et puissances analytiques appro-
chées
Cette sous-section donne les facteurs de décentrage et les puissances analytiques ap-
prochées, sous HWE au QTL, associés aux modèles statistiques décrits en 6.2.1 et 6.2.2.
On rappelle que le facteur de décentrage, associé à un modèle statistique défini sous H1,
est uniquement connu sous l’hypothèse que ce modèle est “vrai”. De ce fait, une puissance
analytique approchée peut ne pas donner une bonne description de la vraie puissance
espérée, en pratique, si le modèle statistique considéré est en mauvaise adéquation avec
les processus qui génèrent les données (i.e. les génotypes et phénotypes). Remarquons que
HWE repose sur plusieurs conditions, incluant parmi celles-ci que la population étudiée
soit de taille infinie. Or, dans ce chapitre on considère que les populations sont de tailles
finies et on verra dans la sous-section 7.3.2 que les fréquences espérées sous HWE ne sont
pas toujours obtenues lors des simulations. Rappelons toutefois que le test F est asympto-
tiquement robuste, à la fois sous H0 et H1, pour de nombreuses situations (Huber, 1981 ;
Tiku et Akkaya, 2004). L’intérêt de la puissance analytique est qu’elle permet de justifier
la vraisemblance de la puissance obtenue par simulation, lorsqu’il y a une relativement
bonne adéquation entre le modèle statistique considéré et les schémas (i.e. les processus)
de génération des génotypes et phénotypes. Dans cette situation, la formulation analy-
tique du facteur de décentrage permet éventuellement de connaître l’influence de différents
facteurs tels que les fréquences, les paramètres de variances et autres sur la puissance es-
pérée en pratique. Les dérivations algébriques associées aux facteurs de décentrage et aux
estimateurs, pour les modèles statistiques comparés, sont données en 7.4.
7.3.1.1 Facteurs pour les modèles d’association
Les facteurs de décentrage associés aux modèles uni-SNP d’association (homoscédas-
tique λhomo.A et corrigé λcorr.A ), décrits en 6.2.1, sont donnés par :

λhomo.A =
8mpα2fa1fa2
σ2ε
= 8nα
2fa1fa2
σ2ε
λcorr.A =
8mpα2fa1fa2
σ2ε
(
1 + 3σ
2
u
4σ2ε
) = 8nα2fa1fa2
σ2ε
(
1 + 3σ
2
u
4σ2ε
)
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Le modèle corrigé coïncide, par définition, avec le modèle homoscédastique lorsque
σ2u = 0. On s’attend donc à avoir λcorr.A = λhomo.A lorsque σ2u = 0, ce qui est effectivement
le cas.
7.3.1.2 Facteurs pour les modèles de liaisons
Les facteurs de décentrage associés aux modèles uni-SNP de liaison (homoscédastique
λhomo.T et hétéroscédastique λhétéro.T ), décrits en 6.2.2, sont donnés par :

λhomo.T =
1
σ2ε
pe∑
i=1
2mδ2i fa1fa2
λhétéro.T =
pe∑
i=1
2mδ2i fa1fa2
σ2εi
où pe = 2fa1fa2p est le nombre espéré de pères hétérozygotes (informatifs) pour l’analyse
et ∀i ∈ {1, ..., pe} δi = 2α si l’effet α de l’allèle a1 est le même dans toutes les familles.
On sait que le modèle hétéroscédastique coïncide, par définition, avec le modèle homoscé-
dastique lorsque σ2ε1 = · · · = σ2εpe = σ2ε . On s’attend donc à avoir λhétéro.T = λhomo.T lorsque
σ2ε1 = · · · = σ2εpe = σ2ε , ce qui est en effet le cas.
7.3.1.3 Puissances analytiques approchées
Nous allons décrire la variance Vgk expliquée par le génotype au QTL, qui est fonction
de l’effet α de l’allèle a1 et des fréquences alléliques, pour chaque schéma de simulation
considéré. La variance totale des phénotypes pour les cas i), ii) et iv) est donnée par
VT = σ2u+Vgk +σ2ε . Pour le cas iii) elle est donnée par VT = 2+σ2u+Vgk +σ2ε . On rappelle
que α varie dans [0,1], plus précisément dans ]10−2, 1] par pas de 10−2. On suppose ici que
α est le même dans toutes les familles, bien que ce ne soit pas vrai pour le schéma iv) par
rapport aux autres schémas. Dans ce cas on a ∀i ∈ {1, ..., pe} δi = 2α. Les puissances sont
données pour m = 15 et 30 descendants par famille, un nombre de pères fixé à p = 20, et
des fréquences alléliques équilibrées au QTL et au locus considéré en interaction pour le
cas iv). Le 0.99-quantile de la distribution de Fisher (centrée) correspondante a été fixé
comme le seuil de rejet de H0.
On suppose ici que les paramètres σ2u, σ2ε et (σ2εi)1≤i≤pe sont connus et sont les mêmes
que ceux utilisés pour les schémas de génération des phénotypes. Autrement dit, on pose
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σ2u = 0.5, σ2ε = 1 et les paramètres (σ2εi)1≤i≤pe sont les mêmes que ceux utilisés pour
le schéma ii) de simulation (i.e. la variance résiduelle intra famille, standardisée sur la
population, est donnée par σ2εi =
σ2εi
σ2ε
). Les puissances analytiques approchées, associées
aux facteurs de décentrage donnés précédemment en 7.3.1.1 et 7.3.1.2, sont décrites par les
figures 7.1 à 7.8. Les puissances sont représentées en fonction du pourcentage de variance
expliquée par le génotype au QTL, entre 0 et 10%, par rapport à la variance totale pour
chacun des processus de génération de données décrits en 7.2.2. Cette représentation est
nécessaire pour la comparaison de ces puissances avec celles estimées par Monte-Carlo,
données dans la section 7.3.2 suivante. Remarquons que c’est le pourcentage de variance
expliquée par le génotype au QTL qui change l’allure des courbes de puissance analytique,
entre les cas étudiés, car les facteurs de décentrage sont supposés connus.
i) Pour le schéma avec des effets alléliques au QTL identiques inter familles (cf. 7.2.2.1) :
La variance expliquée sous HWE par le génotype au QTL pour ce schéma est donnée
par :
Vgk = f 2a1(2α)
2 + f 2a2(−2α)2 −
(
f 2a1 .2α− f 2a2 .2α
)2
= 8α2fa1fa2
= 2α2 si fa1 = fa2 =
1
2
Courbes de puissance analytique approchée :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison homoscédastique
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Figure 7.1 – Puissances analytiques
approchées pour m = 15 dans le cas d’effets
alléliques au QTL identiques inter familles.
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Figure 7.2 – Puissances analytiques
approchées pour m = 30 dans le cas d’effets
alléliques au QTL identiques inter familles.
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Les figures 7.1 et 7.2 montrent une meilleure puissance pour les modèles d’association
par rapport au modèle de liaison homoscédastique pour ce schéma. Cependant, on voit
dans ces figures que le modèle de liaison homoscédastique peut donner la même puis-
sance que les modèles d’association si la taille des familles augmente suffisamment. On
voit également dans ces figures, de façon attendue, que les courbes associées au modèle
d’association corrigé sont toujours en dessous de celles associées au modèle d’association
homoscédastique.
ii) Pour le schéma avec des variances résiduelles différentes inter familles (cf. 7.2.2.2) :
La variance expliquée sous HWE par le génotype au QTL pour ce schéma est la même
que pour le cas i). La différence entre i) et ii) se situe sur les variances résiduelles qui
sont différentes entre familles pour le cas ii), bien que la variance totale des résidus soit
égale à 1 pour ces deux cas. Les figures 7.3 et 7.4 montrent une meilleure puissance
pour les modèles d’association par rapport au modèle de liaison hétéroscédastique pour
ce schéma. Remarquons toutefois que le modèle de liaison hétéroscédastique donne ici
une amélioration de la puissance, de 0.2 en moyenne, par rapport au modèle de liaison
homoscédastique pour le cas i).
Courbes de puissance analytique approchée :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison hétéroscédastique
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Figure 7.3 – Puissances analytiques
approchées pour m = 15 dans le cas de variances
résiduelles différentes inter familles.
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Figure 7.4 – Puissances analytiques
approchées pour m = 30 dans le cas de variances
résiduelles différentes inter familles.
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Goffinet et al. (1999) ont montré qu’une statistique de test construite sur l’hypothèse
d’hétéroscédasticité peut donner une amélioration de la puissance, par rapport à un test
construit sur l’homoscédasticité, si le phénomène d’hétéroscédasticité est présent. Cepen-
dant, ils montrent que l’on observe seulement une légère amélioration de la puissance si ce
phénomène n’est pas très prononcé. Remarquons finalement que la formulation de λhétéro.T
explique probablement cette amélioration, car on a davantage de degrés de libertés sur le
choix des différents paramètres de variances (σ2εi)1≤i≤pe, par rapport à λ
homo.
T , qui peuvent
faire croître λhétéro.T si plusieurs de ces paramètres sont suffisamment petits.
iii) Pour le schéma avec des moyennes différentes inter familles (cf. 7.2.2.3) :
La variance expliquée sous HWE par le génotype au QTL pour ce schéma est la même
que pour les cas i) et ii). La différence avec ces cas i) et ii), porte sur la contribution de
la variance de la moyenne familiale à la variance totale. Les figures 7.5 et 7.6 montrent
une meilleure puissance pour les modèles d’association par rapport au modèle de liaison
homoscédastique, et une meilleure puissance générale par rapport aux cas i) et ii), pour
ce schéma.
Courbes de puissance analytique approchée :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison homoscédastique
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Figure 7.5 – Puissances analytiques
approchées pour m = 15 dans le cas de
moyennes différentes inter familles.
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Figure 7.6 – Puissances analytiques
approchées pour m = 30 dans le cas de
moyennes différentes inter familles.
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Cette meilleure puissance générale est dû à un effet d’échelle, dû au pourcentage de
variance expliquée ici, sachant que les facteurs de décentrage sont les mêmes que ceux
utilisés dans les cas i) et ii). En effet, pour un α donné, ce pourcentage sera plus petit ici
que pour les cas i) et ii), à cause de la variance de la moyenne familiale intervenant au
dénominateur du pourcentage. Cette différence d’échelle n’a cependant pas d’incidence
sur la hiérarchie entre les puissances des modèles d’association et celles des modèles de
liaison.
iv) Pour le schéma où le QTL est en interaction avec un locus (cf. 7.2.2.4) :
La variance expliquée sous HWE par le génotype au QTL pour ce schéma est donnée
par :
Vgk =
[
f 2b1f
2
a1(2α)
2 + 2fb1fb2f 2a1(2α)
2 + f 2b12fa1fa2(α)
2 + 2fb1fb2 .2fa1fa2(α)2
]
−
[
f 2b1f
2
a1(2α) + 2fb1fb2f
2
a1(2α) + f
2
b12fa1fa2(α) + 2fb1fb2 .2fa1fa2(α)
]2
= 32α
2
[
2f 2a1 + fa1fa2
]
− 94α
2
[
f 2a1 + fa1fa2
]2
(sifb1 = fb2 =
1
2)
= 916α
2 (sifa1 = fa2 =
1
2)
Les figures 7.7 et 7.8 montrent une meilleure puissance pour les modèles d’association
par rapport au modèle de liaison homoscédastique, et une meilleure puissance générale
par rapport aux cas i) à iii), pour ce schéma. Cette meilleure puissance générale est
probablement due au fait que les modèles statistiques sont en mauvaise adéquation avec
ce schéma de simulation, car les courbes de puissances sont peu fiables et semblent fausses
ici. Autrement dit, on sur-estime les puissances ici en ne tenant pas compte des interactions
dans les modèles statistiques pour la dérivation des facteurs de décentrage, bien que l’on
tienne compte de ces interactions pour le pourcentage de variance expliquée au QTL dans
la population. Ce phénomène d’échelle est le même que celui vu précédemment, dans le
cas de moyennes différentes, mais en plus accentué à cause des interactions non considérés
dans les modèles statistiques.
Courbes de puissance analytique approchée :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison homoscédastique
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Figure 7.7 – Puissances analytiques
approchées pour m = 15 dans le cas d’effets
alléliques au QTL en interaction avec un locus.
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Figure 7.8 – Puissances analytiques
approchées pour m = 30 dans le cas d’effets
alléliques au QTL en interaction avec un locus.
7.3.2 Estimation par Monte-Carlo
7.3.2.1 Puissances et taux d’erreur de première espèce
Cette sous-section donne les puissances et les taux d’erreur de première espèce estimés
par Monte-Carlo, dans le cadre des différents schéma proposés en 7.2.2, pour des jeux de
simulations contenant de la variabilité dû à l’échantillonnage. Cette évaluation a été faite
de manière indépendante de ce qui a été vu dans la sous-section 7.3.1 précédente, sans faire
appel à la notion de facteur de décentrage. L’objet de cette sous-section est de savoir, entres
autres, si les puissances analytiques approchées décrivent raisonnablement les puissances
estimées sur des jeux de simulations contenant de la variabilité. Les statistiques de test
d’association, et de liaison, ne sont plus calculées ici sur les nombres de pères et de
descendants espérés sous HWE, mais sur les nombres réalisés à chaque simulation.
Le nombre de simulations d’une population pour un triplet (p,m, α) sous H1 et sous
H0 (i.e. α = 0) est fixé à 10000. Comme précédemment, les puissances sont données
pour m = 15 et 30 descendants, un nombre de pères fixé à p = 20 et des fréquences
équilibrées au marqueur testé. Les taux d’erreur de première espèce sont illustrés, dans
les figures 7.12, 7.15, 7.18 et 7.20 en fonction du nombre de descendants qui varie de 10 à
50. Les puissances sont illustrées, dans les figures 7.9 à 7.24, en fonction du pourcentage de
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variance expliquée (en moyenne) par le génotype au QTL sur l’ensemble des simulations.
La variance Vgk expliquée par le génotype au QTL a été évaluée ici de la manière suivante :
Vgk =
1
n
n∑
k=1
(gk)2 − ( 1
n
n∑
k=1
gk)2
où gk est le génotype au QTL de l’individu k. Comme précédemment, le 0.99-quantile de
la distribution de Fisher (centrée) correspondante a été fixé comme le seuil de rejet de
H0.
i) Pour le schéma avec des effets alléliques au QTL identiques inter familles (cf. 7.2.2.1) :
Les puissances estimées par Monte-Carlo dans les figures 7.9 et 7.10 décrivent les
mêmes tendances générales que les puissances approchées dans les figures 7.1 et 7.2. Ce-
pendant les courbes analytiques sont respectivement plus hautes de 0.08, 0.05 et 0.11, en
moyenne par rapport aux courbes estimées, pour l’association homoscédastique, l’associa-
tion corrigée et la liaison homoscédastique.
Courbes de puissance estimée :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison homoscédastique
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Figure 7.9 – Puissances estimées par
Monte-Carlo pour m = 15 dans le cas d’effets
alléliques au QTL identiques inter familles.
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Figure 7.10 – Puissances estimées par
Monte-Carlo pour m = 30 dans le cas d’effets
alléliques au QTL identiques inter familles.
Remarquons que les fréquences espérées sous HWE ne sont pas vérifiées pour toutes
les simulations sous H1 et H0. Cela explique, en partie des autres hypothèses des modèles
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statistiques, les différences que l’on peut observer en général entre des puissances esti-
mées par Monte-Carlo et des puissances analytiques approchées. La figure 7.11 donne un
exemple des distributions du nombre de descendants homozygotes pour les 30 premières
simulations associées au cas i) lorsque p = 20 et m = 15. Sous HWE on espère, à chaque
simulation, observer 75(= mpf 2a1) homozygotes de chaque classe. Or, la figure 7.11 montre
que les fréquences espérées sous HWE ne sont pas toujours vérifiées en raison de l’aléa
d’échantillonnage.
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Distributions des homozygotes, intra simulation, associées à un pourcentage 
 de variance expliquée par le génotype au QTL de 2% pour p=20 et m=15 (i.e. n=300)
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Figure 7.11 – Distributions du nombre de descendants homozygotes pour les 30 premières simulations
associées au cas i) lorsque p = 20 et m = 15.
Les courbes de taux d’erreur de première espèce dans la figure 7.12 montrent un mau-
vais contrôle de cette erreur pour le modèle d’association homoscédastique, contrairement
aux autres modèles d’analyses, lorsque le nombre de descendants augmente. Cette aug-
mentation est très probablement due à la non prise en compte de la structure génétique
dans le modèle d’association homoscédastique (Jung et al., 2005 ; Manenti et al.,2009 ;
Platt et al., 2010). Remarquons que ces courbes d’erreur coïncident, par définition, avec
celles que l’on obtiendrait pour le schéma iv) (i.e. le cas d’allèles en interaction) car les
schémas i) et iv) sont les mêmes sous H0.
Courbes de taux d’erreur de première espèce estimé :
: analyse d’association homoscédastique / : analyse d’association corrigée
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: analyse de liaison homoscédastique / : taux d’erreur de première espèce fixé à 0.01
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Figure 7.12 – Taux d’erreur de première espèce estimés par Monte-Carlo dans le cadre des schémas i)
et iv) de simulation.
ii) Pour le schéma avec des variances résiduelles différentes inter familles (cf. 7.2.2.2) :
Les puissances estimées par Monte-Carlo, dans les figures 7.13 et 7.14, montrent les
mêmes tendances générales que les puissances analytiques approchées dans les figures 7.3
et 7.4. Les courbes analytiques sont respectivement plus hautes de 0.10, 0.07 et 0.11, en
moyenne par rapport aux courbes estimées, pour l’association homoscédastique, l’associa-
tion corrigée et la liaison hétéroscédastique.
Courbes de puissance estimée :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison hétéroscédastique
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Figure 7.13 – Puissances estimées par
Monte-Carlo pour m = 15 dans le cas de
variances résiduelles différentes inter familles.
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Figure 7.14 – Puissances estimées par
Monte-Carlo pour m = 30 dans le cas de
variances résiduelles différentes inter familles.
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Courbes de taux d’erreur de première espèce estimé :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison hétéroscédastique / : taux d’erreur de première espèce fixé à 0.01
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Figure 7.15 – Taux d’erreur de première espèce estimés par Monte-Carlo dans le cas de variances
résiduelles différentes inter familles.
Les courbes de taux d’erreur de première espèce dans la figure 7.15 montrent un relati-
vement bon contrôle de cette erreur pour le modèle d’association corrigé et respectivement
une augmentation, et une légère inflation de ce taux, pour le modèle d’association homos-
cédastique et le modèle de liaison hétéroscédastique. Notons que l’augmentation de ce taux
pour le modèle d’association homoscédastique, par rapport aux nombre de descendants,
est comparable en grandeur à celle observée dans la figure 7.12.
iii) Pour le schéma avec des moyennes différentes inter familles (cf. 7.2.2.3) :
Les puissances estimées par Monte-Carlo dans les figures 7.16 et 7.17 montrent les
mêmes tendances générales que les puissances analytiques approchées dans les figures
7.5 et 7.6, sauf pour le modèle d’association homoscédastique où l’on observe une baisse
de puissance. Cette baisse de puissance est probablement due à la non prise en compte
des effets de structure dus aux moyennes qui sont très différentes entre les familles. Les
courbes analytiques sont respectivement plus hautes de 0.14, 0.08 et 0.13, en moyenne,
pour l’association homoscédastique, l’association corrigée et la liaison homoscédastique
par rapport aux courbes estimées. Remarquons que l’on observe aussi dans les figures
7.16 et 7.17 une amélioration générale des puissances estimées par rapport aux cas i) et
ii), ce qui correspond au phénomène déjà observé dans le cadre des puissances analytiques
approchées.
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Courbes de puissance et de taux d’erreur de première espèce estimé :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison homoscédastique / : taux d’erreur de première espèce fixé à 0.01
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Figure 7.16 – Puissances estimées par
Monte-Carlo pour m = 15 dans le cas de
moyennes différentes inter familles.
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Figure 7.17 – Puissances estimées par
Monte-Carlo pour m = 30 dans le cas de
moyennes différentes inter familles.
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Figure 7.18 – Taux d’erreur de première espèce estimés par Monte-Carlo dans le cas de moyennes
différentes inter familles.
Les courbes de taux d’erreur de première espèce montrent respectivement un mauvais
contrôle et une inflation de ce taux pour le modèle d’association homoscédastique et le
modèle d’association corrigé. Il est important de rappeler qu’on a supposé que σ2u = 0.5
et σ2ε = 1 pour cette étude. Ces valeurs ne sont donc pas estimées ici par maximisation
de la vraisemblance, ou de la vraisemblance restreinte, comme proposé dans le chapitre
3. Or, on a vu en 6.3.3.3 que l’hétérogénéité de moyennes pouvait avoir une influence sur
les facteurs de décentrage associés aux statistiques de test d’association sous H0.
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Afin de tenir compte de l’hétérogénéité de moyennes inter familles sous H0 pour le
modèle d’association corrigé, on peut remplacer σ2u et σ2ε par les variances inter et intra
groupes obtenues de la décomposition de la variance totale. En notant respectivement
σˆ2u et σˆ2ε les variances estimées inter et intra familles (groupes), et en admettant que les
fréquences espérées sous HWE sont réalisées à chaque simulation, on montre que :
λcorr.A,σˆ2u,σˆ2ε
< λcorr.A,σ2u=0.5,σ2ε=1 ⇐⇒
8nα2fa1fa2
σˆ2ε
(
1 + 3σˆ
2
u
4σˆ2ε
) < 8nα2fa1fa2(
1 + 3(0.5)
2
4
)
⇐⇒ σˆ2y >
1
4 σˆ
2
u +
19
16 où σˆ
2
y = σˆ2u + σˆ2ε
⇐⇒ σˆ2y > φ(σˆ2u) où φ(σˆ2u) =
1
4 σˆ
2
u +
19
16
Sous HWE, cette inégalité permet donc de vérifier sur les données si σˆ2u et σˆ2ε font
décroître le facteur de décentrage. Or, la figure 7.19 montre que cette inégalité est vérifiée
pour les simulations effectuées sous H0 dans le cadre du schéma de simulation iii) lorsque
m = 50. En remplaçant σ2u et σ2ε par σˆ2u et σˆ2ε on obtient, dans les figures 7.20 à 7.22, de
nouvelles courbes de taux d’erreur de première espèce et de puissances.
Courbes de puissance et de taux d’erreur de première espèce estimé :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison homoscédastique / : taux d’erreur de première espèce fixé à 0.01
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Figure 7.19 – Estimation de la variance totale
et de la fonction φ pour les 10000 simulations
sous H0 dans le cadre du modèle 7.2.2.3
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Figure 7.20 – Taux d’erreur de première
espèce estimés par Monte-Carlo, en utilisant les
variances inter et intra, dans le cas de moyennes
différentes inter familles.
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Figure 7.21 – Puissances estimées par
Monte-Carlo pour m = 15, en utilisant les
variances inter et intra dans le cas de moyennes
différentes inter familles.
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Figure 7.22 – Puissances estimées par
Monte-Carlo pour m = 30, en utilisant les
variances inter et intra dans le cas de moyennes
différentes inter familles.
On voit dans les figures 7.20 à 7.22, par rapport aux figures 7.16 à 7.18 précédentes,
que l’on a un meilleur contrôle de l’erreur de première espèce et un même niveau de
puissance pour le modèle d’association corrigé. Le passage par l’inégalité ne constitue
pas une méthode générale à appliquer en pratique, mais elle montre simplement que
l’optimisation (EM, REML..) associée à l’estimation des paramètres σ2u et σ2ε intervient
dans la robustesse du modèle d’association corrigé.
iv) Pour le schéma où le QTL est en interaction avec un locus (cf. 7.2.2.4) :
Les puissances estimées par Monte-Carlo dans les figures 7.23 et 7.24 ne décrivent
pas les mêmes tendances générales que les puissances analytiques approchées, dans les
figures 7.7 et 7.8, et sont beaucoup plus basses que ces dernières. Les courbes analytiques
sont respectivement plus hautes de 0.31, 0.27 et 0.53, en moyenne, pour l’association
homoscédastique, l’association corrigée et la liaison homoscédastique par rapport aux
courbes estimées.
Remarquons également que l’on observe une baisse générale des puissances estimées
par rapport aux cas i) à iii). Cela montre que les modèles statistiques étudiés ne sont pas
en bonne adéquation avec le processus de génération des données, ici, car ils ne tiennent
pas compte des interactions par construction. Cependant, on voit dans la figure 7.8 que
ces modèles peuvent donner une relativement bonne puissance lorsque la taille des familles
augmente suffisamment (i.e. m ≥ 30).
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Courbes de puissance estimée :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison homoscédastique
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Figure 7.23 – Puissances estimées par
Monte-Carlo pour m = 15 dans le cas d’effets
alléliques au QTL en interaction avec un locus.
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Figure 7.24 – Puissances estimées par
Monte-Carlo pour m = 30 dans le cas d’effets
alléliques au QTL en interaction avec un locus.
Tableau récapitulatif : différences moyennes entre les puissances
Le tableau 7.1 donne un récapitulatif des différences moyennes entre les courbes de
puissances analytiques approchées et celles estimées par Monte-Carlo pour les différents
schémas de simulation définis en 7.2.2.
Tableau de différences moyennes entre les puissances :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison homoscédastique / : analyse de liaison hétéroscédastique
Schéma Différences moyennes
i) 0.08 0.05 0.11
ii) 0.10 0.07 0.11
iii) 0.14 0.08 0.13
iv) 0.31 0.27 0.53
Tableau 7.1 – Différences moyennes entre les puissances analytiques approchées
et les puissances estimées par Monte-Carlo
On voit dans le tableau 7.1 que, quelque soit le schéma de simulation, la plus petite
différence moyenne entre les courbes de puissance est toujours donnée par l’analyse d’as-
sociation corrigée pour la structure familiale. Le modèle d’association corrigé est donc
celui qui est le moins influencé par la levée de ses hypothèses, selon les différents sché-
mas de simulation considérés et la variance d’échantillonnage lors des simulations (i.e.
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la déviation aux fréquences espérées sous HWE). La plus grande différence moyenne est
quant à elle donnée, dans la majorité des cas, par l’analyse de liaison homoscédastique ou
hétéroscédastique. Notons cependant que les modèles de liaison sont certainement plus
sensibles que les modèles d’association à la déviation aux fréquences espérées sous HWE,
lors des simulations, à cause du nombre de pères hétérozygotes intervenant dans les ana-
lyses de liaison. Les grandes différences moyennes pour le schéma iv) montrent que les
modèles ne sont pas en adéquation avec ce schéma. Le schéma iv) n’est pas purement
additif au QTL, contrairement aux autres schémas, car il tient compte d’une autre va-
riable non modélisée par les modèles discriminés qui est la valeur de l’allèle au locus en
interaction avec le QTL. Pour ce genre de situation le test F perd sa robustesse à taille
d’échantillon fini sous H1, ce qui peut s’observer empiriquement par simulations, et les
puissances analytiques approchées sont en conséquence fausses.
7.3.2.2 Puissances avec prise en compte du LD
On suppose dans cette sous-section qu’il n’y a plus confusion entre le marqueur testé
et le QTL. Autrement dit, on suppose que ces derniers sont deux positions distinctes et
on note b1, b2 les allèles au marqueur testé et a1, a2 les allèles au QTL. L’objet de cette
sous-section est de caractériser l’influence du LD, entre le marqueur testé et le QTL, sur
les puissances associées aux différents modèles d’analyse dans le cadre du schéma i) de
simulation (i.e. le schéma polygénique de base). La mesure du LD utilisée ici est le r2 de
Hill et Robertson (cf. 1.1.6.1). Le nombre de pères et de descendants sont respectivement
fixés à p = 20 etm = 30. On suppose également que chaque allèle au marqueur testé, intra
famille, est complètement associé à un des allèles au QTL. Autrement dit, on suppose qu’il
existe un LD total intra famille entre les allèles au marqueur testé et les allèles au QTL.
La figure 7.25 illustre le r2 moyen dans 6 races bovines en fonction de la distance
physique entre deux SNP (De Roos et al., 2008). Ce graphique montre qu’un r2 moyen
de 0.1 correspond, approximativement, à une distance physique de 105 bases entre deux
marqueurs. Une telle distance entre deux SNP correspond à un faible taux de recombinai-
son de 0.1%, ce qui montre la vraisemblance de l’hypothèse de non-recombinaison dans
les simulations pour un r2 au moins égal à 0.1. Cette situation est réaliste lorsque deux
loci sont proches sur le génome car les événements de recombinaison deviennent rares.
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Figure 7.25 – r2 moyen dans 6 races bovines en fonction de la distance physique entre deux SNP,
d’après De Roos et al., 2008
Remarquons que le LD mesuré sur l’ensemble d’une population étudiée peut être
nul, bien que le LD mesuré dans chacune des familles constituant celle-ci soit maximal.
Considérons l’exemple simple de deux familles, i et j, composées chacune de deux individus
k et l. Soient {b1a1, b2a2}i,k, {b1a1, b2a2}i,l, {b1a2, b2a1}j,k et {b1a2, b2a1}j,l les haplotypes
portés par les quatre individus sur l’ensemble de ces deux familles. On voit pour cet
exemple simple que le LD mesuré sur l’ensemble des familles sera nul bien que le LD
mesuré dans chacune d’elles sera total. Les figures 7.26 à 7.28 illustrent les puissances
obtenues pour quatre niveaux de LD entre le marqueur testé et le QTL.
Courbes de puissance estimée :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison homoscédastique
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Figure 7.26 – Puissances estimées par
Monte-Carlo dans le cadre du schéma
polygénique pour p = 20, m = 30 et r2 = 1.
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Figure 7.27 – Puissances estimées par
Monte-Carlo dans le cadre du schéma
polygénique pour p = 20, m = 30 et r2 = 0.5.
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Figure 7.28 – Puissances estimées par
Monte-Carlo dans le cadre du schéma
polygénique pour p = 20, m = 30 et r2 = 0.25.
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Figure 7.29 – Puissances estimées par
Monte-Carlo dans le cadre du schéma
polygénique pour p = 20, m = 30 et r2 = 0.10.
Les figures 7.26 à 7.29 montrent respectivement, pour les modèles d’association par
rapport au modèle de liaison, une meilleure et moins bonne puissance lorsque la mesure
du r2 est supérieure et inférieure à 0.5. Sous l’hypothèse de non recombinaison, on voit
également dans ces figures que la puissance associée au modèle de liaison n’est pas in-
fluencée par le LD mesuré sur l’ensemble de la population, entre le marqueur testé et le
QTL, lorsque celui-ci diminue progressivement. Ce phénomène risque donc d’être observé
en pratique pour un faible taux de recombinaison, et il est conforme à l’hypothèse énoncé
en 2.3.1 qui est que les modèles LA peuvent donner de la puissance, contrairement aux
modèles LDA, lorsque l’on dispose d’une carte génétique de faible densité. Autrement dit,
les modèles LA peuvent permettre de détecter un QTL si on dispose d’une carte génétique
de faible densité, alors que ce n’est pas forcément le cas pour les modèles d’association.
7.4 Dérivation des facteurs de décentrage et des es-
timateurs associés aux modèles discriminés
7.4.1 Dérivation pour les modèles uni-SNP d’association
7.4.1.1 Modèle homoscédastique
i) Le facteur de décentrage dans le cas homoscédastique est donné par :
λhomo.A =
1
σ2ε
‖XAβA − PE0XAβA‖22
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où PE0 = X0A(X ′0AX0A)−1X ′0A =
1
n
Jn et on rappelle que Jn est la matrice n x n
remplie de 1. Le terme PE0XAβA est donc égal à :
PE0XAβA =
1
n

mpµ+ 2mpf 2a1α− 2mpf 2a2α
...
...
...
...
mpµ+ 2mpf 2a1α− 2mpf 2a2α

=

µ+ 2α(fa1 − fa2)
...
...
...
...
µ+ 2α(fa1 − fa2)

, car n = mp
Il vient donc que XAβA − PE0XAβA est donné par :
XAβA − PE0XAβA =

2α(1− (fa1 − fa2))
...
2α(1− (fa1 − fa2))
−2α(fa1 − fa2)
...
−2α(fa1 − fa2)
−2α(1 + (fa1 − fa2))
...
−2α(1 + (fa1 − fa2))

=

4αfa2
...
4αfa2
−2α(1− 2fa2)
...
−2α(1− 2fa2)
−4αfa1
...
−4αfa1

Le paramètre λhomo.A se réduit finalement (après simplification) à :
λhomo.A =
1
σ2ε
(
16nα2f 2a1f
2
a2 + 8nα
2(1− 2fa1)2fa1fa2 + 16nα2f 2a1f 2a2
)
= 1
σ2ε
(
8nα2fa1fa2
)
ii) L’estimateur associé à βA est donné par :
βˆA =
µˆ
αˆ
 =(X ′AXA)−1X ′AYA =
 n 2n(fa1 − fa2)
2n(fa1 − fa2) 4n(f 2a1 + f 2a2)

−1

p∑
i=1
(Yi2. + Yi0. + Yi−2.)
2
p∑
i=1
(Yi2. − Yi−2.)

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= 18n2fa1fa2
4n(f 2a1 + f 2a2) 2n(fa2 − fa1)
2n(fa2 − fa1) n


p∑
i=1
(Yi2. + Yi0. + Yi−2.)
2
p∑
i=1
(Yi2. − Yi−2.)

=⇒ αˆ = 14nfa1fa2
 p∑
i=1
[
Yi2. − Yi−2. + (fa2 − fa1)
(
Yi2. + Yi0. + Yi−2.
)]
où Yi2. =
mf2a1∑
k=1
Yi2k, Yi0. =
2mfa1fa2∑
k=1
Yi0k et Yi−2. =
mf2a2∑
k=1
Yi−2k. Pour des fréquences équili-
brées, αˆ correspond donc à la différence de moyennes entre les individus porteurs de a1a1
et ceux porteurs de a2a2, i.e. αˆ =
p∑
i=1
Yi2. −
p∑
i=1
Yi−2.
n
.
7.4.1.2 Modèle corrigé
i) Le facteur de décentrage pour le modèle d’association corrigé est donné par :
λcorr.A = β′AX ′AV −1XAβA︸ ︷︷ ︸
(1)
− β′AX ′AV −1X0A(X ′0AV −1X0A)−1X ′0AV −1XAβA︸ ︷︷ ︸
(2)
où l’on rappelle que V = σ2ε(In + ρA), avec A =
p⊕
i=1
Si tel que ∀i ∈ {1, .., p} Si =
3
4Im +
1
4Jm, et ρ =
σ2u
σ2ε
. On rappelle aussi que A est une matrice diagonale par blocs dont
ces derniers sont les Si. On commence par calculer l’inverse de V afin de calculer λcorr.A .
Or, on remarque que la matrice V peut aussi se ré-écrire de la façon suivante :
V = σ2ε

B1
. . . 0
Bi
0 . . .
Bp

=⇒ V −1 = σ−2ε

B−11
. . . 0
B−1i
0 . . .
B−1p

où Bi = Im + ρSi = Im + ρ
(3
4Im +
1
4Jm
)
= 4 + 3ρ4 Im +
ρ
4Jm = γIm + lJm
(
i.e. on pose
γ = 4 + 3ρ4 et l =
ρ
4
)
. En utilisant l’identité d’inversion de Sherman-Morisson on a donc
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B−1i = (γIm + lJm)−1 =
1
γ
Im − l
γ(γ + lm)Jm.
Calcul du terme (1) de λcorr.A :
On remarque que X ′AV −1XA =
p
σ2ε
X
′(i)
A B
−1
i X
(i)
A , où X
(i)
A est décrit en 6.2.1. Le terme
(1) vaut donc :
β′AX
′
AV
−1XAβA = β′A
 p
σ2ε
X
′(i)
A B
−1
i X
(i)
A
βA = p
σ2ε
β′A
1
γ
X
′(i)
A X
(i)
A −
l
γ(γ + lm)X
′(i)
A JmX
(i)
A
βA
= p
σ2ε
β′A
1
γ
 m 2m(fa1 − fa2)
2m(fa1 − fa2) 4m(f 2a1 + f 2a2)
− l
γ(γ + lm)
 m2 2m2(fa1 − fa2)
2m2(fa1 − fa2) 4m2(fa1 − fa2)2

βA
= mp
σ2ε(γ + lm)
β′A
 1 2(fa1 − fa2)2(fa1 − fa2) 4[γ + 2fa1fa2(lm− γ)]γ
 βA
= mp
σ2ε(γ + lm)
[
µ2 + 4µα(fa1 − fa2) +
4α2[γ + 2fa1fa2(lm− γ)]
γ
]
Calcul du terme (2) de λcorr.A :
On calcule d’abord le terme X ′AV −1X0A (= (X ′0AV −1XA)′), on a :
X ′AV
−1X0A =
p
σ2ε
1
γ
 m
2m(fa1 − fa2)
− l
γ(γ + lm)
 m2
2m2(fa1 − fa2)


= mp
σ2ε(γ + lm)
 1
2(fa1 − fa2)

Le terme (2) vaut donc :
β′AX
′
AV
−1X0A(X ′0AV −1X0A)−1X ′0AV −1XAβA
= β′A
mp
σ2ε(γ + lm)
 1
2(fa1 − fa2)
[ p
σ2ε
X
′(i)
0AB
−1
i X
(i)
0A
]−1 mp
σ2ε(γ + lm)
(
1 2(fa1 − fa2)
)
βA
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= β′A
mp
σ2ε(γ + lm)
 1
2(fa1 − fa2)
[ mp
σ2ε(γ + lm)
]−1 mp
σ2ε(γ + lm)
(
1 2(fa1 − fa2)
)
βA
= mp
σ2ε(γ + lm)
[
µ2 + 4µα(fa1 − fa2) + 4α2(fa1 − fa2)2
]
Finalement le paramètre λcorr.A se réduit (après simplification) à :
λcorr.A = terme (1) - terme (2) =
mp
σ2ε(γ + lm)
[4α2
γ
[
γ + 2fa1fa2(lm− γ)− γ(fa1 − fa2)2
]]
λcorr.A =
8mpα2fa1fa2
σ2ε
(
1 + 3σ
2
u
4σ2ε
) = 8nα2fa1fa2
σ2ε
(
1 + 3σ
2
u
4σ2ε
)
ii) L’estimateur associé à βA est donnée par :
βˆA =
µˆ
αˆ
 = (X ′AV −1XA)−1X ′AV −1YA
= σ
2
ε(γ + lm)
mp
 1 2(fa1 − fa2)2(fa1 − fa2) 4[γ + 2fa1fa2(lm− γ)]γ

−1 1
σ2ε
p∑
i=1
X
′(i)
A B
−1
i Y
(i)
A

= σ
2
εγ
8nfa1fa2

4[γ + 2fa1fa2(lm− γ)]
γ
2(fa2 − fa1)
2(fa2 − fa1) 1

× 1
σ2ε

1
(γ + lm)
p∑
i=1
(Yi2. + Yi0. + Yi−2.)
2
γ
p∑
i=1
[
(Yi2. − Yi−2.) + lm(fa2 − fa1)(γ + lm) (Yi2. + Yi0. + Yi−2.)
]

=⇒ αˆ = 14nfa1fa2
 p∑
i=1
[
Yi2. − Yi−2. + (fa2 − fa1)
(
Yi2. + Yi0. + Yi−2.
)]
où Yi2. =
mf2a1∑
k=1
Yi2k, Yi0. =
2mfa1fa2∑
k=1
Yi0k et Yi−2. =
mf2a2∑
k=1
Yi−2k.
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7.4.2 Dérivation pour les modèles uni-SNP de liaison
7.4.2.1 Modèle homoscédastique
i) Le facteur de décentrage dans le cas homoscédastique est donné par :
λhomo.T =
1
σ2ε
‖XTβT − PE0XTβT‖22
où PE0 = X0T (X ′0TX0T )−1X ′0T = X0T
[ pe∑
i=1
X
′(i)
TµX
(i)
Tµ
]−1
X ′0T = X0T
[m
2 Ipe
]−1
X ′0T car
tous les éléments de X ′(i)TµX
(i)
Tµ sont nuls sauf l’élément de la ième ligne et de la ième colonne
de ce produit qui vaut m2 . Il vient donc que PE0 est égal à :
PE0 =
2
m
X0TX
′
0T =
2
m

X
(1)
TµX
′(1)
Tµ
. . . 0
X
(i)
TµX
′(i)
Tµ
0 . . .
X
(pe)
Tµ X
′(pe)
Tµ

où ∀i 6= j on a X(i)TµX ′(j)Tµ = 0m2 et on remarque que X
(i)
TµX
′(i)
Tµ = Jm2 . Il vient donc que
XTβT − PE0XTβT (en posant Z = XTβT ) est donné par :
XTβT−PE0XTβT =

Z(1)
...
Z(i)
...
Z(pe)

− 2
m

Jm
2
. . . 0
Jm
2
0 . . .
Jm
2


Z(1)
...
Z(i)
...
Z(pe)

, où Z(i) =

µi + δi
...
µi + δi
µi − δi
...
µi − δi

Le terme intermédiaire Z(i) − 2
m
Jm
2
Z(i) (après quelques simplifications) se réduit à :
Z(i) − 2
m
Jm
2
Z(i) =

2δifa2
...
2δifa2
−2δifa1
...
−2δifa1

mfa12
mfa22
= U (i)
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Finalement le paramètre λhomo.T , après simplification, est donné par :
λhomo.T =
1
σ2ε
pe∑
i=1
U ′(i).U (i) = 1
σ2ε
pe∑
i=1
2mδ2i fa1fa2
ii) L’estimateur associé à βT est donné par :
βˆT =

µˆ1
...
µˆpe
δˆ1
...
δˆpe

= (X ′TXT )−1X ′TYT =
 pe∑
i=1
X
′(i)
T X
(i)
T
−1 pe∑
i=1
X
′(i)
T Y
(i)
T

⇐⇒ βˆT =
 pe∑
i=1
X ′(i)TµX(i)Tµ X ′(i)TµX(i)Tδ
X
′(i)
Tδ X
(i)
Tµ X
′(i)
Tδ X
(i)
Tδ

−1 pe∑
i=1
X ′(i)TµY (i)T
X
′(i)
Tδ Y
(i)
T


où X ′(i)TµX
(i)
Tµ = X
′(i)
Tδ X
(i)
Tδ =

0...0 0
m
2 (i,i)
0 0...0

pe×pe
, X ′(i)TµX
(i)
Tδ = X
′(i)
Tδ X
(i)
Tµ =0pe×pe
, X ′(i)TµY
(i)
T =

0
...
0
Yi1. + Yi−1.
0
...
0

et X ′(i)Tδ Y
(i)
T =

0
...
0
Yi1. − Yi−1.
0
...
0

On a donc que δˆi =
2
m
(
Yi1.−Yi−1.
)
, où Yi1. =
mfa1
2∑
s=1
Yi1s et Yi−1. =
mfa2
2∑
s=1
Yi−1s. Remarquons
que les individus porteurs de a1 et a2 sont respectivement homozygotes a1a1 et a2a2 au
génotype. Il vient donc que δˆi se ré-écrit également de la façon suivante :
δˆi =
2
m
(
Yi1. − Yi−1.
)
= 2
m
(mfa12∑
s=1
Yi2s −
mfa2
2∑
s=1
Yi−2s
)
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Autrement dit, δˆi est égal à deux fois l’estimateur de α au sein de la famille i lorsque les
fréquences sont équilibrées.
7.4.2.2 Modèle hétéroscédastique
i) Le facteur de décentrage pour le modèle de liaison hétéroscédastique est donné par :
λhétéro.T = β′TX ′T V˜ −1XTβT︸ ︷︷ ︸
(1)
− β′TX ′T V˜ −1X0T (X ′0T V˜ −1X0T )−1X ′0T V˜ −1XTβT︸ ︷︷ ︸
(2)
où l’on rappelle que V˜ =
pe⊕
i=1
σ2εiIm2 .
Calcul du terme (1) de λhétéro.T :
En posant Z = XTβT , le terme (1) de cette expression vaut :
β′TX
′
T V˜
−1XTβT =
(
Z ′(1) · · · Z ′(i) · · · Z ′(pe)
)

1
σ2ε1
Z ′(1)
...
1
σ2εi
Z ′(i)
...
1
σ2εpe
Z ′(pe)

, où Z(i) =

µi + δi
...
µi + δi
µi − δi
...
µi − δi

mfa12
mfa22
= m2
pe∑
i=1
1
σ2εi
[
µ2i + 2µiδi(fa1 − fa2) + δ2i
]
(après quelques simplifications)
Calcul du terme (2) de λhétéro.T :
L’expression X0T (X ′0T V˜ −1X0T )−1X ′0T du terme (2) s’écrit :
X0T (X ′0T V˜ −1X0T )−1X ′0T = X0T

m
2σ2ε1 . . . 0
m
2σ2εi
0 . . .
m
2σ2εpe

−1
X ′0T
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Pour les raisons évoquées précédemment, en 7.4.2.1 sur le produit de X0TX ′0T , on a :
X0T (X ′0T V˜ −1X0T )−1X ′0T =
2
m

σ2ε1Jm2
. . . 0
σ2εiJm2
0 . . .
σ2εpeJm2

Après quelques simplifications, il vient que le terme (2) est donné par :
β′TX
′
T V˜
−1X0T (X ′0T V˜ −1X0T )−1X ′0T V˜ −1XTβT =
2
m
pe∑
i=1
1
σ2εi
Z ′(i)Jm
2
Z(i)
= m2
pe∑
i=1
1
σ2εi
[
µi + δi(fa1 − fa2)
]2
Finalement le paramètre λhétéro.T est donné par :
λhétéro.T = terme (1) -terme (2) =
pe∑
i=1
2mδ2i fa1fa2
σ2εi
ii) L’estimateur associé à βT est donné par :
βˆT =

µˆ1
...
µˆpe
δˆ1
...
δˆpe

= (X ′T V˜ −1XT )−1X ′T V˜ −1YT =
 pe∑
i=1
1
σ2εi
X
′(i)
T X
(i)
T
−1 pe∑
i=1
1
σ2εi
X
′(i)
T Y
(i)
T

⇐⇒ βˆT =
 pe∑
i=1
1
σ2εi
X ′(i)TµX(i)Tµ X ′(i)TµX(i)Tδ
X
′(i)
Tδ X
(i)
Tµ X
′(i)
Tδ X
(i)
Tδ

−1 pe∑
i=1
1
σ2εi
X ′(i)TµY (i)T
X
′(i)
Tδ Y
(i)
T


où les produits X ′(i)TµX
(i)
Tµ, X
′(i)
TµX
(i)
Tδ , X
′(i)
Tδ X
(i)
Tµ, X
′(i)
Tδ X
(i)
Tδ , X
′(i)
TµY
(i)
T et X
′(i)
Tδ Y
(i)
T sont les
mêmes que ceux calculés pour le cas du modèle de liaison homoscédastique. En se repor-
tant aux résultats obtenus pour le modèle de liaison homoscédastique (matrices diagonales
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et nulles) on a :
δˆi =
2
m
(
Yi1. − Yi−1.
)
où Yi1. =
mfa1
2∑
s=1
Yi1s et Yi−1. =
mfa2
2∑
s=1
Yi−1s.
7.5 Discussion et perspectives de l’étude
J’ai comparé dans cette partie les puissances et les robustesses associées à des modèles
uni-SNP de liaison avec celles de modèles uni-SNP d’association. L’étude a montré que les
modèles de liaison considérés et le modèle d’association corrigé pour la structure génétique
sont robustes aux faux positifs, pour plusieurs cas de simulation, conformément à ce qui
est cité dans la littérature (cf. 2.3.1 et 2.3.2). Cependant, j’ai montré dans cette étude
que la robustesse des modèles d’association dépend aussi parfois de l’optimisation (EM,
REML..) associée à l’estimation des paramètres de ces modèles, en plus de la nécessité
de la prise en compte de la structure génétique. Ce travail a également montré que les
modèles uni-SNP de liaison considérés sont moins puissants que les modèles uni-SNP
d’association pour plusieurs scénarios de simulation. Les modèles de liaison sont décrits
fréquemment dans la littérature comme étant peu puissants pour la détection de QTL
expliquant une faible proportion de la variance phénotypique (Risch, 2000 ; Onkamo et
al., 2002 ; McQueen et al., 2005).
Sham et al. (2000) ont montré que la puissance associée à une analyse d’association,
dans le cadre d’un modèle général proposé par Fulker et al. (1999), est liée linéairement à la
proportion de variance expliquée par le QTL. Ils ont montré que la puissance associée à une
analyse de liaison, définie dans ce même cadre, est liée quadratiquement à la proportion de
variance expliquée par le QTL. Ils montrent ainsi, dans leur étude, que l’analyse de liaison
n’a d’intérêt que lorsque le QTL explique au moins 10% de la variance totale. Le nombre
de pères hétérozygotes est également un facteur limitant dans les analyses de liaison. Par
exemple, pour des fréquences alléliques très déséquilibrées au QTL (cas d’allèles rares)
l’application des modèles de liaison devient difficile à cause de la diminution considérable
du nombre espéré de pères hétérozygotes. J’ai supposé que les fréquences alléliques au
QTL étaient équilibrées dans ce travail, ce qui correspond à une situation optimale pour
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le nombre espéré de pères hétérozygotes.
Un autre facteur limitant dans les analyses de liaison est la prise en compte de des-
cendants uniquement homozygotes lorsque les génotypes des mères ne sont pas connus. Il
est toutefois possible de connaître la transmission des allèles d’un père hétérozygote à des
descendants hétérozygotes, lorsque la densité de marqueurs augmente et que l’on recons-
titue les phases chez le père, ou quand les mères sont génotypées. Dans cette situation,
la plupart des descendants du père hétérozygote sont informatifs. Cependant, l’utilisation
de tous les descendants d’un père hétérozygote, dans le cadre du travail réalisé, ne rend
pas les modèles de liaison plus puissants que les modèles d’association. Cela peut se com-
prendre, en outre du travail de Sham et al. (2000), par le fait que seulement une moitié des
pères sont hétérozygotes, en espérance, lorsque les fréquences alléliques sont équilibrées
au QTL. La figure 7.30 donne un exemple de la puissance analytique approchée pour le
modèle de liaison homoscédastique, dans le cadre du schéma polygénique de base, lorsque
tous les descendants sont considérés informatifs. Cet exemple montre que ce modèle de
liaison reste moins puissant que les modèles d’association, bien que l’on utilise tous les
pères hétérozygotes et descendants informatifs.
Courbes de puissance analytique approchée :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison homoscédastique
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Figure 7.30 – Puissances analytiques approchées pour p = 20 et m = 15 dans le cas d’effets alléliques
au QTL identiques inter familles, en considérant l’ensemble des descendants.
Si beaucoup de populations animales sont composées de familles de demi-frères, ce qui
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justifie l’hypothèse faite, les résultats obtenus ne l’ont été que dans ce cadre. La levée de
cette hypothèse, en considérant une population structurée autrement, pourrait changer
les résultats obtenus. Plus d’études devraient donc être menées sur d’autres structures
afin d’apprécier la puissance, et la robustesse, des modèles d’association et des modèles
de liaison.
L’étude réalisée a montré que les différences moyennes entre les puissances analytiques
approchées et les puissances estimées sont plus petites pour le modèle d’association cor-
rigé pour la structure, par rapport aux autres modèles comparés. Cela montre que ce
modèle est le moins influencé par la levée de ses hypothèses selon les différents schémas
de génération et la variance d’échantillonnage lors des simulations (i.e. la déviation aux
fréquences espérées sous HWE). Bien que ces différences ont été enflées par la variance
d’échantillonnage, on peut supposer que ce modèle est en relativement bonne adéquation
avec les schémas i) à iii). Les figures 7.31 à 7.33 donnent les courbes de puissance analy-
tique et estimée superposées pour les schémas i) à iii) lorsque p = 20 et m = 30. On voit
dans ces figures que les courbes analytiques et estimées sont relativement proches pour
le modèle d’association corrigé. Dans ces figures, on remarque également que les courbes
analytiques justifient la vraisemblance des courbes obtenues par simulations bien que l’on
observe certaines différences entre ces courbes.
Courbes de puissance analytique (−) et estimée (−−) :
: analyse d’association homoscédastique / : analyse d’association corrigée
: analyse de liaison homoscédastique / : analyse de liaison hétéroscédastique
Figure 7.31 – Puissances pour m = 30 dans le
cas d’effets alléliques au QTL identiques inter
familles (schéma i)).
Figure 7.32 – Puissances pour m = 30 dans le
cas de variances résiduelles différentes inter
familles (schéma ii)).
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Figure 7.33 – Puissances pour m = 30 dans le cas de moyennes différentes inter familles (schéma iii)).
Remarquons que la vraisemblance des résultats obtenus par Monte-Carlo sous H1
justifie la vraisemblance de ceux obtenus sous H0 car les phénotypes sont simulés sous les
mêmes conditions, dans les deux situations, à l’exception des effets alléliques au QTL qui
ne sont pas présents lorsque l’on se place sous H0.
Au vu des puissances analytiques et estimées pour le schéma iv) considérant l’interac-
tion, il est clair que les modèles discriminés ne sont pas en adéquation avec ce schéma. De
manière générale on a E[βˆ] = β lorsqu’un modèle statistique est en adéquation avec les
processus qui génèrent les données, où β est une grandeur d’intérêt intervenant dans la
génération des dernières. Pour le schéma iv) on montre que E[αˆ] = 332α 6= α pour les mo-
dèles d’association et E[δˆi] =
3
16α 6= 2α = δi pour les modèles de liaison (cf. compléments
en Annexe A). En d’autres termes, les modèles statistiques considérés sont biaisés pour
l’estimation des effets alléliques au QTL. Ce cas montre la nécessité d’avoir une connais-
sance approfondie des processus générant les phénotypes afin de construire des modèles
plus robustes sous l’alternative. On peut également montrer pour les schémas i) à iii) que
E[αˆ] = α pour les modèles d’association et E[δˆi] = 2α = δi pour les modèles de liaison.
Toutefois, cette étude a montré que la situation où les modèles de liaison ont un clair
avantage par rapport aux modèles d’association, est celle où il existerait un faible LD
populationnel entre un marqueur et un QTL. Autrement dit, cette situation correspond
au cas où la carte génétique utilisée ne serait pas suffisamment dense pour bien capter
le LD populationnel entre un marqueur testé et un QTL. Dans ce travail, les modèles
d’association ont montré moins de puissance que les modèles de liaison lorsque le LD entre
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le marqueur testé et le QTL est inférieur à 0.5. Ce résultat est en accord avec celui cité
dans Sham et al. (2000), qui est que l’on ne détecte pas correctement le LD populationnel
entre un marqueur et un QTL à plus de 20Kb. A une telle distance physique on peut
observer un r2 moyen inférieur à 0.5 (cf. figure 7.25) dans les populations animales avec
les puces couramment utilisées.
La capacité des modèles de liaison à détecter des QTL pour des cartes à faible densité
provient de leur construction qui leur permet de toujours s’affranchir du LD populationnel.
En effet, on a vu que le LD intra famille exploité par les modèles LA peut être maximal,
quand celui mesuré sur l’ensemble de la population est nul. Cependant, cette construction
est en contrepartie responsable du manque de précision des analyses de liaison pour la
cartographie de QTL, car le LD intra famille est un phénomène toujours présent et qui
s’étend sur de grandes distances. Les analyses de liaison ne sont donc pas la méthode de
choix pour la cartographie fine de QTL.
Des modèles dits LDLA (“Linkage Disequilibrium Linkage Analysis”) ont été déve-
loppés afin de concilier les avantages des approches LDA et LA. Le modèle LDLA le plus
connu et utilisé en pratique est celui de Meuwissen et al. (2002). Ce modèle fait partie
de la classe des modèles mixtes définie par l’équation (2.3) en 2.2.1.2, i.e. c’est un modèle
prenant en compte des effets haplotypiques et polygéniques en aléatoires. Les probabilités
d’IBD entre haplotypes contenues dans la matrice H de ce modèle sont calculées par la
méthode proposée dans Meuwissen et Goddard (2001). Les probabilités d’IBD entre les
individus non fondateurs du pedigree sont calculées par la transmission, ce qui correspond
à la partie LA, et les probabilités d’IBD entre les fondateurs du pedigree sont calculées
par la fonction P (IBD) décrite en 4.2.3, ce qui correspond à la partie LD telle que décrite
par les auteurs (Uleberg et Meuwissen, 2007).
Or, on a vu que les prédictions non discrètes dans [0,1] (i.e. les éléments de la matrice
H) mènent à une détérioration de la prise en compte du LD par l’utilisation d’haplotypes.
Ainsi, les modèles LDLA ne sont peut-être pas adaptés pour une cartographie fine par
l’exploitation du LD. Legarra et Fernando (2009) ont proposé de simplifier cela en ré-
duisant les probabilités d’IBD dans cette stratégie à l’observation des états IBS entre les
haplotypes fondateurs. Hayes et al. (2006) ont montré que le modèle LDLA proposé par
Meuwissen et al. (2002) perd en précision de cartographie, et gagne en puissance, lorsqu’il
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y a peu de recombinaisons. La raison évoquée par ces auteurs à ce phénomène est que
le LD capté par le modèle, entre les haplotypes et le QTL, n’est pas suffisamment local
lorsqu’il y a peu de recombinaisons.
Finalement, il peut être intéressant de conserver les approches LA pour une détection
en cas d’une faible densité de marquage, ou pour renforcer la validité des résultats de
cartographie obtenus par les analyses d’association. Cette logique s’explique par le fait
que le LD intra-famille est toujours présent et assez fort entre une position testée et un
QTL, mais ce LD sera aussi d’autant plus fort lorsque le LD populationnel sera très
fort entre ces positions. Ainsi un QTL détecté par une analyse d’association devrait, en
principe, avoir des chances d’être détecté par une analyse de liaison alors que la réciproque
n’est pas forcément vraie (Greenberg, 1993). Cependant, Greenberg (1993) évoque des
situations réelles où l’association détectée entre des allèles et un phénotype ne mène pas à
une liaison détectée entre ces derniers. L’une des raisons qu’il évoque pour ces situations
est une faible proportion de la variance phénotypique expliquée par ces allèles, que l’on
ne peut détecter que par des analyses d’association. Cette faible proportion de variance
étant fréquemment le résultat d’interactions entre loci sur le génome. Une autre raison
possible est qu’il arrive aussi, parfois, qu’il n’y ait aucun père hétérozygote pour l’analyse
de liaison (Frésard et al., 2012)
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Rappel sur les objectifs et le contexte de la thèse
Les objectifs de cette thèse étaient de discriminer entre des modèles utilisés en rou-
tine en cartographie de QTL et d’apporter des éclaircissements sur la meilleure façon
d’exploiter le LD, via l’utilisation des données omiques, afin d’optimiser les méthodes de
cartographie fine. Parmi les nombreux modèles proposés dans la littérature, nous avons
distingué deux catégories de modèles : le LA et le LDA, qui sont établis dans leur uti-
lisation routinière en cartographie de QTL. Le LDA est devenue l’approche de choix et
l’utilité des modèles LA est remise en question avec le génotypage à haut débit.
La partie III de cette thèse vise à donner des réponses à cette question. Dans cette
partie, des modèles uni-SNP de liaison sont comparés avec des modèles uni-SNP d’asso-
ciation, par rapport à leurs puissances et robustesses statistiques en cartographie de QTL.
Cependant, les approches uni-SNP comportent un défaut majeur qui est leur sensibilité
aux associations à longue distance dû au LD biallélique qui peut s’étendre assez loin, voir
exister entre des chromosomes. Les réponses données dans cette partie ne tiennent pas
compte de ce LD entre chromosomes, sachant que ce dernier ne s’observe pas systémati-
quement sur le génome (Weiss et Clark, 2002).
Afin de pallier le caractère non systématiquement local du LD biallélique, des ap-
proches haplotypiques ont été proposées. Outre leur meilleure exploitation locale du LD,
ces méthodes permettent d’effectuer une inférence sur les allèles non observés en des QTL
putatifs. Diverses méthodes haplotypiques ont été proposées dans ce cadre. Aucune ne
semble faire l’objet d’un consensus auprès de la communauté des chercheurs en cartogra-
phie de QTL. L’objectif de la partie II a été de proposer une méthode de discrimination
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entre ces approches haplotypiques et de traduire algébriquement leur comportement par
rapport au LD multiallélique. L’objectif de l’étude algébrique a été de comprendre les
mécanismes sous-jacents à la cartographie de QTL par l’exploitation du LD multialle-
lique capté par les méthodes haplotypiques. Cette étude a été nécessaire afin d’apporter
des éclaircissements sur la meilleure façon d’exploiter le LD via l’utilisation des données
omiques.
Résultats obtenus par rapport aux objectifs
J’ai proposé dans la première partie une méthode, basée sur une distance matricielle,
qui aide à mieux discriminer entre les méthodes haplotypiques effectuant une inférence
sur les allèles non observés à une position testée sur des chromosomes (i.e. une prédiction
d’identité allélique). Cette méthode a permis de valider des résultats de cartographie et
a mis en évidence qu’une méthode simple, telle que l’IBS entre haplotypes, suffit pour
cartographier finement un QTL par l’utilisation du LD multiallélique. Ce dernier résultat
est tout de même conditionné par la structure des données, à savoir que l’on doit disposer
d’une carte génétique suffisamment dense et qu’il n’y ait pas un niveau important d’erreur
de phasage des chromosomes. Sous réserve d’existence de variants causaux, un marquage
très dense devrait permettre de capter le LD multiallélique entre des haplotypes et ces
allèles cachés.
J’ai également montré dans cette partie qu’il peut être difficile de construire un pré-
dicteur d’identité allélique en des loci non observés qui ne soit pas uniquement basé sur la
similarité totale entre des haplotypes et qui tienne bien compte du LD entre ces derniers
et les allèles au QTL. En effet, j’ai pu montrer que la prise en compte de la similarité
partielle entre deux haplotypes, outre la similarité totale, détériore l’exploitation du LD
entre ces derniers et les allèles au QTL. Ce résultat, bien qu’il ne soit démontré que dans
un cas particulier, met en défaut l’hypothèse généralement avancée dans la littérature
(Meuwissen et Goddard, 2001 ; Meuwissen et al., 2002 ; Li et Jiang, 2005), qui est que l’on
exploite mieux le LD entre les allèles au QTL et des haplotypes si l’on tient compte de
similarité partielle et totale entre ces derniers. Or, ce LD multiallélique est celui que l’on
cherche à exploiter au mieux pour la cartographie de QTL.
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A la lumière des résultats algébriques de cette partie, il est possible que l’IBS entre
haplotypes soit la méthode de choix pour l’analyse d’un marquage à haute densité exhibant
des forts niveaux de LD multiallélique localement. Or, avec le séquençage complet des
individus cette possibilité deviendra sans doute une réalité. Les résultats algébriques ont
montré que l’IBS entre haplotypes possède de bonnes propriétés théoriques par rapport
au LD multiallélique.
J’ai étudié dans la seconde partie les puissances et les robustesses associées à des mo-
dèles uni-SNP d’association et des modèles uni-SNP de liaison, sous l’hypothèse d’équilibre
de Hardy-Weinberg au QTL. Cette étude a été faite à la fois sur le plan théorique et par
simulation. Les résultats obtenus dans cette partie correspondent globalement à ceux cités
dans littérature. L’étude a montré que les modèles de liaison, et les modèles d’association
tenant compte de la structure génétique, sont robustes aux faux positifs pour l’essen-
tiel des cas de simulation étudiés. Cependant, j’ai aussi montré dans cette partie que les
modèles d’association sont robustes aux faux positifs si les paramètres (variances) sont
correctement estimés et que la structure des données est correctement prise en compte.
L’étude a également montré que la différence entre la puissance analytique approchée et
la puissance estimée du test de Fisher est plus petite pour le modèle d’association corrigé.
Elle montre ainsi que ce modèle est le moins influencé par la levée de ses hypothèses selon
les différents schémas de simulation considérés. Finalement, les simulations dans cette
partie ont montré que les modèles de liaison comportent un réel intérêt, contrairement
aux modèles d’association, lorsque les cartes génétiques ne sont pas suffisamment denses.
La capacité des modèles LA à détecter des QTL pour des cartes à faible densité provient de
leur construction, qui les rend antagonistes, dans une certaine mesure, aux modèles LDA.
Cependant, il semblerait que les analyses effectuées en pratique se tournent davantage
vers les analyses d’association avec des puces d’au moins 50K dans beaucoup d’espèces
(porcins, caprins, ovins, bovins..).
Au vu des résultats obtenus dans cette partie, il peut être intéressant de conserver
les approches LA afin d’effectuer une détection de QTL dans les zones de faible LD. Les
modèles LA peuvent également aider à renforcer, dans certaines situations, les résultats de
cartographie obtenus par les approches LDA. En effet, les QTL détectés par une approche
LDA auront des chances d’être détectés par une approche LA alors que la situation inverse
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sera moins courante. Cette mécanique s’explique par le fait que le LD intra-famille est
toujours présent et assez fort entre une position testée et un QTL, mais ce LD sera aussi
d’autant plus fort lorsque le LD populationnel sera très fort entre ces positions. Cependant,
il arrive parfois que l’on ne détecte pas des QTL par des approches LA bien que ce soit la
situation inverse pour des approches LDA. Il existe diverses raisons expliquant ce cas de
figure telles que l’interaction entre loci et des QTL ayant un faible effet sur le phénotype.
Toutefois, bien que les approches LA puissent aider à détecter des associations, ces
approches sont peu précises pour la cartographie fine de QTL et elles ne comportent donc
pas d’intérêt dans ce sens. De plus, ces approches sont fastidieuses à mettre œuvre dans
certaines espèces, telle que chez l’homme par exemple, car elles nécessitent de construire
des familles adaptées, ce qui rend l’utilisation des modèles LA moins évidente que les
modèles LDA.
Conclusions générales de la thèse
A la lumière de l’ensemble des résultats et perspectives des parties traitées dans le
cadre de cette thèse, on peut conclure que les approches d’association utilisant les ha-
plotypes et corrigées pour la structure des données constituent un axe de recherche à
privilégier. En effet, outre leur capacité à bien décrire un LD local, ces approches sont
cohérentes d’un point de vue biologique. Elles peuvent par exemple rendre compte d’un
multiallélisme sous-jacent à un QTL, quelque soit le nombre d’allèles non observés au
QTL. Cependant l’application de ces approches nécessite la reconstruction des phases
des chromosomes. Cette reconstruction peut être parfois difficile et constitue un facteur
limitant dans l’application des modèles utilisant des haplotypes. Le choix de la taille des
haplotypes en nombre de marqueurs, selon la densité de marquage, est également un
paramètre à déterminer pour l’utilisation de ces modèles.
L’étape suivante à ce travail de thèse conduirait naturellement à l’étude de la puissance
et de la robustesse des modèles haplotypiques d’association corrigés pour la structure.
Cette étude est importante si l’on veut comprendre les différents facteurs influençant la
maîtrise de l’erreur de première espèce et la puissance associées à ces modèles d’analyse.
La démarche et les dérivations algébriques nécessaires à cette étude ont été faites dans le
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cadre des approches uni-SNP, en effets fixes, qui sont des cas particuliers des approches
haplotypiques. Ces éléments peuvent donc être utilisés afin de généraliser l’étude de la
puissance et de la robustesse aux modèles utilisant des haplotypes en effets fixes.
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Annexes
Annexe A : Compléments sur l’espérance des estima-
teurs pour la partie III
Dans le cadre des schémas de simulation décrits en 7.2.2.1 à 7.2.2.4, E[αˆ] et E[δˆi] sont don-
nées par :
i) Pour le schéma avec des effets alléliques identiques inter familles (cf. 7.2.2.1) :
E[αˆ] = 14nfa1fa2
[ p∑
i=1
[
mf2a1E[Yi2k]−mf2a2E[Yi−2k] + (fa2 − fa1)
(
mf2a1E[Yi2k] +mf
2
a2E[Yi−2k]
)]]
= 14nfa1fa2
[ p∑
i=1
[
mf2a12α+mf
2
a22α+ (fa2 − fa1)
(
mf2a12α−mf2a22α
)]]
= α
E[δˆi] =
2
m
(mfa1
2 E[Yi1s]−
mfa2
2 E[Yi−1s]
)
= fa1E[Yi1s]− fa2E[Yi−1s] = fa1E[Yi2k]− fa2E[Yi−2k]
= 2α(fa1 + fa2) = 2α = δi
Remarque : les individus ayant reçu l’allèle a1 d’un père hétérozygote doivent impérative-
ment être homozygotes a1a1, ici, pour l’analyse de liaison car les génotypes des mères ne sont
pas connus, d’où l’on sait que E[Yi1s] = E[Yi2k] (idem pour a2).
ii) Pour le schéma avec des variances résiduelles différentes inter familles (cf. 7.2.2.2) :
E[αˆ] = α (car le calcul est le même que pour le schéma défini en i)
E[δˆi] = 2α = δi (idem)
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iii) Pour le schéma avec des moyennes différentes inter familles (cf. 7.2.2.3) :
E[αˆ] = 14nfa1fa2
[ p∑
i=1
[
mf2a1(µ
i + 2α)−mf2a2(µi − 2α) + (fa2 − fa1)
(
mf2a1(µ
i + 2α)
+ 2mfa1fa2µi +mf2a2(µ
i − 2α))]] = α
E[δˆi] = fa1E[Yi2k]− fa2E[Yi−2k] = fa1(µi + 2α)− fa2(µi − 2α) = µi(fa1 − fa2) + 2α
= 2α = δi si fa1 = fa2 =
1
2
iv) Pour le schéma avec des effets alléliques au QTL en interaction avec un locus (cf. 7.2.2.4) :
D’abord remarquons que dans le cadre de ce schéma on a E[Yi2k] = f2b1f
2
a12α+2fb1fb2f
2
a12α+
f2b2f
2
a1 .0 = 2f
2
a1α(1− f2b2) , E[Yi0k] = f2b1 .2fa1fa2α+ 2fb1fb2 .2fa1fa2α+ 0 = 2fa1fa2α(1− f2b2) et
E[Yi−2k] = 0. En supposant que fb1 = fb2 =
1
2 , on montre (après simplification) que :
E[αˆ] = 34
[
fa1α
(
f2a1 + f
2
a2 − fa1fa2
)]
= 3α32 6= α pour fa1 = fa2 =
1
2
E[δˆi] =
3
2f
3
a1α =
3α
16 6= 2α pour fa1 = fa2 =
1
2
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