I. INTRODUCTION
Flash memory is becoming increasingly important in storage systems with rapid growth of portable and mobile applications. The price per unit capacity of flash memory is increasingly comparable to HDD.
Flash memory is a non-volatile memory (NVM), which can be electrically erased and programmed; it has many advantages as compared with conventional HDD.
The main advantages of Flash memory are as follows. Firstly, flash memory has small form-factor and light of weight suitable for small device. Secondly, it is resistant to shock, since it has no mechanical components such as hard disk platter, head and spindle motor. Thirdly, flash memory reduces the power consumption. Finally, it provides much high performance than HDD.
However, despites various merits, it has critical features. Flash memory must be erased before writing. And it is erased in blocks, but written in pages. Flash memory utilizes flash translation layer (FTL) to solve its drawback. The FTL enables flash memory device to emulate a common storage media such as HDD. Solid- Manuscript received July 31, 2013; revised September 15, 2013. state disks (SSDs) are the storage device that uses flash memory as their storage media.
The FTL should contain at least four features to be optimized so as to increase the performance: logical-tophysical address mapping, merge Operation, wearleveling, and power-off recovery.
In this paper we propose an automatic error correction so-called copy-back method using flash memory controller in merge operation. Using this method, we can reduce unnecessary DMA, increase DRAM Bandwidth, and improve the IOPS performance.
This paper is organized as follows. Section II introduces related works of flash memory, FTL, merge operation, and copy-back operation. Section III explains our new scheme of copy-back operation using hardware logic. Section IV provides performance evaluation of the proposed scheme and compares with the traditional scheme. Section V concludes the paper.
II. BACKGROUND

A. Flash Memory Storage
Flash memory uses cell-based floating-gate transistors as shown in Fig. 1 [1] .
 Program Operation: Off-cell, Tunnel injection and Data '0'  Erase Operation: On-cell, Tunnel release and Data '1'  Read Operation: Read cell whether it is 0 or 1 Program and Read operations are performed on a page basis, whereas Erase operation is conducted in the block.
NAND flash consists of cells, pages, blocks, planes, die and package as shown in Fig. 2 [2] . However, each NAND device has different size. NAND flash includes extra storage on each page (8KB), found in a spare area of 640B for parity of error correcting code (ECC), because NAND flash requires the ECC to ensure the data integrity. 
B. Flash Translation Layer (FTL)
The objective of the FTL is to provide transparent services for file systems to access flash memory as a block device, to optimize the performance using the least amount of buffer memory, and to extend the endurance by using the wear-leveling technique. It is shown in Fig.  3 [3] . The FTL should contain at least four features as follows [4] :
 Logical-to-physical address mapping  Merge Operation (Garbage collection, Migration, Compaction)  Wear-leveling  Power-off recovery
C. Merge Operation
In general, while performing a write operation, the FTL allocates log block to cache block. But, The log block will be very small amount compared to the data block. As number of write operation increased there can be no available free blocks remained in the log blocks.
Merge operation is to make free blocks to resolve this problem. There are three types of merge operations, which are shown in Fig. 4 [5] and [6] .  Switch merge: In Fig. 4(a) , log block B becomes a new data block while the old data block A is erased.  Partial merge: When only part of a block is invalidated by overwriting and the overwritten pages are located in the same block sequentially as shown in Fig. 4 (b)  Full merge: Full merge operation involves the largest overhead. As shown in Fig. 4(c) , log block B is selected as the victim block. The valid pages from log block B and its corresponding data block A will be copied into a newly erased block C, and then block A and B will be erased. 
D. Flash Memory Copy-Back Operation
Copy-back operation is copying data from one page in the flash memory to another row address without data output and data input within the page buffer. As shown in 
E. Traditional Merge Operation
Merge operation in Flash based SSD is copying data from log block or data block in the flash memory to another log block or free block. If there is no error in a page buffer, merge operation is conducted by steps 1 and 4 of Fig. 5 . But, because of the occurrence of multiple errors in current flash memory, flash memory requires an ECC in order to ensure the integrity of data during a copy-back operation, and needs steps 2 and 3 of Fig. 5 .
Flash memory can not have an ECC engine due to the fact that implementation and size are critical issues. Hence, existing method of copy-back operation is similar to just Read ( steps (1) ~ (4) of Fig. 6 ) and Program (steps (5) ~ (8) of Fig. 6 ) from the page buffer in flash memory to buffer memory such as DRAM in a SSD controller.
Hereafter, we will call this operation is external copyback operation which consists of fully steps (1) ~ (8) as shown in Fig. 6 . And if the data needs to be modified or merged between channels, it also should be used the external copy-back operation. In general FTL, by exploiting buffer memory we can conduct merge operation efficiently and manage mapping table. While always using external copy-back operation, additional data transfer, DMA time and hardware/software overhead between DRAM and Flash controller reduce the system performance (IOPS) [7] .
III. AN EFFICIENT COPY-BACK OPERATION (ECB)
Compared to traditional scheme, the efficient copyback (hereafter ECB) needs not to transfer the data to DRAM for correcting and detecting error. The ECB is hardware logic to correct and detect error of page buffer in the Flash controller as shown in Fig. 7 . In order to use the ECB, Flash controller conducts Read for Copy-back (step 1 in Fig. 7 ) command firstly. Then flash data is stored in the page buffer, controller reads data (step 2) from the page buffer and corrects the errors (step 3) using ECB logic automatically. In detail of step 3, ECB logic finds location(Byte information) and position(Bit information) of errors occurred, then flash controller conducts random byte program by bit flipping the data that found by ECB logic. In general, BCH (BoseChaudhuri-Hocquenghem) code and LDPC (Low-Density Parity-Check) code are used as the ECC algorithm in the SSD, whereas HDD uses the RS-code [8] .
After checking all data in the page buffer, executes Copy-back program operation through step 4 as shown in Fig. 7 .
The difference between the two schemes is on step 3 of the ECB and steps 3~7 of traditional merge operation.
Step(3) Random In operation time of the ECB increases with the number of errors in a page, on the other hand steps 3~7 of the traditional merge operation is not affected by the number of errors in a page. In other words, before the flash memory is worn out as PE (Programerase) cycle increases, the performance of ECB is better than the traditional merge operation.
IV. PERFORMANCE EVALUATION
The proposed scheme improves the performance of merge operation. We consider several parameters in the evaluation of Random Write performance. Fig. 8 illustrates the difference between the ECB and the traditional merge operation under the same conditions. The performance of two methods increases linearly number of channels. However the ECB is constantly performed 9% more than the traditional merge operation. When increasing the number of Banks (Way), the performance of ECB is also better than the traditional merge operation as shown in Fig. 9 , it shows a little bit irregular dependency on the number of banks than the change according to the increase in number of the channel. The foregoing experiment results in Fig. 8 , Fig. 9 and Fig. 10 , are measured at the fixed number of errors less than 100 in a page.
Lastly, as mentioned in Section III, the performance is different by increasing number of errors in a page, in other words the performance of ECB will decrease as compare to traditional merge operation when PE-cycle increase more than the threshold number of errors. Fig. 11 illustrates the results related to the number of errors. In this experiment, the performance of ECB gets dropped than the traditional merge operation, when error occurred is more than 600 errors. But, if error occurs over the ability of ECC, it becomes the uncorrectable state. When the system gets into EOL (End of Life) state due to occurrence many errors, the error recovery mode is an important factor. The drawback of ECB does not make sense, because this system goes to the uncorrectable state if the number of errors is more than 500 per page. 
V. CONCLUSION
In this paper, we proposed an efficient hardware copyback operation which reduces the merge time and improves FTL performance.
Overall, 9% of random write performance is improved before wearing out of the flash memory as increasing PEcycle. According to increase in the number of errors in a page, the effect of ECB is decreased. However, this effect is insignificant, because the system goes to uncorrectable state when the number of errors increases over a threshold value. In some cases, the ECB can be applied based on the number of errors on a page.
Henceforth, we will conduct further research about the ECB by the difference of page mapping method of FTL, and try to improve this proposed scheme.
