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...in ogni epoca qualcuno, guardando Fedora qual era,
aveva immaginato di farne la cittá ideale,
ma mentre costruiva il suo modello in miniatura,
giá Fedora non era piú la stessa di prima,
e quello che fino a ieri era stato un suo possibile futuro,
ormai era solo un giocattolo in una sfera di vetro...
Italo Calvino, Cittá invisibili (Le cittá e il desiderio, 4)
...in every age someone, looking at Fedora as it was,
imagined a way of making it the ideal city,
but while he constructed his miniature model,
Fedora was already no longer the same as before,
and what had been until yesterday a possible future
became only a toy in a glass globe...
Italo Calvino, Invisible Cities, (Cities and Desire, 4)
iii
A B S T R A C T
The activity of cortical neurons in awake brains changes dynamically as a function
of the behavioural and attentional state. The primary motor cortex (M1) plays a cen-
tral role in regulating complex motor behaviors. Despite a growing knowledge on
its connectivity and spiking pattern, little is known about intra-cellular mechanism
and rhythms underlying motor-command generation. In the last decade, whole-cell
recordings in awake animals has become a powerful tool for characterising both sub-
and suprathreshold activity during behaviour. Seminal in vivo studies have shown
that changes in input structure and sub-threshold regime determine spike output
during behaviour (input-output transformations).
In this thesis I make use of computational and experimental techniques to better un-
derstand (i) how the brain regulates the sub-threshold activity of the neurons during
movement and (ii) how this reflects in their input-output transformation properties.
In the first part of this work I present a novel probabilistic technique to infer in-
put statistics from in-vivo voltage-clamp traces. This approach, based on Bayesian
belief networks, outperforms current methods and allows an estimation of synaptic
input (i) kinetic properties, (ii) frequency, and (iii) weight distribution. I first validate
the model on simulated data, thus I apply it to voltage-clamp recordings of cerebel-
lar interneurons in awake mice. I found that synaptic weight distributions have long
tails, which on average do not change during movement. Interestingly, the increase in
synaptic current observed during movement is a consequence of the increase in input
frequency only. In the second part, I study how the brain regulates the activity of pyra-
midal neurons in the M1 of awake mice during movement. I performed whole-cell
recordings of pyramidal neurons in layer 5B (L5B), which represent one of the main
descending output channels from motor cortex. I found that slow large-amplitude
membrane potential fluctuations, typical of quiet periods, were suppressed in all
L5B pyramidal neurons during movement, which by itself reduced membrane poten-
tial (Vm) variability, input sensitivity and output firing rates. However, a subpopula-
tion of L5B neurons ( 50%) concurrently experienced an increase in excitatory drive
that depolarized mean Vm, enhanced input sensitivity and elevated firing rates. Thus,
movement-related bidirectional modulation in L5B neurons is mediated by two op-
posing mechanisms: 1) a global reduction in network driven Vm variability and 2) a
coincident, targeted increase in excitatory drive to a subpopulation of L5B neurons.
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1
I N T R O D U C T I O N
The brain, an orchestra without a conductor. This was the title of the inspiring talk by
Prof. Wolf Singer that I attended at CERN (European Center for Nuclear Physics,
Geneva) in 2008 (Singer, 2008), which encouraged me to leave Physics and embark
on my PhD in Computational Neuroscience. The brain is a self-organised, highly dis-
tributed system made of about 100 billion neurons (Azevedo et al., 2009) connected
by about 140 trillion synapses (Alonso-Nanclares et al., 2008). Each neuron is a pow-
erful computational unit. In a very simplified picture, a neuron receives thousands of
inputs per second, integrates them and, if a threshold is reached, fires a spike.
Spikes transmit new inputs to downstream targets (Koch, 1999). Intuitively, the
probability that an excitatory input signal generates an output depends on two quan-
tities: firstly on the size of the signal, secondly on the state of the neuron when the
input was received (distance to threshold).
This straightforward observation leads to a much deeper concept. The same input
can produce two different outcomes depending on the state of the receiving neu-
ron (Arieli et al., 1996). Recent studies are bringing overwhelming evidence that the
brain differentially tunes the state of its neurons in particular behavioural circum-
stances (McCormick et al., 1993; Wilson and Kawaguchi, 1996; Castro-Alamancos,
2002a; Poulet and Petersen, 2008; Lakatos et al., 2009; Harris and Thiele, 2011; Poulet
et al., 2012; Saleem et al., 2013; Bennett et al., 2013; Polack et al., 2013; Tan et al.,
2014). Computational neuroscientists enjoy borrowing terminology from Physics and
Engineering. They say that the brain changes the gain, or the sensitivity of its com-
putational units (Carandini et al., 1997; Chance et al., 2002; Ayaz and Chance, 2009;
Silver, 2010), where each unit performs an operation to transform the inputs into an
output. I will discuss in depth the meaning of gain and sensitivity later (1.1.5): for
the moment one can consider them as a measure of how much inputs are amplified.
We now face a fundamental question: what are the mechanisms that neurons ex-
ploit in order to regulate their input-output transformations? It is an open and con-
troversial issue. This dissertation investigates input-output transformations in the pri-
mary motor cortex (M1) of the mouse, an area of the brain that plays a central role in
regulating complex motor behaviors (Graziano et al., 2002; Lemon, 2010). I have used
a combination of computational and experimental techniques to study how move-
1
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ment influences the way information is propagated by neurons in M1. This thesis
is far from giving a complete answer to the fundamental question presented above,
however I will present two main contributions:
• I developed an inference method to estimate the statistics of the inputs to a
neuron from in vivo intracellular recordings, and
• I performed intracellular recordings in M1 of awake mice, finding two sub-
populations of neurons that differently regulate their input-output transforma-
tions and firing rates with movement.
In the next sections, I will introduce the elements needed to understand the exper-
iments and the computational work of this thesis.
1.1 a primer on the experiments
1.1.1 An overview of the cortex
The cerebral cortex is the first structure that is found under the skull of mammals. It
consists of folded layers of densely connected neurons and is thought to be respon-
sible for the high level functions typical of the mammal brain (Kandel et al., 2000).
Here I present a short overview of the structure, function and connectivity from small
to large scale. The focus is on the motor cortex of mice.
In a very simplified view, a neuron consists of three parts: (i) the soma, which
contains the nucleus of the cell, (ii) the dendritic tree, which receives inputs from
other neurons through synapses, (iii) the axon, which carries the output and projects
to the dendrites of other neurons. Neurons mainly use spikes to communicate. Spikes
are mostly generated in the axon hillock, the portion of the axon close to the soma,
and travel along the axon to make synaptic contact with downstream neurons - for a
more complete introduction with a computational focus, see Koch (2004).
In the cortex, neurons can be broadly divided into two categories: (i) pyramidal
neurons, which are excitatory, and (ii) interneurons, which are inhibitory. Neurons
are densely connected in their local region. The probability that two near-by neurons
are connected is between 0.1 and 0.3 and depends on neuron types and brain areas
(Lefort et al., 2009; Kiritani et al., 2012; Perin et al., 2013).
Neurons appear to be divided into layers. This peculiar layered structure can be
observed with a microscope in cortical brain slices (Fig. 1.1 a). In the cortex there are
6 layers, which have distinct anatomical features in different cortical regions, and are
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a b
Figure 1.1: Cortical layers. a) Vertical section of the visual cortex of man, stained
with Nissl method, indicating the division in cortical layers - figure adapted from Cajal
(1899). b) Schematic view of primary sensory cortex and primary motor cortex - figure
adapted from Joseph (1996).
thought to perform specific functions (Kandel et al., 2000) (Fig. 1.1 b). Interestingly,
layer 2 (L2) and layer 4 (L4) have a granular, densely packed structure (rich in stellate
cells), which contrasts with the agranular nature of the others (mainly containing
pyramidal cells).
Anatomically, we also observe connections between layers, where neurons are or-
ganised into cortical columns. The canonical but over-simplified view is that L4 is the
main input layer, receiving inputs from the thalamus and other sub-cortical regions.
From here, the signal is transmitted to the superficial layers (L2/3), then to the deep
layers (L5 and L6) which are considered the output of the cortex and project to other
brain areas (Douglas and Martin, 2004). This view has been recently challenged in the
sensory cortex, where it was shown that sensory processing in deep layers is a con-
sequence of the recruitment of a direct thalamcortical pathway to L5 (Constantinople
and Bruno, 2013).
1.1.2 Primary motor cortex
The primary motor cortex (M1) is thought to play a central role in regulating com-
plex motor behaviors (Graziano et al., 2002; Lemon, 2010). Although the following
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a b
Figure 1.2: Circuit diagram for lamina-specific long-range excitatory inputs to pri-
mary motor cortex. a) Schematic showing the relative laminar-specific input pathway
strength in M1. Profile of S1 input (black) is included for comparison. b) A circuit
diagram for excitatory inputs to primary motor cortex. (Left) Laminar specificity of
long-range excitatory input is shown for all pathways described. Input from S1 to M1
is included with sensory thalamus. (Center) Interlaminar excitatory circuits between
M1 pyramidal neurons (gray) are dominated by descending pathways. (Right) Long-
range outputs of M1 are shown, with laminar specificity indicated.
Figure adapted from Hooks et al. (2013).
description is specific to the M1 of mice, the general structure still applies to other
mammals and primates as well.
Connectivity within M1 layers and between M1 and other brain areas has been
recently investigated with anatomical and functional studies in brain slices. It was
shown that a column of M1 has a hierarchical top-down structure. It can be broadly
divided into upper (L2/3 and L5A) and lower (L5B and L6) layers, with connections
going from the former to the latter (Weiler et al., 2008; Anderson et al., 2010) (Fig. 1.2
b, center). Notably, rodent M1 does not have a predominant L4, but see Isomura et al.
(2009), which on the other hand is prominent in the neighboring primary sensory
cortex (S1). The lack of a granular layer is an indication that information flow in M1
differs from other sensory areas.
Upper layers (traditionally considered as input layers) receive the majority of their
inputs from S1 (Fig. 1.2 a) and project to the lower layers (traditionally considered as
the output of M1, L5B to the pyramidal tract and L6 mainly to thalamus) (Mao et al.,
2011) (Fig 1.2 b right). The true picture is more complicated than this.
New findings (Hooks et al., 2013) challenge the traditional view of a straight hi-
erarchical top-down pathway in M1, because it was shown that lower layers receive
direct input from other brain areas. Thalamus, the main center to transfer informa-
tion between sub-cortical and cortical areas (Kandel et al., 2000), sends its projections
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to both upper and lower M1 in equal amount. The secondary motor cortex (M2) and
the orbital cortex (OC) target mostly the lower layers (Hooks et al., 2013) (Fig. 1.2 a).
Interestingly, it was also shown that upper and lower layers of M1 projects to other
brain structures in a very specific fashion (Fig. 1.2 b right). Upper layers contain
neurons which have intratelencephalic projections (IT)-type, mainly targeting S1, M1
and striatum. However, lower layers contain both IT-type neurons and pyramidal
tract (PT) projecting neurons. PT-type neurons are of great interest because their ax-
ons reach the brain stem and carry the information that eventually will reach the
spinal cord. In this view, L5B can be considered the principal output of M1 because it
is the only layer containing neurons that send information directly to the spinal cord.
It is a common misconception that M1 is the sole cortical area projecting to the
spinal cord via the cortico-spinal tract (CST) (Lemon, 2008). Afferent axons come from
a variety of cortical regions, including pre-motor areas (such as M2), supplementary
motor areas (SMA) and sensory cortices (such as S1). The exact role of M1 and its
interaction with other cortical areas in the generation and control of movements is still
unclear. Lesion of the CST cause a breakdown in fine sensorimotor control, leading to
a deterioration in motor function and in the ability to interpret the sensory feedback
(Lemon and Griffiths, 2005).
Many studies in different species showed that neurons in M1 activate or inactivate
before and during movement onset (Tanji and Evarts, 1976; Sasaki et al., 1981; Hyland,
1998) and that ensemble activity can predict behavioural outcomes (Laubach et al.,
2000). The activation of the neurons in M1 could correspond to motor preparation,
initiation, execution and termination. Recent evidence suggests that M1 maps the
highly dimensional motor space into a smaller number of dimensions by exploiting
muscle synergies, which are muscle co-activation patterns (Overduin et al., 2012). In
practice, different areas in M1 are tuned to activate particular muscle synergies.
However, little is known about intracortical mechanism underlying motor-command
generation. Some studies showed that the upper layers of M1 are involved in a
sensory-motor loop (Dombeck et al., 2009; Komiyama et al., 2010; Huber et al., 2012).
Another study found that excitatory neurons in M1 have firing patterns across layers
which are related to particular phases of the movement (Isomura et al., 2009).
The work presented in this thesis is a step forward towards understanding of the
mechanisms that regulate the information flow in the lower layers of M1.
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1.1.3 Whole-cell recordings from awake animals
The first attempts to measure the electric activity of the brain go back to the early 19th
century (Brazier, 1963). Picking the right tool depends on the best trade-off between
the experimental hurdles and the data we need to address the questions we want to
answer. The technique of in vivo blind patch clamp electrophysiology is a relatively
new tool to measure the electric activity inside a neuron in a living brain (Margrie
et al., 2002).
In brief, to perform a whole-cell recording from an individual neuron, one inserts
in the brain a glass pipette with a small diameter tip (< 1 µm) containing a solution
that mimics the intracellular fluid in the intact brain. While searching for a cell, a
small positive pressure is applied to the pipette to avoid obstructions of the tip and
brief current pulses are produced to measure the resistance between the pipette and
the extracellular fluid. A sudden increase in resistance often means that the electrode
is in close proximity to a cell membrane which is then sealed to the tip (cell attached
configuration) by applying a light negative pressure to the electrode. The membrane
is broken by applying a ramp of negative pressure and the cell intracellular fluid
directly communicates with the solution in the pipette (dialysis of the cell).
This fairly complicated technique has a unique combination of features which
make it an invaluable tool to shed light on physiological and computational mecha-
nisms (Chorev et al., 2009; Long and Lee, 2012). Firstly, it allows the experimenter to
simultaneously monitor both the sub-threshold (summation of synaptic inputs) and
supra-threshold (output spikes) features, offering the possibility to relate inputs to
outputs. Secondly, one can control the voltage of the cell by injecting current in the
soma, for example to characterise the electrical properties (Lefort et al., 2009). More-
over, it is possible to introduce marker substances in the pipette solution, which will
flow in the intracellular fluid and can be used after the recording to reconstruct the
morphology and identify the neuronal type.
All these benefits come at a cost. Despite tremendous technical advances, whole
cell recordings in awake animals are still very difficult to perform and only a few
groups have published data using this technique (Long and Lee, 2012). Experiments
still have limitations:
• due to the low success rate of each experiment, it is normally possible to record
only one neuron per time, although some pioneers in the field managed to
obtain simultaneous recordings (Poulet and Petersen, 2008; Gentet et al., 2010),
see also Okun and Lampl (2008) in anaesthetised rats,
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• to keep good electrode stability, normally animals are awake, but head re-
strained, although some heroic researchers were able to obtain recordings from
freely moving rats (Lee et al., 2006, 2012),
• recordings are normally short (rarely above one hour) and the quality degrades
over time (Chorev et al., 2009).
The most frequently used recording configuration in in vivo patch clamp record-
ings is called current-clamp. In the current-clamp mode, the glass pipette measures
the voltage difference between the intracellular solution in the soma and the extra-
cellular fluid. This value is called the membrane potential (Vm), which in a cortical
neuron is usually around −65mV in vitro (Lefort et al., 2009). Synaptic inputs evoke
small deflections of Vm in close proximity of the post-synaptic terminal. The inputs
can be positive (excitatory post synaptic potentials, EPSPs) or negative (inhibitory
post synaptic potentials, IPSPs) and are actively or passively propagated through the
dendritic tree to reach the soma. The electrode records the effect of the inputs on the
Vm of the soma.
A different configuration is called voltage-clamp. In this case, the electrode clamps
the voltage of the soma at a defined value by injecting a current which is equal in
amplitude (but opposite in sign) to the synaptic current propagated to the soma. The
mathematical details and the limitations of the voltage-clamp configuration will be
explained in chapter 3. For now, it is enough to know that with this technique we can
separate the contribution of excitatory and inhibitory currents at the level of the soma.
In the framework of this thesis, I performed intracellular recordings of pyramidal
neurons in superficial and deep layers of M1 in awake, head restrained mice.
1.1.4 Cortical state and its effects on the membrane potential
The state of the cortex is not fixed, but highly variable. The traditional view predicts
that cortical state changes with sleep cycles (Steriade and McCarley, 2005). During
deep sleep, cortical activity is synchronised, and shows slow oscillations in the δ fre-
quency (2 − 4 Hz), where neurons tend to fire periodically together. On the other
hand, rapid eye movement (REM) sleep and waking periods are characterised by a
desynchronised state, in which neurons spike almost independently and δ oscillations
are suppressed.
In the last decade, many have challenged this view by showing that during the
awake state the cortex toggles between these two extremes, displaying a continuum
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Figure 1.3: Population activity patterns vary with cortical state. Illustrations of two ex-
tremes of a continuum of states seen in awake rodents. a) In synchronized states, cor-
tical populations show spontaneous common fluctuations in firing rate. During the
up phase, all neuronal classes show a propensity to fire (shown by the coloured raster
plots), whereas during the down phase spiking is reduced or absent. The deep-layer
cortical local field potential (LFP) (shown by the black trace) shows slow negative
waves accompanied by high-frequency activity in the up phase and smooth dome-
shaped positive waves in the down phase. This type of activity is seen in drowsy
or quiescent animals. b) In the desynchronized state, coordinated slow fluctuations
in population activity are not seen, and low-frequency fluctuations in the LFP are
suppressed. This type of activity is seen in actively behaving, alert animals. Note that
this figure does not show actual recordings, but is a drawing integrating the results
of multiple studies.
Figure adapted from Harris and Thiele (2011).
of states from synchronised to desynchronised (Harris and Thiele, 2011) (Fig. 1.3). Inter-
estingly, the synchronised low-frequency fluctuation state is also present during quiet
wakefulness (Buzsáki et al., 1988). Thus, the desynchronised state, once thought to
characterise the whole waking period, has been associated with the execution of par-
ticular behaviours or behavioural tasks, such as: movement preparation (Churchland
et al., 2006b), locomotion (Polack et al., 2013), active whisking in rodents (Crochet and
Petersen, 2006; Poulet and Petersen, 2008), and attention (Fries et al., 2001; Mitchell
et al., 2009; Chalk et al., 2010).
The reason why the cortex dynamically switches between synchronised and desyn-
chronised state during wakefulness is not entirely clear.
One possibility is that slow fluctuations are a default stand-by condition of the cor-
tex because the desynchronised state is energy-expensive (Harris and Thiele, 2011).
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The desynchronisation is needed when the brain decides to reduce its internal vari-
ability to enhance signal-to-noise ratio (Arieli et al., 1996; Churchland et al., 2006b,
2010).
A different, intriguing alternative is that actually the synchronised state has a func-
tional purpose. A series of experiments in primates has shown that cortical state
can be controlled in a top-down fashion (Lakatos et al., 2008, 2009; Schroeder and
Lakatos, 2009). Critically, attention can synchronise the slow oscillations with an ex-
ternal stimulus to improve signal-to-noise ratio of sensory perception. The idea is that
the brain functions in two modes: (i) a continuous mode, when the task performed
does not have a dominant periodicity and (ii) a rhythmic mode, when the cortex is
entrained to an external signal. The authors argue that natural stimuli are rich in pe-
riodic patterns. However, the reason why the cortex of an awake, quiet mouse (quiet
wakefulness state) displays slow rhythmical activity is still unknown. In chapter 5 I
will formulate a hypothesis, based on preliminary data, to explain this feature.
Despite our poor understanding of the functional reasons, the mechanisms respon-
sible for cortical state changes are well known (Steriade et al., 1993a). A variety of
studies have identified diverse conditions that can trigger a desynchronised state. It
is now clear that cortical state depends on a combination of neuromodulatory (acetyl-
choline and noradrenaline) and direct glutamatergic inputs (Harris and Thiele, 2011).
Here I summarise the main mechanisms.
• Thalamus is a key player (McCormick and Bal, 1997). Thalamic excitation causes
desynchronised cortical activity via glutamaergic inputs to pyramidal neurons,
while thalamic inactivation increases the slow fluctuations of cortical activity
during quiet wakefulness (Poulet et al., 2012). However, changes in behaviour
can still trigger a desynchronised cortical state even during thalamic inacti-
vation. In summary thalamus is sufficient but not necessary for cortical state
changes.
• Cortico-cortical interactions are sufficient to trigger a state transition. Recently it
was shown that activation of M1 induces a desyncronisation in S1 (Zagha et al.,
2013).
• Acetylcholine (Ach) can induce thalamo-cortical desynchronisation (Steriade et al.,
1991), however it is not necessary for desynchronisation in quiet wakefulness
(Constantinople and Bruno, 2011), and the lack of it does not prevent desychro-
nisation during locomotion (Polack et al., 2013).
































Figure 1.4: Effect of cortical state on membrane potential. a) Current-clamp recording
of a L2/3 neuron (middle trace) simultaneously with primary visual cortex electro-
corticography (ECoG, top trace) and treadmill motion (bottom trace) - figure adapted
from Polack et al. (2013). b) Average power spectum of Vm from L2/3 neurons in
S1 during quiet wakefulness and whisking - figure adapted from Poulet and Petersen
(2008).
• Noradrenaline is necessary for the depolarisation of cortical neurons (McCormick,
1989; Constantinople and Bruno, 2011). In the absence of noradrenaline, the
cortex remains in a quiescent state and responses to behavioural changes are
largely suppressed (Polack et al., 2013).
Importantly, cortical state has dramatic effects on the Vm of cortical excitatory neu-
rons. In the synchronised state, the Vm displays slow fluctuations (Fig. 1.4 a) and its
probability distribution is characterised by a large variance and a large power in the
low frequencies of its power-spectrum. On the other hand, a desynchronised state
induces smaller deviations of Vm, a suppression of the variance and of the low fre-
quency peak in the power-spectrum (Poulet and Petersen, 2008; Polack et al., 2013)
(Fig. 1.4 a-b).
1.1.5 How do neurons integrate synaptic inputs?
In the previous section we described the effects of cortical state on the Vm of cortical
neurons. Here discuss how changes of the Vm distribution alter the magnitude of the
neuronal response as a function of the input amplitude (input-output curve). There
are a variety of input-output curves (usually with a sigmoidal shape) depending on
the specific context and the experimental paradigm used (Fig. 1.5).
When a neuron undergoes a sustained excitation, the output is generally measured
as the firing rate of the neuron. However, the input can take multiple forms: (i) the
frequency of the input drive (Rothman et al., 2009) or (ii) the total current received
by the neuron (Chance et al., 2002) or even (iii) the strength of an applied sensory
stimulus (Ayaz and Chance, 2009) (Fig. 1.5 a).
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Figure 1.5: Input-output curves, measured by using sustained excitation (a) or indi-
vidual inputs (b). The top row shows offset changes (e.g. translations along the input
axis), while the bottom row displays changes in the slope.
When the neuron receives individual inputs, the output is measured as the prob-
ability that a spike is evoked in response to an input. In this case, the input axis
can represent: (i) the number of coincident inputs (Silver, 2010), or (ii) the maximum
amplitude of the inputs measured as a current (Rossant et al., 2011) or (iii) as a con-
ductance (Hô and Destexhe, 2000) (Fig. 1.5 b).
Input-output curves might display offset changes (Fig. 1.5 a-b, top) or changes in
the slope (Fig. 1.5 a-b, bottom), which alter the response of the neurons in a non-
linear fashion dependent on the input size. An important feature of any input-output
transformation is the slope of the relationship, defined as gain (Silver, 2010). Unfor-
tunately, this definition is a little confusing as it depends on which input and output
we measure and also on which point of the sigmoidal curve we measure the slope.
As a result, some researchers prefer talking about sensitivity to inputs (Rossant et al.,
2011) or responsiveness (Destexhe et al., 2003), if excitation is driven by single inputs.
In this thesis I studied the effect of movement on input-output transformation of
neurons in M1 of awake mice. Since I measured the input-output curves by exciting
neurons with single inputs, I decided to use the terms sensitivity and responsiveness
rather than gain.
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1.2 a primer on the inference techniques
This section is a primer on Bayesian inference techniques, which will be used in
Chapter 3. For a comprehensive overview of Bayesian theory, refer to (Barber, 2012;
Bishop, 2007).
1.2.1 Bayes theorem
Bayes theorem is an algorithm for combining prior experience with current evidence.
This is an example of the theorem in action:
I am on holiday and I want to know whether the girl sitting on the other
side of the table studied Physics at University. Without any other knowl-
edge (a priori), the probability of the event A = the girl studied Physics
is P(A) = 0.01. During the dinner, I hear that she is talking about input-
output transformations in pyramidal neurons and Bayesian inference tech-
niques. Clearly, she is a computational neuroscientist. I define B = the
girl is a computational neuroscientist. I know that among physicists, compu-
tational neuroscience is getting popular and about 1 in every 20 physi-
cists is a computational neuroscientist: the likelihood of my observation is
P(B|A) = 0.05. To answer my original question, I now have a new piece





Considering that computational neuroscientists are in general rare, P(B) =
0.001, thanks to Bayes theorem I know that the probability that the girl
studied Physics is P(A|B) = 0.5.
The key to this example is that I had a prior, P(A), and then I collected new evi-
dence B. By using the likelihood of the observed event P(B|A) and exploiting Bayes
theorem I updated my prior and calculated the posterior probability P(A|B).
In general, given a model with parameters θ, a set of data D and an understanding




1.2 a primer on the inference techniques 13
If we have:
• a generative model that allows us to compute the likelihood P(D|θ) of the data
given the model parameters,
• a prior expectation on the values of the parameters P(θ),
it is possible to calculate the posterior probability of the parameters, given the evi-
dence P(θ|D). The most probable value of the parameters is θ∗ = argmaxθP(θ|D),
which is called maximum a posteriori solution (MAP). For a flat prior, it is equivalent
to the maximum likelihood solution (ML), which is θ∗ = argmaxθP(D|θ).
Notably, the denominator of 1.2 does not depend on θ, thus the posterior is pro-




In practice, the goal of the inference is to estimate the joint distribution. To construct
P(D, θ), we need an understanding of the underlying process and reproduce it for
example in a graphical model.
1.2.2 Graphical models
A concise way to represent our knowledge of the process is a directed acyclical graph
(a graph with no loops), also called probabilistic graphical model or Bayesian network.
Here is a short guide on how to build graphical models:
1. variables are represented by nodes in the graph, while dependencies between
variables are represented by arrows,
2. variables are both data, D = {d1, d2, . . .}, and parameters of the model θ =
{θ1, θ2, . . .},
3. when a variable A has an influence on variable B (e.g. in the graph there is an
arrow going from A to B), the node A is said to be parent of node B,
4. if two nodes are not directly connected, they are conditionally independent
given their parents,
5. the graph should not have recursive connections, it has to be acyclical.
Making the dependencies between variable explicit simplifies the calculation of the
joint probability. Let’s call all the variables n = {n1, n2, . . .} (pulling together D and
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θ). The chain rule allows writing the joint probability as the product of the conditional
probabilities:




P(ni|ni+1, . . . , nk). (1.4)
However, since unconnected nodes are conditionally independent given their parents,
we can simplify Eq. 1.4:





To estimate the posterior, a brute force method is to create a grid with all the
possible combination of parameter values (an m dimensional grid if we have m pa-
rameters), and for each combination calculate P(θ, D). This method becomes compu-
tationally unfeasible even with a modest number of parameters. Luckily, the posterior
distribution can be explored with sampling methods like the Markov Chain Monte
Carlo (MCMC).
1.2.3 Sampling the posterior probability
In brief, MCMC algorithms generate a random walk in the parameter space in such a
way that points are visited with a frequency that is proportional to a given probability
distribution. In this way, we avoid wasting time in low-probability region of space.
A formal description of the available MCMC algorithms is beyond the scope of this
section and I advise the interested reader to refer to Barber (2012); Bishop (2007);
Dumoulin and Thouin (2014).
One of the main features of the Bayesian approach is that it does not give a mere
point-like estimation of the parameters (e.g. ML). By sampling, we obtain the full
posterior probability of the parameter space that allows us (i) to express our confi-
dence in the parameter values and (ii) to examine correlations between the probability
distribution of the parameters. This is key to evaluate which parameters are really im-
portant in the model (their probability distribution will have a sharp peak) and which
ones are only marginal (their probability distribution will be broad, meaning that a
large range of values can explain equally well the data).
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1.2.4 Model comparison
The second advantage is that the Bayesian framework allows us to compare compet-
ing models and select which one better describes the data.
Assume that you have two models and you want to assess which one better fits the









The term on the left represent the posterior odds (the ratio of the posterior probabil-
ities of the two models), the first term on the right is called the Bayes factor and the
second term on the right is the prior odds. If we assume that a priori the two models




This integral is usually impossible to compute and we need to adopt approximation
methods.
A popular method is called Bayesian Information Criteria (BIC). In practice, we
approximate the log of the model likelihood as:




where θ∗ are the ML values of the parameters, K is the number of parameters and
N the number of data points. This crude approximation is equal to the probability
of the ML solution minus a penalty term proportional to the number of parameters,
which punishes complex models. The BIC is then calculated as:
BIC = −2 log P(D|Mi), (1.9)
= −2 log P(D|θ∗, Mi) + K log(N) (1.10)
and a high BIC implies a poor fitting of the data.
To compare two models M1 and M2, we calculate ∆BIC = BIC1−BIC2. Usually, we
consider M1 significantly better than M2 if ∆BIC < −10 (Bishop, 2007).
The Deviance Information Criteria (DIC) is a popular approximation when the
inference is performed with MCMC sampling (Spiegelhalter et al., 2002). While the
BIC just takes into account the ML solution, the DIC makes use of all the samples
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from the posterior. We define the deviance as D(θ) = −2 log P(D|θ). The DIC is
computed as
DIC = 2D(θ)− D(θ), (1.11)
where D(θ) is the average of the deviance of the samples and D(θ) is the deviance
calculated for a good estimator of θ, for example the ML value θ∗. The idea is that
models which have peaked probabilities are favoured over those which have broad
probabilities (as D(θ) is lower). However, to penalise overfitting complex models, it
is introduced the term −D(θ), which is strongly positive if the ML solution is too
accurate.
Similarly to the BIC case, to compare two models we calculate ∆DIC and the sig-
nificance threshold is ∆DIC < −10.
1.2.5 Useful libraries
There are several software libraries and tutorials which allow the user to easily imple-
ment Bayesian models and perform inference with a variety of MCMC algorithms.
I strongly recommend to the interested reader an open source book that can be
found on-line (Davidson-Pilon, 2014). This book, which is actually a collaborative
GitHub project, is an excellent introduction to Bayesian inference using PyMC, a
python module that implements Bayesian statistical models and fitting algorithms
(Patil et al., 2010).
1.3 thesis layout
The work is organised as follows. In Chapter 2, I introduce the mathematical descrip-
tion of the most simple neural model, deriving the equations that link the statistics of
its inputs to those of the membrane potential. I will exploit these calculations in Chap-
ter 3, when I describe a probabilistic method that I implemented to infer the statistics
of the inputs to a neuron from in vivo voltage-clamp traces. The experimental work
is in Chapter 4: I performed whole-cell recordings in the motor cortex of awake mice
and applied analytical and computational models to describe the findings. In Chapter
5 I discuss the findings of this thesis and suggest new experiments.
2
S TAT I S T I C A L P R O P E RT I E S O F T H E M E M B R A N E P O T E N T I A L
In this chapter I present the calculations that relate input statistics to the statistics of
the membrane potential (Vm) in one of the most simple neural models: the single com-
partment passive neuron. In this approximation, the whole geometry of the neuron
collapses to one point in space and the membrane behaves as a low pass filter on the
synaptic current. Despite its simplicity, this model is useful for ball-park estimations
of the net effect of the currents in the soma of a neuron (Gerstner and Naud, 2009).
I first introduce the mathematical description of the single compartment model, see
e.g. (Koch, 1999; Bialek et al., 1999; Gerstner and Kistler, 2002), then I present an
extension with my own calculations that will be applied in chapter 3 and 4.
2.1 single compartment model of a neuron










where C is the capacitance of the neuron, Vm(t) the membrane potential, GL is the
leak conductance and Iext(t) is any external current which is applied to the neuron.












with Rin = 1/GL being the input resistance and τm = RinC the membrane time
constant. In practice, in absence of external currents, whenever the Vm(t) is different
from EL, a current flows through the membrane until the resting state EL is reached.
I now describe the synaptic inputs, which represent excitatory and inhibitory sig-
nals coming from other neurons.
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2.1.1 Conductance based synapses
In a conductance based model (COBA), synapses are modelled as transient changes of
conductance at a particular reversal potential, which differs according to the synapse






where gx(t) is the transient change of conductance and Ex is the reversal potential of
a synapse of type x, which can be either excitatory (E or inhibitory I) and the last
term on the right hand side is generally called the driving force of the synapse. The
shape of a transient conductance change due to a synaptic input coming at time tk is
commonly described by a bi-exponential function (Schutter, 2009):
gx(t− tk) = (1− e−(t−tk)/τ1x )e−(t−tk)/τ2xH(t), (2.4)
where τ1x and τ2x are the rise and decay time constants and H(t) is the Heaviside
function.























akp gx(t− tkp), (2.6)
where the sum is over all the P input neurons of the type x and akp is the amplitude
of the event k of the neuron p taking place at time tkp .




and the amplitude weighted spike train of the neuron p as
Wp(t) = ∑
kp
akp δ(t− tkp). (2.8)
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Now we rewrite Eq. 2.6 as the convolution between the shape of the synaptic input






This last equation will be important to calculate the power spectrum of the mem-
brane potential in section 2.3.
2.1.2 Effective input resistance
A very useful quantity is the effective input resistance Re f f , which is widely used in
both experimental and computational literature.










GL + 〈GE〉+ 〈GI〉
,
(2.10)








and we made use of 〈Gsyn〉 = 〈GE〉+ 〈GI〉 (the average total synaptic conductance)
and 〈Gtot〉 = 〈Gsyn〉+ GL (average total conductance).
Re f f can be defined as the effective resistance seen by a current injected in the
neuron1. By analogy, we define the effective membrane time constant as
τe f f = Re f f C. (2.12)
In vivo, 〈Gsyn〉 can be large respect to GL (Haider et al., 2012; Destexhe et al., 2003).
As a result, the effective input resistance is significantly lower, meaning synaptic in-
1 Please note that we are modelling a point-like neuron, where all the synapses are in the same location.
In a real neuron, the axial resistance of the dendritic tree makes Re f f more difficult to interpret. Each
synapse will experience a local Re f f which depends on its position in the neuron and on the filtering
effect of the axial resistance. When we talk about Re f f , we need to keep in mind that it refers to the
effective resistance seen by a current injected in the soma. Potentially, this has little to do with the
resistance seen by the individual synapses located far from the soma.
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puts in vivo produce smaller voltage deflections with faster membrane time constant
when compared to the equivalent inputs in vitro.
2.2 first order statistics
The first order statistics of the membrane potential can be derived by calculating the














The average membrane potential 〈Vm〉is:
〈Vm〉 =
GLEL + 〈GE〉EE + 〈GI〉EI
〈Gtot〉
= Re f f
(




We can also express the average synaptic conductances Gx(t) in terms of the fre-






where µax is the mean of the distribution of the synaptic input amplitudes.






















Eq. 2.16 and 2.17 are very important for chapter 4. By measuring 〈Vm〉 and 〈Gtot〉
in vivo and estimating GL and EL from literature, I could infer the average excitatory
and inhibitory conductances - see Anderson et al. (2000) for a similar method.
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2.3 power spectrum and second order statistics
The power spectrum of a signal y(t) is
Py(ω) = 2ŷ(ω)∗ŷ(ω) = 2|ŷ(ω)|2, (2.18)
where ∗ denotes the complex conjugation and ŷ(ω) is the Fourier tramsform of y(t)




2.3.1 Power spectrum of the conductances
We first calculate the power spectrum of the conductance Gx(t). The Fourier trans-




















where in the last line we assumed that the Nx input spike trains are uncorrelated and
statistically indistinguishable input spike trains p.
We can now expand the last term |Ŵx(ω)|2 by making use of Eq. 2.8. If the ampli-
tude of the events ak is independent from the underlying stochastic process, we have
PGx(ω) = 2Nxa2x|ĝx(ω)|2|Ŝx(ω)|2. (2.24)
In practice, the term |Ŝx(ω)|2 is the power spectrum of the stochastic process un-
derlying the time series of the spike trains. A common choice to describe neural firing
in the cortex is the uniform Poisson train, see (Koch, 1999; Gerstner and Kistler, 2002),
but also (Lindner, 2006). Hence, we have |Ŝx(ω)|2 = λx + 2πλ2xδ(ω), where λx is the
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where σax is the standard deviation of the distribution of the synaptic input ampli-
tudes.










2.3.2 Power spectrum of the membrane potential
We can compute the power spectrum of the current coming from population x by
assuming that the changes of Vm are small compared to the distance between Vm and












We now write down the equation describing the power spectrum of the total cur-
rent:









2 This approximation is in principle dangerous, because in vivo the fluctuations of the membrane potential
have usually a large standard deviation. However, in Sec. 2.3.3 I will show that this approximation works
well in practice.
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is the cross-spectrum between excitatory and inhibitory current and interestingly
has a negative value (the condition EI < 〈Vm〉 < EE is always satisfied). The cross-











Vm deflections are caused by the synaptic current flowing through the membrane,
which is a low pass filter. From Eq. 2.2, taking into account the effect of the synaptic
inputs on membrane time constant and input resistance, the filter has the form
M̂(ω) =
Re f f
1 + iωτe f f
. (2.32)




1 + (ωτe f f )2
PI(ω).
(2.33)
Eq. 2.33 is very general and, in principle, allows the calculation of the power spec-
trum of Vm for any input statistics. For example, we could choose spike trains which
do not have uniform Poisson statistics, or that are correlated. What is important is to
be able to compute the power spectra and cross-spectra of the trains and plug them
in Eq. 2.24 and 2.31.





which has an analytical, but rather intimidating, solution.
2.3.3 Validation of the model
By using computational simulations, I show that this model correctly describes the
power spectral density of a conductance based single compartment leaky neuron.
The simulated neuron had the following parameters: C = 100 pC, GL = 5 nS,
EL = −62 mV, EE = 0 mV, EI = −75 mV. The excitatory and inhibitory synapses
had respectively 3 ms and 10 ms time constant, with lognormally distributed ampli-

























Figure 2.1: Simulated power density (black), superimposed on the theoretical pre-
diction of the model (red). In green and blue the contribution of the excitatory and
inhibitory synapses respectively.
8000 Hz excitatory inputs and 1500 Hz inhibitory inputs. In Fig. 2.1 we show the
power spectral density of the simulated neuron (black) superimposed on the theo-
retical prediction of the model (red). The inhibition, as expected, contributes to the
power spectrum predominantly in the low frequencies, due to the longer time con-
stant of inhibitory synapses. Higher frequencies of the power spectrum are almost
exclusively due to the excitatory synapses.
2.4 conclusion
In summary, in this chapter we have derived the equations that link frequency, shape
and amplitude of the synaptic inputs to the first and second order statistics of the
membrane potential. We have used a simple neural model, where the neuron does
not have any spatial extension (point model) and does not have active conductances,
because gx(t) does not depend on the voltage. This means that synaptic inputs sum
up linearly and are neither enhanced, nor suppressed while travelling along the den-
dritic tree.
Clearly, this is not a realistic approximation, as we know that dendritic processing
is an important element for computation (London and Hausser, 2005). Synaptic in-
puts can sum up both sub-linearly and supra-linearly, depending on their amplitude,
location and relative timing (Poirazi et al., 2003; Polsky et al., 2004) by triggering ac-
tive conductances and dendritic spikes also in vivo (Helmchen et al., 1999; Häusser
et al., 2000).
Hence, we need to be careful when interpreting results obtained from the single
compartment passive neural model. When we talk about frequency, shape and am-
plitude of the inputs, we should refer to the net effect that they have on the soma,
after the dendritic processing. Including dendritic non-linearities in the model would
make analytical approximations intractable and would require computationally ex-
pensive simulations (Hines and Carnevale, 1997). The simple approximation used in
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this chapter is still very useful to quickly obtain rough estimations of the net effect of
inputs to the soma of a neuron. Caution should also be used when interpreting the
effective input resistance measured in vivo. In fact, it refers to the resistance measured
at the soma, which might have little to do with the effective resistance seen by the
synapses located in the distal part of the dendritic tree.
More advanced theoretical approaches, such as the ball and stick neuron (Rall, 1959),
address the fundamental limitation of the point-neuron model. Here, the soma is
provided with a single resistive cable (the stick) which receives the synaptic inputs.
Assuming that the spatial distribution of the synapses is known, it is possible to solve
analytically the equations describing the voltage in the soma. This approach relies
on safer assumptions, but it would bring two problems: (i) the analytical treatment,
although possible, becomes much more difficult (see for example this recent work
Pettersen et al. (2014)), and it is an avenue of research by itself; (ii) the goodness
of the model relies on the knowledge of the spatial distribution and activity of the
synaptic contacts, which are not always available. For these reasons, in the framework
of this thesis, I decided to use the simple point-neuron model. Unfortunately, the
interpretation of the results is more difficult, because it relies on assumptions that
are in practice violated.
The results obtained in this chapter are crucial for the inference techniques devel-
oped in chapter 3 and for the calculations of chapter 4.
3
P R O B A B I L I S T I C I N F E R E N C E O F I N V I V O S Y N A P T I C I N P U T
S TAT I S T I C S F R O M V O LTA G E - C L A M P D ATA
3.1 introduction
Whole-cell recordings in awake animals are rapidly becoming a powerful tool to
characterise how neurons integrate synaptic inputs to generate behaviourally relevant
spike output patterns (Chorev et al., 2009; Long and Lee, 2012). To extract the most
information from this precious data, developing new analysis tools is key. First I
describe a method we developed to infer the statistics of synaptic inputs to a neuron
from in vivo voltage-clamp recordings. Then, as a proof of concept, I applied it to real
data. In theory, with this technique one could analyse any good quality voltage-clamp
recording (also in motor cortex, which is the main object of this thesis). In practice,
as I will explain in the following, it is technically difficult to obtain good quality
data from large pyramidal neurons due to their considerable size. Thus, I decided to
analyse voltage-clamp traces of cerebellar molecular layer interneurons, which have
a compact morphology.
3.1.1 Voltage-clamp recordings
Voltage-clamp recordings were developed more than sixty years ago by Marmont
(1949), who recorded in squid giant axons. With the introduction of the whole-cell
patch-clamp technique in the late seventies (Neher and Sakmann, 1976), in the voltage-
clamp configuration one could measure the sum of all synaptic and intrinsic currents
as seen at the soma. While under normal conditions Vm changes according to the cur-
rents the cell receives, in voltage-clamp current is injected to fix the voltage at a set
point. In practice, Vm is measured, compared to the desired value Vclamp and an ex-
ternal current Iclamp is injected to minimize the difference (Vm −Vclamp). The current
injected is
Iclamp = g(Vclamp −Vm), (3.1)
where ideally g is an infinite gain, so to instantaneously bring Vm = Vclamp.
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In the Ohmic approximation, synaptic currents are proportional to the transient
conductance change (g(t), due to the opening of the ion channels) multiplied by the
driving force (E − Vm(t)), which is the difference between the reversal potential of






If we clamp the voltage of the entire neuron at exactly the reversal potential of a
given synapse, the driving force goes to zero and the synaptic current is suppressed.
This method is, in principle, very powerful because makes it possible to record the
contribution of excitatory or inhibitory currents in isolation. If, for example, we clamp

















In order to clamp the voltage of the soma, we need to inject a current Iclamp which
is equal in amplitude, but opposite in sign to Isyn, so that the total current flow is
zero and the Vm is kept constant. Therefore, by measuring Iclamp, we can estimate
Isyn ' −Iclamp, which in first approximation is proportional to the synaptic conduc-
tance.
This technique has a number of known issues.
• To measure Vm and inject at the same time and with the same electrode an ex-
ternal current, capacitance and resistance of the electrode and membrane have
to be adequately compensated. A full compensation might result in instability
of the circuit and usually only a partial compensation is performed (Brette and
Destexhe, 2012).
• Due to residual capacitive currents in the system, the gain of Eq. 3.1 cannot be
infinitely large and fast, therefore the voltage-clamp is not perfect (Brette and
Destexhe, 2012).
• The Vm can be clamped in only one point in space, in proximity of the electrode
tip. The periphery of the neuron might not be clamped at the desired voltage
(space-clamp errors) due to the resistive nature of dendritic cables which at-
1 EI = −70 mV is a standard value as reverse potential of GABAA receptors, the most common source
of inhibition in pyramidal neurons. However, the exact value of the reverse potential depends on the
intracellular solution.
3.1 introduction 28
tenuate the propagation of the electric current. Imperfect space-clamp leads to
systematic errors in the estimation of the synaptic currents, because it results
in a mixture of excitatory, inhibitory and active dendritic currents (Williams
and Mitchell, 2008). The space-clamp problem is particularly severe in neurons
with large dentritic branches, such as pyramidal cells in the cortex, even when
the internal solution contains ion channel blockers to reduce leak currents and
suppress active conductances (Williams and Mitchell, 2008).
In the last decade, many studies have been using voltage-clamp data from anaes-
thetised animals to investigate the contribution of excitation and inhibition to the Vm
dynamics. Among others, recordings were performed in auditory cortex (Wehr and
Zador, 2003; Poo and Isaacson, 2009; hua Liu et al., 2010a), visual cortex (hua Liu
et al., 2010b) and pre-frontal cortex (Haider et al., 2006). However, experiments in
awake preparations are more problematic, because movements of the animal often
introduce vibrations to the electrode which undermine the stability of the recording,
which is pivotal in voltage-clamp configuration. At the present time, to the best of my
knowledge, only one study investigated excitatory and inhibitory contributions per-
forming voltage-clamp recordings in the primary visual cortex of awake mice (Haider
et al., 2012).
In this chapter, I use voltage-clamp traces of molecular layer interneurons recorded
in the cerebellum of awake mice2. Cerebellar interneurons, unlike pyramidal neurons,
have a more compact morphology which makes the cell electrotonically compact
reducing space-clamp errors. In principle, the method outlined here could be also
applied to good quality voltage-clamp recordings from pyramidal neurons in the cor-
tex, provided that the internal solutions of the electrodes contains Na and K channels
blockers to reduce (but unfortunately never completely remove) space-clamp errors
(Haider et al., 2006). However, as described above, special caution would be required
in interpreting voltage-clamp data from large pyramidal neurons.
3.1.2 Which mechanisms underlie the increase in excitatory current in cerebellar interneu-
rons during movement?
Voltage-clamp traces of molecular layer interneurons recorded in the cerebellum of
awake head fixed mice during quiet wakefulness and self paced movement3 display
a steady increase of average excitatory current when mice are moving (Fig. 3.1 a-b).
This effect might be explained by a combination of different mechanisms:
2 These data were collected and generously shared by M. Jelitai from the Duguid Lab. (Edinburgh)
3 In brief, the mice were head-restrained mounted on a single axis, cylindrical treadmill. Movements were
detected with a high speed camera. The cells were clamped at −70 mV.
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Figure 3.1: Possible mechanisms underlying the increase in excitatory current in cere-
bellar molecular layer interneurons during locomotion. a) Patch-clamp recording con-
figuration in head-fixed mice mounted on a single axis, cylindrical treadmill. Digital
imaging (60 fps) was used to confirm changes in behavioral state – quiet wakefulness
to movement – and to calculate motion index. b) representative voltage clamp trace
recorded in a cerebellar interneuron in an awake mouse. We use the motion index
(bottom panel) to distinguish between quiet wakefulness or movement periods. c-e)
Schematics displaying possible mechanisms underlying the increase in excitatory cur-
rent observed in (a). c) uniform increase of synaptic input frequency, d) increase of
the input frequency of the large synapses only, e) increase of synaptic weights but no
increase of input frequency.
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1. A uniform increase in the frequency of all synaptic inputs, with no change in
synaptic weight amplitude (Fig. 3.1 c). In this case, interneurons would receive
a global and uniform increase in synaptic inputs during movement.
2. A preferential increase in input frequency of larger synapses, leading to an
increase in both frequency and amplitude of synaptic inputs (Fig. 3.1 d). This
could suggest a preferential routing of information, where certain synapses
become even more active.
3. Increase of the amplitude of the synaptic inputs but no change of the frequency
(Fig. 3.1 e), as could be the result of pre-synaptic modulation of neurotransmit-
ter release (Gordon and Bains, 2005).
Our goal is to identify the most likely mechanism responsible for the increased ex-
citatory current in interneurons, by measuring how the synaptic weight distribution
and the frequency of the inputs change during movement.
3.1.3 Measuring synaptic input statistics in vivo
In the Ohmic approximation, voltage-clamp recordings measure the sum of all exci-
tatory (or inhibitory) post-synaptic currents (PSCs) as seen at the soma. In in vitro
recordings (brain slice or primary cell cultures), PSC rates are low enough to allow
direct identification of each synaptic event and to determine their rate, amplitude
and kinetics semi-automatically. An example of an analysis tool used to select indi-
vidual PSCs in vivo is TaroTools a custom-written macro in IgorPro4. TaroTools runs
an event detection algorithm that automatically labels putative PSCs. However, due
to the high input frequency in vivo, the algorithm is not perfect and the traces have to
be manually processed to correct any mistakes. This manual processing is quite time
consuming, and even experienced researchers spend more than 1 hour to analyse a
10 second trace - private communication by Jelitai (2014). In the following we will
refer to this method as TaroTools assisted (TTa).
We argue that analysing the traces with TTa is not only time consuming, but it also
produces incorrect results. To test this hypothesis, we generated artificial voltage-
clamp traces by summing PSCs with identical shape and Poisson time arrival (Fig.




















Synaptic inputs TaroTool assisted estimation:
d
e
Low frequency (50 Hz) inputs
High frequency (500 Hz) inputs
20 ms
Figure 3.2: Problems in estimating statistics of high frequency synaptic inputs with
TaroTools assisted (TTa) method. a) Generation of a voltage-clamp trace by summing
PSCs with identical shape (same amplitude and time constants) and Poissonian time
arrival. b,d) At low input frequencies individual events are well separated and the
TTa method estimates well the amplitude of the inputs. c,e) At high input frequency
individual PSCs substantially overlap. The TTa method classifies near-simulataneous
PSCs as a single large event and the probability distribution of the amplitudes incor-
rectly show multiple peaks.
3.2 a). Each event k with amplitude ak = 50 pA is described by a bi-exponential
function
f (t− tk) = (1− e−(t−tk)/τ1)e−(t−tk)/τ2H(t− tk), (3.4)
where τ1 = 0.3 ms is the rise-time, τ2 = 2 ms the decay-time and H(t) the Heaviside
function. The rise and decay time chosen are those typical of PSCs in a cereballar
interneuron (Szapiro and Barbour, 2007).
When the input frequency is low (50 Hz), each PSC can be correctly detected (Fig.
3.2 b) and the resulting estimation of the synaptic input amplitude distribution is
correct, with a single sharp peak centered on the true value (Fig. 3.2 d).
On the contrary, when the input frequency is higher (500 Hz) individual EPSCs
overlap and become indistinguishable (Fig 3.2 c). The probability distribution of the
amplitude of the PSCs shows smaller peaks at multiples of the original amplitude
(Fig 3.2 e). This is an indication that multiple near-simultaneous PSCs are classified
as a single large PSC. The origin of this problem is that the most probable inter-time
interval of a Poisson process, a common model for the inputs received by a neuron,
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a b c
Figure 3.3: The TTa method substantially underestimates the frequency of the inputs
during sustained synaptic activity. a) TTa estimated frequency of the inputs ν̃ as a
function of the real input frequency. b) TTa estimated mean (µ̃a) and c) standard de-
viation (σ̃a) of the synaptic input amplitude as a function of the real input frequency.
but see Lindner (2006), is zero.
Thus, we measured how well the TTa analysis performs as a function of the input
frequency. In particular, we evaluated the estimation of input frequency ν̃ (Fig. 3.3 a),
average input amplitude µ̃a (Fig. 3.3 b) and standard deviation of the input amplitude
σ̃a (Fig. 3.3 c).
At low input frequencies, most of the PSCs are correctly identified and the estima-
tion of the frequency is correct. However, for higher frequencies, the result is grossly
underestimated and basically ν̃ reaches a plateaux at ∼ 500 Hz. In practice, the aver-
age human eye cannot resolve two events which are closer than ∼ τ2.
On the other hand, the estimation of the average input amplitude is reasonably cor-
rect. The multiple peaks of the distribution (see Fig. 3.2 e) do not affect significantly
the mean. However, they largely influence the variance, which in reality is zero, be-
cause all the PSCs have the same amplitude.
To summarise, our data show that using the TTa method gives good results when
the input frequency ν is low (ν 1/τ2). However, with higher input frequencies, TTa
substantially underestimates the input frequency and incorrectly predicts the shape
of the distribution of the synaptic amplitudes.
In this chapter, we propose a novel probabilistic method which allows a precise
inference of the frequency and the distribution of the amplitudes of PSCs in vivo.
3.1.4 Comparing in vivo to in vitro synaptic input frequency and response size distribution
To avoid confusion with experimental literature, it is important to note that measur-
ing synaptic input frequency and response size distribution in vivo is not equivalent to
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in vitro. In the latter, connections between a pair of neurons are usually characterised
by physical properties, such as the number of contacts (n), maximal conductance for
each contact (g) and release probability (p). The weight can be seen as the product
(w = npg) of those three factors. It thus refers to physical properties that can be
individually measured.
By using the voltage clamp approach In vivo, it is not possible to isolate inputs com-
ing from a specific pair of neurons and we cannot measure the physical properties of
the synaptic contacts. Instead, we measure the amplitude distribution of the response
sizes coming from all synaptic contacts.
For example, let’s take a neuron that receives inputs from only two upstream neu-
rons with frequency f1 = 1 Hz and f2 = 2 Hz and synaptic weights w1 = 5 pA and
w2 = 10 pA. If measured through paired recordings, the synaptic weights distribu-
tion P(w) will be:
P(w) =

0.5, if w = 5 pA
0.5, if w = 10 pA
0, otherwise.
(3.5)
If we perform the measurement in vivo, the synapse of the neuron 2 will be twice as
active as the one of the neuron 1. Therefore, our perceived distribution would be:
P(w) =

0.33, if w = 5 pA
0.67, if w = 10 pA
0, otherwise.
(3.6)
Therefore, what we really measure in vivo is not the actual weight distribution, but
the distribution of response sizes, which takes into account the relative frequency of
the inputs coming to a specific synaptic site.
3.1.5 Other probabilistic methods used to estimate synaptic inputs in vivo
As discussed in chapter 1, in vivo whole-cell recordings have become popular during
the last decade. The availability of these important data recently prompted computa-
tional studies to infer the time-varying course of excitatory and inhibitory synaptic
conductances from current-clamp or voltage-clamp recordings.
The early techniques allowed an estimation of the excitatory and inhibitory con-
ductances, GE(t) and GI(t), based on the across trial average of variable amplitude
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current injections (Borg-Graham et al., 1996; Anderson et al., 2000; Wehr and Zador,
2003). More recently, GE(t) and GI(t) can be estimated even from a single trial by
applying a diverse range of probabilistic inference methods (Kobayashi et al., 2011;
Paninski et al., 2012; Lankarany et al., 2013).
Kobayashi et al. (2011) assumed the size of the excitatory and inhibitory inputs to
be identical (ae = ai), fixed and known a priori. Moreover, synaptic inputs are seen as
δ functions, with instantaneous rise and decay time and Poissonian time arrival.
Some of the assumptions are relaxed by Paninski et al. (2012), where the number
of inputs in a time window dt follows either an exponential or truncated Gaussian
distribution. Synaptic inputs have now a decay time constant (τ2E and τ2I ) which has
to be known a priori.
Finally, Lankarany et al. (2013) further generalise the distribution of the number of
inputs in a time window dt by making use of a mixture of Gaussians. This method
allows a good estimation of GE(t) and GI(t) even when the distribution of synaptic
weights P(ak) has a long tail.
We highlight that these methods do not estimate directly the frequency and ampli-
tude distribution of the inputs, but they recover the global excitatory and inhibitory
conductances. Thus, despite the wealth of information they provide on excitatory
and inhibitory conductances, this techniques would not be able to investigate the
mechanisms underlying the increase in excitatory current during movement (section
3.1.2).
In this chapter, we propose a probabilistic method to estimate the time constants,
frequency and response size distribution of the synaptic inputs. However, unlike the
methods described above, we do not obtain a time-varying estimation, but we aver-
age the result over a short (few second long) portion of the voltage-clamp recording.
We propose that the results obtained with our approach could be used to better con-
strain the parameters of the time-resolved models described above.
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3.2 generative model
3.2.1 Mathematical description of the synaptic current
The time arrivals of the synaptic inputs tk are assumed to follow a Poisson process
with frequency ν and the shape of each PSC is a double exponential function (Eq.
3.4). We consider all the PSCs having the same time constants, but in section 3.4.4 we
examine the effect of heterogeneneous time-constants.





ak f (t− tk), (3.7)
where ak is the amplitude of the PSC.
Although our method is general and could work with any synaptic weight distri-
bution P(ak), we consider for simplicity the ak to be distributed as either a log-normal
(LN )









where (p1, p2) are the parameters of the distributions, or a stretched exponential (Exp)





(where Γ(·) is the Gamma function), or a zero-truncated-normal (TN )
P(ak) = TN (ak|p1, p2) = p−12
φ(ak/p2 + h)
1−Φ(h) , (3.10)
h = −p1/p2, and φ(·) and Φ(·) are respectively the density and cumulative functions
of a standardised normal distribution.
These three probability distributions are the most popular choices in experimental
and theoretical literature for synaptic strengths: they can represent short tailed (TN
and Exp with p2 & 1.5), heavy tailed (LN and Exp with p2 . 1) and monotonically
decreasing (Exp) distributions (Song et al., 2005a; Buzsáki and Mizuseki, 2014; Bar-
bour et al., 2007).
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The mean and standard deviation of the synaptic amplitude, µa and σa are com-
pletely defined by the two parameters p1 and p2 of each distribution:















TN : µa = p1 + p2ρ, σa =
√
p22 − p22(ρ2 − ρh)− (p1 − ρp2)2,
(3.11)
where ρ = φ(h)(1−Φ(h))−1.
3.2.2 Moments of the synaptic current
We now calculate the moments of the synaptic current (Eq. 3.7), which will be used
in the next sections. Rice (1954) and Bendat and Piersol (1966) provide an expression




[ f (t)]ndt, (3.12)
where mna are the non-central moments of the distribution P(ak). The cumulants kn






kurtosis(I) = (k4 + 3k2)/k22 − 3.
(3.13)
For f (t) according to Eq. 3.4, the last term of Eq. 3.12 corresponds to the integrals
Hn =
∫ +∞
0 [ f (t)]






2 (τ1 + τ2) (τ2 + 2τ1)
H3 =
2τ42
3(τ2 + τ1)(2τ2 + 3τ1)(τ2 + 3τ1)
H4 =
3τ52
4(τ2 + τ1)(3τ2 + 4τ1)(τ2 + 4τ1)(τ2 + 2τ1)
.
(3.14)
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We now calculate analytically the first four non-central moments mna , n = 1 . . . 4 of
every synaptic weight distribution (LN , Exp and TN ).
• In the LN case we have
mna = e
np1+n2 p22/2. (3.15)








• In the TN case, we first compute the central moments m′na , indicated with the ′
symbol (Horrace, 2013):
m′1a = a + ρb,
m′2a = b
2 − ρb2(ρ− h),
m′3a = b
3ρ((ρ− h) + ρ(ρ− h)− 1),
m′4a = 3b
4(1− ρ2(ρ− h)2 − ρ(ρ− h)− 1/3(h2ρ(ρ− h)− ρ2)),
(3.17)
from which, the non-central moments mna of the TN distribution are calculated
as:
m1a = m′1a ,
m2a = m′2a + m′1a
2
,
m3a = m3a + 3m′2a m′1a + m′1a
3
,






In summary, by combining Eq. 3.12, 3.13 and 3.14 with Eq. 3.15 (for the LN case)
or Eq. 3.16 (for the Exp case) or Eq. 3.17 and 3.18 (for the TN case), we compute
analytically the first four moments of P(I).
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3.2.3 Power spectrum of the synaptic current
As we have derived in chapter 2 (Eq. 2.28) the power spectral density (PSD) of the
current I(t) is for non-zero frequencies




(τ1 + τ2)2 + (2π f τ2)2(2τ21 + 2τ1τ2 + τ
2




As expected, the PSD does depend only on the second cumulant of P(ak).
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3.3 inference
Given the observed data, the inference problem is to estimate the parameters of the
model: ν, µa, σa, τ1 and τ2.
We first present an idealised version of the model, which does not take into account
variability and experimental conditions typical of in vivo recordings. In Sec. 3.3.3, we
will describe the full version of the model.
3.3.1 Ideal model
In Fig. 3.4 we show the Bayesian network (see sec. 1.2.2) representing the dependen-
cies among the variables (nodes) of interest: white nodes represent variables that have
to be inferred from the data, while gray nodes stand for variables that are measured
directly from the data.
















Figure 3.4: Bayesian network representing the dependencies between the variables.
White nodes represent variables that have to be inferred from the data, gray nodes
stand for variables that are measured directly from the data. The top left panel shows
the PSD fit (red line is the fit with Eq. 3.19) and the bottom left panel is the probability
distribution of I(t), used to calculate the observed moments MI . All variables are




MI Observed standardised central moments of the current I(t)
PSD Power spectral density of I(t)
Ideal model parameters θth
τ1, τ2 Rise and decay time of the EPSCs
DW Distribution of the synaptic weights
LN Log-normal distribution (Eq. 3.8)
TN Truncated-normal distribution (Eq. 3.10)
Exp Stretched exponential distribution (Eq. 3.9)
µa, σa Mean and standard deviation of the weight distribution
Ma Moments of the synaptic weight distribution
ν Frequency of the synaptic inputs
Additional full model parameters θex
i0 Voltage clamp baseline current
σH Standard deviation contribution of voltage clamp
high frequency noise
σL Standard deviation contribution of the low frequency
fluctuations of the synaptic input
Table 3.1: Description of the parameters and variables of the model.
Pjoint =P(τ1|PSD) · P(τ2|PSD) · P(Ma|µa, σa, DW)·
P(µa) · P(σa) · P(ν) · P(MI |τ1, τ2, Ma, ν)
(3.20)
and the parameters, summarised in Table 3.1, will be discussed in the following
sections. We first describe the data and the probabilistic dependencies among the
nodes, and then how to perform the inference.
3.3.2 Description of the nodes
Unlike Kobayashi et al. (2011), Paninski et al. (2012), and Lankarany et al. (2013),
which make the inference using the time course of the current (or voltage) trace,
3.3 inference 41
we extract summary quantities from it. We measure its first four central standard
moments MI = [µI , σI , skewnessI , kurtosisI ] and the PSD (see left hand side
panels in Fig. 3.4).
Calculating the likelihood of a continuous function as the PSD is impractical, there-
fore we use empirical Bayes to set the prior on the time constants of the PSC (Casella,
1985). With a least square (LS) method we fit Eq. 3.19 to the PSD to find τ1 and τ2
(see top left panel in Fig. 3.4). Since we found the cross terms of the Hessian matrix
between τ1 and τ2 to be very low (<0.005), we decided to model the time constants
with independent Gaussian distributions with mean and variance given by the LS
and the Hessian of the PSD fit. Although we are using the PSD data to set the prior
on the time constants, we highlight that we are not double counting the data, because
the PSD is not used as evidence in the inference process.
µa, σa and ν are given uninformative Uniform priors spanning a reasonable and
positive range of values.
P(Ma|µa, σa, DW) is a deterministic function, because the moments of the synaptic
weight distribution Ma are fully determined given µa, σa and the weight distribution
type (DW), see Eq. 3.15 (for the LN case), Eq. 3.16 (for the Exp case), Eq. 3.17 and
3.18 (for the TN case).
The likelihood of the moments of the current P(MI |τ1, τ2, Ma, ν) cannot be calcu-
lated analytically, because Eq. 3.13 gives only the expected value of MI , but not the
uncertainties.
Thus, the likelihood can be estimated only by simulating multiple times the gener-
ative model with parameters τ1, τ2, Ma, ν. Due to the stochastic nature of the Poisson
process, each run produces a different set of values of MI and we estimate the likeli-
hood with a 4-D kernel (see Fig. 3.5), because we consider the first four moments of
the current distribution.
Notably, the likelihood does depend on the length of the simulation: longer runs
give a narrower distribution but shorter intervals are preferable to allow the analy-
sis of shorter periods in in vivo traces. As a compromise, we normally used 10 sec-
ond long simulations, but in section 3.4.2 we compare the results for different trace
lengths.
In the next section we generalise the model to take into account the effects of in
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Likelihood of the moments of the synaptic current
Figure 3.5: Likelihood of the moments of the synaptic current P(MI |τ1, τ2, Ma, ν) es-
timated by simulating the generative model multiple times with fixed parameters
τ1, τ2, Ma, ν. Red crosses represent the analytical predictions of the expected values of
MI , Eq. 3.13. (simulated data)
3.3.3 Modelling in vivo variability and experimental conditions
In vivo voltage clamp recordings show features that do not satisfy all the assumptions
of the theoretical model described above, so we need to include additional parameters.
Fig. 3.6 displays the bayesian network of the extended version of the model, adding
three features to the simple version of Eq. 3.20. Now the joint probability is:
Pjoint =P(τ1|PSD) · P(τ2|PSD) · P(Ma|µa, σa, DW) · P(µa) · P(σa) · P(ν)
· P(i0) · P(σH) · P(σL|PSD) · P(MI |τ1, τ2, Ma, ν, i0, σH, σL)
(3.21)
where all the variables are summarised in Table 3.1.
The first additional feature is the baseline current (i0) of the voltage clamp that has
to be subtracted from I(t). Experimenters usually estimate its contribution by finding
an appropriate baseline to the voltage trace (green line in the left panel of Fig. 3.6).
Here, we set P(i0), the prior probability of i0, to be normally distributed with mean
and variance estimated with an informed guess, reflecting the uncertainty of the ex-
perimenter on the value of i0. This is a step forward from the standard methods of
measuring the total current, where the baseline is subtracted, although the uncer-
















Figure 3.6: Bayesian network representing the dependencies between the variables
of the full model. White nodes represent variables that have to be inferred from
the data, gray nodes stand for variables that are measured directly from the data,
and nodes with a gray transparency are variables taking into account variability and
expreimental conditions of in vivo recordings. The left panel shows the estimated
baseline (green line) of the current trace. The top panel displays the effect of low
frequency fluctuation (below fL) of the synaptic inputs on the PSD (red line is the fit
of Eq. 3.19 excluding frequencies below fL).
The second feature is the high frequency noise characteristic of the recording set-
up and of the stochastic opening/closing of ion channels. Its standard deviation σH
is measured experimentally and we model it as a zero mean Orstein-Uhlenbeck (OU)
process
dUHt = −τHUHt dt + σH
√
2/τHdBt, (3.22)
where Bt is a Wiener process and the cut-off frequency is 1/(2πτH) = 600 Hz.
The third and last feature we take into account comes from the low frequency
fluctuations which characterise in vivo synaptic activity. We relax the constant rate
assumption by adding a modulation term modelled as an OU process with a cut-off
frequency ( fL = 1/(2πτL)) of 5 Hz




We include this term in the PSD of I(t):
PSD( f ) =2
(
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where the power spectrum of the OU process PSDOU = σ2τL/(1 + (2πτL)2) does
not affect the PSD above its cut-off frequency. To find its parameters, we fit the PSD
with Eq. 3.19 in a range above fL (red line in the top panel of Fig. 3.6) and calculate
its integral σth (the theoretical standard deviation of a fluctuation free trace). Thus,
we compute σobs (the integral of the observed PSD) and we calculate the variance (σ2L)
of the OU process σ2L = σ
2
obs − σ2th that explains the difference between the observed
and theoretical standard deviation.
Due to the contribution of i0, σH and σL, the likelihood of the observed moments
of the current (MI) is different from the one of the simple model.
To get the likelihood, we run multiple times the generative model adding the con-
tribution of the in vivo features (i0 and the two OU processes described above). As
in the simple model case (section 3.3.2), we fit the data with a 4D kernel. We will
validate the full model in section 3.4.4.
3.3.4 Description of the sampling algorithm
In principle, it is now possible to perform inference on the Bayesian network by
sampling Pjoint. This approach is very slow, because the likelihood does not have an
analytical form and has to be estimated with multiple simulations after each MCMC
sample5.
Here we introduce a speed up trick that can be used when the likelihood is ob-
tained by sampling from the generative model, but its means can be calculated ana-
lytically. The idea is to fit the likelihood with a kernel density estimation (KDE). If we
assume that the shape of the likelihood does not depend much on the values of the
parameters, the same KDE can be exploited to approximate the likelihood also for
different parameter values. In practice, we keep the shape fixed, but we translate it
to a new location determined by the analytically calculated average moments of the
likelihood.
5 The estimation of the likelihood function takes about 1 minute on a standard desktop PC. In a typical
MCMC run of ∼ 100000 samples, the calculation of the likelihood would take approximately 2 months.
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Posterior probability of the model parameters
Figure 3.7: Posterior distribution of the main parameters of the model (µa, σa ν), ob-
tained with MH MCMC sampling. P(MI |τ1, τ2, Ma, ν). The blue lines represent the
true values of the parameters (the values used to generate the data). The posterior
distribution show us the dependencies among the parameters. The true values are
in the regions of maximal probability, confirming that the algorithm gives correct
results.
In our case, we initialise the parameters τ1, τ2, Ma, ν by LS fitting Eq. 3.13 to Mobs
and Eq. 3.19 to the PSD. Thus, we run the generative model multiple times to calculate
the shape of P(MI |τ1, τ2, Ma, ν) with an exponential 4 dimensional KDE. Finally, we
keep the shape fixed during the sampling of Pjoint, but at each step we translate it to
the location of the analytically calculated average moments (Eq. 3.12, red crosses in
Fig 3.5). This trick makes the inference of the parameters computationally tractable.
We implemented the model in PyMC, a python package to perform Bayesian com-
putation (Patil et al., 2010). We decided to use a simple Metropolis Hastings sampler,
with normal proposal distribution and standard deviation equal to 1 over the ab-
solute value of the parameter. Usually, the auto-correlation of the chains is about
300− 500 samples and the burn-in phase is about 10 effective samples. To construct
the posterior, we generate ∼ 400 effective samples and we assess the mixing by using
the Geweke method provided by the PyMC package.
In Fig. 3.7 we simulated data and show the posterior distribution of the parameters
contains the true values in the region of maximal density. We are also able to evalu-
ate the dependencies between the parameters, because we do not have only a single
point estimation (e.g. maximum a posteriori, MAP), but we recover the full posterior.
We checked whether our assumption on the fixed shape of the likelihood is cor-
rect. In Fig. 3.8 a, we plot the likelihood (with mean zero) at four different stages
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Figure 3.8: Testing the assumption of the speed up trick: shape of the likelihood
during the MCMC run. a) Mean subtracted likelihood function P(MI |τ1, τ2, Ma, ν) at
four different stages of the MCMC run: after the 1st (green), 250th (red), 500th (purple)
and 750th (blue) effective sample. b) Relative change ((x − µx)/µx) of the standard
deviation of the likelihood functions during the MCMC run.
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of the MCMC: 1st, 250th, 500th and 750th sample. All the probability functions of the
likelihood are quite similar, although for skewness and kurtosis we notice some dif-
ferences. In Fig. 3.8 b, we show the relative change ((x − µx)/µx) of the standard
deviation of the likelihood functions (basically the width of the KDEs of panel a)
during the MCMC run. The shapes of the likelihoods of the mean and of the stan-
dard deviation of the current are quite constant during the sampling (at most ∼ 20%
change). However, the shapes of the likelihood of skewness and kurtosis seem to vary
more, with changes up to ∼ 50%.
This analysis shows that the assumptions we made are not completely satisfied,
which means that the shape of the posterior distributions might not reflect the true
uncertainty of the parameters. However, in sec. 3.4 we show that this approximation
gives correct results for a wide range of biologically plausible parameters.
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Figure 3.9: The inference generate good approximations of synaptic parameters when
examined over a physiological range, when the true distribution of synaptic weights
is known a priori. In a), b) and c) we use a LN synaptic weight distribution and vary
µa, σa and ν respectively. The posterior distributions of the parameters are plotted
against the true value (blue line). d-f) and g-i) are the same as in a-c), but using
TN and Exp weight distributions respectively. The boxes represent the 33rd and 66th
percentile of the distributions, while the whiskers represent the full range.
3.4 results - model validation
3.4.1 Inferring the parameters with the correct synaptic weight distribution
We generate 10s traces using the model of section 3.2 with known parameters and
we apply our inference method to recover the value of the parameters. For now, we
assume that we know a priori the correct distribution of the synaptic weight (LN , TN
or Exp). In section 3.4.3 we will relax this assumption.
The standard parameters are: µa = 50 pA, σa = 30 pA, ν = 700 Hz, and one
parameter per time is varied while keeping the others fixed. In Fig 3.9 we show the
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Figure 3.10: Parameter inference for a range of simulation lengths, using LN weight
distribution. a-c, represent respectively µa, σa and ν.
posterior distribution of the parameters vs. their true value. Our inference works well
in a physiologically plausible range and the true value is almost always within the
confidence interval.
3.4.2 Impact of the recording length on the inference
As mentioned in Sec. 3.3.2, the likelihood function depends on the length of the trace.
Intuitively, longer traces lead to less uncertainty, because more statistics are collected.
However, short intervals would be preferable, because they allow the analysis of
shorter periods in in vivo traces. This is important because it would make possible to
track rapid changes in input structure that would be otherwise lost while averaging
over a longer period.
In Fig 3.10, we test the performance of our algorithm with varying trace lengths.
As expected, longer traces lead to less uncertainty on the parameters. The analysis
shows that 10 second long recordings are in general enough to obtain a reasonable
estimation of the parameters.
3.4.3 Model selection
Next, we tested whether we are able to determine the correct weight distribution
when we do not know it a priori. As discussed in section 1.2.4, the Bayesian framework
offers straightforward tools to assess the likelihood of a model, such as the Deviance
Information Criterion (DIC). The higher is the DIC, the less likely the model suitably
describes the data.








Figure 3.11: a-c) Distribution of the DIC value of a model assuming LN , TN and Exp
weight distributions when the true distribution is LN (a), TN (b) and Exp (c). On
the right side, joint probability distributions of ∆LE and ∆LT. d) Most probable weight
distribution in the region of space (∆LE, ∆LT): white is LN , gray is TN and black is
Exp.
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True
LN TN Exp
LN 0.85 0.02 0.00





Exp 0.02 0.07 0.96
Table 3.2: Probability of selecting a certain weight distribution, given the true weight
distribution. Values on the diagonal represent correct classifications.
Here, we generated 100 traces using the same weight distribution (true distribution:
either LN , or TN , or Exp). For each of the three true weight distributions, we run
the inference algorithm assuming either LN , or TN or Exp weight distribution and
we calculate the DIC for each model. In Fig. 3.11 a-c (left hand side) we display the
distribution of the DIC values under the different conditions. Notably, the models
with the correct weight distribution tend to have smaller DIC values than the other
two.
In model comparison tasks, what matters is the difference between the DIC values.
Thus, from the three DIC values of the three models (DICL, DICT and DICE, corre-
sponding to the LN , TN and Exp model respectively) we calculate two quantities:
∆LT = DICL −DICT, and ∆LE = DICL −DICE. In the right hand side of Fig. 3.11 a-c,
we display P(∆LE, ∆LT|X), the joint probability distributions of ∆LE and ∆LT for the
three different true distributions X = [LN , TN , Exp].
To find the most likely weight distribution, we apply Bayes theorem and calculate
P(X|∆LE, ∆LT) =
P(∆LE, ∆LT|X)P(X)




ΣY∈[LN , TN , Exp]P(∆LE, ∆LT|Y)
,
(3.25)
where in the second line we assumed that the three weight distribution are equi-
probable a priori. Thus, for each point in the space (∆LE, ∆LT), the winning distribu-
tion is the one which has the highest probability according to Eq. 3.25 (see Fig. 3.11
d). By applying this method, we are able to correctly choose the weight distribution
∼ 90% of the time, as summarised in Table 3.2
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Figure 3.12: Inference is robust to in vivo variability. a) We add an inhomogeneous
low frequency (< 5 Hz) component to the Poisson rate. The parameters’ estimation
is plotted against the contribution (in percentage) of the low frequency modulation
to the total standard deviation. b) Same as in a), but progressively increasing the
standard deviation of the rise- and decay-time constants.
3.4.4 Adding sources of in vivo variability
In the previous sections we have demonstrated that our model performs well in the
simple case, when the ideal model (sec. 3.3.2) correctly describes the generative pro-
cess. However, we need to test what happens when we introduce variability typical
of in vivo recordings and we make use of the full model described in Sec. 3.3.3.
Firstly, in vivo activity breaks the stationary assumption of the homogeneous Pois-
son model and inputs typically show fluctuations on a slow time scale. To test the
model robustness, we generate in vivo-like traces by adding an inhomogeneous com-
ponent to the Poisson rate, modelled as a OU process with 5 Hz cut-off frequency
(Fig. 3.12 a). Again using simulated data, we demonstrate that the full model per-
forms well even in presence of considerable fluctuations in the synaptic input rate.
Secondly, in vivo PSCs rise- and decay-times vary as different synapses may have
different kinetic proprieties and dendritic filtering severely affects the shape of the
PSCs measured at the soma (Williams and Mitchell, 2008). To test whether our model
performs well when the shape of the PSCs varies, we generate voltage clamp traces
where for each PSC the two time constants are drawn from truncated normal distri-
bution TN (τ1, σ1) and TN (τ2, σ2). Our model correctly predicts µa and σa even for
large variances of τ (Fig. 3.12 b). However, when the standard deviation is larger than
half the average τ (in practice ∼ 1ms) the model underestimates the frequency of the
inputs.















Figure 3.13: Posterior distribution of the mean amplitude (left), standard deviation
(center) and frequency (right) of the synaptic inputs during quiet wakefulness and
movement of a representative recording. In a), b) and c) we assumed a LN , TN and
Exp synaptic weight distribution respectively.
3.5 results - inference of in vivo data
In the previous sections we validated our model, showing that it is able to correctly
infer the parameters of the generative model even in presence of sources of variability
typical of in vivo recordings. Here we apply our inference method to recordings from
molecular layer cerebellar interneurons of mice during quiet wakefulness and self-
paced voluntary movement. Animals were head restrained and mounted on a single-
axis cylindrical treadmill (Fig. 3.1 a). Once the patch-clamp whole-cell configuration
was obtained, the cell membrane potential was clamped at −70 mV.
3.5.1 Higher frequency of synaptic inputs increases excitatory current
All the traces we analysed (n = 8) were 90 second long and contained at least 20
seconds of movement. We applied to each trace our inference method three times,
using LN , TN and Exp distribution.
The synaptic time constant we found by fitting the power spectrum of the current
with Eq. 3.19 were consistent with those found in literature (Szapiro and Barbour,
2007): τ1 = 0.25± 0.04 ms and τ1 = 1.56± 0.21 ms (mean ± standard error).
In Fig. 3.13 we show the posterior distribution of µa, σa and ν during quiet wake-
fulness and movement for a representative trace. Qualitatively, the results do not




Figure 3.14: Determining the most likely synaptic weight distribution in vivo. a,b)
Distribution of the DIC values for the three models (LN , TN and Exp) during quiet
wakefulness and movement respectively. c) Model-inferred synaptic weight distribu-
tion during quiet wakefulness (Blue) and movement (red).
depend on the chosen weight distribution: during movement the frequency of the
inputs increases, while the parameters of the synaptic weight distribution do not
change significantly. However, when using the TN distribution, the frequency of in-
puts is lower and the standard deviation of the weights higher than when using the
LN or Exp.
By using the method described in section 3.4.3, we determined which synaptic
weight distribution is the most likely in vivo. Interestingly, the TN distribution was
the least favoured distribution both during quiet wakefulness and movement (Fig.
3.14 a and b). Our model selection always indicated either the LN or the Exp as the
most likely distribution (Fig. 3.14 c).
We also measured the exponent of the Exp distribution (Eq. 3.9) and found that on
average it was 0.8 (range 0.7− 1.2). Thus, our findings suggest that molecular layer
interneurons in the cerebellum have a long-tailed synaptic weight distribution. This
means that in general synapses are small, but a few of them are very large (Song
et al., 2005a).










Figure 3.15: Comparison of the parameters obtained analysing n=8 in vivo voltage
clamp recordings with our inference (a) and with the TTa method (b).
Finally, in Fig. 3.15 we compare the estimation of µa, σa and ν performed with our
model and with the TTa method. Our inference method suggests that on average, the
increase in excitatory synaptic current is produced by higher frequency inputs with-
out changing the amplitude or standard deviation of the synaptic weights (Fig. 3.15
a). In particular, during movement the input frequency roughly doubles, from ∼ 600
to ∼ 1200 Hz. On the other hand, as explained already in section 3.1.3, with the TTa
method it is difficult to count more than 500 input per second. As expected, the fre-
quency of the synaptic inputs is underestimated by a factor of two. Moreover, unlike
our method, µa and σa are predicted to show small increases during movement. This




3.6.1 Summary of the findings
In this chapter, we proposed a novel probabilistic model to infer synaptic input statis-
tics using in vivo voltage-clamp data.
We first showed that inference is correct (i) when the distribution of synaptic
weights is known, (ii) when the trace shows slow fluctuations of synaptic inputs
and (iii) when the time constants of the PSCs are heterogeneous. Thus, we demon-
strated that we are able to estimate, with about 90% success, the correct distribution
of synaptic inputs. Finally, we applied this method to voltage-clamp recordings from
molecular layer cerebellar interneurons of awake mice. There are two main findings:
(i) the response size distribution has a long tail and on average does not change dur-
ing movement, (ii) the increase in excitatory current during movement is due to an
increase in the frequency of all synaptic inputs.
The distribution of synaptic weights is a hot topic in current research because it
has important effects on memory storage (Teramae and Fukai, 2014; Barbour et al.,
2007), on cortical firing rates (Koulakov et al., 2009; Roxin et al., 2011) and informa-
tion transmission (Teramae et al., 2012; Buzsáki and Mizuseki, 2014). Evidence from
in vitro studies shows that EPSPs have a skewed long-tailed distribution in various
regions of the brain (Sayer et al., 1990; Manabe et al., 1992; Song et al., 2005a; Ikegaya
et al., 2013). In practice, most of the synapses have small EPSPs and contribute to
the background activity of the membrane potential. However, a few strong synapses
evoke large EPSPs which have a high probability of generating a spike and thus
propagating information to downstream neurons.
Unfortunately, directly measuring the distribution of synaptic weights in behav-
ing animals is practically impossible due to the high input frequency (Buzsáki and
Mizuseki, 2014). Our method represents a step forward, because we demonstrate that
we can capture the effective distribution of synaptic inputs from in vivo voltage-clamp
recordings.
We highlight that typically the techniques used to determine synaptic weight distri-
butions in vitro and in vivo are different (see section 3.1.4). In our in vivo inference, the
contribution of each synapse is weighted by its own input rate: synapses receiving
more inputs contribute more to the weight distribution. In practice, we measure an
effective weight distribution. This is why our inference would detect an increase in the
input rate of stronger synapses also as a shift in the mean and standard deviation of
the amplitude.
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Interestingly, we showed that the increase in excitatory current during movement
is due to higher frequency of inputs, while on average the synaptic weight distribu-
tion does not change. This scenario is consistent with the hypothesis summarised
in Fig. 3.1 c: interneurons receive a global and uniform increase in their excitatory
inputs during movement. Molecular layer interneurons in cerebellum receive their in-
puts from granule cells (GCs), which represent the input layer of the cerebellar circuit
(Dean et al., 2010). GCs have naturally a very low firing rate (∼ 1Hz) but show a char-
acteristic bursting behaviour during sensory stimulation (Beugen et al., 2013). Our
findings have an impact on how information flows to interneurons: we argue that
both the signal coming from the large synapses and the background activity increase
during movement and that short term plasticity does not have a detectable effect on
the synaptic amplitudes.
3.6.2 Assumptions of the model and future work
One of the main assumptions is that synaptic inputs are uncorrelated and follow
a Poisson distribution. Experimental measurements of correlations in the brain are
contradictory and largely depend on what time-scale is considered (Cohen and Kohn,
2011). Notably, correlations on a longer time scale would be visible in the PSD, adding
a component with a different time-constant (Moreno-Bote et al., 2008). When fitting
the PSD of in vivo data, indeed we observed a bump in activity at low frequencies
( f < 10 Hz), that could correspond to spike correlations on time-scales ≥ 15ms6, but
we take into account this effect as explained in Sec. 3.3.3. Unfortunately, we would not
be able to identify spike-correlations on the order of τ1 and τ2, because they would
contribute to the PSD in the same frequency range. However, it is generally accepted
that spike count correlations on a short time scale (∼ 1− 5ms) are small, normally
< 0.03 (Smith and Kohn, 2008; Helias et al., 2014; Grytskyy et al., 2013; Renart et al.,
2010; Ecker et al., 2010), and thus our inference would likely still give reasonable
results, as shown by the following simple calculation.
Let’s take a neuron that receives identical inputs with equal amplitude a and a
global frequency ν. If the inputs have a correlation c, it means that the probability
of two inputs to be coincident is c. If we take a reasonable value of c = 0.05, it
means that every 100 inputs, we actually will observe on average only 95 inputs (5
are coincident), 90 of which of size a and 5 of size 2a. Generalising from the above
example, for a given correlation c, the observed frequency is νobs = νtrue(1− c) and
the observed average amplitude aobs = atrue(1 − c), where the subscript obs refers
6 the cut-off frequency is f ∼ 1/(2π15ms)
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to the observed values. Thus, even assuming c = 0.05, the error of our estimation
wouldn’t be worse than 5%, which we consider a reasonable result.
However, it would be an important avenue of future work to run simulations with
input trains with a different level of correlation and assess the impact on the infer-
ence model.
Secondly, we need in vivo traces to be stationary over a period long enough to
accumulate sufficient statistics. This is possible when the inputs are stable and the
cerebellar interneurons used in this study are an excellent example, whilst in other
areas or cell types this might not be the case.
As discussed in section 3.1.5, recent techniques based on Kalman filtering (Kobayashi
et al., 2011; Paninski et al., 2012; Lankarany et al., 2013) give a good estimation of the
time-varying synaptic conductance, but do not allow an independent estimation of
the rate and amplitude distribution of the individual synaptic inputs. The solution is
to use the method we proposed here to shape an informed prior on the probability
distribution of the synaptic weights to feed the Kalman-filtering based models.
In this study we restricted the analysis of in vivo voltage clamp recordings at the
reversal potential of inhibition to measure only excitatory inputs. It would be interest-
ing to analyse traces recorded in the same cells at the reversal potential of excitation
to infer the statistics of the inhibitory inputs. In the current clamp configuration, we
record the membrane potential of the neuron, which, in the ohmic approximation,
is the result of the combined effect of excitatory and inhibitory currents. If we infer
the statistics of excitation and inhibition individually via voltage-clamp as described
above, it will be interesting to extend the model to include the effect of correlations
between excitation and inhibition in a current clamp trace.
In summary, we showed that present methods used to analyse in vivo voltage clamp
data fail to infer quantitatively and qualitatively the statistics of the inputs. Our model
represents an important step forward in our ability to extract all possible information
from high-resolution in vivo intracellular recordings.
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S U B T H R E S H O L D D Y N A M I C S U N D E R LY I N G B E H AV I O R A L
S TAT E - D E P E N D E N T B I D I R E C T I O N A L M O D U L AT I O N O F
M O T O R C O RT E X O U T P U T
Part of this chapter is a product of the collaboration with other members of Duguid Lab
(University of Edinburgh) that resulted in a publication which I co-first authored: Cellular
Mechanisms Underlying Behavioral State-Dependent Bidirectional Modulation of
Motor Cortex Output, Julia Schiemann, Paolo Puggioni et al., Cell Reports 11, (2015).
All the data collection and analysis presented here are a result of my work, with some ex-
ceptions listed below. L5B recordings: performed by Paolo Puggioni (PP), with a substantial
contribution from Julia Schiemann (JS) and some additional help from Joshua Dacre (JD). Pro-
jection target identification: JS, with the help from PP and JD. Morphological reconstructions
of pyramidal neurons: Ian Duguid, with the contribution of PP, JS and JD. Implementation of
the simulated power-spectrum fit PP with the help of Miha Pelko. In the data figure captions,
I highlight the contribution of other lab members.
4.1 introduction
4.1.1 Modulation of motor cortex activity during behaviour
Primary motor cortex (M1) plays a central role in regulating complex motor behav-
iors (Graziano and Aflalo, 2007b,a; Lemon, 2008, 2010). For decades scientists have
focused on investigating how patterns of motor cortex output relate to different as-
pects of volitional, goal-directed movement and ongoing locomotor rhythm.
Neuronal activity in M1 correlates with rhythmic voluntary motor movements
(Phillips and Porter, 1977; Armstrong and Drew, 1984; Drew et al., 2002, 2004; Iso-
mura et al., 2009). During walking or running output neurons in M1 display changes
in firing rates that reflect periods of coordinated muscle activity (Armstrong and
Drew, 1984; Beloozerova et al., 2003; Phillips and Porter, 1977). Although sponta-
neous locomotor activity is generated by central pattern generators (CPGs) in the
spinal cord (Forssberg and Grillner, 1973; Goulding, 2009), descending motor com-
mands from M1 are integrated with ongoing rhythmic spinal cord signals and sen-
sory afferent input from the periphery to initiate, adjust and maintain locomotor
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function (Armstrong and Drew, 1984; Beloozerova et al., 2003; Ueno and Yamashita,
2011). In particular, a subset of layer 5B (L5B) pyramidal neurons project to the pyra-
midal tract (PT) which directly targets spinal circuits (Shepherd, 2013). In rodents,
L5B neurons display enhanced or suppressed (e.g. bidirectional) firing rate changes
during locomotion that are abrupt, sustained changes – so called “on-off” responses
– or gradual frequency changes linked to the velocity of running (Costa et al., 2004).
Although we are now beginning to understand how patterns of motor cortex activity
relate to changes in behavioral state (quiet wakefulness vs. movement), the cellular
mechanisms underpinning bidirectional modulation of M1 output during self-paced
voluntary movement in rodents remain largely unresolved. Likely candidates are: (i)
changes in conductance state, (ii) changes in cortical state-dependent network-driven
input structure, and (iii) altered excitatory inputs coming from other cortical or sub-
cortical areas.
Previous reports have shown that neurons in the awake brain display a much lower
input resistance with respect to in vitro, due to the elevated synaptic activity - see
section 2.1.2 and (Destexhe et al., 2003). Possibly, during behaviour, rapid changes in
conductance modulated by synaptic activity might alter M1 neuron responsiveness
(Shu et al., 2003; Haider and McCormick, 2009; Destexhe and Contreras, 2006).
During inactivity or slow-wave sleep cortical networks remain in a synchronised
state that consists of slow, large amplitude oscillations that characterise the activity
of neuronal populations (Steriade et al., 1993b; Cowan and Wilson, 1994; Steriade
et al., 2001; Petersen et al., 2003; Poulet and Petersen, 2008). During changes in be-
havioral state, cortical networks become desynchronised displaying a reduction in
slow oscillations and in some cases an increase in higher frequency activity (Steriade
et al., 1993b). This change in network-driven input structure profoundly alters the
subthreshold Vm dynamics and spike output patterns of cortical pyramidal neurons
during behavior - see section 1.1.4 and (Castro-Alamancos, 2004a; Constantinople
and Bruno, 2011; Crochet and Petersen, 2006; Haider et al., 2012; Okun and Lampl,
2008).
It also likely that neural activity in the output layer of M1 is modulated by inputs
coming from a variety of brain areas (e.g. L2/3 neurons in M1, secondary motor
cortex and motor thalamus - see section 1.1.2 and Fig. 1.2). Possibly, these inputs
could modulate the dynamics of L5B neurons during behaviour.
In this study we investigated which combination of the three mechanisms (conduc-
tance changes, network state and excitatory inputs) is responsible for the bidirectional

















Figure 4.1: Changes in the input-output curve: a) offset and b) slope.
4.1.2 Cellular mechanisms that regulate input sensitivity
The cellular mechanisms that regulate the flow of information and input-output trans-
formations in M1 during self-paced voluntary movement remain largely unresolved.
The input-output curve is a simple measure of the magnitude of the response of
a neuron as a function of the input amplitude (see Fig 4.1). In principle, changes in
membrane potential (Vm) mean (µVm ) or standard deviation (σVm ) and effective input
resistance (Reff) can have profound effects on the response magnitude (or sensitiv-
ity) of a neuron to its synaptic inputs (Hô and Destexhe, 2000; Chance et al., 2002;
Tiesinga et al., 2004; Cardin et al., 2008) - see section 1.1.5 for a discussion on the
terminology used in this chapter.
Neurons in the neocortex receive continuous barrages of synaptic input in vivo,
which strongly influence their integrative properties and output firing patterns (Haider
and McCormick, 2009; Shu et al., 2003). Given that brain-state profoundly alters
the spatiotemporal structure of synaptic input to cortical neurons in vivo, can rapid
changes in subthreshold Vm dynamics account for neuronal response modulation
during behavior? This question has been explored in a variety of computational and
experimental studies that have identified several mechanisms by which neuronal re-
sponsiveness can be dynamically modulated.
In the absence of significant membrane potential variability, steady-state changes in
Vm result in altered neuronal responsiveness by shifting the input-output curve along
the input axis (Fig. 4.1 a) (Hô and Destexhe, 2000; Chance et al., 2002; Silver, 2010).
However, if the input range is restricted to the initial portion of the input-output
curve, shifts along the driving axis can produce non-linear changes that profoundly
alter the sensitivity to small amplitude inputs (Brozović et al., 2008; Silver, 2010).
In contrast, changes in synaptically-driven membrane potential variance or ‘noise’
provides a variable level of depolarization that reduces the slope of neuronal input-
output transformations increasing the probability that small inputs reach threshold,
4.1 introduction 62
while reducing responses to larger amplitude inputs (Fig. 4.1 b) (Chance et al., 2002;
Hô and Destexhe, 2000; Silver, 2010). Changes in membrane conductance directly
lead to amplitude changes of the EPSPs (the voltage deflection is proportional to
the synaptic current divided by the membrane conductance). Thus, increasing the
membrane conductance results in leftward shifts of the input-output curve and vice-
versa (same schematic as in Fig. 4.1 a).
By combining changes in membrane potential mean, variance and membrane con-
ductance, cortical neurons can dynamically alter the shape of input-output transfor-
mations depending on the nature and context of a specific behavior.
Recent evidence has shown that behavioral state-dependent changes in Vm dynam-
ics can profoundly affect the integrative mode and response gain of neocortical pyra-
midal neurons. In rodents, locomotion increases the gain and signal-to-noise of visu-
ally evoked responses in V1 L2/3 principal cells (Niell and Stryker, 2010; Keller et al.,
2012; Bennett et al., 2013; Polack et al., 2013) via two independent mechanisms: (i) a
decrease in Vm variability which reduces spontaneous firing and (ii) an increase in av-
erage Vm which enhances subthrehold responses. This state-dependent modulation
of visually-evoked responses appears to require the interplay between cholinergic
disinhibition (Fu et al., 2014), enhanced glutamatergic input and noradrenergic neu-
romodulation (Polack et al., 2013). Although there is now emerging evidence of the
subthreshold dynamics underlying brain state-dependent gain modulation in superfi-
cial cortical layers, how behavior-related changes in Vm dynamics affect input-output
transformations in L5B projection neurons of M1 has never been explored.
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4.2 methods
To investigate the cellular mechanisms underpinning behavioral state-dependent mod-
ulation of motor cortex output, we combined in vivo patch-clamp recordings, neu-
roanatomical tracing and computational modeling.
4.2.1 Animals and surgery
All experiments and procedures involving animals were approved by the University
of Edinburgh local ethical review committee and performed under license from the
UK Home Office in accordance with the Animal (Scientific Procedures) Act 1986.
Male 5-8 weeks old, C57BL/6 mice (20-25 g), 2-6 animals per cage, maintained on
a reversed 12:12 hour light:dark cycle and ad libitum access to food and water were
implanted with a small lightweight headplate (0.75 g) under 1.5 % isoflurane anaes-
thesia using cyano-acrylate glue and dental acrylic. After at least 2 days recovery,
a craniotomy (300 × 300 µm) was performed above the right forelimb region of M1
(identified by intracortical microstimula- tion) and the dura removed. The craniotomy
was sealed with (1.5 %) agar and Kwik-Cast sealant (WPI, Europe) and mice were re-
turned to the home cage to recover for ∼2 hrs before recording commenced.
4.2.2 Cortical mapping
To find the coordinates of the forelimb region of primary motor cortex (M1FL), we
mapped the area using intracortical microstimulation (ICMS) (Dombeck et al., 2009;
Tennant et al., 2011) in 7 male mice under 0.5% isoflurane anesthesia. Glass mi-
cropipettes (1-2 MΩ) filled with extracellular solution were targeted to layer 5 (600−
800 µm) and cathodal pulse trains (50 ms train duration, 30− 350 µA, 300 µs pulse
duration, 33 Hz) (A.M.P.I. Iso-flex) were applied through the stimulating electrode
and slowly increased until contralateral forelimb muscle twitches could be observed.
Stimulation sites were spaced approximately 250 µm apart and 24 ICMS sites were
used to map M1FL (Fig. 4.2 a).
Movements were visually scored and movement probability maps were generated
for forelimb, hindlimb, wrist/digits and trunk (Fig. 4.2 b). The centre of M1FL was
located 0.3 mm rostral and 1.5 mm lateral to bregma. Consistent with previous stud-
ies, it was found that the motor areas are significantly overlapped (Wang et al., 2011;
Tennant et al., 2011): in many occasions, brief low current stimulation of a single spot
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Figure 4.2: Intracortical microstimulation (ICMS) mapping of forelimb motor cortex.
a) Brightfield image of the forelimb region of primary motor cortex. Black line rep-
resents the coronal suture with bregma located on the left. The grey encircled area
represents the craniotomy and blue dots represent 24 ICMS sites. b) Movement prob-
ability map for forelimb, hindlimb, wrist/digits and trunk.
was able to evoke twitches in more than one muscle. Often forelimb and trunk or
forelimb and hindlimb were activated at the same time. Sporadically, also ipsilateral
forelimb muscle twitches were observed. Although this feature was not further inves-
tigated, it was observed before (Tennant et al., 2011).
4.2.3 In vivo electrophysiology
To measure subthreshold, spiking and network activity of pyramidal neurons in the
primary motor cortex of awake mice, we performed patch-clamp and LFP recordings.
Mice were habituated to the head-restraint and experimental setup for 45 - 60 mins
before each recording session.
To confirm changes in behavioral state - quiet wakefulness to movement - local field
potentials (LFPs) were recorded in M1FL L5B of head-restrained mice. Low-resistance
(1− 2MΩ) glass micropipettes were filled with external solution and LFP signals were
high-pass filtered at 1 Hz.
Whole-cell patch clamp recordings were obtained from awake head-restrained mice
as described previously (Crochet and Petersen, 2006; Poulet and Petersen, 2008).
Recordings were made at a depth of 180 – 420 µm (layer 2/3) or 620 – 880 µm (layer
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5B) from the pial surface, using a Multiclamp 700B amplifier (Molecular Devices,
USA). Signals were filtered at 10 kHz and acquired at 20 kHz using PClamp 10 soft-
ware in conjunction with a DigiData 1440 DAC interface (Molecular Devices). Unless
mentioned, no bias current was injected during recording, and the junction poten-
tial was not corrected. Resting membrane potentials were recorded immediately after
attaining whole-cell configuration (“break-in”). Series resistances (Rs) ranged from
15-40 MΩ and experiments were terminated if Rs exceeded 60 MΩ. Current injection
was performed only if Rs was < 35 MΩ. Patch pipettes (5-7 MΩ) were filled with
internal solution (285-295 mOsm) containing (in mM) 135 K-gluconate, 4 KCl, 10
HEPES, 10 sodium phosphocreatine, 2 MgATP, 2 Na2ATP, 0.5 Na2GTP and 2 mg/ml
biocytin (pH adjusted to 7.2 with KOH). External solution contained (in mM): 150
NaCl, 2.5 KCl, 10 HEPES, 1 CaCl2, 1 MgCl2 (adjusted to pH 7.3 with NaOH).
4.2.4 Motion index and motor pattern discrimination
To select periods of self-paced voluntary movement and locomotion of the mouse on
the treadmill, we used an an optical encoder and a moderate speed (60 fps) camera
synchronised with each electrophysiological recording. The optical encoder was used
to capture movement of the treadmill. Locomotion was defined as periods where
speed > 0.01 m/s for more than 2 s (Dombeck et al., 2009). The videos were used to
define a region-of-interest (ROI) covering the contralateral forelimb of the mouse. We
calculated the motion index (MI) for each successive frame as MI f = ΣNi=1(c f+1,i −
c f ,i)2, where c f ,i is the greyscale level of the pixel i of the ROI in the frame f . We
defined grooming as periods with no locomotion and MI> θm, where threshold θm was
determined by visual inspection. Periods shorter than 2 s were not included in the
analysis. Further, we defined movement as periods of locomotion or grooming.
4.2.5 Functional classification of recorded neurons
We grouped the neurons into functional sub-classes, according to their movement-
related firing rate change. L5B neurons display enhanced or suppressed (e.g. bidirec-
tional) firing rate changes during movement.
For each L5B cell, (i) we divided quiet periods into 1 second epochs, (ii) randomly
assigned each epoch into two groups – quiet 1 (q1), quiet 2 (q2) – and (iii) calculated
the firing rate difference between q1 and q2. We repeated steps (i) to (iii) 10000 times
for each cell to obtain the distribution probability of the difference of firing rate in q1
and q2 (see Fig. 4.7). If during movement, the firing rate change was higher than the
99th percentile or lower than the 1st percentile we classify the neuron as enhanced or
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suppressed, respectively. If the firing rate change fell within the 1st and 99th percentile
the cell was classified as non-responding.
4.2.6 Current injection and spiking probability
To investigate how behavioural state affected input-output transformations in dif-
ferent subpopulations of L5B pyramidal neurons, we measured changes in firing
probability in response to somatic current injection during quiet wakefulness and
movement. We injected exponentially decaying EPSCs I(t) = ae−t/τ of variable size
a and fixed decay τs = 5 ms (Rossant et al., 2011). EPSCs of different amplitude (in
total 80 for each amplitude, range 40-1200 pA) were injected in random order with
100± 10 ms intervals. To calculate the relationship between EPSP and EPSC size, we
injected a series of 30 EPSCs and measured the average peak EPSP.
To estimate the probability pi of producing an extra spike, we counted the number
of spikes in the 10 ms following and in the 10 ms preceding the EPSC injection. We
calculated pi as the fraction of EPSCs injections of size ai that produce an extra spike.
In a simple neural model (Rossant et al., 2011), the probability function P(w) that
an EPSP of size w causes a spike is P(w) =
∫ θr
θr−w p(V)dV, defining the membrane
potential distribution p(V) and the spike threshold θr relative to the mean Vm. If we



















where erf is the error function.
For each neuron i, we fitted Pquiet(w) and Pmov(w), thus we calculated the sensitivity
ratio S(w) = Pmov(w)/Pquiet(w) and its average (0− 8 mV).
4.2.7 Intrinsic properties and morphological reconstructions
We measured the intrinsic properties of L5B pyramidal neurons and determined their
morphology to investigate whether they correlate with their functional classification
defined above.
Spike threshold was defined as the maximum of the second derivative of the volt-
age trace Vm(t) (Henze and Buzsáki, 2001; Rossant et al., 2011). Spike FWHM is the
width of the spike measured at half of the distance between the threshold and the
peak. dV/dt peak:trough is the ratio of the peak to the trough of the voltage deriva-
tive, previously used to characterise different neuron types (Gentet et al., 2010). Spike
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accommodation was measured by injecting 60 depolarizing current steps (0.5 s long,
100-500 pA depending on the input resistance). Accommodation index was defined as
(ISI2 − ISI1)/ISI1, where ISI1 and ISI2 are the first and second inter-spike intervals
at the beginning of each current step (Buchanan et al., 2012). Membrane potential sag
was measured using hyperpolarising current steps (250 ms, −100-500 pA depending
on the input resistance) and calculated as the percentage difference between the peak
amplitude of the initial response (0-0.1 s) relative to the peak amplitude of the steady
state response (0.15-0.25 s) (Suter et al., 2013).
After each recording deeply anesthetised mice were transcardially perfused with
4% para- formaldehyde. Brains were post-fixed overnight and coronal sections (60 or
100 µm) of M1 and tracer injection sites were cut using a vibrating microtome. For
morphological reconstructions, sections were incubated in streptavidin AlexaFluor-
488 (1:1000, catalog no. S11223, Molecular Probes) in 0.1 M phosphate buffered saline
(PBS) containing 0.5% Triton X-100 then mounted (Vectashield, VectorLabs) and im-
ages were taken using a Zeiss LSM 510 Meta confocal microscope (20x objective).
Morphological reconstructions were generated from 60µm z-stacks using NeuronJ
(ImageJ plugin).
4.2.8 Identification of projection targets
We identified the projection targets of L5B neurons, pyramidal tract (PT) or intratelen-
cephalic (IT), to investigate whether they correlate with the functional classification.
We adopted two strategies: (i) retrograde tracing using fluorescent microspheres and
(ii) multi-labelling of transcription factors.
4.2.8.1 Retrograde tracing of projection targets
Projection targets of individual neurons were identified by injecting fluorescent ret-
rograde microspheres (RetroBeads, Lumafluor, USA) into the ipsilateral pons and
contralateral hemisphere (dorsal striatum, corpus callosum and overlying cortex) un-
der isoflurane anesthesia (1− 1.5%) (Reiner et al., 2003; Hooks et al., 2013). Stereotaxic
coordinates (Paxinos and Franklin, 2004) and volumes for pons injections were: 0.4
mm lateral, 3.9 and 4.1 mm posterior to bregma, 0.2 (75 nl), 0.4 (75 nl) and 0.6 mm
(50 nl) from the ventral surface of the brain, green beads. For the dorsal striatum: 2.0
mm lateral, 0.2 and 0.6 mm anterior to bregma and 2.7, 2.5 and 2.2 mm ventral to
the pial surface, 6× 50 nl, red beads. 2-3 days after injection mice were transcardially
perfused with 4% paraformaldehyde and brains processed to identify injection sites
and retrograde staining in cortex (Fig. 4.3 a-d).
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4.2.8.2 Multi-labelling immunohistochemistry
To identify projection targets of individually recorded neurons, sections were fur-
ther processed by heat-mediated antigen retrieval in 10 mM sodium citrate buffer
(pH 6.0) for 3 hrs at 80 ◦C. Sections were incubated in blocking solution (0.01 M PBS,
10 % normal goat serum (vol/vol), 0.5 % Triton X-100 (vol/vol) at 22 ◦C for 2 hrs and
incubated overnight at 22 ◦C in a primary antibody mixture containing mouse mon-
oclonal anti-Satb2 (1:200, Cat. No. ab51502, Abcam) and rat monoclonal anti-Ctip2
(1:1000, Cat. No. ab18465, Abcam) (Lickiss et al., 2012; Yasvoina et al., 2013) dissolved
in carrier solution (0.01 M PBS, 1 % goat serum, 0.5 % Triton X-100). Slices were incu-
bated overnight at 22 ◦C in a secondary antibody mixture containing AlexaFluor-568
goat anti-mouse (1:750, Molecular Probes) and AlexaFluor-647 goat anti-rat (1:750,
Molecular Probes) dissolved in carrier solution (0.01 M PBS, 1 % goat serum, 0.5 %
Triton X-100). Slices were mounted and imaged using a Nikon A1R FLIM confocal
microscope (Nikon, Europe). A sequential imaging protocol was used to minimise
cross talk between fluorophores. Images were analyzed offline using ImageJ.
Previous reports have described the selective molecular expression profiles of corti-
cal projection neurons during development with the transcription factor Ctip2 being
a selective marker for PT-type neurons and Satb2 a marker for IT-type neurons (Ar-
lotta et al., 2005; Molyneaux et al., 2007; Yasvoina et al., 2013). We independently val-
idated the selective expression of Ctip2 and Satb2 in PT and IT neurons respectively,
by combining retrograde tracing with post hoc Ctip2/Satb2 immunohisto- chemistry
(Fig. 4.3 e-f). Quantification of Ctip2 or Satb2 expression in individual, retrogradely
identified L5B pyramidal neurons confirmed that all retrogradely labeled PT neurons
were Ctip2 immunopositive, with only a small proportion of neurons co-expressing
Ctip2 and Satb2 (9.7 %, Fig. 4.3 g left). Similarly, all retrogradely identified IT neurons
expressed Satb2, with a minority expressing both molecular markers (2.7 %, Fig. 4.3
g right). For a subset of neurons we employed a dual strategy combining post hoc
immunohistochemistry and morphological analysis to confirm the mixed PT- and IT-
type projection-class identity of L5Benh and L5Bsupp subpopulations.
4.2.9 Membrane potential dynamics
To better understand the mechanisms underpinning firing rate and input-sensitivity
changes of L5B neurons during movement, we analysed in depth the statistical prop-
erties of their membrane potential. Analysis of the subthreshold Vm dynamics was
performed after clipping spikes from threshold to 3 ms after the peak (changing the
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Figure 4.3: Classification of L5B projection neurons based on retrograde tracing and
molecular marker expression. a) Schematic parasagittal brain section illustrating ret-
rograde fluorescent bead injection sites. Red fluorescent beads were injected into the
contralateral dorsal striatum and corpus callosum to identify intratelencephalic (IT-
type) projection neurons. Green fluorescent beads were injected into the ipsilateral
pons to identify pyramidal tract (PT-type) projection neurons. b-c) Distribution of
PT-type (green) and IT-type (red) projection neurons across different cortical layers
(b) and within L5B (c) of the forelimb region of M1. LV: lateral ventricle; CC: corpus
callosum. (d) Relative distributions of PT-type (green) and IT-type (red) projection
neurons in L5B of forelimb motor cortex (n = 1183 neurons, 50 slices, 6 mice). e-f) Sin-
gle retrograde tracing and immunohistochemical staining confirming transcription
factors Ctip2 and Satb2 are molecular markers for retrogradely identified PT-type
(ipsilateral pons injection, (e)) and IT-type (contralateral dorsal striatum injection, (f))
neurons, respectively. g) Relative distribution of retrogradely identified L5B neurons
expressing Ctip2 or Satb2 (n = 306 neurons, 24 slices, 4 mice).
Figure prepared by Julia Schiemann, data collected by Julia Schiemann with the help of Paolo
Puggioni and Joshua Dacre.
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clipping window to 10 ms before and 20 ms after each spike did not alter the results).
The average standard deviation of the voltage σVm was calculated as the average over
non-overlapping periods of 1 s.
We measured the power-spectra of Vm with 75% overlapping Bartlett 1 s windows.
The mean population spectrum was the average of the single cell spectra. The δ-band
power δP was calculated as the integral of the power-spectrum between 1.5 and 4 Hz.
The β-band was calculated between 12 and 30 Hz.
The time-frequency spectrograms of the subthreshold voltage were computed with
a continuous Morlet wavelet transform
ψ(t) = ei2π f0te−t
2/2, (4.2)
where 2π f0 = 6 rad s−1. The coefficients are





where τ is the time shift and s the scaling factor. We calculate the Fourier frequency
ν that corresponds to the scaling factor s by using the approximated conversion for-
mula ν = (2π f0 +
√
2 + 2π f 20 )/4πs (Torrence and Compo, 1998). The power at time
τ and frequency ν is the square of the coefficient CWTψV(τ, s).
4.2.10 Effective input resistance and membrane time constant
In vivo, synaptic conductances dramatically alter the input resistance of neurons (Des-
texhe et al., 2003). To test whether this effect was responsible of the firing rate and
input-sensitivity changes of L5B neurons in M1, we measured the effective input re-
sistance of a subset of recorded neurons. We defined the effective input resistance as
Reff = 1/Gtot, the inverse of the total conductance Gtot = GL + 〈Ge〉+ 〈Gi〉, sum of the
leak conductance GL and the average synaptic excitatory and inhibitory conductances
〈Ge〉 and 〈Gi〉. The effective time constant is τeff = ReffC, where C is the capacitance.
Reff and τeff were estimated from the current injection experiment, calculating the
average response to subthreshold injections with more than 20 pulses. We computed
the complex impedance
Z( f ) = V( f )/I( f ), (4.4)
where V( f ) and I( f ) are respectively the Fourier transform of average voltage re-
sponse and injected current. We assume a linear RC filter of the membrane (see sec-
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tion 2.3) and we estimate Reff and τeff by fitting the module of the impedance with
|Z( f )| = Reff/
√
1 + (2π f τeff)2. (4.5)
As already discussed in 2.1.2 and 2.4, the interpretation of in vivo measurements
of Reff is difficult. In fact, while the measurement takes place in the soma of the
neuron, synaptic inputs target mostly the dendritic tree. This means that the quantity
measured might have little to do with the resistance at the synaptic sites. Reff is
commonly used in in vivo electrophysiology literature as a proxy for the synaptic
activity of the neuron (Destexhe and Paré, 1999; Gentet et al., 2010; Haider et al.,
2012). However, we must be weary on interpreting the results. Intuitively, a lower
input resistance measured at the soma is an indication of a higher synaptic activity,
but we drawing solid quantitative conclusions is certainly problematic.
4.2.11 Modulation of Vm power in the δ-band during quiet wakefulness
The waking period is characterised by a continuum of cortical states corresponding
to varying levels of spontaneous fluctuations in neural population activity (Harris
and Thiele, 2011). To investigate whether slow large amplitude membrane potential
fluctuations (normally associated to quiet wakefulness) were persistent or transient,
we integrated Vm STFT power in the δ-band (1.5− 4 Hz) with 3 s sliding Hamming
windows (Fig. 4.4 a). For each cell, we compute the probability distribution of δ
power for movement and quiet wakefulness and defined as power threshold the 90th
percentile of the distribution during movement (Fig. 4.4 b). Thus, we calculated the
portion of time that during quiet wakefulness the δ power is lower than the power
threshold.
4.2.12 Detection of compound synaptic events
To understand how excitatory inputs change during movement in different functional
sub-classes of L5B pyramidal neurons, we developed an event detection algorithm
that measured the frequency of large compound synaptic events. We could faithfully
detect compound synaptic events occurring in a time window (5 ms) shorter than the
average membrane time constant (8.2± 2.3 ms) and with a detection threshold of 1
mV. Events that occurred within ± 10 ms of a spike were discarded (Fig. 4.5 a). To
assess the reliability of our event detection algorithm we simulated noisy membrane























Figure 4.4: δ power distribution during quiet wakefulness and movement in a L2/3
pyramidal neuron in M1 (same analysis applies to L5B neurons). a) Representative
voltage trace, motion index and Vm δ power for a L2/3 pyramidal neuron during
quiet wakefulness and movement. During movement, δ power remains low while
during quiet wakefulness there are periods of high and low δ power. b) δ power dis-
tribution in a L2/3 pyramidal neuron during quiet wakefulness (blue) and movement
(grey). The bar represents the 95th percentile of the movement distribution and is the
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Figure 4.5: Event detection validation. a) Representative trace, where large events are
highlighted with purple bars. b) Reliability of the event detection algorithm: fraction
of recovered events for different input frequencies.
added events of known amplitude at frequencies ranging from 5− 100 Hz. For each
frequency range 30 simulations were run and the mean detection efficiency computed
(range 90− 95%) across the entire frequency range (Fig. 4.5 b).
4.2.13 Statistics
Summary data are expressed as mean ± standard deviation unless otherwise stated.
Statistical significance was determined using Wilcoxon signed-rank tests (paired data)
and rank-sum tests (unpaired data) unless otherwise stated. Wilcoxon signed-rank
tests on the areas underlying the rate density curves were used in Fig. 4.15 b-c. The
relative distribution of functional phenotypes (supp, enh, n-r) were analysed using
Pearson χ2 test statistics (based on 106 permutations). For statistical tests, p < 0.05
was considered significant (*p < 0.05 and ** p < 0.01).
4.3 results 73
4.3 results
4.3.1 Membrane potential dynamics of L5B pyramidal neurons during self-paced, voluntary
movement
To investigate the cellular mechanisms underpinning behavioral state-dependent mod-
ulation of M1 output, we obtained whole-cell patch-clamp recordings from the pri-
mary output layer of M1 (L5B, forelimb motor cortex, 620− 880 µm from the pial sur-
face, see section 4.2.3, n = 45) (Anderson et al., 2010; Sheets et al., 2011; Suter et al.,
2013) during quiet wakefulness and self-paced, voluntary movements (e.g. walking,
running or grooming on a single axis, cylindrical treadmill) (Fig. 4.6 a). Consistent
with previous reports, transitions from quiet wakefulness to movement were char-
acterised by the desynchronisation of cortical activity, reflected in the reduced vari-
ability of the local field potential (Fig. 4.6 b) (Crochet and Petersen, 2006; Poulet and
Petersen, 2008). The observed desynchronisation is probably a consequence of the
change in attentional state (Harris and Thiele, 2011), associated to movement prepa-
ration (Churchland et al., 2006b) and execution (Steriade et al., 1993b; Polack et al.,
2013). During periods of quiet wakefulness, all L5B pyramidal neurons displayed
large-amplitude Vm fluctuations (σVm 3.9± 1.3 mV) and a relatively depolarised av-
erage resting Vm (µVm −50.8 ± 5.4 mV). The interplay between mean Vm, distance
from threshold and Vm variability resulted in moderate basal firing rates (5.9± 3.8
Hz, range 0.0− 15.9 Hz) (two representative traces in Fig. 4.6 c-d).
During changes in behavioral state from quiet wakefulness to movement the vast
majority of L5B pyramidal neurons (∼ 90%) displayed significant modulation of
their basal firing rates. To functionally classify individual neurons we compared
the variability in quiet wakefulness firing rate with the average firing rate during
self-paced movement (Fig. 4.7 and section 4.2.5). If the average movement-related
firing rate change was lower than the 1st percentile of the distribution of firing rate
changes during quiet wakefulness, neurons were classified as suppressed (L5Bsupp,
n = 17) (Figures 4.7 a, 4.6 c-d (top), Table 4.1). Neurons that displayed an average
movement-related firing rate change above the 99th percentile were classified as en-
hanced (L5Benh, n = 24) (Figures 4.7 c, 4.6 c-d (bottom), Table 4.1). A small proportion
of L5B neurons (n = 4/45) did not significantly change their firing rates during move-
ment and were classified as non-responding neurons (L5Bn−r) (Fig. 4.7 b and 4.7 g-i).
The proportion of L5 pyramidal neurons in which spike frequency decreased (37.8%),










































Figure 4.6: Whole-cell recordings of L5B pyramidal neurons in primary motor cortex
during self-paced, voluntary movement. a) Patch-clamp recording configuration in
head-fixed mice mounted on a single axis, cylindrical treadmill. Digital imaging (60
fps) was used to confirm changes in behavioral state – quiet wakefulness to move-
ment – and to calculate motion index. b) Local field potential (LFP) recordings (black
traces) of L5B activity and motion index (grey). c-d) Representative voltage traces
(c) and higher time resolution examples (d) from a L5B suppressed (upper panels,
firing rate suppressed during movement) and L5B enhanced (lower panels, firing
rate enhanced during movement) pyramidal neuron during quiet wakefulness and
movement (light grey shading). The motion index (dark grey) defines the magnitude
and duration of each forelimb movement. In this figure and all subsequent figures










































Figure 4.7: Functional classification of L5B pyramidal neurons. Representative ∆ fir-
ing rate probability distributions during quiet wakefulness (blue) and movement
(grey) in L5Bsupp (a), L5Bn−r (b) and L5Benh (c) neurons. grey dotted lines repre-
sent the 1st (left) and 99th (right) percentiles. Solid colored lines represent the average
firing rate change in a L5Bsupp (yellow), L5Bn−r (black) and L5Benh (purple) neuron
during movement.
vious reports (Beloozerova et al., 2003; Costa et al., 2004).
We next investigated the subthreshold mechanisms underpinning bidirectional
modulation of M1 output during self-paced movement. During movement, L5Bsupp
neurons displayed ∼ 1 mV hyperpolarization in mean Vm (p = 2 × 10−2) and re-
duced Vm variability (σVm quiet 3.5± 0.8 mV, movement 2.5± 0.5 mV, p = 3× 10−4),
which lowered the probability of reaching threshold and reduced overall firing rates
(quiet 6.4± 3.9 Hz, movement 2.8± 2.5 Hz, p = 3× 10−4) (Fig. 4.8 a-c, j,l). In L5Benh
neurons, movement also reduced Vm variability (σVm quiet 4.1± 1.5 mV, movement
3.2± 0.8 mV, p = 2× 10−3) but this was counteracted by a depolarization in average
Vm (quiet −52.1± 5.3 mV, movement −47.9± 4.8 mV, p = 2× 10−6), which signif-
icantly increased spike probability and firing rates (quiet 5.7 ± 3.8 Hz, movement
12.9± 7.4 Hz, p = 2× 10−5) (Fig. 4.8 d-f, k,l). By contrast, the Vm dynamics and firing
rates of L5Bn−r neurons were not affected by the transition from quiet wakefulness
to movement (Fig. 4.8 g-i).
Interestingly, the functional classification of L5B pyramidal neurons (L5Bsupp vs
L5Benh) was not dependent on the type of motor behavior being executed (e.g. lo-
comotion vs grooming; Fig. 4.9), basic electrophysiological properties (Table 4.1),
projection-class identity of individual neurons (pyramidal tract, PT-type vs intrate-
lencephalic, IT-type neurons; Fig. 4.10 a-b), morphology (e.g. thin tufted vs. thick
tufted neurons, Fig. 4.10 c), depth (Fig. 4.10 d) or location (Fig. 4.10 e).
Our results demonstrate that movement-related modulation of L5Benh firing rates is
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Figure 4.8: Firing rates and subthreshold features of L5B pyramidal neurons during
quiet wakefulness and movement. a-c) Average firing rate (a), Vm (b) and σVm (c)
in L5Bsupp pyramidal neurons (yellow symbols, n = 17) during quiet wakefulness
and movement. Filled circles represent data from individual neurons while square
symbols represent mean ± standard error. Inset in (a) depicts the average L5Bsupp
neuron firing rate during quiet wakefulness (Q) and movement (M). ∗∗p < 0.01. d-
f) Same as (a-c) for L5Benh neurons. Purple symbols (n = 24) represent individual
neurons. g-i) Same as (a-c) for L5Bn−r neurons. Black symbols (n = 4) represent
individual neurons. j-kRepresentative Vm distributions for a L5Bsupp (j) and L5Benh
(k) pyramidal neuron during quiet wakefulness and movement. Magenta bars denote
the median spike threshold. l) Change in average Vm (∆Vm) from quiet wakefulness
to movement in L5Bsupp (yellow symbols) and L5Benh (purple symbols). Filled circles














































































Figure 4.9: Functional classification of L5B pyramidal neurons is not dependent on the
type of motor behavior. a) Average firing rate changes (relative to quiet wakefulness)
in L5Bsupp (yellow, n = 17), L5Bn−r (black, n = 4) and L5Benh (purple, n = 24) neurons
during grooming or locomotion. b) Firing rate changes (relative to quiet wakefulness)
for all the recorded neurons, split in the three classes: L5Benh (left), L5Bn-s (centre),
and L5Bsupp (right). With one exception only, neurons belong to the same class even













Table S1 Intrinsic properties of M1 L5Bsupp and L5Benh pyramidal neurons recorded during quiet 
















supp n L5Benh n p-value
Firing rate (Hz) 6.3 ± 3.9 17 5.7 ± 3.8 24 0.587
Mean Vm (mV) -49.0 ± 4.7 17 -52.0 ± 5.3 24 0.061
Std. Vm (mV) 3.5 ± 0.8 17 4.1 ± 1.1 24 0.375
C (pF) 85 ± 17 5 76 ± 16 5 0.217
,QSXW5HVLVWDQFH0 85.3 ± 23.7 5 96.4 ± 17.5 5 0.487
Membrane time constant (ms) 8.6 ± 2.0 5 7.8 ± 1.1 5 0.625
Spike threshold (mV) -39.1 ± 5.2 17 -40.6 ± 4.0 24 0.390
Spike FWHM (ms) 1.1 ± 0.4 17 1.0 ± 0.4 24 0.420
Spike dV/dt peak:trough 3.0 ± 0.8 17 3.0 ± 0.6 24 0.989
Accommodation 0.6 ± 0.3 4 0.8 ± 0.4 7 0.297
Sag (%) 3.8 ± 2.4 6 4.3 ± 4.4 15 0.974




 neurons during quiet wakefulness
Table 4.1: Intrinsic properties of M1 L5Bsupp and L5Benh pyramidal neurons recorded
during quiet wakefulness.
neurons result from a moderate hyperpolarization and significant reduction in Vm
variance.
4.3.2 Bidirectional input sensitivity modulation during voluntary movement
Behavioral state-dependent changes in Vm dynamics can profoundly affect the in-
tegrative mode and output firing patterns of neocortical neurons (Haider and Mc-
Cormick, 2009; Rudolph-Lilith and Destexhe, 2003; Destexhe et al., 2003). What effects
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Figure 4.10: Projection class identity of individually recorded L5Bsupp and L5Benh
neurons. a) Representative voltage traces from identified: L5Bsupp PT-type; L5Benh PT-
type; L5Bsupp IT-type; and L5Benh IT-type during quiet wakefulness and movement
(light grey shading and dark grey motion index). b) Upper panels: single cell biocytin
labeling (green) and post-hoc immunohistochemical staining for Ctip2 (blue) and
Satb2 (red) confirmed the projection class identity of individually recorded L5B pyra-
midal neurons. Lower panels: schematic brain sections showing L5Bsupp and L5Benh
neurons contain a mixture of PT-type and IT-type projection neurons. c) Represen-
tative morphological reconstructions of L5Bsupp and L5Benh neurons color-coded by
projection class identity (blue = PT-type, red = IT-type). d)Average depth of individu-
ally recorded L5Bsupp (n = 10) and L5Benh (n = 8) neurons color-coded by projection
class identity. e) Neuroanatomical coordinates of individually recorded L5B pyrami-
dal neurons plotted according to their position relative to bregma (n = 10 L5Bsupp
neurons; n = 8 L5Benh neurons).
Figure prepared by Julia Schiemann, data collected by Julia Schiemann with the help of Paolo
Puggioni and Joshua Dacre. Digital processing of the neural reconstructions by Ian Duguid.
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do movement-related changes in Vm dynamics have on input-output transformations
in L5B pyramidal neurons in M1? In principle, both changes in µVm , σVm and input
resistance can profoundly influence the responsiveness and firing dynamics of a neu-
ron (Cardin et al., 2008; Chance et al., 2002; Tiesinga et al., 2004; Hô and Destexhe,
2000).
Here, we performed current injection experiments in a small cohort of L5Bsupp and
L5Benh neurons in vivo (Fig. 4.11 a-b, see methods 4.2.6) and measured spike proba-
bility during quiet wakefulness and voluntary movement. Although current injection
at the soma disregards dendritic non-linearities, synaptic properties and locations, it
provides a robust measure to assess the relationship between synaptic currents arriv-
ing at the soma and spike output probability during behavior – measured as a change
in input sensitivity (Rossant et al., 2011).
During movement L5Bsupp neurons displayed a robust decrease in σVm with no
change in mean (Fig. 4.11 c), resulting in a 2-fold reduction in input sensitivity (∆
Sensitivity 0.6± 0.1, n = 5, Fig. 4.11 e,g,i).
By contrast, L5Benh neurons displayed both reduced σVm and an increase in mean
Vm (4.11 d), which together produced a 2-fold increase in input sensitivity (∆ Sensi-
tivity 1.7± 0.4, n = 6, 4.11 f,h,j).
Although both L5B subpopulations displayed moderate changes in input resistance
during movement they did not significantly differ from quiet wakefulness (p = 0.32)
(Fig. 4.12). Thus, we can conclude that changes in input-sensitivity are due to the
subthreshold dynamics and are not driven by variations in the conductance state.
Differential behavioral state-dependent changes in µVm and σVm (L5Bsupp: predom-
inately σVm with moderate hyperpolarisation; L5Benh: σVm and µVm ) can switch L5B
pyramidal neurons into two different integrative modes that bidirectionally modu-
late M1 output during self-paced movement.
4.3.3 Behavioral state-dependent changes in network-driven Vm variance
To investigate the mechanisms underpinning L5Bsupp and L5Benh neuron Vm dynam-
ics we explored changes in Vm spectral components before and after movement onset.
During quiet wakefulness, we observed slow (1.5− 4 Hz, δ frequency band), large
amplitude Vm fluctuations in all L5B pyramidal neurons (Fig. 4.13 a-b). The periods
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Figure 4.11: Bidirectional input sensitivity changes in L5Bsupp and L5Benh pyrami-
dal neurons during movement. a-b) Representative voltage traces (black) during so-
matic EPSC current injections in vivo (grey) in a L5Bsupp (a) and L5Benh (b) pyramidal
neuron during quiet wakefulness and movement (light grey shading). c-d) Average
changes in µVm and σVm in L5Bsupp (c, n = 5) and L5Benh (d, n = 6) neurons during
quiet wakefulness (blue) and movement (red). e-f) Input-output transformations in
L5Bsupp (e) and L5Benh (f) neurons recorded in vivo during quiet wakefulness (blue)
and movement (red). Symbols represent mean ± standard deviation; solid lines are
fits to a truncated error-function (Eq. 4.1). g-h) Average change in spike probability
as a function of increasing evoked EPSP amplitude for L5Bsupp (g, n = 5) and L5Benh
(h, n = 6) neurons. Thick black lines represent population averages with standard
deviations shown in grey. i-j) Mean change in input sensitivity for L5Bsupp (i, n = 5)
and L5Benh (j, n = 6) neurons. Black symbols represents mean ± standard deviation;







































































Figure 4.12: Movement-related changes in effective input resistance and membrane
time constant in L5B pyramidal neurons. a) Input resistance (left) and membrane time
constant (right) of L5B neurons (n = 10) during quiet wakefulness. b) Input resistance
of L5Bsupp (n = 5, left) and L5Benh (n = 5, right) pyramidal neurons during quiet
wakefulness (blue) and movement (red). c) Movement-related changes in effective
input resistance (Reff) and membrane time constant (τeff) for L5Bsupp (n = 5) and
L5Benh (n = 5) pyramidal neurons. Bars represent median values ± median absolute
deviation.
(Fig. 4.13 c), suggesting discontinuous levels of attention or arousal during quiet
wakefulness (Harris and Thiele, 2011).
During movement, slow Vm fluctuations were suppressed in both subpopulations
of L5B pyramidal neurons (δ power L5Bsupp quiet 7.8 ± 5.3 mV2, movement 3.6 ±
2.1 mV2, n = 17, p = 2× 10−3; L5Benh quiet 16.4± 15.3 mV2, movement 6.2± 5.8
mV2, n = 24, p = 10−4) (Fig. 4.13 b, d). The suppression of δ power led to reduced
σVm , which together with a moderate hyperpolarization (∼ 1 mV) could account for
the reduction in spike probability observed in L5Bsupp pyramidal neurons during
movement (see Fig. 4.8).
In L5Benh neurons, slow Vm fluctuations were also abolished but power in the β
frequency band (12− 30 Hz) was increased (quiet 3.0± 2.1 mV2, movement 7.4± 7.1
mV2, n = 24, p = 3× 10−5, Fig. 4.13 d-e). The increase in β-band power and net depo-
larization in Vm could account for elevated L5Benh firing rates during movement (see
Fig. 4.8). Thus, reduced network-driven slow Vm fluctuations appear to decrease in-
put sensitivity and neuronal excitability in L5Bsupp neurons during movement, while
in L5Benh neurons this is counteracted by an increase in β-band power and mean Vm






















































































































































































Figure 4.13: Movement-related changes in L5B membrane potential fluctuations. a
Representative voltage traces and wavelet spectrograms for L5Bsupp (upper panels)
and L5Benh (lower panels) pyramidal neurons during quiet wakefulness and move-
ment (light grey shading). b) Average Vm power density for L5Bsupp (upper panels;
n = 17) and L5Benh (lower panels; n = 24) pyramidal neurons during quiet wakeful-
ness (blue) and movement (red). Data represent mean ± standard deviation. Insets
show average Vm power density between 5 and 40 Hz. c) Fraction of time L5Bsupp and
L5Benh pyramidal neurons spent with high power in the δ frequency band (1.5− 4
Hz) during quiet wakefulness. grey circles represent data from individual neurons
and black symbols represent mean ± standard deviation. d-e) Average Vm power in
δ (1.5− 4 Hz) (d) and β (12− 30 Hz) (e) frequency band in L5Bsupp (n = 17) and
L5Benh (n = 24) pyramidal neurons during quiet wakefulness and movement. grey
lines represent data from individual neurons and black symbols represent mean ±
standard deviation. ∗∗p = 0.01.
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4.3.4 Increased excitatory input in L5Benh neurons during movement
We next investigated the changes in input structure that could explain the Vm dy-
namics of L5B neurons during movement. Although voltage clamp recordings would
be the ideal choice for measuring synaptic conductance changes during behavior,
these methods produce incomplete voltage control of pyramidal neuron dendrites
and errors in the measurement of excitatory and inhibitory conductances (Williams
and Mitchell, 2008). Therefore, to address this issue we developed analytical and
conductance-based computational models constrained by our experimental data (Fig.
4.12 and Table 4.1, see Chapter 2 for a full description). Our model (single compart-
ment neuron) does not consider the spatiotemporal patterns of dendritic input or
dendritic nonlinearities, but extract the effective conductances at the soma (Gerstner
and Kistler, 2002). As already mentioned in section 4.2.10, we need to be careful
when interpreting the results. Intuitively, a higher conductance at the soma is an indi-
cation of increased synaptic activity in the dendritic tree. However, it is hard to draw
quantitative conclusions, because we only see the effect of the inputs at the somatic
level.
4.3.4.1 Estimation of the conductances
We first used an analytical approach to estimate the movement-related changes in
average excitatory and inhibitory conductance at the soma. Here we summarise the
calculations - for a full description refer to Chapter 2, in particular section 2.2.
The total mean synaptic conductance is the sum of the average excitatory and in-
hibitory conductance (〈Gsyn〉 = 〈GE〉+ 〈GI〉). We calculated its value by subtracting
the typical leak conductance (GL = 5.55 nS) measured in vitro (Sheets et al., 2011)
from the total conductance measured in vivo (〈Gsyn〉 = 〈Gtot〉 − 〈GL〉), where 〈Gtot〉
is the reciprocal of the effective input resistance (Gtot = 1/Re f f , see Eq. 2.10 and
Fig. 4.12). In a conductance-based single compartment model, the average Vm is de-
termined by the total conductance and the ratio between excitatory and inhibitory
conductances (γ = 〈GE〉/〈Gi〉). Thus, by just measuring the input resistance and
average Vm we can estimate 〈GE〉 and 〈GI〉 (see Eq. 2.16 and 2.17).
During quiet wakefulness, we found GE and GI to be 2.5 and 2.7 nS respectively
(Fig. 4.14 a), similar to values measured in the visual cortex of awake mice (Haider
et al., 2012). The 95% confidence intervals in Fig. 4.14 a-b were calculated by finding
pairs (〈GE〉, 〈GI〉) that lead to Vm and Reff values within the 95% confidence interval
of the data.
We then calculated the sub-population average movement-related changes: L5Bsupp





































































































































Figure 4.14: Increased excitatory drive in L5Benh neurons during movement. a) Esti-
mate of the average excitatory (〈GE〉) and inhibitory (〈GI〉) conductance in L5B pyra-
midal neurons during quiet wakefulness (n = 41). Light blue shading represents the
95% confidence interval and the dashed line represents the unity line. b) Estimate of
the average change in excitatory (∆GE) and inhibitory (∆GI) conductance in L5Bsupp
(downward triangle, n = 17) and L5Benh (upward triangle, n = 24) pyramidal neu-
rons during movement. Light red shading represents 95% confidence intervals. c-d)
Simulated Vm power density plots for L5Bsupp (c) and L5Benh (d) pyramidal neurons
during quiet wakefulness (solid blue line) and movement (solid red line). Dashed
lines represent in vivo data from Fig. 4.13 plotted on a log scale for comparison. e-f)
Representative model traces of the total excitatory (GE, upper panels) and inhibitory
(GI , lower panels) conductance in L5Bsupp (e) and L5Benh (f) pyramidal neurons dur-
ing quiet wakefulness and movement. Green and black bars represent average excita-
tory and inhibitory conductance values, respectively. Panels c-d: implementation of the
fitting procedure was performed by Miha Pelko.
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reduction in effective input resistance (∆Reff = −3.3± 2.4 MΩ). Thus, by applying
Eq. 2.16 and 2.17, our calculations suggest that L5Bsupp cells received a small increase
in inhibition (∆GE = −0.1 nS, ∆GI = 0.5 nS, Fig. 4.14 b).
In contrast, L5Benh cells displayed a significant depolarisation (∆Vm = 4.4± 0.5 mV)
and a small decrease in input resistance (∆Reff = −6.3± 2.6 MΩ). Thus, by applying
Eq. 2.16 and 2.17 our calculations suggest that L5Benh cells receive a large increase in
excitatory conductance (∆GE ' 0.9 nS and ∆GI ' −0.1 nS, Fig. 4.14 b).
The results of our model depend on GL, but, unfortunately, we cannot measure it
in vivo due to the high level of synaptic activity. Thus, as explained earlier, we took
GL from the existing literature. To test how the inferred 〈GE〉 and 〈GI〉 depend on the
uncertainty we have on GL, we ran a simple error study.
The distribution of the input resistance RL = 1/GL across different cells typically
displays a standard deviation of ∼20 MΩ (Sheets et al., 2011). Since we recorded ∼20
cells per group, the error on the estimation of the mean RL is ∼ 20/
√
20 = 5 MΩ. If we
estimate GE and GI by varying RL by ± 5 MΩ, the results will differ by < 5%. Even
in the extreme case where RL = 160 MΩ (∼20 MΩ change), our estimation of GE and
GI only varied by ∼ 10− 15%. We are therefore confident that our method, although
not exact, gives a good ballpark estimate of the average excitatory and inhibitory
conductances at the soma.
In the next section, I try to link the conductances and the voltage statistics as seen
at the soma to the statistics of synaptic inputs. Again, I want to highlight the fact
that the conductance at the soma might have little to do with the conductance in
proximity of the synaptic sites. Therefore, although the next section is an interesting
mathematical exercise and might suggest qualitative mechanisms, we cannot really
trust the numbers.
4.3.4.2 Estimation of L5Benh input statistics
To explore more detailed features of L5B input structure (i.e. input size and rate,
slow fluctuations in synaptic input, excitatory pairwise correlations), we exploited
the analytically derived average input conductances to constrain the parameters of
the simple single compartment passive neural model described in Chapter 2.
In brief, we assume excitatory and inhibitory synaptic inputs to be uncorrelated
and Poissonian with log-normally distributed synaptic weights ak having standard
deviation σaX equal to 1.2 times their mean value µaX , where X ∈ [Exc, Inh] (Song
et al., 2005b). We set the synaptic time constants τE = 2 ms and τI = 10 ms (Häusser
and Roth, 1997), and the average size of the excitatory synaptic conductance to be
the same for excitation and inhibition µaE = µaI (Berger et al., 2009; Silberberg and
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Markram, 2007).
In Section 2.3 we derived the equation of the Vm power spectral density (Eq. 2.33),
which depends on the rates (νE and νI), mean amplitudes (µaE and µaI ) and time
constants (τE and τI) of excitatory and inhibitory synaptic inputs. Since (i) the time
constants are taken from literature, (ii) average input amplitudes are assumed to be
equal for excitatory and inhibitory inputs, and (iii) input rates and amplitudes need
to satisfy Eq. 2.15, the power-spectrum depends on one effective parameter only.
In order to generate a rough estimate of the amplitude and frequency during quiet
wakefulness, we fit the power spectral density in the range 5− 40 Hz, deliberately
avoiding the δ-band fluctuations (Fig. 4.14 c-d). This yields an average excitatory and
inhibitory input size µaX = 98 nS (corresponding to ∼ 0.18 mV EPSPs and ∼ 0.1 mV
IPSPs with in vivo like background input) and rates νE = 4760 Hz, νI = 1030 Hz.
Importantly, our estimated input rates are consistent with previously published
empirical observations, in that L5B pyramidal neurons have on the order of 15, 000±
5, 000 synapses (Larkman, 1991), where ∼ 4/5 are excitatory and ∼ 1/5 are inhibitory
(Abeles, 1991). If each presynaptic axon forms 4− 8 synapses with its postsynaptic
target - mean of 5.5 (Ramaswamy et al., 2011) - then L5B neurons receive input from
an estimated 2,200 excitatory and 550 inhibitory neurons. By assuming a presynaptic
firing rate of 1-5 Hz, excitatory and inhibitory input rates should be ∼ 6, 600 Hz and
∼ 1, 650 Hz, respectively.
Next, we described the slow component of the power spectrum. Despite the com-
plicated mathematical formulation, the key concept is that we explain the peak in the
δ range of the power-spectrum (4.13 b) as a result of a fluctuating input rate in that
frequency range. In practice, we add an inhomogeneous component to the Poisson
processes:
νE(t) =νE[1 + mE1 cos(2π frt + φ(t)) + mE2ξE(t)],
νI(t) =νI [1 + mI2ξ I(t)],
(4.6)
where fr = 2.5 Hz is the peak frequency of the slow fluctuations, mE1 represents the
amplitude of the slow oscillatory component, mE2 and mI2 the amplitude of the non-
stationary component, while φ(t) and ξ(t) are Ornstein-Uhlenbeck processes with
time constant τφ = 0.1 s and τξ = 0.2 s. We highlight that although mE1, mE2 and mI2
affect the temporal structure of the inputs, they do not change the mean. Using single
compartment simulations based on our model, we find the parameters mE1, mE2 and
mI2 which best fit the power sperctrum (Fig. 4.14 c-d, blue lines). With a least square
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fit, we estimated mE1 = 0.65, mE2 = 0.35 and mI2 = 0.
We next investigate changes in the input structure during movement for the two
sub-population (L5Bsupp and L5Benh). We assumed that the weight distribution did
not change with respect to quiet wakefulness and thus we tried to explain changes in
the power spectrum by frequency changes alone.
Using the same procedure outlined above, we calculated the new rates to be νE =
4550 Hz, νI = 1230 Hz, for periods of movement in L5Bsupp cells. Next, we found
that the best fit of the slow component of the power spectrum was performed by
suppressing Vm fluctuations (mE1 = 0) in the δ band. This reproduced the power
spectrum of L5Bsupp cells during movement (Fig. 4.14 c, e).
Finally, for the L5Benh cells, we calculated νE = 6520 Hz and νI = 980 Hz. However,
changes in input frequency alone were not able to explain the elevated β-band power
and to improve the power-spectrum fit, we introduced short timescale pairwise corre-
lations (pairwise correlation coefficient = 0.005) between excitatory inputs - method
described in (Hô and Destexhe, 2000). Fine timescale correlations described well the
enhanced Vm β-power observed in vivo (Fig. 4.14 d, f). This simple explanation is con-
sistent with recent studies showing clustered neuronal activity in M1 during behavior
(Dombeck et al., 2009; Komiyama et al., 2010; Peters et al., 2014).
We emphasize that, although fine timescale correlations well describe the experi-
mental data, they are one of many the possible explanations. For example, dendritic
nonlinearities and neuromodulation may influence input amplitudes and could po-
tentially explain equally well the increase in β-band power. However, our simple
model would not be able to distinguish between these different hypotheses and thus
we decided to present here only the simplest explanation.
4.3.5 Frequency of compound large synaptic inputs increases in L5Benh neurons during
movement
To test our model’s prediction that L5Benh neurons preferentially receive a net in-
crease in excitatory input and pairwise correlations during movement, we developed
an event detection algorithm to estimate the change in rate of subthreshold excitatory
synaptic inputs during periods of quiet wakefulness and voluntary movement.
Due to the high frequency of afferent input, we were unable to isolate single excita-
tory postsynaptic potentials (EPSPs) - see also 3.1.3. However, we could reliably detect






















































































Figure 4.15: Increased excitatory drive in L5Benh neurons during movement. a) Rep-
resentative voltage traces from an in vivo recording of a L5Benh pyramidal neuron.
For display purposes only compound synaptic events with amplitudes > 4 mV and
rise-times < 5ms are highlighted in magenta. b-c) Average rate density of compound
synaptic events in L5Bsupp (n = 17) (b) and L5Benh (n = 24) (c) pyramidal neurons
during quiet wakefulness (blue) and movement (red). d-f Same as a-c, but results
from the model simulations. ∗∗p < 0.01.
the average membrane time constant (8.2± 2.3 ms, n = 10) (Fig. 4.5 and 4.15 a). The
detection threshold corresponded to twice the size of the average unitary synaptic
response measured in L5 pyramidal neurons in vitro (Deuchars et al., 1994; Markram
et al., 1997; Reyes and Sakmann, 1999). Events that occurred within ±10 ms of a spike
were discarded from the analysis.
Importantly, compound synaptic events may result from the combination of many
individual EPSPs which arrive in the 5 ms time window. However, from the point
of view of the neuron, these EPSPs are effectively coincident because the integration
time is larger than the difference in their onset times.
During quiet wakefulness, we detected fast rising compound EPSPs (range 1− 9.7
mV) with similar rates in both L5Bsupp and L5Benh pyramidal neurons (Fig. 4.15 b-c),
indicating both subpopulations of neurons receive a comparable level of excitatory
drive and input correlations during quiet wakefulness. As predicted by model sim-
ulations and without further parameter tuning (Fig. 4.15 d-f), movement did not
affect the rate of compound events in L5Bsupp neurons (n = 17) (Fig. 4.15 b). In con-
trast, L5Benh neurons displayed a significant increase in the rate of compound EPSPs
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(n = 24) (Fig. 4.15 c). Remarkably, we did not detect any compound events with am-
plitudes greater than 9.4 mV, even though neurons spent approximately 50% of the
time > 10 mV from threshold.
Thus, L5Benh neurons appear to preferentially receive a net increase in excitatory




The goal of the present study was to understand the mechanisms underpinning
the movement-related changes in firing rate of L5B neurons in M1. We found that
changing behavioral state – from quiet wakefulness to movement – bidirectionally
modulated (i.e. enhanced or suppressed) M1 output via two opposing subthreshold
mechanisms (Fig. 4.16): 1) a global decrease in network-driven, slow large-amplitude
Vm fluctuations, which reduced Vm variability, input sensitivity and firing rates in
L5Bsupp neurons; and 2) an increase in excitatory drive in a subpopulation of L5B
neurons (L5Benh), that increased input sensitivity and firing rates. Together, these find-
ings illustrate the subthreshold mechanisms that regulate behavioral state-dependent
modulation of M1 output.
4.4.1 Functional classification of individual neurons
We divided the neurons into three functional classes (enhanced, non-responding and
suppressed), according to the changes in average firing rate between quiet wakeful-
ness and movement. Only neurons that significantly change their firing rate (p < 0.01)
belong to enhanced or suppressed groups, while 4 of them did not pass the signifi-
cance test and were labelled as non-responding. Although the classes were defined
using rigorous statistical tests (section 4.2.5), one might argue that actually the three
classes are not clusters. For example, by inspecting figures 4.8 a,d and g, neurons
do not appear to belong to three distinct clusters. In fact, attempts to find distinct
clusters in the data failed, as shown in Figure 4.17.
Despite this result, in the context of this thesis, I decided to analyse the data
using the statistically significant functional classification described in section 4.2.5.
However, data might be analysed also in a totally different way, by considering the
movement-related changes of firing rate as a continuum. We believe that a different
data analysis would not affect the main conclusions of the study: global decrease of
slow fluctuations vs. targeted increase of excitatory drive, which change the input-
output transformation of the L5B neurons. Still, it would be an interesting exercise






















Figure 4.16: Summary of the cellular mechanisms underlying behavioral state-
dependent modulation of motor cortex output. During periods of quiet wakeful-
ness L5B pyramidal neurons display slow large amplitude Vm fluctuations, short
distance to threshold and moderate (∼ 5 Hz) firing rates. During movement, slow
large-amplitude Vm fluctuations are suppressed in all L5B neurons, which reduced
Vm variability, input sensitivity and overall firing rates. However, a subpopulation
of L5B neurons concurrently experienced an increase in excitatory drive that depo-












Δ Firing rate (Hz)
Figure 4.17: The functional subclasses defined in section 4.2.5 do not belong to sep-
arate clusters. Probability distribution of the difference of firing rate between quiet
wakefulness (values of the individual neurons have been randomly scattered along
the y-axis only to improve visualisation). We tried to find clusters using mixtures-of-
Gaussians with increasing number of components. However, the best result accord-
ing to the Bayesian Information Critrion (BIC, see section 1.2.4) was the one with one
component, shown on the plot.
4.4.2 Excitatory-inhibitory conductances in L5B pyramidal neurons
Interpreting in vivo conductance measurements in large pyramidal neuron is prob-
lematic because, while the conductance is measured at the soma, synaptic inputs
typically take place in the dendritic tree. Therefore, conductances in the soma might
have little to do with the conductance experienced by the synaptic inputs (Williams
and Mitchell, 2008). Neurons have been shown to have an axial resistance which act
as a filter of the distal synaptic inputs and point-neuron models are in this respect an
oversimplification. However, intuitively, if we measure a conductance increase in the
soma, we can likely conclude that they are caused by a higher synaptic activity in the
periphery of the neuron. Certainly, it wouldn’t be a conclusive and unique interpre-
tation. For example, it is possible that inputs that are closer to the soma have actually
increased, while distal inputs have been dramatically reduced. While this scenario
would indeed manifest as a net increase of the conductance measured in the soma,
the actual number of inputs reaching the neuron might be indeed decreased. Other
experiments (such as visualising the activity of all the synapses of the neuron) would
be needed to validate this intuition. In the following discussion, I will assume that
the conductance measured at the soma is a (qualitative) proxy of the synaptic inputs,
but we must remember that there are also other possible interpretations.
Our conductance-based modeling suggests that L5Bsupp neurons received a moder-
ate increase in local inhibitory input during movement – which in conjunction with
decreased slow Vm fluctuations – reduced Vm variability, input sensitivity and firing
rates. Although we did not directly investigate changes in inhibition, it is likely that
fine scale modulation of local inhibitory input will be an important determinant of
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L5B pyramidal neuron Vm during changes in behavioral state (Gentet et al., 2010;
Haider et al., 2012).
At rest, excitatory and inhibitory conductances appeared to be balanced in mouse
M1, with an estimated conductance ratio at the soma (GE/GI = 0.9) similar to that
observed in visual cortex and parietal cortex of awake mice and cats, respectively
(Haider et al., 2006, 2012; Rudolph-Lilith et al., 2007). However, while the conduc-
tances appear to be balanced, the currents (which in first approximations equal the
conductance by the driving force of the synapses) are probably far from being bal-
anced, due to the larger driving force for excitation.
Although the GE/GI ratio varies from neuron to neuron (Haider et al., 2006), on
average it appears to be similar across species (Haider et al., 2006, 2012; Rudolph-
Lilith et al., 2007). However, different species seem to have quite different levels of
total synaptic conductance: rodents do not show the high conductance state typical
of cat cortex (Haider et al., 2012). In mice, GE + GI is about 2 times the leak conduc-
tance, as opposed to 5 times, which is the value typical for cats (Rudolph-Lilith et al.,
2007). A lower conductance inevitably leads to longer integration time constants (see
section 4.2.10) and less power to discriminate temporally close inputs (Destexhe et al.,
2003). However, it is more energy efficient, because less synaptic inputs are required
to maintain the background state. Moreover, in principle, it might bring more flexi-
bility in terms of computation because the neuron will be more sensitive to transient
changes in total conductance. In a situation of temporary high synaptic activity, the
total conductance could reach high values for short periods time, which will alter the
temporal integration mode of the neuron. Further investigation will be necessary to
elucidate the functional and computational significance of the high or low conduc-
tance state across different species and brain regions.
4.4.3 Estimation of synaptic inputs statistics in vivo
To estimate the change in input statistics during movement we developed a simple
single compartment passive neural model, which takes into account the first and sec-
ond order statistics of the membrane potential.
First, we analytically derived 〈GE〉 and 〈GI〉 as seen at the soma by measuring
the effective input resistance (Re f f ) and the average membrane potential (µVm ). Pre-
vious reports have used similar approaches to measure the time-varying GE(t) and
GI(t) by using either voltage-clamp recordings (Borg-Graham et al., 1996; Wehr and
Zador, 2003) or current-clamp recordings with multiple baseline current injections
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(Anderson et al., 2000). The method we developed here is more simple, as does not
require voltage-clamp nor multiple current injections, but it captures only the average
conductances and does not attempt time-varying inference.
As discussed in section 2.4, approximating a neuron as a single compartment is a
crude simplification, as we know that dendritic processing is an important element
for neuronal computation (London and Hausser, 2005). Thus, the conductances we
obtain from the model refers to the net effect they have on the soma, after the den-
dritic processing.
As described in section 2.2, we rely on the estimation of Re f f , which we measure
by (i) injecting current pulses, (ii) recording the voltage response and (iii) calculating
the complex impedance as the ratio of the Fourier transforms of the voltage response
and current pulse (Puil et al., 1986; Bao et al., 1992; Shin et al., 2008; Sheets et al.,
2011). However, due to voltage-dependent properties of ion channels, impedance pro-
files are likely to be voltage-dependent. Although we did not investigate thoroughly
this possibility, we showed that differences in Re f f between quiet wakefulness and
movement, despite the Vm changes, are small (Fig. 4.12). Thus, we believe that our
estimation of Re f f is robust and can be safely used to estimate average conductances
at the soma, although we are aware of the fact that, due to the axial resistance, we
cannot conclude anything on the magnitude of the conductances in the synaptic sites.
Secondly, we used a combination of analytical calculations and computational sim-
ulations to generate a rough estimate of the frequency and size of the excitatory and
inhibitory synaptic inputs. Our method relies on fitting the power spectrum of the
membrane potential, which captures the dynamics of the Vm fluctuations. Other com-
putational studies have used second order statistics to describe synaptic inputs (Kuhn
et al., 2004; Moreno-Bote et al., 2008), but we are not aware of other attempts to use
the power-spectrum to estimate synaptic input statistics in vivo, where low-frequency
fluctuations play a dominant role.
The method proposed here relies on a set of strong assumptions: (i) trains of synap-
tic inputs are not correlated, (ii) spiking activity does not perturb the subthreshold
behaviour. We now discuss these assumptions.
Experimental and theoretical works show that correlations between excitatory neu-
rons on a short time scale (∼ 1− 5ms) are small in vivo, normally < 0.03 (Smith and
Kohn, 2008; Helias et al., 2014; Grytskyy et al., 2013; Renart et al., 2010; Ecker et al.,
2010). However, excitatory and inhibitory neurons are correlated in such a way that
inhibition tracks (or follows) excitation (Okun and Lampl, 2008; Renart et al., 2010;
Haider et al., 2012; Tetzlaff et al., 2012). Since our calculations do not take this into
account, the contribution of the cross-correlation term in the power spectrum (Eq.
4.4 discussion 95












Figure 4.18: Wide range of threshold values within and across L5B pyramidal neurons.
Each data point on the x axis represents a single neuron. The bars represent the full
range of the threshold values, the boxes the 25th and 75th percentiles, while the red
lines the median value.
2.30) was ignored. We argue that this will likely lead to a small underestimation of
input frequencies.
In vivo, the spiking mechanism of a cell provides a natural limit to constrain the Vm:
when a critical value is reached (spike threshold), sodium channels open triggering a
spike. In our analysis, we removed spikes in order to get rid of the contamination due
to active currents. However, this procedure biased our measurments towards lower
µVm and σVm , because we truncated voltage trajectories which otherwise would have
reached more depolarised values.
Moreover, the bias is not uniform across neurons, because neurons which sit closer
to threshold (and have a higher firing rate) will be penalised more. We argue, that
this effect in general leads to an underestimation of the excitatory conductance, in
particular for L5Benh neurons during movement, which display the highest firing
rates. Interestingly, the spike threshold is not a fixed value, and depends on the spe-
cific trajectory of the membrane potential during the approach to the critical value
(Platkiewicz and Brette, 2010, 2011). Thus, in vivo, the threshold of a single neuron dis-
plays a wide range of values (Fig. 4.18). An extension to the current framework would
be required to quantify the effect of spiking activity on our estimation. Crucially, the
model will need to correctly describe the variable threshold and the after-spike cur-
rents which modulate the passive properties of the membrane potential (Mensi et al.,
2011).
Although we believe that the results presented here represent a reasonable esti-
mation of the input statistics, we feel that the analysis would benefit from rigorous
formulation and validation in a probabilistic framework, similar to the one proposed
in chapter 3. As discussed in section 3.1.5, a range of different probabilistic techniques
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promise an estimation of GE(t) and GI(t) (Kobayashi et al., 2011; Paninski et al., 2012;
Lankarany et al., 2013). In the future, it would be interesting to compare our simple
method to these advanced (but computationally expensive) algorithms.
4.4.4 Slow Vm fluctuations in M1 projection neurons
The presence of rhythmic δ-band oscillations in the local field potential and subthresh-
old membrane potential of cortical neurons has long been associated with general
anesthesia (Steriade et al., 1993b) and slow wave sleep (Steriade et al., 1993a, 2001).
However, recent intracellular recordings from L2/3 neurons in mouse visual and so-
matosensory cortices have shown slow Vm fluctuations in excitatory and inhibitory
neurons during quiet waking (Crochet and Petersen, 2006; Poulet and Petersen, 2008;
Gentet et al., 2010; Haider et al., 2012; Okun et al., 2010). Similarly, our findings
demonstrate that slow membrane potential fluctuations also occur in deep layers of
M1 during periods of inactivity. Interestingly, periods of high Vm δ-band power dur-
ing quiet wakefulness were intermittent suggesting discontinuous levels of arousal
or awareness (Harris and Thiele, 2011). The function of cortical slow oscillations in
rodents remains unclear. One hypothesis is that they represent an evolutionary con-
served rhythmic mode that amplifies relevant inputs by enforcing oscillatory entrain-
ment to different input streams (Schroeder and Lakatos, 2009; Knyazev, 2012). How-
ever, further investigations will be required to determine whether internal or external
input streams can influence slow Vm fluctuations during quiet wakefulness and the
importance of this for resting-state behavior in mice. In chapter 5 I will further discuss
on this topic.
4.4.5 Possible sources of increased excitatory inputs to L5Benh neurons during movement
Our study shows that during movement a subpopulation of L5B neurons receives an
increase excitation, which depolarises Vm and enhances input sensitivity and firing
rate. To better understand the cellular and circuit mechanisms that regulate output
during motor behaviour, it is important to locate the source of the increase excitation.
L5B neurons in M1 receive input from a variety of brain areas (e.g. M1 L2/3 neurons,
secondary motor cortex and motor thalamus, see Fig. 1.2, adapted from Hooks et al.
(2013)): in principle, any combination of these inputs could be the source of the in-
creased excitation we observed.
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Previous studies have shown that L2/3 pyramidal neurons in M1, which provide
a strong descending input to L5B (Kaneko et al., 1994; Weiler et al., 2008), display
clustered activity during head-restrained locomotion in mice (Dombeck et al., 2009;
Komiyama et al., 2010; Huber et al., 2012). However, preliminary data generated
in the Duguid Lab suggest that L2/3 is unlikely the main source of excitation to
L5B neurons during self-paced voluntary movement on a treadmill (Fig. 4.19 a-c),
because movement-related firing rate changes appear to be rather small. The reasons
for the discrepancy between these preliminary observations and previous studies
are not clear and deserve further investigation. Possible explanations are (i) different
experimental set-up, treadmill vs. rotating air-cushioned ball, and (ii) under-sampling
problems of the patch-clamp recordings, where only 8 neurons were analysed.
Another possible source of excitation is from the motor thalamus, which directly
targets L5B neurons (Castro-Alamancos, 2002b, 2004b; Constantinople and Bruno,
2013; Hooks et al., 2013) and shows increased activity during movement (Armstrong
and Drew, 1984; Beloozerova et al., 2003; Poulet et al., 2012). Importantly, motor tha-
lamic input to L5B is not projection class-specific (Hooks et al., 2013), which is in line
with our observation that L5Benh neurons contained both PT- and IT-type neurons.
Thalamic activation of supra- and infra-granular neurons in primary somatosensory
cortex (S1) has been shown to promote cortical desynchronization and direct depo-
larization of pyramidal neurons (Constantinople and Bruno, 2013; Poulet et al., 2012),
suggesting thalamus could mediate some of the Vm changes observed in L5B neurons
in M1 during movement. Preliminary data generated in the Duguid Lab by pharma-
cologically blocking the motor thalamus, suggest that thalamic inputs are necessary
in order to maintain Vm close to threshold, which results in a moderate basal firing
rate (Fig. 4.19 d). However, despite thalamic inactivation, during movement the mem-
brane potential still shows a net depolarisation, suggesting that thalamic inputs are
not responsible for the enhanced excitation in L5Benh neurons during movement. If
confirmed by further experiments, this finding would be in contrast with a recent re-
port by Poulet et al. (2012), which shows that thalamic inactivation is responsible for
a strong hyper-polarisation of Vm in L2/3 neurons in S1 during whisking. Possibly,
thalamic inputs play a different role in regulating the dynamics of sensory vs. motor
cortices.
Alternatively, neuromodulation has been shown to play an important role in corti-
cal processing during behavior. In L2/3 pyramidal neurons in mouse primary visual
cortex (V1), locomotion-dependent Vm depolarization appears to be regulated by the
interplay between cholinergic disinhibition (Fu et al., 2014), enhanced glutamatergic



























































Figure 4.19: Possible sources of the increase in excitation to L5Benh neurons during
movement. a-c) Activity of L2/3 neurons in M1, which is a local source of input to
L5B: (a) representative voltage trace; (b) firing rate and (c) average Vm for individual
L2/3 neurons recorded (grey circles, n = 8). d) Membrane potential of a L5B neuron
following thalamic inactivation.
Recording in panel d performed by Joshua Dacre.
test the role of neuromodulation in this study1, but the similarity in magnitude of
Vm depolarization in M1 and V1 during locomotion suggests that one or more neu-
romodulators could play a role in sculpting M1 Vm dynamics. However, unlike V1,
we only observed movement related Vm depolarization in a subset of L5B cells sug-
gesting targeted, cell-selective effects which might not be easily accounted for by
neuromodulation only. Thus, to explain why only a subset of neurons in L5B show
increased excitation during movement, we may need to take into account also specific
connectivity patterns in the network structure, which we next discuss.
1 In a follow up of this work, Julia Schiemann investigated the role of noradrenaline on L2/3 and L5B
pyramidal neurons in M1. She found that in presence of noradrenergic blockers L5Benh neurons do not
show the movement-related depolarisation we observed during control conditions. Thus, noradrenaline
is required by L5Benh neurons to depolarise during movement. Her findings, together with the results
presented in this chapter, are part of a manuscript which is currently under review in Neuron. However,
I decided not to include her results in this thesis because I was not involved neither in the design nor in
the execution of her experiments. I only analysed her data and I would not feel comfortable including
these potentially high impact findings in the framework of my thesis.
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4.4.6 Could network activity underlie the movement-related bidirectional changes we mea-
sured?
This study characterised the sub-threshold and spiking activity of different sub-popu-
lations of neurons in deep layers of M1. Although whole-cell recordings measure
activity of single neurons, Vm fluctuations reflect the activity of the whole network
(Long and Lee, 2012). With our extensive data analysis and modeling, we tried to cap-
ture the behaviour of the network from the Vm statistics in single neurons. Here we
further speculate about possible network mechanisms underlying our experimental
findings.
Many computational and theoretical studies show that, in a randomly connected
recurrent neural network, spontaneous fluctuations in the activity of excitatory and
inhibitory populations accurately track each other (Moreno-Bote et al., 2008; Renart
et al., 2010). The negative feedback given by inhibitory microcircuits generates nega-
tive correlations in synaptic currents which cancel the effect of shared input (Tetzlaff
et al., 2012). This leads to an asynchronous state, with very low correlations between
neurons.
However, neurons are not randomly connected in the cortex: the presence of clus-
tered sub-networks is supported by anatomical (Song et al., 2005b; Perin et al., 2011)
and functional (Yassin et al., 2010) studies also in M1 (Anderson et al., 2010; Kiritani
et al., 2012; Shepherd, 2013; Dombeck et al., 2009; Komiyama et al., 2010; Huber et al.,
2012).
A recent report investigated the dynamics in a network of neurons with clustered
connectivity (Litwin-Kumar and Doiron, 2012). The authors found that the activity
within a cluster exhibited a complicated pattern of transitions between low and high
activity states, which is also typical of our recordings (Fig. 4.6 c-d, 4.10 a, 4.13 a). In
their model, inhibition is global, rather than local, therefore all clusters (active and
non-active) experience the same amount of negative feedback. Interestingly, this leads
to a higher degree of correlations among neurons belonging to the same cluster, due
to the incomplete action of the inhibitory feedback. Correlations increase with firing
rate (Rocha et al., 2007) and we suspect that they will increase even more in neurons
within the same cluster. More correlations lead to a higher chance of having multiple
synaptic inputs in a short time window, which is consistent with the increased fre-
quency of compound synaptic inputs in L5Benh neurons during movement (Fig. 4.15).
Why would some of the neurons in M1 consistently decrease their firing rate dur-
ing movement? Possibly, they belong to clusters which are more rarely activated by
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long-range inputs and during movement receive a higher inhibition from neighbour-
ing active clusters. However, we cannot exclude that this pool of neurons is needed
for different behavioural tasks (e.g. goal directed movements) or for learning, in the
same fashion as different clusters activate in L2/3 (Dombeck et al., 2009; Huber et al.,
2012).
Another intriguing possibility is that actually L5Bsupp and L5Benh neurons are not
fixed subpopulations, but dynamically switch over long periods of time. As shown
by Litwin-Kumar and Doiron (2012), the transition time between active and inactive
clusters of neurons depends on the specific network connectivity and can be very
large. This hypothesis could be tested by monitoring the activity of multiple neurons
for a long period of time.
4.4.7 What did we learn?
The results described in this chapter span about three years of work during my PhD
(2010-2013) and started as a first-pass exploratory study of the intracellular activity of
the neurons in the motor cortex. Four years ago, little was known about sub-threshold
features of pyramidal neurons in an awake brain. The pioneering work by Crochet
and Petersen (2006) and Poulet and Petersen (2008) were the first reports showing
how brain-state changes affected the membrane potential dynamics in superficial
layers of the sensory cortex. My idea, was to perform the same study in M1 and
understand how changes in subthreshold dynamics could affect input-output trans-
formations of motor-cortical neurons. Parallel to my study, the field witnessed a num-
ber of exceptional reports describing in detail mechanisms regulating Vm dynamics in
different behavioural-states and brain areas. These reports focused on the superficial
layers of visual (Polack et al., 2013; Haider et al., 2012) and somato-sensory (Aver-
mann et al., 2012; Poulet et al., 2012) cortices and analysed the effects of (i) inhibition,
(ii) thalamic inputs and (iii) neuromodulation on intracellular activity. However, no
previous work investigated the mechanisms driving changes of activity in the deep
layers of the motor cortex.
Our study shows that in the motor cortex during active behaviour the network ac-
tivity displays a global desynchronisation which reflects in the spectral component of
the power spectrum of Vm of individual neurons. This finding suggests that changes
in brain state are global across the cortex and that, in this respect, the subthreshold
features of neurons in M1 are not different from those in V1 and S1. More inter-
estingly, we show for the first time that this global network effect produces in L5B
neurons the same subthreshold changes monitored in L2/3 neurons (reduced power
in the δ-frequency band). This observation suggests that all neurons in the whole cor-
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tex (sensory and motor areas, deep and superficial layers) may experience the same
underlying rhythm. Unfortunately, to fully prove this statement, we should perform
simultaneous intracellular recordings from neurons in different cortical areas, which
would be technically very challenging. In chapter 5 I will elaborate further on a pos-
sible explanation of the cortical-wide nature of the subthreshold rhythms.
For the first time, we quantified the effect of subthreshold dynamics on input-
output transformation of neurons in an awake brain. Firstly, we showed that varia-
tions in total conductance between quiet wakefulness and movement are small and
do not affect the integrative properties of the neurons. This is quite interesting, as con-
ductance changes have been indicated by theoretical studies as possible candidates
to regulate the response of the neurons (Hô and Destexhe, 2000; Chance et al., 2002;
Cardin et al., 2008). Secondly, input-output curves theoretically have a sigmoidal
shape and respond to changes in membrane mean and variance with shifts and slope
changes respectively. However, we showed that, due to the limited range of input size
observed in vivo, changes in mean and variance have qualitatively similar effect on
the input-output curves we measured. Since the membrane potential of L5B neurons
sits relatively close to threshold, subtle changes in input statistics (both mean and
variance) have dramatic effects on spike probability.
We also observed that a sub-population of neurons (L5Benh) increase the sensitivity
to small inputs during movement. One could ask whether this increased sensitivity
is a consequence or a cause of the increased firing rate. An increased firing rate
will enhance the excitation in the recurrent network, which in turns will depolarise
the neurons and increase their sensitivity to small inputs. This would be a circular
argument with no easy solution. This type of problem is peculiar when trying to
interpret observations in a complex system displaying recurrent positive feedback
(Arthur, 2013). I think that it will be highly beneficial to set up network simulations
(which naturally incorporate feedback loops) replicating the experimental findings
described here. For example, it would be interesting to study which (i) connectivity
profiles, (ii) external input patterns and (iii) neuromodulatory effects are compatible
with the measured movement-related changes in sub-threshold and supra-threshold
activity.
We also highlight that our findings refer to voluntary self-paced movements. It
will be of great interest to investigate what happens when the animal is engaged in
specific motor tasks. Possibly, goal-oriented motor behaviours will display different
features, due to the effect of specific neuromodulatory mechanisms (Marder et al.,
2014).
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We have described how our work relates to similar studies in other cortical areas
and the possible impact it has on understanding cortical processing. However, one
could ask whether this work helps our knowledge on how motor cortex is involved
in movement control. At the moment, the answer is likely to be negative. While intra-
cellular recordings elucidate cellular mechanisms, to understand the role of M1 as a
whole, recordings from large populations of neurons would be the preferred choice.
We mentioned in chapter 1 that M1 maps the highly dimensional motor space into a
smaller number of dimensions by exploiting muscle synergies, which are muscle co-
activation patterns (Overduin et al., 2012). Single cell recordings cannot possibly offer
any insight on that. However, the global and cellular mechanisms we described could
be used to constrain simulations of biologically plausible neural network which repro-
duce population-level features. At the moment, we can only speculate that changes
in spike output and input sensitivity we observed generate motor commands, which,
integrated with ongoing rhythmic spinal cord signals, adjust and maintain locomotor
function (Armstrong and Drew, 1984; Beloozerova et al., 2003; Ueno and Yamashita,
2011). The path to link low-level features to high-level computational functions is
long and steep, but I hope this work goes in the right direction.
5
C O N C L U S I O N
In this thesis, by using whole-cell recordings and probabilistic models, I have studied
input-output transformations in single neurons of awake mice. Here I summarise the
main contributions in each chapter.
In Chapter 2 I presented a set of calculations which link synaptic input to the mem-
brane potential statistics of a simple passive point-neuron model. This work extends
previous reports by including an analytical description of the power spectrum of the
membrane potential, which was a crucial element in the models developed in the
other chapters.
In Chapter 3 I introduced a probabilistic model developed to infer input frequency
and synaptic weight distribution using in vivo voltage clamp data. In principle this
method can be applied to any good quality in vivo voltage-clamp recording, but
here, due to the difficulty to acquire good quality data of large cortical pyramidal
neurons, I applied it on molecular layer cerebellar interneurons of awake mice. I
showed that this model outperforms current methods commonly used in experimen-
tal laboratories, which are time consuming and provide incorrect results. I found
that effective synaptic weight distributions have long tails, which means that most of
the synapses are small, while a few of them are particularly strong. This finding is
consistent with the idea that networks have preferential information pathways (few
strong synapses) sitting on the top of a background activity (supported by many weak
synapses). In contrast to the findings obtained using traditional analysis methods, our
model shows that during movement, the excitatory inputs to cerebellar interneurons
increase in frequency without affecting the weight distribution.
Finally, in Chapter 4 I investigated the mechanisms responsible for changes in fir-
ing rate and input-output transformations of pyramidal neurons in the deep layers
of the primary motor cortex. In this study, we acquired whole-cell recordings in the
motor cortex of awake behaving mice and implemented a simple model which de-
scribes some of the features observed in the experimental data. We found that two
subpopulation of neurons differentially change their firing rate and input sensitiv-
ity during movement, due to two concurrent effects: a global desynchronisation of
the network (a brain-state switch), and a targeted increase in excitatory inputs to
a subset of the neurons. Interestingly, output neurons in motor cortex display the
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same network-driven movement-related reduction in membrane potential slow fluc-
tuations previously found in superficial layers of sensory cortices. This is compatible
with the idea that the entire cortex experiences the same underlying rhythm during
behaviour (below I will further discuss this concept). In contrast to L2/3 neurons,
which seem to display a rather uniform behaviour in M1, a subset of L5B neurons
presents a sustained depolarisation on the top of the reduction in slow fluctuations.
The topics and results I presented in this thesis represent just a small contribution
in understanding brain function, but hopefully my work will generate a few ideas
that will lead to a more comprehensive understanding. Here I discuss two of the
(many) outstanding questions that the thesis has raised.
5.1 bidirectional changes in m1 : driving or driven by movement?
One outstanding question is whether the observed changes we see in the motor cortex
are a consequence or a cause of the movements. Unfortunately, due to the complex
nature of the brain1 and the limitations of our approach, this question does not have
a simple answer. I discuss separately the two main findings of chapter 4, namely (i)
the desynchronisation of the network activity and (ii) the bidirectional changes in
firing rate and input sensitivity.
The desyncronisation of the network activity is probably due to a transition from
a passive to an active brain state (Harris and Thiele, 2011). As we have shown in Fig.
4.13 c, desynchronisation can also take place also during quiet wakefulness, and we
interpreted this as transient attentional shifts. However, during movement, the brain
state should always be active, leading to desynchronised cortical activity. This means
that desynchronisation, if associated with a change towards an active brain state, is
likely to take place before the movement and is not a mere consequence of locomotion
(Churchland et al., 2006b, 2010).
However, it is more difficult to know the causal relationship between movement
and the bidirectional changes in firing rate and input sensitivity. While it is estab-
lished that M1 activation can trigger and shape movements (Fig. 4.2), it is also recog-
nised that movements provide the brain with sensory and proprioceptive feedback,
which in turn are reported back to M1 (Evarts and Fromm, 1977; Pavlides et al., 1993;
Bhanpuri et al., 2013; Hooks et al., 2013). As discussed in section 1.1.2, the primary
1 Complexity science is a movement that studies how interacting elements in a system create overall
patterns and how these patterns in turn cause the interacting elements to change or adapt (Arthur,
2013). According to this definition, the brain is certainly a complex system.
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motor cortex is not the only brain area projecting directly to the spinal cord (Lemon,
2008). Moreover, spontaneous locomotor activity is generated by central pattern gen-
erators in the spinal cord (Forssberg and Grillner, 1973; Goulding, 2009). Thus, it is
not surprising that lesions in M1 do not suppress locomotion (Ueno and Yamashita,
2011), but alter the fine movement of the paws.
In our experimental set-up we cannot determine whether the features we observed
in M1 during movement are the source of or are a consequence of the movement itself.
Nevertheless, we can state that these features (i) characterise movement periods and
(ii) provide inputs to the spinal cord which regulate specific features of locomotion
(Armstrong and Drew, 1984; Beloozerova et al., 2003; Ueno and Yamashita, 2011). As
we said, the brain is a complex system, where the interactions of individual elements
(neurons) create overall patterns (e.g. brain state changes, movement) which in turn
imply adaptations of the interacting elements. In this view, it is perhaps naive to raise
the question what causes what?, because in a complex system, due to cyclic feedback
loops, it is hard to isolate cause and consequence.
To solve this chicken-egg problem, we need to carefully plan the experiment in
order to obtain millisecond precision when comparing the onset of the movement
and the activity of pyramidal neurons in M1. In fact, while high frequency cameras
can capture movements, they cannot detect early muscle contractions. Thus, it will
be necessary to use more invasive monitoring techniques, like subcutaneous elec-
tromyographic recordings (EMG), which will significantly increase the already high
technical hurdle of the experiment2.
Another possibility would be to perform experiments with a specific behavioural
task, where the mouse has to execute repetitive well defined movements (e.g. button
press or lever push/pull). By averaging across a number of repetitions, it might be
possible to correlate the timing of movement with the neural activity and disentangle
sensory feedback from motor commands.
5.2 origin of the slow fluctuations
We briefly discussed in section 1.1.4 the mechanisms responsible for the switching
of the cortical state from a synchronised state, rich in slow frequency fluctuations of
2 The onset detection in EMG signals is a tricky problem, which could be a subject of a thesis by itself.
EMGs show non-stationary noise in overlapping frequency bands with the signal, which make the onset
of a change very difficult to detect (Staude et al., 2001). In my view, lots can be learned from seismology,
which has a long research tradition in detecting the exact onset time of earthquakes (Küperkoch et al.,
2010; Kitagawa et al., 2001). The problem it faces is mathematically very similar to detecting movement
onsets in EMG signals. A range of techniques have been employed: wavelet packet decomposition
(Dai-Zhi et al., 2005), fractal-dimension methods (Sabbione and Velis, 2010), information-theory based
analysis (Akram and Eaton, 2012).
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population activity, to a desynchronised state. However, the functional reason why
the cortex dynamically switches between these two states during wakefulness is not
known. In particular, while the advantages of a desynchronised state are clear - re-
duced internal variability leading to improved signal-to-noise ratio (Arieli et al., 1996;
Churchland et al., 2006b, 2010)-, only few hypotheses try to explain the benefit of
a state rich in slow-fluctuations. One possibility is that it represents a default corti-
cal state with low energy demands (Harris and Thiele, 2011), the other is that slow
fluctuations, if entrained to external sensory stimuli, might improve signal detection
in sensory perception (Lakatos et al., 2008, 2009; Schroeder and Lakatos, 2009). The
latter hypothesis being true, we need to understand what sensory stimulation, if any,
could entrain the cortex to slow rhythms.
The studies of Lakatos and colleagues in primate sensory cortices (auditory and
visual) show that if attended, cross-modal sensory inputs can coordinate the timing of
slow oscillations in primary sensory cortex (Lakatos et al., 2008, 2009; Calderone et al.,
2014). In fact, they introduced the concept of a leading sensory modality, which can
be chosen by shifting the attention. If stimuli occur with a rhythmic and predictable
structure in an attended, master modality, ongoing slow oscillations in the entire
cortex will entrain to this rhythm. Because periods of cortical excitability will be
aligned with the occurrence of events in the master modality, processing secondary
modalities will be efficiently lead by the master.
A recent report shows that LFP oscillations in the barrel cortex of awake mice are
entrained to the respiratory rhythm (Ito et al., 2014). Moreover, we noticed that mice
breathing frequency (∼ 3 Hz) is in the range of the δ oscillations observed in M1 dur-
ing quiet wakefulness. Since mice are likely to attend to olfactory input during quiet
wakefulness (Shusterman et al., 2011; Kleinfeld et al., 2014), we hypothesise that slow
intracellular oscillations in the primary motor cortex of awake, behaving mice are
entrained to olfactory input during quiet wakefulness. If this hypothesis is correct,
it would mean that when mice select olfaction as their leading sense, M1 would be
ready to react to inputs coming from pre-motor areas (and possibly generate move-
ment) right on the onset of a potentially interesting olfactory stimulus. To test this
hypothesis, it would be really interesting to study the relationship between the phase
of the breathing cycle and the cortical fluctuations we recorded in M1.
Preliminary data, based on a prototype experiment we performed (n = 1 record-
ing), do indeed fit with our above hypothesis3. Using the same set-up described in
chapter 4 (head-restrined awake mouse free to walk on a treadmill), we acquired a
3 Experiment performed by P. Puggioni, electronic board and thermistors to monitor the breathing rate
designed and build by D.M. Ross, data analysis designed by P. Puggioni and implemented by D.M.
Ross.
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Figure 5.1: Slow subthreshold oscillations in M1 are entrained to respiratory rhythm
during quiet wakefulness but not during movement. a) (Top) Voltage trace of a pyra-
midal neuron in M1 (gray line) with extracted δ band membrane potential oscilla-
tions and (bottom) associated respiratory recording (in: inhalation, ex: exhalation).
b) Probability distribution for the instantaneous phase difference between the respi-
ratory and whole-cell patch clamp recordings (dark grey; red line shows uniform
distribution). c) Cumulative probability distributions of the phase-lock index Lin for
quiet wakefulness (green), movement (red) and control (blue). KS test, p<0.01 for
quite wakefulness vs. control.
Figure adapted from ’Respiratory entrainment of delta-theta (< 8 Hz) oscillations in the
primary motor cortex of awake, behaving mice’, BSc thesis by D.M. Ross. (University of
Edinburgh, 2014)
whole-cell M1 L5B pyramidal neuron recording while simultaneously monitoring the
breathing rate using a fast thermistor (Ito et al., 2014) (Fig. 5.1 a). In brief, the instanta-
neous phase of the Vm and breathing were obtained by applying wavelet transforms
(Torrence and Compo, 1998) and extracting the phases relative to the frequency dis-
playing the highest power in the respiratory signal. The probability distribution of the
phase difference ∆θV−R between Vm and the respiratory trace differs from a uniform










calculated using 4 second sliding windows, measures how tightly locked the two
signals are (0: unlocked, 1: perfectly locked) (Ashida and Wagner, 2010). During quite
wakefulness, the probability distribution of Lin is significantly different from control4
(Fig. 5.1 c, green and blue lines respectively). Interestingly, during movement (red
line) the phase-locking was indistinguishable from control.
4 For the control, we calculated the Lin of breathing signal and Vm belonging to different recordings
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These exciting preliminary results suggest that in quiescent mice, there is a hierar-
chy of sensory modelities. The master modality may default to olfaction, while dur-
ing movement, their attention likely switches to other sensory-motor inputs which
do not show a characteristic rhythm - the continuous-mode described by Schroeder
and Lakatos (2009).
An alternative explanation is that fluctuations in M1 are involved in driving the
rhythmic thoracic movements required for inhalation/exhalation. However, we be-
lieve that this simple explanation is unlikely to be true for three reasons: (i) the res-
piratory cycle is believed to be under the control of brainstem nuclei (Feldman and
Negro, 2006; Garcia et al., 2011; Smith et al., 2013); (ii) we recorded from the fore-
limb region of M1, an area that is unlikely linked to driving respiratory movements;
(iii) this explanation does not account for the suppression of slow fluctuations in M1
during movement, which arguably is the period during which respiratory regulation
becomes more important.
It will be valuable to perform other sets of experiments to better understand to
what extent this hierarchical organisation ultimately affects behavioral (motor) re-
sponses. In particular, it will be interesting to suddenly present bright visual stimuli
at random time intervals. If our conjecture is correct, a sudden visual stimulation
should shift the attention of the mouse from olfaction to vision and disrupt the ongo-
ing oscillation in M1 even in absence of movement. In addition, it will be interesting
to measure the reaction time of the mouse in response to stimuli (for example a loud
noise) which are in phase or not with the respiration. We expect that movements
generated by external stimuli will have shorter latency when they are synchronous
to the peak of the membrane potential during slow fluctuations, thus showing that
intracellular fluctuations in M1 have a behavioural significance. Studies performed
in monkeys showed that the neural variability which characterises the quiet state is
quenched before the onset of the movement (Churchland et al., 2006a,b, 2010). The
authors conclude that the suppression of fluctuations of neural activity is fundamen-
tal to reduce neural variability and enhance the signal to noise of motor command
transmission. However, if experiments will confirm our hypothesis, they would be
in contrast with this interpretation. Fluctuations of neural activity before movement
onset would not just be noise. They would reflect the attentional state of the indi-




The experimental work presented in this thesis has been a pioneering exploratory
analysis and has produced a ground truth data-set of intracellular recordings in the
primary motor cortex of awake mice. It was complemented by a novel probabilistic
inference technique which will help in extracting all possible information from the
data. Due to its exploratory nature, in the framework of the thesis I focused on the de-
scriptive level, elucidating the intracellular features which underlie changes of firing
activity related to behaviour.
Following the discussion of exciting preliminary data in section 5.2, the next step
will be to build on our descriptive findings and get to better understand M1 and
cortical function. Clearly, further investigation is needed to confirm and extend the
results of this preliminary study. The set of future experiments I described offer a
unique opportunity to find a thread linking attention to intracellular mechanisms
and behaviour. This would represent a significant step towards demonstrating that
the brain does not operate with static always on brain modules. In contrast, it can
decide which area is in command and the activity of other areas becomes enslaved to
the master. It is without doubt that an attentional shift can rapidly change hierarchies
and redefine the flow of information.
Maybe, after all, this orchestra has a conductor (Singer, 2008).
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