Abstract. In this paper, we address the problem of estimating states of the Hodgkin-Huxley model by designing an adaptive observer where only the membrane potential is available. Compared with some existing literature, the observer is simple and the controller gain of the designed observer is adaptively updated based on the error of the actual and estimated membrane potential. Simulation results illustrate the effectiveness of the proposed adaptive observers.
Introduction
Neuron forms the core component of the brain which transmits information through electrical and chemical signals. An important task for neuroscientists is to get comprehension of the brain or understand the mechanisms and principles of the neural system. Therefore, it is important to study the behavior of single neuron.
Recently, there has sprung up heated discussion on parameter identification of neuronal models. One type of methods is to transform parameters estimation into optimization problems, so-called optimization-based methods [1] [2] [3] , which often employ the particular optimization algorithm to optimize the objective function that is a similarity measure between the estimated and the experimental data. Since the choice of optimization method is highly dependent on the model and the form of the experimental data, Eoin et al. in Ref. [1] developed a general purpose optimization algorithm based on the hybrid genetic algorithm, which is heuristic optimization algorithm capable of globally optimizing the parameters on a function even when no gradient information is available. Some recent works are based on Kalman filtering (KF) to estimate parameters of neuronal model [4] [5] [6] . Lankarany et al. [4] proposed two strategies of the KF, dual and joint estimation strategies, to estimate the unmeasurable states and unknown parameters. The proposed extended Kalman filter-based (EKF-based) methods, taking into account system and observation noisy adequately, are faster than unscented Kalman filter-based (UKF-based) versions. Meanwhile, there are some results on nonlinear system identification problem through adaptive observer [7, 8] . Neuronal model are highly nonlinear system, but many works based on adaptive observer show efficient performance in estimating states and parameters [9] [10] [11] . Mao et al. [9] studied the Hindmarsh-Rose (HR) model and simulated three types of adaptive observers. In [9] , the simulation results indicated accurate estimation of the neuron model's parameters under some conditions that all the unknown parameters reside in the observable state's equations or they are related to the observable states. Sun et al. [10] proposed a model reference adaptive method to estimate parameters of one neuronal model and overshoot can be diminished by adjusting the coefficients to control the learning rates of different parameters. However, the proposed observer has limitation in the case that it requires a condition on the controller gain.
In 2003, Izhikevich reviewed some popular neurons and 20 types of real (cortical) neurons response in [12] and indicated that the Hodgkin-Huxley (HH) type model is the best choice if the goal is to study how the neuronal behavior depends on measurable physiological parameters. Therefore, it is of great necessity to estimate the parameters of HH model. In this paper, the feasibility of adaptive observer in estimating unmeasurable states and unknown parameters of HH model is investigated. An observer with adaptive learning rate is proposed based on the only measurable membrane potential without the condition on the controller gain as in Ref. [10] . Numerical simulations demonstrate the estimation performance of the proposed adaptive observers.
HH Model and Problem Formulation
Hodgkin and Huxley performed experiments on the giant axon of the squid and created a model of the electrical characteristics of a cellular neuron [13] . The HH model consists of the following ordinary differential equations [14] :
where v is the membrane potential, M C is the membrane capacitance, , , m n h are the gating variables considered as the dynamics of the HH model. , ,
E E E represent the equilibrium potentials of sodium, potassium and leak current, respectively. 
and parameters vector as
. Then, the general HH model (1) can be rewritten as:
where
Therefore, the HH model is equivalent to is the external stimulus. When a large enough constant input current is imposed to the HH model, the neuron will produce tonic spiking behavior as shown in Fig. 1 . It is clearly shown in Fig. 1 that the four states are bounded.
In the next section, we will employ a state observer to estimate all states when only membrane potential is measurable, and present an adaptive law to estimate unknown parameters based on the estimated states. 
Adaptive Observer Based on Single State
The HH model with unknown parameters , , Na K L g g g and measurable membrane potential v can be described by (3) . In order to estimate the unknown parameters, we employ a state observer firstly to estimate all the states: 
where   T 1, 0, 0,0 ,  Kx is the estimated states vector and θ is the estimated parameters vector. Then, the estimated states vector x is used for the following adaptive law:
where 
Hence, the derivation of state error x e  can be written as 
Consider the Lyapunov function as follows
Then, the derivation of (8) can be calculated as 
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Substituting (3)- (5) into (9), we have
.
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is a scalar, we get
Moreover,
Combining with (10)- (12), we have ( ) 0
As shown in Fig. 1 , tonic spiking behavior means that ( ) 
Simulation Results
In this section, numerical simulations for HH model are carried out by using the adaptive method proposed above. The HH model with specifications as in Table 1 is used to generate the response of a spiking neuron to a constant injected current 2 ( ( ) 10μA / cm ) stim t  I . All the simulations are carried out by Runge-Kutta method with 0.01ms integration step. . Our objective is to verify the feasibility of aforementioned adaptive observer and law to estimate the unmeasurable states and unknown parameters. Fig. 2 shows the states error between actual and estimated value with time evolution. It is clear to see that all errors converge to zero. It is shown in Fig. 3 that the estimated parameters have excellent accuracy with actual parameters. The adaptive control gain ( ) g t reaches a constant value 12.87 as shown in Fig. 4 . 
Conclusions
In this paper, a modified method on the application of adaptive observer, to estimate the unmeasurable states and unknown parameters for HH model, has been presented. The proposed observer is less conservative than the observer proposed in [10] . Simulation results have given to show the high accuracy of the derived method. One disadvantage of our method is that the observer is sensitive to noise. In practice, there always exists system or observation noise. In our future work, more robust method with considering noise will be proposed to estimate unmeasurable states and unknown parameters of the neuronal model.
