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This paper presents a study of the effects upon the simple
linear regression equation for data -which is treated as if it
came from a normal distribution -when in fact it did not. To
facilitate this discussion, it is necessary to first discuss a
number of terms. The primary concept is the regression func-
tion which expresses one variable as a function of one or more
other variables. This variable is called the dependent varia-
ble while the other variables are called the independent varia-
bles. Simple linear regression means that the function is of
the first degree in the dependent and independent variables and
that the function contains only one independent variable. Non-
normal refers to any probability density function other than
that of the normal distribution. In this paper only distribu-
tions of the .gamma type are considered. Figure 1 illustrates a
simple linear regression.
AY = A 1
Fig. 1. A simple linear regression of the form
Y = A + A^.
Since very little is known about the effects of non-normal
distributions on the normal regression equations, the simplest
case, that is, the simple linear regression function was exam-
ined. This approach serves to determine the necessity of the
investigation of the problem of non-normal regression and the
value of examining more complex cases. Consequently, a brief
survey of other classes of regression functions will outline
other opportunities for research.
In recognizing that estimates of parameters from random
samples will vary with each sample, and thus deviations of esti-
mated parameters from true parameters will occur, it is necessary
to state the simple linear regression function as
E(Y|X) = A + AjX (1)
where E denotes the expected value of the dependent variable Y
given a value of the independent variable X and where A and A}
are the regression coefficients. In addition to this simple
regression other classes of regressions are: multiple linear
regression (more than one independent variable) which is illus-
trated in Fig. 2 of Plate I; simple non-linear regression (one
independent variable of a degree greater than one) which is shown
in Pig. 3 of Plate I; and multiple non-linear regression (more
than one independent variable with at least one of these being of
a degree greater than one) as shown in Fig. 4 of Plate I. These
regression functions are stated as follows:
E(YjX 1f X2 ,...Xn ) = A + AjXj + A2X2 +...+ AnXn (2)
for multiple linear regressions;
EXPLANATION OF PLATE I
Pig, 2, Multiple linear regression of the form
E(Y|X1f X2 ) = AQ + A^ + A2X2 .
Pig, 3« Simple non-linear regression of the form
E(Y|X) = A + AjX + A2X2 + A3X3 .
Fig# 4. Multiple non-linear regression of the form
E(Y|Xlf X2 ) = A + AjXj + A2xf + A3X^









for the simple non-linear type of regressions; and
E(Y|Xlf X2 ,...Xn ) = AQ + AjXj + ApX2 + ...+ k^x\ +..•
+ B< Xo + BoXo +• • •+ BjiX^ +•••
+ C
1
Xn + C2X2 + ...+ Cfcx£ (4)
for the multiple non-linear type of regression.
Problem
Theoretically, there are two approaches to regression analy-
sis. These two approaches are described as Model I and Model II
by Snedecor (20). The Model I class of regression functions is
discussed in this paper. The basic difference between these two
models is the way in which the values of the independent varia-
bles are interpreted. In the case of simple regression and under
the conditions of Model I, the dependent variable Y is assumed to
be normally distributed about the regression line while the inde-
pendent variable X is not treated as a variable but as an observ-
able parameter. Model II defines the dependent variable Y and
the Independent variable X as being jointly distributed as normal
variates, that is, having a bivariate normal distribution. This
distinction is illustrated in Pig. 5 and Fig. 6 of Plate II.
Consequently, Model I may be applied whenever the variation in
the independent variable is due only to error in measuring. In
addition, Model I is simpler in its assumption, since it requires
knowing only the conditional probability density function,
EXPLANATION 0? PIATE II
Fig, 5. Model I of regression analysis.
Fig, 6, Model II of regression analysis.
PLATE II
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8f(x|y)» whereas Model II requires a knowledge of the Joint proba-
bility density function. Model I and Model II are equivalent for
purposes of computations, since their regression equations
B(Y|X) = A + AjX (5)
and
E(Y|X) = U2 +p(*2/cr1 )(X - u,) (6)
are equivalent for variables that have a normal distribution. In
equation (6) u^ and CJ
1
are the population parameters for the
independent variable, ug and &2 a re "the parameters for the
dependent variable, and P is the correlation coefficient. Thus,
since Model I has less stringent assumptions which can more
easily be satisfied theoretically, the investigation is confined
to Model I,
If in both models the variables are assumed to be normally
distributed, then Model I assumes a univariate normal distribu-
tion and Model II assumes a conditional distribution. For Model
I, this is expressed as
Y = A + AjX +€ (7)
where Y is a specific value of the dependent variable, A Q and A^
are the population parameters, and 6 is a random variable from a
normal distribution with mean equal to zero and variance equal to
«2
.
For a variable with a normal distribution, Model I has the
following conditional density function
.ifY - (A + AiX)l 2
f(7|x) =
_L e *[ 5 "J (8)
where the parameters AQ , A^ , and tf are population parameters.
The Joint distribution of random samples of the random variables
Xj , X2 ,...X^, each with the probability density function f(x),
has the following density function
f(x lf x2 ,...xn ) = f(x 1 ).f(x2 ).-.f(xn ) (9)
for independent sample observations.
With this Joint density function it is possible to find
estimates of these parameters as functions of the sample observa-
tions. One technique for doing this is the method of "maximum
likelihood" which is used here to obtain estimates of AQt Aj , and
tf.
In principle, the method of "maximum likelihood"
selects that value of a parameter 6 for which the prob-
ability (or probability density) of attaining a given
set of sample values is a maximum, 1
This function is called the likelihood function. The method
of maximum likelihood estimation consists of finding the maximum
of the likelihood function which can usually be done by taking
derivatives equal to zero. The likelihood function for Model I,
denoted as L, is expressed as follows
- L =








1 J. E, Freund, Mathematical Statistics, pp. 223-224.
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It is noted in this model that finding the maximum of the loga-
rithm of the likelihood function is equivalent to finding the
maximum of the likelihood function, thus
n
In L = - n lncf - n In 2 - 1 5^ fa - (A + AjX^] 2 . (11 )
2 26d i=1
Taking the partial derivatives with respect to AQ , A 1 , and cf
respectively and equating each of these derivatives to zero, the
following is obtained
^n L = 1 21 fa - (AQ + A^)] =0 (12)
n








din L = - n + 1 X fa - (A rt + k<X* )1 2 = (14)
of which equations (12) and (13) are commonly called the normal
equations. Simultaneous solution of these equations provides the
following maximum likelihood estimates of A0> A-j , and cf:
t = (i/iH^ ?i) - (g^ x1 )(i: XjYj) , (15)
n (± xf) - (X: X^ 2
i=1 x i=1 x
n n n
tl = n (X XiYl ) - (X xi )(XI Yl ) > (16)
n n
2
X ,V~ „ x2




= /l X. [Yi - (1 + A^i)] 2 (17)
The above development of regression theory is the usual
treatment in regression analysis. A search of the literature
indicates that very little has been done in applying regression
analysis to non-normal distributions. Consequently, the purpose
of this study has been to investigate the effect of certain non-
normal distributions upon a regression function for the case
where the independent variable X is an observable parameter
(Model I). The regression function thus obtained was compared
with the regression function that would be obtained if this same
data was treated as though it had come from a normal distribu-
tion. The non-normal distributions investigated were special
cases of the gamma distribution—exponential, chi-square, and
negatively skewed normal distributions.
The gamma distribution has the probability density function
f(y) = y*" 1 e"y^ (18)
/3Tr(")
where o* is the shape parameter and /3 is the scale parameter.
The mean of the distribution is equal too^ and the variance is
equal to <*/3 . Setting c* = 1, and since P(d) = (ot- 1)1 where o<
is an integer, the gamma distribution reduces to
f(y) = 1 e"yyfc (19)
which is the well known exponential distribution with mean equal
to /3 and variance equal to 2 . The conditional probability
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density function for the case of simple linear regression is
f(yhO = 1 e"y/A ° + AlX . (20)
A + A^x
Using the exponential distribution as an example, the concept of
non-normal regression is illustrated in Fig. 7 and Pig. 8 of
Plate III. Consequently, the problem is one of determining
whether or not the linear regression function of
Y = A + A^X (21)
is the same for a given sample set of X's and corresponding Y's
when they are treated as normally distributed variables when in
fact they are non-normally distributed. The regression functions
will be different if either or both of the regression coeffi-
cients are significantly different for the two distributions.
Therefore, the problem can be resolved by testing for a signifi-
cant difference between the regression coefficients, that is, by
testing the hypotheses:
H : A ( normal) = A ( non-normal)
H^ : A (normal) ^ A (non-normal)
H : A^ (normal) = A^ (non-normal)
H-| : k] (normal) ^ A^ (non-normal)
.
In the above, H is the null hypothesis which signifies no dif-
ference and H^ the alternative hypothesis which Indicates a
significant difference between these regression coefficients.
EXPLANATION OP PLATE III
Pig, 7» Variate y normally distributed about a
linear regression function.
Pig. 8* Variate y exponentially distributed about
a linear regression function.
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PLATE III
E(y|x) = A + A^
Pig. 7
f(y)
E(y|x) = A Q + k } x
Pig. 8
15
REVIEW OF THE LITERA.TURE
As was previously indicated, the literature supporting
research in the area of non-normal regression analysis is very
sparse. Several works which are concerned with the theory of
regression under the titles of certain non-normal distributions
will be dealt with here; however, it will be shown that, for the
most part, these studies employ the concept in a sense different
from that suggested by the present study. It is common to find
the terms "exponential regression" or "Poisson regression" in the
existing literature, but most often these terms refer to the
shape of the regression function rather than to the shape of the
distribution of errors from the regression function. Conse-
quently, these types of regressions can be more accurately
described as special cases of the general class of non-linear
regressions which was previously defined. Examples of these
follow.
Studies which have been made of non-normal regression as it
has been defined above consider Snedecor's (20) Model II of the
population sampled, i.e., the case of a single independent vari-
able, with both the dependent and independent variable distri-
buted according to a specified probability density function.
Conversely, the present work considers Snedecor's (20) Model I,
i.e., the probability density function of the dependent variable
being specified but with the independent variable assumed to be
fixed as a set of observable parameters. Since Model I avoids
the complexity of assuming a bivariate distribution, it has a
16
greater utility even though, computationally, the two models are
treated similarly. The common use of Model I in regression anal-
ysis suggests that its properties be investigated in order to
determine the limits within which this model can be utilized in
practice.
Variations of Normal Regression
Villars (23) deals with what he terms exponential regression.
He does examine Model I of regression analysis but instead of
describing a linear regression function, he treats a regression
function which is exponential in form. This analysis belongs to
the first class of variations given in the introduction to this
section. As in the maximum likelihood estimation of parameters,
the conditional probability density function is still of the
normal form. Thus
-( y - a + be"kx ) 2
f(y|x) = 1 e 2*2 (22)
or
E(y|x) = a - be"kX (23)
The errors from this "exponential" regression function are
still assumed to be normally distributed. Villars is primarily
concerned with forming estimates of the constants a, b, and k and
with establishing their significance. He does succeed in fitting
the function to a set of data representing a physical property of
latex during a chemical process and in determining the signifi-
cance of the fit.
Lipton and McGilchrist (15) offer a brief survey of
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Richards' (19) and Steven's (21) asymptotic regression analyses,
and they combine these techniques to arrive at maximum likelihood
estimates of the parameters in a double exponential regression.
Again the phrase "double exponential regression" is used in the
sense that the regression function itself is an exponential
curve. In this instance the function is of the form
2^2
E(Y|X) = oC-0^ -£ 2p2 (24)
Again the distribution of Y about the regression function is
assumed to be normally distributed. Therefore the problem can be
reduced to one of non-linear (double exponential) normal regres-
sion rather than one of non-normal regression. Their analysis is
devoted to making estimates of the parameters oc
,
/S^ and /3 2*
Their technique is derived by using a combination of Steven's
information matrix and Richards' method for selecting initial
values. Two illustrations are provided—one in which convergence
is obtained and one in which there is no convergence within the
constrainted region. There is no consideration made of the
effect of a non-normal distribution of Y.
An entirely different aspect of non-normal regression has
been considered by Box and Watson (2) in which the effect of the
non-normal distribution of Y upon the P-distribution is examined,
in this case the distribution under consideration is that of the
ratio of the "regression" mean square to the "residual" mean
square in the analysis of variance table. With the exception of
Durbln's (6) study, this is the only occurrence of the phrase
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"non-normal regression" discovered in this literature survey. In
this situation, the distribution of a ratio of mean squares, of
which the numerator is computed from a regression function, is
considered to be non-normally distributed. The non-normal dis-
tribution is actually associated with the F-distrlbutlon, and Box
and Watson's work is, therefore, closely related to the Norton
(18) study which shall be described later. The principal object
of their study was to demonstrate the marked effect which the
numerical values of the regression parameters have in deciding
sensitivity in the P-statistic to a non-normal distribution.
Their conclusion was that it is possible to choose the regression
variables so that a non-normal distribution of observed variables
is without a significant effect on the distribution of the test
statistic. This is in agreement with Norton's study which set
the precedent for this and many other studies regarding the
robustness of the P-statistic, but still their result provides no
solution to the problem of non-normal regression.
Considerations of Non-normal Regression
Gumbel (9) in his consideration of the non-normal Model II
(blvarlate case) of regression analysis questioned the same point
of theory which the present study does. The essential difference
between Gumbel' s study and this one is the choice of theoretical
models, Gumbel considers two blvariate exponential functions.
The probability density function of the first is given as
f(x.y) = e"x(1 + *y-r>[(, + ix)(, + 4y) - f] (25)
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where £ provides a measure of correlation between x and y, and
the probability density function of the second is
f(x,y) = e~x-y[l +c*(2e-x - })(2e'^ - 1)] (26)
where the sign of oC determines the sign of the correlation
between x and y. Based upon the conditional density function,
Grumbel determines the following regression functions
E(X|Y) = 1 ± £ ±j£j. ( 27)
(1 + <$y) 2
and
E(X|Y) =1 + ot e"7 (28)
2
respectively. The corresponding regression equation of X on Y in
the case of the blvariate normal is given by
E(X|Y) = Uj +£(<V*2 )(y - u2> ( 29)
which is seen to be linear, while the same functions for the
bivariate exponential regression curves are quadratic and expo-
nential, respectively. This result illustrates a noteworthy
point. Since the present study indicated no significant differ-
ence between normal regression functions and corresponding expo-
nential types of regression function for Model I, and since
Gumbel's study shows a striking difference at least in the form
of analagous regression functions for Model II, the distinction
between Model I and Model II is not a trivial one, expecially
when there is a departure from the conditions of normality.
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This finding suggests a study similar to the present one in which
Model II would be considered, for, although Gumbel suggests a
significant difference in his study, he does not clearly demon-
strate it.
Chernoff (4,5) dealt directly with the concept involved in
the present study. He considers Model I of regression analysis—
a fixed independent variable and a dependent variable varying
according to a specified distribution. He also considers a non-
normal distribution (exponential) of errors from the regression
function. Two general types of exponential regression are inves-
tigated—a quadratic, non-linear exponential and a double expo-
nential regression or an exponential, non-linear exponential
regression. The basic conditional density function is of the
form
f(y|x) = ee"0y (30)
where 9 = Gjx + &2X an(* ® = ©1 Q 2X respectively.
Chernoff utilized Elfving's (7) optimal weighting for the
least squares estimation of parameters which finds the smallest
convex set containing both the parameters of the regression
(x
,
Xp,...x ) and their negatives (-x. , -x2 ,...-x ). This set
is therefore the weighted averages of such points. Using these
estimates of regression parameters, Chernoff assumed values for
the parameters and was able to compute optimal levels of stress
in terms of the cost involved in accelerated life-testing. It is
the technique of estimating these parameters which makes
21
Chernoff's work a pertinent reference; however, he used these
estimates of the parameters to provide a unit cost in designing
accelerated life-testing experimentation and did not consider the
effect of a non-normal distribution of Y upon the regression
function. Also, since only the quadratic and exponential non-
linear cases of regression were considered, there is no means by
which the estimates of regression coefficients can be tested for
significant variation from the common linear estimates of regres-
sion coefficients as provided by the normal equations. Conse-
quently, the Chernoff study offered very little in support of the
present experiment,
Jorgenson (11) also considered Model I of regression analy-
sis with a non-normal distribution of points about the regression
function. He confined himself to the discrete Polsson distribu-
tion with a multiple regression. His conditional density func-
tion is of the form
k kK
f(uiiXi f x 2 ....\ k ) = (g Vii )Ui "ll^ TiJ < 31 >
mi
Here the method of maximum likelihood provides the following
estimate of X...
JL m
iTi "U = 5 U1 T -1 < 52 >
k *
A.
where X* is the estimate.
This equation must be solved for X * through an iterative
process, Jorgenson proceeded to compute estimates through two
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alternative iterative techniques based upon a set of data. He
demonstrated that the first iteration of each technique has the
same large sample properties as the maximum likelihood estimator
itself. He then provided three alternate estimators of the
regression parameters which involved much less computation than
either of the two iterative techniques used in determining the
maximum likelihood estimator and which provided a good degree of
accuracy. Jorgenson's purpose was only to form various estimates
of the parameters in a Poisson regression. He made no attempt to
relate his estimations to the normal-theory assumptions of
regression analysis. Estimates of regression coefficients based
upon a distribution other than the normal distribution can be
Justified only if they can be shown to be significantly different
than the estimates based on the normal distribution or if they
provide a computational facility. Since Jorgenson's involved
iterative techniques do not offer this facility, his study is at
best Incomplete.
Finally, Durbin (6) made reference to non-normal regres-
sion in his study of the relative efficiencies of maximum likeli-
hood estimation and least squares estimation of parameters in
time-series regression models. He did so in the proper sense of
the term; however, he was content to demonstrate mathematically
that the method of least squares provides optimum estimates only
when the errors from the regression function are normally dis-
tributed. Under the conditions of non-normal error, the method
of maximum likelihood provides a more efficient estimate,
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although the method of least squares estimation approaches these
estimates as a limiting function and may therefore be used for
all practical purposes.
Durbin's major conclusions concern the lagging and leading
of variables in time-series analysis. He found that the prop-
erties of the least square estimates are the same asymptotically
as those of the least square coefficients of ordinary regression
models containing no lagged variables. Consequently, he failed
to consider differences between the regression functions as esti-
mated through the method of maximum likelihood under conditions
of a normal distribution and a non-normal distribution respec-
tively.
A comparison of the references given above with the pro-
posal made in the introduction of this paper will show that the
basic question of non-normal regression remains unanswered. This
is: Does the non-normal distribution of a variate Y about a
regression function affect the parameters of that regression
when the distribution of Y is assumed to be normal, that is, is
there a significant difference in the true parameters and the
parameters obtained by assuming the distribution of Y to be
normal? Although this study does not provide a definitive answer




The exponential distribution will be used as an example in
the following discussion since its properties are the same as the
other gamma distributions being considered. The other distribu-
tions considered are treated similarly. Repeating the method of
maximum likelihood estimation and applying it to the previously
derived conditional probability density of the exponential dis-
tribution (gamma distribution with ot = 1
,
/3 = 1) the following
likelihood function is obtained
L = 1 •" « ri/Uo + A,Xl) . (33)
g: (A + A,*!)
Taking logarithms the expression becomes
n n
In I = - 2! In (A + A^i) - X Yi/CAo + A^). (34)
Finding the partial derivative with respect to AQ and Aj and




















(A + A^) 2
= 0. (35)
= 0. (36)
Equations (35) and (36) are analagous to the normal equa-
tions (12) and (13) and will be called the non-normal equations
25
for purposes of contrasting the underlying assumptions.
The most direct way of determining a significant difference
between the normal estimates of the regression coefficients and
the non-normal estimates of these coefficients is to solve the
non-normal equations. However, an inspection of equations (35)
and (36) will show that they cannot be solved explicitly for A
and A^ . Therefore an alternative approach was sought. This
resulted in selecting several representative models from the
gamma family of distributions about known regression functions.
Samples were then drawn from these known distributions and
treated as normally distributed samples for the purpose of com-
puting estimates of the regression equation. These estimates
were then compared with the known regression coefficients.
This method has a well-established precedent in the Norton
(18) and Bartlett (1) studies on the effect of non-normal dis-
tributions in the F-statistic and in the t-statistic respectively.
The design of the experiment was closely patterned after the
Norton experiment. Norton randomly selected samples arranged on
cards from populations of size 10,000. A total of six popula-
tions were used. These populations were leptokurtic, rectan-
gular, moderately positively skewed, markedly positively skewed,
and J-shaped; in addition, a normal population was used as a
"control group". From each of these populations, Norton selected
3,000 independent sample sets. The sets each consisted of k
random samples of n cases each, and k and n were different for
different F-distributions. Each population provided a different
26
treatment, and each drawing offered a different set of data. The
ratio of the mean squares for the between-treatraent variation to
the within-treatment variation was computed, and a distribution
of these ratios was tabulated for 3,000 trials. The percentage
of these ratios exceeding specified values were recorded. In
this way the discrepancies in the critical upper-tail region
between the empirical distribution thus obtained and the normal
theory P-distribution were readily described. Norton found that
the discrepancies between tabulated probabilities for the F-
distribution and the empirical probabilities were very small.
Therefore, he concluded that the P-statlstlc was robust or gen-
erally insensitive to the distribution of the treatment data.
Similarly a selected number of gamma distributions were
generated in this study by means of the IBM 1620 computer. The
gamma probability density function of
f(y) = y*- 1 e-y/0 (37)
was used for values of the shape parameter ok equal to 1, 2, and
4 and with the scale parameter /3 equal to unity. Thus the fol-
lowing probability density functions were used where the param-
eters are:
C* = 1 , /3 = 1 , and
f(y) = e"y (38)
which is an exponential distribution with u = &$ = 1 and
d2 =<X£ 2 = 1 .
ok = 2, /3 = 1, and
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f (y) = ye"? (39)
which is approximately a chi-square distribution with u =cx/3 = 2




Ot= 4, £= 1, and
f (y) = z
3 e-y (40)
6
which is a moderately negatively skewed normal distribution with
2 2
u = oC0 s 4 and tf = ocyd = 4. These distributions are illus-
trated in Pig. 9, Pig. 10, and Pig. 11 of Plate IV.
The gamma distribution was chosen because it represents a
class of distributions which can readily be derived by selecting
appropriate values for its parameter. The gamma distributions
given above were chosen because of their common use in statisti-
cal analysis, and because they offer a sequence of decreasing
skewness. This sequence would provide an opportunity for detect-
ing the degree of skewness at which significant variation
occurred in the estimation of regression coefficients.
These distributions correspond to the skewed distributions
which Norton used. A set of normal distributions was also gener-
ated and used as a control for the experiment. An associated
normal distribution was used as a control for each gamma distri-
bution in order to have a normal distribution with a variance
equal to each of the experimental distributions. Thus three
normal distributions served as controlling distributions:
11(1,1); N(2,2); and N(4,4). In this way the effect of variance,
if any, upon the estimation of the regression parameter could
be observed.
EXPLANATION OF PLATE IV
Fig. 9» Exponential distribution with u = 1
and d 2 = 1
•
Fig, 10. Chi-square distribution -with u = 2
and cf2 = 2
.
Fig. 11. Moderately skewed normal with u = 4











Generating Non-normal Random Variables
The scheme used to generate the variables from these distri-
butions is a simple one which is based upon a theorem stated by
Hogg and Craig (10) .
Let X be a random variable of the continuous type
having a probability density function f(x) and dis-
tribution function F(x). Then the random variable
Z = F(x) has a uniform distribution with probability
density functions
h(Z) = 1, 0*Z*1
2h(Z) = 0, elsewhere.
This technique may be illustrated in the case of the gamma
distribution with o< = fi = 1 which is the exponential distri-
bution





P(y) = 1 - e~y/fc, (42)
Z = 1 - e"y/k (43)
Y = - 3 In (1 - Z). (44)
Therefore, when /3 nas heen fixed by assuming a regression
function and Z, a random uniform variate, has been generated,
the desired variate y is obtained by means of a simple compu-
2R. V. Hogg, and A. T. Craig, Introduction to Mathematical
Statistics, p. 178.
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tation. This technique is readily adapted to any distribution
for which the distribution function can be described.
A uniform random variate can be generated on a computer in
several ways (13,16,22). Most of the available schemes use
modular arithmetic as their basis for computation. The method
selected here was suggested by Lehmer (13) and is a very effi-
cient one.
The scheme is this: Start with any ten-digit
number of "the form XYZ0000001 and call it R . There-
after, Rn = K«Rn_i (mod 1010), where K is a fixed
multiplier, which should be a ten-digit odd power of
a prime that is relatively prime to 10... The re-
cursion relation expressed above is interpeted as:
to get the next number in the sequence, multiply the
previous number by K. The result will be a 20-digit
number. Select the right-hand ten digits of the
product as the next number in the sequence. Treat
the number as a ten-digit decimal.
3
The value of K used to generate the sequence of numbers used
in the experiment was 7 1 1 = 1,977,326,743. The scheme has the
advantages that it is easy to perform on a computer such as the
IBM 1620 used in this experiment. Also approximately 50 million
numbers can be generated before the sequence repeats itself (13).
The sequence of numbers which was used in the experiment
was tested for goodness-of-fit to the uniform distribution and
for serial correlation by means of the Kendall-Babington-Smith
(12) chi-square tests. The statistic used to test the goodness-
of-f it was:
n x_l k




with k-1 degrees of freedom, and the statistic for determining
the significance of serial correlation was:
Xl=i2t (f 1>3 -n) 2 (46)
n 1
~ l k
with k2 -1 degrees of freedom and where n is the length of the
sequence (equal to 500 in this case), k is the number of inter-
vals (taken to be 10 in this instance), fj_ is the frequency of
the i-th interval, and f^ * is the frequency of a number in the
i-th interval followed by a number in the J-th interval. The
computer program for computing these statistics may be found in
the appendix (p. 65) together with the results (p. 78) and a
sample of the random number sequences (p. 82). The computedTC
statistic for the sequence of 500 numbers used in this experiment
was 3.960 to be compared with a critical value of 16.92 with 9
degrees of freedom at a 0.05 level of significance. Slmilarlly,
the computed statisticX^ ^s 103.800 which is less than the
critical value of 123.26 with 99 degrees of freedom and at a 5%
level of risk. In addition the statistic, 7(1 "X? ( 1Q3.800 -
3.960 = 99.840) has asymptotically aX2 distribution with 90
degrees of freedom. The 5% critical value is 113.14. Therefore
the random number generator which was used resulted in non-
significant variation from a random uniform distribution with an
associated probability of a Type I error of less than 0.05.
Generating Normal Random Variables
The same sequence of random numbers was used to generate the
gamma distributions and the corresponding normal control distrl-
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butions; however, the method for generating the normally distrib-
uted variables differed slightly from that of the gamma distribu-
tions. Since the distribution function of the normal distribu-





Y cannot be found directly in terms of a random uniform variate.
Although several approximations for evaluating this integral are
available, an alternate method was used to generate random normal
samples
•
The moments of the uniform distribution are





= (<* -/3 ) 2 (49)
12
whereof and /S are the endpoints of the interval, in this case,
equal to and 1 respectively. Therefore u = £- and (S = 1/12.
Therefore, the sum of twelve such variates gives a mean of
u = 12/2 = 6 and a variance of cf2 = 12/12 = 1. Subtracting 6
from the previous mean results in a mean of u = 0, while the
variance cS = 1 . According to the Central Limit Theorem the
resulting variable has an approximate standard normal distribu-
tion. The Central Limit Theorem states:
If x^ , xp,..., and xn are independent random
variates having the same distribution with the mean
u, the variance cf 2
,
and the moment generating function
Mx(t), then if n—> cO the limiting distribution of
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Z = x - u
is the standard normal distribution.
Thus, since Z is distributed as N(0,1), and
2 = x - u = "SI xj - nu (50)
cT/VF Vn" (S
then Y = ELx is distributed as N(nu,ncS )• Consequently, the
o
random variable U> = Y - 6 is distributed as N(nu -6,ncf )• Sub-
2
stituting the values of n = 12, u = | and 0* = g, it is seen that
Z is distributed as N(0,1). Thus a normal variate from any pop-
ulation can be approximated in this manner by specifying the
pparameters u and tf •
The sequence of standard normal variates generated by
Lehmer's scheme for uniform random numbers was tested at the 5%
level of significance by a chi-square goodness-of-fit test.
Fourteen intervals were used, thereby providing thirteen degrees
of freedom. The computed chi-square statistic was 11.123 which
was compared with a critical value of 22,36, Therefore the
sequence provides a standard normal distribution with more than a
95$ level of confidence. The Fortran program used to compute
this statistic can be found in the appendix (p, 61) together with
the results (p. 81 )
.
Distributed Random Samples
The conditional probability density function of the gamma
'Freund, oj).. cit
. , p, 185,
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distribution is
f (y|x) = (y - A^)*-* e"(y - A 1 x >//3 (51 )
where A.x is the location parameter of the distribution. Inte-
gration by parts of this form yields the following distribution
functions
:
F(y|x) = 1 - e-( y - A 1 X > (52)
for o<. = 1 and /3 = 1 (exponential).
F(yjx) = 1 - (y - A1X ) e-^ " A 1 X > - e"^ - A 1 X > (53)
for oc = 2 and $ = 1 (approximately chi-square).
F(y|x) = 1 - (y - Aix) 3 e-^ " A 1 x) - (y - Aix) 2e-^ " A 1 x)
6 2
- (y - A 1X ) e"(y - A 1 x ) - e"(y - A 1 x ) (54)
for c* = 4 and fi = 1 (moderately negatively skewed normal). The
necessary derivations are found in the appendix (pp. 62-64),
Values were assumed for A. in the preceding functions; AQ
was set equal to the mean of the distribution at X = 0. These
values of A. and A are then the population parameters of the
regression function. Random samples from the distributions were
obtained by setting the distribution functions (52), (53), and
(54) equal to random uniform variates for selected values of the
observable parameter, X. Consequently, random samples of Y's
were generated in this manner about the assumed regression
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function, thus simulating the Model I regression. The regression
coefficient or intercept A was set equal to the mean of each
distribution, and +2, 0, and -2 were selected as the values of
A. • These sets of regression functions are illustrated in Pig.
12, Pig. 13, and Fig. 14 of Plate V and in Pig. 15, Pig. 16, and
Pig. 17 of Plate VI. The values of A. were chosen to represent
a class of positive, zero, and negative regression functions in
the event that the slope of the function was a factor in obtain-
ing a significant difference between estimates.
Solution for Sample Values
by Iterative Techniques
It should be noted that of the three gamma distribution
functions, only the first one, the exponential distribution
function, can be solved explicitly for Y. This led to the use of
an iterative process in solving the distribution function equa-
tions for the case of the chi-square and skewed normal distri-





n " £1V_* (55)
f(rn )
For large values of Y, corresponding to cumulative probabilities
of 0.90 or more, the ratio of the function to its derivative was
great enough to cause an exponential overflow in the Fortran
processor and thus this technique could not be used in this
experiment.
EXPLANATION OP PLATE V
Pig. 12. Exponential regression functions used in
the experiment.
Pig. 13. Chi-square regression functions used in
the experiment.
Pig. 14. Skewed normal regression functions used
in the experiment.
PLATE V


















EXPLANATION OP PLATE VI
Pig. 15» Normal regression functions with
variance equal to 1
•
Pig. 16. Normal regression functions with
variance equal to 2.
Pig. 17* Normal regression functions with





^Y = A Q + 2X
1 -
1 Y = A„
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The Bolzano iterative technique was also attempted. This
method is typical of the straight-line interpolation techniques
and it has the form
Y = _j3_j£i±-2Li£«i_ (56)
where c< and fb are points on either side of the solution and
where £„^ and £a are the errors associated with these points.
The next value for oC or y3 in ^ 1<ie process is y depending upon
the sign of the error resulting from the previous iteration.
This routine did work, however, it was inefficient and was
rejected since, as Y increased, the time required for the iter-
ative process also increased to an excessive degree.
The method finally used was actually the simplest one avail-
able; this is Horner's method, commonly called the interval-
halving technique. Horner's method provided a relatively rapid
solution to the equations and the time required was roughly con-
stant for any value of Y (25 seconds for the chi-square distri-
bution and 45 seconds for the skewed normal distribution func-
tion). The process provided an error of absolute value less than
0.00001 between the generated uniform variate and the one com-
puted by substituting successive values of Y. This precision
is required because of the general shape of the gamma distri-
bution function as shown in Pig. 18 below. In the range 10 to
infinity, a very small error in Z will result in a very large
error in Y. The time increase in the Bolzano iterative process
was also due to the small slope of this curve above Y = 10.
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?(y) = z
Pig. 18. General shape of the gamma distribution
function.
The Experiment
A total of 1,800 points were generated in the experiment.
Twenty points were generated about each of the regression func-
tions shown in Plates V and VI; these were based on twenty values
of the independent variable X. The sample size is arbitrary and
was selected so as to give a degree of freedom large enough to
provide fairly sensitive tests. The procedure was repeated five
times for each regression function, using the same set of inde-
pendent variables, resulting in a sample of 100 points about
each of the eighteen regression functions. Three different sets
of independent variables were used with one set being used for
all positively sloped regressions, with another being used for
all horizontal regression functions, and with the third being
used for all negatively sloped regression functions. These X
values were selected from Snedecor's (20) table of random
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numbers and these are listed in Table 1 • In this way, 90 sets of
paired (X,Y) data were obtained, since each regression had five
sets of data. These sets are found in the computer output of the
appendix (pp. 83-124). Each set of data was used to compute
estimates of the regression coefficients based upon the normal
equations—equations (12) and (13) on p. 10. These estimates are
found in the appendix (pp. 83-124) and are also tabulated in
Table 2 as part of the results (p. 47). The five sets of data
for each regression function were combined to make an overall
estimate of the regression coefficients; these results are also
found in the computer output of the appendix (pp. 125-161) and in
Table 3 as part of the results (p. 52).
Test of Hypothesis









with n-2 degrees of freedom, for:
A
1
t = (A, - k
} )^J^2 (58)
with n-2 degrees of freedom, where





















X4 83.5 64.2 14.4
S 59.1 70.5 30.0
H 11.4 84.0 73.3
x7 53.0 46.7 99.2








X 12 93.6 46.6 57.4
X 13 31.8 74.3 30.9








17 86.5 66.4 57.5
X 18 54.4 85.5 67.6
X
19 63.4 15.2 1 .0




*\ = /i=T (x i " x) (60)
n
and where A Q and A\ are the estimates of the regression coeffi-
cients A and A. respectively. The sample size n of each set was
20, but the combined sample size of five sets was 100. Thus, the
t-statistics of this experiment had 18 degrees of freedom for
each individual sample and 98 degrees of freedom for the combined
sample.
The hypotheses tested were for A
V AQ = A
H, : t Q 4 A
and for A.
V s i = A i
H, : £, i a
1
.
Thus two-tailed tests were used at the 0.10, 0.05, and 0.01
levels of significance. The resulting statistics are found in
the computer output of the appendix (pp. 83-161) and in Tables 2
and 3 as part of the results (pp. 47-52). The Fortran programs
for generating the samples, computing the estimates of the
regression coefficients, and computing the t-statistics for these
estimates are found in the appendix. The programs for individual
samples are on pp. 69-76 and the program for the combined samples
is on p. 77.
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RESULTS
The resulting estimates of A and A- based upon samples from
the gamma distributions and the corresponding parameters are pre-
sented in the first part of Table 2. The computed t-statistics
are also shown in this table. Each estimate is based upon a
sample size of 20 and there are 90 estimates in all. The differ-
ences were tested for significance at three levels
—
10%, 5% 9 and
\%* This was done to provide a sensitivity analysis since addi-
tional information can be obtained by knowing at what level sig-
nificant variation occurs. This would not be apparent if a
single level of significance was used. The corresponding crit-
ical values for the t-statistic with 18 degrees of freedom are
1.734, 2.101, and 2,878. These refer to absolute values since
the test being made is a two-tailed test (see previous statement
of hypotheses); therefore, the sign of the computed t-statistic
in Table 2 should be ignored. Inspection of this table will
show that of the 90 estimates only 3 represent significant
variation, and all 3 are at the 0.10 level of significance.
The first of these estimates is the case of the gamma dis-
tribution with oc = 1 and /3 = 1 or the exponential distribution.
The variation is in the estimate made of A for the first set of
points with a positively sloped regression function. The popu-
lation regression function was of the form
T s 1.0 4 2.0(X) (61
)
where A = 1 .0 and A
1
= 2.0, The estimates based upon the normal
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Table 2. Parameters Ao and Ai with corresponding estimates
%o and A*1 and t-statistics t^ and t^« for sam-
ples of size 20.
Distributions A
o *o *lo A 1 *i *A1
exponential 1 .0 0.554 -1 .748* 2.0 2.003 0.791
(positive 1 .0 1.163 0.301 2.0 1.997 -0.311
regression) 1 .0 0.949 -0.105 2.0 2.001 0.203
1 .0 1.315 0.638 2.0 1.993 -0.869
1 .0 1.521 0.795 2.0 1 .998 -0.140
exponential 1 .0 0.514 -1 .424 0.0 0.008 1.416
(horizontal 1 .0 1.338 0.635 0.0 -0.003 -0.427
regression) 1 .0 0.843 -0.333 0.0 0.003 0.413
1 .0 0.828 -0.364 0.0 0.002 0.333
1 .0 1.307 0.606 0.0 -0.005 -0.548
exponential 1 .0 1.383 0.909 -2.0 -2.007 -0.961
(negative 1 .0 1.037 0.099 -2.0 -2.002 -0.375
regression) 1 .0 0.894 -0.289 -2.0 -2.000+ -0.01
1
1 .0 0.778 -0.711 -2.0 -1.996 O.665
1 .0 2.119 1.457 -2.0 -2.014 -0.999
chi-square 2.0 1.339 -0.748 2.0 2.012 0.917
(positive 2.0 1 .181 -1 .068 2.0 2.012 1 .054
regression) 2.0 1 .742 -0.304 2.0 2.003 0.229
2.0 1 .458 -1 .110 2.0 2.006 0.808
2.0 1.885 -0.170 2.0 2.000+ 0.057
chi-square 2.0 1.998 -0.003 0.0 -0.007 -1 .115
(horizontal 2.0 2.745 1 .216 0.0 -0.016 -1 .421
regression) 2.0 1.388 -1.126 0.0 0.014 1 .472
2.0 2.552 0.850 0.0 -0.010 -0.862
2.0 3.324 1.933* 0.0 -0.014 -1 .147
chi-square 2.0 2.234 0.439 -2.0 -2.006 -0.686
(negative 2.0 2.540 0.756 -2.0 -2.007 -0.554
regression 2.0 1.495 -1 .102 -2.0 -1 .986 1 .534
2.0 2.730 1 .101 -2.0 -2.018 -1 .475
2.0 2.303 0.420 -2.0 -1 .999 0.015
skewed normal 4.0 2.961 -0.813 2.0 2.018 0.932
(positive 4.0 2.791 -1.113 2.0 2.018 1 .098
regression) 4.0 3.341 -0.908 2.0 2.008 0.703
4.0 3.362 -0.138 2.0 2.000+ 0.038
4.0 2.966 -1.573 2.0 2.010 1 .050






o *A *1 *i *A,
skevred normal 4.0 3.804 -0.193 0.0 0.01 1 0.590
(horizontal 4.0 5.367 1 .453 0.0 -0.028 -1 .645
regression) 4.0 4.421 0.506 0.0 0.003 -0.239
4.0 4.826 1 .132 0.0 -0.020 -1 .497
4.0 3.902 -0.096 0.0 0.009 0.484
skewed normal 4.0 5.083 1 .623 -2.0 -2.021 -1 .648
(negative 4.0 2.922 -1 .046 -2.0 -2.012 -0.633
regression) 4.0 3.100 -0.988 -2.0 -2.024 -1.433
4.0 2.379 -1.495 -2.0 -1.999 0.045
4.0 5.546 1.416 -2.0 -2.016 -0.800
normal 1 .0 0.889 -0.218 2.0 1 .998 -0.171
variance = 1 1 .0 0.499 -0.905 2.0 1.999 -0.081
(positive 1 .0 0.880 -0.214 2.0 2.004 0.528
regression) 1 .0 1 .139 0.331 2.0 1.999 -0.058
1 .0 1 .154 0.525 2.0 1.996 -0.706
normal 1 .0 1.237 0.484 0.0 -0.002 -0.245
variance = 1 1 .0 0.900 -0.214 0.0 0.007 0.888
(horizontal 1 .0 1 .183 0.489 0.0 -0.004 -0.593
regression) 1 .0 0.823 -0.441 0.0 0.000+ 0.114
1 .0 1.039 0.098 0.0 -0.004 -0.661
normal 1 .0 0.977 -0.051 -2.0 -2.004 -0.488
variance = 1 1 .0 0.719 -0.673 -2.0 -1 .994 0.643
(negative 1 .0 1.573 1 .338 -2.0 -2.004 -0.563
regression) 1 .0 0.505 -0.861 -2.0 -1.994 0.511
1 .0 1 .256 0.794 -2.0 -1 .995 0.724
normal 2.0 1 .322 -0.582 2.0 2.013 0.710
variance = 2 2.0 1 .728 -0.268 2.0 2.008 0.504
(positive 2.0 3.242 1 .048 2.0 1.983 -0.905
regression) 2.0 0.981 -0.930 2.0 2.017 1 .032
2.0 0.655 -1 .225 2.0 2.011 0.652
normal 2.0 3.336 1 .406 0.0 -0.025 -1 .442
variance = 2 2.0 2.295 0.290^ 0.0 -0.015 -0.819
(horizontal 2.0 3.373 1 .796* 0.0 -0.024 -1 .702
regression) 2.0 2.824 1 .066 0.0 -0.020
-1.399
2.0 2.565 0.545 0.0 -0.001 -0.078









normal 2.0 2.071 0.091 -2.0 -2.000+ -0.024
variance = 2 2.0 1 .046 -1 .222 -2.0 -1 .979 1 .383
(negative 2.0 1.438 -0.621 -2.0 -2.001 -0.111
regression) 2.0 0.897 -1 .452 -2.0 -1 .984 1 .061
2.0 1.955 -0.051 -2.0 -2.008 -0.488
normal 4.0 3.026 -0.701 2.0 2.001 0.051
variance = 4 4.0 4.326 0.140 2.0 2.003 0.095
(positive 4.0 1.745 -0.710 2.0 2.037 0.742
regression) 4.0 4.080 0.029 2.0 1.987 -0.291
4.0 5.334 0.711 2.0 1.969 -1 .044
normal 4.0 4.343 0.182 0.0 -0.010 -0.290
variance = 4 4.0 2.807 -0.686 0.0 0.032 1 .011
(horizontal 4.0 5.876 1 .206 0.0 -0.021 -0.757
regression) 4.0 2.683 -1 .007 0.0 -0.011 -0.482
4.0 5.516 0.771 0.0 -0.038 -1.055
normal 4.0 3.833 -0.108 -2.0 -1 .981 0.626
variance = 4 4.0 2.509 -0.825 -2.0 -1.951 1 .408
(negative 4.0 3.790 -0.145 -2.0 -2.012 -0.437
regression) 4.0 3.691 -0.170 -2.0 -1 .981 0.537
4.0 5.763 1 .151 -2.0 -2.023 -0.791
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equations were A Q = 0.554- and A.. = 2.003. The corresponding t-
statistics were t* = -1 .74-8, which is barely significant at the
10# level, the critical value being 1.734, and t^. = 0.791, which
is not significant.
The second significant variation was found in the case of
the gamma distribution with <*c = 2 and jd = 1 or the chi-square
distribution. It occurred in the fifth set of sample points for
the horizontal regression function. The population regression
function was of the form
Y = 2.0 + 0.0(X) (62)
where k Q = 2.0 and A. = 0.0. The normal equations yielded estl-
mates of AQ = 3.324 and A, = -0.014. The corresponding computed
t-statistics were t, = 1.933 and t. = -1.147. The statistic
was again significant only for the estimate of A at the 0.10
level since t. = 1.933 is greater than tQ 1Q .q = 1.734. In
this case the difference is less equivocal since the critical
region is clearly violated.
The final instance of a significant difference is found in
the normal distribution which served as an experimental control.
The variation occurred in the case of the normal distribution
with variance equal to 2.0; the third set of sample points about
the horizontal regression function contains the deviation. The
parameters of the regression were
Y = 2.0 + 0.0(X) (63)
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where A =2.0 and A. = 0.0. The estimates of these parameters
were A = 3.373 and A. = -0.024. The respective computed t-
statistics were tA = 1.796 and t. = -1.702. Again only the
estimate of A can be Judged significantly different at the 10$
level, since tA s 1-796 is greater than tQ 1Q jg = 1.734. Again
the margin for significance is only a slight one.
Table 3 presents estimates of A and A. and their corre-
sponding t-statistics based upon a combination of the five sets
of sample data for each regression function. There are, there-
fore, eighteen such sets of estimates, each one of which is based
upon a sample size of 100. The t-statistics have n-2 or 98
degrees of freedom. The larger sample size makes these tests
much more sensitive, and thus would better substantiate the con-
clusions made concerning non-normal regression. Again three
levels of confidence were used in determining significant dif-
ferences— 10$, 5% t and 1$. The critical values are absolute
values and are respectively 1.661, 1.982, and 2.625.
An examination of Table 3 will reveal that no significant
differences exist at the specified levels of confidence.
It may be noticed in Tables 2 and 3 that in certain cases
there appears to be no discrepancy between the estimate of a
parameter and the actual value of the parameter, and yet there
is a non-zero computed t-statistic. This is explained by the
fact that the output format of the computer program was limited
to three decimal places and that some of the decimal positions
beyond the third one were non-zero. Consequently, a plus sign
has been added to those estimates to indicate this fact. An
52
Table 3. Parameters^
of "ftp and A-|
combined sam
and A^ with corresponding estimates
and t-statistics t^ and t» for
pies of size 100. ° '




















































































































example of this is A. = 2.000 which has been written as A. =
2.000+. The correctness of this supposition is supported by the
very small computed t-statistics which occur in all of the cases.
For the example cited the statistic was t^ = -0.067.
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DISCUSSION
The three cases of significant variation in the 90 individ-
ual samples can be credibly explained. This deviation in the
estimates of the regression coefficient AQ occurred for the expo-
nential distribution with a positive regression, the chi-square
with a horizontal regression, and the normal distribution with a
horizontal regression. The computed t-statistics were respec-
tively 1 .748, 1 .933, and 1 .796 which are significant only at the
90t level of confidence. The critical value tQ 1Q «o = 1.734 is
very close to each of these statistics. This variation can be
explained from the point of view of the significance level
<X = 0.10. This level stipulates that \0% of the time the null
hypothesis H : A Q = A will be rejected when it is actually
true or that the probability of a Type I error is 0.10. This
view is substantiated by the fact that of the 90 individual
samples only the three mentioned above resulted in rejection of
the null hypothesis; whereas, with c< = 0.10, one could reason-
ably expect to reject the null hypothesis based upon 9 (0.10 X
90) of these samples before concluding that a cause other than
the possibility of a Type I error was at work.
Furthermore, the combination of these individual sample sets
in groups of five so as to make an overall sample size of 100
yielded estimates of the regression coefficients which did not
vary significantly. It should be noted that these larger sample
sets included the individual sets which had resulted in the
significant variation of the estimates from the true parameters.
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Since the greater sample size provides a much more sensitive
test, these latter results are more conclusive than the sta-
tistics based upon the smaller sample size. This condition also
attests to the possibility of the above-mentioned Type I error,
since in the case of the combined samples one would expect to
reject a true null hypothesis on the basis of two such samples
for 0<= 0.10 (0.10 X 18 = 1 .8 tt 2).
Since the exponential distribution is the most skewed of the
non-normal distributions, it would be expected to cause signifi-
cant variation in estimating parameters based on a normal dis-
tribution if any variation were encountered at all. Therefore,
if variation can be reasonably explained in the case of the expo-
nential distribution, it can certainly be explained in the case
of the less skewed distributions.
This theory meets with one objection, however; although no
formal analysis was made, the deviation of estimated values from
actual values and the resulting t-statistics seem to be inde-
pendent of the distribution used or the type of regression func-
tion assumed
—
positively, zero, or negatively sloped. The only
exception to this is that in both Tables 2 and 3 the less skewed
chi-square and skewed normal distribution have generally resulted
in larger t-statistics than the more skewed exponential distri-
bution. This of course is due to larger discrepancies between
the estimated parameters and the true parameters. On the surface
this appears to be a contradiction; however, one should recall
Pig. 18 and. the discussion relating to it. These two distribu-
tions had distribution functions which could not be solved
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explicitly for the dependent variable y. An iterative technique
was used and although an accuracy of 0.00001 was provided in the
probability of y, i.e., P(y), such a discrepancy may result in a
greater error for large values of y. This may well have been a
factor in the association of larger t-statlstics with these dis-
tributions.
One other trend which should be noted in Tables 2 and 3 is
that the estimates of the regression slope A-j were usually closer
Ai
ito the true parameters than were the A ' s to the corresponding
A 's. In turn the statistic t, was generally smaller than the
corresponding t A . This should be expected, from the manner in
o
which the sample was taken. The distributions had constant slope
throughout the range of X, and the sample would be expected to
vary as the slope varied with X. Nor should the statistic t^ be
as sensitive to variation as the statistic t^. is, since AQ is a
point estimate and A., is an estimate of the slope. An example of
this is A =3.184 and A = 4.000 with |t A I =h .636! and i\ =
I &0 I I I 1
2.011 and A
1
= 2.000 with tA = 1.619. A small error in esti-
mating A. results in the same size t-statistic as does a much
larger error made in estimating A .
Another noteworthy aspect of the results found in the appen-
dix (pp. 83-161) is that for the various gamma regressions with
negative slopes a negative dependent variable Y was generated.
Since the range of the gamma distribution is from to oO , this
appears to be an inconsistency. This occurred because the values




The principle conclusion of this study is that the regres-
sion function of Model I which is computed from data assumed to
be normally distributed is a satisfactory representation of the
true regression function when the data is in fact from a non-
normal distribution. The hypotheses
HQ : A (non-normal) = A (normal)
and
HQ : A 1 (non-normal) = Abnormal)
cannot be rejected on the evidence this study presents. This
conclusion applies to the case of simple linear regression with
a dependent variable distributed according to the gamma distribu-
tion. This conclusion is made at the 0.10, 0.05, and 0.01 levels
of significance.
Caution should be used in extending this conclusion to other
regression functions, other non-normal distributions, or to Model
II of regression analysis. It should be remembered that Gumbel's
(9) study, which was cited in the literature survey, indicated a
striking difference between the regression equations of Model II
for conditions of normally distributed and non-normally distrib-
uted dependent variables (p. 19). Consequently, it is strongly
recommended that similar studies be made for the cases of non-
linear and multiple regression functions. In addition Model II
should be considered for these cases and for the simple linear
case. Gumbel's concluding remarks bear out this approach.
The fact that many of the properties of the bivariate
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normal distributions do not hold here may serve as
a -warning against the indiscriminate use of normal
correlation and regression analysis; prior inves-
tigation of the nature of the bivariate distribu-
tions is necessary,^
^E. J. Gumbel, "Bivariate Exponential Distributions",




The author wishes to acknowledge the aid of faculty and
staff members of the Department of Industrial Engineering and
the Department of Statistics in the development of this thesis.
He is particularly indebted to his major professor, Dr. Frank A.
Tillman, who provided initial inspiration and continual guidance
on the thesis, and whose advice on this and numerous other topics
has been invaluable. Acknowledgment is also due the examining
committee, Dr. H. 0. Fryer, Dr. S. k. Konz, and Dr. G. F.




1. Bartlett, M. S. "The Effect of Non-Normality on the t-
distribution." Proceedings of the Cambridge Philosophic
Society . 31:223-231. 1935.
2. Box, G. E. R., and G. S. 'fatson. "Robustness to Non-
Normality of Regression Tests." Biometrlka , 49 (June
1962), 93-106.
3. Brown, R. G. Statistical Forecasting for Inventory Control .
New York: McGraw-Hill Book Company, 1959.
4. Chernoff, H. "Optimal Accelerated Life Design for Estima-
tion." Technometrlcs , 4 (August 1962), 381-408.
5. . "Locally Optimal Designs for Estimating
Parameters." Annals of Mathematical Statistics , 24
(December 1953), 586-£02.
6. Durbin, J. "Estimation of Parameters in Time-series
Regression Models." Journal of the Royal Statistical
Society , Series B, 22 (1960), 139-153.
7. Elfving, G. "Optimal Allocation in Linear Regression
Theory." Annals of Mathematical Statistics , 23 (June
1952), 255-262.
8. Freund, J. E. Mathematical Statistics . Englewood Cliffs:
Prentice-Hall, 1962.
9. Gumbel, E. J. "Bivariate Exponential Distributions."
Journal of the American Statistical Association , 55
(December 19o0), 698-707.
10. Hogg, R. V., and A.. T. Craig. Introduction to Mathematical
Statistics . New York: Macmillan Company, 1965.
11. Jorgenson, D. '.vT . "Multiple Regression Analysis of a Poisson
Process." Journal of the American Statistical
Association, 56 (June 19^1 ), 235-245.
12. Kendall, M. G., and E. Bablngton-Smith. "Randomness and
Random Sampling Numbers." Journal of the Royal
Statistical Society , 101 (1938), 147-16"o7
13. Lehmer, D. H. Mathematical Methods in Large -scale Computing
Units . Cambridge: Harvard University Press, 1951.
14. Lindqulst, E. F. Design and Analysis of Experiment s in
Psychology and Education . Boston: Houghton MiffTin
Company, 1956.
61
15. Lipton, S., and C. McGilchrist. "Maximum Likelihood Esti-
mators of Parameters in Double Exponential Regression."
Biometrics , 19 (March 1963), 144-151.
16. Marsaglia, G. "Expressing a Random Variable in Terms of
Uniform Random Variables." Annals of Mathematical
Statistics
, 32 (September 1961 ), d^OW.
17. Mood, A. M. Introduction to the Theory of Statistics .
New York: McGraw-Hill Book Company, 1950.
18. Norton, D. If. An Empirical Investigation of Some Effects of
Non-Normality and Heterogenity on the
^
F-Dis tribution .
Unpublished Ph. D. thesis in Education, State University
of Iowa, 1952.
19. Richards, P. S. G. "A Method of Maximum Likelihood Esti-
mators." Journal of the Royal Statistical Society
,
Series B, 23 (196177 ^^9-47 6
.
20. Snedecor, G. W. Statistical Methods . Ames: Iowa State
University Press, 1956.
21. Stevens, *f. L. "Asymptotic Regression." Biometrics , 7
(September 1951), 247-267.
22. Taussky, 0., and J. Todd. "Generation and Testing of
Pseudo-Random Numbers." Symposium on Monte Carlo
Methods . New York: John Wiley & Sons, 1956, 15-27.
23. Villars, D. S. "A Significance Test and Estimation in the
Case of Exponential Regression." Annals of Mathematical
Statistics, 18 (December 1947), 596-600.
APPENDIX
62
Integration by Parts of Distribution Functions
f(y|jc) = (y - Aix)* " -(y - Ajx)/^
aw**
»(y|x) = ^ li^ijic)
01- 1
e
-(y - a,x)//j dy
?(7|X) =
^T 2,x (y - ^^ e "^ " AlX^ dy (1)
The algorithm of integration by parts states:
u.dv = u.v - v.du
therefore f or<* =1 ,/3= 1 ( exponential distribution function )




u s (y - A^)*" 1 du = (oc- 1) (y - A,*)*"2 dy
v = -/3e ~ {y " A 1 x)^ dv = e "(y " A 1 x )//3dy
therefore




^jl x (y " A 1 X) ~2 e " (7 " AlX)//3 dJ
,<*-2
e -(y - V )//3 dy . ^ (2)
therefore for<X = 2,/2>= 1 ( chi-square distribution )
F(ylx) = 1 - (y - a iX ) e -(y - A 1 X ) - e
"
( y " A 1 x)
63
from (2)
u = (y - A^)*"2 du = (*-2) (y - Af^"3 dy
v = -/3e -^ " A 1 x )//3 dv = e "Cy - A 1 x )/# dy
therefore
F(yjx) = -(y - A 1X
)^- 1
e -(7 * A 1 x )/^3 oc. ,
C-/3) (y - a i3c)
exp ^- 2) +^3(<y- 2) \ (y - A^?*'5 e "(7 " A 1 x )/tf3
dy!
w [t ^ = ,( y - Al x?*-
1
e "Cy A 1 x V/3 (<*- 1)(y - Ajxf*-2 e
^^"T^
from (3)
exp -(y - Al x)//3 >-D («-2) f (y - A^J*"3 .
/3
C, -2P<*> jA,x
e -(y - Avx)//3 dy
u = (y - A^f-3 du = (<x- 3) (y - ^xf4 "4 dy
v = -/3e -(7 " A i x )//3 dv = e -fa - A 1 x^dy
therefore
P(y|x) = "(y - A 1 X )"" 1 e -fr - A 1 x )//3 _ (ex- l)(y - a.x^"2 e
exp(-(y - Li)//})- toe- 1)(QC- 2)(y - A^f*-3 e
/3«c-3p(oO




exp(cx- 4) e "(y-A 1 x )/fcdy
foro<= 4,^3=1 ( negatively skewed normal distribution )
(3)
64
F(y|x) = 1 - (y -Atx)? e -(y - A^) _ (y - A^) 2 e -(y - Ajx)
6 2
- (y - A 1X ) e -^ " A 1 x) - e -^ - A 1 X >
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** KENDALL* BAB I NGTCN-SM I TH TESTS FCR RANDOMNESS





DO 5 I = l t K
F( I )=0.
CONTINUE
DO 17 J=l ,K
DO 50 1 = 1, K













6 ') F tl >=F( I )+1.0-
IF(C-1. 0)7,7, 21










DC 18 J=1 » K





X22 = T» T / C * X
2
PUNCH 19,X12,X22
19 FORMAT! 14HCH I -SQUARE 1 =F 1 2 . 3 , 3X 14HCHI -SQUARE 2 =F12.3)
DO 31 1=1,
K
PUNCH 30,1 ,F( I
)




PUNCH 32, J, I ,FF( J, I )
66
32 FCRMAT<2HF( I 2
»







































































































































I = l» 14


























^ 1 » 5XF8 »3)
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FORMAT (F6-»1»1XF6*1»1X I 2»1XF&t6-)-







-DO 21 J = 1 » M
DO 4 1 = 1 tN
Z=RNDM( Al
)
I F( SENSE SWM£H 1)50 * 5 2
50 TYPE 51»Z
51 F0RMAT(F10.8)










SUMY = SUMY-t-Y( I )
XY = X< I )*Y( I






A0EST=( SUMX2*SUMY-SUMX*SUMXY ) / ( T*SUMX2-SUM2 X
)
AlE&Ili T*SUMXY-SUMX*SUMY ) / ( T*SUMX2-SUM2X->—
ssx=o.













A1EST*X( I ) )**2
SIGXY=SORTF(SSXY/T )
TA1 = ( (A1EST-A0NE)*SIGX*SQRTF (T-2.) )/SIGXY




FOR MA XI 3HA£Uf-6«a «l X 7HEST~-AO^ F8 . 3»l X3HA 1-F6. 1 *lrX7HES T A1 = F 8. 3)
DC 9 1=1 ,N
PUNCHlu, I ,X( I ) »I »Y( I )
1C FORMAT ( 2 HX( I 2 »2H ) =F6 . 1 3X2HY ( I 2 2H ) =F 12 «^4-
9 CONTINUE
PUNCH UtTAOtTAl












DIMENSION X( 100) ,Y( 100)















210 Y( I ) = (A|_0W+AHIGH)/2.






















XY=X( I )*Y( I
)
SUMXY=SUMXY+XY





AOEST=( SUMX2*SUMY-SUMX*SUMXY ) / ( T*SUMX2-SUM2X
)
A1EST= ( T*SUMXY-SUMX*SUMY)/ ( T*SUMX 2-SUM2X
)
SSX=0.














DC 7 1=1, N
SSXY2=( Y( I )-ACEST-AlEST*X( I ) ) **2
SSXX=SSXY +SS XY2 —
CONTINUE
SIGXY=SORTF(S5XY/T )
XA1=( (AlEST-AONE)*SIGX*SQRTFCT-2. ) )/SIGXY-







-7H E ST AO^F Q «^»-
DO 9 1=1,
N
PUNCHlo,I ,X( I ) ,1 ,Y( I )
FORMAT ( 2HX ( 1 2 , 2H ) =F6 . 1 , 3X244^-I-2-k2-H4^12 . 3 )
CONTINUE
PUNCH 11,TA0,TA1




program for estimating ao and ai






1 FORMAT < F6 r 1-r1 X F 6 . 1 1 XT-2rlXF5.0)






do 21 j = :u m
DO 4 I=1»N
Z=RNDM( Al









210 Y( I ) = (AL0W+AHIGH)/2.
ZCAL=(-1.W Y( I )-AONE*X( I ) ) **3*EXPF ( AONE*X ( I )-Y ( 1)1/ 6 .0 ( Y ( I )—AOHt
1*X ( I ) )**2*EXPF(A0NE*X( I )-Y( I ) ) /2 .0+ ( AONE*X ( I )-Y( I ) ) *EXPF ( AONE*X < I
)




























ACEST= ( SUMX2*SUMY-SUMX*SUMXY ) / ( T*SUMX2~SUM2X
)









































F(T - 2 . ) ) / ( S I
G
X¥*£ORTF4-
ERC .AOEST ACNE .Al EST
0=F6.1»1X7HEST A0 = F8 . 3 1X3HA1 =F6. 1 1X7HEST A1 = F8.3)










program for estimating ao and











DIMENSION X( 100) »Y( 100)
READ l,AZERCtACNE»N»Al
FORMAT (F6.1.1XF6.1 » 1 X I 2 1 XF5 . )
DO 2 I = 1»N
READ 3»X( I
)






















DO 5 1=1 ,N
SUMX=SUMX+X( I )
SUMY=SUMY+Y< I )
XY=X( I )*Y( I
)






















DC 7 1=1. N




TA1=( (AlEST-ACNE)*SIGX»SQRTF(T-2. ) J/SIGXY
TAO=( (A0EST-AZERC)*SIGX*SQRTF(T-2. ) ) / ( S IGXY*SQRTF ( S IGX2+XBAR**2
)
PUNCH a>AZ£RCAOEST.ACNE >A4 EST ———
8 FCRMAT(3HAG=F6.1»1X7HEST A0=F8. 3 » 1X3HA1 =F6 . 1 » 1X7HEST A1=F8.3)
DO 9 1=1,
N
_&UNCHl^tI »X( 1 ) U-^Y ( I )











PROGRAM FOR COMBINED SAMPLE ESTIMATES OF AO AND Al
WITH T-TESTS FOR ALL DISTRIBUTIONS
DIMENSION X< luO) #Y( 100)
READ 1»AZER0»A0NE»N
1 F0RMAT(F6.1»1XF6. 1.1X13)
— DC 2 I = 1 » N





















A0EST=(SUMX2*SUMY-SUMX*SUMXY ) / ( T*SUMX2-SUM2X
)



















TA1 = ( (A1EST-A0NE)*SIGX*SQRTF ( T-2. ) )/SIGXY
TAO=( (A0EST-AZERO)*SIGX*SQRTF(T-2. ) ) / ( S I GXY*SQRTF ( S IGX2+XBAR**2 )
)
PUNCH 8.AZER0.A0EST.A0NE.A1EST
F0RMAT(3HA0=F6.1.1X7HEST A0=F8 . 3 » 1 X3HA1 =F6. 1
.
1X7HEST A1=F8.3)
DO 9 1=1 ,N






6HT(A0)=F1C. 3 »1X6HT (Al )=F10.3)
END
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RFSULTS OF THE KENDALL* BAB I NGTCN-SM I TH TESTS FOR RANDOMNESS



































































































































































F( 10, 3)= 7.0
F( 10. U \ - 5.0
F( 10, 5) = 5.0
F( 10, 6)= 6.0
F ( 10 » 7)= 4.0
F( 10, 8 )= 3.0
F( 10, 9)= 5.0
F { 1 » 1 <"> ) = R *0
500.0
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RFSULTS FOR THE CHI-SQUARE STANDARD NORMAL DISTRIBUTION
G^hMPQf; «P PTT TFCT
-^ .4Q-( -1.00) 1 1 n.n n.nnn
-2«99-(-2.50) 5 5 0.0 0.000
-2 .49-{-2.00) 8 17 81.0 4.764
-1 .99-(-1.50) 35 44 ftl.O l.ft4D
-1.49-(-1.00)
-.99-( -.50)





-.49-( 0.00) 36.0 .187
•01-< .50) 192 192 0.0 0.000
.51-( 1.00) 147 150 9.0 .060
1-m-l 1.50) 103 9? 121.0 1.315
1
2












3.01-( 3.50) 2 1 1.0 1.000
1000. 1002. 11.123
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individual sample estimates of ao and ai with t<ao)













































































































Y( 3 ) =
















































































Y( 11 ) =
Y( 12)=
Y( 13)=







































































































































































































Y( 15 ) =





























INDIVIDUAL SAMPLE ESTIMATES CF A0 AND Al WITH T(AO)
FOR EXPONENTIAL WITH HORIZONTAL REGRESSION
AND T(A1)












































































































































































X ( 11 ) = 19.5 Y ( 1 1 ) = 1.690
X (12) = 46.6 ¥4 12)= -+IZQ-
X(13)= 74.3 Y(13)= .337
X(14) = 7.1 Y(14)= .047
X(15)= 33.3 Y<15)= 2.642
X(16)= 4.2 Y<16)= .838
X(17)= 66.4 Y(17)= .101
X( 18)= 85.5 Y( 1 8)= 3.73 1
X(19)= 15.2 Y(19)= .487
X(20)= 6.3 Y(20)= 1.522
T(A0)= .685 T(A1)= -.427
A0= 1.0 EST A0= .843 Al= 0.0 EST Al= .003
X( 1 )= -66*6. Y( 1) = - 2 . 379-
X( 2)= 19.2 Y( 2)= 3.279
X( 3)= 44.4 Y( 3)= .323
X< 4)= 64.2 Y( 4)= 1.532
X( 5)= 70.5 Y( 5)= .426
X< 6)= 84.0 Y( 6)= .389
X( 7) = 46*3 Y( 7)= .3 2 8
X( 8)= 26.7 Y( 8)= .172
X( 9)= 93.7 Y( 9)= .095
X(4 0) = 4 9 .5 ¥4 10)= 1*347-
X{11)= 19.5 Y(ll)= 1.234
X(12)= 46.6 Y(12)= .194
X4 43-^= 34*3 Y(13)= 3.191
X(14)= 7.1 Y(14)= 1.862
X(15) = 33.3 Y(15>= .202
X ( 16 M= 4*2 Y<16)= .110
X(17)= 66.4 Y(17)= 2.231
X(18)= 85.5 Y(18)= .644
X ( 194^= t5-*2 Y(19)~ .224
X(20)= 6.3 Y(20)= .048
T(A0)= -.333 T(A1)= .413
A0= l.C EST AC= .828 Al = 0.C EST Al= .002
X( 1)= 66.6 Y( 1)= .750
X ( 2 ) 1-9*2 Y( 2)= 1.054
X{ 3)= 44.4 Y( 3)= 1.255
X( 4)= 64.2 Y{ 4)= .061
X( 4VM= 7XU5 ^4 5)= 1.837
X( 6)= 84.0 Y( 6)= .026
X( 7)= 46.7 Y( 7)= .330
X( 8) = 2-6*3 Y( 8)~ ^2*£06 —
X( 9)= 93.7 Y( 9)= .437
X(10)= 49.5 Y(10)= 1.736
X { 1 1 ) = 1.9-*5 V ( 1 1 ) -- —.426
X(12)= 46.6 Y(12)= .361
X(13)= 74.3 Y(13)= 1.875
X(1 4 ) = 7*4 Y(1 4 ) -- .24-0—
X(15)= 33.3 Y(15)= .006
X(16)= 4.2 Y(16)= .089



































INDIVIDUAL SAMPLE ESTIMATES CE AO AND Al WITH T(AO) AND T(A1)

























































































X ( 204= 9 0.9 ¥4-204^-













































































EST A0= .894 Al= -2.0 EST
27 . 3 Y( 1) = -53^385
X( 2)= 66.4 Y( 2)= -132.420
X( 3)= 22.7 Y( 3)= -42.966











X( 8 ) =

























































A0= 1.0 EST A0=
X( 1 )= 27.3 Y( 1)=


























711 T(A1)= .66 5
1)= 27.3 Y( 1)= -51.937
2)= 66.4 Y( 2)= _—^32.480
3)= 22.7 Y( 3)= -42.716
4)= 14.4 Y( 4)= -28.118
5)= 3-U^Q— . Y ( 5 ) - -52.870
6)= 73.3 Y( 6)= -146.519
7)= 99.2 Y( 7)= -197.793
8)= 11.0 Y( 8-)-=— -18.761
9)= 50.3 Y( 9)= -100.012
10)= 28.0 Y(10)= -55.925
11)= 73.4 Y(ll}» -144.747
12)= 57.4 Y(12)= -114.016
13)= 3u.9 Y(13)= -61.211
14)= 30.5 Y(14)= -60.074
15)= 19.2 Y(15)= -37.570
16)= 48.6 Y(16)= -93.450
17)= 57 . 5 Y(17)= _«114.938
18)= 67.6 Y(18)= -133.252
19)= 1.0 Y(19)= -1.967
20)= 90.9 Y(20)= -181.632
A0 )= 1.457 T( Al )= -.999
individual sample estimates cf ao and ai with t(aoj and tiad
for chi-square with positive regression
A0=
—i>,0 F^T Ao = 1 * "* '* v
X( 1 ) = 9 5.0 Y( 1) =
X( 2 ) = 68.8 Y( 2) =
X( 3 ) = 86.2 Y( 3) =



















109.0327) = 53.0 7)
y r R 1 = 13.0 Y( 67.PQ7
X( 9)= 20.8
X(10)= 4.2




























































cA ( X 5
X ( 2 8
Y I •a \ - RA.9 V f ^ \ - Q
X( 4)= 83.5 Y( 4)= 168.915
X( 5)= 59.1 Y( 5)= 119.783




/ ) = 3J|U TV ( I ~
8 ) = 33.0 Y( 8)= 66
&A
.70 1











































L9 ) = 127-^0 1
)n»- 147 .1Q 7
T l
T I *_ v / • IV /
_i . OAR TU1 1- i .
A0= 2.0 EST A0= 1.742 Al= 2.0 EST Al=
vi n- Q^_n vi n- io-a.n-2-5
2.003




























































11 )= 83.9 Y( 11 ) =
12)= 9 3.6 Y(12)=
13 )= 31.8 Y( 13)=
14)= 55.3 Y(14)=
15 )= 43.3 Y( 15 ) =
16)= 46.4 Y(16)=
17)= 86.5 Y(17)=
18)= 5-4*4 _W18) =
19)= 63.4 Y(19)=
20)= 72.3 Y(20)=
















































































































































































































XMHIV-JDJJAL SAMPLE ESXIMAXESl CF AO AN0-A1 wI TH T 1AQ4-




























































































































X( 1 ) =
X( 2 ) =
X{ 3) =
X( 4) =






































X(104-=- 49.5 Y( 10 y=
X( 11 ) =
X( 12 ) =










































A0= 2.0 EST A0= 3.324 Al=
X( 1)= 66.6 Y( 1)= 2.552
X( 2 )= 19.2 Y( 2)= 6.516
EST Al= .014
94
3)= 44.4 Y( 3)= 1.115
4)= 64.2 Y I 4)= 4. 787
5)= 70.5 Y( 5)= 1.571
6)= 84.0 Y( 6)= 3.630
XI = 46*1 Y( 7 ) = ^2*16i
8)= 26.7 Y( 8)= 5.501
9)= 93.7 Y( 9)= 2.116
X ( 10Jl= 49.5 Y(10)= - 2 . 333
X(ll)= 19.5 Y(ll)= 3.130
X(12)= 46.6 Y<12)= 1.351
X(13)= 74.3 -Y(13)= 1.315
X<14)= 7.1 Y(14)= 2.602
X(15)= 33.3 Y(15)= .928
y ( 16)= 4.2 Y (16 ) = - 4 . 51 2^
17)= 66.4 Y(17)= 2.911
18)= 85.5 Y(18)= .911
JL9) = 15.2 Y(19)= 1.354
20)= 6.3 Y(20)= 1.719
A0)= 1.933 T(A1)= -1.147
mm VI DUAL—SAMPLE ESTIMATES ^F AO AND Al WITH T(A0) AND ^+A±+
FOR CHI-SQUARE WITH NEGATIVE REGRESSION
A0= 2.0 EST A0= 2.234 Al= -2.0 EST Al= -2.006
1)= 27.3 Y( 1)= -51.673
2 )= 66 . 4 Y( 2) = -131 . 980
3)= 22.7 Y( 3)= -41.463
4)= 14.4 Y( 4)= -28.073






- 1 46 .3^7
Y(12)= -112.235
Y(13)= -57.033
Y(1 4 )= -^^^245
Y(15)= -36.432
Y(16)= -95.382





2.5 4 Al= 2.0 EST^Al^ 2 . 00 7
27.3 Y( 1)= -53.833
66.4 Y( 2)= -130.134






















































































































































= 57 . 'i
= 30.9
= 30.5













































































































































































































































individual samp4e—estima t es cf ao - a nd ai with t(AO) an d hA44
for skewed normal with positive regression
A0= 4.0 EST A0= 2.961
X( 1 )= 95.0 Y( 1)=















X( 10 ) =







































X( 12 ) =
X< 13) =
Y( 12 ) =
Y( 13)=
Y( 14)=

































































19)= 63.4 Y(19)= 129,171
20)= 72.3 Y(2Q) ^— 169* 253 -
A0) = -.908 T(A1)= .703
= 4 .0 EST AQs_ 3.862 Al= 2.0 EST Al^=— 2.0W
1)= 95.0 Y( 1)= 192.488
2)= 68.8 Y( 2)= 138.323
3)= &6*2 Y( 3)- 1 78 . 70 8
4)= 83.5 Y( 4)= 168.023
5)= 59.1 Y( 5)= 123.893
6)= 11.4— Y( 6)= 26.180
7)= 53.0 Y( 7)= 110.211
8)= 33.0 Y( 8)= 71.698
_94^= ga+3 Y ( 9 ) = 44,5^9
10)= 4.2 Y(10)= 10.379
11)= 83.9 Y(ll)= 172.394
124-=-- 9 3.6 Y(12)= 191.685
13)= 31.8 Y(13)= 71.909
14)= 55.3 Y(14)= 114.074
45-M= 4^3 Y(15)~ 90.062
16)= 46.4 Y(16)= 95.386
17)= 86.5 Y(17)= 178.271
±g+= 54^4 Y < 1 8 >
-
—Hr2,86 3
19)= 63.4 Y(19)= 130.251
20)= 72.3 Y(20)= 148.426
A0-M=— — .138 T(A1) ~ -*-©3«
4.0 EST AO= 2.966 Al= 2.0 EST Al= 2.010
1 )= 95 .0 Y( 1) = 194.699
2)= 68.8 Y( 2)= 141.405
3)= 86.2 Y( 3)= 175.105
^4-)-=—^3^4 Y( 4)= 170,777 -
5)= 59.1 Y( 5)= 122.077
6)= 11.4 Y( 6)= 24.945
-7-M= 5^0 Y( 7)= 110.755
8)= 33.0 Y( 8)= 69.418
9)= 20.8 Y( 9)= 42.708
4£-M= 4*-2 Y( 1 0)^- -1-0.75 3
11)= 83.9 Y(ll)= 171.711
12)= 93.6 Y(12)= 191.820
4-3-M= 3 1 . 8 Y < 1 3 >-=— -48 . 50 8
14)= 55.3 Y(14)= 112.885
15)= 43.3 Y(15)= 92.282
14,+= 44*4 Y(16)- -^7V92^
17)= 86.5 Y(17)= 174.664
18)= 54.4 Y(18)= 112.540
19)=- 63^4 Y< 19) = 131.014
20)= 72.3 Y(20)= 147.646
T( A0)= -1.573 T( Al )= 1.050
INDIVIDUAL ^SAMPLE ESTIMATES CF A0 AND Al WITH T(AO) AND T(A1)
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X( 4) = 64,2 Y( 4)= 6.349
X( 5)= 7-0*5 Y( 5)= 'i .373
X( 6)= 84,0 Y( 6)= 8.681
X( 7)= 46.7 Y( 7)= 4.310
JLt 8 )= 26.7 Y( 8)= 4.615
X( 9)= 93.7 Y( 9)= 5.695
X(10)= 49.5 Y(10)= 3.172
X ( 11 )= U9_._5 Y ( 1 1 ) = 3 . 1
1
-5-
X(12)= 46.6 Y(12)= 4.987
X{13)= 74.3 Y(13)= 2.479
X(14)= 7.1 Y(14)= 7.466
X(15)= 33.3 Y(15)= 5.404
X(16)= 4.2 Y(16)= 2.449
X(17)= 66.4 Y (17~)-=- 3 . 17-7-
X(18)= 85.5 Y(18)= 3.733
X(19)= 15.2 Y(19)= 5.424
X4-20) = 6.3 __YU20)= ^.287
T (A0)= .506 T( Al )= .239
AQ= 4.0 EST AQ - 4. 826 A4-= 0. EST -Aj^= . 020
X( 1)= 66.6 Y< 1)= 6.740
X( 2)= 19.2 Y( 2)= 2.120
X ( 3-4= 44 .4 ¥4—;3-)-=— —2^320
X( 4)= 64.2 Y( 4)= 3.663
X( 5)= 70.5 Y( 5)= 3.730
X( 6) = 84^0 Y( 6)= 1^84^
X( 7)= 46.7 Y( 7)= 4.980
X( 8)= 26.7 Y( 8)= 5.874
X( 9)= 93 . 7 Y( 9) = - 4^60.2
X(10)= 49.5 Y(10)= 4.934
X(ll)= 19.5 Y(ll)= 7.781
X( 12)= 46.6 Y(12)= 5 . 192
X(13)= 74.3 Y(13)= 4.095
X(14)= 7.1 Y(14)= 3.878
X(15) = ZS+3 ¥4454=— 2 . 85 4
X(16)= 4.2 Y(16)= 4.484
X(17)= 66.4 Y(17)= 1.932
X (18) = 85*5 Y( 18) = ^2-*56^
X{19)= 15.2 Y(19)= 2.192
X(20)= 6.3 Y(20)= 5.072
T ( AQ ) = 1.132 T ( A4-4= ^4.4 97
A0= 4.0 EST A0=
.
3.902 Al= 0.0 EST Al= .009
4U-4^M= 66^6 Y( 1)=— 7-*44r4-
X( 2)= 19.2 Y( 2)= 4.902
X( 3)= 44.4 Y( 3)= 5.086
y ( t\ ) ' 64*2 Y
(
4 ) - —1-W22
X( 5)= 70.5 Y( 5)= 2.966
X( 6)= 84.0 Y( 6)= 7.806
X( 7)- 4W? Y( 7)= -4-^-886
X( 8)= 26.7 Y( 8)= 4.257
X( 9)= 93.7 Y( 9)= 5.657
X-4l0> = 49*5 Y(10) = 1.88 3
101
X ( 1 1 ) =
X ( 12) =
X( 13) =
X ( 14) =







































individual sample estimates of ao and ai with t(ao>
fcr skewed normal with negative regression
AND T(A1)






























































































































X(12)= 57.4 Y(12)= -114.367
X(13)= 30.9 y_443-V=— -61*021
X(14)= 30.5 Y(14)= -60.756
X(15) = 19.2 Y(15)= -32.695
X(16)= 48^6 Y( 16)= -95.699
X(17)= 57.5 Y(17)= -114.627
X{18)= 67.6 Y(18)= -127.430
X( 1Q)= L*U Y(19)= -1.-Q02
X<20)= 90.9 Y(20)= -179.033
T(A0)= -1.046 T.<A1) = -.633
An= 4.0 EST A0= 3.100 Al= -2.0 EST Al= -2.024
X( 1)= 27.3 Y( 1)= -53.228
X( 2)= 66.4 Y( 2)~ ^a3^944—
X( 3)= 22.7 Y( 3)= -43.212
X( 4)= 14.4 Y( 4)= -28.518
X( ^4 = 3J1*0— Y( 5)= -56.364
X( 6)= 73.3 Y( 6)= -146.423
X( 7)= 99.2 Y( 7)= -197.631
X( 8)= 11 . Y( 8) = -15 . 947
X( 9)= 50.3 Y( 9)= -99.674
X(10)= 28.0 Y(10)= -52.660
JC4 11 )= 73.4 Y ( 1 1 )^_ —^444. 375
X(12)= 57.4 Y(12)= -113.985
X(13)= 30.9 Y(13)= -58.053
X ( 144-= 3X1^5 Y( I 'i ) ~ -60. 4 22
X(15) = 19.2 Y(15)= -38.314
X(16)= 48.6 Y(16)= -96.853
^(-4JJL^= 5-7^5 Yt 17)= —407.09 3
X(18)= 67.6 Y(18)= -134.793
X(19)= 1.0 Y(19)= 1.743
X (20) = 9W9 Y(20) - —46 0.814
1 (A0)= -.988 T( Al)= -1.433
_A4P= 4. EST AO^ 2-37^ Al = —2^0^ ST Al= -1^99^
X( 1)= 27.3 Y( 1)= -53.820
X( 2)= 66.4 Y( 2)= -131.742
X( 3)- 2-2+J Y ( 3 ) -- —A3^52 9
X( 4)= 14.4 Y( 4)= -27.663
X( 5)= 30.0 Y( 5)= -59.417
X( 6)= 7-3^3 ¥-4 6)= — 144.062—
X( 7)= 99.2 Y( 7)= -196.838
X( 8>= 11.0 Y( 8)= -19.983
X( 9)= 5Xl^ Y( 9)~ —90^526
X(10)= 28.0 Y(10)= -54.152
X(ll)= 73.4 Y(ll)= -142.233
* < 1 2 ) = 5 1+4 Y (12) ~ —412 .7 8 2
X(13)= 30.9 Y(13)= -57.543
X(14)= 30.5 Y(14)= -59.849
4(4454-= 1-9^-2 Y (15)~ -32^.301
X(16)= 48.6 Y(16)= -96.647








19)= 1.0 Y(19)= -1,293
20)= 9o.9 Y(20)= -181.536—
A0)= -1.495 T(A1)= .045
4.0 EST AC= 5.546 Al= -2.0 EST Al= -2.016
1)= 27.3 Y( 1)= -50.503
2)= 66.4 Y( 2)= -128.120
_34= 22+1— Y{ 3-4^=~ -34.550
4)= 14.4 Y( 4)= -24.318
5)= 30.0 Y( 5)= -53.537
6)= 73.3 Y( 6)= -141.918
7)= 99.2 Y( 7)= -192.124
8)= 11.0 Y( 8)= -18.569
9)= 50.3 Y( 9)^- --9-3. 098
10)= 28.0 Y(10)= -53.813
11)= 73.4 Y(ll)= -140.365
12)= 57.4 Y(12)= —-111.926
13)= 30.9 Y(13)= -59.254
14)= 30.5 Y(14)= -59.601
15)= 19.2 Y(15)~ -29.939
16)= 48.6 Y(16)= -94.397
17)= 57.5 Y(17)= -111.607
18)= 67.6 Yll8)s^ -132.129
19)= 1.0 Y(19)= 5.680
20)= 90.9 Y(20)= -179.190
A0)= 1 .4 16 T(A1)^ -.800
INDIVIDUAL SAMPLE ESTIMATES OF AO AND Al WITH T(AO) AND T(A1)
FOR NORMAL (VARIANCE=1) WITH POSITIVE REGRESSION
A0= 1.0 EST A0= .889 Al= 2.0 EST Al= 1.998
1)= 95.0 Y( 1)= 189.609
2)= 68.8 Y( 2)= 138.052
-3-)-= 86^2 Y ( 3 ) -- 171.730
4)= 83.5 Y( 4)= 168.083
5)= 59.1 Y( 5)= 119.751
6)= 11.4 Y( 6)= 23.375
7)= 53.0 Y( 7)= 106.993
8)= 33.0 Y( 8)= 68.647
-94= 20.8 Y( 9)= 42.976
10)= 4.2 Y(10)= 8.421
11)= 83.9 Y(ll)= 168.220
12)= 93.6 Y(12)= 187.615
13)= 31.8 Y(13)= 63.444
14)= 55.3 Y(14)= 111.150
15)= 43.3 Y(15)= 86.970
16)= 46.4 Y(16)= 93.945
17)= 86.5 Y(17)= 175.716
18)= 54.4 Y(18)= 108.722
104
X(19)= 63.4 Y(19)= 128.403
-X(20)= 7 2 .3 Y(2 Q )= 1 4 6 .199























































Y( 1 ) =
Y( 2) =
Y( '3-1 =
























































































Y( 4 ) =
.880









- X( 1 31= 31 .8 Y<13) =
X ( 14)= 55.3 Y( 14)=
X( 15)= 43.3 Y( 15)=
X( 16)= 44^4 Y(16) =
X(17)= 86.5 Y(17)=
X( 18 )= 54.4 Y( 18) =
X ( 1 9 ) = 63 .4 Y ( 1 9 ) =
X(20)= 72.3 Y(20)=
























An = 1.0 EST A0= 1,
X( 1 )= 95.0 Y( 1)=



































individual sample estimates of ao and al with t(ao)
for normal (variance=d with horizontal regression
AND T(A1)
A0 = l.C EST AQ = 1.237 Al= 0. EST Al = -.002
X( 1 ) = 66.6 Y( 1 ) =
X( 2 ) = 19.2 Y( 2) =




















4)= 64.2 Y( 4)= 1.948
5) = 73*-5 Y( 5)= -2-^048
6) = 84.0 Y( 6)= 1.104
7)= 46.7 Y( 7)= -.045
8)= 26.7 Y( 8)= 2.440
9)= 93.7 Y( 9)= .401
10)= 49.5 Y(10)= .677
12)= 46.6 Y(12)= -.463
13)= 74.3 Y(13)= 2.797
14)= 7.1 Yf^M^- -W34
15)= 33.3 Y(15)= 1.187
16)= 4.2 Y(16)= 2.994
17-4-= 64*4 Y(17)~ - 1 .00^2-
18)= 85.5 Y(18)= 1.035
19)= 15.2 Y(19)= .948
204^ -6-^3 Y-12 ) = -.623
A0)= .484 T(A1)= -.245
=__ 4. EST A0 = . 900 Al= Q*£~€3T Al = ,007
1)= 66.6 Y( 1)= .666
2)= 19.2 Y( 2)=. 1.597
3)= ^J^Jk y_4__^p=^ ^*443
4)= 64.2 Y( 4)= 1.204
5)= 70.5 Y( 5)= 1.560
Jy±= 8-4*3 Y( 6)" 3.071
7)= 46.7 Y( 7)= .578
8)= 26.7 Y( 8)= 1.920
^94=—9-3V? Y±-9 ) = —^G6 2
10)= 49.5 Y(10)= .469
11)= 19.5 Y(ll)= 1.357
42-4^ 4 6 .6 Y( 12) ~ 2.439
13)= 74.3 Y(13)= 2.557
14)= 7.1 Y(14)= .550
1#4^= 33^3 Yf 15)« 1.258
16)= 4.2 Y(16)= 1.522
17)= 66.4 Y(17)= .181
18)^—8^5 Y(18) = -3-^074
19)= 15.2 Y(19)= -.956
20)= 6.3 Y(20)= 1.928
A0)^=— -.214 T(A14-=— .888
1.0 EST A0= 1.183 Al= 0.0 EST Al= -.004
4-f= 66^6> Y-4- 1) = ~t56 7
2)= 19.2 Y( 2)= -.197
3)= 44.4 Y( 3)= 1.472
4)= 64^-2- Y( 4 ) - -^r.417
5)= 70. 5 Y( 5)= -.522
6)= 84.0 Y( 6)= 1.492
-7-M= 4W7 Y ( 7 ) = ^nr30 3
8)= 26.7 Y( 8)= .749
9)= 93.7 Y( 9)= .670


















































Y( 11 ) =
Y( 12) =
























































































































































































































INDIVIDUAL SAMPLE ESTIMATES OF AO AND Al WI4W-44A0
)
























































Y( 8 ) =-






















































Ao = 1.0 EST A0= .719 A 1=—2.0 ES T Al = -1 .994
-53.627
-133.377





















































































































































































































































































































































































































































































































2.0 EST A0= .655
























































































4-M0+V4-DUAL SAMPL^-E-S4+J4A-TES ZF-AQ^ A44T+^A1 - W4++f-++A£+-+W£^--T+A+h
FCR NORMAL (VARIANCE=2) WITH HORIZONTAL REGRESSION











































Y ( 1 3 ) =











































































































































































A0)= 1.796 T( Al)= -1.702
AO= 2.0 EST AL= 2.824 Al= 0.0 EST Al= ^^020
X
X
19)= 15.2 Y(19)= 4.027
20)= 6.3 Y ( 2 ) = —6^32 4
1)= 66.6 Y( 1)= 1.731
2)= 19.2 Y( 2)= 3.928
3)= 44.4 Y( 3)= . 596-
4)= 64.2 Y( 4)= -2.585
5)= 7U.5 Y( 5)= 2.062
6)= fi 4*£ Y4—6-)-=^ 2.221
7)= 46.7 Y( 7)= 3.571
8)= 26.7 Y( 8)= 3.790
9)= 9 3.7 Y( 9)= -^-560
10)= 49.5 Y(10)= 3.561
11)= 19.5 Y(ll)= 4.472
12 M= 46*6 Y(12)= ^ ^973-
13)= 74.3 Y(13)= .745
14)= 7.1 Y(14)= -.532
X^ 15 )= 3 3 .3 Y(15 )= 2 . 8
1
-9-
16)= 4.2 Y(16)= 2.482
17)= 66.4 Y<17)= 4.136
18)=—8^5 Y( 18) =— —^540
19)= 15.2 Y(19)= 2.133
20)= 6.3 Y(20)= 1.838
-T ( A0 ) = 1 . 6 6 T(A1)= —1^399
A0= 2.0 EST A0= 2.565 Al= 0.0 EST Al= -.001
X-(—U-= 66^6 Y( 1)= 4.25 3
X( 2 ) = 19.2 Y( 2)= 3.058
X( 3 ) =
y r /. \ -
44.4 Y( 3)=
A 4 » ? Y f 'i»t
-.065




A.A - 7 V / 7 l -
-.216
S lb. 1AH f 1*
—
X( 8) =
—to . <— —1—\- II —
26.7 Y( 8) =
3l 141
6.168
X( 9) = 93.7 Y( 9)= 2.747
KllOl- AQ.fi Yllflls •? 1 R R
X( 11 ) =
-*r 7 > I \ x yj ) —
19.5 Y(ll)= -.925
X( 12 ) = 46.6 Y(12)= 4.183
X f 1 3 J = 74. ^ v f 1 3 I - — 1 ft^A
X( 14)= 7.1 Y(14)=
i. . O 3 D
4.693
X( 15)= 3 3.3 Y ( 1.5 ) = 3.454
Xi 1 A ) = U-? V( lMr 1 ? s" 1 X D 1 —
X ( 17 ) = 66.4 Y( 17 )
=
• 1 C. Z>
386
X( 18)= 85.5 Y(18)= 5.918
X ( 1 Q ) - IS-? Y/1Q1: 7 a n fi
X(20) = 6.3 Y(20)= 1.512
T(A0)= .545 T{ Al ) = -.078
INDIVIDUAL SAMPLE—ESTIMATES OF A0 AND Al WITH T(A0) AND T(A1)
115

































































































X( 18 )= 67.6 Y( 18) =































































A0= —2..0 EST A0= 1.438
X( 1 )= 27.3 Y( 1)=
X( 2 )= 66.4 Y( 2)=















y ( 8) =
X( 9) =
X( 10)=































































A£= 2.0 EST A0= .89 7 Al* 2-^S EST A l=——1^984
X( 1)= 27.3 Y( 1)= -50.657
X( 2)= 66.4 Y( 2)= -131.620
X( 3)= 22.7 ¥4_3_m*_ -4 6 . 512-
X( 4)= 14.4 Y( 4)= -28.054
X( 5)= 30.0 Y( 5)= -57.565















- 57 . 4
Y(10)=
Y( 11)=






X(15)* 1 9. 2
X(16)= 48.6
X(17)= 57.5
Xll^-)^ 6 7 .6
X(19)= 1.0 Y(19)=
X(2C)= 90.9 Y(20)=
T(A0)= -1 . 452 T(A1)^
Y(13)=
Y(14)=




































































X( 11 ) =
X< 12 ) =





















































SAMPLE ESTIMATES OF AO AND Al WITH T(AO)






































2.0 EST Al= 2.003
118
X(12)= 93,6 Y(12)= 193,471





































































































































2.0 EST Al= ^tt987-
X( 10) =















































029 T( Al )= -.291






















INDIVIDUAL SAMPLE ESTIMATES OF AO AND Al WITH T(AO) AND T(A1)
FOR NORMAL (VARIANCE=4) WITH HORIZONTAL REGRESSION
A0= 4.0 EST A0= 4.343 Al= 0.0 EST Al= -.010
X 1)= 66.6 Y( 1)= 1.116
2)= 19.2 Y( 2) = 4.102
3j= 44.4 Y( 3)= -5.569
') = 6 't. 2 Y( 4 )- 11.458
5)= 70.5 Y( 5)= -1.452
6)= 84.0 Y( 6)= 3.057
7)= 46.7 Y( 7)= .347
8)= 26.7 Y( 8)= 1.779
9)= 93.7 Y( 9)= 6.711
10)= 49.5 Y(10)= 2.504
11 )= 19.5 Y< 11 ) = 8.518
12)= 46.6 Y(12)= 8.112
13)= 74.3 Y(13)= 4.648
14)= 7.1 Y(14)= 9.48 4
15)= 33.3 Y(15)= 9.981
161= 4-»2 Y(16)= 1.499
17)= 66.4 Y(17)= 3.398
18)= 85.5 Y(18)= 3.037





























































X( 11 ) = 19.5 Y( 11)= 5.562


















































4, EST A4)*-"A©— H-w-W Cn&
X( 1)= 66.6 Y( 1)=
X( 2)= 19.2 Y( 2)=





























































































































































































































X( 1 )= 27.3
X ( 2 )= 66.4
X( 3 )= 22.7
X( 4)= 14.4






























































































































































































































































X( 12 ) =
X( 13) =











































































9 0. 9 Y(20) =




























































Y( 8)~ 66 .59 0^
= 20.8
4.2








































































































































































































45) = 59.1 Y( 45)= 119.797






Y( 52)= 1 88 . 4-3^
Y( 53)= 66.175
Y( 54)= 111.650




Y( 58)= 109 . 125
Y( 59)= 126.868
Y( 60)= 144.790
Y ( 61 4-=-- 190 . 86 8-
Y( 62)= 140.091
Y( 63)= 173.191
-^44^—8^5 Y( 6 4 )~ 16 7 .3^9-
65)= 59.1 Y( 65)= 118.339
66)= 11.4 Y( 66)= 22.834
^7-M= 5^0 ¥4- 67)- 106^+2-3
68)= 33.0 Y( 68)= 67.339
69)= 20.8 Y( 69)= 42.111




74)= 55.3 Y( 74)= 112.039
75)= 43.3 Y( 75)= 86.939
76) ~ 4£^4 Y( 76)= —95^9-5-
77)= 86.5 Y( 77)= 173.102
78)= 54.4 Y( 78)= 109.505
-794^=—
-
63 #4 Y( 79)= -t27.64 6
80)= 72.3 Y( 80)= 145.993
81)= 95. o Y( 81)= 191.284
82)= 68.8 Y( 82)= 1 4 2 . 099
Y( 83)= 172.766
Y( 84)= 170.031
Y( 8 5)= -14 8 . 827
86)= 11.4 Y( 86)= 24.898
87)= 53.0 Y( 87)= 107.010
88)= 3^£ Y( 88)- £9^62-9-
89)= 20.8 Y( 89)= 42.579
90)= 4.2 Y( 90)= 9.529
91 )= 8^-9 Y4 91)- 169.5 11
92)= 93.6 Y( 92)= 187.696
93)= 31.8 Y( 93)= 64.075
-944^ 5^*3 Y( 94)- 111. 9 2-1-
43.3 Y( 95)= 86.871
46.4 Y( 96)= 95.605
8-6^-5 Y( 97)= _JJ£4^^47-
98 ) = 54.4 Y( 98)
63.4 Y( 99)
72.3 Y(100)






COMBINED SAMPLE ESTIMATES OF AO AND Al WITH T ( AO
)



































































































































43)= 44.4 Y( 43)= .3?3
44)= 64.2 Y( 44 ) = 1 . 532
45)= 70.5 Y( 45)= .426
46)= 84.0 Y( 46)= .389
4Z1= 4£>.JZ Y( 47 )= --*32B-
48) = 26.7 Y( 48)= .172
49)= 93.7 Y( 49)= .095
50)= 49.5 Y( 50 )= 1 . 317
51)= 19.5 Y( 51)= 1.234
52)= 46.6 Y( 52)= .194
53)= 74*3 Y( 53)=— ^4-91
54)= 7.1 Y( 54)= 1.862
55)= 33.3 Y( 55)= .202
-544^ 4^2 Y( 5 6 ) = . 110
57)= 66.4 Y( 57)= 2.231
58)= 85.5 Y( 58)= .644
5 9)- L5^2 Y( 59)= -^224
60)= 6.3 Y( 60)= .048
61)= 66.6 Y( 61)= .750
-6-24-= 3^^2 Y( 62)~ 1.054
63)= 44.4 Y( 63)= 1.255
64)= 64.2 Y( 64)= .061
6 54= 70.5 Y( 65 M=— 1.&3T
66)= 84.0 Y{ 66)= .026
67)= 46.7 Y( 67)= .330
68)= Z&+I Y( 68) = 2.806
69)= 93.7 Y( 69)= .437
70)= 49.5 Y( 70)= 1.736
-114= 1 9 .5 Y< 71)= - - .12 6
72)= 46.6 Y( 72)= .361
73)= 74.3 Y( 73)= 1.875
-7A4-= 7-^4 Y( 7 'i ) = .210
75)= 33.3 Y( 75)= .006
76)= 4.2 Y( 76)= .089
77) = 6&*-4 Y( 77)= 3.844-
78)= 85.5 Y( 78)= .117
79)= 15.2 Y( 79)= 1.874
80)= 6*3 Y( 80)= . 479
81)= 66.6 Y( 81)= 2.796
82)= 19.2 Y( 82)= .210
83)= 44.4 Y( 83)= . 850
84)= 64.2 Y( 84)= .077
85)= 70.5 Y( 85)= 3.551
86) = 8A*£ Y( 86)~ .737
87)= 46.7 Y( 87)= 2.743
88)= 26.7 Y( 88)= 1.678
S9Y= 9^~7- Y ( 89)- .003
90)= 49.5 Y( 90)= .030
91)= 19.5 Y( 91)= 1.761
92)= 4^6 Y( 92)~ . 631
93)= 74.3 Y( 93)= .296
94)= 7.1 Y( 94)= .845





























COMBINED SAMPLE ESTIMATES CF AO AND Al WITH T(AO)






















































































































































































































XI 68) = 11.0









































CcMBINhD SAMPLE ESTIMATES CF A0 AND Al wITH T ( AG
)





































































































































39)= 63.4 Y( 39)= 127.301
4 )= 72-^3 Y( 40) = 147. 19 7
41)= 95.0 Y( 41)= 193.032
42)= 68.8 Y( 42)= 138.807
43) = 86.2 Y( 43M^ 17 3.778
44)= 83.5 Y( 44)= 167.247
45)= 59.1 Y( 45)= 122.701
-46)= 11.4 Y( 46)= 23 . 595
47)= 53.0 Y( 47)= 107.923
48)= 33.0 Y( 48)= 66.446
.A3±= 20.8 Y( 49)- _AT.008
50)= 4.2 Y( 50)= 10.147
51)= 83.9 Y( 51)= 172.236
52)= 93.6 Y( 52)= l_9£U-2-&6-
53)= 31.8 Y( 53)= 63.686
54)= 55.3 Y( 54)= 110.869
534^= 43.3 Y( 55)= ^£9 . 795
56)= 46.4 Y( 56)= 94.378
57)= 86.5 Y( 57)= 173.978
5^= 54^4 Y( 58)~ 110.715
59)= 63.4 Y( 59)= 128.383
60)= 72.3 Y( 60)= 145.146
61 )= 95 .0 Y( 61)= 192 . 500
62)= 68.8 Y( 62)= 139.709
63)= 86.2 Y( 63)= 173.492
6 4 ) = &3^5 Y( 64)= 167.399
65)= 59.1 Y< 65)= 119.876
66)= 11.4 Y( 66)= 24.421
67)= 5 3 . i' Y( 67)= ^0^.569
68)= 33.0 Y( 68)= 66.519
69)= 20.8 Y( 69)= 43.364
7 0)= 4^2 Y( 7 ) = -10.02 9
71)= 83.9 Y( 71)= 170.123
72)= 93.6 Y( 72)= 191.030
73)^ 34^8 Y( 73)- 6 5.5^2
74)= 55.3 Y( 74)= 113.440
75)= 43.3 Y( 75)= 88.243
76)= 46^4 Y( 76)= 94 .155
77)= 86.5 Y( 77)= 174.090
78)= 54.4 Y( 78)= 110.010
79)= 63*4 Y( 79)= 127 .666
80)= 72.3 Y( 80)= 146.960
81)= 95.0 Y{ 81)= 190.933
82) = 6-8^8 Y( 82)" 137*718
83)= 86.2 Y( 83)= 175.999
84)= 83.5 Y( 84)= 167.217
454^ 59^4 Y( 85)^ 121.3 28
86)= 11.4 Y( 86)= 24.285
87)= 53.0 Y( 87)= 108.047
8S4-= 33^ Y( 88)~ 69.132
89)= 20.8 Y( 89)= 42.792
9C)= 4.2 Y( 90)= 9.051
















































ESTIMATES CF AO AND Al WITH
^T4H-T4SRTr^€-NTAt—R-E&R E$$+&H~













37) = 66.4 Y( 37) = 2.210
-38) =—85 .5 Y( 38)= 1.227-
39)= 15.2 Y( 39)= 1.038
40)= 6.3 Y( 40)= 5.670
41)= 66.6 YC 41)= -5^023
42)= 19.2 Y( 42)= 2.885
43)= 44.4 Y( 43)= .233
-44)= 64^2 Y( V i )- 3r^-24^
45)= 70.5 Y( 45)= 2.978
46)= 84.0 Y( 46)= 2.797
47)= 46.7 Y(--47+=- ^.245
48)= 26.7 Y( 48)= 2.040
49)= 93.7 Y( 49)= 2.257
50)= 49.5 Y( 50)= 1. 4 02
51)= 19.5 Y( 51)= 1.181
52)= 46.6 Y( 52)= 2.485
^_3-M= 74. 3 Y( 53)=- -4^2 30
54)= 7.1 Y( 54)= 2.219
55)= 33.3 Y( 55)= .637
-£64^= 4^2 Y( 56)~ 3.000
57)= 66.4 Y( 57)= 3.382
58)= 85.5 Y( 58)= 1.036
^94^= 15^-2 Y( 59) ^=- . 4 17
60)= 6.3 Y( 60)= .749
61)= 66.6 Y( 61)= 2.129
62 ) = 19^2 Y( 62)~ 3.985-
63)= 44.4 Y{ 63)= 5.085
64)= 64.2 Y( 64)= 1.032
_6_5-)-= J&+5 Y( 65)=- -2^8S0
66)= 84. C Y( 66)= 1.226
67)= 46.7 Y( 67)= 1.159
4S-M= 2-4*7- Y( 68)~ 1.042
69)= 93.7 Y( 69)= .707
70)= 49.5 Y( 70)= .501
-71) = 19.5 Y( 71) = - -2^597
72)= 46.6 Y< 72)= 2.481
73)= 74.3 Y( 73)= .759
74) = 7-^J Y( 74)= 4. 979
75)= 33.3 Y( 75)= 3.328
76)= 4.2 Y( 76)= .777
77)= 66.4 Y< 77)= . 5 4 6
78)= 85.5 Y( 78)= 3.799
79)= 15.2 Y( 79)= 1.600
80 ) = 6^-3 Y( 80)- .827
81)= 66.6 Y( 81)= 2.552
82)= 19.2 Y( 82)= 6.516
8 3 > = 4A*4 Y( 83)= 1.11^5-
84)= 64.2 Y( 84)= 4.787
85)= 70.5 Y( 85)= 1.571
-&&P= 84*£ Y( 86)= ~3^r63Q
87)= 46.7 Y( 87)= 2.161
88)= 26.7 Y( 88)= 5.501














COMBINED SAMPLF ESTIMATES OF AO AND Al WITH T(AO)

































2.0 EST A0 =






































































































































































88)= 11»0 Y( 88)= -19.620
£.94-=-—50^-3 ¥4—&9) = —-93^-2-8-G-
90)= 28.0 Y( 90)= -53.762
91)= 73.4 Y( 91)= -143.080
92)= 57.4 Y( 92)= -112.419
93)= 30.9 Y{ 93)= -58.225
94)= 30.5 Y( 94)= -59.481
.9&)..s_.-._LSL^2 Y( 95) = —-£3^&5-8-
96)= 48.6 Y( 96)= -96.436
97)= 57.5 Y( 97)= -111.302
98)= 67.6 Y( 98)= —«=434.035
99)= 1*0 Y( 99)= -1.032
100)= 90.9 Y(100)= -181.430
A0)- . 9 4 'i T1AD- - t73»-
-C-SMB INED SAMPLE E^T4-MAT€S-CF AO AN D A 3r-Vf4-Tft-T- ( A ) ANO—T HHrh
FCR SKEWED NORMAL WITH POSITIVE REGRESSION
A0= 4.0 EST A0= 3.184 Al= 2.0 EST Al= 2.011
X 1)= 95. U Y( 1)= 194.578
2)= 68.8— Y< 2)=' 140.35^
3)= 86.2 Y( 3)= 176.525
4)= 83.5 Y( 4)= 170.386
_§_^= 59>1 Y( 5M IZ&r^Q-
6)= 11.4 Y( 6)= 25.482
7)= 53.0 Y< 7)= 111.566
8)= 33 * Y( 8)~ 68.94^
9)= 20.8 Y( 9)= 44.813
10)= 4.2 Y( 10)= 9.502
44-M^ &3V3 Y( ID- -4^.252
12)= 93.6 Y( 12)= 189. 444
13)= 31.8 Y( 13)= 67.632
1 4 )= 5^*3 Y( l 'i ) = 142^16 8
15)= 43.3 Y( 15)= 95.169
16)= 46.4 Y( 16)= 96.575
17)= 8£^5 Y( 17)~ 4£G.374
18)= 54.4 Y( 18)= 114.437
19)= 63.4 Y( 19)= 127.407
20) = 72.3 —Y4 20)= 145.759
21)= 95. u Y( 21)= 195.781
22)= 68. a Y( 22)= 141.122
2 34=- 86 »2 Y( 23)~ -47-4.964
24)= 83.5 Y( 24)= 171.020
25)= 59.1 Y( 25)= 121.729
26)= 11.4 Y( 26)= 24.573




29)= 20*8.. Y( 29)= 49 . 66 C
30)= 4.2 Y( 30)= 12.728
31)= 83.9 Y( 31)= 174.603




X( 87) = 5-3-^-0-






































































COMBINED SAMPLE ESTIMATES GF AO AND Al WITH T(AO)



















COMBINED SAMPLE ESTIMATES OF AO AND Al « I TH
FOR SKEWED NORMAL WITH NEGATIVt REGRESSION
T (AO) AND T( Al)
4.0 EST A0= 3.807 Al= -2.0 EST Al= -2.015























































































































































72 ) = 112*782
63G7 -46G433
74)= -59.849










































































































COMBINED SAMPLE ESTIMATES OE AO AND Al -W4-T44-


















































































































































































COMBINED SAMPLE ESTIMATES CF AO AND
FOR NORMA L ^VARIANC E- 1) WITH HCRIZC t
Al WITH T(AO) AND T(A1)
rSS I ON




¥-< ^9)= «48 :
U7
X{ 79)= 15.2 Y( 79)= 1,670
X< 8U= 6.3 Yt 80) - —^-037
X( 81)= 66.6 Y( 81)= -.390
X{ 82)= 19.2 Y( 82)= .452
X( 83)= 44.4 Y( 83)= -.669
X( 84)= 64.2 Y( 84)= 1.083
X( 85)= 70.5 Y( 85)= 1.551
X( 86) = &4^J Y-(- 86) = ,575
X( 87)= 46.7 Y( 87)= .993
X( 88)= 26.7 Y( 88)= 2.647
X( 89)= 93./ Y( 89)= 1.376
X{ 90)= 49.5 Y( 90)= .021
X( 91)= 19.5 Y( 91)= .420
yt 92)= 4£^6 Y( 92 )= «415
X( 93)= 74.3 Y( 93)= -.155
X( 94)= 7.1 Y( 94)= .550
-X-4-95)= 33.3 Y( 95) -- .370
X{ 96)= 4.2 Y( 96)= 1.145
X( 97)= 66.4 Y( 97)= 2.716
X ( 9 8 ) = 8-5^4? Y( 98)- — ,077
X( 99)= 15.2 Y( 99)= 1.603
X(100)= 6.3 Y(1U0)= 1.599
T(AL)= .1 94 T(A1)= - . 15 9—
COMBINE D SAMPLE ESTIMATES OF AO AND Al WITH T(AO) AND T(A1)
FOR NORMAL (VARIANCE=1) WITH NEGATIVE REGRESSION
l.u EST A0 = 1.007 Al= -2.0 EST Al= -1.999
1)= 27.3 Y{ 1)= -52.967
2^ 66^4 Y-( 2-+^- -135^243-
3)= 22.7 Y( 3)= -44.887
4)= 14.4 Y( 4)= -28.454
^)= 30. U _Y_( 5-)= -60.105
6)= 73.3 Y( 6)= -145.602
7)= 99.2 Y( 7)= -197.903
S-M= l±+Q Y-( 8-M=- —^Q-.769
9)= 50.3 Y( 9)= -98.560
10)= 28.0 Y< 10)= -54.236
11)= 73.4 Y( 11)= 445.557
12)= 57.4 Y( 12)= -113.482
13)= 30.9 Y( 13)= -59.972
14) = 2£^5 Y( 1 4 )= --&0.3-&7
15)= 19.2 Y( 15)= -36.887
16)= 48.6 Y( 16)= -96.831
17)= 5 7.5 Y( 1 7 ) = -113.9&1
18)= 67.6 Y( 18)= -134.895
19)= 1.0 Y( 19)= -1.934
20)= 90.9 Y( 20)= -1 80*658
21)= 27.3 Y( 21)= -53.627
22) = 66.4 Y( 22)= -133.377




























COMBINED SAMPLE ESTIMATES OF AC AND Al WITH T ( AO
)




















































































































































4 ft m. 4 Y ( 7 ft \ -
88.648










6^.4 Y ( 79)-


















P 5 ) -




59.1 Y ( 85 ) -
169.429



















P^-Q Yf Ol 1-
9. 184








O J . s J \ 71 |-
93.6 Y( 92)=
31.8 Y( 93)=
5 S * 3 Y ( 94)-
190.932
66.272
i n p 7 ft ° -
| V *T t ~ x v o • t \j c
X 95 ) =
96) =
97 ) -




















\ J. \j v i—
[A0) = — .ftZi.^ T ( A1 \ —
X *+ J • ,3*T X
Q A 1
• OH 1 I A 1 i — • OO 1
COMBINED SAMPLE ESTIMATES OF A0 AND Al WITH T(A0) AND T(A1)
FOR NORMAL (VARIANCE=2) WITH HORIZONTAL REGRESSION
A0= 2.C EST AU= 2.879 Al= 0.0 EST Al= -.017
X AA-x &6^4> Y-( U = -.875
2)= 19.2 Y( 2)= 3.497
3)= 44.4 Y( 3)= -.458
i\ \ - 6 4. 2 Y-( 4-H=- —W9SH^
5)= 70.5 Y( 5)= 3.360
6)= 84.0 Y( 6)= .495
7)= 46.7 Y( -?-) = 2 . 020
8)= 26.7 Y( 8)= 7.616
9)= 93.7 Y( 9)= -1.037
JUl^ 43^5 Y ( 10) = 3 . 738
11)= 19.5 Y( 11)= 3.625
12)= 46.6 Y( 12)= .302
13)= 74.3 Y( 13)= _-^549
14)= 7.1 Y( 14)= .748
15)= 33.3 Y( 15)= 3.877
16)= 4.2 Y( 16)= 2 . 516
17)= 66.4 Y( 17)= 2.345
18)= 85.5 Y( 18)= 3.045

































FOR NORMAL (VARIANCE=2) WITH


























































































































-3 6. 08 3-
-93.188
110.902























































COMBINED SAMPLE ESTIMATES OF AO AND Al WITH T ( AO
)
FOR NORMAL (VARIANCE=4) WITH POSITIVE REGRESSION
AND T(A1)














































































































































-62 « 13 8
111.127
91.176




















































COMBINED SAMPLE ESTIMATES OF AO AND Al w I TH T ( AO ) AND T(A1)
FOR NORMAL (VARIANCE=4) WITH HORIZONTAL REGRESSION



















0.0 EST Al= .010
X( 5) = 70.5 Y( 5) =
X( 6) = 84. Y( 6) =
X ( 7 ) = 46.7 Y( 7 ) =
X( 8 ) = 2 6.7 Y( 8) =
X( 9) = 93.7 Y( 9) =
X( 10) = 49.5 Y( 004*
X ( 11)
X( 12)
JU-- 1 3 )
19.5
46.6











































X ( 70 ) = 49.5





X( 72)= 46.6 Y( 72)= 3.854
X( 73)= 74.3 Y( 73)= -2.362
Kl 7A1- 7.1 VI 1L.\- ....... 1 2J2J














X( 78)= 85.5 Y( 78)=
X( 79)= 15.2 Y( 79)=






>6 Y( 81) = -1.425
>2 v / Q. "> \ — in a "5 /A ( (id)
v i a i \
""* Y l Od ) - 1 U . H Z*f
i act_ /. /. /. V / Q O \ -
—r*-\ u J t— r -t • -r- \ \ *j ^ t i m j\* j
X( 84)= 64.2 Y( 84)= -2.091
X( 85)= 70.5 Y( 85)= 8.261
X< 8-64-= SA^S Y( 86)~— .835







Y( RR ) = 10.085
Y( 89 i - i . /. ft l
X( 90)= 49.5
X ( 91 )= 19.5










Y( 94 ) =
\ —
.574
^ "3 "3 £,v / V 1 Qt«-*
~J J I — j j m -J— —1—\ ? j i —
X( 96)= 4.2 Y( 96)=
X( 97)= 66.4 Y( 97)=













C 9M B I HE&~ -SAMPLE EST TMAT-E-6—GF A AND Al WI 4-H T(A ) AND T(A14
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Very little is known about the changes which occur in the
value of the regression function when the error about the func-
tion is non-normally distributed. Consequently, the purpose of
this paper was to investigate the effect on the regression func-
tion when the dependent variable is treated as a normally dis-
tributed variable when in fact it is not normally distributed.
The study considered Model I of simple linear regression in which
the independent variable is treated as an observable parameter.
Three gamma distributions with parameters corresponding to
exponential, chi-square, and negatively skewed normal distribu-
tions respectively were used. Each distribution was simulated
about a positive, horizontal, and negative regression function.
Three control normal distributions with parameters equal to each
of the experimental distributions were also simulated. A sample
of size twenty was taken in each case and each sample was repli-
cated five times. In addition, an overall estimate was obtained
by combining the samples from the five replications. The esti-
mates of the coefficients in the regression functions obtained
from treating the non-normal varlates as normal variates were
tested for significant variation from the known parameters by
appropriate t-tests at the \0%9 5% t ar*d \% levels of signifi-
cance. These tests led to the conclusion that there was no sig-
nificant variation in the coefficients of Model I for simple
linear regression.
The principle result of the study is that the regression
function of Model I which is computed from data assumed to be
normally distributed is a satisfactory representation of the true
regression function when the data is in fact from a non-normal
distribution. This conclusion does not necessarily include other
types of regressions such as the non-linear or multiple classifi-
cations. In particular, this result cannot be extended to Model
II, the model in which the independent variable is considered to
be Jointly distributed with the dependent variable. Significant
differences between the regression equations for normal and non-
normal regression analysis have been demonstrated for the case of
Model II. Thus, further investigation is required before this
result can be applied to other models.

