Abstract. The higher rank numerical range is useful for constructing quantum error correction code for a noisy quantum channel. It is known that if a normal matrix A ∈ Mn has eigenvalues a1, . . . , an, then its rank-k numerical range Λ k (A) is the intersection of convex polygons with vertices aj 1 , . . . , aj n−k+1 , where 1 ≤ j1 < · · · < j n−k+1 ≤ n. In this paper, it is shown that the higher rank numerical range of a normal matrix with m distinct vertices can be written as the intersection of no more than m closed half planes. In addition, given a convex polygon P a construction is given for a normal matrix A ∈ Mn with minimum n such that Λ k (A) = P. In particular, if P has p vertices, with p ≥ 3, there is a normal matrix A ∈ Mn with n ≤ max {p + k − 1, 2k + 2} such that Λ k (A) = P.
Introduction
Let M n be the algebra of n × n complex matrices regarded as linear operators acting on the n-dimensional Hilbert space C n . In the context of quantum information theory, if the quantum states are represented as matrices in M n , then a quantum channel is a trace preserving completely positive map L : M n → M n with the following operator sum representation
where E 1 , . . . , E r ∈ M n satisfy r j=1 E j E * j = I n . The matrices E 1 , . . . , E r are known as the error operators of the quantum channel L. A subspace V of C n is a quantum error correction code for the channel L if and only if the orthogonal projection P ∈ M n with range space V satisfies P E * i E j P = γ ij P for all i, j ∈ {1, . . . , r}; for example, see [7, 8, 9] . In this connection, for 1 ≤ k < n researchers define the rank-k numerical range of A ∈ M n by Λ k (A) = {λ ∈ C : P AP = λP for some rank-k orthogonal projection P }, and the joint rank-k numerical range of A 1 , . . . , A m ∈ M n by Λ k (A 1 , . . . , A m ) to be the collection of complex vectors (a 1 , . . . , a m ) ∈ C 1×m such that P A j P = a j P for a rank-k orthogonal projection P ∈ M n . Evidently, there is a quantum error correction code V of dimension k for the quantum channel L described above if and only if Λ k (A 1 , . . . , A m ) is non-empty for (A 1 , . . . , A m ) = (E * 1 E 1 , E * 1 E 2 , . . . , E * r E r ). Also, it is easy to see that if (a 1 , . . . , a m ) ∈ Λ k (A 1 , . . . , A m ) then a j ∈ Λ k (A j ) for j = 1, . . . , m.
When k = 1, Λ k (A) reduces to the classical numerical range defined and denoted by W (A) = {x * Ax ∈ C : x ∈ C n with x * x = 1}, which is a useful concept in studying matrices and operators; see [6] . Recently, interesting results have been obtained for the rank-k numerical range and the joint rank-k numerical range; see [1, 2, 3, 4, 5, 11, 12, 13, 14, 16] . In particular, an explicit description of the rank-k numerical range of A ∈ M n is given in [14] , namely,
{µ ∈ C : e −iξ µ + e iξ µ ≤ λ k (e −iξ A + e iξ A * )}, (1.1) where λ k (X) is the kth largest eigenvalue of a Hermitian matrix X.
In the study of quantum error correction, there are channels such as the randomized unitary channels and Pauli channels whose error operators are commuting normal matrices. Thus, it is of interest to study the rank-k numerical ranges of normal matrices.
Given S ⊆ C, let conv S denote the smallest convex subset of C containing S. For a normal matrix A ∈ M n with eigenvalues a 1 , . . . , a n , it was conjectured in [3, 4] that (1.2) Λ k (A) = 1≤j 1 <···<j n−k+1 ≤n conv {a j 1 , . . . , a j n−k+1 } is again a convex polygon including its interior (if it is non-empty). This conjecture was confirmed in [14] using the description of Λ k (A) in (1.1).
In our discussion, a polygon would always mean a convex polygon with its interior.
In this paper, we improve the description (1.2) of the rank-k numerical range of a normal matrix. In particular, in Section 2 we show that for a normal matrix A with m distinct eigenvalues, Λ k (A) can be written as the intersection of no more than m closed half planes in C. Consequently, if Λ k (A) = ∅, then it is a polygon with no more than m vertices. We then consider the "inverse" problem, namely, for a given polygon P, construct a normal matrix A ∈ M n with Λ k (A) = P. In other words, we study the necessary condition for the existence of quantum channels whose error operators have prescribed rank-k numerical ranges. It is easy to check that Λ k (Ã) = P ifÃ = A ⊗ I k with W (A) = P. Our goal is to find a normal matrixÂ with smallest size so that Λ k (Â) = P. To achieve this, we give a necessary and sufficient condition for the existence of a normal matrix A ∈ M n so that Λ k (A) = P in terms of k-regular sets in C (see the definition in Section 3). Furthermore, we show that the problem of finding a desired normal A is equivalent to a combinatorial problem of extending a given p element set of unimodular complex numbers to a k-regular set. We then give the solution of the problem in Section 4. As a consequence of our results, if P is a polygon with p vertices, then there is a normal matrix A ∈ M n with n ≤ max {p + k − 1, 2k + 2} such that Λ k (A) = P. Moreover, this upper bound is best possible in the sense that there exists P so that there is no matrix of smaller dimension with rank-k numerical range equal to P.
Construction of higher rank numerical ranges
The purpose of this section is to study the following. Problem 2.1. Find an efficient way to construct Λ k (A) for a normal matrix A ∈ M n and determine/estimate the number of vertices of Λ k (A).
Suppose the eigenvalues of A are collinear. Then by a translation, followed by a rotation, we may assume that A is Hermitian with eigenvalues a 1 ≥ · · · ≥ a n . Then we have Λ k (A) = [a n−k+1 , a k ]. So we focus on those normal matrix A whose eigenvalues are not collinear.
Let us motivate our result with the following example.
Example 2.2. Let a 1 , . . . , a n be the eigenvalues of A, with n ≥ 3. If conv {a 1 , . . . , a n } = P is an n-sided polygon, then every a j is an extreme point of P. We may assume that a 1 , . . . , a n are arranged in the counterclockwise direction on the boundary of P. For convenience of notation, we would let a j = a j−n for j > n. Now for every j, let L j be the line passing through a j and a j+k and H j be the closed half plane determined by L j which does not contain a ℓ for j < ℓ < j + k. We have Λ k (A) = n j=1 H j .
One can apply (1.2) or Corollary 2.8 to verify the above example. Note that each H j in Example 2.2 contains exactly n − k + 1 eigenvalues of A. Example 2.9 below is a special case.
In general, given any two distinct eigenvalues a r and a s of A, let L(r, s) be the (directed) line passing through a r and a s . The closed half plane
is called the left closed half plane determined by L(r, s). In our discussion, it is sometimes convenient to write H(r, s) = {z ∈ C : Re (e −iξ z) ≤ Re (e −iξ a r )} with ξ = arg(a s − a r ) − π/2. We have the following.
Theorem 2.3. Suppose A ∈ M n is normal with eigenvalues a 1 , . . . , a n such that Λ k (A) is a non-degenerate polygon. Then
If A has m distinct eigenvalues, then at most m distinct H(r, s) are needed in the intersection in (2.1).
Proof. Let S be the set of index pairs (r, s) such that H(r, s) contains at least n − k + 1 eigenvalues of A. For each (r, s) ∈ S, since H(r, s) is convex and contains at least n − k + 1 eigenvalues of A, we have
H(r, s).
To prove the reverse inclusion in (2.2) and also the last assertion, suppose A has m distinct eigenvalues a 1 , . . . , a m , and Λ k (A) is a non-degenerate polygon. For each 1 ≤ r ≤ m, let S r = {s : (r, s) ∈ S}. Then
H(r, s) .
For each r such that S r = ∅, s∈Sr H(r, s) has nonempty interior because Λ k (A) is non-degenerate. Therefore, there exists s r ∈ S r such that a sr ∈ H(r, s) for all s ∈ S r . We are going to show that
Then (2.2) will ensure that the equality holds in (2.3). Suppose µ / ∈ Λ k (A). We claim that µ ∈ C \ H(t, s t ) for some t ∈ {1, . . . , m}. To prove our claim, note that by (1.2) there is a non-degenerate polygonal disk W, which is the convex hull of n − k + 1 eigenvalues of A such that µ / ∈ W. We may replace A by A − νI for a suitable ν ∈ C and assume that 0 is an interior point of W. We may relabel the eigenvalues of A and assume that W has vertices a 1 , . . . , a p arranged in the counterclockwise direction, where p ≥ 3. For convenience of notation, we will let a 0 = a p and a j = a j−p if j > p, and extend the definition of H(t, t + 1) to all integers t accordingly. Then W = 1≤t≤p H(t, t + 1). Now, we can express the set C \ W as the disjoint union of p + 1 conical regions of the form
where
Since µ / ∈ W, we may relabel the vertices a 1 , . . . , a p and assume that
Now, consider the half space H(2, s 2 ). Since Λ k (A) is non-degenerate, a s 2 lies in the interior of H(2, 3). It follows that
Thus, our claim is proved, and the result follows. Note that Theorem 2.3 may not hold if the convex set Λ k (A) is a subset of a line segment. In fact, if A ∈ M n is Hermitian with eigenvalues a 1 ≥ · · · ≥ a n and n ≥ 2k, then Λ k (A) = [a n−k+1 , a k ], which cannot be written as the intersection of half spaces of the form H(r, s). So, the conclusion of Theorem 2.3 does not hold. For normal matrices with non-collinear eigenvalues, the last assertion of Theorem 2.3 may fail to hold even though the first part of the theorem is valid as shown in the following examples.
and Λ 2 (A) cannot be written as an intersection of less than 4 half spaces H(r, s). Therefore, the last assertion of Theorem 2.3 does not hold.
Inspired by the above examples, we have the following. Theorem 2.6. Suppose A ∈ M n is normal with non-collinear eigenvalues a 1 , . . . , a n such that Λ k (A) is a subset of a line segment. Let p be the smallest integer such that
Proof. Suppose a 1 , . . . , a n are the eigenvalues of A.
(a) Suppose Λ k (A) is a non-degenerate line segment. Then n ≥ 2k, see [1] . We may assume that Λ k (A) ⊆ R. Let R 1 = {j : Im (a j ) > 0}, R 2 = {j : Im (a j ) = 0}, and R 3 = {j : Im (a j ) < 0}.
Then each of R 1 and R 3 has at most k − 1 elements and at least one of them is non-empty. By (1.2), Λ k (A) ⊆ conv {a r : r ∈ R 2 ∪ R 3 }. Therefore, R 2 has at least 2 elements r, s such that a r and a s are distinct points in C. Let
Then we have
Clearly, a non-degenerate line segment cannot be written as an intersection of less than four half spaces H(r, s).
(b) Suppose Λ k (A) is a singleton. We may replace A by A − νI for some suitable ν and assume that
where S is defined as in the proof of Theorem 2.2. Evidently, in the intersection (2.4), we only need half spaces of the form
Since the intersection is a singleton, we have p ≥ 3. We may assume that 0
and H 2 can be omitted. Similarly, H 4 can be omitted if ξ 5 − ξ 3 < π. Hence, we have p ≤ 4. From the proof, we can see that p = 4 if and only if 
If the boundary of two of these half spaces are parallel lines, then the two half spaces must be disjoint so that intersecting the two half spaces is the empty set. Clearly, we need to intersect at least two half spaces H(r, s) to get Λ k (A). Therefore, p ∈ {2, 3}.
By Theorems 2.3 and 2.6, we have the following.
is a convex polygon with at most m vertices.
Corollary 2.8. Suppose A ∈ M n is normal such that W (A) is an n-sided polygon containing the origin as its interior point. Let v 1 , . . . , v n be the vertices of
is an n-sided convex polygon obtained by joining v j and v j+k , where
By Theorem 2.3, it is easy to see that the boundary of Λ k (A) are subsets of the union of line segments of the form conv {a r , a s } such that a r and a s satisfy the H(r, s) condition. However, it is not easy to determine which part of the line segment actually belong to Λ k (A). Here are some examples.
Example 2.9. Let A = diag (a 1 , . . . , a n ) = diag (1, w, w 2 , . . . , w n−1 ) with w = e 2πi/n . Then for k ≤ n/2, we have Λ k (A) = ∩ n j=1 H(j, j + k), where a j+k = a j+k−n if j + k > n, and only a small part of conv {w j−1 , w j−1+k } lies in Λ k (A). 
Remark 2.11. Note that if the eigenvalues a 1 , . . . , a n of a normal matrix A is given, one can easily construct Λ k (A) by the following algorithm from the discussion in this section. Case 1. If the eigenvalues lie on a line L, then arrange the points with real parts in descending order if L is not perpendicular to the real axis; otherwise, arrange the points with imaginary parts in descending order. Relabel the subscripts as a 1 , . . . , a n according to this ordering. If n ≥ 2k − 1, then Λ k (A) is the line segment joining a k and a n−k+1 , which may degenerate to a point if a k = a n−k+1 . If n < 2k − 1, then it is the singleton {a k } if a k = a n−k+1 ; otherwise, it is the empty set.
Case 2. Suppose the eigenvalues do not lie on a straight line. For each distinct eigenvalue a r , identify the set S r and the point a sr . Determine the intersection of the half spaces H(r, s r ), which is Λ k (A).
Matrices with prescribed higher rank numerical ranges
We study the following problem in this section.
Problem 3.1. Let k > 1 be a positive integer, and let P be a p-sided polygon in C. Construct a normal matrix A with smallest size (dimension) such that Λ k (A) = P.
If P degenerates to a line segment joining two points a 1 and a 2 . Then the smallest n to get a normal matrix with Λ k (A) = P is n = 2k, if a 1 and a 2 are distinct and n = k if a 1 = a 2 . So we focus on the case when the polygon P is non-degenerate.
A natural approach to Problem 3.1 is to reverse the construction of Λ k (A) in Example 2.2. Suppose we have a non-degenerate p-sided polygon P, with vertices, v 1 , . . . , v p . Without loss of generality, we may assume that 0 is in the interior of P and v j = r j e iθ j , where r j > 0 and 0 ≤ θ 1 < θ 2 < · · · < θ p < 2π. Let L j be the line passing through v j and v j+1 . Suppose the following conditions hold.
(1) k < p/2. (2) for every 1 ≤ j ≤ p, L j and L j+k intersects at a j . (3) a 1 , . . . , a p are vertices of a p-sided convex polygon arranged in the counterclockwise direction around 0.
Let A be a normal matrix with eigenvalues a 1 , a 2 , . . . , a p . Then Λ k (A) = P. The above construction fails when one or more of conditions (1) - (3) are not satisfied. Conditions (2) and (3) motivate the following definition.
The value θ is called the length of these intervals. Suppose 1 ≤ k ≤ n and Π ⊆ Ω. Then Π is said to be k-regular if for each α ∈ Π, (α, −α) ∩ Π contains at least k elements.
Here, for notational convenience, we set
and (ξ, ξ ′ ) will also be defined similarly.
In Example 2.9, a direct computation shows that for 1 ≤ r, k ≤ n,
Therefore, the set {ξ 1 , . . . , ξ n } is k-regular and Λ k (A) is nonempty for 1 ≤ k < n/2. Otherwise, the set {ξ 1 , . . . , ξ n } is not k-regular and Λ k (A) is either empty or a singleton.
In the following, we need an alternate formulation of (1.1). For any d ∈ R and ξ ∈ [0, 2π), consider the closed half plane
and its boundary, which is the straight line
For A ∈ M n , let ReA = (A + A * )/2. Then (1.1) is equivalent to
Theorem 3.3. Suppose P is a non-degenerate polygon on C. Then there is a normal matrix A ∈ M n such that Λ k (A) = P if and only if there are d 1 , . . . , d n ∈ R and a k-regular set {ξ 1 , . . . , ξ n } such that
Notice that a necessary condition for the set p j=1 H(d j , ξ j ) to be a nondegenerate polygon is that
To prove Theorem 3.3, we need some lemmas.
Lemma 3.4. Given A = diag (a 1 , . . . , a n ) and 1 ≤ m < n. Suppose the eigenvalues a m+1 , . . . , a n are in Λ k (A) but not extreme points of
Proof. It suffices to show that if a n is in Λ k (A) but not an extreme point of Λ k (A), then Λ k (diag (a 1 , . . . , a n−1 )) = Λ k (A).
Suppose a n satisfy the above assumption. Clearly, Λ k (diag (a 1 , . . . , a n−1 )) is a subset of Λ k (A). On the other hand, for any 1 ≤ j 1 < · · · < j n−k ≤ n − 1, Λ k (A) ⊆ conv {a j 1 , . . . , a j n−k , a n }. Since a n is not an extreme point of Λ k (A), it follows that a n lies in conv {a j 1 , . . . , a j n−k , a n } but is not its extreme point. Therefore, conv {a j 1 , . . . , a j n−k } = conv {a j 1 , . . . , a j n−k , a n }. (a 1 , . . . , a n−1 )).
Thus,
and for each r = 1, . . . , m, there are 1 ≤ j 1 < · · · < j k ≤ m such that ξ j 1 , . . . , ξ j k ∈ (ξ r , ξ r + π). For every n ≥ m, there are real numberŝ d 1 , . . . ,d n and a k-regular set {ξ 1 , . . . ,ξ n } such that P = ∩ n j=1 H(d j ,ξ j ) and P ∩ L(d j ,ξ j ) = ∅ for each j = 1, . . . , n.
Proof. Setξ 1 = ξ 1 , and for s ∈ {2, . . . , m}, letξ s = ξ s if ξ s−1 < ξ s . For the remaining values, we have ξ s−1 = ξ s and we can write that
for some t 1 ≥ 1 and t 2 ≥ 0. Let ℓ = min{j :ξ j >ξ s−t 1 + π}, then we can replace ξ s+j byξ s+j = ξ s+j + ǫ j for sufficient small ǫ j > 0 for j = −t 1 + 1, −t 1 + 2, . . . , 0, . . . , t 2 such that
After this modification,ξ 1 , . . . ,ξ m are distinct and {ξ 1 , . . . ,ξ m } is k-regular. If n > m, pick distinctξ m+1 , . . . ,ξ n ∈ [0, 2π)\{ξ 1 , . . . ,ξ m }. Then {ξ 1 , . . . ,ξ n } also forms a k-regular set. Finally, letd j = max µ∈P Re e −iξ j µ for
We can now present the proof of Theorem 3.3.
Proof of Theorem 3.3.
is a non-degenerate polygon, where {ξ 1 , . . . , ξ n } is k-regular. By Lemma 3.5, we may assume that P ∩ L(d j , ξ j ) = ∅ for all j = 1, . . . , n, and 0 ≤ ξ 1 < · · · < ξ n < 2π such that condition (3.1) holds. For each r = 1, . . . , n, let
and A = diag (a 1 , . . . , a n ). Then
Re (e −iξr a r ) = d r and Re (e −iξ r+k a r ) = d r+k .
Note that a r ∈ L(d r , ξ r ) ∩ L(d r+k , ξ r+k ) is the vertex of the conical region H(d r , ξ r ) ∩ H(d r+k , ξ r+k ), which contains P. Therefore,
Re (e −iξr (a r − µ)) ≥ 0 and Re (e −iξ r+k (a r − µ)) ≥ 0, for all µ ∈ P. Since ξ r+k ∈ (ξ r , ξ r + π), we have
Let µ j ∈ L(d j , ξ j ) ∩ P for j = r, r + k. As ξ r+k ∈ (ξ r , ξ r + π), we have µ r = a r − ie iξr b r and µ r+k = a r + ie iξ r+k c r for some b r , c r ≥ 0. Note that
and Re (e −iξ (µ r+k − a r )) = c r sin(ξ − ξ r+k ) ≥ 0, for all ξ ∈ [ξ r+k , ξ r+k + π].
Since {ξ 1 , . . . , ξ n } is k-regular, it is easily seen that
Therefore, for ξ ∈ [0, 2π) \ [ξ r , ξ r+k ], we have max{Re (e −iξ (µ r − a r )), Re (e −iξ (µ r+k − a r ))} ≥ 0.
Moreover, we have (3.4) max{Re (e −iξ µ r ), Re (e −iξ µ r+k )} ≥ Re (e −iξ a r ).
Let ξ ∈ [0, 2π). Then ξ ∈ [ξ s , ξ s+1 ) for some s ∈ {1, . . . , n}. It follows that ξ ∈ [ξ r , ξ r+k ] for r = s − k + 1, . . . , s, and ξ ∈ [0, 2π) \ [ξ r , ξ r+k ] for other r. By (3.3) and (3.4) Re (e −iξ a r ).
Thus, λ k (Re (e −iξ A)) = min r∈{s−k+1,...,s} Re (e −iξ a r ) and so
Re (e −iξs a r ) ≤ d s .
It follows that
Thus, P = Λ k (A).
Next, we consider the converse. Suppose A = diag (a 1 , . . . , a n ) and Λ k (A) = P. By Lemma 3.4, we can remove the eigenvalues of A in Λ k (A) that are not extreme points of Λ k (A) to getÃ ∈ M m so that Λ k (A) = Λ k (Ã). If we can show that Λ k (Ã) = ∩ m j=1 H(d j , ξ j ) for a k-regular set {ξ 1 , . . . , ξ m }, then Lemma 3.5 will ensure that Λ k (A) = Λ k (Ã) = ∩ n j=1 H(d j ,ξ j ) for some k-regular set {ξ 1 , . . . ,ξ n }.
For notational convenience, we assume that A =Ã so that every eigenvalue is either an extreme point of Λ k (A) or not in Λ k (A).
Recall that in the proof of Theorem 2.3, S denotes the set of (r, s) such that H(r, s) contains at least n − k + 1 eigenvalues of A and S r = {s : (r, s) ∈ S}.
We first show that S r = ∅ for all r. As a r is either an extreme point of Λ k (A) or not in Λ k (A), there is ξ ∈ [0, 2π) such that Re (e −iξ a r ) ≥ λ k (Re (e −iξ A)). Thus, the closed half plane H(Re (e −iξ a r ), ξ) contains at least n − k + 1 eigenvalues of A. Let W = conv {a t : a t ∈ H(Re (e −iξ a r ), ξ)}.
Then W is a convex set containing P and there is a vertex a s ∈ W with a s = a r such that W ⊆ H(r, s). Thus, H(r, s) contains at least n − k + 1 eigenvalues and hence S r = ∅. Now by Theorem 2.3 and its proof,
where ξ r = arg(a sr − a r ) − π/2 and d r = Re (e −iξr a r ). We will prove the following.
Claim For each r = 1, . . . , n, there are 1 ≤ j 1 < · · · < j k ≤ n such that ξ j 1 , . . . , ξ j k ∈ (ξ r , ξ r + π).
Once the claim is proved, Lemma 3.5 will ensure that Λ k (A) = ∩ n j=1 H(d j ,ξ j ) for some k-regular set {ξ 1 , . . . ,ξ n }.
To prove our claim, we first establish the following two assertions.
(1) for any ξ ∈ [0, 2π), if H(Re (e −iξ a r ), ξ) contains at least n − k + 1 eigenvalues of A, then either ξ r = ξ or sin(ξ r − ξ) > 0, and (2) the closed half plane {z ∈ C : Re (e −iξr z) ≥ d r } contains at least k eigenvalues a j 1 , . . . , a j k satisfying ξ jt = ξ r . To prove the two assertions, without loss of generality, we may assume that a r = 0 and a sr lies in the positive imaginary axis. Then d r = 0, ξ r = 0 and H(r, s r ) = H = {z ∈ C : Re (z) ≤ 0}.
Thus, the closed left half plane contains at least n − k + 1 eigenvalues.
First we consider Assertion (1) . Note that in terms of the set S r associate with a r in the proof of Theorem 2.3, Assertion (1) simply says that S r cannot have any element in the interior of H(r, s r ) = H(d r , ξ r ). Suppose H(Re (e −iξ a r ), ξ) contains at least n − k + 1 eigenvalues. By our assumption, H(Re (e −iξ a r ), ξ) = e iξ H.
Notice that the closed right half plane −H can contain at most n − k eigenvalues. Otherwise, Λ k (A) has to be a subset in H ∩ (−H) = iR, which contradicts the assumption that Λ k (A) is a non-degenerate polygon. From this argument, we first see that ξ = π. Now suppose that ξ ∈ (0, π). If the intersection of
does not contain any nonzero eigenvalue of A, then the closed half plane −H will contain all the eigenvalues that are in e iξ H and hence −H has at least n−k+1 eigenvalues. But this is impossible by the previous argument. Thus, the intersection H ∩ (e iξ H) contains at least one nonzero eigenvalue of A. Take the nonzero eigenvalue a s in H ∩ (e iξ H) such that a s has the smallest argument arg(a s ) ∈ [ξ + π/2, 3π/2] among all the nonzero eigenvalues of A in H ∩ (e iξ H). Let τ = arg(a s ) − π/2. Then H(r, s) = e iτ H contains all the eigenvalues that are in e iξ H and hence H(r, s) contains at least n − k + 1 eigenvalues. Then the property of a sr implies a sr ∈ H(r, s) and so H(r, s) contains the positive imaginary axis. As τ = arg(a s ) − π/2 ∈ [ξ, π], this is possible only when τ = π. But then e iτ H = −H, which contradicts our previous argument. Therefore, we must have ξ ∈ (π, 2π] and hence Assertion (1) holds.
Next, turn to Assertion (2) . Suppose that the closed half plane −H contains eigenvalues a j 1 , . . . , a j g+h with ξ jt = 0 for t = 1, . . . , g, and ξ jt = 0 for t = g + 1, . . . , g + h. Then Assertion (2) holds if h ≥ k. Fix a sufficiently small ǫ > 0. We choose 1 ≤ ℓ ≤ g so that
Re (e −iǫ a jt ).
Then {a j 1 , . . . , a jg } ⊆ H(Re (e −iǫ a j ℓ ), ǫ). On the other hand, this closed half plane H(Re (e −iǫ a j ℓ ), ǫ) also contains all eigenvalues of A that are in the left open half plane. Thus, this closed half plane H(Re (e −iǫ a j ℓ ), ǫ) has at least n−h eigenvalues of A. By Assertion (1), H(Re (e −iǫ a j ℓ ), ǫ) has at most n−k eigenvalues. Thus, we have h ≥ k and the assertion holds.
Now we prove our claim. By Assertion (2), for any r = 1, . . . , n, the closed half plane {z ∈ C : Re (e −iξr z) ≥ d r } has at least k eigenvalues a j 1 , . . . , a j k with ξ jt = ξ r . For each t = 1, . . . , k, let h t = Re (e −iξr a jt ), then h t ≥ d r and H(d r , ξ r ) ⊆ H(h t , ξ r ). Thus, the closed half plane H(h t , ξ r ) contains at least n − k + 1 eigenvalues. Now by Assertion (1), we see that
Thus, our claim is proved, and the result follows.
By Theorem 3.3, we can deduce the following. 
Suppose (I) holds. By Theorem 3.3, there are h 1 , . . . , h p+q ∈ R and ζ 1 , . . . , ζ p+q ∈ [0, 2π) such that {ζ 1 , . . . , ζ p+q } is k-regular and
Then {ξ 1 , . . . , ξ p } ⊆ {ζ 1 , . . . , ζ p+q }. Now we can take ξ p+1 , . . . , ξ p+q ∈ [0, 2π) so that {ξ 1 , . . . , ξ p+q } = {ζ 1 , . . . , ζ p+q }. Therefore, (II) holds.
Suppose (II) holds, namely, there are ξ p+1 , . . . , ξ p+q such that {ξ 1 , . . . , ξ p+q } is k-regular. For j = p + 1, . . . , p + q, define
Re (e −iξ j µ).
Then P ⊆ H(d j , ξ j ) and so
Then the result follows from Theorem 3.3.
By Theorem 3.6, Problem 3.1 is equivalent to the following combinatorial problem.
Problem 3.7. Suppose {ξ 1 , . . . , ξ p } is 1-regular. For k > 1, determine the smallest q so that {ξ 1 , . . . , ξ p+q } is k-regular for some ξ p+1 , . . . , ξ p+q ∈ [0, 2π).
Solutions for Problems 3.1 and 3.7
In this section, we give the solutions for Problems 3.1 and 3.7. Given a set of 1-regular complex units Π = {α 1 , . . . , α p } ⊆ Ω, Problem 3.7 is equivalent to the study of smallest q so that {α 1 , . . . , α p+q } is k-regular for some α p+1 , . . . , α p+q ∈ Ω. As shown in Assertion 1 later in this section, the existence of α i , α j ∈ Π with α j = −α i has implication on the size of a k-regular set Π. So, to deal with our problems, we always partition a set of complex units Π = {α 1 , . . . , α p } ⊆ Ω into Π = Π 1 ∪ Π 2 with (4.1) Π 1 = {α j ∈ Π : −α j / ∈ Π} and Π 2 = {α j ∈ Π : −α j ∈ Π}.
Here either Π 2 is empty or Π 2 contains an even number of elements. For any finite set S, denote the number of elements of S by n(S). Suppose n(Π 1 ) = r and n(Π 2 ) = 2s. Then 0 ≤ s ≤ p/2 and p = r + 2s. To see the impact of the size of Π 1 and Π 2 on the solution of our optimization problem, let us consider the following example.
Example 4.1. Suppose S 1 = {1, w, w 2 , w 3 } with w = e 2iπ/5 . Then α = −β for any two elements α, β ∈ S 1 and adding w 4 to S 1 results in a 2-regular set. Suppose S 2 = {1, −1, i, −i}. Then we need to add at least two points, say, z, −z ∈ Ω \ S 2 , to get a 2-regular set.
In general, we have the following result allowing us to determine the minimum number of elements to be added to a finite set Π ⊆ Ω to get a k-regular set. We use the convention that a non-empty subset set of Ω is 0-regular in Theorem 4.2. Theorem 4.2. Given Π = Π 1 ∪ Π 2 as defined in (4.1) with n(Π 1 ) = r and n(Π 2 ) = 2s. Suppose Π is 1-regular. Then there is a set Π 3 ⊆ Ω with n(Π 3 ) = q such that Π 1 ∪ Π 2 ∪ Π 3 is k-regular if and only if one of the following holds.
(a) k ≥ r + s and
where t * is the minimum t such that Π 1 contains a subsetΠ 1 with
Proof. Let P = {z ∈ C : Im (z) > 0} be the open upper half plane. We divide the proof into five assertions. Assertion 1. Suppose S = {α 1 , . . . , α n } is k-regular. Then n ≥ 2k + 1. Furthermore, if there are distinct i and j such that α j = −α i , then n ≥ 2k + 2.
Proof. For any r ∈ {1, . . . , n}, each of the intervals (α r , −α r ) and (−α r , α r ) contains k elements of S. Thus, n ≥ 2k + 1. For the last statement, if we take r = j, then there are 2k elements in the intervals. Together with α i and α j , we see that n ≥ 2k + 2. The proof of the assertion is complete.
Proof. Suppose k ≥ r + s. Let Π ′ be a set containing (k − r − s + 1) pairs of opposite points of the form {α, −α} such that Π ′ ∩ Π is empty. Take
Furthermore, the set Π 1 ∪ Π 2 ∪ Π 3 contains k + 1 pairs of opposite points of the form {α, −α} and hence it is k-regular. Thus, the result follows if s = 0. Now suppose s = 0, i.e., Π 2 = ∅. Without loss of generality, we may assume that 1 ∈ Π 1 and −1 ∈ Π 3 . We now modify Π 3 . We first delete the point −1 in Π 3 . Then for all other points α ∈ Π 3 , we replace α by e iξ α with sufficiently small positive ξ > 0 if α lies in P , and with sufficiently small negative ξ < 0 if α lies in −P . Then we see that for every α ∈ Π 1 ∪ Π 3 , αP still contains exactly k elements. Thus, Π 1 ∪ Π 3 is k-regular. Furthermore, the modified set Π 3 has one fewer point, i.e., n(Π 3 ) = 2k + 1 − p. The proof of the assertion is complete.
Combining Assertions 1 and 2, we complete the proof of the case (a). Assertion 3. Suppose k < r+s and there is a subsetΠ 1 of Π 1 with n(Π 1 ) = r − t such thatΠ 1 ∪ Π 2 is (k − t)-regular. Then there is a set Π 3 ⊆ Ω with n(Π 3 ) = t such that Π 1 ∪ Π 2 ∪ Π 3 forms a k-regular set.
Proof. AsΠ 1 ∪ Π 2 is (k − t)-regular, for every α ∈ Ω, the open half plane αP contains at least k − t elements ofΠ 1 ∪ Π 2 .
Without loss of generality, we assumeΠ 1 = {α t+1 , . . . , α r } ⊆ Π 1 . Take α p+j = −α j for j = 1, . . . , t and let Π 3 = {α p+1 , . . . , α p+t }. Then (Π 1 \ Π 1 ) ∪ Π 3 contains t pairs of opposite points of the form {α, −α}. Now for every α ∈ (Π 1 \Π 1 ) ∪ Π 3 , the open half plane αP contains at least k − t elements ofΠ 1 ∪ Π 2 and at least t elements of (Π 1 \Π 1 ) ∪ Π 3 . Hence, αP contains at least k elements of Π 1 ∪ Π 2 ∪ Π 3 . On the other hand, when
By Assertion 1,Π 1 ∪ Π 2 has at least 2(k − t) + 1 elements and hence Π 1 ∪ Π 2 ∪ Π 3 contains at least 2k + 1 elements. Then for each j = 1, . . . , t, at least one of the open half plane, α j P or α p+j P (= −α j P ), contains at least k elements while the other contains at least k − 1 elements. As α p+j lies in the boundary of both α j P and α p+j P , we can perturb α p+j so that both the open half planes α j P and α p+j P contain at least k elements of Π 1 ∪ Π 2 ∪ Π 3 . Thus the assertion follows.
Assertion 4.
Suppose there is a set Π 3 ⊆ Ω with n(Π 3 ) = q such that Π 1 ∪ Π 2 ∪ Π 3 is k-regular. Then there exist a subsetΠ 1 of Π 1 and a set Π 3 ⊆ Ω with n(Π 1 ) = r − 1 and n(Π 3 ) = q − 1 such thatΠ 1 ∪ Π 2 ∪Π 3 is (k − 1)-regular.
Proof. We claim that there are β ∈ Π 3 and γ ∈ Π 1 ∪ Π 3 such that the set (
Suppose our claim is proved. If γ ∈ Π 1 , then the result follows witĥ Π 1 = Π 1 \ {γ} andΠ 3 = Π 3 \ {β}. If γ ∈ Π 3 , then the result follows witĥ Π 1 = Π 1 \ {α} for any α ∈ Π 1 andΠ 3 = (Π 3 ∪ {α}) \ {β, γ}.
It remains to prove our claim. If there is β ∈ Π 3 such that −β ∈ Π 1 ∪ Π 3 , then it is easy to see that the set (
Thus, the claim follows by taking γ = −β.
We can assume that for each β ∈ Π 3 , −β / ∈ Π 1 ∪ Π 3 . Notice that we may assume that Π 3 ∩ Π = ∅. So we have −β / ∈ Π 2 . Fixed a point β ∈ Π 3 . Without loss of generality, we may assume that β = −1.
Furthermore, we have the following extra assumption when Π 2 = ∅. By Assertion 1, Π 1 ∪ Π 2 ∪ Π 3 contains at least 2k + 2 elements. Thus, either the upper open half plane or the lower open half plane contains at least k + 1 elements. By the fact that a set S is k-regular if and only if the set S = {z : z ∈ S} is k-regular, replacing Π 1 ∪ Π 2 ∪ Π 3 withΠ 1 ∪Π 2 ∪Π 3 if necessary, we may further assume that the upper open half plane contains at least k + 1 elements if Π 2 is non-empty.
Let γ be the point in Π 1 ∪Π 3 such that arg(γ) ≤ arg(α) for all α ∈ Π 1 ∪Π 3 . We show that (
Then the open half plane αP can contain at most one of points β and γ. As the open half plane αP contains at least k elements of
. By the choice of γ, {ω 1 , . . . , ω t } ⊆ Π 2 . Furthermore, all of them lie in the upper open half plane P . Therefore, we may assume that
Clearly, each open half plane ω j P contains at least k elements of Π 1 ∪ Π 2 ∪ Π 3 . Suppose ω j P contains exactly k elements. Notice that ω j P contains −ω 1 , . . . , −ω j−1 , and β, which do not lie in the upper open half plane P . Thus, the intersection P ∩ (ω j P ) contains at most k − j elements and hence the upper open half plane P contains at most k elements only. But this contradicts to our assumption that the upper open half plane contains at least k + 1 elements when Π 2 = ∅. Thus, every open half plane w j P contains at least k + 1 elements of Π 1 ∪ Π 2 ∪ Π 3 and hence every open half plane w j P contains at least k − 1 elements of (Π 1 ∪ Π 2 ∪ Π 3 ) \ {β, γ}. Therefore, (Π 1 ∪ Π 2 ∪ Π 3 ) \ {β, γ} is a (k − 1)-regular set and the assertion follows.
Assertion 5. Suppose there is a set Π 3 ⊆ Ω with n(Π 3 ) = q such that Π 1 ∪ Π 2 ∪ Π 3 is k-regular. Let t = min{k, q, r}. Then there are subsetŝ Π 1 of Π 1 andΠ 3 of Ω with n(Π 1 ) = r − t and n(Π 3 ) = q − t such that
Proof. The first part is clear by Assertion 4. Assume k < r + s. The last assertion is also clear when t = q asΠ 3 = ∅ in this case.
Suppose t = k. As k < r + s, either r > k or s > 0. In both cases, Π 1 ∪ Π 2 is 0-regular. Finally, suppose t = r. Then s > 0. Notice that Π 1 ∪ Π 2 contains s pairs of opposite points of the form {α, −α}. Thus, the setΠ 1 ∪ Π 2 is (s − 1)-regular and hence (k − r)-regular as k − r ≤ s − 1. Then the result follows.
Combining the five assertions, we get the conclusion in Theorem 4.2.
Remark 4.3. Note that if condition (a) of the theorem holds, then the minimum number ℓ * can be computed immediately. If condition (b) holds, one can check each r − t element subsetΠ 1 of Π 1 to see whetherΠ 1 ∪ Π 2 is k − t regular, for t = 0, 1, . . . . Thus, in a finite number of steps, one can determine the minimum number t * .
The following proposition gives more information about the value ℓ * and t * in Theorem 4.2.
Proposition 4.4. Using the notation in Theorem 4.2. If k < r + s, then the value t * exists and satisfies
Proof. We first consider the case when (r, s) = (k + 1, 0) or (k, 1). Take t = k and any arbitrary subsetΠ 1 of Π 1 with n(Π 1 ) = r − t. In both cases, Π 1 ∪ Π 2 is non-empty and hence is 0-regular. Thus, t * ≤ t = k.
Now we assume that (r, s) / ∈ {(k + 1, 0), (k, 1)}. Consider the case when s ≥ 2. Take t = min{k − 1, r} and an arbitrary subsetΠ 1 of Π 1 with n(Π 1 ) = r − t. Clearly,Π 1 ∪ Π 2 is (s − 1)-regular and hence (k − t)-regular as k − t = max{1, k − r} ≤ s − 1. Thus, we have t * ≤ t ≤ k − 1.
Next we consider the case when s = 1 and r ≥ k + 1. Let Π 2 = {α, −α}. Since Π is 1-regular, there exists α 1 ∈ (α, −α) ∩ Π 1 and α 2 ∈ (−α, α) ∩ Π 1 . Take t = k − 1. Choose any subsetΠ 1 of Π 1 with n(Π 1 ) = r − t ≥ 2 such that α 1 , α 2 ∈Π 1 . ThenΠ 1 ∪ Π 2 is 1-regular. Then the result follows.
Finally consider the case when s = 0 and r ≥ k + 2. We may assume that Π = {e iξ j : 1 ≤ j ≤ p} with 0 = ξ 1 < · · · < ξ p < 2π. Since Π is 1-regular, we can choose ℓ such that ξ ℓ = max{ξ j : 0 < ξ j < π}. Then S = {ξ 1 , ξ ℓ , ξ ℓ+1 } is 1-regular. Take t = k − 1. Let S ⊆Π 1 ⊆ Π 1 with n(Π 1 ) = r − t ≥ 3. Then Π 1 ∪ Π 2 is 1-regular.
By Theorem 4.2 and Proposition 4.4, we can answer Problems 3.1 and 3.7 and obtain some additional information on the solutions. Theorem 4.5. Let Π = {e iξ j : 1 ≤ j ≤ p}. The optimal solution (minimum value)q in Problem 3.7 is equal to ℓ * or t * , depending on case (a) or (b) of Theorem 4.2. Furthermore, (4.2)q ≤ max{k − 1, 2k + 2 − p}.
For Problem 3.1, if a p-sided polygon P is expressed as P = ∩ p j=1 H(d j , ξ j ) for some d 1 , . . . , d p > 0, then the minimum dimensionñ for the existence of a normal matrix A ∈ Mñ such that Λ k (A) = P is equal to p + ℓ * or p + t * depending on case (a) or (b) of Theorem 4.2. Furthermore, Proof. The assertions onq andñ are clear. To see the last assertion, we see that in order to get a k-regular set by adding q points to Π, we need to add at least k − 1 points e iξ , with 0 < ξ < π. If 2k + 2 − p > k − 1, then p − 3 < k and we need to add an extra k − (p − 3) points e iξ , with π < ξ < 2π, giving a total of k − 1 + k − (p − 3) = 2k + 2 − p points. This proves the equality in (4.2), from which the equality in (4.3) follows.
To close our paper, let us illustrate our results by the following example.
Example 4.6. Let the polygon P = conv {1, w, w 2 , w 3 , w 4 , w 5 , w 6 , w 9 } with w = e 2πi/12 , see the following. In the following, we display the higher rank numerical ranges of A 2 , A 3 , and A 4 . In the figures, the points "o" correspond to the vertices of the polygon while the points " * " correspond to the eigenvalues of the normal matrices. 
