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POLYNOMIAL ERGODICITY AND ASYMPTOTIC BEHAVIOUR OF
UNBOUNDED SOLUTIONS OF ABSTRACT EVOLUTION EQUATIONS
BOLIS BASIT AND A. J. PRYDE
Abstract. In this paper we develop the notion of ergodicity to include functions domi-
nated by a weight w. Such functions have polynomial means and include, amongst many
others, the w-almost periodic functions. This enables us to describe the asymptotic be-
haviour of unbounded solutions of linear evolution, recurrence and convolution equations.
To unify the treatment and allow for further applications, we consider solutions φ : G→ X
of generalized evolution equations of the form (∗) (Bφ)(t) = Aφ(t)+ψ(t) for t ∈ G where
G is a locally compact abelian group with a closed subsemigroup J , A is a closed linear
operator on a Banach space X, ψ : G→ X is continuous and B is a linear operator with
characteristic function θB : Ĝ → C. We introduce the resonance set θ
−1
B (σ(A)) which
contains the Beurling spectra of all solutions of the homogeneous equation Bφ = A ◦ φ.
For certain classes F of functions from J to X, the spectrum spF (φ) of φ relative to F is
used to determine membership of F . Our main result gives general conditions under which
spF (φ) is a subset of the resonance set. As a simple consequence we obtain conditions un-
der which ψ|J ∈ F implies φ|J ∈ F . An important tool is our generalization to unbounded
functions of a theorem of Loomis. As applications we obtain generalizations or new proofs
of many known results, including theorems of Gelfand, Hille, Katznelson-Tzafriri, Esterle
et al., Pho´ng, Ruess and Arendt-Batty.
1991 Mathematics subject classification: primary 46J20, 43A60; secondary 47A35, 34K25,
28B05.
Keywords and phrases: Weighted ergodicity, orbits of unbounded semigroup representa-
tion, non-quasianalytic weights, stability, Beurling spectrum.
1. Introduction
In this paper we develop techniques to describe the asymptotic behaviour of unbounded
solutions of linear evolution, recurrence and convolution equations. Our initial motivation
was the study of resonance phenomena for solutions of equations of the form φ′(t) = Aφ(t)+
ψ(t) where A is the generator of a C0-semigroup on a Banach space X. Many authors [1],
[5], [6], [30], [31], [9], [10], [12], [16], [17], [18], [22], [20], [21], [26], [43, pp. 92-96], [56],
[54] have studied the bounded uniformly continuous solutions of such equations. However,
for unbounded solutions [2], [17], [18], [23], [50] much less is known. In [12], [13], [14]
unbounded solutions with bounded n-th mean are investigated. Here we obtain results for
more general operators A and with φ′ replaced by Bφ =
∑m
j=0 bjφ
(j).
An important tool in the bounded case is a theorem of Loomis [44] and its subsequent
extensions [9], [19], [43, p. 92]. We prove a generalization for unbounded functions (Corol-
lary 6.8). To do this we introduce w-bounded ergodic functions (section 4) and w-bounded
almost periodic functions (section 5) for certain weights w. In particular, we have found
a connection between the spectral synthesis of functions with respect to closed subsets ∆
of characters and w-ergodicity (Corollary 6.13). Such a connection does not appear to be
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well-known even for the bounded case w = 1 (see [15, Theorem 5.5]). However, it allows
us to reduce results relating spectral synthesis and asymptotic stability of C0-semigroups
to the generalized Loomis theorem. Moreover, we obtain general conditions under which
solutions of the equation Bφ = A ◦ φ+ ψ are w-almost periodic.
Secondly, we wished to explore parallels between the problems mentioned above and
convolution equations of the form k ∗ φ = A ◦ φ + ψ on Rd or Zd. Using the generalized
Loomis theorem, we give conditions under which w-bounded solutions are w-almost periodic.
Thirdly, we sought to generalize results of Gelfand and Katznelson-Tzafriri concerning
power-bounded operators (see [40], [2], [49]). This is achieved for elements of unital Banach
algebras whose powers are w-bounded. For example we show that if σ(x) = {1} and
‖xn‖ ≤ cw(n), where w has polynomial growth of order N , then (x − e)N+1 = 0. This is
shown to be a special case of our results on w-bounded solutions of recurrence equations of
the form Bφ = A ◦ φ+ ψ on Z, where (Bφ)(n) =∑mj=0 bjφ(n+ nj).
To unify the treatment of these various problems and allow for further applications, we
consider w-bounded solutions φ : G→ X of general evolution equations of the form
(*) (Bφ)(t) = Aφ(t) + ψ(t) for t ∈ G.
Here and throughout this paper G denotes a locally compact abelian topological group
with a fixed Haar measure µ and dual Ĝ; J is a closed subsemigroup of G with non-empty
interior such that G = J − J ; and X is a complex Banach space. Moreover, A is a closed
linear operator on X, B is a linear operator with characteristic function θB : Ĝ → C, and
F is a translation invariant class of w-bounded continuous functions from J to X. The
asymptotic behaviour of a solution φ of (*) is described by properties of the form: ψ|J ∈ F
implies φ|J ∈ F . A set of characters spF (φ), the spectrum of φ relative to F , is used to
determine membership of F . Indeed, under certain conditions, spF (φ) = ∅ if and only
if φ|J ∈ F . Of course it is also of interest to study solutions of equations of the form
Bφ = A ◦ φ + ψ on a semigroup J. In many applications this is achieved by extending
solutions on J to solutions on G. See for example Corollary 12.6 and Theorem 11.1.
Our main theorem gives general conditions under which ψ|J ∈ F implies spF (φ) ⊆
θ−1B (σ(A)). Simple conditions on the spectra then imply that φ|J ∈ F . This theorem is used,
sometimes in conjunction with the generalized Loomis theorem, in each of the applications
mentioned above. We refer to θ−1B (σ(A)) as the characteristic or resonance set of (*). It
contains the Beurling spectra of all solutions on G of the homogeneous equation Bφ = A◦φ.
Though other authors use different characterizations of ergodicity for bounded functions
(see [9], [42], [54], [5]), we use that of Maak [46], [47] (see also [29], [36], [37], [25], [16])
because of its simplicity and wide applicability. A w-bounded continuous function φ : J →
X is called w-ergodic with mean p if (φ− p)/w is bounded and ergodic with mean 0 in the
sense of Maak for some polynomial p.Many properties and applications of ergodic functions
are also valid for w-ergodic ones. A study of polynomials p : G → X was commenced in
[15] and is continued here. In particular, for certain w, polynomials are the w-bounded
functions with Beurling spectrum {1}. Functions with finite Beurling spectra are sums of
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products of characters and polynomials. As a consequence we obtain a characterization of
the minimal primary ideals in the associated Beurling algebras. In turn, this is used to
characterize functions for which spF (φ) is a singleton. Thence we prove the generalized
Loomis theorem. In particular, w-uniformly continuous totally w-ergodic functions with
residual Beurling spectra are w-almost periodic.
Some of the notation we use is as follows.
The translate φh and difference ∆hφ by h ∈ J of a function φ : J → X are given by
φh(t) = φ(t+ h) and ∆hφ = φh − φ.
R− = (−∞, 0], R+ = [0,∞).
For J ∈ {R+,R}, we define the indefinite integral or primitive Pφ of a function φ ∈
L1loc(J,X) by Pφ(t) =
∫ t
0 φ(s)ds.
Similarly, for J ∈ {Z+,Z} and φ ∈ XJ , we define the sum function Sφ by Sφ(t) =∑t−1
k=0 φ(k), Sφ(−t) = −
∑−1
k=−t φ(k) if t ≥ 1 and Sφ(0) = 0.
Iterated primitives and and iterated sums are defined by Pmφ = P (Pm−1φ) and Smφ =
S(Sm−1φ), m ∈ N.
Weights are functions w : G→ R always assumed to satisfy the following three conditions:
(1.1) w is continuous, w(t) ≥ 1 and w(s+ t) ≤ w(s)w(t) for all s, t ∈ G;
(1.2) w(−t) = w(t) for every t ∈ G;
(1.3)
∑∞
n=1
1
n2
logw(nt) <∞ for every t ∈ G.
The symmetry condition (1.2) is only used to simplify the exposition. Condition (1.3) is
the Beurling-Domar condition (see [27], [52, p. 132]). In the case that w is bounded we will
assume w = 1, as this will cause no loss of generality.
A function φ : J → X is called w-bounded if φ/w is bounded. The spaces Bw(J,X),
BCw(J,X) of all w-bounded and continuous w-bounded functions φ : J → X respectively
are Banach spaces with norm ‖φ‖w,∞ = sup
t∈J
‖φ(t)‖
w(t)
. For this space and others, when w = 1
we will omit the subscript w.
Following [52, p.142] , we say that a function φ : J → X is w-uniformly continuous if
‖∆hφ‖w,∞ → 0 as h→ 0 in J . The space of all w-uniformly continuous functions is denoted
UCw(J,X) and the closed subspace of BCw(J,X) consisting of all w-uniformly continuous
functions is denoted BUCw(J,X). Of course if J is discrete BUCw(J,X) = BCw(J,X) =
Bw(J,X). We use also the notation Cw,0(J,X) = {wξ : ξ ∈ C0(J,X)},
clearly a closed subspace of BUCw(J,X).
The space L1w(G,X) consists of the strongly Haar-measurable functions f : G → X for
which ‖f‖w,1 =
∫
G ‖f(t)‖w(t)dµ(t) < ∞ and the space L∞w (G,X) of the strongly Haar-
measurable functions φ : G→ X for which ‖φ‖w,∞ = esssup
t∈G
‖φ(t)‖
w(t) <∞.
The space L1w(G) = L
1
w(G,C) is a Beurling algebra (see [27], [52, p. 83]). By (1.1) it is a
subalgebra of the convolution algebra L1(G) and a Banach algebra under the norm ‖.‖w,1
(see [52, p.14] ). By (1.3), it is a Weiner algebra (see [52, p.132]). Its Banach space dual is
L∞w (G) = L
∞
w (G,C).
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The Banach space dual of X will be denoted X∗, the space of bounded linear operators
T : X → X by L(X), the spectrum of a closed operator T on X by σ(T ), its resolvent set
by ρ(T ), the spectrum of an element x of a unital Banach algebra by σ(x) and its resolvent
set by ρ(x).
We use additive notation for G and multiplicative for the dual group Ĝ. The Fourier
transform of a function f ∈ L1(G,X) is then given by f̂(γ) = ∫G γ(−t)f(t)dµ(t), where
γ ∈ Ĝ. For φ ∈ BCw(G,X) and f ∈ L1w(G), or more generally φ ∈ BCw(G,L(X)) and
f ∈ L1w(G,X), the convolution φ ∗ f(t) =
∫
G φ(t − s)f(s)dµ(s) is well-defined. Moreover,
φ ∗ f ∈ BUCw(G,X).
The structure of this paper is as follows. Examples and properties of weights are given
in section 2. In section 3 we develop the theory of polynomials on groups. This is used
in section 4 to study the spaces Ew(J,X) of w-ergodic functions. In particular we obtain
conditions on a subspace F of BCw(J,X) under which a w -ergodic function belongs to F
whenever its differences belong to F . The space APw(G,X) of w-almost periodic functions
is studied in section 5. We develop the tools of spectral analysis for unbounded functions
in section 6.
The remainder of the paper deals with applications of the main theorem. Firstly, in
section 7 we study derivatives, indefinite integrals and sums of functions on R and Z. In
section 8 we prove our main result on general evolution equations. Section 9 deals with
the equation Bφ = A ◦ φ+ ψ for differential operators B. In particular we give conditions
under which ψ ∈ APw(R,X) implies φ ∈ APw(R,X) thereby generalizing recent results of
Arendt and Batty. Similar results are obtained in section 10 for convolution equations on
Rd or Zd. In section 11 we obtain asymptotic stability for C0-semigroups {T (t) : t ≥ 0}
of operators on X. In particular we give conditions under which ‖T (t)‖ ≤ a(t)w(t) implies
lim
t→∞
‖T (t)x‖
a(t)w(t) = 0 for all x ∈ X. As in Pho´ng [50] , the function a may have exponential
growth. Finally, in section 12 we apply our results to recurrence equations on Z.
2. Weights
Here we give some examples and make some general comments about weights. Unless
otherwise stated, in addition to conditions (1.1) - (1.3) we will also assume our
weights satisfy the following:
(2.1) w = 1 or 1w ∈ C0(G);
(2.2) ∆hww ∈ C0(G) for every h ∈ G;
(2.3) sup
t∈G
|∆hw(t)|
w(t) → 0 as h→ 0 in G.
Occasionally we will also assume the existence of N ∈ Z+, the non-negative integers,
such that
(2.4) lim
|m|→∞
w(mt)
1+|m|N+1
= 0 for all t ∈ G ; and
(2.5) inf
m∈Z
w(mt)
|m|N
> 0 for some t ∈ G.
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We will say that a weight w has polynomial growth of order N ∈ Z+ if it satisfies (2.4),
(2.5). The Beurling-Domar condition (1.3) follows from (2.4). Condition (2.1) is used
in Proposition 5.4 and Lemma 8.8; (2.2) is used in Lemmas 4.4, 4.7, 4.11, Theorem 4.12
and elsewhere; (2.3) is equivalent to w ∈ BUCw(G,C); (2.4) and (2.5) are needed for the
spectral analysis in section 6.
Example 2.1.
(a) The function wN (t) = (1 + |t|)N , where N ∈ N, is a weight on Rd or Zd with
polynomial growth of order N .
(b) If α : G → C is a continuous additive function with lim supt→∞ |α(t)| = ∞ , then
w(t) = 1 + |α(t)| is a weight with polynomial growth of order 1.
(c) The function α(t1, t2) = t1 is a continuous additive function on R
2 or Z2 but
lim supt2→∞ |α(t1, t2)| = |t1| 6= ∞. Note w(t1, t2) = 1 + |t1| is not a weight on R2 or
Z2 since it does not satisfy (2.1).
(d) Let w = w1w2 where w1, w2 are two weights on G with polynomial growth of orders
N1, N2 respectively. Then w is a weight with polynomial growth of order N = N1 +N2.
(e) The function w(t1, t2) = (1 + |t1|)(1 + |t2|) is a weight on R2 or Z2 with polynomial
growth of order 2.
(f) The functions w(t) = exp(|t|p) and w(t) = exp((1 + |t|)p), where 0 ≤ p < 1, are
weights on Rd or Zd which are not of polynomial growth.
(g) The function w(t) = exp(1 + |t|) does not satisfy (1.3),(2.2) but it satisfies (2.3) for
G = Z or R.
(h) Phong [50] considers weights on R+ satisfying the condition lim inf
t→∞
w(t+ s)
w(t)
≥ 1 for
all s ∈ R+. From this he concludes that w1(s) = lim sup
t→∞
w(t+s)
w(t) defines a non-decreasing
weight on R+. The function w(t) = (1 + |sin t|)(1 + |t|)N , where N ∈ Z+, is a weight on
Rd or Zd with polynomial growth of order N, not satisfying the condition used by Phong.
Indeed, w1(s) = 1 + |sin s|. Moreover, lim inf
|t|→∞
w(t+pi
2
)
w(t) =
1
2 and lim inf|t|→∞
w(t+pi)
w(t) = 1 which
contrasts with a statement without proof in [49, after (4)].
Proposition 2.2. If w satisfies (1.1) - (1.3) then lim
n→∞
1
n logw(s + nt) = 0 uniformly
with respect to s, t ∈ K, for each compact K ⊆ G.
Proof. It is enough to prove lim
n→∞
1
n logw(nt) = 0 uniformly on K. It is well-known that
the limit exists pointwise. Indeed, for arbitrary positive integers n, k choose m, l ∈ Z with
n = mk + l and 0 ≤ l < k. By (1.1),(1.2) w(nt) 1n ≤ w(kt)mn w(lt) 1n ≤ w(kt) 1kw(lt) 1n . Hence,
lim sup
n→∞
w(nt)
1
n ≤ w(kt) 1k . Therefore lim sup
n→∞
w(nt)
1
n exists and, by (1.3), lim sup
n→∞
w(nt)
1
n =
0. Next note that the sequence fm(t) = w(2
mt)2
−m
is non-increasing and converges to 1
for each t ∈ G. By Dini’s theorem [7, p. 194] (fm) converges uniformly to 1 on K. So for
each ε > 0 there exists N(ε,K) such that w(2mt)2
−m
< 1 + ε and w(t)2
−m/2
< 1 + ε for
all t ∈ K and m ≥ N(ε,K). For such m set n = 2m, take 1 ≤ k ≤ n, t ∈ K and the
smallest integer n∗ ≥ √n. We show that w(kt) 1n+k < (1 + ε)2. Firstly, if 1 ≤ k < n∗ then
w(kt)
1
n+k ≤ w(t) kn+k ≤ w(t) 1n∗ ≤ 1 + ε. Secondly, if n∗ ≤ k < n then k = dn∗ + e with 0 ≤
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d, e < n∗ and so w(kt)
1
n+k ≤ w(n∗t) dn+kw(et) 1n+k ≤ w(n∗t) 1n∗w(et) 1n+e ≤ (1+ε)2. Therefore,
for 1 ≤ k ≤ n, w((n+ k)t) 1n+k ≤ w(nt) 1n+kw(kt) 1n+k ≤ (1 + ε)4. Thus, w(pt) 1p ≤ (1 + ε)4 for
all p ≥ 22N(ε,K). 
The following condition will be used in Proposition 5.4 and Lemma 8.8. By the next
proposition, (2.6) is a consequence of (2.1).
(2.6) For each compact neighborhood H of 0 there is a compact set K ⊇ H
such that sup
t∈K
w(t) ≤ inf
t/∈K
w(t).
Proposition 2.3 If w is a continuous positive function on G, then 1w ∈ C0(G) if and
only if (2.6) holds and G is compact or w is unbounded.
Proof. Suppose 1w ∈ C0(G). Then for each r > 0 the sublevel set Kr = {t ∈ G : w(t) ≤ r}
is compact. Since each compact neighbourhood H of 0 is contained in some Kr, (2.6) is
satisfied. If G is not compact, then G \ Kr is non-empty for each r > 0 and so w is
unbounded. Conversely, suppose (2.6) holds and w is unbounded. Given ε > 0, choose
tε ∈ G such that w(tε) > 1ε and a compact neighbourhood H of 0 and tε. By (2.6) there is
a compact set K ⊇ H such that sup
t∈K
w(t) ≤ inf
t/∈K
w(t). Hence, 1w(t) < ε for t /∈ K, proving
1
w ∈ C0(G). If G is compact, there is nothing to prove. 
Now note that, if w satisfies (1.1) and (1.2), then
∣∣∣∆hww ∣∣∣ ≤ (w(h) − 1) for all h ∈ G and
hence (2.3) would hold if w(0) = 1. Moreover, ∆h(
φ
w ) =
∆hφ
w − ( φw )h∆hww and therefore
(2.7) φ ∈ BUCw(J,X) if and only if φw is uniformly continuous and bounded.
Furthermore, ‖φt+h − φt‖w,∞ ≤ w(t) ‖φh − φ‖w,∞ and so
(2.8) if φ ∈ BUCw(J,X) then the function t→ φt : J → BUCw(J,X) is continuous.
3. Polynomials
Following [27] (see also [15]) we say that a function p ∈ C(J,X) is a polynomial if
∆n+1t p = 0 for some n ∈ N and all t ∈ J. Equivalently, p(s + mt) is a polynomial in
m ∈ Z+ of degree at most n for all s, t ∈ J. For a non-zero polynomial p, the minimal
such n is its degree deg(p). The space of all polynomials of degree at most n is denoted
Pn(J,X). Since ∆t is a continuous mapping on BCw(J,X), the polynomials in BCw(J,X)
form a closed subspace which we denote by Pw(J,X). If w has polynomial growth N , then
Pw(J,X) ⊆ PN (J,X). We also set Pnw(J,X) = Pn(J,X) ∩ Pw(J,X).
Example 3.1
(a) If J is Z or R then Pn(J,X) is the space of ordinary polynomials. Indeed, that each
(ordinary) polynomial is in Pn(J,X) is clear. Conversely, if p ∈ Pn(Z,X) then ∆n1p(m) = c,
a constant, and ∆nt (p(m) − cmn/n!) = 0 for all t ∈ Z. An induction argument shows p
is an (ordinary) polynomial. If p ∈ Pn(R,X) then p|Z ∈ Pn(Z,X) and so p|Z = q|Z for
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some (ordinary) polynomial q : R→X. If t = a/b where a, b are non-zero integers, then
p(t+m/b) = q(t+m/b) for m ∈ −a+ bZ. These are polynomials in m ∈ Z+ and so agree
for all m ∈ Z+. In particular p(t) = q(t) for all rationals t and, by continuity, for all reals t.
(b) If p : G→ C is a continuous homomorphism, then p ∈ P 1(G,C).
(c) If p ∈ Pw(G,X) and f ∈ L1w(G), then p ∗ f ∈ Pw(G,X). Indeed ∆n+1t (p ∗ f) =
(∆n+1t p) ∗ f for all t ∈ G.
Occasionally it will be necessary for us to to assume that Pn(J,C) is finite dimensional.
That this condition is not always satisfied is shown by the following example.
Example 3.2. Let G = {s : N→ Z ; s has finite support} with the discrete topology.
So G is countable, locally compact, σ-compact and not finitely generated. Moreover the
evaluation maps pn : G → C defined by pn(s) = s(n) for n ∈ N are polynomials of degree
1 and so dim(P 1(G,C)) =∞. Note also that J = {s ∈ G : s(n) = 0 for n < 0} satisfies the
conditions of the following proposition.
Proposition 3.3. Assume that J is a subsemigroup of G with non-empty interior such
that G = J − J. Then for each n the restriction map r : Pn(G,X) → Pn(J,X) is a linear
bijection. In particular, every polynomial on J has a unique extension to G.
Proof. Firstly, let p ∈ Pn(G,X) be zero on J . For any t ∈ G there are u, v ∈ J with
t = u − v. Now p(t +mv) = p(u + (m − 1)v) is a polynomial in m ∈ Z+ which is zero for
all m ≥ 1. It is therefore zero for m = 0, showing p(t) = 0 and r is one-to-one. Secondly,
let q ∈ Pn(J,X). We define an extension p of q to G as follows. If t ∈ G then t = u − v
for some u, v ∈ J and we set p(t) =∑nj=0(−1)j∆jvq(u). If also t = u˜− v˜ where u˜, v˜ ∈ J we
must show
(3.1)
∑n
j=0(−1)j∆jvq(u) =
∑n
j=0(−1)j∆jv˜q(u˜).
To do this define a function L : Pn(J,X)→ X by L(q) = q(u)−∆vq(u˜) = q(u˜)−∆v˜q(u).
We prove by induction on s ∈ Z+ that
(3.2)
∑n
j=0(−1)j∆jvq(u) =
∑s−1
j=0 L(∆
j
v∆
j
v˜q) + ∆
s
v∆
s
v˜q(w) if q is of degree n = 2s,
and∑n
j=0(−1)j∆jvq(u) =
∑s
j=0 L(∆
j
v∆
j
v˜q) if q is of degree n = 2s+ 1
where w is an arbitrary element of J. When n = 0, q(u) = q(w) and when n = 1, ∆vq(u) =
∆vq(w) and so q(u)−∆vq(u) = q(u)−∆vq(u˜) = L(q). Hence, (3.2) holds for s = 0. Assume
(3.2) holds for polynomials of degree less than 2s. If n = 2s, we can apply (3.2) to ∆vq and
obtain ∑n
j=0(−1)j∆jvq(u) = q(u)−
∑s−1
j=0 L(∆
j
v∆
j
v˜∆vq)
= q(u) +
∑s−1
j=0∆v˜∆
j
v∆
j
v˜∆vq(u)−
∑s−1
j=0∆
j
v∆
j
v˜∆vq(u˜)
=
∑s
j=0∆
j
v∆
j
v˜q(u)−
∑s−1
j=0∆
j
v∆
j
v˜∆vq(u˜)
=
∑s−1
j=0 L(∆
j
v∆
j
v˜q) + ∆
s
v∆
s
v˜q(u).
If n = 2s+ 1, we can apply this last result to ∆vq and obtain∑n
j=0(−1)j∆jvq(u) = q(u)−
∑s−1
j=0 L(∆
j
v∆
j
v˜∆vq)−∆sv∆sv˜∆vq(w)
= q(u)+
∑s−1
j=0∆v˜∆
j
v∆
j
v˜∆vq(u)−
∑s−1
j=0∆
j
v∆
j
v˜∆vq(u˜)−∆sv∆sv˜∆vq(u˜)
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=
∑s
j=0∆
j
v∆
j
v˜q(u)−
∑s
j=0∆
j
v∆
j
v˜∆vq(u˜)
=
∑s
j=0 L(∆
j
v∆
j
v˜q).
Hence, (3.2) is proved and (3.1) follows, which means p is well-defined.
Note that if t ∈ J then we can take t = u, v = 0 and so p(t) = q(t). So p is an extension
of q. Next, we show p is continuous. Since J has an interior point s0, there is an open
neighborhood W of 0 in G such that s0 +W ⊂ J. Moreover, if t = u − v,where u, v ∈ J
then t = u˜ − v˜,where u˜ = s0 + u, v˜ = s0 + v. Let (tα) be a net in G converging to t.
We may suppose tα = t + wα where wα ∈ W. Setting uα = u˜ + wα and vα = v˜ we find
uα, vα ∈ J, tα = uα − vα and (uα) → u˜. So p(tα) → p(t). Finally, if tj = uj − vj where
uj, vj ∈ J and m ∈ Z+ then p(t1 + mt2) =
∑n
j=0(−1)j∆jv1+mv2q(u1 + mu2) which is a
polynomial in m of degree at most n. So p ∈ Pn(G,X), proving r is onto. 
Proposition 3.4. If Pn(J,C) is finite dimensional then Pn(J,X) = Pn(J,C) ⊗X.
Similarly, if Pnw(J,C) is finite dimensional then P
n
w(J,X) = P
n
w(J,C) ⊗X.
Proof. Clearly, Pn(J,C) ⊗X ⊆ Pn(J,X). For the converse, which is clearly true when
n = 0, we use induction on n. Let {p1, ..., pk} be a basis of a complement Q of Pn−1(J,C)
in Pn(J,C). Since deg(p1) = n we can choose t1 ∈ J such that ∆nt1p1 6= 0. Since each ∆nt1pj
is a constant we can set q1 = p1/∆
n
t1p1 and choose λ1 ∈ C such that ∆nt1(p2−λ1q1) = 0. Set
q2 = p2−λ1q1. Then deg(q2) = n for otherwise q2 ∈ Q∩Pn−1(J,C) = {0}, contradicting the
linear independence of p1, p2. Hence we can choose t2 ∈ J such that ∆nt2q2 6= 0. Continuing
in this way, we obtain a basis {q1, ..., qk} of Q and a subset {t1, ..., tk} of J such that
∆ntiqj = δi,j. Now let p ∈ Pn(J,X). For each x∗ ∈ X∗ we have x∗ ◦ p ∈ Pn(J,C). Hence
x∗◦p =∑kj=1 qjcj(x∗)+r(x∗) for some cj(x∗) ∈ C and r(x∗) ∈ Pn−1(J,C). But x∗◦∆nti p =
∆nti(x
∗◦p) = ci(x∗) and so ci(x∗) = x∗(ci) where ci = ∆nti p. Moreover, x∗◦(p−
∑k
j=1 qjcj) =
r(x∗) ∈ Pn−1(J,C) and so by the Hahn-Banach theorem ∆nt (p−
∑k
j=1 qjcj) = 0 for all t ∈ J
showing p−∑kj=1 qjcj ∈ Pn−1(J,X). By the induction hypothesis Pn−1(J,X) = Pn−1(J,C)
⊗X and hence p ∈ Pn(J,C) ⊗X as required. The second assertion is proved in the same
way. 
Proposition 3.5. If Pn(J1,C) is finite dimensional, then
Pn(J1 × J2,C) =
∑n
m=0 P
m(J1,C)⊗ Pn−m(J2,C).
Proof. The inclusion ⊇ is clear. For the converse, take any p ∈ Pn(J1 × J2,C). As in the
proof of the previous proposition, we can find for each m = 1, ..., n a basis {qm1 , ..., qmkm}
of a complement of Pm−1(J1,C) in P
m(J1,C) and a subset {sm1 , ..., smkm} of J1 such that
∆msmi
qmj = δi,j . Also let
{
q01
}
be a basis of P 0(J1,C). For any t ∈ J2 we have p(., t) ∈
Pn(J1,C) and so p(s, t) =
∑n
m=0
∑km
j=1 q
m
j (s)r
m
j (t) for some r
m
j (t) ∈ C. We prove by
backward induction on h that rhj ∈ Pn−h(J2,C). Now
∆n(sni ,0)
p(s, t) =
∑n
m=1
∑km
j=1∆
n
siq
m
j (s)r
m
j (t) = r
n
i (t)
so each rni is a constant as required. So suppose each r
m
j ∈ Pn−m(J2,C) for n ≥ m ≥ h+1
and 1 ≤ j ≤ km. Then
p(s, t)−∑nm=h+1∑kmj=1 qmj (s)rmj (t) =∑hm=0 ∑kmj=1 qmj (s)rmj (t) ∈ Pn(J1 × J2,C) and
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∆h
(shi ,0)
∑h
m=0
∑km
j=1 q
m
j (s)r
m
j (t) = r
h
i (t). So each r
h
i ∈ Pn−m(J2,C)
and the proposition is proved. 
Recall that a group is called a torsion group if every element has finite order. If the
orders of the elements are bounded the group is said to be of bounded order.
Proposition 3.6. Let H be a closed subgroup of G such that G/H is a torsion group.
(a) The restriction map r : Pn(G,X) → Pn(H,X) is one-to-one and so dim (Pn(G,X)) ≤
dim(Pn(H,X)).
(b) If also G/H is of bounded order and Pn(H,C) is finite dimensional, then
r : Pn(G,X)→ Pn(H,X) is a linear isomorphism.
Proof. (a) Let p ∈ Pn(G,X) satisfy p(t) = 0 for all t ∈ H. Let t ∈ G\H and let pi : G →
G/H be the quotient map. Since G/H is a torsion group, meaning every element has finite
order, pi(kt) = 0 or kt ∈ H for some k ∈ N. Hence p(mkt) = 0 for all m ∈ N. But p(mt) is
a polynomial in m ∈ Z+ and so is zero. In particular, p(t) = 0 showing r is one-to-one.
(b) Let {p1, ..., pm} be a basis of Pn(H,C) and choose k ∈ N such that kt ∈ H for
all t ∈ G. Define qj(t) = pj(kt) and suppose
∑m
j=1 αjqj = 0 on G for some αj ∈ C.
Then
∑m
j=1 αjpj = 0 on kG. But kG is a closed subgroup of H such that H/kG is a torsion
group. By part (a),
∑m
j=1 αjpj = 0 on H. Hence each αj = 0, showing {q1, ..., qm} is linearly
independent and dim (Pn(G,C)) ≥ dim(Pn(H,C)). Therefore r : Pn(G,X) → Pn(H,X)
is a linear isomorphism, by (a) when X = C and then by Proposition 3.4 for general X. 
Proposition 3.7. Let G be compactly generated.
(a) G has an open subgroup G0 ∼= Rd × Zm ×K for some integers d,m ≥ 0 and some
compact group K with G/G0 a finite group. Moreover, there is a finite subgroup E ⊂ G⊥0
such that the connected component Γ0 containing 1 of Ĝ satisfies Γ0/E ∼= Rd ×Tm.
(b) Pn(G,C) is finite dimensional.
(c) For each p ∈ Pn(G,X) there exist pj ∈ Pn(G,X) and qj ∈ Pn(G,C) with qj(0) = 0
such that ∆hp(t) =
∑k
j=1 pj(t)qj(h) for all h, t ∈ G.
(d) Pw(G,X) ⊆ BUCw(G,X).
(e) If also w has polynomial growth N , then Pw(G,C) is finite dimensional.
Proof. (a) By the principal structure theorem for locally compact abelian groups (see [53,
Theorem 2.4.1]), each such group G has an open subgroup G1 ∼= Rd × K for some d ≥ 0
and some compact group K. Hence G/G1 is discrete. Since G is compactly generated so is
G/G1 and therefore G/G1 is finitely generated. So G/G1 ∼= Zm × F for some m ≥ 0 and
some finite group F (see Theorem 9.3 in [32]). As Zm is a free group, G has a subgroup
H isomorphic to Zm with H ∩ G1 = {0}. Since G1 is open, G0 = G1 × H is open too.
Moreover, G/G0 ∼= F . By [53, Theorem 2.1.2, 2.2.2], Ĝ/G⊥0 ∼= Ĝ0 and Ĝ0 ∼= Rd ×Tm× K̂.
Since K̂ is discrete, the connected component Ω0 of Ĝ0 is isomorphic to R
d ×Tm. As G⊥0
is finite, E = G⊥0 ∩Ω0 is finite too. Since the natural homomorphism of Ĝ onto Ĝ/G⊥0 is a
continuous open map it follows Γ0/E ∼= Ω0 ∼= Rd ×Tm.
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(b) By Proposition 3.6, dim Pn(G,C) = dim Pn(Rd × Zm × K,C). But Pn(Rd ×
Zm × K,C) = Pn(Rd × Zm,C) which, by example 3.1(a) and Proposition 3.5, is finite
dimensional. This proves (b).
(c) Since r : Pn(G,X) → Pn(G0,X) is a linear isomorphism and (c) holds when G =
Rd × Zm it holds for compactly generated G.
(d) If p ∈ Pw(G,X) choose pj, qj as in (c). Since ‖∆hp(t)‖ ≤ cw(t)
∑k
j=1 ‖qj(h)‖ , where
c = supj ‖pj‖w,∞ , it follows that p ∈ BUCw(G,X), proving (d).
(e) The assumptions imply Pw(G,X) ⊂ PN (G,X) and therefore the result follows from
(b). 
Remark 3.8. The above proof also shows that Pn(G,C) is finite dimensional whenever
G has an open subgroup G1 such that G1 ∼= Rd × K for some d ≥ 0 and some compact
group K with G/G1 ∼= Zm × F for some m ≥ 0 and some torsion group F.
4. w-Ergodic functions
As in [46], [47], [15] we say that a function φ : J → X is ergodic if φ ∈ BC(J,X)
and there exists Mφ ∈ X such that for each ε > 0 there is a finite subset F ⊆ J with
|| 1|F |
∑
t∈F
(φt −Mφ)|| < ε. Below we will use the abreviation RFφ = 1|F |
∑
t∈F
φt. The element
Mφ, clearly unique, is the (Maak) mean of φ. Denoting the space of all such ergodic
functions by E(J,X), and by M : E(J,X) → X the function M(φ) = Mφ, it follows that
M is linear and continuous. Moreover, if E0(J,X) = {φ ∈ E(J,X) : M(φ) = 0} then
E(J,X) = E0(J,X)⊕X.
We shall say a function φ : J → X is w-ergodic if φ ∈ BCw(J,X) and there is a
polynomial p ∈ Pw(J,X) such that (φ − p)/w is ergodic with mean 0. The polynomial p,
not necessarily unique, is called a w-mean of φ and the space of all w-ergodic functions
is denoted Ew(J,X). The subspace E
0
w(J,X) of functions with w-mean 0 is therefore a
closed subspace of BCw(J,X) and Ew(J,X) = E
0
w(J,X)+Pw(J,X). A function φ is totally
w-ergodic if γφ is w-ergodic for all γ ∈ Ĝ.
If Pw(J,C) is finite dimensional, it follows that Ew(J,C) is a closed subspace of
BCw(J,C). Moreover, we can choose a subspace P
M
w (J,C) of Pw(J,C) such that Ew(J,C)
= E0w(J,C)⊕PMw (J,C). The (continuous) projection mapMw : Ew(J,C)→ PMw (J,C) then
provides a unique w-mean Mw(φ) for each φ ∈ Ew(J,C). Now set PMw (J,X) = PMw (J,C)⊗
X and define Mw : Ew(J,X) → PMw (J,X) by Mw(φ) =
∑k
j=1Mw(pj) ⊗ xj where φ ∈
Ew(J,X) has w-mean p =
∑k
j=1 pj ⊗ xj ∈ Pw(J,C)⊗X.
Proposition 4.1. Assume Pw(J,C) is finite dimensional. Then the map
Mw : Ew(J,X)→ PMw (J,X)
is well-defined and continuous. Moreover, for each φ ∈ Ew(J,X), Mw(φ) is a w-mean for φ
and for each of its translates. Finally, Ew(J,X) is a closed translation invariant subspace
of BCw(J,X) and Ew(J,X) = E
0
w(J,X) ⊕ PMw (J,X).
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Proof. Let φ ∈ Ew(J,X) have means p =
∑k
j=1 pj ⊗ xj and q =
∑m
j=1 qj ⊗ yj. Then
p− q ∈ E0w(J,X) and so x∗ ◦ (p− q) ∈ E0w(J,C) for all x∗ ∈ X∗. Hence Mw(x∗ ◦ (p− q)) =
0 = x∗ ◦ (∑kj=1Mw(pj) ⊗ xj − ∑mj=1Mw(qj) ⊗ yj) which gives ∑kj=1Mw(pj) ⊗ xj =∑m
j=1Mw(qj) ⊗ yj showing M is well-defined. Also, pj − Mw(pj) ∈ E0w(J,C) and so
by Lemma 4.2 below p − Mw(p) ∈ E0w(J,X). Hence Mw(φ) is a mean for φ. More-
over, ‖x∗ ◦Mw(φ)‖ = ‖Mw(x∗ ◦ φ)‖ ≤ c ‖x∗ ◦ φ‖ = c supt∈J ‖x∗ ◦ φ(t)‖ /w(t) ≤ c ‖x∗‖ ‖φ‖.
Hence, |||Mw(φ)||| ≤ c ‖φ‖ where |||ψ||| = sup ‖x
∗◦ψ‖
‖x∗‖ for ψ ∈ Pw(J,C)⊗X. By Lemma 4.3
below,Mw is continuous. If (φn) is a sequence in Ew(J,X) converging to φ in BCw(J,X), let
pn =Mw(φn). Then (pn) converges to some p ∈ PMw (J,X) and so (φn−pnw ) converges to φ−pw
in BC(J,X). By the continuity of the Maak mean function, M(φ−pw ) = 0 and so Ew(J,X)
is closed. That Ew(J,X) = E
0
w(J,X)+P
M
w (J,X) is clear and that the sum is direct follows
from the Hahn-Banach theorem. Finally, for each t ∈ J we have φt−pw = ∆tφw + φ−pw and so,
by Lemma 4.4 below, p is a w-mean of φt and Ew(J,X) is translation invariant. 
Lemma 4.2. Assume Pw(J,C) is finite dimensional. If p ∈ Pw(J,X) and x∗ ◦ p ∈
E0w(J,C) for each x
∗ ∈ X∗ then p ∈ E0w(J,X).
Proof. By Proposition 3.4 we can choose q1, ..., qm ∈ Pw(J,C) and linearly independent
unit vectors x1, ..., xm ∈ X such that p =
∑m
j=1 qj ⊗ xj. Then choose unit vectors x∗j ∈
X∗ such that
〈
x∗j , xi
〉
= δi,j. Given ε > 0 there are finite subsets Fj of J such that∥∥∥RFj(x∗j ◦ p/w)∥∥∥ < ε/m. Setting F = F1 + ...+ Fm we find
‖RF (p/w)‖ =
∥∥∥∑mj=1RF (qj/w)⊗ xj∥∥∥ ≤∑mj=1 ‖RF (qj/w)‖
=
∑m
j=1
∥∥∥RF (x∗j ◦ p/w)∥∥∥ ≤∑mj=1 ∥∥∥RFj(x∗j ◦ p/w)∥∥∥ < ε.
This proves that p ∈ E0w(J,X). 
Lemma 4.3. If P = Pw(J,C) is a finite dimensional Banach space, then on P ⊗X the
natural norm and the norm |||φ||| = sup ‖x∗◦φ‖‖x∗‖ are equivalent.
Proof. Let {p1, ..., pk} be a basis of P consisting of unit vectors. If p =
∑k
j=1 cjpj, where
cj ∈ C, then ‖p‖ ∼
∑k
j=1 ‖cj‖ , ∼ denoting equivalence of norms. Also, every φ ∈ P ⊗X
has a unique representation φ =
∑k
j=1 pj ⊗ xj, where xj ∈ X, and ‖φ‖ ∼
∑k
j=1 ‖xj‖.
Hence, |||φ||| = sup ‖
∑k
j=1 pj〈x
∗,xj〉‖
‖x∗‖ ≤
∑k
j=1 ‖xj‖ ∼ ‖φ‖. Conversely, choose j0 such that
‖xj‖ ≤ ‖xj0‖ for each j. Then choose x∗ ∈ X∗ such that 〈x∗, xj0〉 = ‖xj0‖ and ‖x∗‖ = 1.
Hence, |||φ||| ≥
∥∥∥∑kj=1 pj 〈x∗, xj〉∥∥∥ ∼∑kj=1 |〈x∗, xj〉| ≥ ‖xj0‖ ≥ 1k∑kj=1 ‖xj‖ ∼ ‖φ‖. 
Lemma 4.4. If φ ∈ BCw(J,X) then ∆tφ ∈ E0w(J,X) for all t ∈ J.
Proof. We have ∆tφw = ∆t(
φ
w ) + (
φ
w )t
∆tw
w where ∆t(
φ
w ) ∈ E0(J,X) by [16, Proposition 2.2]
and ( φw )t
∆tw
w ∈ E0(J,X) by condition (2.2). 
Even on R, not every continuous function has bounded differences. However, uniformly
continuous functions on R have bounded differences. To study this behavior we denote by
UCDw(J,X) = {φ ∈ UCw(J,X) : ∆hφ ∈ BUCw(J,X), h ∈ J}.
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See [15, (4.1)] where it is shown that if G is connected and w = 1, UCD(G,X) = UC(G,X).
On the other hand the function f(x, n) = x + n2 defined on G = R × Z is uniformly
continuous with differences not all bounded. If J ∈ {R+,R}, UCD(J,X) = UC(J,X).
Moreover, UC(J,X) = {φ ∈ L1loc(J,X) : ∆hφ ∈ BUC(J,X), h ∈ J} (see [11, Corollary
5.5]).
Lemma 4.5. (a) Let φ ∈ UCD(J,X) and h ∈ J . The following are equivalent
(i) ∆hφ ∈ E(J,X).
(ii) ∆nhφ ∈ E(J,X) for some n ∈ N.
(iii) ∆nhφ ∈ E(J,X) for all n ∈ N.
(b) Let φ ∈ BC(J,X) and h ∈ J . The following are equivalent
(i) φ ∈ E(J,X)
(ii)
∑n
k=0 φkh ∈ E(J,X) for some n ∈ N.
(iii)
∑n
k=0 φkh ∈ E(J,X) for all n ∈ N.
Proof. (a) Assume ∆hφ ∈ E(J,X). Since E(J,X) is linear and translation invariant, the
identity
(4.1) ∆nhφ =
∑n−1
k=0(∆hφ)kh
implies ∆nhφ ∈ E(J,X) for all n ∈ N. This proves (i) implies (ii) and (iii).
Assume ∆nhφ ∈ E(J,X) for some n ∈ N. Using the definition of Maak ergodicity, for
each ε > 0 there exists t1, · · · , tm ∈ G such that
||(1/m)∑mk=1(∆nhφ)tk −M(∆nhφ)|| ≤ ε.
The identity (4.1) gives
||(1/(mn))∑mk=1(∑n−1j=0 ∆hφjh)tk −M(∆nhφ)/n|| ≤ ε/n.
Again applying the definition of Maak ergodicity to ∆hφ, one gets ∆hφ ∈ E(J,X) with
mean M(∆nhφ)/n. This proves (ii) or (iii) implies (i).
(b) Follows similarly as in (a). 
Corollary 4.6. Let J ∈ {R+,R}, φ ∈ UC(J,X) and ∆hφ ∈ E(J,X) for some h > 0.
Then ∆sφ ∈ E(J,X) for all s > 0.
Proof. By Lemma 4.5 (a), one gets ∆hnφ, ∆h/nφ ∈ E(J,X) for all n ∈ N. It follows
∆rhφ ∈ E(J,X) for all r ∈ Q+. Since {rh : r ∈ Q} is dense in R, it follows that for
each s0 > 0 there exists a sequence (rn) ⊂ Q+ such that rnh → s0 as n → ∞. Since
∆sφ ∈ BUC(J,X) for all s > 0, one gets ∆rnhφ → ∆s0φ as n → ∞. This implies
∆sφ ∈ E(J,X) for all s > 0. 
Lemma 4.7. Let φ ∈ UCDw(J,X) and h ∈ J . The following are equivalent
(i) ∆hφ ∈ Ew(J,X)
(ii) ∆nhφ ∈ Ew(J,X) for some n ∈ N.
(iii) ∆nhφ ∈ Ew(J,X) for all n ∈N.
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Proof. Assume ∆hφ ∈ Ew(J,X). Then (∆hφ)/w ∈ E(J,X). Since E(J,X) is linear,
translation invariant and (∆sw)/w ∈ C0(J,X) ⊂ E(J,X) for all s ∈ J , the identity
(4.2) ∆nhφw =
∑n−1
k=0(
∆hφ
w )kh +
∑n−1
k=1(
∆hφ
w )kh · ∆khww .
implies ∆nhφ ∈ Ew(J,X) for all n ∈ N.
Conversely, assume ∆nhφ ∈ Ew(J,X) for some n ∈ N. By (2.2), (∆sw)/w ∈ C0(J,X)
for all s ∈ J . Therefore (4.2) implies∑n−1k=0(∆hφw )kh ∈ E(J,X). By Lemma 4.5 (b), one gets
∆hφ
w ∈ E(J,X). This implies ∆hφ ∈ Ew(J,X). 
Corollary 4.8. Let J ∈ {R+,R}, φ ∈ UCw(J,X) and ∆hφ ∈ Ew(J,X) for some h > 0.
Then ∆sφ ∈ Ew(J,X) for all s > 0.
Proof. This follows similarly as in Corollary 4.6 using Lemma 4.7 instead of Lemma 4.5. 
Proposition 4.9. If φ ∈ Ew(G,X) has w-mean p, then φ|J ∈ Ew(J,X) and φ|J has
w-mean p|J .
Proof. Given ε > 0 there is a finite subset F = {t1, ..., tm} ⊆ G such that∥∥∥ 1m∑mj=1(φ−pw )(tj + t)∥∥∥ < ε for all t ∈ G.
Choose uj, vj ∈ J such that tj = uj − vj. Let v = v1+ ...+ vm and set sj = tj + v. So sj ∈ J
and
∥∥∥ 1m∑mj=1(φ−pw )(sj + t)∥∥∥ < ε for all t ∈ J. 
Proposition 4.10. Let φ ∈ BUCw(G,X), f ∈ L1w(G) and suppose φ|J is w-ergodic with
w-mean p|J where p ∈ Pw(G,X). If p = 0 or G is compactly generated, then (φ ∗ f)|J is
w-ergodic with w-mean (p ∗ f)|J .
Proof. If χ is the characteristic function of a compact set K ⊆ G then (φ − p) ∗ χ(s) =∫
−K(φ−p)t(s)dµ(t) for each s ∈ G. But for each t ∈ G, (φ−p)t = ∆t(φ−p)+(φ−p) and so
by lemma 4.4, (φ−p)t|J ∈ E0w(J,X). Also, by Proposition 3.7(d), φ−p ∈ BUCw(G,X). By
(2.8), the function t 7→ (φ−p)t|J : G→ E0w(J,X) is continuous and hence weakly measurable
and separably-valued on −K. The integral ∫−K(φ − p)t|Jdµ(t) is therefore a convergent
Haar-Bochner integral and so belongs to E0w(J,X). As evaluation at s ∈ J is continuous on
E0w(J,X) we conclude that ((φ−p)∗χ)|J ∈ E0w(J,X). Hence also ((φ−p)∗σ)|J ∈ E0w(J,X)
for any step function σ : G → C. By [52, p.83] the step functions are dense in L1w(G) and
so ((φ− p) ∗ f)|J ∈ E0w(J,X) for any f ∈ L1w(G). 
The difference theorem below, included here in order to characterize Ew(J,X), will also
be used later.
Lemma 4.11. ∆nt p ∈ Cw,0(G,X) for all p ∈ Pw(G,X), t ∈ G and n ≥ 1.
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Proof. Let p have order m and note that
(4.3) ∆nt (
p
w ) =
∑n
j=0(−1)j
(n
j
)
( pw )(n−j)t =
∆nt p
w −
∑n
j=0(−1)j
(n
j
)
( pw )(n−j)t
∆(n−j)tw
w .
Using (2.2) and ∆m+1t p = 0 we find ∆
m+1
t (
p
w ) ∈ C0(G,X). By repeated application of
the difference theorem for w = 1 [16, Theorem 2.7] , we conclude ∆nt (
p
w ) ∈ C0(G,X) for
1 ≤ n ≤ m+ 1 and hence for all n ≥ 1. By (4.1) again we conclude ∆nt pw ∈ C0(G,X). 
Theorem 4.12. Let F be any translation invariant closed subspace of BCw(J,X). If
φ ∈ Ew(J,X) has w-mean p and ∆tφ ∈ F for each t ∈ J, then φ− p ∈ F + Cw,0(J,X). If
also w = 1, then φ− p ∈ F
Proof. For any finite subset F ⊆ J we have φ−pw − RF (φ−pw ) = − 1|F |
∑
t∈F
∆t(
φ−p
w ) and so
φ− p = w RF (φ−pw )− 1|F |
∑
t∈F
∆tφ+
1
|F |
∑
t∈F (
φ−p
w )t∆tw+
1
|F |
∑
t∈F
∆tp. The first term on the
right may be made arbitrarily small in norm by suitable choice of F. The second term is in
F by assumption, the third and fourth terms are in Cw,0(J,X) by (2.2) and Lemma 4.11.
If w = 1, then ∆tw = ∆tp = 0 which shows φ− p ∈ F . 
We now use this theorem to characterize w-ergodic functions. For this we introduce the
space of Maak w-ergodic functions defined by
(4.4) MEw(J,X) the closed span of {∆tφ : t ∈ J, φ ∈ BCw(J,X)}.
In the case w = 1 the closed span of {∆tφ : t ∈ G, φ ∈ BUC(G,X)} is studied in [48].
See also the introduction to section 2 of [17].
Since ∆tγ = γ∆tγ(0), for each γ ∈ Ĝ, one gets γ x ∈ MEw(G,X) for each x ∈ X and
γ ∈ Ĝ \ {1}.
If w is an unbounded weight on G, then G is not compact. This implies Ĝ is not discrete.
It follows that the set {1} is not open and hence Ĝ \ {1} is not closed. Therefore the
trivial character 1 can be approximated in BCw(G,C) by characters from Ĝ \ {1}. One
gets x ∈ MEw(G,X) for each x ∈ X. Hence each X-valued trigonometric polynomial∑n
j=1 xjγj ∈MEw(G,X). By Proposition 5.4 below and Proposition 4.9, it follows
(4.5) Cw,0(J,X) ⊂MEw(J,X).
If also w = 1, then for any ψ ∈ C0(J,X) and any finite subset F of J , we have ψ =
− 1|F |
∑
t∈F
∆tψ + RFψ. As ‖RFψ‖∞ may be made arbitrarily small, we conclude that ψ ∈
ME(J,X). Hence
(4.6) C0(J,X) ⊂ME(J,X).
Corollary 4.13. If G is compactly generated E0w(J,X) =MEw(J,X).
Proof. By Lemma 4.4 and the closedness of E0w(J,X), we have MEw(J,X) ⊆ E0w(J,X).
Conversely, let φ ∈ E0w(J,X). Then ∆tφ ∈ MEw(J,X) for all t ∈ J and hence φ ∈
MEw(J,X) by Theorem 4.12 and (4.5) with F =MEw(J,X). 
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Theorem 4.14. Let J ∈ {R+,R} or {Z+,Z}, wm(t) = (1 + |t|)m, m ∈ N and assume
w(s) ≤ kw(t) for 0 ≤ s ≤ t and some positive constant k. If φ ∈ E0w(J,X) then Pmφ ∈
Cwwm,0(J,X) respectively S
mφ ∈ Cwwm,0(J,X).
Proof. We consider the case m = 1 since the general case follows by induction. Take J ∈
{R+,R}, m = 1. Let φ ∈ BUCw(J,X), t ∈ J . Then ||Pφ(t)|| ≤ k|t|||φ||w,∞w(t) and so P
maps BUCw(J,X) continuously into BUCww1(J,X). Moreover P (∆tφ) = ∆t(Pφ)−Pφ(t).
By Lemma 4.4, one has ∆t(Pφ) ∈ E0ww1(J,X). Since the constant Pφ(t) ∈ E0ww1(J,X) we
conclude P (∆tφ) ∈ E0ww1(J,X). By Corollary 4.13 and the continuity of P we conclude
that P maps E0w(J,X) into E
0
ww1(J,X). Finally ||∆tPφ(s)|| ≤ k|t|w(t)w(s)||φ||w,∞
for all s ∈ J . Hence ∆t(Pφ) ∈ Cww1,0(J,X). If φ ∈ E0w(J,X), we can apply Theorem 4.12
to Pφ to obtain Pφ ∈ Cww1,0(J,X). The case J ∈ {Z+,Z} follows similarly. 
5. w-almost periodic functions
In this section we introduce a new class called weighted almost periodic functions. This
new class is a natural generalization of the space of continuous almost periodic functions
φ : G→ X denoted by AP (G,X).
So, firstly we recall some basics about AP (G,X) (see [3], [43] for the case G = R and [8]
for any G).
A subset E ⊂ G is said to be relatively dense in G if there is a finite set F ⊂ G such
that G = ∪a∈F (E + a).
A continuous function φ : G→ X is said to be (Bohr) almost periodic if for each ε > 0
the set E(φ, ε) = {τ ∈ G : ||φ(t+ τ)−φ(t))|| ≤ ε, t ∈ G} of its ε-periods is relatively dense
in G.
The space of all continuous X-valued almost periodic functions defined on G is denoted
by AP (G,X). It is well known that AP (G,X) is a subspace of BUC(G,X). Moreover, if
φ1, · · · , φn ∈ AP (G,X), then ∩nk=1E(φk, ε) is relatively dense in G for each n ∈ N.
Secondly, we denote the space of w-trigonometric polynomials ψ =
∑n
j=1 γjpj, where
γj ∈ Ĝ and pj ∈ Pw(G,X), by TPw(G,X). The closure of TPw(G,X) in BCw(G,X) is the
space APw(G,X) of w-almost periodic X-valued functions on G.
Proposition 5.1. If G is compactly generated, then APw(G,X) ⊂ BUCw(G,X). More-
over, for each φ ∈ APw(G,X) the range of φw is relatively compact.
Proof. If p ∈ Pw(G,X) then p ∈ BUCw(G,X) by Proposition 3.7(d). By Proposition 3.7
(b) and Proposition 3.4, we conclude that the space Xp generated by the range of p is finite
dimensional. Moreover, if γ ∈ Ĝ then ∆h(γp)(t) = γ(t)γ(h)∆hp(t) + γ(t)p(t)∆hγ(0) and
(γ(t)p(t))/w(t) ∈ Xp for all t ∈ J , and so γp ∈ BUCw(G,X) and the range of (γp)/w is
relatively compact. The results follow. 
Proposition 5.2. If Pw(G,C) is finite dimensional, then APw(G,X) ⊂ Ew(G,X).
Proof. By Proposition 4.1 Ew(G,X) is closed in BCw(G,X). Take any γ ∈ Ĝ, γ 6= 1 and
any p ∈ Pw(G,X), p 6= 0. It suffices to prove γpw ∈ E0(G,X). To do this suppose firstly
that γ(s) has finite order m 6= 1 for some s ∈ G and let F1 = {(j − 1)s : 1 ≤ j ≤ m}.
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Then
∑
t∈F1
γ(t) =
∑m
j=1 γ(s)
j−1 = 0. Hence, RF1(
γp
w ) =
1
m
∑
t∈F1
(γpw )t =
1
m
∑
t∈F1
γt
∆tp
w −
1
m
∑
t∈F1
γtpt
wt
∆tw
w +
γp
mw
∑
t∈F1
γ(t). The last term on the right is 0 and so, by (2.2) and Lemma
4.11, RF1(
γp
w ) ∈ C0(G,X). Since C0(G,X) ⊆ E0(G,X), for each ε > 0 we can find a finite
set F2 ⊂ G such that
∥∥RF2RF1(γpw )∥∥∞ < ε. Since RF2RF1(γpw ) = RF2+F1(γpw ) we conclude
that γpw ∈ E0(G,X). If γ(s) has infinite order for every non-zero s ∈ G then γ has dense
range in T. Given ε > 0 we can find s ∈ G such that |γ(s) + 1| < ε‖p‖w,∞ . If F1 = {0, s}, then
RF1(
γp
w ) =
1
2γs
∆sp
w − 12 γspsws ∆sww +
γp
2w (γ(s)+1). This time choose a finite set F2 ⊂ G such that∥∥∥RF2(12γs∆spw − 12 γspsws ∆sww )∥∥∥∞ < ε2 . Since ∥∥RF2( γp2w (γ(s) + 1))∥∥∞ ≤ ∥∥ γp2w (γ(s) + 1)∥∥∞ < ε2
we obtain, as before,
∥∥RF2RF1(γpw )∥∥∞ < ε. 
Lemma 5.3. (a) Let φ ∈ C(G,X) have support in a compact neighbourhood K of 0
in G and suppose K generates G. Then there is a sequence of trigonometric polynomials
ψn : G→ X converging uniformly to φ on K with sup
t∈G
‖ψn(t)‖ < 1n + sup
t∈G
‖φ(t)‖.
(b) If also G = R and φ is m-times continuously differentiable on R, then ψn may also
be chosen so that ψ
(j)
n → φ(j) uniformly on K and sup
t∈G
∥∥∥ψ(j)n (t)∥∥∥ < 1n + sup
t∈G
∥∥φ(j)(t)∥∥ for
0 ≤ j ≤ m.
Proof. (a) By [53, 2.4.2] there exists a closed subgroup G1 of G with G/G1 compact, G1
isomorphic to Zm for some m ≥ 0 and K ∩ G1 = {0}. Since (K − K) ∩ G1 is finite,
we may also assume (replacing G1 by one of its subgroups of finite index if necessary) that
(K−K)∩G1 = {0}. Let pi : G→ G/G1 be the quotient mapping and define φ˜ : G/G1 → X
by φ˜(pi(t)) = φ(t) if t ∈ K and φ˜(pi(t)) = 0 if pi(t) /∈ pi(K). Since (K −K) ∩G1 = {0}, φ˜ is
well-defined. Moreover, φ˜ ∈ C(G/G1,X) and φ˜ ◦ pi|K = φ|K . Since G/G1 is compact, there
is a sequence of trigonometric polynomials ηn : G/G1 → X converging to φ˜ in C(G/G1,X).
We choose ηn so that
∥∥∥ηn − φ˜∥∥∥
∞
< 1n and let ψn = ηn ◦ pi, a trigonometric polynomial.
Then (ψn|K) converges uniformly to φ|K and ‖ψn‖∞ = ‖ηn‖∞ < 1n +
∥∥∥φ˜∥∥∥
∞
= 1n + ‖φ‖∞ .
(b) In this case, G/G1 ∼= T the circle group, and so φ˜ ∈ Cm(T,X) the space of
m-times continuously differentiable functions from T to X. With the norm ‖u‖(m) =∑m
j=0
1
j!
∥∥u(j)∥∥
∞
, Cm(T,X) is a homogeneous Banach space in the sense of [39, 2.10]. By
[39, Theorem 2.11] we may choose ηn so that
∥∥∥ηn − φ˜∥∥∥
(m)
< 1n(m!) . (This last reference deals
with C-valued functions, but the same proof is valid for general X.) Setting ψn = ηn ◦ pi
we obtain the lemma. 
Proposition 5.4. If w is an unbounded weight and G is compactly generated, then
TP (G,X) is dense in Cw,0(G,X).
Proof. Take φ ∈ Cw,0(G,X) and n ∈ N. Since G is compactly generated, there is a compact
generating neighbourhood Fn of 0 in G such that ‖φ(t)‖ < 1nw(t) for all t /∈ Fn. As
w is unbounded there is a compact set Hn ⊃ Fn such that sup
t∈Fn
‖φ(t)‖ < 1n sup
t∈Hn
w(t).
Let Kn be a compact set whose interior contains Hn. By Proposition 2.3 we may assume
sup
t∈Kn
w(t) ≤ inf
t/∈Kn
w(t) and so sup
t∈Kn
‖φ(t)‖ < 1n inf
t/∈Kn
w(t). Since G is a regular space [41,
p. 146] there is a continuous function f : G → [0, 1] which is 1 on Hn and 0 outside
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Kn. By Lemma 5.3 there exists ψn ∈ TP (G,X) with sup
t∈Kn
‖f(t)φ(t)− ψn(t)‖ < 1n and
sup
t/∈Kn
‖ψn(t)‖ < 1n + sup
t∈G
‖f(t)φ(t)‖. Hence
‖φ− ψn‖w,∞ ≤ sup
t∈Kn
‖φ(t)−f(t)φ(t)‖
w(t) + sup
t∈Kn
‖f(t)φ(t)−ψn(t)‖
w(t) + sup
t/∈Kn
‖φ(t)‖
w(t)
+sup t/∈Kn
‖ψn(t)‖
w(t) < sup
t∈Kn\Hn
‖φ(t)‖
w(t) +
1
n +
1
n +
1
n
+ sup
t∈Kn
‖f(t)φ(t)‖
inf
t6∈Kn
w(t)
< 5n .
This completes the proof. 
Proposition 5.5. As usual let wN (t) = (1 + |t|)N , N ∈ N.
(a) If w is an unbounded weight and G is compactly generated, then Cw,0(G,X) ⊆
APw(G,X).
(b) If p ∈ Pw(G,X), then p · AP (G,X) ⊂ APw(G,X).
(c) If G ∈ {Z,R}, then APwN (G,X) = tN · AP (G,X) ⊕ CwN ,0(G,X). Moreover, if
φ = tNψ + ξ with ψ ∈ AP (R,X) and ξ ∈ CwN ,0(R,X) then ||ψ||∞ ≤ ||φ||wN ,∞.
(d) Let φ ∈ APwN (R,X) and φ = tNψ + ξ with ψ ∈ AP (R,X) and ξ ∈ CwN ,0(R,X).
Let φ′ ∈ BUCwN (R,X). Then φ′ ∈ APwN (R,X), ψ′ ∈ AP (R,X) and ξ′ ∈ CwN ,0(R,X).
(e) If φ ∈ AP (R,X) and P 2φ ∈ APw1(R,X), then there is a ∈ X such that (P 2φ−at) ∈
Cw1,0(R,X).
Proof. (a) This follows directly from Proposition 5.5.
(b) By [57, p. 330, Corollary] TP (G,X) is dense in AP (G,X). It follows that if φ ∈
AP (G,X), then pφ is a limit in BUCw(G,X) of a sequence from p · TP (G,X).
(c) Note firstly that the sum on the right is direct. For suppose tNψ1 + ξ1 = t
Nψ2 + ξ2
for ψj ∈ AP (G,X) and ξj ∈ Cw,0(G,X). Set q(t) = (1 + t)N − tN and J = G+. Then
(ψ1 − ψ2) |J = 1w (ξ2 − ξ1 − qψ2 + qψ1)|J ∈ C0(J,X). This is impossible unless ψ1 = ψ2.
The sum is also topological. For suppose φn = t
Nψn + ξn where ψn ∈ AP (G,X) and
ξn ∈ Cw,0(G,X) and (φn) converges to φ in BCw(G,X). Then
(5.1) φnw |J = ψn|J + ξn−qψnw |J ∈ AP (G,X)|J ⊕ C0(J,X) = AAP (J,X).
But this last sum is a topological direct sum (see [55]) or [9, Proposition 2.2.2] and references
therein) and so (ψn|J ) converges to ψ|J for some ψ ∈ AP (G,X). Hence (ψn) converges to
ψ in AP (G,X) and
(
tNψn
)
converges to tNψ in APw(G,X). It follows that (ξn) converges
to some ξ in Cw,0(G,X) and that φ = t
Nψ + ξ.
Next, given φ ∈ APw(G,X) we may choose a sequence (pin) ⊂ TPw(G,X) converging to
φ in APw(G,X). But pin = t
Nψn+ξn where ψn ∈ TP (G,X) and ξn ∈ Cw,0(G,X). It follows
from the previous paragraph that φ = tNψ+ξ for some ψ ∈ AP (G,X) and ξ ∈ Cw,0(G,X).
The converse follows from (a) and (b). The inequality ||ψ||∞ ≤ ||φ||wN ,∞ = ||φ/wN ||∞
follows from [9, Proposition 2.2.2].
(d) One has n[φ(·+1/n)]−φ(·)]−φ′(·) = n ∫ 1/n0 [φ′(·+s)]−φ′(·)] ds→ 0 in BUCwN (R,X)
as n→∞. This implies φ′ ∈ APwN (R,X). By part (c), φ′ = tNη+µ where η ∈ AP (R,X)
and µ ∈ CwN ,0(R,X). Now φ/wN |R+ = ψ + (ξ + ψ(tN − wN ))/wN |R+ ∈ AAP (R+,X).
By (5.1), ψ′, ξ′ exist on R+ and (n[ψ(· + 1/n)] − ψ(·)]|R+), (n[ξ(·+ 1/n)/wN (· + 1/n)] −
ξ(·)/wN (·)]|R+) are Cauchy sequences in BUC(R+,X). It follows ψ′|R+ ∈ AP (R,X)|R+
and ξ′/wN |R+ ∈ C0(R+,X). Similarly ψ′|R− ∈∈ AP (R,X)|R− and ξ′/wN |R− ∈
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C0(R−,X). Now φ
′(t) = NtN−1ψ(t) + tNψ′(t) + ξ′(t) for all t 6= 0. From this we get ξ′ is
continuous at t = 0. This implies ξ′/wN ∈ C0(R,X) and so ψ′ = η and NtN−1ψ + ξ′ = η.
(e) By Theorem 4.14, P 2(φ−Mφ) ∈ Cw2,0(R,X). Since P 2φ ∈ APw1(R,X) ⊂ Cw2,0(R,X)
and P 2φ = P 2(φ − Mφ) + (Mφ/2) t2 we conclude Mφ = 0. By Theorem 4.14, Pφ ∈
Cw1,0(R,X). By (c), P
2φ = t ψ+ ξ with ψ ∈ AP (R,X), and ξ ∈ Cw1,0(R,X). By (d), one
gets Pφ = t ψ′ + ψ + ξ′ where ψ′ ∈ AP (R,X). This implies ψ′ = 0 and hence ψ = a ∈ X.
This shows P 2φ− t a ∈ Cw1,0(R,X). 
Proposition 5.6. If φ ∈ APw(G,X) then φ ∗ f ∈ APw(G,X) for all f ∈ L1w(G). If also
G is compactly generated, the operator Tφ : L
1
w(G)→ APw(G,X) defined by Tφ(f) = φ ∗ f
is compact.
Proof. Let pi = γp where γ ∈ Ĝ, p ∈ Pw(G,X) and let f ∈ L1w(G). Then pi ∗ f = γ(p ∗
(γ−1f)) ∈ TPw(G,X). Choose a sequence (pin) in TPw(G,X) converging to φ inBCw(G,X).
It follows that pin ∗ f → φ ∗ f and so φ ∗ f ∈ APw(G,X). Since ‖Tφ(f)‖ ≤ ‖φ‖w,∞ ‖f‖w,1 ,
each Tφ is bounded. If G is compactly generated, then by Proposition 3.7(b), p(t − s) =∑k
j=1 pj(t)qj(s) for s, t ∈ G where pj ∈ Pw(G,X) and qj ∈ Pw(G,C). So pi∗f =
∑k
j=0 γpjcj
where cj =
∫
G γ
−1(s)qj(s)f(s)dµ(s). Hence pi ∗ f ∈ span{γpj : 1 ≤ j ≤ k} and so Tpi has
finite rank. As Tpin → Tφ in the operator norm, Tφ is compact. 
Following [9] where the case w = 1 is considered, we say that F is a Λ0w-class if it is a
translation invariant subspace of BCw(J,X) satisfying
(5.2) if φ ∈ BUCw(G,X) and φ|J ∈ F then φt|J ∈ F for all t ∈ G;
(5.3) F is a closed linear subspace of BUCw(J,X);
(5.4) F is closed under multiplication by characters;
(5.5) if w is unbounded, F ⊇ Cw,0(J,X).
A Λ0w-class F is called a Λw-class if F ⊇ Pw(J,X).
Note that if F is a subspace of BCw(J,X) and φ ∈ F , then φt = ∆tφ+ φ ∈ E0w + F by
Lemma 4.4. This means that E0w ⊂ F implies (5.2).
Note that for the case J = G, (5.2) just states that F is translation invariant. In
particular, Cw,0(G,X) is a Λ
0
w-class. So too is Cw,0(J,X) when G is R or Z and J is R+ or
Z+. Many examples of Λw-classes for the case w = 1 are given in [9]. These include almost
periodic, almost automorphic and absolutely recurrent functions. The class 0J , consisting
of just the zero function from J to X, satisfies (5.2) only when J = G. From Proposition
5.1 and Proposition 5.5 (a) we obtain:
Proposition 5.7. If G is compactly generated or w is bounded, then APw(G,X) is a
Λw-class.
We mention one other family of Λ0w-classes. The partial ordering ≤ , defined by s ≤
t whenever t ∈ s + J, makes J a directed set. So we may define Fw(J,X) = {φ ∈
BUCw(J,X) : lim
t∈J
∥∥∥ φ(t)w(t)∥∥∥ = 0}. If G = R or Z and J = R+ or Z+, then Fw(J,X) =
POLYNOMIAL ERGODICITY AND ASYMPTOTIC BEHAVIOUR OF UNBOUNDED SOLUTIONS 19
Cw,0(J,X) but in general this is not the case. If G = R
d or Zd and J = (R+)
d or (Z+)
d,
then Fw(J,X) is a Λ0w-class contained in every Λ0w-class of functions from J to X. These
spaces will be developed and used in a subsequent paper.
Example 5.8. If G ∈ {R,Z} we define
(5.6) A = PNAP (G,X) =
∑N
k=0 t
k ·AP (G,X)
= {φ : φ(t) =∑Nk=0 tkψk(t) where ψk ∈ AP (G,X), t ∈ G}
Then the following properties are clear
(5.7) A is a linear subspace of APwN (G,X), translation invariant, closed under
convolution with elements from L1wN (G,C), closed under multiplication
by characters from Ĝ and dense in APwN (G,X).
In Proposition 6.3 we investigate harmonic analysis with respect to classes A = PNAP
defined by (5.6).
6. Spectral analysis
Throughout this section we will assume that G is compactly generated and that F is a
translation invariant closed subspace of BCw(J,X) satisfying (5.2).
Recall that for an ideal I of L1w(G), the cospectrum of I is given by cosp(I) = {γ ∈ Ĝ :
f̂(γ) = 0 for all f ∈ I}. Clearly, cosp I = cospI , where I is the closure of I in L1w(G). Since
L1w(G) is a Wiener algebra, its maximal ideals are the sets Iα = {f ∈ L1w(G) : f̂(α) = 0}
where α ∈ Ĝ and its primary ideals are those whose cospectrum is a singleton. By Wiener’s
tauberian theorem, all (closed) primary ideals in L1(G) are maximal ([24]). This is not the
case for general L1w(G). For example, it is proved in [15, Theorem 3.4] that, for a weight of
polynomial growthN, the primary ideals of L1w(Z) are the sets Ik = {f ∈ L1w(Z) : f̂ (j)(1) = 0
for 0 ≤ j ≤ k} where 0 ≤ k ≤ N. If g ∈ L1w(Z) and f = ∆N+1t g for some t ∈ Z then f̂(γ) =
(γ(t) − 1)N+1ĝ(γ) showing f ∈ Ik. The following theorem generalizes this result. For
t = (t1, ..., tm) ∈ Gm we write ∆tg = ∆t1 ...∆tmg.
Theorem 6.1. Assume w has polynomial growth N and I is a closed ideal of L1w(G)
with cosp(I) = {1}. Then ∆tg ∈ I for all g ∈ L1w(G) and t ∈ GN+1.
Proof. Consider the annihilator I⊥ = {φ ∈ L∞w (G) : φ ∗ f = 0 for all f ∈ I}, a closed
translation invariant subspace of L∞w (G). If φ ∈ I⊥ and Iw(φ) = {f ∈ L1w(G) : φ ∗ f = 0}
then Iw(φ) ⊇ I. This implies that cosp(Iw(φ)) ⊆ cosp(I) = {1}. By [15, Theorem 3.4] or
Theorem 6.6 below, φ ∈ Pw(G,C) and so ∆tφ = 0 for all t ∈ GN+1. If g ∈ L1w(G) then
φ ∗∆tg = ∆tφ ∗ g = 0, showing ∆tg ∈ I⊥⊥. Since I⊥⊥ = I the theorem is proved. 
Let φ ∈ BCw(G,X). The set Iw(φ) = {f ∈ L1w(G) : φ ∗ f = 0} is a closed ideal of L1w(G)
and the Beurling spectrum of φ is defined to be spw(φ) = cosp(Iw(φ)). More generally,
following [9, p.20] , set IF (φ) = {f ∈ L1w(G) : (φ ∗ f)|J ∈ F}. By condition (5.2), IF (φ) is
a closed translation invariant subspace of L1w(G) and is therefore an ideal. We define the
spectrum of φ relative to F (respectively A) to be spF (φ) = cosp (IF (φ)) (spA(φ) = cosp
(IA(φ))).
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Lemma 6.2. For each φ ∈ BUCw(G,X) there is a sequence of approximate units, that
is a sequence (gn) in L
1
w(G) such that φ ∗ gn → φ in BUCw(G,X).
Proof. Since φ is w-uniformly continuous, there is a compact neighbourhood Vn of 0 in
G such that ‖φ−s − φ‖w,∞ < 1n for all s ∈ Vn. Choose gn ∈ Cc(G) with supp(gn) ⊆ Vn,
gn ≥ 0 and
∫
G gn(s)dµ(s) = 1. So gn ∈ L1w(G) and for each t ∈ G, ‖φ ∗ gn(t)− φ(t)‖ =∥∥∥∫Vn [φ(t− s)− φ(t)]gn(s)dµ(s)∥∥∥ < 1nw(t) (see Theorem 33.12 in [34]). 
Proposition 6.3. (a) Let φ,ψ ∈ BCw(G,X).
(i) spF (φt) = spF (φ) for all t ∈ G;
(ii) spF (φ ∗ f) ⊆ spF (φ) ∩ supp(f̂) for all f ∈ L1w(G);
(iii) spF (φ+ ψ) ⊆ spF (φ) ∪ spF (ψ);
(iv) spF (γφ) = γ + spF (φ), provided F is invariant under multiplication by γ ∈ Ĝ;
(v) Let φ ∈ BUCw(G,X). Then φt|J ∈ F for all t ∈ G if and only if spF (φ) = ∅;
(vi) Let φ ∈ BUCw(G,X). If ∆N+1t φs|J ∈ F for all s, t ∈ G then spF (φ) ⊆ {1}; and
conversely if w has polynomial growth N.
(b) Statements (i), (ii), (iii), (iv), (vi) are true when F is replaced by a class A defined
by (5.6). We do not know whether or not statement (v) is true for classes A defined by
(5.6), N ∈ N. Instead, one has
(v′) Let φ ∈ A, then spA(φ) = ∅.
(v′′) If spw(φ) is compact and spA(φ) = ∅, then φ ∈ A.
Proof. (a) The arguments are the same as for the Beurling spectrum. See for example [28,
part II, p.988] or [53]. We present proofs for (v) and (vi).
Firstly assume φt|J ∈ F for all t ∈ G. The map t 7→ φt|J : G → F is continuous and so,
for each f ∈ L1w(G) we have (φ ∗ f)|J =
∫
G f(t)φ−t|Jdµ(t) ∈ F . So IF (φ) = L1w(G) and
spF (φ) = ∅. Conversely, if spF (φ) = ∅ then (φt ∗ f)|J ∈ F for all t ∈ G and f ∈ L1w(G).
By Lemma 6.2, φt has approximate units and so φt|J ∈ F . This proves (v).
Now assume ∆N+1t φs|J ∈ F for all s, t ∈ G. If g ∈ L1w(G) then
(φ ∗∆N+1t g)|J =
∫
G g(s)(∆
N+1
t φ−s)|Jdµ(s) ∈ F
and so ∆N+1t g ∈ IF (φ). But (∆N+1t g)̂(γ) = (γ(t)−1)N+1ĝ(γ) is zero for all t ∈ G and g ∈
L1w(G) only when γ = 1. So spF (φ) ⊆ {1}. Conversely, if spF (φ) ⊆ {1} then, by Theorem
6.1, {∆N+1t g : g ∈ L1w(G), t ∈ G} ⊆ IF (φs) and so (∆N+1t φs ∗ g)|J = (φs ∗∆N+1t g)|J ∈ F .
Taking approximate units we conclude ∆N+1t φs|J ∈ F . This proves (vi).
(b) We only prove (v′′) as the other parts are similar to (a). Since spA(φ) = ∅, IAφ is
dense in L1w(G). This implies that for each λ ∈ Ĝ there is f ∈ IAφ such that fˆ(λ) 6= 0,
fˆ ≥ 0. Since spw(φ) is compact and IAφ is linear, one can construct F ∈ IAφ such
that F̂ (λ) > 0 for all λ ∈ W , where W is a compact neighbourhood of spwN (φ). By
Corollary p. 19 in [52], there is H ∈ L1w(G) such that F̂ ∗H(λ) = 1, λ ∈ W . This implies
φ = F ∗H ∗ φ ∈ A. 
Corollary 6.4. Assume w has polynomial growth N. If φ ∈ BUCw(G,X), spF (φ) ⊆ {1}
and φ|J ∈ E0w(J,X) then φ|J ∈ F + Cw,0(J,X). If also w = 1, then φ|J ∈ F .
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Proof. By Proposition 6.3(v) and (vi) , ∆N+1t φ|J ∈ F for all t ∈ J. By Lemma 4.4, ∆jtφ|J ∈
E0w(J,X) for 0 ≤ j ≤ N and all t ∈ J. Therefore we can apply the difference Theorem 4.12
repeatedly to obtain the result. 
We denote by E′ the set of accumulation points of a subset E of a topological space.
Recall that such a set E is called perfect if E′ = E and residual if it is closed and has
no non-empty perfect subsets. Loomis [44] proved that if φ ∈ BUC(G,C) and sp(φ) is
residual, then φ ∈ AP (G,C). Basit (see [43, pp.92, 97]) and Baskakov ([19]) proved the
same result for X-valued functions provided c0 6⊂ X. Basit [9] proved that for certain
classes F ⊆ BUC(J,X), where J ∈ {R+,R}, if spF (φ) is residual and γ−1φ|J ∈ E(J,X)
for all γ ∈ spF (φ) then φ ∈ F . Some special cases of his results were proved by Ruess and
Pho´ng [54]. Recently, Arendt and Batty [5] gave an operator theoretic proof for the case
F = AP (R,X). We extend these results to unbounded functions as follows. (It will be seen
in Example 7.13 that for general weights w the ergodicity condition in Theorem 6.5 cannot
be replaced by c0 6⊂ X).
Theorem 6.5. Assume w has polynomial growth. If φ ∈ BUCw(G,X), then spF (φ)
contains no isolated points whenever one of the following holds:
(i) F is a Λ0w-class and γ−1φ|J ∈ E0w(J,X) for all γ ∈ spF (φ);
(ii) F is a Λw-class and γ−1φ|J ∈ Ew(J,X) for all γ ∈ spF (φ).
If also spF (φ) is residual, then φ|J ∈ F .
Proof. Suppose γ is an isolated point of spF (φ). Let γ−1φ|J have w-mean p|J where p ∈
Pw(G,X). Take an open neighbourhood U of γ in Ĝ such that U ∩ spF (φ) = {γ}. Choose
f ∈ L1w(G) such that f̂(γ) 6= 0 and supp(f̂) ⊆ U. Then spF (φ∗f) ⊆ {γ} and so spF (γ−1(φ∗
f)) ⊆ {1}. By Proposition 4.10, the restriction to J of γ−1(φ ∗ f) = (γ−1φ) ∗ (γ−1f) is w-
ergodic with w-mean (p∗γ−1f)|J . By Corollary 6.4, (γ−1(φ∗f)− (p∗γ−1f))|J ∈ F . Hence
(φ ∗ f)|J ∈ F which means γ /∈ spF (φ). This is a contradiction and so spF (φ) contains
no isolated points. A residual perfect set is empty and so Proposition 6.3(v) gives the final
assertion. 
The following result was proved in Theorem 3.4 of [15] under a slightly stronger assump-
tion than (2.4) and with X = C. The same proof is valid under the present assumptions.
See also Proposition 0.5 of [51].
Theorem 6.6. Assume w has polynomial growth and φ ∈ BCw(G,X). Then spw(φ) =
{γ1, ..., γn} if and only if φ =
∑n
j=1 γjpj for some non-zero pj ∈ Pw(G,X).
Corollary 6.7. Assume w has polynomial growth, F is a Λw-class and φ ∈ BUCw(G,X).
Then spF (φ) ⊆ spw(φ)′.
Proof. Let γ be an isolated point of spw(φ) or γ ∈ Ĝ \ spw(φ). Then there is a compact
neighbourhood V of γ such that V ∩ spw(φ) ⊆ {γ}. Choose f ∈ L1w(G) such that f̂(γ) 6= 0
and supp(f̂) ⊆ V. Then spw(φ∗f) ⊆ {γ} and so, by Theorem 6.6, (φ∗f)|J ∈ TPw(J,X) ⊆ F .
Hence γ /∈ spF (φ) and so spF (φ) ⊆ spw(φ)′. 
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Corollary 6.8. Assume w has polynomial growth and φ ∈ BUCw(G,X). If spw(φ) is
residual and γ−1φ ∈ Ew(G,X) for all γ ∈ spw(φ)′, then φ ∈ APw(G,X).
Proof. By Proposition 5.7, F = APw(G,X) is a Λw-class. By Corollary 6.7, spF (φ) ⊆
spw(φ)
′ which is residual. But by Theorem 6.5, spF (φ) has no isolated points and therefore
is a perfect set. A residual perfect set is empty and so, by Proposition 6.3(v), φ ∈ F . 
Since a discrete set is residual without limit points, we obtain the following result imme-
diately. For the case w = 1 see [44] and references therein.
Corollary 6.9. Assume w has polynomial growth. If φ ∈ BUCw(G,X) and spw(φ) is
discrete, then φ ∈ APw(G,X).
The following two results will be used to establish w-ergodicity from a knowledge of
spectra. We say that a function f ∈ L1w(G) is of w-spectral synthesis with respect to a
closed subset ∆ of Ĝ if there is a sequence (fn) in L
1
w(G) converging to f and satisfying
f̂n = 0 on a neighbourhood Un of ∆.
Theorem 6.10. If φ ∈ BUCw(G,X) and 1 /∈ spw(φ), then φ ∈ E0w(G,X).
Proof. Take a compact neighbourhood V of 0 in Ĝ with V ∩ spw(φ) = ∅. Take f ∈ L1w(G)
with f̂(1) = 1 and supp (f̂) ⊆ V. Then spw(φ ∗ f) = ∅ so φ ∗ f = 0. Moreover, f is
continuous. Given ε > 0, choose a compact set K in G such that
∫
G\K |f(t)|w(t)dµ(t) <
ε/(1+ 2 ‖φ‖∞). For s ∈ G define g(s) = (φ−φ−s)f(s). Hence
∫
G g(s)dµ(s) = φ−φ ∗ f = φ.
Moreover, by Lemma 4.4, g(s) ∈ E0w(G,X) and since φ is w-uniformly continuous, by (2.8),
g : G → E0w(G,X) is continuous. Since K is compact, g|K is separably-valued and hence
Bochner integrable. Therefore
∫
K g(s)dµ(s) ∈ E0w(G,X). But
∥∥φ− ∫K g(s)dµ(s)∥∥w,∞ ≤∥∥∥∫G\K g(s)dµ(s)∥∥∥w,∞ < ε and so φ ∈ E0w(G,X) as claimed. 
Finally we establish relationships between w-spectral synthesis, minimal prime ideals
and ergodicity. See [33] for G = R. For γ ∈ Ĝ, let Jw(γ) denote the closed span of
{γ∆tf : f ∈ L1w(G), t ∈ GN+1}.
For a closed subset ∆ ⊂ Ĝ set
Iw(∆) = {f ∈ L1w(G) : f̂(γ) = 0 for all γ ∈ ∆},
Rw(∆) = the closure of {f ∈ Iw(∆) : supp f̂ ∩∆ is residual }.
Sw(∆) = the closure of {f ∈ L1w(G) : f̂ is 0 on a neighbourhood of ∆}, the space of
functions in L1w(G) which are of w-spectral synthesis with respect to ∆,
One can verify
Sw(∆) ⊂ Rw(∆) ⊂ Iw(∆).
Theorem 6.11. Suppose w has polynomial growth of order N and γ ∈ Ĝ.
(a) Jw(γ) is the minimal closed ideal of L
1
w(G) with cospectrum {γ}.
(b) Sw(γ) = Jw(γ).
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Proof. (a) Since (γ∆tf) ∗ g = γ∆t(f ∗ γ−1g), Jw(γ) is a closed ideal. Minimality follows
from Theorem 6.1.
(b) Since Jw(γ) = γJw(1) and Sw(γ) = γSw(1), it suffices to prove Sw(1) = Jw(1). For
k ∈ Z+, let Jkw denote the closed span of {∆tf : f ∈ L1w(G), t ∈ Gk}. For g ∈ L1w(G)
satisfying ĝ(1) = 1, let Lg be the operator on L
1
w(G) defined by Lgf = f − f ∗ g =
− ∫G(∆−sf)g(s)dµ(s). The integral is an absolutely convergent Bochner integral and so Lg
maps Jkw into J
k+1
w . Now take any f ∈ L1w(G) with f̂ = 0 on a neighbourhood U of 1.
Choose g ∈ L1w(G) with ĝ(1) = 1 and supp(ĝ) ⊆ U. So f = LN+1g f ∈ JN+1w = Jw(1). Hence,
Sw(1) ⊆ Jw(1). But Sw(1) is an ideal with cospectrum {1} and so by (a), Sw(1) = Jw(1). 
Corollary 6.12. If f ∈ Jw(γ) for some γ ∈ Ĝ and φ ∈ BUCw(G,X), then γ−1(φ ∗ f) ∈
E0w(G,X).
Proof. Let h = γ∆tg where t ∈ G and g ∈ L1w(G). By Lemma 4.4, γ−1(φ ∗ h) = ∆t(γ−1φ ∗
g) ∈ E0w(G,X). Since f is in the closed linear span of such functions h and E0w(G,X) is
complete, the result follows. 
Corollary 6.13. If f ∈ L1w(G) is of w-spectral synthesis with respect to a closed subset
∆ of Ĝ, then γ−1(φ ∗ f) ∈ E0w(G,X) for all γ ∈ ∆ and φ ∈ BUCw(G,X).
Proof. Choose a sequence (fn) in L
1
w(G) converging to f and satisfying f̂n = 0 on a
neighbourhood Un of ∆. For γ ∈ ∆ we have γ−1(φ ∗ fn) = (γ−1φ) ∗ (γ−1fn) and so
spw(γ
−1(φ ∗ fn)) ⊆ supp(γ̂−1fn). Also (γ̂−1fn)(τ) = f̂n(γτ) and so 1 /∈ supp(γ̂−1fn). By
Theorem 6.10, γ−1(φ ∗ fn) ∈ E0w(G,X). Hence γ−1(φ ∗ f) ∈ E0w(G,X) for all γ ∈ ∆. 
7. Derivatives and indefinite integrals
Throughout this section we assume that J ∈ {R+,R,Z+,Z} and F = F(J,X) ⊂
BUCw(J,X) satisfying (5.2), (5.3) and (5.5). Examples of such classes are Cw,0(J,X),
APw(G,X) with G ∈ {R,Z} and if w has polynomial growth BUCw(J,X) ∩ Ew(J,X).
Proposition 7.1. Let J ∈ {R+,R}.
(a) Let w have polynomial growth. If φ ∈ BCw(R,X) and spw(φ) is compact, then
φ(j) ∈ BUCw(R,X) for all j ≥ 0.
(b) If φ ∈ F and φ′ is w-uniformly continuous, then φ′ ∈ F .
(c) If φ ∈ BCw(J,X) and φ′ is w-uniformly continuous, then φ′ ∈ E0w(J,X)∩BUCw(J,X).
(d) If φ, φ′ ∈ BCw(R,X) then spw(φ′) ⊆ spw(φ) ⊆ spw(φ′) ∪ {1}.
Proof. (a) Choose f ∈ S(R), the Schwartz space of rapidly decreasing functions, such that
f has compact support and is 1 on a neighbourhood of spw(φ). Then f
(j) ∈ L1w(R) for all
j ≥ 0. Moreover, φ = φ ∗ f and so φ(j) = φ ∗ f (j) for all j ≥ 0. Hence φ(j) ∈ BUCw(R,X).
(b) If ψn = n∆1/nφ then ψn ∈ F . Moreover, by the w-uniform continuity of φ′, given
ε > 0 there exists nε such that ‖ψn(t)− φ′(t)‖ =
∥∥∥n ∫ 1/n0 (φ′(t+ s)− φ′(t))ds∥∥∥ < εw(t) for
all t ∈ J and n > nε. Hence φ′ ∈ F .
(c) With the notation of the proof of (b), ψn ∈ E0w(J,X) ∩BUCw(J,X) by Lemma 4.4.
Hence, so does φ′.
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(d) For any f ∈ L1w(R) we have (φ ∗ f)′ = φ′ ∗ f and so Iw(φ′) ⊇ Iw(φ). Hence,
spw(φ
′) ⊆ spw(φ). For the second inclusion, let c = sup0≤s≤1w(s). By Proposition 2.2,
supn≤t≤n+1w(t) ≤ cw(n) < cen for all n sufficiently large. Hence, if g(t) = exp(−t2)
then g, g′ ∈ L1w(R). Now take γ ∈ R \ (spw(φ′) ∪ {1}). So γ(t) = eist for some s 6= 0.
Choose f ∈ L1w(R) such that φ′ ∗ f = 0 but f̂(γ) 6= 0. Let Let h = f ∗ g′. Then
φ ∗ h = φ ∗ f ∗ g′ = φ′ ∗ f ∗ g = 0 whereas ĥ(γ) = isf̂(γ)ĝ(γ) 6= 0. So γ /∈ spw(φ′)
showing spw(φ) ⊆ spw(φ′) ∪ {1}. 
Proposition 7.2. (a) If J ∈ {R+,R}, φ ∈ F(J,X) and Pφ is w-ergodic with w-mean
p, then Pφ− p ∈ F(J,X).
(b) If J ∈ {Z+,Z}, φ ∈ F(J,X) and Sφ is w-ergodic with w-mean p, then Sφ − p ∈
F(J,X).
Proof. (a) We may assume that φ ∈ BUCw(R,X). For t ∈ R set χt = χ[−t,0] if t ≥ 0 and
χt = −χ[0,−t] if t < 0. Then ∆tPφ = φ ∗ χt =
∫
R
φ−sχt(s)ds. Since φ ∈ BUCw(R,X) the
integral converges as a Lebesgue-Bochner integral and therefore by (5,2), (5.3) ∆tPφ ∈ F .
The result follows from the difference Theorem 4.12 and (5.5).
(b) Note that ∆1Sφ = φ ∈ F(J,X) and therefore by (5,2), (5.3) ∆kSφ ∈ F(J,X) for
each k ∈ J . The result follows from the difference Theorem 4.12 and (5.5). 
Proposition 7.3. (a) If φ ∈ F = APw(R,X) and Pφ ∈ BUCw(R,X), then spF (Pφ) ⊆
{1}.
(b) If φ ∈ F = APw(Z,X) and Sφ ∈ BUCw(Z,X), then spF (Sφ) ⊆ {1}.
Proof. (a) Let s, t ∈ R. With χs as in the previous proof, (∆sPφ)t = φt ∗ χs and by
Proposition 5.6, (∆sPφ)t ∈ F . By Proposition 6.3(vi), spF (Pφ) ⊆ {1}.
(b) This case follows similarly as ∆kSφ ∈ F for all k ∈ Z. 
Remark 7.4. For general weights w the ergodicity condition in Theorem 7.5 cannot
be replaced by c0 6⊂ X. Indeed, let G = R, w(t) = 1 + |t| and φ(t) = t cos logw(t)w(t) . So φ ∈
Cw,0(R,C) ⊆ F = APw(R,C) and Pφ(t) = w(t)2 [cos logw(t)+sin logw(t)]−sin logw(t)− 12 .
So Pφ ∈ BUCw(R,C). By Proposition 7.3, spF (Pφ) ⊆ {1} and so spF (Pφ) is residual.
However, Pφ /∈ APw(R,C). Indeed, Pφ /∈ Ew(R,C). For if Pφ−ctw ∈ E0(R,C) for some
constant c, then because (Pφ−ctw |R+)′ = ( φw − Pφw2 − cw2 )|R+ ∈ C0(R+,C) it would follow
from Theorem 4.12 that Pφ−ctw |R+ ∈ C0(R+,C).
See also Example 7.13.
As before we will take wm(t) = (1 + |t|)m for m ∈ N.
Theorem 7.5. Assume φ ∈ APw(R,X) respectively φ ∈ APw(Z,X) has w-mean p.
Then Pm(φ− p) ∈ Cwwm,0(R,X) respectively Pm(φ− p) ∈ Cwwm,0(Z,X) for each m ∈ N.
Proof. The assumptions imply φ−p ∈ E0w(R,X) respectively φ−p ∈ E0w(Z,X). The result
follows from Theorem 4.14. 
Lemma 7.6. Let J ∈ {Z+,Z,R+,R}. For natural numbers m,N and non-negative
integers j, k set a(m, j) = (−1)j(Nj )(m−1+jj )j!.
POLYNOMIAL ERGODICITY AND ASYMPTOTIC BEHAVIOUR OF UNBOUNDED SOLUTIONS 25
(a) Sm(tNφ) =
∑N
j=0 a(m, j) t
N−jSm+jφ+
∑N
j=1 t
N−j
∑j−1
k=0 c(m,k, j)S
m+kφ for some
choice of c(m,k, j), 0 ≤ k < j ≤ N , any φ ∈ XJ , J ∈ {Z+,Z}.
(b) Pm(tNφ) =
∑N
j=0 a(m, j) t
N−jPm+jφ for any φ ∈ L1loc(J,X), J ∈ {R+,R}.
(c)
∑N
j=0
a(m,j)
(j+k)! =

(N+k−m
N
)
N !
(N+k)! if m ≤ k
0 if k + 1 ≤ m ≤ k +N
(−1)N(m−k−1N ) N !(N+k)! if m > k +N.
.
Proof. (a) For N = 0 the claim is trivial and for N = 1 one can prove by induction on m
that Sm(tφ) = tSmφ − m(Sm+1φ)1. The general case is then proved by induction on N
using Sm(tN+1φ) = tSmtNφ−m(Sm+1tNφ)1.
(b) Follows similarly as in (a) using P instead of S.
(c) For m ≥ k + 1 we have∑N
j=0
a(m,j)
(j+k)! =
∑N
j=0(−1)j
(N
j
)(m−1+j
j
) j!
(j+k)! =
1
(m−1)!
∑N
j=0(−1)j
(N
j
) (m−1+j)!
(k+j)!
= 1(m−1)!
∑N
j=0(−1)j
(
N
j
)
Dm−k−1tm+j−1|t=1
= 1(m−1)!D
m−k−1 tm−1
∑N
j=0(−1)j
(N
j
)
tj |t=1
= 1(m−1)!D
m−k−1 tm−1(1− t)N |t=1.
For m− k − 1 < N this last expression is 0 and for m− k − 1 ≥ N it is
1
(m−1)!
(m−k−1
N
)
(Dm−k−1−N tm−1)DN (1− t)N |t=1 = 1(m−1)!
(m−k−1
N
) (m−1)!
(N+k)!(−1)NN !
as claimed.
For m ≤ k the claim follows readily by substituting φ(t) = tk−m in (b).

Our main result is the following:
Theorem 7.7. Assume φ ∈ AP (Z,X) and ∑Nj=0 bj tN−jSj+1φ ∈ BUCwN (Z,X) for
some bj ∈ C, b0 6= 0.
(a) Sφ ∈ BUC(Z,X) and if ∑Nj=0 bj(j+1)! 6= 0 then Mφ = 0.
(b) If c0 6⊂ X then S(φ−Mφ) ∈ AP (Z,X).
Proof. Let a = Mφ and ψ =
∑N
j=0 bj t
N−jSj+1φ. Then ψ =
∑N
j=0 bj t
N−jSj+1(φ − a) +
tN+1a
∑N
j=0
bj
(j+1)! + ar, where r ∈ PN (Z,R). By Theorem 7.5 and the assumption, ψ −∑N
j=0 bj t
N−jSj+1(φ− a) = tN+1a∑Nj=0 bj(j+1)! + ar ∈ CwN+1,0(Z,X) and so either a = 0 or∑N
j=0
bj
(j+1)! = 0. To prove the rest of the theorem, we may assume a = 0. By Theorem
7.5, Sjφ(t)/wj(t) → 0 as t → ∞, 1 ≤ j ≤ N . Since φ is almost periodic we may choose
(tn) ⊂ Z such that tn → ∞ and φtn → φ uniformly on Z. Moreover, as Mφ = 0, by
Theorem 7.5, Sjφ(s+ tn)/wj(s+ tn)→ 0, s ∈ Z, 1 ≤ j ≤ N . Given x∗ ∈ X∗, it follows that
x∗ ◦ Sφtn → x∗ ◦ Sφ locally uniformly. Moreover, by passing to a subsequence if necessary,
we may assume x∗ ◦ ψ(tn)/wN (tn)→ b for some b ∈ C. By Theorem 7.5 again, we obtain
ψ(t+ tn) =
N∑
j=0
bj (t+ tn)
N−j [
tn−1∑
s=0
(Sjφ)(s) +
t−1∑
s=0
(Sjφ)(s + tn)]
= ψ(tn) + b0t
N
n (Sφtn)(t) + o(t
N
n ).
Therefore x∗ ◦ ψ(t+ tn)/wN (t+ tn)→ b+ b0x∗ ◦ Sφ(t) for each t ∈ Z. Hence, since ψ/wN
is bounded, so too is x∗ ◦ Sφ. Since x∗ is arbitrary, Sφ is weakly bounded and therefore
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bounded. Since ∆1Sφ = φ ∈ AP (Z,X), it follows ∆kSφ ∈ AP (Z,X), for k ∈ Z. So
if c0 6⊂ X then by a generalization of Kadet’s Theorem [8] (see also [38]), Sφ is almost
periodic.

Corollary 7.8. Assume φ ∈ AP (Z,X) and Sm(tNφ) ∈ BUCwN (Z,X) for some m ∈ N.
(a) Sφ, S2φ, · · · , Smφ ∈ BUC(Z,X) and Mφ = 0,MSφ = 0, · · · ,MSm−1φ = 0.
(b) If c0 6⊂ X then Sφ, S2φ, · · · , Smφ ∈ AP (Z,X).
Proof. Since Sm−1tNφ = (SmtNφ)1 − SmtNφ we conclude Sm−1tNφ ∈ BUCwn(Z,X); in
the same way SjtNφ ∈ BUCwN (Z,X) for all j = 1, · · · ,m. We prove the statement by
induction on m.
Case m = 1. By Lemma 7.6 (a),
S(tNφ) =
∑N
j=0 a(1, j) t
N−jS1+jφ+
∑N
j=1 t
N−j
∑j−1
k=0 c(1, k, j)S
N+kφ.
Since φ is bounded,
∑N
j=1 t
N−j
∑j−1
k=0 c(1, k, j)S
1+k(φ −Mφ) ∈ BUCwN (Z,X). It follows
from the assumptions
∑N
j=0 a(1, j) t
N−jS1+jφ ∈ BUCwN (Z,X). So, by Theorem 7.7, Sφ ∈
BUC(Z,X). By Lemma 7.6 (c),
∑N
j=0 a(1, j)/(j + 1)! 6= 0 and hence again by Theorem
7.7, Mφ = 0 and Sφ ∈ AP (Z,X).
Now assume that the statement is true for the casem−1 and let Sm(tNφ) ∈ BUCwN (Z,X).
It follows Sm−1φ ∈ BUC(Z,X). By Lemma 7.6 (a),
Sm−1(tNφ) =
∑N
j=0 a(m− 1, j) tN−jSm−1+jφ+
∑N
j=1 t
N−j
∑j−1
k=0 c(m− 1, k, j)Sm−1+kφ
for some choice of c(m− 1, k, j), 0 ≤ k < j ≤ N , any φ ∈ XJ , J ∈ {Z+,Z}. Hence
Sm(tNφ) = S(Sm−1(tNφ)) = a(m− 1, 0)S(tN [Sm−1φ])+∑N
j=1 a(m− 1, j)S(tN−jSj [Sm−1φ]) +
∑N
j=1 S(t
N−j
∑j−1
k=0 c(m− 1, k, j)Sk [Sm−1φ]).
Since Sm−1φ ∈ BUC(Z,X), it follows∑N
j=1 a(m− 1, j)S(tN−jSj [Sm−1φ]),∑N
j=1 S(t
N−j
∑j−1
k=0 c(m− 1, k, j)Sk [Sm−1φ]) ∈ BUCwN (Z,X).
Hence S(tN [Sm−1φ]) ∈ BUCwN (Z,X). Applying the case m = 1 to ψ = Sm−1φ, one gets
Sψ ∈ BUC(Z,X), Mψ = 0 and if c0 6⊂ X, Sψ ∈ AP (Z,X). This completes the proof of
the corollary.

Theorem 7.9. Let ψ ∈ BUCw1(R,X). Set hn = 1/2n.
(a) If ψ|Zhn ∈ APw1(Zhn,X) for all n ∈ N then ψ ∈ APw1(R,X).
(b) If ψh|Z ∈ APw1(Z,X) for all 0 ≤ h ≤ 1 then ψ ∈ APw1(R,X).
Proof. (a) Since ψ ∈ BUCw1(R,X), ψw1 ∈ BUC(R,X). So for each ε > 0 there is n = n(ε)
such that the range of ψw1 |Zhn is an ε-net for the range of
ψ
w1
. As ψ|Zhn ∈ APw1(Zhn,X),
the range of ψw1 |Zhn is relatively compact by Proposition 5.1. It follows that the range of
ψ
w1
is relatively compact. By Proposition 5.5 (c), ψ|Zhn = fn+ t gn, where fn ∈ Cw1,0(Zhn,X)
and gn ∈ AP (Zhn,X). Choose sn ∈ Zhn such that ||gnsn − gn||∞ ≤ 1/n and sn → ∞ as
n → ∞. It follows ||gnsn − gn||∞ → 0 as n → ∞. By the Arzela-Ascoli theorem we can
assume ( ψw1 )sk converges to some F ∈ BUC(R,X) uniformly on each bounded interval of
R. Since Zhn ⊂ Zhn+1 and by Proposition 5.5 (c), gn+1 extends gn for all n ∈ N, it follows
(gksk − gk)|Zhn = gksk |Zhn− gn for all k ≥ n. This implies ||gksk |Zhn− gn||∞ → 0 as k →∞
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for all n ∈ N. Hence ( ψw1 )sk |Zhn = (
fk+t gk
w1
)sk |Zhn converges pointwise to F |Zhn = gn
and so F |Zhn ∈ AP (Zhn,X) for all n ∈ N. As F ∈ BUC(R,X), for each ε > 0, one
can choose δ > 0 such that ||F − Fh||∞ ≤ ε for all |h| ≤ δ. Choose hn ≤ δ. Then each
ε-period τ of gn is a 3ε-period for F . Moreover, τ + h is a 4ε-period for F , |h| ≤ δ . This
gives F ∈ AP (R,X). Since (ψ − tF ) |Zhn ∈ Cw1,0(Zhn,X) and ψ−tFw1 ∈ BUC(R,X), we
conclude (ψ − tF ) ∈ Cw1,0(R,X). This proves ψ ∈ APw1(R,X) by Proposition 5.5 (c).
(b) By Proposition 5.5 (c), ψkhn |Z = fk + tgk, where fk ∈ Cw1,0(Z,X), gk ∈ AP (Z,X)
and k = 0, 1, · · · , 2n − 1. It follows
E(ε, n) = {τ ∈ Z : ||gk(m+ τ)− gk(m)|| ≤ ε, k = 0, 1, · · · , 2n − 1, m ∈ Z}
is relatively dense in Z and therefore in Zhn = ∪2n−1k=0 [Z + khn] for each ε > 0. Define
g : Zhn → X by
g(t) = gk(t− khn) if t ∈ Z+ khn, k = 0, 1, · · · , 2n − 1.
Thus ||g(t + τ) − g(t)|| = ||gk(t − khn + τ) − gk(t − khn)|| ≤ ε, τ ∈ E(ε, n), t ∈ Zhn. It
follows g ∈ AP (Zhn,X). But (ψ − t g)(m + khn) = fk(m) − khn gk(m) so ψ|,Zhn − tg ∈
Cw1,0(Zhn,X). By Proposition 5.5 (c), ψ|Zhn ∈ APw1(Zhn,X). Since n is arbitrary, (b)
follows from (a). 
Theorem 7.10. Let ψ ∈ BUCw1(Z,X).
(a)If ∆1ψ ∈ AP (Z,X) then ψ ∈ APw1(Z,X).
(b) If ∆1ψ ∈ AP (Z,X) + tAP (Z,X) then ψ ∈ APw1(Z,X) provided c0 6⊂ X.
Proof. (a) Let ∆1ψ = f with f ∈ AP (Z,X). Then ψ = ψ(0) + Sf . By Theorem 7.5,
S(f −Mf) ∈ Cw1,0(Z,X) and hence Sf ∈ APw1(Z,X), by Proposition 5.5.
(b) Let ∆1ψ = f + t g with f, g ∈ AP (Z,X). Then ψ = ψ(0) + Sf + S(tg). By (a),
Sf ∈ APw1(Z,X). This and the assumptions imply S(t g) ∈ Bw1(Z,X). So, by Corollary
7.8, Sg ∈ AP (Z,X). Therefore S(t g) = t Sg − S2g ∈ APw1(Z,X), by Theorem 7.5 and
Proposition 5.5 (c). It follows ψ ∈ APw1(Z,X). 
Corollary 7.11. Let ψ ∈ BUCw1(R,X).
(a) If ∆1ψ ∈ AP (R,X) then ψ ∈ APw1(R,X).
(b) If ∆1ψ ∈ AP (R,X) + t AP (R,X) then ψ ∈ APw1(R,X) provided c0 6⊂ X.
Proof. (a) Let ∆1ψ = f . It follows ∆1(ψt|Z) = ft|Z) ∈ AP (Z,X), 0 ≤ t < 1. By Theorem
7.10 (a), ψt|Z ∈ APw1(Z,X), 0 ≤ t < 1 and by Theorem 7.9 (b), ψ ∈ APw1(R,X).
(b) Follows similarly as in (a). 
Corollary 7.12.
(a) If φ ∈ AP (R,X), then Pφ ∈ APw1(R,X).
(b) If φ ∈ AP (R,X) and P (tφ) ∈ BUCw1(R,X), then P (tφ) ∈ APw1(R,X) provided
c0 6⊂ X.
(c) If φ ∈ t · AP (R,X) + AP (R,X) and Pφ ∈ BUCw1(R,X), then Pφ ∈ APw1(R,X)
provided c0 6⊂ X.
Proof. (a) Clearly Pφ ∈ BUCw1(R,X) and ∆1Pφ ∈ AP (R,X), therefore Pφ ∈ APw1(R,X)
by Corollary 7.11 (a).
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(b) Follows from Corollary 7.11 (b) since ∆1P (tφ) = t
∫ 1
0 φ(· + s) ds +
∫ 1
0 sφ(· + s) ds ∈
AP (R,X) + t AP (R,X).
(c) Let φ = f + tg, where f, g ∈ AP (R,X). Then Pφ = Pf + P (tg). By Corollary 7.11
(a), Pf ∈ APw1(R,X). The assumptions imply P (tg) ∈ BUCw1(R,X) and therefore (b)
implies P (tg) ∈ APw1(R,X). It follows Pφ ∈ APw1(R,X). 
The following shows that the condition φ ∈ P1AP = t·AP (R,X)+AP (R,X) of Corollary
7.12 (c) can not be replaced by φ ∈ APw1(R,X). Also Theorem 6.5 does not hold without
the conditions γ−1φ|J ∈ Ew(J,X), even for the case φ ∈ BUCw1(R,R), spw1(φ) is residual
and spAPw1 (φ) ⊂ spP1AP (φ) = {0}. It also provides counter examples showing that the
assumption spA(φ) = ∅ of Proposition 6.3 (b).
Example 7.13. Let ψ(t) =
∑∞
k=1 k
−4/3 cos(t k−1/3), t ∈ R. Then
(i) ψ ∈ AP (R,R), P 2ψ ∈ BUCw1(R,R) but Pψ 6∈ AP (R,R) and P 2ψ 6∈ APw1(R,R).
(ii) sp(ψ) = (k−1/3)∞k=1 ∪ {0} = spw1(Pψ) = spw1(P 2ψ).
(iii) spP1AP (Pψ) = spP1AP (P
2ψ) = {0}.
Proof. (i) That ψ ∈ AP (R,R) is clear since the series∑∞k=1 k−4/3 cos(t k−1/3) is absolutely
convergent. One has Pψ =
∑∞
k=1 k
−1 sin(t k−1/3) and P 2ψ =
∑∞
k=1 2 k
−2/3 sin2(1/2)(t k−1/3).
Using the inequalities | sin y| ≤ 1 for y ∈ R, (2/pi) |y| ≤ | sin y| ≤ |y| for |y| ≤ pi/2 and simple
calculations, one has
(7.1) 6t2(pi(|t|3 + pi3)−1/3) ≤ (2t2/pi2)∑k≥|t|3/pi3 k−4/3 ≤ P 2ψ(t) ≤ 9(1 + |t|).
This implies P 2ψ ∈ BUCw1(R,R). If Pψ ∈ AP (R,R), then its Fourier series is as above
and so MPψ = 0. Therefore by Theorem 5.5 (c), P 2ψ ∈ Cw1,0(R,R). This contradicts
(7.1) and proves Pψ 6∈ AP (R,R).
If P 2ψ ∈ APw1(R,R), by Proposition 5.5 (e), there is a ∈ R such that (P 2ψ− ta)/w1 ∈
C0(R,R). This also contradicts (7.1) proving P
2ψ 6∈ APw1(R,R).
(ii) This follows by [15, Proposition 1.1 and Remark 1.2].
(iii) As in [15, Proposition 1.1 (a), (b) and Theorem 3.4] using Proposition 6.3 (b), one
gets spP1AP (Pψ), spP1AP (P
2ψ) ⊂ {0} and therefore (iii) follows from (i). 
8. A generalized evolution equation
In this section we consider a general equation of which some recurrence, evolution and
convolution equations will be seen to be special cases in subsequent sections. We will assume
that F is a translation invariant closed subspace of BUCw(J,X) satisfying (5.2). We study
the equation
(8.1) (Bφ)(t) = Aφ(t) + ψ(t) for t ∈ G
under the assumptions
(8.2) A : X → X is a closed linear operator with resolvent set ρ(A) non-empty and
domain D(A) dense in X.
(8.3) B : D(B)→ C(G,X) is a linear operator with TP (G,X) ⊆ D(B) ⊆ BUCw(G,X).
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(8.4) Let (φn) be any bounded sequence inD(B) such that (Bφn) is a bounded sequence in
BCw(G,X). If φn → φ and Bφn → ψ uniformly on compact sets for some φ ∈ BUCw(G,X),
then φ ∈ D(B) and Bφ = ψ.
(8.5) B(γx) = θB(γ)γx for each x ∈ X, γ ∈ Ĝ and some continuous function θB : Ĝ→ C.
(8.6) B(φ ∗ f) = (Bφ) ∗ f for all φ ∈ D(B) and all f ∈ L1w(G) with supp(f̂) compact.
(8.7) If ξ ∈ D(B) and spw(ξ) ⊆ V1 where V 1 ⊆ V2 and V1, V2 are relatively compact open
subsets of Ĝ, then there exists pin ∈ TP (G,X) such that pin(G) ⊆ D(A), spw(pin) ⊆ V2,
pin(t) → ξ(t), Bpin(t) → Bξ(t) uniformly on compact subsets of G, and supn(‖pin‖w,∞ +
‖Bpin‖w,∞) <∞.
(8.8) There is a closed subspace Y of L(X) containing all the resolvent operators of A
such that if φ ∈ F and C ∈ Y then C ◦ φ ∈ F .
(8.9) For each γ0 ∈ θ−1B (ρ(A)) there is a compact neighbourhood V of γ0 and a function
h ∈ L1w(G,Y ) such that V ⊆ θ−1B (ρ(A)) and ĥ(γ) = (θB(γ)−A)−1 for γ ∈ V.
(8.10) If φ ∈ D(B), spw(φ) is compact and φ|J ∈ F then Bφ|J ∈ F .
We will refer to θB as the characteristic function of B. In most of our applications we
will have Y = L(X). However, for Corollary 12.4 it is necessary to have more general Y.
Lemma 8.1
(a) If A satisfies (8.2), then A ◦ (φ ∗ f) = (A ◦ φ) ∗ f for all φ ∈ BUCw(G,X) with
φ(G) ⊆ D(A) and all f ∈ L1w(G) with supp(f̂) compact.
(b) If B satisfies (8.3) and (8.5), then B(R ◦ pi) = R ◦ (Bpi) for all R ∈ L(X) and
pi ∈ TP (G,X).
(c) If B satisfies (8.3), (8.4), (8.5) and (8.7), then B(R ◦ ξ) = R ◦ (Bξ) for all R ∈ L(X)
and ξ ∈ D(B) with spw(ξ) compact.
(d) If F satisfies (8.8), φ ∈ BUCw(G,X), φ|J ∈ F and h ∈ L1w(G,Y ), then (h∗φ)|J ∈ F .
(e) If φ ∈ BCw(G,X), φ|J ∈ F and C ∈ Y , then spw(C ◦ φ) ⊆ spw(φ).
Proof. (a) Let λ ∈ ρ(A) and set R = (λ − A)−1. If φ ∈ BUCw(G,X) with φ(G) ⊆ D(A),
t ∈ G and f ∈ L1w(G), then
R ◦ A ◦ (φ ∗ f)(t) = R ◦A ∫G φ(t− s)f(s)dµ(s) = ∫GR ◦Aφ(t− s)f(s)dµ(s)
= R
∫
GAφ(t− s)f(s)dµ(s) = R ◦ ((A ◦ φ) ∗ f)(t)
from which the result follows.
(b) If pi = γx, where γ ∈ Ĝ and x ∈ X, then B(R ◦ pi) = B(γRx) = θB(γ)Rx =
R(θB(γ)x) = R ◦ (Bpi). The result follows by linearity.
(c) Choose V1, V2 and pin as in (8.7). Then R ◦ pin → R ◦ ξ and, by (b), B(R ◦ pin) = R ◦
(Bpin)→ R◦(Bξ) uniformly on compact sets. By (8.4), R◦ξ ∈ D(B) andB(R◦ξ) = R◦(Bξ).
(d) By a theorem of Bochner ([57, p.133] ) there is a sequence of step functions (hn)
converging to h in L1w(G,Y ). Hence, hn ∗ φ → h ∗ φ in BUCw(G,Y ). By (5.2), φ−s|J ∈ F
for each s ∈ G and so by (8.8), (hn ∗ φ)|J ∈ F . Hence, (h ∗ φ)|J ∈ F .
(e) For each f ∈ L1w(G) we have (C ◦ φ) ∗ f = C ◦ (φ ∗ f). Hence, Iw(C ◦ φ) ⊇ Iw(φ) and
so spw(C ◦ φ) ⊆ spw(φ). 
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Lemma 8.2. If k ∈ L1w(G,L(X)) and (ηn) is a bounded sequence in BUCw(G,X)
converging to η uniformly on compact subsets of G, then k ∗ ηn → k ∗ η uniformly on
compact subsets.
Proof. Let U be a symmetric compact neighbourhood of 0 in G. Given ε > 0 choose
a compact symmetric set K0 ⊆ G such that
∫
G\K0
‖k(s)‖w(s)dµ(s) < ε2c1 where c1 =
(1 + supn(‖ηn‖w,∞ + ‖η‖w,∞)) sups∈U w(s). Let K = U + K0 and choose nε such that
‖ηn(s)− η(s)‖ < ε2c2 for all n > nε and all s ∈ K where c2 = 1 + ‖k‖w,1 . For t ∈ U and
n > nε we have
‖k ∗ ηn(t)− k ∗ η(t)‖ ≤
∫
G ‖k(t− s)‖ ‖ηn(s)− η(s)‖ dµ(s)
≤ ∫G\K ‖k(t− s)‖w(s)c1dµ(s) + ∫K ‖k(t− s)‖ ε2c2w(t− s)dµ(s)
≤ ∫G\(t+K) ‖k(s)‖w(t− s)c1dµ(s) + ‖k‖w,1 ε2c2
≤ ∫G\K0 ‖k(s)‖w(t− s)c1dµ(s) + ε2
< ε.
Hence k ∗ ηn → k ∗ η uniformly on U and therefore on each compact subset of G. 
Theorem 8.3. Suppose φ,ψ ∈ BUCw(G,X), conditions (8.2)-(8.10) hold and Bφ =
A ◦ φ+ ψ. If ψ|J ∈ F then spF (φ) ⊆ θ−1B (σ(A)).
Proof. Let λ0 ∈ ρ(A) ∩ θB(Ĝ) and choose γ0 ∈ Ĝ with θB(γ0) = λ0. Write R = (θB(γ0) −
A)−1, let Bδ(λ0) = {λ ∈ C : |λ− λ0| < δ} and choose δ > 0 such that Bδ(λ0)∩σ(A) = ∅. By
(8.9) there is a relatively compact open neighborhood V of γ0 and a function h ∈ L1w(G,Y )
such that V ⊆ θ−1B (ρ(A)) and ĥ(γ) = (θB(γ)−A)−1 for γ ∈ V. Set Vj = V ∩ θ−1B (Bjδ/5(λ0))
for j = 1, 2, 3, 4. Choose f ∈ L1w(G) with f̂(γ0) = 1 and supp(f̂) ⊆ V1 and set ξ = φ ∗ f. It
suffices to prove ξ|J ∈ F , for then f ∈ IF (φ) and so γ0 /∈ spF (φ).
Note that, by Lemma 8.1(a) and (8.6), we have Bξ − A ◦ ξ = ψ ∗ f. Choose g ∈ L1w(G)
with ĝ = 1 on V3 and supp(ĝ) ⊆ V4. Setting k = g ∗h gives k̂(γ) = ĝ(γ)(θB(γ)−A)−1. Next,
spw(ξ) ⊆ supp(f̂) ⊆ V1 and so we can choose pin as in (8.8). Set ηn = B(R◦pin)−A◦(R◦pin)
and note that (ηn) is a bounded sequence in BUCw(G,X). Now for γ ∈ V2 and x ∈ D(A)
we have k ∗ (B(γx)−A◦ (γx)) = (k ∗γ)◦ (θB(γ)−A)x = k̂(γ)◦ (θB(γ)−A)γx = γx. Hence,
k ∗ ηn = R ◦ pin.
Since R and A◦R are continuous operators and by Lemma 8.1(b), ηn → R◦(Bξ−A◦ξ) =
R◦(ψ∗f) = (R◦ψ)∗f and k∗ηn → R◦ξ uniformly on compact subsets of G. By Lemma 7.2,
k∗ηn → k∗(R◦(ψ∗f)) pointwise on G and so R◦ξ = k∗(R◦ψ)∗f . By Proposition 8.3(v),(ii)
(ψ ∗f)|J ∈ F and so, by (8.8), ((R◦ψ)∗f)|J ∈ F . By Lemma 8.1(d), (k ∗(R◦ψ)∗f)|J ∈ F ,
that is (R◦ξ)|J ∈ F . By Lemma 8.1(e), spw(R◦ξ) is compact. By Lemma 8.1(c) and (8.10),
(R ◦ (Bξ))|J = B(R ◦ ξ)|J ∈ F , so (A ◦R ◦ ξ)|J = B(R ◦ ξ)|J − (R ◦ ψ ∗ f)|J ∈ F . Hence,
ξ|J = θB(γ0)(R ◦ ξ)|J − (A ◦R ◦ ξ)|J ∈ F , as required. 
Example 8.4. Consider the equation Bφ = A◦φ+ψ, where φ : R→ C2, Bφ = φ′′+2iφ′−
φ and A has matrix representation
[
2 −6
3 −7
]
. Let F ∈ {APwN (R,C2), CwN ,0(R,C2),
0R} and wN (t) = (1 + |t|)N .This is a special case of the equations studied in section 9,
where it is shown that (8.1)-(8.9) hold. The general solution of the homogeneous equation
Bξ = A◦ ξ is ξ = (2c1+ c2γ1+2c3γ−2+ c4γ−3, c1+ c2γ1+ c3γ−2+ c4γ−3) where γs(t) = eist.
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Moreover, θ−1B (σ(A)) = {γ0, γ1, γ−2, γ−3} and so spw(ξ) ⊆ θ−1B (σ(A)). That this holds more
generally is shown in Corollary 8.5. Now let φ be any solution of Bφ = A ◦ φ + ψ, with
say ψ(t) = (t, 0). Then spw(ψ)∩ θ−1B (σ(A)) = {γ0} and φ contains a quadratic term. Hence
φ 6∈ Cw2,0(R,C2) ∪APw1(R,C2) whereas ξ, ψ ∈ Cw2,0(R,C2) ∩APw1(R,C2).
Motivated by examples such as this last one, we refer to θ−1B (σ(A)) as the resonance set
of (8.1) and consider classes F satisfying
(8.11) ξ|J ∈ F for all solutions ξ ∈ BUCw(G,X) of the homogeneous equation Bξ = A◦ξ.
We say that φ ∈ BUCw(G,X) is a resonance solution of (8.1) for the class F if (8.11)
holds, ψ|J ∈ F and φ satisfies (8.1), but φ|J /∈ F . Corollary 8.5(c) shows that if conditions
(8.2)-(8.10) hold and spw(ψ)∩θ−1B (σ(A)) = ∅, then there are no resonance solutions for any
class F .
Corollary 8.5. Suppose conditions (8.2)-(8.10) hold, φ,ψ ∈ BUCw(G,X) and Bφ =
A ◦ φ+ ψ.
(a) If ψ = 0, then spw(φ) ⊆ θ−1B (σ(A)).
(b) If (8.11) holds, then spF (φ) ⊆ spw(ψ).
(c) If (8.11) holds, spw(ψ) ∩ θ−1B (σ(A)) = ∅ and ψ|J ∈ F , then φ|J ∈ F .
(d) If θ−1B (σ(A)) is residual, F is a Λ0w-class, γ−1φ|J ∈ E0w(J,X) for all γ ∈ spF (φ) and
ψ|J ∈ F , then φ|J ∈ F .
(e) If θ−1B (σ(A)) is residual, F is a Λw-class, γ−1φ|J ∈ Ew(J,X) for all γ ∈ spF (φ) and
ψ|J ∈ F , then φ|J ∈ F .
(f) If θ−1B (σ(A)) ∩ spw(φ)′ is empty, F is a Λw-class and ψ|J ∈ F , then φ|J ∈ F .
Proof. (a) Conditions (8.8) and (8.10) are trivial when J = G and F = {0}. So we can
apply Theorem 8.3 to get spw(φ) = sp{0}(φ) ⊆ θ−1B (σ(A)).
(b) For γ ∈ Ĝ \ spw(ψ) there exists f ∈ L1w(G) such that f̂(γ) 6= 0, f̂ has compact
support and ψ ∗ f = 0. By Lemma 8.1(a) and (8.6), ξ = φ ∗ f satisfies Bξ = A ◦ ξ. Hence
ξ|J ∈ F and so γ /∈ spF (φ). Thus spF (φ) ⊆ spw(ψ).
(c) By Theorem 8.3 and (b), spF (φ)) ⊆ θ−1B (σ(A)) ∩ spw(ψ) = ∅. By Proposition 6.3
(a)(v), φ|J ∈ F .
(d),(e) By Theorem 8.3, spF (φ) ⊆ θ−1B (σ(A)) which is residual. By Theorem 6.5, φ|J ∈ F .
(f) By Theorem 8.3 and Corollary 6.7, spF (φ) ⊆ θ−1B (σ(A)) ∩ spw(φ)′ which is empty.
By Proposition 6.3 (a)(v), φ|J ∈ F . 
We record here a useful theorem for studying almost periodic functions. Cases (a),(c) for
G = R appear in [43, p.92, Theorem 4], [54, Theorem 5.2] and [5, Theorem 4.3]. Case (b)
for G = R is in [9, Theorem 4.2.6].
Proposition 8.6. Suppose φ ∈ BUC(G,X), F = AP (G,X) and spF (φ) is residual.
Then φ ∈ AP (G,X) provided one of the following conditions is satisfied.
(a) c0 6⊂ X;
(b) γ−1φ ∈ E(G,X) for all γ ∈ Ĝ;
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(c) φ(G) is relatively weakly compact.
Corollary 8.7. Suppose w has polynomial growth and G is compactly generated.
Suppose conditions (8.2)-(8.10) hold with F = APw(G,X). Let φ ∈ BUCw(G,X), ψ ∈
APw(G,X) and Bφ = A ◦ φ + ψ. If θ−1B (σ(A)) is residual, then φ ∈ APw(G,X) provided
one of the following conditions is satisfied.
(a) w is bounded and c0 6⊂ X;
(b) γ−1φ ∈ Ew(G,X) for all γ ∈ θ−1B (σ(A)).
(c) w is bounded and φ(G) is relatively weakly compact.
Proof. By Theorem 8.3, spF (φ) ⊆ θ−1B (σ(A)) which is residual. Cases (a),(c) follow from
Proposition 8.6, case (b) from Theorem 6.5. 
The following lemmas will be used in subsequent sections to verify conditions (8.7),(8.8).
Lemma 8.8. Let G be compactly generated.
(a) Suppose ξ ∈ BUCw(G,X) and spw(ξ) ⊆ V1 where V 1 ⊆ V2 and V1, V2 are relatively
compact open subsets of Ĝ. Let D be a dense linear subspace of X. Then there exists
pin ∈ TP (G,X) with pin(G) ⊆ D, spw(pin) ⊆ V2, supn ‖pin‖w,∞ <∞ and pin → ξ uniformly
on compact subsets of G.
(b) If in addition G = R and ξ ∈ Cm(R,X), then pin can be chosen with
supn
∥∥∥pi(j)n ∥∥∥
w,∞
<∞ and pi(j)n → ξ(j) uniformly on compact sets for 0 ≤ j ≤ m.
Proof. (a) Since G is compactly generated we have G = ∪∞n=1Un where Un ⊂ Un+1 for
some relatively compact, open, generating subsets Un. By Proposition 2.3 we may assume
supt∈Un w(t) ≤ c inft/∈Un w(t). Choose αn ∈ C(G) with αn = 1 on Un, αn = 0 on G\Un+1
and 0 ≤ αn ≤ 1. Set ξn = αnξ. By Lemma 5.3(a), there exists ψn ∈ TP (G,X) with
supt∈Un+1 ‖ψn(t)− ξn(t)‖ < 1n and supt∈G ‖ψn(t)‖ < 1n +supt∈Un+1 ‖ξn(t)‖. Moreover, since
D is dense in X we may assume that the coefficients of ψn are in D. Take f ∈ L1w(G) with
f̂ = 1 on V1 and f̂ = 0 on G\V2. Set pin = f ∗ ψn. Now ψn → ξ uniformly on compact sets
and (ψn) is bounded in BUCw(G,X) since supt∈G
‖ψn(t)‖
w(t) < supt∈Un+1
1
n
+‖ξ(t)‖
w(t) < ∞. By
Lemma 8.2 we are finished.
(b) This follows in the same way using Lemma 5.3(b). 
Lemma 8.9. If F ∈ {APw(G,X), Cw,0(J,X), 0G} then (8.8) holds with Y = L(X).
Proof. If C ∈ L(X) and pi ∈ TPw(G,X) then C ◦pi ∈ TPw(G,X). By continuity, (8.8) holds
for F = APw(G,X). The result for Cw,0(J,X) and 0G is obvious. 
9. Differential equations
Throughout this section we assume that A satisfies (8.2) and J ∈ {R,R+}. Also, the
operator B is given by B =
∑m
j=0 bj
(
d
dt
)j
where bj ∈ C. Assume bm 6= 0 so that B has
order m. Given ψ ∈ BUCw(R,X) we investigate the behaviour of solutions φ : J → D(A)
of the evolution equation
(9.1) (Bφ)(t) = Aφ(t) + ψ(t) for t ∈ R.
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We seek conditions on X, A and translation invariant closed subspaces F of BUCw(J,X)
which ensure that if ψ|J ∈ F then φ|J ∈ F . We apply Theorem 8.3 with D(B) =
BUCw(R,X) ∩ Cm(R,X), assuming throughout that F satisfies (5.2).
Let α : R̂ → R be the natural isomorphism given by α(γs) = s where γs(t) = eist for
s, t ∈ R. As usual, the space of m-times continuously differentiable functions u : J→X is
Cm(J,X) and the subspace of functions with compact support is Cmc (J,X).
To find the characteristic function of B let pB(s) =
∑m
j=0 bj(is)
j where s ∈ R. For γ ∈ R̂
and x ∈ X we have B(γx) = pB(α(γ))γx and so θB = pB ◦ α.
Lemma 9.1. If w has polynomial growth of order N and u ∈ CN+2c (R,X), then there
exists h ∈ L1w(R,X) such that ĥ = u ◦ α.
Proof. Let h(t) = 12pi
∫∞
−∞ u(τ)e
itτdτ . Integration by parts gives
(−it)N+2h(t) = 12pi
∫∞
−∞ u
(N+2)(τ)eitτdτ and so h ∈ L1w(R,X).
By the Fourier inversion Theorem, for an appropriate normalization of Haar measure on R
we have x∗ ◦ ĥ = x̂∗ ◦ h = x∗ ◦ u ◦ α for each x∗ ∈ X∗. Hence ĥ = u ◦ α. 
Lemma 9.2. Let C(J,X) have the topology of uniform convergence on compact sets.
Set P 0φ = φ and P jφ = P (P j−1φ) for j ≥ 1.
(a) The operator P : C(J,X)→ C(J,X) is continuous.
(b) For φ ∈ C(J,X) and 0 ≤ j ≤ m we have
P kBφ(t) =
∑k
j=0 bjP
k−jφ(t) +
∑m
j=k+1 bjφ
(j−k)(t)−∑k−1j=0∑mi=k−j biφ(i+j−k)(0) tjj! .
(c) The operator B : C(J,X)→ C(J,X), with domain D(B) = Cm(J,X), is closed.
Proof. (a) Suppose φn ∈ C(J,X) and φn → φ uniformly on compact sets. Let K be a
compact subset of J and let K˜ be the convex hull of K ∪ {0}. Set c = max{|t| : t ∈ K˜}.
Given ε > 0 there exists nε such that ‖φn(s)− φ(s)‖ < ε1+c for all s ∈ K˜ and n > nε. Hence
‖Pφn(t)− Pφ(t)‖ =
∥∥∥∫ t0 (φn(s)− φ(s))ds∥∥∥ < ε for all t ∈ K and n > nε.
(b) A simple induction argument gives this result.
(c) Suppose φn ∈ D(B), φn → φ and Bφn → ψ uniformly on compact sets. By (b)
we have PmBφn =
∑m
j=0 bjP
m−jφn − pn where pn(t) =
∑m−1
j=0
∑m
i=m−j biφ
(i+j−m)
n (0)
tj
j!
is a polynomial of degree at most m − 1. By (a) we find pn →
∑m
j=0 bjP
m−jφ − Pmψ
uniformly on compact sets. Hence, p =
∑m
j=0 bjP
m−jφ − Pmψ ∈ Pm−1(J,X). So bmφ =
p + Pmψ −∑m−1j=0 bjPm−jφ ∈ C1(J,X). Since bm 6= 0 we have φ ∈ C1(J,X). Taking
derivatives we get bmφ
′+ bm−1φ = p
′+Pm−1ψ−∑m−2j=0 bjPm−j−1φ ∈ C1(J,X). Proceeding
inductively we find φ ∈ D(B) and Bφ = p(m) + ψ = ψ. This proves that B is closed. 
Lemma 9.3. Conditions (8.2)-(8.7) all hold. If F ∈ {APw(R,X), Cw,0(J,X), 0R} and
Y = L(X) then (8.8) holds. If w has polynomial growth, conditions (8.9),(8.10) hold.
Proof. We have assumed (8.2). Now (8.3),(8.5), (8.6) are clear, (8.4) follows readily from
Lemma 9.2(c), and (8.7) follows from Lemma 8.8. If F ∈ {APw(R,X), Cw,0(J,X), 0R} and
Y = L(X), then (8.8) holds by Lemma 8.9. Assume w has polynomial growth. For (8.9) let
V be a relatively compact open subset of R̂ with θB(V )∩σ(A) = ∅. So V ⊆W where W is
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also a relatively compact open subset of R̂ with θB(W )∩σ(A) = ∅. Choose v ∈ CN+2c (C,R)
such that v = 1 on θB (V ) and supp(v) ⊆ θB(W ). Setting r(ζ) = v(ζ)(ζ−A)−1 and u = r◦pB
we have u ∈ CN+2c (R,Y ). By Lemma 9.1, there exists h ∈ L1w(R,Y ) such that ĥ = u ◦ α
and so ĥ(γ) = (θB(γ) − A)−1 for γ ∈ V, proving (8.9). To prove (8.10) let φ ∈ D(B) with
spw(φ) compact and φ|J ∈ F . By Proposition 8.1(a),(b), φ(j) ∈ BUCw(R,X) for all j ≥ 0
and so φ(j)|J ∈ F . Hence Bφ|J ∈ F as required. 
Theorem 9.4. Suppose w has polynomial growth, φ,ψ ∈ BUCw(R,X), condition (8.8)
holds and Bφ = A ◦ φ+ ψ. If ψ|J ∈ F , then θB(spF (φ)) ⊆ σ(A) ∩ pB(R).
Proof. By Lemma 9.3, the result follows from Theorem 8.3. 
Corollary 9.5. Assume w has polynomial growth, φ ∈ BUCw(R,X), ψ ∈ APw(R,X)
and Bφ = A ◦ φ + ψ. Let B have positive order and σ(A) ∩ pB(R) be residual. Then
φ ∈ APw(R,X) provided one of the following conditions is satisfied.
(a) w is bounded and c0 6⊂ X;
(b) γ−1φ ∈ Ew(R,X) for all γ ∈ θ−1B (σ(A));
(c) w is bounded and φ(R) is relatively weakly compact.
Proof. Let F = APw(R,X) and Y = L(X). Since σ(A) ∩ pB(R) is residual and pB is a
non-constant polynomial, θ−1B (σ(A)) is residual. By Lemma 9.3, the result follows from
Corollary 8.7. 
Example 9.7.
(a) If Bφ = φ′ then pB(R) = iR and Corollary 9.5, with w = 1, appears in [6] (see also
[11, Theorem 3.3]).
(b) If Bφ = φ′′ then pB(R) = (−∞,0] and Corollary 9.5, w = 1, appears in [5].
(c) If Bφ = φ′ + φ′′ then pB(R) is the parabola Re(z) + Im(z)
2 = 0.
The following result was proved by Arendt and Batty [5] for the cases Bφ = φ′, φ′′ under
the additional assumptions that w = 1 and σ(A) ∩ pB(R) consists only of poles of the
resolvent operator of A.
Corollary 9.7. Assume w has polynomial growth. Let σ(A) ∩ pB(R) be discrete and
assume pB is not constant. If φ ∈ BUCw(R,X) satisfies Bφ = A ◦ φ then φ ∈ APw(R,X).
Proof. Apply Theorem 9.4 with F = 0R to get spw(φ) = spF (φ) ⊆ θ−1B (σ(A) ∩ pB(R)). So
spw(φ) is discrete and by Corollary 8.7 with F = AP (R,X) we have spF (φ) ⊆ sp(φ)′ = ∅.
By Proposition 6.3 (a)(v), φ ∈ F . 
10. Convolution equations
Throughout this section we assume A satisfies (8.2), G ∈ {Rd,Zd} and the operator
B : BUCw(G,X) → BUCw(G,X) is given by Bφ = k ∗ φ where k ∈ L1w(G). Given ψ ∈
BUCw(G,X) we investigate the behaviour of solutions φ : G → D(A) of the convolution
equation
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(10.1) (k ∗ φ)(t) = Aφ(t) + ψ(t) for t ∈ G.
We seek conditions on X, A and translation invariant closed subspaces F of BUCw(G,X)
which ensure that if ψ ∈ F then φ ∈ F . We apply Theorem 8.3, assuming throughout that
F satisfies (5.2). Since Bγ = k ∗ γ = k̂(γ)γ for each γ ∈ Ĝ, the characteristic function of B
is θB = k̂.
Let α : R̂d → Rd be the isomorphism given by α(γs) = s where γs(t) = ei〈s,t〉 for
s, t ∈ Rd and 〈s, t〉 =∑dj=1 sjtj; and α : Ẑd → Td be the isomorphism given by α(γζ) = ζ
where γζ(n) = ζ
n =
∏d
j=1 ζ
nj
j for ζ ∈ Td and n ∈ Zd.
A simple modification of the proof of Lemma 9.1 yields
Lemma 10.1. If w has polynomial growth of order N and u ∈ CN+d+1c (α(Ĝ),X), then
there exists h ∈ L1w(G,X) such that ĥ = u ◦ α.
Lemma 10.2. Conditions (8.2)-(8.6),(8.10) all hold. If F ∈ {APw(R,X), Cw,0(J,X),
0R} and Y = L(X), then (8.8) holds. If w has polynomial growth, condition (8.9) holds.
Proof. We have assumed (8.2). Now (8.3),(8.5),(8.6) are clear, (8.4) follows from Lemma
8.2, (8.7) from Lemma 8.8 and (8.10) from (5.2). If F ∈ {APw(R,X), Cw,0(J,X), 0R}
and Y = L(X), then (8.8) holds by Lemma 8.9. If w has polynomial growth, (8.9) follows
readily from Lemma 10.1. 
Theorem 10.3. Suppose w has polynomial growth, φ,ψ ∈ BUCw(G,X), condition (8.7)
holds and k ∗ φ = A ◦ φ+ ψ. If ψ|J ∈ F , then k̂(spF (φ)) ⊆ σ(A).
Proof. Using Lemma 10.2 the result follows from Theorem 8.3. 
Corollary 10.4. Suppose w has polynomial growth, φ ∈ BUCw(G,X), ψ ∈ APw(G,X)
and k ∗φ = A ◦φ+ψ. Assume (k̂)−1(σ(A)) is residual. Then φ ∈ APw(G,X) provided one
of the following conditions is satisfied.
(a) w is bounded and c0 6⊂ X;
(b) γ−1φ ∈ Ew(G,X) for all γ ∈ (k̂)−1(σ(A));
(c) w is bounded and φ(G) is relatively weakly compact.
Proof. The proof is identical to that of Corollary 9.5 with R replaced by G and Lemma 9.3
by Lemma 10.2. 
11. C0-Semigroups
In [50] , Pho´ng studied C0-semigroups {T (t) : t ∈ R+} of operators such that ‖T (t)‖ is
dominated by a (weight) function α(t) whose reduced (weight) function
α1(s) = lim supt→∞
α(t+s)
α(t)
has non-quasianalytic growth. He thereby extended earlier results of Allan and Ransford
[2], Arendt and Batty [4] , Katznelson and Tzafriri [40] and Pho´ng [49]. In this section, as
corollaries of our main theorems, we obtain results analogous to those in [49],[50]. We use
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dominating functions u(t) which appear to be neither more nor less general than those of
Pho´ng.
Throughout we assume that A is the generator of a C0-semigroup {T (t) : t ∈ R+}
of operators T (t) ∈ L(X). Moreover we assume ‖T (t)‖ ≤ u(t) for all t ∈ R+, where
u(t) = v(t)w(t) for some weight w of polynomial growth N , satisfying therefore (1.1) -
(1.3), (2.1) - (2.5); and v : R→ [1,∞) satisfies (1.1), (2.2), (2.3) and
(11.1) v is differentiable on R+ and
v′
v ∈ C0(R+,R).
An example of such a function is given by v(t) = c exp(1 + |t|)p, where c ≥ 1e and
0 ≤ p < 1. This function also satisfies the following condition which we will occasionally
need.
(11.2) v is constant or 1v ∈ Cw,0(R+,R).
We will consider equations of the form φ′(t) = Aφ(t) + ψ(t) for t ∈ R+, where φv ∈
BUCw(R+,X) and
ψ
v ∈ Cw,0(R+,X). Making the substitution
(11.3) φ1 =
φ
v and ψ1 =
ψ
v − v
′
v .
φ
v
we find φ′1(t) = Aφ1(t) + ψ1(t) where φ1 ∈ BUCw(R+,X) and ψ1 ∈ Cw,0(R+,X). The
study of the asymptotic behaviour of φ is reduced to that of φ1. For J ∈ {R+,R}, let
L1u(J) = {f ∈ L1w(R) : f = 0 on R \ J and vf ∈ L1w(R)}. If f ∈ L1u(J), the integral
f̂(T ) =
∫
J T (s)f(s)ds exists as a strongly convergent Bochner integral. As before, let
α : R̂→ R be the natural isomorphism given by α(γs) = s where γs(t) = eist.
With different restrictions on the dominating function u, and with the additional condi-
tion that f is of w-spectral synthesis with respect to α−1(iσ(A) ∩R), the following is [50,
Theorem 8] .
Theorem 11.1. Let f ∈ L1u(R+). If f̂ = 0 on ∆ = α−1(iσ(A) ∩R) and supp f̂ ∩∆ is
residual then limt→∞
‖T (t)f̂ (T )‖
u(t) = 0.
Proof. Take F = Cw,0(R+,X). Given x ∈ X set ξ(t) = T (t)f̂(T )x and ξ1 = ξ/v. For the
moment suppose x ∈ D(A2). Then, for t ≥ 0 define φ(t) = T (t)x and ψ(t) = 0. Making the
substitution (11.3) on R+ we find
∆hφ1(t)
w(t) =
T (t)
u(t) (T (h)− I)x− φ1(t+h)w(t+h) w(t+h)w(t) ∆hv(t)v(t) . Since v
is v-uniformly continuous, it follows that φ1 is w-uniformly continuous and hence from (2.7)
that φ1 ∈ BUCw(R+,X). Extend φ1, ψ1 to R by defining, for t ≤ 0, φ1(t) = x cos t+Ax sin t
and ψ1(t) = ψ1(0)−(x+A2x) sin t. So φ1 ∈ BUCw(R,X), ψ1|R+ ∈ F and φ′1 = A◦φ1+ψ1 on
R. By Lemma 9.3 and Theorem 9.4, iα(spF (φ1)) ⊆ σ(A)∩ iR = iα(∆−1). If g(t) = f(−t),
then ĝ = 0 on ∆−1. Also, ξ(t) =
∫∞
0 T (t + s)f(s)xds and so ξ1 = ξ2|R+ + ξ3 where
ξ2 = φ1 ∗g and ξ3 =
∫∞
0 (φ1)s |R+ ∆svv f(s)ds. Hence spF (ξ2) ⊆ ∆−1∩ supp(ĝ). By Corollary
6.12, γ−1ξ2 ∈ E0w(R,X) for all γ ∈ ∆−1. From the assumptions it follows ∆−1∩ supp(ĝ) is
residual. Since F is a Λ0w-class, Theorem 6.5 shows that ξ2|R+ ∈ F . Note also that, by (2.8),
the functions s 7−→ (φ1)s |R+ : R+ → BUCw(R+,X) and s 7−→ ∆svv : R+ → C0(R+,R) are
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continuous. Hence the integrand for ξ3 is an almost separably-valued, absolutely integrable
function from R+ to F . So ξ3 ∈ F . Hence ξ1 ∈ F . But, D(A2) is dense in X and so ξ1 ∈ F
for all x ∈ X. Therefore we have established the strong convergence of T (t)f̂(T )u(t) to 0. Now
the argument of Pho´ng [ 49, p.237] gives convergence in the operator norm. 
The following lemma indicates some situations in which functions are necessarily w-
ergodic. In the theorem, A′ denotes the conjugate of A and Pσ(A′) its point spectrum.
Lemma 11.2. (a) If φv ,
φ′
v ∈ BUCw(J,X), then φ
′
v ∈ E0w(J,X).
(b) If γs ∈ R̂ and x ∈ range(A− is), then γ
−1
s T (.)x
v ∈ E0w(J,X).
(c) If (11.2) holds, γs ∈ R̂ and x ∈ ker(A− is), then γ
−1
s T (.)x
v ∈ Ew(J,X). If also v or w
is unbounded, then γ
−1
s T (.)x
v ∈ E0w(J,X).
Proof. (a) Since (φv )
′ = φ
′
v − φv v
′
v ∈ BUCw(J,X), it follows from Proposition 6.1 (c) that
(φv )
′ ∈ E0w(J,X). But φv v
′
v ∈ Cw,0(J,X) ⊂ E0w(J,X), so φ
′
v ∈ E0w(J,X).
(b) If x = (A− is)y for some y ∈ D(A), then γ−1s T (.)x = (γ−1s T (.)y)′. Hence
γ−1s T (.)y
v ,
(γ−1s T (.)y)′
v ∈ BUCw(J,X).
By (a), γ
−1
s T (.)x
v =
(γ−1s T (.)y)
′
v ∈ E0w(J,X).
(c) If x ∈ ker(A − is), then (γ−1s (t)T (t)x)′ = γ−1s (t)T (t)(A − is)x = 0. So γ−1s T (.)x is
constant and by (11.2), γ
−1
s T (.)x
v ∈ Ew(J,X). If also v or w is unbounded, then γ
−1
s T (.)x
vw ∈
C0(J,X). So
γ−1s T (.)x
v ∈ E0w(J,X). 
Part (a) of the following theorem, with different dominating functions u, is [50, Theorem
7] .
Theorem 11.3. If σ(A) ∩ iR is countable, then limt→∞ ‖T (t)x‖u(t) = 0 for each x ∈ X
provided one of the following conditions is satisfied.
(a) Pσ(A′) ∩ iR = ∅;
(b) range(A− is) is dense in X for each s ∈ R;
(c) either v or w is unbounded, (11.2) holds and ker(A− is)+ range(A− is) is dense
in X for each s ∈ R.
Proof. It is clear that (a) and (b) are equivalent. Let F = Cw,0(J,X), a Λ0w-class. Given x ∈
X define φ1, ψ1 as in the proof of Theorem 11.1. As there, iα(spF (φ1)) ⊆ σ(A)∩ iR. Recall
that E0w(R+,X) is closed in BCw(R+,X). Hence, by Lemma 11.2, γ
−1φ1|R+ = γ
−1T (.)x
v ∈
E0w(R+,X) for all γ ∈ R̂. By Theorem 6.5, φ1|R+ ∈ F . This means limt→∞ ‖T (t)x‖u(t) = 0. 
As a final application in this section we prove the following theorem. Parts (a) and (c)
are due to Lyubich, Matsaev and Fel’dman [45].
Theorem 11.4. Assume the C0-group {T (t) : t ∈ R}, with generator A, is dominated
by a weight w with polynomial growth of order N . Let f ∈ L1w(R).
(a) σ(A) ∩ iR is non-empty.
(b) If σ(A) ∩ iR = {is}, then (A− is)N+1 = 0.
(c) If f̂ = 0 on α−1(iσ(A)) and α−1(i σ(A))∩ supp f̂ is residual, then f̂(T ) = 0.
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(d) If f is w-spectral synthesis with respect to ∆ = α−1(iσ(A) ∩R), then f̂(T ) = 0.
(e) If σ(A)∩ −iα(suppf̂) = {is}, then (T (t)− γs(t))N+1f̂(T ) = 0 and
(A− is)N+1f̂ (T ) = 0.
Proof. Take F = 0R and set g(t) = f(−t). Given x ∈ X set φ(t) = T (t)x and ξ(t) =
T (t)f̂(T )x = φ ∗ g(t). If x ∈ D(A), then φ′ = A ◦ φ on R. By Lemma 9.3 and Theorem
9.4, iα(spw(φ)) ⊆ σ(A) ∩ iR. If x 6= 0 then φ 6= 0 and so spw(φ) 6= ∅, proving (a).
If σ(A) ∩ iR = {is}, then spw(φ) = {γs}. By Theorem 6.6, γ−1s φ ∈ PN (R,X) and so(
γ−1s φ
)(N+1)
(t) = T (t)(A − is)N+1x = 0 for all x ∈ D(AN+1). Hence (b) follows. Next,
spw(ξ) ⊆ α−1(−iσ(A))∩ supp(ĝ). The assumptions imply spw(ξ) is residual. As ĝ = 0 on
α−1(−iσ(A)), it follows from Corollary 6.12 that γ−1ξ ∈ E0w(R,X) for all γ ∈ α−1(−iσ(A)).
By Theorem 6.5, ξ ∈ F for all x ∈ D(A) and therefore f̂(T ) = 0, proving (c). Now let
∆ = α−1(iσ(A) ∩ R) and choose (fn) ⊂ L1w(R,C), supp f̂n ∩ ∆ = ∅ for all n ∈ N and
||fn − f ||L1w → 0 as n → ∞. Then by (c), it follows f̂n(T ) = 0 for all n ∈ N. This
implies f̂(T ) = 0, proving (d). Finally, if α−1(−iσ(A))∩ supp(ĝ) = {γs} then spw(ξ) =
{γs}. By Theorem 6.6, γ−1s ξ ∈ PN (R,X). So ∆N+1t (γ−1s ξ) = 0 for all t ∈ R and hence
(T (t) − γs(t))N+1f̂(T )x = 0. Also, (γ−1s ξ)(N+1)(t) = γ−1s (t)T (t)(A − is)N+1f̂(T )x = 0 for
all t ∈ R and x ∈ D(AN+1). So (A− is)N+1f̂(T ) = 0. 
12. Recurrence equations
Throughout this section we assume that A satisfies (8.2) and J ∈ {Z,Z+}. Also, the
operator B : BUCw(Z,X) → BUCw(Z,X) is given by (Bφ)(n) =
∑m
j=0 bjφ(n + nj) for
some bj ∈ C, nj ∈ Z. Given ψ ∈ BUCw(Z,X) we investigate the behaviour of solutions
φ : Z→ D(A) of the recurrence equation
(12.1) (Bφ)(t) = Aφ(t) + ψ(t) for t ∈ Z.
We seek conditions onX, A and translation invariant closed subspaces F of BUCw(J,X)
which ensure that if ψ|J ∈ F then φ|J ∈ F . We apply Theorem 8.3, assuming throughout
that F satisfies (5.2).
Let T denote the circle group and α : Ẑ→ T the isomorphism given by α(γζ) = ζ where
γζ(n) = ζ
n for n ∈ Z, ζ ∈ T. The space of m-times continuously differentiable functions
u : T→X is Cm(T,X).
To find the characteristic function of B let pB(ζ) =
∑m
j=0 bjζ
nj where ζ ∈ C. For γ ∈ Ẑ
and x ∈ X we have B(γx) = pB(α(γ))γx and so θB = pB ◦ α.
A simple modification of the proof of Lemma 9.1 yields
Lemma 12.1. If w has polynomial growth N and u ∈ CN+2(T,X), then there exists
h ∈ L1w(Z,X) such that ĥ = u ◦ α.
Lemma 12.2. Conditions (8.2)-(8.7), (8.10) all hold. If F ∈ {APw(Z,X), Cw,0(J,X),
0Z} and Y = L(X), then (8.8) holds. If w has polynomial growth, condition (8.9) holds.
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Proof. We have assumed (8.2). Now (8.3)-(8.6) are clear and (8.7) follows from Lemma 8.8.
If F ∈ {APw(Z,X), Cw,0(J,X), 0Z} and Y = L(X), then (8.8) holds by Lemma 8.9. Let
w have polynomial growth. To prove (8.9) let V be a relatively compact open subset of
Ẑ with θB(V ) ∩ σ(A) = ∅. So V ⊆ W where W is also a relatively compact open subset
of Ẑ with θB(W ) ∩ σ(A) = ∅. Choose v ∈ CN+2(T,C) such that v = 1 on θB (V ) and
supp(v) ⊆ θB(W ). Setting r(ζ) = v(ζ)(ζ − A)−1 and u = r ◦ pB we have u ∈ CN+2(T,Y ).
By Lemma 12.1, there exists h ∈ L1w(Z,Y ) such that ĥ = u◦α and so ĥ(γ) = (θB(γ)−A)−1
for γ ∈ V, proving (8.9). 
Theorem 12.3. Suppose w has polynomial growth, φ,ψ ∈ BUCw(Z,X), condition (8.8)
holds and Bφ = A ◦ φ+ ψ. If ψ|J ∈ F , then θB(spF (φ)) ⊆ σ(A) ∩ pB(T).
Proof. Using Lemma 12.2 the result follows from Theorem 8.3. 
Corollary 12.4. Suppose w has polynomial growth, φ,ψ ∈ BUCw(Z,X), X is a unital
Banach algebra, F is closed under multiplication by elements of X and Bφ = xφ + ψ. If
ψ|J ∈ F , then θB(spF (φ)) ⊆ σ(x) ∩ pB(T).
Proof. For y ∈ X, define Ly : X → X by Lyz = yz. Apply Theorem 12.3 with J = Z,
A = Lx and Y = {Ly : y ∈ X}. Since (8.8) is clear and σ(A) = σ(x), we are finished. 
We readily obtain the following two results. For the case w = a = 1, the first was proved
by Gelfand and the second by Katznelson and Tzafriri (see [40] and the references therein,
and [16] ). Corollary 12.5 is due to Hille [35, Theorem 4.10.1] and Corollary 12.7 to Allan
and Ransford [2]. However, our proof is new. Here X is a Banach algebra with unit e. We
shall say that an element x ∈ X is power dominated by w if { xnw(n) : n ∈ Z+} is bounded,
and doubly power dominated by w if { xnw(n) : n ∈ Z} is bounded. Let L1w(Z+) = {f ∈
L1w(Z) : f(n) = 0 for n < 0}. If x is power dominated by w and f ∈ L1w(Z+) we define
f̂ (x) =
∑∞
n=0 f(n)x
n.
Corollary 12.5. Assume w has polynomial growth of order N. If an element x ∈ X is
doubly power dominated by w and σ(x) = {1}, then (x− e)N+1 = 0.
Proof. Apply Corollary 12.4 with J = Z, F = {0}, Bφ = φ1 and φ(n) = xn. We con-
clude that α(spF (φ)) ⊆ σ(x) ∩ T = {1}. By Proposition 6.3 (a)(vi), (x − e)N+1 =∑N+1
j=0
(
N+1
j
)
(−1)jxN+1−j = ∆N+11 φ(0) = 0. 
Corollary 12.6. Assume a : Z+ → (0,∞], limn→∞ a(n+1)a(n) = 1 and the element x ∈ X is
power dominated by a.
(a) If σ(x) ∩T = ∅, then
∥∥∥ xna(n)∥∥∥→ 0 as n→∞.
(b) If σ(x) ∩T = {1}, then
∥∥∥xn+1−xna(n) ∥∥∥→ 0 as n→∞.
Proof. Apply Theorem 12.3 with J = Z+, w = 1, F = C0(J,X), Bφ = φ1 and φ , ψ as
follows. Set
φ(n) = x
n
a(n) , ψ(n) =
xn+1
a(n+1)(1− a(n+1)a(n) ), n ≥ 0,
φ(n) = ea(0) , ψ(n) =
e−x
a(0) , n < 0.
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So α(spF (φ)) ⊆ σ(x) ∩ T. If σ(x) ∩ T = ∅, then by Proposition 6.3 (a) (v), φ|J ∈ F . If
σ(x) ∩T = {1}, then by Proposition 6.3 (a)(vi), ∆1φ ∈ C0(J,X). 
Corollary 12.7. Assume w has polynomial growth, φ ∈ BUCw(Z,X), ψ ∈ APw(Z,X)
and Bφ = A ◦ φ + ψ. Assume pB is not constant and σ(A) ∩ pB(Z) is residual. Then
φ ∈ APw(Z,X) provided one of the following conditions is satisfied.
(a) w is bounded and c0 6⊂ X;
(b) γ−1φ ∈ Ew(Z,X) for all γ ∈ θ−1B (σ(A));
(c) w is bounded and φ(Z) is relatively weakly compact.
Proof. Let F = APw(Z,X) and Y = L(X). Since σ(A) ∩ pB(Z) is residual and pB is a
non-constant polynomial, θ−1B (σ(A)) is residual. By Lemma 12.2, the result follows from
Corollary 8.8. 
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