is satisfied. With the mild extra assumption of aperiodicity, the existence of a limiting-conditional distribution follows from Kesten's Theorem 2.
In Section 5 we give an explicit representation for the unique limitingconditional distribution. The form of this distribution extends that identified by Makimoto [13] in the special case of the PH/PH/c queue. Section 6 contains the major contribution of the paper. In this section we develop an efficient numerical technique for computing the radius of convergence, a, the matrix R(a) and, ultimately, the limiting-conditional distribution. Our solution incorporates the logarithmic reduction algorithm developed by Latouche and Ramaswami [12] for QBD structures.
Finally, in Section 7 we report on numerical results for two examples.
2. Limiting-conditional distributions. Consider a discrete-time Markov chain (Xn; n E Z+) on a countable state space Y = {0, 1, .. .} with transition matrix P. Assume (Xn) has an absorbing state 0 and an irreducible and aperiodic communicating class e _ \ {0}. Let P denote the restriction of P to 4'. We assume that the expected time until absorption is finite from one (and then all) states i E e. This is an important assumption which we emphasize for later reference. Seneta and Vere-Jones [19] and Kesten [5] showed that under certain conditions the quasi-stationary distribution r is also a limiting-conditional distribution in that lim P(Xn = jlXo = i, T > n) = rj, j E , n-*oo no matter what the initial state i, in which case ,3 must be the convergence radius associated with P.
The convergence radius can be characterized as follows. For z E IR, let Ni1(z) be defined by ( 
2.2)
Ni1(z) = EzPn p) n=O where P is the (i, j)th entry of Pn. Theorem 6.1 of Seneta [18] states that, for a given value of z, either Nij(z) is finite for all (i, j) or Nij(z) is infinite for all (i, j). Thus we can define the convergence radius associated with P as a = sup{z: Nzj(z) is finite}.
There are two possibilities for the behavior of Nij(z) at z = a. In the case where (2.2) diverges for z = a, P is said to be a-recurrent (either positive or null), while in the case where (2.2) converges for z = a, P is said to be a-transient (see [21] ). Henceforth, assume that (Xn) is a quasi-birth-and-death process. This can be regarded as a two-dimensional Markov chain with v' = {(k, j): k > 1, 1 < j < M} and whose (stochastic) transition matrix is of the block-partitioned We assume (Xn) is irreducible on e which implies the matrix A = Ao + A1 + A2 is irreducible and that Ao and A2 are nonzero. We emphasize these properties for later reference. In the rest of this paper, we describe how to find a limiting-conditional distribution for (Xn). We find the radius of convergence a and then solve (2.1) to determine an a-invariant measure. As a by-product, we show that (X") is a-transient. Theorem 2 of Kesten [5] is then invoked to show that, suitably normalized, the a-invariant measure gives the limiting-conditional distribution for (Xn).
The results of this paper can be applied to continuous-time QBD's which have generators of the form analogous to (2.3). This follows by applying our discrete-time results to the uniformized chain.
A continuous-time Markov chain, with generator Q = [qij], is uniform if q supi Jj qij < x and then its uniformized chain is defined to be the discretetime Markov chain with transition probability matrix Pr Q/r + I for some r > q. If Q is the generator of a continuous-time QBD, then it must be uniform on account of its homogeneity. The matrix Pr is then the transition probability matrix of a discrete-time QBD. Thus our discrete-time results can be applied to the uniformized chain to find its limiting-conditional distribution. From [6] , page 425, it is known that the limiting-conditional distribution for a uniform continuous-time Markov chain and its uniformized chain are identical. Thus we shall have calculated the limiting-conditional distribution for the original continuous-time QBD.
3. Absorbing QBD's. In this section we extend the matrix-geometric theory of QBD's, as developed by Neuts [16] , to absorbing QBD's. We parallel the development of Neuts and for most results the proofs are very similar. Throughout, a matrix is termed finite if all its entries are finite. and so can be interpreted as the expected total discounted reward for visits to state (2, j) before returning to level 1, conditional on starting in state (1, i) with a discount factor /3. In the rest of this paper, we shall consider only the situation where /8 is greater than or equal to 1.
Since (Xn) is homogeneous on all levels greater than 1, the interpretation given in (3.2) also holds when levels 1 and 2 are replaced by levels k and k + 1, respectively. Thus the maximal eigenvalue of R(,B*) is given by zo.
PROOF. Kingman's theorem [7] shows that log X(e-s) is a convex function of s on the interval [0, oo). This result is a key ingredient in the proof and so we shall argue in terms of the function X(e-s), s E [0, oc). With this substitution, (4.4) becomes
To conclude the proof, it suffices to observe that (4.7) follows by substitution of (see [16] , Lemma 1. We have assumed throughout that (XJ) is irreducible and aperiodic. As the QBD is spatially homogeneous in its levels and the matrices AO, A1 and A2 are finite dimensional, it follows that (X0) is uniformly irreducible and uniformly aperiodic, in the sense of Kesten [5] , and that the jumps are of bounded size. Further, we have assumed that P is stochastic and that absorption is certain, which imply conditions (1.10) and ( < X(z), then z < zo. A similar technique for a related problem [i.e.,  solving (4.3)] is mentioned in [16], page 40. The value of a can be calculated  from (4.7) by first computing a = u(zo) and v(zo) .
REMARK 2. Makimoto [13] derived the form of the limiting-conditional distribution for the PH/PH/c queue. In the PH/PH/1 case, this form is identical to (5.2).

PROOF. (i)
Of course, the bisection search can find zo and hence a = X'(zo) only to within some arbitrary accuracy. When the bisection search terminates, the estimate & of a should be taken so that a: <a; otherwise, R(a) will not be finite. In our calculations we chose a so that 0 < a --a < 10-15. The implications which flow from the fact that -a is not exactly equal to a are quite involved and make for an interesting topic for further research. For notational convenience, in the rest of this paper we will suppress the distinction between a and a-. (iii) It might be expected that R(a) could be calculated using an iterative scheme similar to those traditionally used in the evaluation of R(1). An example of such a scheme is the recursion (3.6). When this is done, WN(a) has a probabilistic interpretation as the expected total discounted reward measured on sample paths, the maximum length of which increases with N (for more details, see [11] ). However, the fact that we are trying to calculate R(13) precisely at the supremum of the values of f3 for which it is finite greatly increases the influence of very long sample paths. Traditional algorithms thus converge extremely slowly.
In order to take long paths into account, we use a generalization of the logarithmic reduction algorithm of Latouche and Ramaswami [12] , Theorem 6.1, for which the maximum length of the sample paths taken into account at step n very rapidly increases with n. We present this in the following theorem. That is, only the trajectories starting from (1, i) that visit (2, j) and reach the level 1 + 2k but do not go beyond the level 2k+1 are included. Hence as k tends to oo, the lengths of the sample paths whose influence is included in the sum grow at an exponential rate. Latouche and Ramaswami [12] noted that because of this structure, the probabilities of the sample paths will tend to 0 very quickly as k tends to oo. Hence, in the special case where /3 = 1, only a small value of K* will usually be necessary. Typically, K* of the order of 5 or 6 will suffice. In the case where /3 > 1, as mentioned above, the weighting f3' tends to oo so that very long sample paths can make significant contributions.
Thus the sum in'(6.1) converges more slowly when /3 = a than when /3 = 1.
We have found that K* is usually between 30 and 50, when a is taken within 10-15 of its true value. Note that if K* = 30, then we have taken into account the influence of sample paths that reach as high as level 230 before returning to level 1. For all the values of p considered in Figure 2 , the value of K* was 19. The marginal quasi-stationary distribution for the levels {mke} is given in Table 1 for k = 1 to 60 and p = 0.95.
In the mathematical modeling of ecological systems, there has been considerable interest in the incorporation of environmental stochasticity; see, for example, [4] , [10] and [14] . These authors have recognized that birth-and-death process models and birth-death-and-catastrophe process models are inappropriate for modeling the evolution of many populations because they do not capture the effect of environmental variation. In each of [4] , [10] and [14] , methods were developed to include the environmental variation. However, none of the papers takes what seems to be the obvious way to incorporate environmental stochasticity, by adding an auxiliary variable to the model which reflects the state of the environment. With this auxiliary variable, a birth-and-death process model turns into a quasi-birth-and-death process model (QBD). In the example below we illustrate how a population can be modeled as a QBD. Let the level represent the number in the population (or some function of this) and the phase the state of the environment. In a realistic model, there are many issues that need to be resolved, such as what a level should represent, what time scales-should be considered and how the environment should be described. Any model will be highly dependent on the particular population under consideration. Here we develop a simple model for a population of the greater bilby (Macrotis lagotis) [20] , commonly known as the bilby. The bilby is a small Australian marsupial that is currently an endangered species.
It has been observed that the breeding patterns of bilbies depend on the "quality" of the preceding seasons. An important measure of the quality of a season is how much rainfall there was during that season. In our model we specify that a season is either of good or of poor quality. Bilbies can sustain bad seasons and indeed breed during bad seasons, but, when there are consecutive bad seasons, they find it increasingly difficult, or impossible, to breed. We account for this by letting the phase represent how many consecutive bad seasons there have been.
In our model we observe the population at time points that correspond to ends of seasons. Assume that in the state (k, j), k gives a measure of the number in the population and the phase j = 1, 2, 3, 4, 5 indicates there have been j-1 consecutive bad seasons, where j = 1 means that the last season was a good season. Assume the qualities of the seasons are independent random variables and that the probability of a season being good is g. Let bi be the probability that the population moves up a level given the phase is j and let di be the probability that the population moves down a level given the phase is j. Define ci by cj = 1 -bj-dj. The modeling assumptions detailed above indicate that b is decreasing in j and di is increasing in j. The matrices AO, A1 and A2 are given by (gb1 (1-g) 
