The q-deformations of enveloping algebras of classical Lie algebras, or quantized enveloping algebras U(g), and their representations provide natural settings for the action, due to Lusztig, of the corresponding braid groups. Objects of particular interest are the zero weight spaces of U(g)-modules, since they are stable under the braid group action. We prove that for a certain class of simple U(s[,+l)-modules, the action of the braid group B, of type A,, on the zero weight space is irreducible. In particular, we show that there is a two parameter family of simple U(s[,+l)-modules for which the B action on the zero weight space is irreducible. Considering a special case, we show that for each k E N, there is an irreducible B,-module of dimension (+k-1).
Introduction
Let U be a quantized enveloping algebra corresponding to a Cartan matrix (aij), and let V be an irreducible representation of U. In [L1] and [L3] Lusztig defined an action of the braid group, B, corresponding to (aij) on U and on V, thereby providing natural settings for the action of the braid group. The action of B permutes the non-zero weight spaces of Vaccording to the action of the Weyl group on the weights -while keeping the zero weight space stable. The question arises whether the restricted action of the braid group on the zero weight space is irreducible, and the main aim of this thesis is to answer that question in the affirmative for a certain class of simple U(s[n+l)-modules. In particular, we prove that for each n > 2, there is a two parameter family of U(s[,+l )-modules for which the action of Bn on the zero weight space is irreducible. Looking at a special case, we deduce that for each k E N there is an irreducible B,-module of dimension (n+k-1).
In the case of type A 2 , some computations are carried out to determine explicitly the matrices of the braid group generators with respect to Lusztig's canonical basis. From these we deduce that the braid group of type A 2 acts irreducibly on the zero weight space of every simple U(s[3)-module. We also deduce some interesting results about the braid groups of type An when v is specialized to a root of unity from these computations.
We include an algebraic proof that the action of the braid groups of type An, on the zero weight space of the tensor power V n + l of the standard representation of U, reduces to a Hecke algebra action. And from this we obtain a proof of the irreducibility of the braid group action on the zero weight space of the simple constituents of V e n+l.
Having obtained a class of irreducible representations of braid groups of type An, a natural question arises: To what extent do they exhaust the set of all irreducible representations of the braid groups of type An? A small digression is made to determine this for the 2-dimensional representations in the case n = 2.
Preliminaries
We collect here some basic definitions and well-known results which we will need. The basic references for this chapter are [L1] and [L3] . The iteration of A gives an algebra homomorphism A ( n ) U UO ' which is well defined by the coassociativity of A.
Let U-, U°, and U + be the C(v)-subalgebras of U generated, respectively, by the Fi's, Kh l's, and Ei's. Then we have the triangular decomposition U-0 U°0 U + 5_ U, where the isomorphism is given by u-0 u°0 u + u u-u°u+ (see [L3, 3.2] ). If is the Lie algebra corresponding to (aij), then we will often write U(g) to denote the quantized enveloping algebra corresponding to (aij). Example 1.1.1. U (sl,+l) . In this case the Cartan matrix (aij) is given by aii = 2, aij = -1 (aij) . Then the category of (type I) integrable highest weight U(g)-modules is isomorphic to the category of integrable highest weight -modules. In particular, the simple highest weight U(p)-modules are parametrized by the dominant weights of p, and the dimensions of weight spaces of those modules are given by the dimensions of the weight spaces of the corresponding p-modules. In the case of type A,, or equivalently where g = s[,+l, a dominant weight is an n-tuple, A = (A 1 , 2 ,..
Representations of U. Let be the Lie algebra corresponding to a Cartan matrix

. A,) N n , and the corresponding irreducible U(s[n+l)-module V(A)
is characterized by the following conditions:
(1) The highest weight space V(A)x is 1-dimensional, and (2) If 0 g E V(A), then Ei(~) = 0 and Ki() = vi for 1 < i < n.
6 if i j,
= -iajFj j 1.3. Braid Group Action. Let (aij) be a Cartan matrix. For k E N write (a 3 )k = aar ... , with k terms in the product, and for aijaji = 0, 1, 2, or 3, let mij = 2,3,4, or 6 respectively.
Then the braid group B corresponding to (aij) is defined by
B = (T 1 ,T 2 ,... ,Tn I (TiTj)mj = (TjTi)m,, ).
In the case of type A,, the braid group has the following presentation B = (Ti,T 2 ,... ,Tn TiTi+Ti = Ti+lTiTi+l (1 < i < n), and TiTj = TjTi (i -jl > 1)).
Let U be the quantized enveloping algebra corresponding to (aij), and let V be an integrable U-module. Then there is an action of B on V, due to Lusztig, given by:
for 1 < i < n and x E V. Note that there is only a finite number of non-zero terms in the sum, lV being an integrable U-module. If x belongs to the p-weight space relative to Ki, so that Kix = vd'px, then it turns out that the only terms that contribute to the sum are those for which a -b + c = p. So for x in the p-weight space of Ki, we have Consider the special case where U = C(v) [Fi,IK+l,Ei] is a copy of U(s[ 2 ), and V is an irreducible U-module of dimension n + 1. If we denote by the highest weight vector in V, then a basis (in fact Lusztig's canonical basis) of V is given by the set {(, Fi, F( 2 ), ... ) and we have the following explicit formula, due to Lusztig, for the action of Ti on this basis. Proposition 1.3.2. Let V be as above with highest weight vector . Then
Proof: This follows from [L3,5.2.2] and Lemma 1.3.1. 0
We will make a frequent use of this result in the following sections, and often without explicit reference. Note that, when we specialize v 4 ±1, the braid group action factors through the finite group (Z/2) 2 x S 2 . More generally it turns out that upto signs, the braid group action factors through the Weyl group of when v is specialized to ±1. The question whether it 7 factors through a finite group when v , where ( $ ±1 is a root of unity, is considered in section 4.6.
Gaussian Binomial Coefficients.
We collect here some properties of the Gaussian binomial coefficients which will be useful later. Recall that for n E Z, d E N> 0 , and r E N they are defined by
From this, it follows that for n E Z and r E N, we have [rn + rr , ] and []=oif0 < n < r.
Note that under the specialization v 1 the Gaussian integer [n]d n, and more generally [r~d (r) It is easily checked that the Gaussian binomial coefficients satisfy the following identity:
where n E N> 1 . In the special case where d = 1 we omit the subscripts from the binomial coefficients so that Now given a quantized enveloping algebra U corresponding to (aij), we define
for c E Z and t E N. Then we have the following commutation formula for E(P ) and Fr") due to Kostant [K] in the classical case and extended by Kac to the quantum case. F(r-t) [K;2t-p-rE(p-t) O<t<min (p,r) Proof: See [L4,4.3 .1] 0
Irreducibility of the Braid Group Action
We now restrict our attention to the case where (aij) is the Cartan matrix of type An, and denote by ,n the corresponding braid group. The proof of the irreducibility of the B,-action on the zero weight space of certain simple U(s,+i )-modules is by induction, and in order to carry out the inductive process, we need to know, explicitly, the way in which the simple U(s[,n+l)-nnodules decompose as a direct sum of U(s[,)-submodules. This is established, essentially, by the work of Gelfand and Tsetlin [GT1] , and its q-analogue by Jimbo [J] , in which they provide explicit combinatorial parametrization for bases of simple U(gl,+l)-modules, along with the explicit formulae for the action of the Chevalley generators with respect to these bases. A Gelfand-Tsetlin basis consists of weight vectors compatible with the standard inclusions U(([i) -U(gn+l 1 ), where 1 < i < n + 1. Trivial modification of their results then gives the corresponding formulae for U(stn+l).
Gelfand-Tsetlin Bases for U(sn+l).
The treatment of the Gelfand-Tsetlin bases for the simple U(sin+l)-modules given here will be that of Ueno, Takebayashi, and Shibukawa (see [UTS] ) who prove Jimbo's q-analogue of the classical Gelfand-Tsetlin results using the lowering operator method. Their approach closely parallels the treatment for the classical case given by Zhelobenko in [Z] . The rather unnatural notation we adopt for the dominant weights of sin+l, which reflect their origins in the gIn+1 case of Gelfand and Tsetlin, will be seen to be more than justified for their combinatorial usefulness in what follows.
Let Pn+l C Nn + l be the set of (n + 1)-tuples, n+1 = (l,n+1 12,n+, ... ,/n+l,n+l), with the property i,,n+l > i+1,n+l, 1 < i < n. (Thus 4 is a subset of dominant weights for [n,+l.) Then each Un+l E C4n+l can be seen to represent a dominant weight (un+ Recall that U = U(s$n+ 1 ) is a C(v)-algebra with generators Fi, K 1 l , and Ei (1 < i < n).
There is a C(v)-algebra involution * on U defined by (K'l)* = K l 1, E = Fi, and F = Ei.
For each simple U-module V(/n+l), we define its dual, V(Gtn+l)*, as the irreducible right U-module with the property that:
(1) The highest weight space V(gn+l).+l, is 1-dimensional, and (2) If 0 7 E V(n+l)
,, then qFi = 0 and r7Ki = Ui, -+l-i++ If we fix highest weight vectors E V(Pn+l) and 7 E V(Pn+l)*, then by the triangular decomposition of U (see section 1.1), there exists a natural pairing V(,n+l)* 0 V(/Ln+l) -C(v) given by rx 0 y~ (xyI). Here, (7lxylI) has the following meaning: if in the decomposition xy = u u°u + , with u U and u°E U, u-$ 1 or u + 1, then (xyl) = 0, and if xy = °E U, then (xylk) is the eigenvalue of u on iq and , which are necessarily the same by definition. This allows us to define an inner product (, ) on V(gn+l) by (x~, y~) = (lz*yl). It turns out that the Gelfand-Tsetlin basis, described below, is orthonormal with respect to this inner product. E Ci+l X Ci+2 X .. X n-1 such that /i -< ui+l -< -< n,_1 -< ,n. A sequence of vectors = (n+l, n,... , l1) E Xtn+l x n X . . x 1 will be called a Gelfand-Tsetlin scheme if it satisfies the condition pi -< i+1 for 1 i < n.
For 1 j i < n + 1, we define the lowering operators Dij E U°0 U-inductively as follows:
where Kij = Ij<,a<i-2 KA, and (K'ij + k) = (vkKi, 
and N, has the property that N\Iv= 1 > 0.
The basis {p)} so obtained is called the Gelfand-Tsetlin basis. Note that the Gelfand-Tsetlin basis vectors Ip) are compatible with natural inclusions Ui -U in the sense that I1p) belongs to the irreducible Ui-submodule of highest weight pi for all 2 < i < n + 1.
Some Consequences.
We now turn to the action of U on the Gelfand-Tsetlin basis.
The action of the Chevalley generators on the Gelfand-Tsetlin basis was first computed by Gelfand and Tsetlin [GT1] for gan+l, and by Jimbo [J] for U(91n+l). However, in order to use their results we will need to extend our field C(v), since their formulae involve taking square roots. We will write X to denote the algebraic closure of C(v), and take U to be an algebra over X throughout this chapter. Then a trivial modification of Jimbo's results yields the following for the action of the Chevalley generators Ei, Fi, and Kil of U. 
where (a,i),t = 1sci 6 t,i, and
Proof: The formulae for Ei and Fi are just those given by Jimbo, and the formulae for Kt' are obtained from Jimbo's formulae for q±'E by using Kt 1 = (qEiq-Efi+1)l. O
We make the following simple observation which will be useful later.
]Lemma 2.2.2. For all 1 < i < n and 1
.Proof: The content of this lemma is that the quantity
is non-negative for 1 < k < i < n. It is clear that the first product in the denominator contains i -k negative terms, corresponding to k + 1 < a < i, and that the second product contains i -k + 1 negative terms corresponding to k < a < i. The sign of the denominator is thus
In the numerator, since ]lj,i+l
The remaining terms are non-negative, and so either the numerator is zero, or the sign of the numerator is (-1)2i -2 k+1. The first assertion follows immediately.
This proves the second assertion, and the final assertion is an immediate corollary. O
The above lemma has the following interesting corollaries.
Corollary 2.2.3. The action of the Chevalley generators ei and fi of [in+l have the following
'positivity' property: 
, where p = j for i j, and/ij,i = min(pj,i+l,pj,i_) for 1 < j < i. Similarly let
were Clj Itj for i $ j, and p,: i = max (yj+,i+l,.uzj,il) for 1 j <i-.
Example 2.2.5. Take n = 2, 3 = (3,2, 1), and let = 1(3,2,1),(3,2),(2)), = 1(3,2,1),(2,2),(2)),
(2 = 1(3,2,1),(3,1),(2)), = (3,2,1),(2,1), (2)).
, and we have that the coefficients ak,i(l)) are given by
a,2((-) -
Note that the coefficients are non-negative under the specialization v 1, and that the statements of corollaries 2.2.3 and 2.2.4 are easily seen to hold true in this case.
Decomposition of V(pn+ 1 ) as a U((,n)-module.
By theorem 2.1.1, we have that
as a Un-module, where each summand is an irreducible U,-submodule. The decomposition is not multiplicity free in general since #n and YI can give isomorphic U,-modules without their being equal. (Note that the decomposition is multiplicity free when regarded as a U(g(,)-module.) However, we will shortly see that this problem with multiplicities can be resolved once we restrict to zero weight spaces.
For Pn+l E n+1 and k E N such that Ilyn+lII = (n + 1)k, let Ei(gn+l) = {1i E ' I i < n+, and 1IjIll = ik}, for 1 i < n, and define n++(A+l) = (/ln+l. Let V(Pn+x)o be the zero weight space of V(A,+i). Then we have the following consequences of theorem 2.2.1.
Proof: Firstly note that since the vectors [pu) are weight vectors, a basis for V(Pn+l)o will consist of a subset of the Gelfand-Tsetlin basis for V(,On+l) which are of weight zero. So let 2.4. The Graph r(Pni+l). As mentioned earlier, our method for the proof of the irreducibility of the ln-action on the zero weight spaces is by induction. The approach we adopt is the following: we begin with V(,ln+l)o and use proposition 2.3.3 to decompose it into Bnl-submodules. We then attach a graph to An+1, or essentially to V(ttn+ 1 ) 0 , whose vertices correspond to the summands that appear in proposition 2.3.3, and relate the properties of the resulting graph to the irreducibilty of V(,Pn+l)o as a 8,-module. It turns out that the connectedness of this graph, which is very easy to prove, has the consequence of establishing the irreducibility. We now define the graph, and prove its connectedness.
Let /n+ E n+1 such that II~tn+l 1 = (n+ 1)k for some k E N (see corollary 2.3.2). We attach a graph, F(/Vn+l), to tln+1 as follows. The vertices of rF(,n+l) are the elements of n(zn+l), and two vertices /,' and y/ n are joined by an edge if and only if n-1 (Pn) ,n-l(Zn ) .
Lemma 2.4.1. r(/ln+l) is connected for n > 1.
Proof: The case n = 1 is trivial since in that case (Pn+l ) consists of a single vertex. So assume n > 2. It is enough to show that vertices /n and ttn are joined by an edge where /a,n = ,n for all a {i,j}, and 1I,n = t,n + 1 and /j, = n 1 If 4 = (k,k,... k) , then the condition /l1,n > 2,n > .. > ln,n implies that lln = k + 1 and 1 = k -1. In this case,
The case jn, = (k,k,... ,k) is considered in a similar way. Thus we may assume that tln (k, k,... , k) and t'n (k, k,... , k) , whence sL , > Ik > /,,n and l ,n > k > n,n. Without loss of generality, we may assume i,n = ,n + and Aij, = -1, where i < j, and aou,n = /n for a {i,j}. (The case i > j is obtained using the same method with An and /' interchanged.) Consider S = {n-E n-I nj1n and n--< /l'}.
Then we need to show that there is a ln-E S with the property [ln-1|I[ = (n -1)k. Let ,,rmn and ,,ma be elements of S with minimum and maximum norms respectively. Then we find
In every case, we have that IKn,1a1 >II nk -4n -1, and iin t1 < nk -,n + 1 Since ,,, < n-1 n n-1 I " -~ll~n +1· n] n,n<
And since there is a, ,n-E S of norm p, for every p between IIlnm 1ll and Ilymall X we conclude that there exists a n-1 E S such that ln-11 = (n -1)k, and this completes the proof.
:2.5. Main Lemmas. In this section we state and prove some results which establish the connection between r(/In+l) and the Bn-module V(pn+l). But first we lay down some notation and groundwork. Let U' = [Fn, K1l, En] C U be a copy of U(S[2) generated by Fn, K', and En and consider V(/Pn+l) as aU'-module. ThenforeachA
we have, by theorem 2.2.1, that
W(A) _ ES ci')
.: /n+l'=,+l
is a U'-submodule of V(n,+ 1 ), since Fn, Kl 1 , and E, only affect the ,,n component of I). It is clear that V(pn+l) = ExW(A). Fix a weight pn+1 E n,,+l such that I,+l11 = (n + 1)k for some k E N, and let with multiplicity one, and xA E (jpi')), where '+ = n+l 1,n = min(/i,n+i Ai-l,n-1 ) for 1 < i < n, and Aj = Aj for 1 < j < n-1.
Proof: Let p") E W(A).
Then by definition we have p"+1 = n+1, and Aj4 = Ai for 1 < i < n -1. In particular, 1 i' is fixed for all i $: n. Now by theorem 2.2.1, K(I")) = v2lnl n ll-ll~+xll-II -~ ll) and as pn-1 and "n+l are fixed, the vectors in W(A) with the highest weight, respect to Kn, are Ip") with 11n411 maximal. However, there is a unique vector Il') with maximal norm satisfying the condition An--< Al -< jin+ 1 , and it is precisely the one given in the statement of this lemma. It is clear that this ') is a highest weight vector for an irreducible U'-submodule of W(A), and the uniqueness of 1p/') implies that W(A, ax) occurs with multiplicity one. This completes the proof. O
The modules over the braid group Bn are, in general, not completely reducible. However for the situations that arise in this thesis, namely V(/,+l)o, for certain /n+l E n+l (see theorem 2.6.1), and B,_l-submodules thereof, we will find that we can nevertheless decompose the spaces into a direct sum of irreducible Bn_l-submodules, and this will play a crucial role in our inductive process. Our ability to obtain such a decomposition is facilitated by the following algebraic lemma, found for example in [B, §3 Proposition 9] .
Lemma 2.5.3. Let V be a module over an algebra A such that it permits a decomposition, V = ¢EnEV,, into irreducible A-submodules. Then any A-submodule W C V is a direct sum of its isotypic components. In particular, if the decomposition is multiplicity free then we have W = ewE,,scS V.
We make an immediate use of this lemma. Proof: Proof: It is enough to consider An E E, (in+l) which are adjacent to p, in the graph F(pn+l).
But then by the definition of the edges in F(p,+l) there exists ' n-l, E ,,_l(n)nE,_l(A), and it is easy to check that we can find a sequence (/'2 3 ... by assumption. Let S be the set of n E ,n with the following property: ,,n = c, and i+l,n+l,ii,n+l] for 1 < i < n -1. Then we have n -< ,n+1 but An I +1 for all l, E S. It remains to show that there exists a A E S such that II nIl = nk. Let m i a ' n and ,unax be the elements in S with the minimum and maximum norms respectively. Then we find IImlnII = (n + 1)k -a < nk, and IlAmaxII = (n + 1)k -b > nk.
14)
Since there exists a ln in S of norm p, for every p betwen the minimum and maximum norms, we conclude that there exists a In E S with the property IILnll = nk, and hence a E
Vn(Pn+l) -En(n+l).
Consider now the case where b b'. Without loss of generality, we may assume b > b'. Let S' be the set of in E n with the following property: n,n = b, and Ii,n E [i+1,n+l ,i,n+] for 1 < i < n -1. Then, as before, we have n -< n+1 but n I$ n+i for all in E S', and we need to show that there exists a An E S' such that IIlAnil = nk. Similar computation gives 
Proof: This follows from reverse induction on i, and using the definition of i(#n+l).
O A similar argument establishes the following for the weights that appear in corollary 2.6.4. The lemmas 2.6.3 and 2.6.5, and corollaries 2.6.4 and 2.6.6 shows that for n > 2, the weights of the form (a, k, k,... , b, c) and (a, b, k, k,... , k, c) , with a + b + c = 3k, satisfy the conditions of theorem 2.6.1. Thus we have the following: Proposition 2.6.7. Let n > 2. Then V(,n+I ) o is an irreducible n3-module whenever Pn+l E 4fn+1 is of the form (a, k,k,... ,k,b,c), or (a, b,k,k,... ,k,c) , with a + b + c = 3k. 0
So we have a two parameter family of irreducible ln-modules for n > 2, where the parameters are a -b and b -c in the weights /n+l given in proposition 2.6.7. Corollary 2.6.8. Let Pn+1 = (2k,k, k,. .
. , k, 0). Then V(LPn+l) 0 is an irreducible B,-module of dimension (n+k-1). In particular there is an irreducible Bn-module of arbitrarily large dimension.
Proof: The irreducibility follows from proposition 2.6.7, and for the dimension note that, by lemma 2.6.5, we have a parametrization for the basis of V(P,+l)0 given by the set
Since there is a bijection between this set and the set of monomials of degree n -1 in k + 1 variables, we conclude that dim V (,n+l) 
Other Weight Spaces
Until now our interest was restricted to the zero weight spaces of irreducible U(sZn+l)-modules, since the zero weight space was the only weight space stable under the braid group action. Suppose we replace the braid group Bn by the subgroup B), generated by TiZ (1 < i < n). Then every weight space is stable under the action of B2), and we may ask which of the weight spaces are irreducible under the Bn)-action. The purpose of this chapter is to give some (partial) results in answer to this question. C V(Pn+ l ),,, and so T2(V(pn+l)) C V(,+l),, where si is the generator of the Weyl group of n[,+l corresponding to Ti (that is, si = (i, i + 1) E Sn+l). Hence each weight space is stable under the action of ( 2 ) , and we would like to determine if they are irreducible as 2)-modules. The method of proof employed for the zero weight space case yields the following result.
Irreducibility in the case
Proposition 3.1.1. Let n = 1 or 2, in+l E n+l, and let v E Z n such that V(un+l) respectively on V(a), and V(a'),. Since a' = a if and only if a = a', the result is proved for n = 1. The proof for the case n = 2 is identical to the proof used for the zero weight space case and is omitted. Note that we are able to apply the same arguments, as those used in the previous chapter, because it2
2. Failure for n > 3. It was hinted in the previous section that for n > 3 the weight spaces V(pnt,+l are in general not irreducible as B (2)-modules. We now illustrate this with a simple example.
Proposition 3.2.1. Let it 4 = (3,2,1,0) and v = (-2,2,0). Then V(L 4 ) has a nontrivial (2) -submodule.
Proof: By theorem 2.2.1, we have that V(P 4 ), has a basis consisting of vectors (14,/a3,t2,pl1) such that 11311 = 5, 11P211 = 4, and IIpIll = 1, and pi -< i+l for 1 < i < 3. Such vectors are easily enumerated and they are x=l (3, 2,1,0),(3, 2,0),(3, 1),(1)) y = (a2,1,0), (3, 1, 1),(3, 1), (1)) It is clear that and y are eigenvectors for T 2 and T22, and moreover belong to the same Tã nd T22-eigenspaces. Now consider z = F 3 1 (3, 2, 1,0), (3, 2, 1), (3, 1), (1)) = a 3 , 3 (x) + a 2 , 3 
(Y)Y -.
Then z is an eigenvector for T3 and, by above, also for T12 and T2 2 . Hence (z) C V(p 4 ) is a B(2)-submodule of V (1 4 ),. (l,v 2 ,... ,vi) . Then the arguments of the previous chapter indicate the following. 
Explicit Computations in the Case n = 2
In the next few sections we examine the case of U(s[3) in detail. In particular we give another proof of the irreducibility of the B 2 -action, on the zero weight space, by computing the matrix coefficients of T 1 and T 2 on the zero weight space explicitly. For this we use a different set of basis -namely Lusztig's canonical basis (see [L1] or [L3] ) -for the zero weight space which facilitates simpler computation. Basis for U(s[ 3 ) -modules. We begin by making a change in the notation. Write U = U(s[3), and for each pair (ni,n 2 ) E N 2 , denote by L(nl,n 2 ) the corresponding irreducible U-module of highest weight (n 1 , n 2 ). By symmetry we may assume, for our purposes, that nl < n 2 .
Lusztig's Canonical
An explicit formula for the canonical basis is not known for quantized enveloping algebras other than U(S[ 2 ) and U(s[ 3 ). In these two simplest cases the canonical basis for the 'minus part' (and the 'positive part') was computed by Lusztig (see [L11] ). In the case of U = U(s53), the canonical basis for U-is given by the set {F(a)FFc), 
Ti() = vn' Fn) .
The action of B on L(n 1 , n 2 ) is then defined by
where u E U. Using the above formulae, we can compute the action of B on the canonical basis of Lo.
Lemma 4.2.1. The following formulae are valid:
O<j<a k+l=a
Proof: These follow from the definition of the braid group action given above. The first can be .obtained directly from propostion 1.3.2 by considering the irreducible U(s[2)-submodules with I as the highest weight vector, and the next two can be obtained by considering the irreducible U([t2)-submodules with the highest weight vector F) . The remaining two formulae follow from simple computations which are omitted. O 4.3. Matrix Coefficients. We now compute the matrix coefficients (T 2 )ij of the braid group generator on Lo with respect to the canonical basis
Proposition 4.3.1. The matrix coefficients (T 2 )ij of T 2 on the canonical basis are given by
where 0 < i,j < nl.
Proof: Consider the last equation of lemma 4.2.1 and fix i = j + k, whence I = a -i + j. Let Ci be the coefficient of
Hence we have that the coefficient of
This completes the proof.
Thus, if we let r = N -nl, then the matrix for T 2 is the following:
(...
( 1)nlv(r+nl)(r+nl+l)
1 n rnlI 20
a-
The computation required to directly determine the matrix coefficients of T 1 is more complicated, and so we adopt another approach. We begin by recalling some definitions and results from (nl, n2) given by A(~) = 7, where 77 is the element of the canonical basis in the lowest weight space. There is another C(v)-algebra automorphism P:
Proposition 4.
([L2,5.5]). We have T,, = P o A as automorphisms of L(nl, n2). °B
y [L2, 5.9] we know that the action of T,, with respect to the canonical basis is given by a monomial matrix, and that on any given weight space, T,, is a scalar times a permutation matrix. We can explicitly determine this permutation matrix for the zero weight space. 
p < q, we have that the only nonzero term in the sum is the one for which k = i + (n 2 -nl )/3 = i + N -nl. Hence
T (F(i)F ( 2 -nl )F(N-i)) = vdF ( 2 N-nl-i)( 2 N-nl )F(nl-(N-i)),
and the lemma is proved. O
The matrix coefficients of T 1 can now be computed.
Corollary 4.3.4. We have T 1 = aT 2 a.
Proof: From the above lemma T,, = vda, and so using T 1 T 2 T = T,o = T 2 T 1 T 2 , we have
.4. Eigenvectors of Ti. In this section we calculate, explicitly, the eigenvectors of T 1 and T2 on Lo 0 . We begin with an identity which will play an important role in the determination of the eigenvectors.
Lemma 4.4.1. For each pair of non-negative integers a and b, the following identity holds
The above identity is equivalent to
Since the matrix for T 2 was lower triangular, by considering the diagonal entries, we have from the previous section that the eigenvalues, Ai, of T 2 are given by 
where 0 < i < nl. Proof: We need to show that Aifi = EO<k<i+j-nl(T 2 )j,nli+kfin' -i+k. On substituting the values of (T 2 )i,j and fj and simplifying we obtain (-1)kvk(N-+J) [ i + j -n l ] 
After a similar substitution for the hs and cancelling, the equation that we need to verify becomes v] , is the usual polynomial degree. Then we note from the previous sections the following:
(1) In the matrix T 1 , we have deg ((Tl)i,j) > deg((Tl)i+k,j+l 
is a representation of B.
is a representation of B. (T,') 13 
(3) For the case (2(21+1) = 1, we have (T 1 n) 13 = {n2n(1 -(4) + (2n_ (l)n)(1 + (4)}/(1 + (2)2.
Proof: (1) The result is clearly true for n = 1, and it is clear that (Tf)1 1 = = (Tfn)22
So assuming (Tln) 12 = n((n-1) I, we have that (Tln+1) 12 = (T 1 )ll(Tln) 1 2 + (TI)12(T'n) 22 = n(nl + nl = (n + 1)( n ', and the result follows by induction.
(2) We again use induction. A similar, albeit a little messier, computation gives (T. ) 1 l = (n and (Tin)12 = (-l1)n{1 + (-l1)n+1(n}/(1 + (), and the result follows from this.
(3) This case can be obtained from the previous one by replacing with (2 everywhere in the proof. O
We are now ready to prove the result alluded to at the beginning of this section. We can prove the following stronger statement. sections, and then specializing v -(. Before the specialization, the Ti's were semisimple as they had distinct eigenvalues. However, they do not remain semisimple after the specialization, since otherwise they would have finite order, contrary to proposition 4.6.4.
4.7. A digression. In the previous sections, we have found many simple B-modules, and even found explicit matrices for the generators of the braid group on these modules. It would be interesting to determine to what extent the simple B-modules that arise as the zero weight spaces of simple U-modules exhaust the set of all simple B-modules. It is clear that such modules exhaust all 1-dimensional B-modules. In this section we consider this question for the 2-dimensional B-modules, and leave the remaining cases for future investigation. 
Braid Group Action as Hecke Algebra Action
Let V = C(v)n+l be the module affording the standard representation of U = U(s [,+l) and let L = Vn+l. In this section, we restrict our attention to the irreducible U-modules appearing in Lo, and show that the action of B = B, on Co reduces to the Hecke algebra action.
In particular, this will lead to a proof of the irreducibility of the B-action on the the zero weight spaces of those modules.
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Let {ei,e 2 ,... ,e,+l} be the standard basis of V. Proof: Setting v = 1 we obtain the action of the symmetric group on the tensor power of the standard [l,,+-module. By a classical result on double centralizers (see [W] ) we have that the 26 action of S,+ 1 on (V®n+l)oI v = corresponds to the S,+l-action on its group algebra, and that Lo Iv=l's are precisely the irreducible constituents of this regular representation of Sn+l. Hence S,+l acts irreducibly on Lolv=l, and it follows that B, acts irreducibly on Lo. O
Concluding Remarks
Let (aij) be a Cartan matrix, B the corresponding braid group, the corresponding Lie algebra, and U = U(g). Then we may once again study the B-action on the zero weight space of the simple U-modules. For types B, and D, Gelfand and Tsetlin gave a parametrization for the bases of simple p-modules in [GT2] , and they may prove to be useful in the investigation of the B-action. However unlike in the case of type A, the basis vectors are not weight vectors, and the explicit formulae for the action of the Chevalley generators have not been worked out. It would be nice to find a general argument that will prove the irreducibility of the B-action on t he zero weight space of the simple U-modules, for all types, if the action is indeed irreducible.
