Abstract. For any reduced free product C * -algebra (A, ϕ) = (A 1 , ϕ 1 ) ⋆ (A 2 , ϕ 2 ), we prove a boundary rigidity result for the embedding of A into its associated C * -algebra ∆T (A, ϕ). This provides new examples of rigid embeddings of exact C * -algebras into purely infinite simple nuclear C * -algebras.
Introduction
By a deep theorem of Kirchberg-Phillips [9] , any separable exact C * -algebra is embedded into the Cuntz algebra O 2 . In the present paper, we are interested in rigid or canonical embeddings of exact C * -algebras into nuclear ones. Here, an embedding A ⊂ B of C * -algebras is called rigid if the identity map on B is the unique completely positive map from B to itself which is identical on A. Such rigid embeddings naturally arise from boundary actions; For any action Γ X of a discrete group Γ on a Γ-boundary in the sense of Furstenberg [5] the embedding of the reduced group C * r (Γ) into the reduced crossed product C(X) ⋊ r Γ is rigid. For the action F 2 ∂F 2 of the free group on the Gromov boundary, Ozawa [11] proved a stronger rigidity result that the crossed product C(∂F 2 ) ⋊ F 2 naturally sits between C * r (F 2 ) and its injective envelope I(C * r (F 2 )). The injective envelope I(A) of a C * -algebra A is an injective C * -algebra introduced by Hamana [6] which satisfies that A ⊂ I(A) is rigid. In the same paper, Ozawa conjectured that for every separable exact C * -algebra A there exists a nuclear C * -algebra N (A) such that A ⊂ N (A) ⊂ I(A). For general exact discrete group Γ, Kalantar-Kennedy [8] proved that one can take N (C * r (Γ)) as the crossed product C(∂ F Γ) ⋊ Γ, where ∂ F Γ is the Furstenberg boundary of Γ. In a recent breakthrough on C * -simplicity, it turned out that boundary actions and their rigidity play an important role for the analysis of reduced group C * -algebras (see [8, 3] ). On the other hand, for general C * -algebras beyond the class of group C * -algebras, there has been no known results so far for Ozawa's conjecture and even for rigid embeddings into nuclear C * -algebras.
In the present paper, we investigate rigid embeddings of reduced free product C * -algebras. In [7] we introduced a C * -algebra ∆T(A, ϕ) associated with any reduced free product (A, ϕ) = (A 1 , ϕ 1 )⋆(A 2 , ϕ 2 ). For the reduced group C * -algebra C * r (Γ 1 * Γ 2 ) of any free product group Γ 1 * Γ 2 with the canonical tracial state τ , the associated CThe assumption on ϕ 1 in the theorem is satisfied when ϕ 1 is a GNS-essential tracial state by Glimm's lemma. More generally, one can check the assumption on ϕ 1 when the centralizer of ϕ 1 is diffuse in a suitable sense (see Lemma 4.5) . Combing the theorem with a modification of Glimm's lemma (Lemma 4.4), told to us by Narutaka Ozawa, we obtain Theorem 1.2. If ϕ 1 is faithful, ϕ 2 is GNS-essential, and A 1 contains no non-zero projection p such that pAp = Cp, then the embedding A ⊂ ∆T(A, ϕ) is rigid.
By a result in [7] , ∆T(A, ϕ) is nuclear if and only if so are both A 1 and A 2 . Thus, this theorem provides new examples of rigid embedding of exact C * -algebras into nuclear ones. One of key ingredients of our proof is an approximation result (Proposition 3.3) of certain states on ∆T(A, ϕ). This proposition is inspired from a geometric property of compactifications of locally infinite trees and the proof is based on Glimm's lemma (see the remark after Lemma 3.1). Using the proposition we also show that ∆T(A, ϕ) is simple and purely infinite whenever both ϕ 1 and ϕ 2 are GNS-essential. This corresponds to Laca and Spielberg's result for pure infiniteness of crossed products associated to strong boundary actions [10] .
preliminaries
be a reduced amalgamated free product with non-degenerate conditional expectations E 1 and E 2 (see [13] ). We may identify the index set {1, 2} with Z/2Z. We always assume that A 1 = D = A 2 . For any a ∈ A i , we set a
• := a − E i (a), which belongs to A • i := ker E i . Then, ∆T(A, E) is a C * -algebra generated by A and projections e 1 and e 2 such that e 1 + e 2 = 1, e i ae i = E i (a)e i for i = 1, 2, a ∈ A i . In [7] it was shown that ∆T(A, E) is universal with respect to the above relations, but we will not use this universal property in the present paper.
For later purposes, let us recall the construction of ∆T(A, E). We call any element of the form a 1 a 2 · · · a n for a j ∈ A
• ij with i j = i j+1 , j = 1, . . . , n − 1 a reduced word of length n. Recall that the canonical conditional expectation E Ai : A → A i is given by E Ai (x) = 0 when x is either in A • i+1 or a reduced word of length n ≥ 2. It follows that
. We denote by L(Y ) the C * -algebra of adjointable operators on Y . Then, ∆T(A, E) is defined to be the C * -subalgebra of L(Y ) generated by φ Y (A) and two projections P 1 and P 2 , where P 1 is the projection onto the closure of
and the range of P 2 = 1 − P 1 is the closure of (A
for a ∈ A i and i = 1, 2. We may omit φ Y and set e i := 1 − P i .
Note that ae i = e i+1 ae i holds for a ∈ A
• i and i = 1, 2. We put t(a) := ae i , and may write t i (a) when we emphasize that a is in A i . We observe that t i (a)
• j and i, j ∈ {1, 2}. Similarly, for any reduced word a 1 a 2 · · · a n of length n with a n ∈ A i , we set t(a 1 a 2 · · · a n ) := a 1 a 2 · · · a n e i = t(a 1 )t(a 2 ) · · · t(a n ). For each n, m ≥ 1, we denote by F n,m the linear span of all the elements of the form t(x)zt(y * ), where x = x 1 x 2 · · · x n and y = y 1 y 2 · · · y m are reduced words of length n and m, respectively such that x n , y m ∈ A • i for some i, and z ∈ A i+1 . Similarly, we define F n,0 to be the linear span of the set of elements of the form t(x)ze i with x = x 1 · · · x n is a reduced word of length n such that x n ∈ A • i and z ∈ A i+1 and set F 0,n := {x * | x ∈ F n,0 }. Finally, we set F 0,0 = {0} for convenience. The next proposition is essentially proved in [7] , but we give a sketch of the proof for the reader's convenience. 
is a norm dense * -subalgebra of ∆T(A, E). There exists a unique conditional expectation E ∼ Ai from ∆T(A, E) onto A i for i = 1, 2 which extends E Ai : A → A i and satisfies that
and E ∼ Ai = 0 on n,m≥0 F n,m . The direct sum of the GNS representations associated with + span n,m≥0 F n,m easily follows from the Cuntz-Pimsner algebra structure of ∆T(A, E) (see [7] ), but we give here a more direct and elementary proof. Since ∆T(A, E) is the norm closure of the * -algebra generated by A 1 , A 2 and e 1 , it suffices to show that A is a * -algebra containing A 1 , A 2 and e 1 . It is obvious that e 1 ∈ A. For any a ∈ A 1 , we have a = e 2 ae 2 + e 2 ae 1 + e 1 ae 2 + E 1 (a)e 1 = e 2 ae 2 + E 1 (a)e 1 + t(a
which belongs to A. Similarly, one has A 2 ⊂ A. To see that A is a * -algebra, let a ∈ A i and b ∈ A
• j be arbitrary elements. Then, one has (e
Approximation of states
Let (A, ϕ) = (A 1 , ϕ 1 ) ⋆ (A 2 , ϕ) be any reduced free product with non-degenerate states ϕ 1 and ϕ 2 . Denote by (H, π ϕ , ξ ϕ ) the GNS representation associated with ϕ. We will use the following two representations of ∆T(A, ϕ) on H.
, where H i is the GNS Hilbert space for ϕ i . We identify H i with A i ξ ϕ ⊂ H. Note that σ i = π ϕ on A. Thus, to simplify the notation, we omit π ϕ and write σ(a) = a for a ∈ A. To see the range of the projections σ 1 (e 1 ) and σ 2 (e 1 ), let e ϕ and P i→ denote the projections onto Cξ ϕ and
Lemma 3.1. With the above notion, the following hold true:
Then, it follows that
Proof. By symmetry, we may assume that i = 1. We prove (i): The first assertion immediately follows from the definition of E ∼ Ai (see Proposition 2.1). Since σ 1 (e 1 ) − σ 2 (e 1 ) = −e ϕ is compact, every element x ∈ ∆T(A, ϕ) satisfies that
When the reduced free product (A, ϕ) comes from the reduced group C * -algebra of a free product group Γ = Γ 1 * Γ 2 , the C * -algebra ∆T(A, ϕ) is identified with C(∆T) ⋊ r Γ 1 * Γ 2 , where ∆T is the compactification of the Bass-Serre tree associated with Γ 1 * Γ 2 (see [7] ). In this case, the state ψ i is the composition of the canonical conditional expectation C(∆T) ⋊ r Γ 1 * Γ 2 → C(∆T) and the evaluation map δ Γi : C(∆T) → C; f → f (Γ i ). Here Γ i is viewed as an element in T = Γ/Γ 1 ⊔ Γ/Γ 2 . When Γ 1 is infinite and (g n ) n is any sequence of mutually distinct elements in Γ 1 , it follows from the definition of the topology of ∆T that lim n→∞ g n Γ 2 = Γ 1 . This shows that ψ 2 (g −1 n · g n ) converges to ψ 1 in the weak * -topology. We will prove an analogues result below for reduced free products with respect to GNS-essential states based on Glimm's lemma. The following easily follows from Glimm's lemma (see, e.g. 
Since θ i has the norm θ i (1) = ϕ(a * i a i ) = 1, it suffices to show the desired convergence on the dense subset e since t 1 (a 1 ) = e 2 t 1 (a 1 ). Thus, to see the first assertion, it is enough to show that lim i θ i (x) = 0 for any x ∈ F n,m , n, m ≥ 0. This follows from the observation that for any x ∈ A • j , the norms t * 1 (a i )t j (x) = δ 1,j |ϕ 1 (a * i x)| and t j (x) * t 1 (a i ) = δ 1,j |ϕ 1 (x * a i )|. To see the second assertion, let b, c ∈ A • 2 be arbitrary elements. It follows from Lemma 3.1 (ii) that
Proof. Suppose that σ 2 is not faithful and take a positive element x ∈ ker σ 2 of norm-one. By Lemma 3.1 (i) σ 1 (x) is in K(H). Since σ 1 ⊕ σ 2 is faithful, there exists y ∈ A such that ψ 1 (y * xy) = 1. Let (a i ) i be as in Lemma 3.2 for ϕ 1 and b ∈ A Proof. Fix a positive element x of norm-one in ∆T(A, ϕ). We will show that there exists w ∈ ∆T(A, ϕ) such that w * xw − 1 < 1. By the previous lemma, σ 1 and σ 2 are both faithful. Take 
Proof of Theorem
In what follows, (A, ϕ) = (A 1 , ϕ 1 ) ⋆ (A 2 , ϕ 2 ) is a reduced free product of unital C * -algebras.
Lemma 4.1. Let Φ be any ucp map on ∆T(A, ϕ) which is identical on A. Then, for the positive contraction x = Φ(e 1 ), the following two inequalities hold: 
For m ≥ 1, we denote by P 1,2,m and P 2,2,m the projections onto the closures of
• 2 ξ ϕ , respectively. We define P 2,1,m and P 1,1,m in a similar way. Then, these projections are mutually orthogonal and one has
Here we set P A • i := P Ai − e ϕ : H → H 
Consequently, it follows that σ 1 (x) = σ 1 (e 1 ).
Proof. We first note that ψ 1 (x) = ϕ(E ∼ A1 (x)) = 0 by Lemma 3.1 (ii). By assumption we have
Then, applying (4.1) 2m times we obtain
which implies ψ 1 (z * xz) = 0 and ϕ(a 1 a * 1 )ψ 1 (w * (1 − x)w * ) = 0. By the polarization trick again, we get P 1,2,m σ 1 (x)P 1,2,m = 0 and P 2,2,m−1 σ 1 (1 − x)P 2,2,m−1 = 0. For any a ∈ A • 1 , one has zaξ ϕ ∈ P 1,1,m H and waξ ϕ ∈ P 2,1,m H, and applying (4.1) again, we obtain
Here, we used ψ 1 (a
To see the second assertion, recall that σ 1 (e 1 ) = P A • 2 + m≥1 P 2,2,m + P 2,1,m (see Eq. (3.1)). We observe that σ 1 (x)(P A1
we also have σ 1 (e 1 − e 1 xe 1 )q 2 = qσ 1 (e 1 − e 1 xe 1 ) 2 q ≤ qσ 1 (e 1 − e 1 xe 1 )q = 0. This shows σ 1 (x) = σ 1 (e 1 ).
Lemma 4.3. Let B be an infinite dimensional unital C
* -algebra and φ be a state on φ with faithful GNS representation. Then, there is no constant R > 0 such that a * a ≤ Rφ(a * a) holds for all a ∈ ker φ.
Proof. Let (H φ , π φ , ξ φ ) be the GNS representation associated with φ. On the contrary, suppose that there exists a constant R > 0 such that a ≤ R aξ φ holds for a ∈ ker φ. Then, for any a ∈ B, we have a ≤ (R + 1)( a
Since B is infinite dimensional, the canonical inclusion B ⊂ B * * is proper. Hence, one can find an element x ∈ B * * \ B and a bounded net a λ ∈ B such that a λ converges to x strongly by the Kaplansky density theorem. Then, the net (a λ ξ φ ) λ is a Cauchy net. The above estimate implies that (a λ ) λ is also a Cauchy net, and thus x = lim λ a λ ∈ B, a contradiction.
We are now ready to prove the main theorem.
Proof of Theorem 1.1. Let Φ be any ucp map on ∆T(A, ϕ) such that Φ| A = id. Since ∆T(A, ϕ) is generated by A and e 1 , it is enough to show that Φ(e 1 ) = e 1 . The positive contraction x := Φ(e 1 ) satisfies (4.1). Since σ 1 is faithful by Lemma 3.4, it suffices to show that E ∼ A1 (x) = 0 thanks to Lemma 4.2.
We first show that E ∼ A2 (x) = ψ 1 (1 − x)1. Let (b i ) i be a net in A 1 as in Theorem 1.1. We may assume that ϕ 1 (b i ) = 0 and ϕ 1 (b * i b i ) = 1 for all i. Then, for any a ∈ A • 2 , applying Proposition 3.3 to (b i ) i and using (4.1) twice, we have
Replacing a by a * we obtain
. By the polarization identify, this implies that (P A2 −e ϕ )σ 1 (1−x)(P A2 −e ϕ ) = ψ 1 (x) on H • 2 . It follows from Lemma 3.1 (i) and e ϕ being compact that E
To see that ψ 1 (x) = 0, take a ∈ A • 2 arbitrarily. We then have
Since A 2 is infinite dimensional, Lemma 4.3 implies that ψ 1 (x) = 0 and ψ 2 (x) = 1. Now, for any a ∈ A Proof. We may assume that B is unital and separable. Let F ⊂ A be a finite subset of normone elements and ε > 0 be arbitrary. By the Krein-Milman theorem, there exists a convex combination φ ′ = n k=1 λ k ψ k of pure states such that |φ(a) − φ ′ (a)| < ε for a ∈ F . By the Akemann-Anderson-Pedersen excision theorem [1] , we find a decreasing sequence of positive elements (e k,m ) m of norm 1 for k = 1, . . . , n such that for sufficiently large m, e k := e k,m satisfies ψ k (a)e 2 k − e k ae k < ε for a ∈ F . Let (H φ , π φ , ξ φ ) be the GNS representation associated with φ. Set b 0 := 1. We will find positive elements b k , recursively for k = 1, . . . , n such that φ(b
2 and |φ(b j ab k )| < ε for a ∈ F and j = 0, 1 . . . , k − 1. To see this, one observes that e k,m can be taken as 1 − h
1/m k
, where h k is a strictly positive element in the hereditary subalgebra ker
) converges to the projection p onto ker π φ (h) strongly. Observe that pπ φ (a)p = ψ k (a)p for a ∈ B. Thus, the assumption implies either p = 0 or p / ∈ π φ (B). Since h k is not invertible in B, 0 is not isolated in the spectrum sp(h k ) of h k . Take a decreasing sequence (δ j ) j in sp(h) \ {0} such that lim j→∞ δ j = 0. For each j, choose a positive function f j ∈ C(sp(h)) ∼ = C * (h, 1) such that f j (δ j ) = 1 and f j vanishes outside ((δ j+1 + δ j )/2, (δ j + δ j−1 )/2). Since φ is faithful, φ(f 2 j ) is non-zero. By the choice of f k 's, one concludes that (φ(f
2 for a ∈ F and j = 0, . . . , k − 1. Now, letting
and |φ(ab)| < ε for a ∈ F .
Finally, we close the paper by giving another sufficient condition for the assumption of Theorem 1.1 which is applicable for possibly non-faithful states. Assume that (ii) holds. It is sufficient to show that for any finite subset F of the unit ball of B and ε > 0 arbitrarily, there exists b ∈ B such that φ(b * b) = φ(bb * ), |φ(xb)| < ε and |φ(b * xb) − φ(x)| < ε for x ∈ F . By assumption, there exists a unitary u in the centralizer (B ′′ ) φ such that φ(u n ) = 0 for n = 0. For any δ > 0 and k ∈ N, by the Kaplansky density theorem, there exists a unitary v ∈ B such that vξ φ − u k ξ φ < δ. Then, it is easy to check that b := v is the desired one for sufficiently small δ and sufficiently large k. 
