Abstract. We study the problem of testing whether a context-free language is included in a fixed set L0, where L0 is the language of words reducing to the empty word in the monoid defined by a complete string rewrite system. We prove that, if the monoid is cancellative, then our inclusion problem is polynomially reducible to the problem of testing equivalence of straight-line programs in the same monoid. As an application, we obtain a polynomial time algorithm for testing if a context-free language is included in a Dyck language (the best previous algorithm for this problem was doubly exponential).
Introduction
In this paper we analyze problems of this kind: given a fixed language L 0 , to decide whether the language L G generated by a context-free grammar is contained in L 0 . It is known that he class of context-free grammars generating languages L 0 for which the problem is decidable is not recursive ( [7] ). This problem is undecidable even for some deterministic context-free language L 0 , while it turns out to be decidable if L 0 is superdeterministic ( [6] ); in this case a doubly exponential time algorithm has been shown.
Since the class of superdeterministic languages includes the AFDL (Abstract Family of Deterministic Languages) closure of Dyck languages, it is decidable if a context-free grammar generates a language which is included in a Dyck language, i.e., the language of well-parenthesized expressions over a fixed but arbitrary subset of parentheses. The case with a single type of parenthesis has been studied by Knuth in [8] , while a doubly exponential algorithm for the general case can be deduced from an algorithm proposed in [1] .
In this work, we exhibit a class of languages L 0 for which the inclusion problem can be solved efficiently. In particular, given a fixed complete string rewrite system, we study the problem of verifying whether a context-free language is included in the set L 0 of words which reduce to the empty word. We prove that, if the string rewrite system is complete and defines a cancellative monoid, then the problem polynomially reduces to testing the compressed equivalence problem on the monoid, i.e., whether two straight-line programs evaluate the same element of the monoid. Straight-line programs are a flexible compressed representation of strings; the compressed equivalence problem has been deeply studied, in particular in the case of 2-homogeneous and 2-monadic string rewrite systems ( [11] ). In the case of 2-homogeneous string rewrite systems, equivalence is solvable in polynomial time if and only if the rewrite system is N -free, unless P=NP ( [11] ).
By applying the previous results, we obtain a polynomial algorithm for testing inclusion in the case L 0 belongs to a class of languages that extends that of "Dyck-like" languages. This result also extends to the noncancellative monoids defined by N-free 2-homogeneous string rewrite systems; on the other hand, for 2-homogeneous non N-free rewrite systems, the inclusion problem is at least coNP-hard.
Furthermore, we study the more general case of complete unitary string rewrite systems ( [3] ), that is, systems for which all rules are of the form u → 1, and prove that the inclusion of a regular language in a regular set over the generated monoid can be tested again in polynomial time.
Definitions
Given an alphabet Σ, the free monoid it generates is denoted by Σ * and the unit, or empty word is denoted by 1. A context-free grammar is a quadruple G = (Σ, S, P, N ) where N is the finite alphabet of nonterminals which is disjoint from the alphabet Σ of terminal letters, S ∈ N is the axiom and P ⊆ N × (N ∪ Σ) * is the finite set of productions or rules. A rule is usually written in the form X → α. The smallest relation over (N ∪ Σ) * which is invariant under right and left concatenation is denoted by ⇒ and its reflexive and transitive closure by * ⇒. The language generated by the grammar G is the set L G of all words w ∈ Σ * such that S * ⇒ w holds. A grammar is in Chomsky's normal form if its rules are of the form X → Y Z or of the form X → a where X, Y, Z are nonterminals and a is a terminal. Such a grammar generates a context-free language which does not contain the empty word. Since a language L ⊆ Σ * is context-free if and only if L \ {1} so is, there is no loss of generality to restrict the study to context-free languages not containing the empty word (also called -free in the literature). In other words, the expression "Given a context-free language" means in our context that the language is given by some grammar in Chomsky's normal form. It is convenient to enumerate the nonterminals X 0 , . . . , X n and to assume that X 0 is the axiom. Furthermore, as usual, we assume that all nonterminals appear in some derivation of a word of the language, i.e., for all X i ∈ N there exist a word w ∈ L G and a derivation of the form X 0 * ⇒ αX i β * ⇒ w. A straight-line program (SLP) is a restricted context-free grammar G = (Σ, S, P, N ) such that:
-for every X ∈ N , there exists exactly one production of the form (X, α) ∈ P for α ∈ (N ∪ Σ) * , and -there exists a linear order ≺ on the set of nonterminals N such that X ≺ Y whenever there exists a production of the form (X, α)
Every SLP S obviously generates a single word, denoted by eval(S). In our work, we will always use SLPs in Chomsky's normal form. The size g(S) of a SLP S is defined as the number of nonterminal symbols appearing in it. Since g(S) could be logarithmic with respect to the length of eval(S), SLPs are considered as a compression encoding comparable to Lempel-Ziv encoding ( [14] ). For several well known string problems solvable in polynomial time, the compressed version has been studied, that is, the complexity of the same problem was analyzed when the input is given in a compressed form ( [5, 9, [12] [13] [14] ). Let Σ be a finite alphabet. A semi-Thue system (or string rewrite system) is a pair of generators and relators Σ; R where R is a finite subset of Σ * × Σ * . The pair Σ; R is a monoid presentation; it defines the monoid M (R) which is the quotient of Σ * by the congruence ∼ R generated by the relators R. The canonical morphism φ R maps Σ * onto M (R) by assigning to every word its congruence class. We use the same notation when we apply it to subsets and, more generally, to n-tuples of subsets.
A pair (u, v) ∈ R is also denoted by u = v. The rewrite theory developed by Knuth in the seventies consists, whenever possible, to define a ordering of the free monoid which is invariant under right and left concatenation and to orient each relator (u, v) as u → v if u is greater than v. Once oriented, such a pair can be considered as a rewrite rule, also called reduction rule with the purpose that each occurrence of u in a word can be replaced by an occurrence of v. A word containing no occurrence of a left handside is called reduced, otherwise it is reducible. We still denote by → the closure of the set of reduction rules relative to right and left concatenation and by → * R its transitive closure. If the ordering thus defined is complete, i.e., it has the property of finite termination and of confluence, [4] , each word x is equivalent to a unique reduced word denoted by Red R (x), also simply written Red(x) when R is understood. Furthermore this reduced word depends on the equivalence class only, and we say that it is its normal form. In this case, two words x, y ∈ Σ * are congruent, i.e., x ∼ R y, if and only if Red(x) =Red(y).
Given a fixed complete string rewrite system, we are interested in the following decision problem Inclusion Problem for Σ; R Instance: a grammar G in Chomsky normal form.
In this work, we show that, if the monoid M (R) is cancellative, this problem is polynomially reducible to the compressed version of an equality problem:
Compressed-Equality Problem for Σ; R Instance: two SLPs S 1 and S 2 with eval(
Rewrite Systems Defining Cancellative Monoids
A monoid M is said to be cancellative if xy = xz implies y = z and yx = zx implies y = z, for every x, y, z ∈ M . In this section, we prove that, if Σ; R defines a cancellative monoid M (R), then Inclusion Problem for Σ; R is polynomially reducible to Compressed-Equality Problem for Σ; R . Now, let m = |Σ| and consider a system of equations whose solutions are n-vectors of elements in the semiring 2
where a are constant singletons and α When the X i 's are interpreted as subsets in Σ * , the component X 0 of the least fixed point of (1) is the context-free language generated by the grammar whose productions are X i → X j X with α
Therefore, we will not distinguish between systems of equations and systems of productions.
Lemma 1. Consider a grammar G in Chomsky normal form as in (1) and a cancellative rewrite system Σ, R . Assume that φ R (L G ) = {1}. Then, the images φ R (X i ) of all components are singletons and satisfy Equation (1) interpreted in the quotient monoid M (R). Conversely, if there exist elements y i ∈ φ R (X i ) such that the n-tuple (y 0 , y 1 , . . . , y n−1 ) with y 0 = 1 satisfies the system (1) in-
Proof. Consider the graph whose vertices are the nonterminal symbols of G and there is an edge (X, Y ) where X → Y Z or X → ZY . We perform a breadth-first visit starting from the axiom and verify by induction that, when visiting (X, Y ), we have that φ R (Y ) is a singleton. Indeed, this is true if X is the axiom, by definition. Now, consider the rule X i → X j X k and assume without loss of generality that the visited edge is (X i , X j ). Since φ R (X i ) ⊇ φ R (X j )φ R (X k ) holds and since M (R) is cancellative, the induction hypothesis that φ R (X i ) is a singleton implies that so is φ R (X j ).
Let us prove the converse. First observe that the image in the morphism φ R of the least (in the subset ordering) solution of the system (1) in the power set of Σ * is the least solution of the system when interpreted in the power set of M (R). Indeed, let τ : 2 Σ * n → 2 Σ * n and σ : 2 M n → 2 M n be the transformations defined by the system (1) when interpreted in 2 Σ * n and 2 M n respectively and observe that these transformations are monotone and continuous. The least solution of the system in 2 Σ * n is the subset k→∞ τ k (∅). Now we have
Because of equality φ R τ = σφ R between the two composed mappings and of the equality φ R (∅) = ∅ we finally obtain
as claimed.
The previous Lemma has the following interesting consequence.
Theorem 1.
In the case of a cancellative complete rewrite system Σ, R , Inclusion Problem for Σ, R is polynomially reducible to Compressed-Equality problem for Σ, R .
Proof. (Outline) In view of the previous Lemma, the condition φ R (L G ) = {1} can be tested in two steps.
First step:
We assign to every nonterminal X i of G a word w i which it generates and chosen as explained below. Second step: We check whether or not the n-tuple (w 0 , . . . , w n−1 ) satisfies the following conditions:
. These conditions are not verified on the words, but through SLP's representing the words.
We now explain how we choose the words w i . Denote by h(X i ) the minimal height of a derivation tree with root labelled by X i . If h(X i ) = 1 then take arbitrarily a word w i where X i → w i is an X i -production of the grammar G. The SLP associated to w i is then reduced to the production
and X i → X j X k is a production of G. Then recursively choose w j w k as the word w i represented by the SLP obtained by considering the production X i → X j X k along with the productions of the two SLP's representing w j and w k . From a complexity viewpoint, considering the grammar size as the size of the input, the first step can be executed in polynomial time, while the second requires to call the SLPs equality test in M (R) a polynomial number of times. This proves the result.
This result can be applied to obtain an upper bound to the Inclusion Problem complexity for those cancellative monoids whose Compressed-Equality Problem complexity is known. This is the case of 2-homogeneous rewrite systems, introduced in [2] , that will be discussed in the next section.
Unitary Confluent Systems
A presentation Σ; R is unitary if R is composed of elements of the form (u, 1). We study the case where R can be oriented as a confluent and therefore complete system.
First of all, observe that for all unitary rewrite systems, the set of words which can be reduced to the empty word is generated by a context-free grammar with a unique nonterminal S whose productions are of the form S → 1 and S → Sa 1 Sa 2 · · · Sa p S where (a 1 a 2 · · · a p , 1) ∈ R. Hence, Inclusion Problem for unitary rewrite systems is a special case of the general inclusion problem for context-free grammars (see for example [7, 6] ).
Before studying more specifically the so-called 2-homogeneous case, we prove a result for the general case. Consider the following problem:
Regular Set Inclusion Problem
Input: a regular language L ⊆ Σ * , a unitary rewrite system Σ, R and a regular subset X ⊆ M (R).
Theorem 2. Regular Set Inclusion Problem is solvable in polynomial time.
Proof. We briefly sketch how one can check the inclusion φ R (L) ⊆ X efficiently. Since each equivalence class has a unique normal form, the previous inclusion is equivalent to saying that the set of normal forms of all elements in L is included in the set of normal forms which are representatives of an element of X. By definition of a regular set in the quotient M (R), we may suppose that X is given by a finite automaton which recognizes for each element x ∈ X and only for elements in X, a word representing this element. It thus suffices to show that the set of normal forms is an effective regular language. Indeed, if L is a regular language recognized by a finite automaton, augment it by adding, as long as possible, a transition from state q to state p labeled by the empty word whenever there exists a path from q to p labeled by a left handside of a rule. This procedure can be easily executed in polynomial time with respect to the size of the automaton and the size of the presentation of the monoid. The set of its normal forms is the intersection of the language recognized by this augmented automaton with the regular set of words containing no occurrence of a left handside of a rewrite rule. The inclusion problem consists thus of checking the inclusion Red R (L) =Red R (φ −1 (X)).
2-Homogeneous Rewrite Systems
A unitary rewrite system is said to be 2-homogeneous if every left-hand member of R is in Σ 2 . In [2] it is shown that every 2-homogeneous rewrite system is equivalent to a 2-homogeneous confluent rewrite system Θ, R . In addition, Lohrey ([10] ) proved that, for such a presentation, it is always possible to define a partition Θ = Σ ∆ Γ and an involution¯: Σ → Σ with
A rewrite system is called N -free if it is 2-homogeneous and ac, ad, bc ∈ dom(R) implies that bd ∈ dom(R), for every a, b ∈ ∆ and c, d ∈ Γ . This means that the graph determined by nodes in ∆ ∪ Γ and edges {(a, b) ∈ ∆ × Γ | ab ∈ dom(R)} is the disjoint union of complete bipartite graphs. In this case, we can rewrite Θ as
and R as Lemma 2. Let Θ, R be a N -free rewrite system having |∆ i | = |Γ i | = 1 for 1 ≤ i ≤ n. Then, Inclusion Problem for Θ, R is solvable in polynomial time.
Proof. It is known that, in the case of a N -free rewrite system Σ, R , Compressed Equality Problem for Σ, R is solvable in polynomial time ( [11] ). Hence, by Theorem 1, the result is straightforwardly proved.
We now show how to extend this result to the general case of N -free rewrite systems. Consider a presentation Θ; R defined by the conditions (2) and (3). We introduce two symbols δ i and γ i for each ∆ i and Γ i , respectively, and consider the alphabet
and the relation R over Θ defined by the same relators as those of Eq. (3) for Σ and the relators
We denote by ∼ R the congruence induced by R on Θ * and by π the morphism from Θ * / ∼ R to Θ * / ∼ R leaving every element of Σ invariant and mapping all elements of ∆ i to δ i and all elements of Γ i to γ i . We prove by induction on the length of the words that w ∼ R 1 implies π(w) ∼ R 1. As the system of rewriting rules is confluent, the relation w ∼ R 1 implies that we may write w = w 1 uw 2 where u = aa or u = aa with a ∈ Σ or u = δγ with δ ∈ ∆ i and γ ∈ Γ i , for some i. The former case is trivial, so we assume the latter holds. Take the image by π: π(w) = π(w 1 )π(δ)π(γ)π(w 2 ) = π(w 1 )δ i γ i π(w 2 ) ∼ R π(w 1 )π(w 2 ) = π(w 1 w 2 ) ∼ R 1.
Conversely if π(w) ∼ R 1, then π(w) = π(w 1 )vπ(w 2 ) with v = aa or v = aa with a ∈ Σ or v = δ i γ i for some i. In this case, v = π(u), where u = δγ with δ ∈ ∆ i and γ ∈ Γ i for some i. Hence, w ∼ R w 1 w 2 , which completes the proof.
Now we turn to the simplest non N -free presentation, to wit the presentation Σ; R where Σ = {a, b, c, d} and R is defined by the relators ac → 1, bc → 1, and ad → 1,
while bd ∈ dom(R). In order to give a lower bound to the complexity of Inclusion Problem for Σ; R in the case M (R) is non N -free, we consider the following compressed string problem Question: does φ R (eval(S)) = 1 hold?
Since a SLP is a special case of context-free grammar, such a problem is obviously a special case of Inclusion Problem for Σ; R . This means that the complexity of Inclusion Problem for Σ; R lies between the complexity of Compressed 1-Equality Problem and that of Compressed Equality Problem for the same rewrite system.
In [11, Theorems 5.2, 5.4] , Compressed 1-Equality Problem for non N -free is proved to be coNP-complete. Hence, the following straightforwardly follows Remark 1. If Σ; R is non N -free, then Inclusion Problem for Σ; R is at least coNP-Hard.
