INTRODUCTION 39
Sensory systems are biologically very complex, comprising many different structures and cell 40 types that often interact in a non-linear fashion. Furthermore, diverse mechanisms have evolved 41 in different sensory systems for the initial detection, discrimination and encoding of signals at 42 the level of the sensory organs. The complexity of these structures can make understanding the 43 general principles by which they operate challenging. In man-made devices, however, fairly 44 complex circuits may be required to implement straightforward functions due to constraints on 45 their implementation, such as, limited dynamic ranges of the materials, or a requirement of fail-46 safes. For example, a thermostat is, in essence, a simple negative feedback switch, but in real 47 implementations the circuitry can be substantially more complex because of engineering 48 constraints. Likewise, although neural systems are very complex, under many conditions it 49 could be that the transformations that they compute, at the algorithmic level [1] , are 50 substantially simpler than their implementations. 51 52 Taking the auditory system as an example, we ask whether the complex mechanisms that 53 characterize processing in the ear have simple algorithmic expressions. Various models of the 54 auditory periphery have been developed over the last thirty years [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . These models have 55 been repeatedly refined in an attempt to account for experimental observations of processing 56 in the cochlea and auditory nerve of a range of animal species and on the basis of human 57 psychophysical data. Some of these models accurately capture the response properties of the 58 auditory nerve and predict their spiking behavior [6, [11] [12] [13] [14] [15] [16] , while others are only a pared down 59 version of the information transformation that might be occurring in the auditory periphery 60 [17] [18] [19] . Some of these models have been used to provide inputs for models of cortical neurons 61 [17] [18] [19] [20] , to generate perceptual models [21] , and in machine processing of sounds [2, 22] . Few 62 attempts have been made, however, to assess the capacity of different cochlear models in 63 providing input for predicting the response properties of auditory cortical neurons, although 64 some progress has been made in the avian auditory system [23] . 65 66 4 Here we consider a wide range of existing models of the auditory periphery, and adapt them to 67 provide input for a phenomenological model of cortical response properties. We also 68 constructed a variety of simple spectrogram-based models, including a novel one accounting 69 for the different types of auditory nerve fiber. We found that primary auditory cortical 70 responses can be explained to a similar degree using simple spectrogram-based cochlea models 71 as input, as when more complex biologically-detailed cochlear models are used. This implies 72 that the complex biophysics of the cochlea may result in a simpler transformation of sensory 73 inputs than this complexity would suggest. 74 75 76
RESULTS 77
Generating cochleagrams using cochlear models 78
In this study, we consider two broad classes of cochlear models. The first class of cochlear 79 models that we study are based on cochlear filterbanksthese models have somewhat more 80 biological underpinnings. We consider several models of this class, which we refer to here as 81 The frequency decomposition is accompanied by an adaptive gain control mechanism that acts 88 as the compression function [2,10]. The BEZ model includes multiple detailed stages of signal 89 transformation to mimic various stages of the processing by the ear and the auditory nerve of 90 5 the cat [14, 24, 26 ]. The MSS model is similar to BEZ model in that it also models the processing 91 stages from the ear to the auditory nerve, but of a different species, the guinea pig [6,7] (Fig. 92 1A-C). 93
94
The second class of models are the STFT (short-time Fourier Transform) spectrogram-based 95 modelsthese models are aimed at approximating the information processing in the auditory 96 periphery without modelling the detailed biological mechanisms. Implementation of these 97 models consists of three key components: frequency decomposition, response integration and 98 compression. We constructed the spectrogram-based cochlear models by performing frequency 99 decomposition using a short-time Fourier transform of the sound waveform. The amplitude or 100 power spectrogram was then put though a weighted summation using overlapping triangular 101 filters spaced on a logarithmic scale to obtain specified numbers of frequency channels. Finally, 102 a non-linear compression function was applied for the amplitude spectrogram-based models. 103
The compression functions used were a thresholded log function, and a log(1+(.)) function. We 104 refer to these models as the spec-log and spec-log1plus, respectively. For the power 105 spectrogram-based models, a thresholded log compression function was used either alone or 106 together with a Hill function; we refer to these models as the spec-power and spec-Hill models 107 Each cochlear model produces a characteristic cochleagram for the same sound input. We 124 illustrate this by presenting a range of synthetic and natural sound inputs to each model. Figure  125 2 shows the cochlear models' responses to a click, pure tones of 1 kHz and 10 kHz, white noise 126 and a natural sound ( Fig. 2A ). For a click input, cochleograms produced by spectrogram-based 127 models have sound energy localized in time, but cochleagrams produced by filterbank-based 128 models are temporally spread, with the response persisting after the impulse occurred (Fig. 129 2B). For pure-tone input, cochleagrams produced by all models look similar except for the 130 Lyon, BEZ and MSS models, where the cochleagram is broader in frequency content than in 131 the other models ( Fig. 2B ). For white noise, most models have response distributed across 132 frequency except for the WSR model. Cochleagrams of natural sounds produced by each 133 cochlear model look qualitatively different. However, two filterbank-based models (the BEZ 134 and MSS model) produce similar looking cochleagrams, as do three spectrogram-based models 135 (spec-log, spec-power and spec-Hill). Overall, the WSR model produced very different 136 cochleagrams across a range of stimuli (click, white noise and natural sound). Furthermore, the 137 maximum energy in the cochleagrams of spec-log1plus model is lower than other spectrogram-138 based models. We quantified the similarity between the cochleagrams produced by each 139 cochlear model for natural sound inputs by calculating the correlation coefficients between the 140 8 cochleagrams produced by each possible pair of cochlear models ( Supplementary Fig. 2 
.1A). 141
This quantitative analysis supports our qualitative observations ( Supplementary Fig. 2 .1A-C). and across different numbers of frequency channels. The only exception to this were the 2 and 181 4 frequency channel models, which sometimes showed very different frequency selectivity, 182 presumably because of the very limited choice of frequency channels ( Supplementary Fig. 3 .2). 183
The ratio of inhibitory vs excitatory field strength (IE score) was also very similar for STRFs 184 produced by different cochlear models, with the exceptions of the WSR and BEZ models 185 ( Supplementary Fig. 3 .2). 186
187
Although the general properties of the STRFs obtained using different cochlear models were 188 similar, a more detailed analysis revealed some variability between pairs of STRFs estimated 189 for the same neuron using two different cochleagram models ( Supplementary Fig. 3.3A 
,B). 190
Higher correlations were observed between STRFs estimated from same class of cochlear 191 models. In particular, spec-log, spec-power, and spec-Hill models produced very similar 192 STRFs, whereas this was less true of the spec-log1plus model . STRFs obtained with the MSS 193 and BEZ models were similar to each other and, to a lesser extent, to the Spec-Hill model. 194
Applying Gaussian blurring to account for frequency or temporal shifts in the STRFs improves 195 the correlations, but did not change the overall trends in these results ( Supplementary Fig.  196 3.3C). 0.726 ( Fig. 4I and Supplementary Table 4 .1). Note that spectrogram-based models, in general, 220 perform better than other models (Fig. 4I ). Overall, a log-spaced power spectrogram with 221 successive log and Hill compression functions provided the best prediction performance, with 222 a mean CCnorm of 0.726 ( Supplementary Table 4 Supplementary Fig. 4.2) . We also compared the predicted response obtained with the MSS 228 model to the predicted response of the other models, and found similarity in CCnorm 229 performance generally co-varied with the similarity in predicted response ( Supplementary Fig.  230 4.3). The Lyon model was an exception to this. 231 
Multi-fiber cochleagrams 241
We have used the word cochleagram so far to refer to a time-frequency representation of the 242 sound stimulus that depicts the changes in sound energy across a set of frequency channels 243 over time. In the auditory system, however, afferent nerve fibers tuned to the same frequency 244 can have different thresholds and dynamic ranges [45, 46] . To study the impact of this 245 representation on the prediction performance of modeled cortical responses, we used an MSS 246 model with three different fiber types (multi-fiber MSS model) as input to the LN model. Three 247 types of fibers varied in spontaneous activityeither having low spontaneous rate (LSR), 248 medium spontaneous rate (MSR), or high spontaneous rate (HSR). We also constructed a multi-249 threshold spec-Hill model, where each frequency channel went through three different hill 250 functions with different thresholds and saturation parameters (see Methods). This produced a 251 cochleagram representation that assigns the changing sound level in a single frequency channel 252 into three separate channels analogous to three fiber types in the multi-fiber MSS model. 253
254
When we use these models as input to the LN model of cortical neurons, we were able to predict 255 cortical responses to natural sounds slightly better than the single-fiber or single-level versions 256 of the models (Fig 5) . The multi-threshold spec-Hill model performed better than the multi-257 fiber MSS model for cochleagram inputs with fewer than 32 center frequencies, but performs 258 slightly worse for cochleagram inputs with 32 or more center frequencies (Fig. 5) . Although the best model for each neuron operates with 64 or 128 frequency channels in the 315 cochleagram ( Supplementary Fig. 4 .2), we found that increasing the number of frequency 316 channels only moderately improves the average prediction performance of a model for the 317 whole population of recorded neurons (Fig 4) . In fact, most of the models performed relatively 318 well with very few (<16) frequency channels. This might be because the natural sound clips 319 that we used here have limited spectral variation over different frequency channels. 320 321 One caveat to bear in mind is that the choice of stimulus set may have some influence on the 322 results. While we aimed to have a diverse and representative stimulus set spanning the range 323 of natural sounds, some of which included multiple sound sources or small amounts of 324 reverberation, this does not, of course, represent the full space of natural sounds. In particular, 325 spatial hearing cues were not included, and reverberation and sound mixtures only present only 326 to a very limited extent. More diverse datasets may help distinguish the models further in their 327 capacity to predict cortical responses to behaviorally-relevant sounds. 328
329
In summary, although extensive processing takes place in the cochlea and brainstem [52], the 330 results we present suggest that, at least under some conditions, the cortex receives a simpler 331 functional transformation of the inputs than these properties suggest. Implementing WSR model: This model was originally proposed by Wang and Shamma and was later 360 described by Powen Ru (Matlab codes that we are using were adapted from 361 20 https://github.com/tel/NSLtools) [3] [4] [5] 25] . We refer to it as the WSR (Wang Shamma Ru) 362 model after the names of the developers. It makes use of a series of filters, whose center 363 frequencies are spaced logarithmically, followed by a sigmoid compression of the filter 364 outputs. The sigmoid compressed outputs were then passed through a lowpass filtering stage, 365 a lateral inhibition stage (between neighboring frequency channels), and a temporal integration 366 stage. The source of these parameters is not strictly physiological, rather, they are abstracted 367 from animal experiments to match perceptual processing. The filterbank of this model 368 comprised a set of 129 given frequency channels. To make this model comparable to other 369 models, appropriately spaced and sized subsets of the frequency channels were selected. 370 we refer to as the BEZ (Bruce Erfani Zilani) model after the name of its developers (we adapted 382 this model from: https://www.urmc.rochester.edu/MediaLibraries/URMCMedia/labs/carney-383 lab/codes/UR_EAR_v2_1.zip). This model has various processing stages to match the 384 processing stages in the cochlea, the synapses with the auditory nerve and the spiking properties 385 21 of the auditory nerve. Sound input is first processed through a middle ear filter, followed by a 386 series of filters and non-linearity to account for inner hair cell and outer hair cell properties, 387 the output of the hair cells is then processed through a non-linearity to account for synaptic 388 release and uptake of neurotransmitter and spiking of the auditory nerve. Because the spiking 389 is a stochastic process, for each center frequency, each of three auditory nerve fiber types was 390 allowed to spike 20 times and the average was taken over these 20 trials. After that, we took 391 an average over different fiber types weighted by the ratio of each fiber types in the nerve fiber is then combined to find the velocity of the basilar membrane displacement. Finally, 406 transduction by the inner hair cells is modelled using a differential equation for their membrane 407 potential, the synapse is modelled using probabilistic release of neurotransmitter and the 408 activity of the auditory nerve (AN) fibers involves refractoriness, with the spiking of the AN 409 fibers providing the output (Fig 1A-C) . We set the center frequency of the non-linear filterbank 410 
