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ABSTRACT
This paper presents a dynamic analysis of the free and forced
vibration of a free-standing bridge of superelastic shape memory
alloy TiNiCuCo ﬁlm with ultra-low fatigue properties and evaluates
its versatility for novel miniature scale damping applications.
A thermodynamics-based ﬁnite element model is used to simulate
the evolution of martensite phase fraction during load-induced
martensitic phase transformation. The eﬀects of pre-strain, strain
rate and excitation load on the hysteresis of stress-strain charac-
teristics are investigated in order to assess damping energies. The
analysis is performed under non-isothermal conditions taking into
account heat transfer and rate-dependence of release and absorp-
tion of latent heat. We show that damping energy can be max-
imized by applying an optimum pre-strain. A maximum damping
capacity of 0.17 is determined for the case of complete stress-
strain hysteresis loop during phase transformation.
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Damping and shock absorbing have gained increasing importance in engineering of novel
lightweight technical structures as well as smart miniature systems. The global trend of
miniaturization and increase of functionality enables the development of novel miniature
electro-mechanical and opto-mechanical devices in a wide range of applications such as
information technology, biomedical, automotive and aerospace [1,2]. Examples are, for
instance, novel handheld systems carrying opto-mechanical, ﬂuidic and sensible electronic
components (e.g. for point-of-care diagnostics) as well as portable optical devices (cameras,
smartphones), which are sensitive to motion and vibrations caused, e.g., by human activity.
Other examples are autonomously operating systems [3], unmanned vehicles [4] or picosa-
tellites [5]. Due to the close neighborhood of various functional units, these systems contain
various sources of unwanted vibrations and loads that may disturb or even hinder the
overall performance and, hence, need to be controlled.
SMAs showing either the superelastic eﬀect (SE) or shapememory eﬀect (SME) are highly
promising for damping applications [6,7]. SMA materials exhibit nonlinear stress-strain
response and hysteresis due to a ﬁrst order phase transformation allowing the engineering
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and control of dissipative processes at large stress and strain levels up to 500 MPa and 5%,
respectively. Owing to the underlying phase transformation, SE and SME are noise- and jerk-
free. Due to a strong coupling of thermal, mechanical and electrical properties, SMA
components exhibit multifunctional properties while keeping designs simple, which is of
particular interest on small scales [8]. In the realm of miniature systems, SMA ﬁlm base
materials are in the focus of interest showing rapid heat transfer due to a large surface-to-
volume ratio.
Damping applications usually demand for SMA materials showing suﬃciently large
dissipation of mechanical energy but low fatigue due to a highly reversible phase
transformation. This leads to conﬂicting requirements as large dissipation involves a
suﬃciently large hysteresis, the hysteresis width being a measure of dissipated
energy. However, low fatigue demands materials with low hysteresis showing high
crystallographic compatibility between parent and product phase [9]. Here, a ther-
modynamics-based Gibbs free energy model is used to describe the nonlinear
hysteretic performance of superelastic SMA material [10]. The model has been
extended by a martensite-austenite interface free energy term using formulations
from a phase-ﬁeld model in order to describe the correlated mechanical and thermal
local response of superelastic SMA ﬁlms on a macro and mesoscopic (µm) length
scale, the formation and evolution of local strain and temperature bands, their tilt
angle as well as strain-rate dependence [11].
Another challenge is the engineering of optimum geometries and adjustment of
operation parameters to allow for maximum damping capacity. In the following, we
investigate the damping performance of a miniature free-standing superelastic SMA
bridge that is loaded by a rigid mass at its center. Base material is a SMA ﬁlm of Ti-rich
TiNiCuCo that has been shown to exhibit ultra-low fatigue behavior and, therefore,
withstand a large number of load cycles [12]. However, the high crystallographic
compatibility in the ﬁlm results in a reduced hysteresis of superelastic plateau stress of
about 100–150 MPa [13], which may adversely aﬀect dissipation. In view of these
conﬂicting material properties, the important question arises, how the new SMA materi-
als could be useful for damping applications. In order to address this question, the
nonlinear vibration characteristics and hysteresis-induced damping energy will be
explored for the cases of free and forced vibration under non-isothermal conditions.
2. Simulation model
This section gives an overview of the damping setup and dynamic simulation model. As
sketched in Figure 1, a free-standing superelastic SMA bridge is used for damping of the
deﬂection of rigid mass m in out-of-plane (z-) direction. The SMA bridge acts both as
elastic
spring and damper element. Due to symmetry, only half of the setup is shown. In
initial stress-free condition, the SMA bridge is in planar state. The proof mass m is
applied at the center of the SMA bridge causing an initial deﬂection in negative
z-direction. Pre-straining is accomplished by increasing the original length L0 of the
SMA bridge as part of a preconditioning stage at the beginning of the simulation to
L0 1þ εpre
 
. After reaching stationary conditions, an external force F(t) is applied to the
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mass along z-direction, which is either a short step-like loading pulse causing free
vibration of the mass or a continuous forced harmonic loading signal. As a result, the
SMA bridge is loaded by the force FSMA(t) along its tensile direction. The eﬀects of load
and load rate (load frequency) on the dissipated energy are investigated for given
dimensions of SMA bridge and mass.
2.1. SMA material model
A number of theoretical models have been developed in order to describe the super-
elastic behavior of SMA materials, for a recent review see, for example, Refs. [14,15].
Here, the mechanical response of the SMA bridge is described in a thermodynamic
approach using an extended Müller-Achenbach-Seelecke (MAS) model [10,16], which
takes energy contributions from martensite-austensite interfaces into account as
detailed in [11]. The model does neither consider structural anisotropy nor texture. For
the correct treatment of thermomechanical response including local strain eﬀects, a
mesoscopic resolution of the material domain has shown to be necessary. In the
following, we brieﬂy summarize the governing equations for martensite kinetics,
mechanical displacement and temperature evolution.
In the thermodynamic model, transitions between tension adapted martensite M+,
compression adapted martensite M− and austenite A are considered. Possible transition
paths are determined by the Gibbs free energy density g σ; ε; Tð Þ ¼ Ψ ε; Tð Þ  σε being a
Figure 1. (a) Schematic of the damping setup. The force balance acting on the proof mass m
comprises the gravitational force mg, inertia force mz, time-dependent external force F(t) and the
dynamic response of the SMA bridge along tensile direction FSMA(t). (b) Schematic of simulation
model including mechanical and thermal boundary conditions.
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scalar function of strain ε. The elastic energy density Ψðε; TÞ, which is constructed from
piecewise parabolic functions, deﬁnes the equilibrium states of M+, M− and A under
stress-free conditions. The martensitic transition is described within the framework of
transition state theory as a thermally activated process across the energy barriers
deﬁned by Ψ ε; Tð Þ; that separate the equilibrium states. Motivated by phase-ﬁeld
modelling, austenite-martensite interface energy terms are included, which are quanti-
ﬁed by the parameters ~γ and δ denoting interfacial free energy and width of the
austenite-martensite transition, respectively. The rate equations for the local phase
fractions xα (α  {M+, M-, A}) then write [11]:
_xMþ ¼ xMþpMþA þ xApAMþ þ ~γ2xMþ  9
~γ
δ2
xMþ 1 xMð Þ 1 2xMð Þ (1)
_xM ¼ xMpMA þ xApAM þ ~γ2xM  9
~γ
δ2
xM 1 xMð Þ 1 2xMð Þ (2)
_xA ¼  _xMþ  _xM (3)
In Eqs. (1,2), the martensite phase fraction is given by xM ¼ xMþ þ xM . In the view of the
phase-ﬁeld model, xM is a single order parameter that discerns between the thermo-
dynamic phases A and M+,M-, so we neglect interfacial energy between the variants M+
and M-. Equation (3) follows from the summation condition xMþ þ xM þ xA ¼ 1. The
transition rate coeﬃcients pαβ ¼ pαβ σαβ  σ; T  with α; β  Mþ; M; Af gð Þ are derived
in closed form as nonlinear functions of temperature and stress, which represent the
driving forces for transition. A linear temperature dependency of the plateau stresses for
an α! β transition is deﬁned by the Clausius-Clapeyron coeﬃcients Cαβ,
σαβ T; rð Þ ¼ σαβ0 þ Cαβ T  Trefð Þ
h i
: 1þ  rð Þð Þ: (4)
In Equation (4), ðrÞ is a local log-normal distributed random noise that has to be
adapted speciﬁcally for the polycrystalline material of the sample. It accounts for
material heterogeneity and enables nucleation of local transformation bands [11].
The mechanical evolution of the SMA domain is captured by the elastodynamic
equation
ρ€u ¼  : σ; (5)
where the small strain approximation under plane stress conditions is applied to
calculate the strain tensor εij ¼ 12 @ui=@xj þ @uj=@xi
 
from the displacement ﬁeld u.
Isotropic Hooke’s law is used as the constitutive relationship, σ ¼ C xð Þ ε εT xð Þð Þ,
where εT xð Þ denotes the transformation strain tensor, describing relative deformations
of M+ and M− with respect to the parent phase A. Both elastic tensor C xð Þ and εT xð Þ are
local averages using the phase fractions x ¼ xMþ ; xM ; xA
 T
[11]. Extra Rayleigh or
viscous terms in Equation (5) are not included at this stage of the study, as we consider
the hysteretic damping during martensitic transformation as the major eﬀect.
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Finally, for heat transport and generation due to the ﬁrst order transformation we
apply the balance equation
ρcp _T ¼ : k xð ÞT þ ΔhAM σ; xð Þ (6)
with k xð Þ being the locally averaged heat conductivity and ΔhAM σ; xð Þ the stress-
dependent transformation enthalpy. The latter includes all caloric eﬀects from the A–M
and M–A transitions, and is in ﬁrst order identical to the entropy-change related latent
heat L. The simulation parameters are summarized in Table 1.
2.2. Dynamic model of SMA bridge
The damping performance of the system given by the proof mass m attached to the
SMA bridge is determined by the dynamic evolution of stress and strain of SMA material.
Due to the small thickness of the SMA material we neglect elastic contributions from
bending, which would arise at the supporting frame and proof mass, where the ﬁlm is
ﬁxed (Figure 1(a)). Hence, we can describe the 3D out-of-plane oscillation of the bridge
structure by plane-stress simulation of the tensile loaded SMA material. Due to symme-
try, an identical force from a second SMA bridge is considered. The equation of motion
for the proof mass in z-direction is given by the force balance (Figure 1(a)):
m _v mgþ 2FSMA tð Þsin θð Þ  F tð Þ ¼ 0 sin θð Þ ¼ z tð Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z tð Þ2 þ l20 1þ εpre
 2q ; (7)
with the velocity v ¼ _z, the external force F(t) and dynamic response of the SMA bridge
along tensile direction FSMA tð Þ. The geometric transformation between in- and out-of-
plane motion strongly reduces the computational costs.
In the SMA domain, discretized by a ﬁne triangular mesh, the diﬀerential equations
for the displacement and temperature evolution are solved using the solid mechanics
and heat transport modules of the ﬁnite element software COMSOL Multiphysics. User
Table 1. Simulation parameters are taken from own experimental work [17,18].
Thermal conductivities of austenite and martensite are taken from [19].
Parameter Symbol Value
proof mass m 0.01 kg
Length of SMA bridge l 0.01 m
Width of SMA bridge w 0.00035 m
Thickness of SMA bridge d 20 × 10−6 m
Critical stress for A – M transformation σAM 242 MPa
Critical stress for M – A reverse transformation σMA 134 MPa
Reference temperature Tref 294 K
Clausius–Clapeyron coeﬃcient (A – M transf.) CAM 10.4 MPa/K
Clausius–Clapeyron coeﬃcient (reverse transf.) CMA 14 MPa/K
Transformation strain εT 0.0075
Elastic modulus of austenite E(A) 35.9 × 109 Pa
Elastic modulus of martensite E(M) 16.0 × 109 Pa
Latent heat L 5600 J/kg
Thermal conductivity of austenite κ (A) 18 W/m/K
Thermal conductivity of martensite κ (M) 8.6 W/m/K
Ambient temperature Tambient 294 K
Heat transfer coeﬃcient h 30 W/m2/K
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deﬁned functions for the elastic modulus, transformation strain and the heat source
terms are used. For the kinetic equations Equations (1–3), a general PDE solver module is
customized and the local maximum shear stress (Tresca stress) is applied to calculate the
transition rates.
Using the force FSMA tð Þ as an output of the FEM simulation, the motion of mass
Equation (7) is numerically solved after each time step with an COMSOL ODE module
(initial condition z 0ð Þ ¼ 0; _z 0ð Þ ¼ 0). The resulting velocity v sin θð Þ in the plane of SMA
bridge is applied as a boundary condition to the right side of the SMA domain, whereas
at its left boundary, the displacements are set to zero (rigid support). After each time
step, the force at the right boundary of the SMA domain is evaluated by averaging and
used as a new input force FSMA tð Þ for the next solution step of the ODE. All other
boundaries are set to be stress-free.
Constant ambient temperature boundary conditions T ¼ Tamb are applied to the ends
of the SMA bridge, assuming an unchanged temperature of the connected supporting
structure and mass during the duration of the simulation. For all other temperature
boundaries we extract heat according to Newton’s law of cooling with a ﬂux of
q0 ¼ h Tamb  Tð Þ, in which h is a heat transfer coeﬃcient. All boundary conditions are
depicted in Figure 1(b).
To capture the transient processes during vibration, a maximum solution time step
width of 10−3 s and a time step for data storage of 2 × 10−4 s are chosen. This leads to
approximately 104 time frames spanning the duration of several seconds of operation
time. By switching oﬀ the dissipative dynamics of the martensitic transformation, it was
veriﬁed that the numerical solution was completely energy preserving during the
simulation period.
3. Material properties
Currently, TiNiCu-based ﬁlms receive considerable attention due to their ultra-low fatigue
properties [12], which is of special interest for various applications with high demands on
fatigue lifetime including damping applications. However, the corresponding phase trans-
formation in these ﬁlms exhibits a rather narrow hysteresis. Therefore, it is important to
investigate how the material properties of TiNiCuCo ﬁlms aﬀect energy dissipation and
how the performance of corresponding damper systems could be optimized.
The material properties of free-standing pseudoelastic TiNiCuCo ﬁlms are taken from
our recent experimental work [18,19]. Typical engineering stress-strain characteristics of
a TiNiCuCo ﬁlm are plotted in Figure 2 for the strain rates of 10−3 and 10−2 s−1
corresponding to isothermal and nearly adiabatic conditions, respectively. The numerical
results reproduce the experimental characteristics at diﬀerent strain rates. In particular,
the critical stress for stress-induced onset of martensitic transformation is about
220 MPa, the corresponding critical strain is about 0.007. The increase in slope of the
superelastic plateau during loading is due to austenite stabilization by self-heating at
higher strain rates. On reaching the maximum strain during loading, the strain is held
constant for a period of 10 s resulting in a steep stress reduction. The relaxation eﬀect is
higher at larger strain rates. The slope of pseudoelastic plateau upon unloading also
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depends on strain rate due to self-cooling [11]. The area enclosed by the loading and
unloading curves represents the work per unit volume, which is dissipated in a cyclic
operation. Higher dissipation is observed in the case of higher strain rate. The dissipation
increases until the adiabatic condition is reached at a strain rate of about 0.2 s−1 [18].
4. Damping performance
4.1. Free vibration
The free vibration analysis is performed by applying a short step-like excitation load Fexc
of 20 ms to the mass along z-direction. Before, the SMA bridge is loaded by the mass of
10 g causing an initial deﬂection of −0.7 mm. Additional pre-straining is performed by
linearly ramping up the length parameter L0 tð Þ in Equation (7) from L0 to 1þ εpre
 
L0
within 0.25 s at the beginning of the simulation. Subsequently, the pre-strained device is
allowed to reach stationary conditions during the time of 0.25–0.5 s. The time-depen-
dent response of the mass and of the SMA bridge after 0.52 s is investigated for various
values of pre-strain and excitation load.
Figure 3(a) shows the simulated evolution of amplitude and martensite phase fraction
for an excitation load of 0.525 N corresponding to the critical stress for onset of martensitic
phase transformation of 230 MPa. No additional pre-strain is applied in this case. The
excitation load deﬂects the mass upwards in z-direction causing an initial strain release and
subsequent strain increase after reaching positive values of deﬂection. As a consequence, a
stress-induced phase transformation occurs resulting in an increase of martensite phase
fraction xMþ . The ﬁrst maximum of phase fraction xMþ correlates with the reversal point of
positive deﬂection. Subsequent decrease of deﬂection results in a decrease of martensite
phase fraction. Due to inertia force, the mass deﬂects further downwards below the
stationary equilibrium position and reaches negative deﬂections causing the second
Figure 2. Simulated and experimental stress-strain characteristics of a TiNiCuCo sample at diﬀerent
strain rates as indicated. The continuous line represents experimental data and the dotted line
simulation results. The simulation parameters are listed in Table 1.
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stress-induced phase transformation. Thus, the second maximum of phase fraction xMþ
occurs that correlates with the reversal point of negative deﬂection. The maximum phase
fraction reaches almost 1 indicating almost complete phase transformation.
Overall, two phase transformation events occur within an oscillation cycle with the
corresponding dissipation of kinetic to thermal energy. The larger peak of martensite
fraction in the second half-cycle is attributed to the larger negative deﬂections caused
by acceleration due to gravity. As viscous damping in air and intrinsic structural damp-
ing are neglected in the simulation, oscillation continues at low deﬂections at an
eigenfrequency of 30 Hz when the elastic regime is reached.
The corresponding velocity-displacement characteristic is shown in Figure 3(b).
Starting from the initial deﬂection of −0.7 mm at zero velocity, the velocity performs
oval trajectories, whose distance decreases due to damping. The asymmetry along the
(a)
(b)
Figure 3. (a) Time-dependent vibration amplitude z of the mass and corresponding evolution of
martensite phase fraction xM+ in the SMA bridge for an excitation load of 0.525 N. (b) Velocity-
displacement characteristic during the investigated time period of 0.5–1 s.
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displacement direction is a consequence of gravity. The changes in velocity reﬂect the
strain rate of the SMA bridge during vibration. The maximum velocity is about 400 mm/s
during the ﬁrst cycle and decreases more strongly in the initial phase of oscillation. After
about 10 oscillation cycles, the elastic regime at low deﬂections is reached, at which the
characteristics become stationary.
Figure 4(a) and (b) show simulated stress-strain loops for excitation loads of 0.525 and
0.175 N, respectively, as well as various values of pre-strain. In each case, the second
stress-induced phase transformation cycle (starting in negative z-direction), is
considered.
As stated before, almost complete phase transformation occurs at the excitation load
of 0.525 N and zero pre-strain. For increasing pre-strain up to 0.0068, the minimum
strain of the stress-strain loops increases accordingly, while the maximum strain remains
almost unchanged. As the end of the stress-strain plateau is reached in these cases, a
larger increase of stress would be required to further increase the strain into the elastic
(a)
(b)
Figure 4. Stress-strain loops calculated for the SMA bridge during the ﬁrst loading cycle for
excitation loads of 0.525 (a) and 0.175 N (b). The diﬀerent values of pre-strain are indicated.
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regime of martensite. At the low excitation load of 0.175 N, both the minimum and
maximum strain of the stress-strain loops increase and thereby shift into the superelastic
region as shown in Figure 4(b). For pre-strain of 0.0049 and above, the mismatch of
starting and ending points of the loops indicates the accumulation of martensite during
load cycling.
The eﬀects of the various loading conditions of pre-strain and excitation load on
the energy dissipation are summarized in Figure 5. The dissipated energy density
ΔE ¼ 1v
H
σdε during the stress-strain cycle is calculated from the simulation data,
V being the volume of SMA material. For an excitation load of 0.525 N, the average
Tresca stress in the SMA material is determined to be about 230 MPa. The corre-
sponding maximum dissipated energy density ΔE is about 1.2 J/cm3. Taking into
account the volume of SMA material and input of maximum deformation work W the
corresponding damping capacity ΔE/W is determined to be about 0.17. Note that the
minimum pre-strain of 0.0025 is caused by the weight of the proof mass. In this case,
the SMA material traverses the full stress-strain cycle despite the low pre-strain.
For increasing pre-strain, the dissipated energy density decreases as the SMA
material traverses only a sub-loop of the full stress-strain cycle having a smaller
enclosed area (see Figure 4(a)). For the smaller excitation load of 0.35 N, a similar
trend is found. For increasing pre-strain, the SMA material traverses sub-loops of the
full stress-strain cycle that shift to higher strain values. As a consequence, the area
enclosed by the stress-strain loops gradually decreases. For low excitation loads, a
diﬀerent behavior is observed. In these cases, an optimum value of pre-strain exists,
at which the energy dissipation becomes maximal. An initial increase of energy
dissipation occurs for increasing pre-strain, which is attributed to the initial elastic
deformation at small pre-strain, which does not contribute to energy dissipation
unless the onset of stress-induced martensitic transformation is reached. For
Figure 5. Calculated values of dissipation energy density as a function of pre-strain εpre for diﬀerent
excitation loads Fexc.
208 S. AHMADI ET AL.
decreasing excitation load from 0.245 to 0.175 N, the optimum pre-strain increases
from about 0.0043 to 0.0049 corresponding to about 60 and 70% of critical strain for
the onset of martensitic transformation, respectively.
4.2. Forced vibration
In the forced vibration analysis, a harmonic excitation load Fexcsin(2πft) is applied to the
mass along z-direction. In the following, we consider a maximum excitation load Fexc of
0.105 N. The pre-strain is chosen to be 0.0049 (70% of critical strain for the onset of
martensitic transformation), which is near the optimum value. During a pre-conditioning
phase of 0.25 s, both harmonic excitation load and pre-load are ramped up linearly to
their maximum values. The time-dependent response of the mass and of the SMA bridge
(martensite fraction and stress-strain response) are investigated as a function of
frequency.
Figure 6 shows the simulated vibration amplitude and martensite phase fraction
caused by the harmonic loading signal for a frequency of 32 Hz. An overview of the
frequency dependence of vibration amplitudes is depicted in the inset of Figure 7
indicating that harmonic loading occurs close to resonance. Again, deﬂections in positive
and negative z-direction are accompanied by stress-induced phase transformations and
two maxima of martensite fraction xMþ occur during a single oscillation cycle. The initial
phase during the ﬁrst second is characterized by a beating eﬀect in vibration amplitude
originating from the coupling of vibrations of SMA bridge in z- and y-direction. Our
analysis of the vibration amplitudes of SMA bridge in z- and y-direction (not presented
here) clearly shows that they are alternating in time with a ratio of about 200, which is in
Figure 6. Simulation of vibration amplitude of the mass z and corresponding change of martensite
phase fraction in the SMA bridge xMþ during harmonic loading with force F(t) at 32 Hz and pre-strain
εpre of 0.0049. Vibration cycles highlighted by arrows correspond to the stress-strain loops shown in
Figure 7.
INTERNATIONAL JOURNAL OF SMART AND NANO MATERIALS 209
line with the stiﬀness ratio of the bridge in both directions. As this eﬀect is not speciﬁc to
damping based on superelastic SMA materials, it will be not considered any further in this
investigation. Within about 1 s, beating abates and oscillation amplitude stabilizes.
However, for increasing number of oscillations, the martensite fraction continuously
increases for each cycle to higher values indicating martensite accumulation. This behavior
is also observed in Figure 7 showing a drift of stress-strain loops corresponding to the
oscillation cycles indicated in Figure 6 by arrows. As a consequence, the area enclosed by
the stress-strain loops decreases for increasing number of oscillations and, thus, the
damping capacity decreases as well.
Figure 8 shows simulated vibration amplitude and change of martensite phase
fraction for the case of harmonic loading well below resonance at 16 Hz. In this case,
the initial beating eﬀect is much less pronounced and the vibration amplitude stabilizes
Figure 7. Stress-strain loops corresponding to the vibration cycles indicated in Figure 6 (top panel)
by arrows. The inset shows the frequency dependence of vibration amplitudes indicating that
excitation occurs near resonance.
Figure 8. Simulation of vibration amplitude of the mass z and corresponding change of martensite
phase fraction in the SMA bridge during harmonic loading with force F(t) at 16 Hz and pre-strain εpre
of 0.0049. Vibration cycles highlighted by arrows correspond to the stress-strain loops shown in
Figure 9.
210 S. AHMADI ET AL.
earlier after about 0.7 s. In this case, martensite accumulation is insigniﬁcant.
Accordingly, the stress-strain loops corresponding to diﬀerent oscillation cycles closely
overlap as shown in Figure 9. However, the maximum strain does not exceed 1% and,
thus, much less energy can be dissipated compared to the resonance case.
5. Discussion
The damping performance of a TiNiCuCo bridge device is assessed by FE simulations
based on a thermodynamics-based model. The SMA bridge is loaded in its center in out-
of-plane direction, which allows inducing a martensitic phase transformation in tensile
direction. The model allows simulating the eﬀects of pre-strain and excitation load on the
evolution of martensite phase fraction during phase transformation. Optimum damping
performance is determined by seeking for maximum hysteresis of the stress-strain loop
during load cycling. When the load cycle shifts to the elastic regimes of either austenite or
fully transformed martensite state, dissipation decreases and consequently hysteretic
damping is less eﬀective. The model of SMA material behavior is validated by comparing
simulation and experiment for tensile loading under isothermal and nearly adiabatic
loading conditions corresponding to strain rates of 10−3 and 10−2 s−1, respectively.
Applying short loading pulses with low force only causes partial phase transformation
and thus limits the damping of mass vibration. In this case, the material undergoes minor
hysteresis loops, which depend on the detailed microstructure of the SMA material and
material heterogeneity. Within the context of the FE model the statistical distribution of the
critical transformation stresses aﬀects the course minor stress-strain loops, a parameter
which still has to be adapted. Therefore, the presented results on dissipation energy have
to be considered as idealized values assuming a homogeneous critical stress in the whole
SMA material that may underestimate the real performance in an inhomogeneous SMA
material. We show that applying a pre-strain is useful to assist the excitation load in order to
overcome the critical stress for onset of martensitic phase transformation. For low excitation
forces, an optimum pre-strain exists to achieve maximum hysteresis and thus maximal
dissipation, which is the anticipated mode of operation. Further increase of pre-strain causes
Figure 9. Stress-strain loops corresponding to the vibration cycles indicated in Figure 8 (top panel)
by arrows. The inset shows the frequency dependence of oscillation amplitudes indicating that
excitation occurs well below resonance.
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an increase of the maximum strain of stress-strain loop, but the minimum strain increases as
well causing the overall hysteresis to decrease.
For increasing load, the required pre-strain decreases and eventually becomes zero at
optimum excitation load. In this case, full phase transformation can be achieved and, thus,
the full hysteresis can be exploited for damping without assistance by pre-strain. The
maximum dissipated energy density is determined to be about 1.2 J/cm3, corresponding
to a maximum damping capacity of 0.17. For too high excitation load, stress values exceed
the stress plateau region and reach the regime of fully transformed martensite. Therefore,
hysteresis becomes small again resulting in limited damping performance. In addition,
material degradation due to plastic deformation is likely to occur.
Harmonic loading is considered for low excitation loads at optimum pre-strain for the
cases of non-resonant and resonant condition. In each case, an initial transient of
vibration in z-direction in the form of a beating signal is observed, which also occurs
less pronounced at other frequencies, while the beating frequency does not change
(compare Figures 6 and 8). Comparing vibration amplitudes in z- and y-direction we
refer this eﬀect to the coupling of vibrations of SMA bridge in z- and y-direction. After
about ten oscillations (0.7 s) stationary conditions occur, which are characterized by fully
reversible phase transformation cycles. In the case of small load of 0.105 N presented
here, energy dissipation is well below the maximum possible value. Therefore, load
amplitude may be further increased up to a factor of about 5 until maximal possible
energy dissipation is reached.
At resonance, full martensitic transformation occurs for the investigated load ampli-
tude. In this case, maximum damping capacity is determined to be 0.17. However,
stationary conditions are not reached in the investigated time window due to incom-
plete reverse transformation causing accumulation of martensite for increasing number
of load cycles. The associated remnant strain causes a decrease of stress. As a conse-
quence, a reduced fraction of martensite contributes to phase transformation and
consequently, dissipation energy is expected to decrease until stationary conditions
are reached. Our simulations show that this eﬀect is a characteristic feature of super-
elastic SMA damping at large excitation loads.
When increasing the frequency above resonance, high load rates lead to adiabatic
conditions and signiﬁcant self-heating. It has been shown for the SMA material in this
investigation that these eﬀects cause an increase of the slope of stress plateau and of
hysteresis [20]. However, energy dissipation remains well below the case of resonant
loading. Due to self-heating and cooling, an oscillatory behavior of temperature occurs
following the frequency-dependent course of excitation load. Thereby, heat may accu-
mulate causing an increase of overall temperature with time. This eﬀect is particularly
pronounced at resonance. As the frequency approaches resonance, we observe a max-
imum temperature change of about 5 K under stationary conditions after about 1 s
(compare Figure 6). In addition, the minimum temperature rises by about 7.5 K from the
initial reference temperature of 294 K due to heat accumulation. It is important to note
that the presented results represent idealized material properties. In real SMA materials
depending on the detailed microstructure, some fraction of martensite may not con-
tribute to reversible cycling after reaching the end of stress plateau due to microstruc-
ture-dependent high critical stress values for onset of phase transformation [21].
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6. Conclusions
SMA materials are of special interest for damping applications, as they exhibit signiﬁcant
energy dissipation during load cycling, which correlates with the hysteresis of the stress-
strain loop during stress-induced martensitic phase transformation. SMA ﬁlms are parti-
cularly promising for damping applications at miniature scales. Their thickness and
lateral dimensions can be adjusted with large ﬂexibility in order to match the material
response to the excitation load. Many damping applications require SMA materials that
withstand a large number of load cycles. Therefore, this research focuses on TiNiCuCo
ﬁlms, which have recently been shown to exhibit ultra-low fatigue.
A free-standing superelastic SMA bridge is used for damping of the deﬂection of a
proof mass in out-of-plane direction. Investigations of free oscillation after applying a
short step-like excitation load and of forced oscillation by harmonic loading show
dissipation due to stress-induced phase transformation. For a given SMA bridge design,
low excitation loads cause partial phase transformations. In this case, dissipation can be
maximized by applying an optimum pre-strain. No pre-strain is needed at suﬃciently
large excitation load required to induce complete phase transformation. In this case, the
maximum damping capacity of 0.17 is observed. During harmonic loading at resonance
and out-of resonance at suﬃciently high load, a reduction of damping capacity gradu-
ally occurs due to accumulation of martensite. Overall, the achieved results for TiNiCuCo
materials are lower than maximum values reported on damper systems based on
conventional SMA materials, which may reach damping capacity above 0.5 [22]. This
reduced damping performance has to be considered as a tradeoﬀ, as TiNiCuCo materials
are optimized for long fatigue life.
So far, damping performance has been evaluated on the macroscale level taking
into account the evolution of the overall martensite fraction and corresponding
change of engineering stress and strain as a function of time. The simulation model
has been experimentally validated for the investigated TiNiCuCo ﬁlms by tensile
experiments under isothermal and adiabatic conditions. As next steps, the reported
time dependence of dissipation and maximum dissipation values need to be veriﬁed
for TiNiCuCo bridge devices. Furthermore, the simulation model will be used to
investigate the evolution of stress-induced phase transformation on the mesoscale
with spatial resolution of a few tens of micrometer, which is accessible experimentally
by digital image correlation and infrared thermography. This will allow for under-
standing the inﬂuence of strain band formation and evolution on the load-depen-
dence of dissipation and fatigue.
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