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Abstract—This paper presents an explicit solution to decen-
tralized control of a class of spatially invariant systems. The
problem of optimal H2 decentralized control for cone causal
systems is formulated. Using Parseval’s identity, the optimal H2
decentralized control problem is transformed into an infinite
number of model matching problems with a specific structure
that can be solved efficiently. In addition, the closed-form
expression (explicit formula) of the decentralized controller is
derived for the first time. In particular, it is shown that the
optimal decentralized controller is given by a specific positive
feedback scheme. A constructive procedure to obtain the state-
space representation of the decentralized controller is provided.
A numerical example is given and compared with previous works
which demonstrate the effectiveness of the proposed method.
Index Terms—Decentralized control, spatially invariant sys-
tems, cone causality.
I. INTRODUCTION
Decentralized control problems, different from classical
centralized ones, have received considerable attention in recent
years. These problems arise when a system consists of several
decision makers (DMs) in which their actions are based on
decentralized information structure [1]. The term decentralized
used in this paper is a general term where decisions are
based on a subset of the total information available about the
system. The information structure has a direct impact on the
scalability and tractability of computing optimal decentralized
controllers [2]. Over the past few years, different decentralized
information structure has been analyzed in detail [1]–[4].
In practice, most complex systems consist of interconnec-
tions of many subsystems. Each subsystem may interact with
its neighbors and include several sensor and actuator arrays.
Examples of such systems include coordination of large-scale
power systems [5] and flight formation [6]. In some cases,
lumped approximations of PDEs can also be used for mod-
eling and control of identical interconnected systems such as
distributed heating/sensing [7], and large vehicle platoons [8].
For these spatially distributed systems, centralized strategies
are computationally expensive and might be impractical in
terms of hardware limitations such as communication speed.
Hence, decentralized control strategies are more desirable.
Decentralized control problems were first studied by Radner
as a team decision problem [9]. Major difficulties that arise
in these problems are from the information patterns. Early
work by Witsenhausen [10] demonstrated the computational
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difficulties associated with team decision making even in a
simple two-player process. In [11], it has been shown that for
a unit-delay information sharing pattern, the optimal controller
is linear. However, decentralized control problems with multi-
step delayed information sharing patterns generally do not
have this property.
In this paper, we study the decentralized control of spatially
invariant systems that are made up of infinite numbers of
identical subsystems and are functions of both temporal and
spatial variables. Spatial invariance means that the distributed
system is symmetric in the spatial structure and the dynamics
do not vary as we shift along some spatial coordinates. In [7],
a framework for spatially invariant systems with distributed
sensing and actuation has been proposed and optimal control
problems such as LQR, H2 and H∞ has been studied in a cen-
tralized fashion. In [12], the authors claimed that for spatially
invariant systems, dependence of the optimal controller on
information decays exponentially in space and the controller
have some degree of decentralization.
Decentralized control problems can also be reformulated in
a model matching framework using the Youla parametriza-
tion. For general systems, this nonlinear mapping from the
controller to the Youla parameter removes the convexity of
constraint sets (e.g. decentralized structure) [13]. However, a
large class of systems called quadratic invariance have been
introduced in [14], under which the constraint set is invariant
under the above transformation. Different constraint classes
such as distributed control with delay, decentralized control,
and sparsity constraints have been considered in the literature,
and methods such as vectorization [14] or optimization based
techniques [15] have been used for computation. However, no
explicit solution has been provided and due to high computa-
tion requirements and numerical issues, vectorization approach
is limited to systems with a small number of states [16].
Distributed controller design problem for classes of spatially
invariant systems with limited communications can also be
cast as a convex problem using Youla parametrization. This
class includes spatially invariant systems with additional cone
causal property where information propagates with a time
delay equal to their spatial distance [17]. A more general
class than cone causality, termed as funnel causality where the
propagation speeds in the controller are at least as fast as that
of the plant was introduced in [18]. It is important to note that
decentralized control with structures such as cone or funnel
causality yields a convex problem. However, these problems
are in general infinite dimensional and finding the explicit
solutions or developing an efficient procedure for solving them
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are still open, and are the subject of intense research.
In our previous work [19], the optimal centralized control
problem for this type of spatially invariant systems have suc-
cessfully been posed as a distance minimization in a general
L∞ space, from a vector function to a subspace with a mixed
L∞ and H∞ space structure. In [20], we have formulated
the Banach space duality structure of the problem in terms
of tensor product spaces. In [21], the optimal centralized
and decentralized H2 control problem is formulated using an
orthogonal projection from a tensor Hilbert space of L2 and
H2 onto a particular subspace. However, further extensions
are needed to solve the problem explicitly and calculate the
transfer function or state-space characterization.
Motivated by the concern outlined above, in this paper,
the optimal H2 decentralized control problem for a class of
spatially invariant system is considered. By building on our
previous results, the decentralized problem for cone causal
systems is derived. Using Parseval’s identity, the optimal H2
decentralized control problem is transformed into an infinite
number of model matching problems with a specific structure
that can be solved efficiently. In addition, the closed-form
expression (explicit formula) of the optimal decentralized con-
troller is derived which was previously unknown. A construc-
tive procedure to obtain the state-space representation of the
decentralized controller is also provided. A numerical example
is given with comparison with previous works demonstrates
the effectiveness of the proposed method.
The paper is organized as follows. In Section II, mathe-
matical preliminaries and state-space representation of discrete
cone causal systems are presented. In Section III, we demon-
strate that the optimal decentralized controller can be designed
based on an infinite number of model matching problems
which can be solved efficiently. This is followed in Section IV
by an example illustrating the validity of the results. Finally,
some concluding remarks are drawn in Section V.
II. DISCRETE CONE CAUSAL SYSTEMS
The framework considered in this paper for discrete cone
casual systems was first introduced in [17]. The spatially
invariant system G with inputs u(i, t) and outputs y(i, t) has
the following form
y(i, t) =
∞∑
j=−∞
∞∑
τ=−∞
gˆ(i− j, t− τ)u(j, τ) (1)
gˆ(i, t) = 0, ∀t < 0 (due to temporal causality)
where i is discrete space, t is discrete time, and gˆ(i, t)
represents the spatio-temporal impulse response of G and
has temporal causality. Using the λ-transform g(i, λ) =∑∞
t=0 gˆ(i, t)λ
t, spatio-temporal transfer function G is given by
G(z, λ) :=
∑∞
i=−∞ g(i, λ)z
i where z denotes the two-sided
spatial transform variable, λ denotes the one-sided temporal
transform variable and input-output relation is as follow
Y (z, λ) = G(z, λ)U(z, λ) (2)
where Y (z, λ) is the transform of y(i, t) and U(z, λ) is the
transform of u(i, t). Particular structure of interest is the case
Fig. 1. Support of the spatio-temporal impulse response of a centralized (left)
and a cone causal (right) system.
Fig. 2. Support of a finite approximation of a cone causal system using
equation (3) in the right and equation (4) in the left.
where the spatio-temporal impulse response of the system
gˆ(i, t) has the cone causal structure as shown in Fig. 1.
Definition 1. A discrete linear system y = Gu is called cone
causal if it has the following form [17]
G(z, λ) =
∞∑
i=−∞
gi(λ)z
i (3)
gi(λ) = λ
|i|g˜i(λ)
where the transfer function g˜i(λ) corresponds to temporally
causal systems.
The interpretation of this property is that the input uk to the
kth system gk affects the output ym of the mth system gm,
which is |k−m| spatial location away with a delay of |k−m|
time steps [17]. This type of cone causal systems can also be
written in the following form
G(z, λ)=
∞∑
k=0
gk(z)λ
k (4)
gk(z)=
k∑
n=−k
gn,kz
n
For an infinite number of terms, the above two systems are
equivalent. However, we usually use a finite number of terms
in the calculations, thus the first definition is more general as
shown in Fig. 2 for one example.
In general, the transfer function G(z, λ) can be seen as a
multiplication operator on L2(T, D¯) where T is the unit circle
and D¯(D) is the closed (open) unit disc of the complex domain
C. Assume that G(z, λ) is stable, then we have [21]
G(z, λ) : L2(T, D¯) −→ L2(T, D¯) (5)
u −→ Gu = G(eiθ, λ)u(eiθ, λ)
where 0 ≤ θ < 2pi, and |λ| ≤ 1. From Hp-theory [22] asserts
that if f ∈ H2, then f(ejw) ∈ L2, that is, H2 may be viewed
as a closed subspace of L2. Letting H2⊥ be the orthogonal
complement in L2, then we have
L2 = H2 ⊕H2⊥, (6)
which means that every f ∈ L2 can be written uniquely as
f = f1 + f2 with f1 ∈ H2 and f2 ∈ H2⊥.
The `2-norm of the original system can be defined as
‖G‖2 =
( ∞∑
i=−∞
∞∑
t=0
|gˆ(t, i)|2
) 1
2
(7)
and the H2-norm of its transform G(z, λ) is given by
‖G‖H2 =
1
2pi
[∫
θ∈[0,2pi]
∫
w∈[0,2pi]
∣∣G(eiθ, eiw)∣∣2dwdθ] 12 (8)
where the isometry ‖G‖2 = ‖G‖H2 holds. Before solving
the optimal H2 decentralized control problem for cone causal
systems, it is important to review the basics of state-space
representation of this class of systems.
Definition 2. Consider the system G with state-space repre-
sentation
G =
[
A(z) B
C(z) D
]
= D + λC(z)
(
I − λA(z))−1B (9)
The set of `-causal system refers to the system where B and
D are independent of z and matrices A(z) and C(z) are of
the following forms [23]
A(z) = A−1z−1 +A0 +A1z1 (10)
C(z) = C−1z−1 + C0 + C1z1 (11)
where An and Cn are independent of z and the dimension of
the matrix A denotes the temporal order of the system.
The set of `-causal systems is equal to the set of cone
causal systems. Note that this set is closed under addition,
composition, and inversion of systems [23]. Thus, it is closed
under feedback and linear fractional (Youla) transformations.
For complex systems, the state space representation of the
controller can be obtained by realizing each element of the
transfer function by performing basic sum, product, and in-
verse operations. Suppose that G1 and G2 are two subsystems
with the following state-space representation
G1 =
[
A1(z) B1
C1(z) D1
]
, G2 =
[
A2(z) B2
C2(z) D2
]
(12)
The following operations are useful to build the state-space
model of the transfer function [24]
G−11 =
[
A1(z)−B1D−11 C1(z) −B1D−11
D−11 C1(z) D
−1
1
]
(13)
G1 +G2=
 A1(z) 0 B10 A2(z) B2
C1(z) C2(z) D1 +D2
 (14)
G1G2=
 A1(z) B1C2(z) B1D20 A2(z) B2
C1(z) D1C2(z) D1D2
 (15)
In the next section, the decentralized problem is verbalized in
detail and an explicit solution is presented.
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Fig. 3. General control configuration.
III. DESIGN OF OPTIMAL H2 DECENTRALIZED
CONTROLLER
Our goal in this paper is to design the optimal H2 decen-
tralized controllers for general disturbance attenuation problem
as shown Fig. 3. The open loop system is denoted by G, the
controller by K, the performance outputs by z, the measure-
ments by y, the input control signals by u and the external
disturbances by w. The closed loop disturbance response from
w to z is given by
Tzw = Gzw +GzuK(I −GyuK)−1Gyw (16)
where the stable spatio-temporal controller K (internally)
stabilizes and minimizes the H2 norm of the disturbance
transfer function Tzw. The particular structure of interest is
when the spatio-temporal transfer function Gyu yields the
following cone causal form (as defined in Section II):
Gyu(z, λ) =
∞∑
i=−∞
gi(λ)z
i (17)
gi(λ) = λ
|i|g˜i(λ)
The optimal decentralized controllers K have the same struc-
ture as Gyu [17], [25], that is,
K(z, λ) =
∞∑
i=−∞
ki(λ)z
i (18)
ki(λ) = λ
|i|k˜i(λ)
which means that the measurements of the jth location will
be available at the ith system after |j − i| time steps delay.
The following proposition asserts that the decentralized
constraints on the controller K can be enforced on the Youla
parameter Q using similar convex constraints.
Proposition 1. For open loop stable systems, all stabilizing
controllers K with the structure (18) are given by [17], [25]
K = −Q(I −GyuQ)−1 (19)
with Q given by
Q(z, λ) =
∞∑
i=−∞
qi(λ)z
i (20)
qi(λ) = λ
|i|q˜i(λ)
where q˜i(λ) is stable.
Using the Youla parameterization, the disturbance transfer
function can be recast as Tzw = T1− T2Q. The decentralized
H2 optimal control problem can then be written as
J := inf
Kstabilizing s.t.(18) hold
‖Tzw‖H2
= inf
Q stable s.t.(20) hold
‖T1 − T2Q‖H2 (21)
The inner-outer factorization of T2 defined as
T2(e
jθ, λ) = T2in(e
jθ, λ)T2out(e
jθ, λ) (22)
where inner function T2in is isometry and outer function T2out
is causally invertible. Therefore, (21) reduces to
J = inf
Q stable s.t.(20) hold
‖T ∗2inT1 − T2outQ‖L2 (23)
Since {zi}∞i=−∞ is an orthogonal basis of L2, T ∗2inT1 can be
written as:
T ∗2in(z, λ)T1(z, λ) =
∞∑
i=−∞
T˜i(λ)z
i (24)
where T˜i (λ) ∈ L2. The outer function T2out also admits the
same cone structure
T2out(z, λ) =
∞∑
i=−∞
vi(λ)z
i (25)
vi(λ) = λ
|i|v˜i(λ)
and v˜i(λ) is stable. Therefore, T2outQ have the following
structure
T2out(z, λ)Q(z, λ) =
∞∑
i=−∞
ηi(λ)z
i (26)
where ηi(λ) can be written as
ηi(λ) =
∞∑
j=−∞
λ|j|q˜j(λ)λ|i−j|v˜i−j(λ)
=
∞∑
j=−∞
λ|j|+|i−j|q˜j(λ)v˜i−j(λ) (27)
From triangle inequality, we have
|j|+ |i− j| ≥ |j + i− j| = |i| (28)
As a result, for any ηi(λ), there is always a stable term of λ|i|
that can be factorized in the sum. It is important to note that
λ|i| has the same index as ηi(λ). Moreover, q˜j(λ) and v˜i−j(λ)
are both stable. Therefore, we can write
ηi(λ) = λ
|i|
∞∑
j=−∞
λ|j|+|i−j|−|i|q˜j(λ)v˜i−j(λ) = λ|i|η˜i(λ) (29)
where η˜i(λ) is stable. Substituting (24) and (26) into the
decentralized optimization (23) yields
J2 = inf
ηi(λ) is cone stable
∣∣∣∣ ∞∑
i=−∞
T˜i(λ)z
i −
∞∑
i=−∞
ηi(λ)z
i
∣∣∣∣2
L2
= inf
η˜i(λ) is stable
∣∣∣∣ ∞∑
i=−∞
T˜i(λ)z
i −
∞∑
i=−∞
λ|i|η˜i(λ)zi
∣∣∣∣2
L2
(30)
Using the Parseval’s identity
J2 = inf
η˜i(λ) is stable
∞∑
i=−∞
∣∣∣∣T˜i(λ)− λ|i|η˜i(λ)∣∣∣∣2L2 (31)
where the following equation gives the optimal H2 decentral-
ized cost (Jopt) for this class of spatially invariant systems
J2opt =
∞∑
i=−∞
∣∣∣∣ T˜i(λ)
λ|i|
∣∣∣∣2
H2⊥ (32)
The minimum in (31) is achieved by choosing η˜i(λ) satisfying
η˜i(λ) = Π
[
T˜i(λ)
λ|i|
]
(33)
where i ∈ (−∞,∞) and Π is the orthogonal projection from
L2 into H2. The optimal decentralized Youla parameter is then
Q =
∞∑
i=−∞
λ|i|η˜i(λ)zi
T2out(z, λ)
(34)
From (19), the explicit optimal H2 decentralized controller
K(z, λ) is given in the following closed form
K=−
∞∑
i=−∞
λ|i|η˜i(λ)zi
T2out(z, λ)
I −Gyu(z, λ)
∞∑
i=−∞
λ|i|η˜i(λ)zi
T2out(z, λ)

−1
(35)
To realize the controller K(z, λ), the most straightforward
way is to first realize each element of the transfer functions∑
λ|i|η˜i(λ)zi, T2out and Gyu individually. Each realization
can be obtained by sum or product of several simply realizable
transfer function. Finally, the optimal H2 decentralized control
law K in (35) can be combined using basic operations (13)-
(15) and can be realized by a positive feedback interconnection
as follows
G1(z, λ) :=
∞∑
i=−∞
λ|i|η˜i(λ)zi =
[
A1(z) B1
C1(z) D1
]
(36)
G2(z, λ) := T2out(z, λ) =
[
A2(z) B2
C2(z) D2
]
(37)
Gyu(z, λ) =
[
A(z) B
C(z) D
]
(38)
and we have
G2(z, λ)
−1 =
[
A2(z)−B2D−12 C2(z) −B2D−12
D−12 C2(z) D
−1
2
]
(39)
A3︷ ︸︸ ︷ B3︷ ︸︸ ︷
G1(z, λ)
G2(z, λ)
=
A1(z) B1D−12 C2(z) B1D−120 A2(z)−B2D−12 C2(z) −B2D−12
C1(z) D1D
−1
2 C2(z) D1D
−1
2
 (40)
︸ ︷︷ ︸
C3
︸ ︷︷ ︸
D3
From Fig. 4, it follows that a state space realization of K is
given by
K(z, λ) =
[
Ak(z) Bk
Ck(z) Dk
]
(41)
Fig. 4. Positive feedback block diagram realization of K.
where Ak, Bk, Ck and Dk are defined in (42).
IV. NUMERICAL RESULTS
In this section, the above framework is applied to design an
optimal H2 decentralized controller for a numerical example.
For comparison purposes, we followed the discrete time ex-
ample given in [17] obtained by discretizing a specific partial
differential equation. The goal is to compute the optimal H2
disturbance attenuation for the system with transfer function
G(z, λ) and the weighting function W (z, λ) given as follows
G(z, λ) =
τλ
1− (γ/2)(z−1 + 2α+ z)λ (43)
W (z, λ) =
λ
1− (c/2)(z−1 + 2a+ z)λ (44)
The weighting function has similar structure as the plant
G(z, λ). Assume that τ = 1, γ = 1/3, α = 1, c = 1/4
and a = 1. The problem set-up
J = inf
Q stable s.t.(20)
∣∣∣∣Tzw∣∣∣∣H2 (45)
where∣∣∣∣Tzw∣∣∣∣H2 = ∣∣∣∣(1−GQ)W ∣∣∣∣H2 = ∣∣∣∣T1 − T2Q∣∣∣∣H2 (46)
The transfer function T1(z, λ) and T2(z, λ) are as follows
T1(z, λ) =
λ
1− r(z)λ (47)
T2(z, λ) =
τλ2
(1− ρ(z)λ)(1− r(z)λ) (48)
and
ρ(z) = z/6 + 1/3 + z−1/6 (49)
r(z) = z/8 + 1/4 + z−1/8 (50)
The following inner-outer factorization is computed as
T2in(z, λ) = λ
2 (51)
T2out(z, λ) =
τ
(1− ρ(z)λ)(1− r(z)λ) (52)
where T2in is an isometry and T2out is causally invertible with
respect to the temporal variable. It can be seen that
T ∗2in(z, λ)T1(z, λ) =
λ−1
1− r(z)λ = λ
−1 + r(z)
+ λr2(z) + λ2r3(z) + . . . (53)
Using (24) and (53), T˜i(λ) can be approximated as
T˜0(λ) = λ
−1 +
1
4
+
3
32
λ1 +
5
128
λ2 + . . .
T˜±1(λ) =
1
8
+
1
16
λ+
15
512
λ2 +
7
512
λ3 + . . . (54)
Therefore, η˜i can be calculated as
η˜0(λ) =
1
4
+
3
32
λ1 +
5
128
λ2 + . . .
η˜±1(λ) =
1
16
+
15
512
λ1 +
7
512
λ2 + . . . (55)
Note that the problem is infinite dimensional, and we have
presented in the above calculations five spatial order. From
(34), the Youla parameter Q is then calculated as
Q(z, λ)=
1
4
− 1
96
(z+1 + 5 + z−1)λ− 1
1536
(2z+2 (56)
+21z+1 + 32 + 21z−1 + 2z−2)λ2 + . . .
In general, the transfer function
∑
η˜i(λ)z
i has an infinite num-
ber of terms. As a result, Q(z, λ) is also infinite dimensional.
By computing the transfer function Q(z, λ) for three terms,
the distributed controller K(z, λ) can be calculated as shown
in (57). The state-space description of K(z, λ) can also be
obtained using the procedure in Section III as shown in (58).
Table I shows the resulting closed-loop performance for the
optimal decentralized controller with different approximation
order as well as other types of decentralized controllers. It is
interesting to note that our method converges very fast to the
optimal decentralized norm. In [17], the authors had calculated
the solution of the relaxed controller and the optimal decentral-
ized norm numerically. There was no explicit solution on the
non-relaxed decentralized controller K (or Youla parameter
Q). It can clearly be seen that our proposed method achieves
better performance in comparison to the relaxed controller.
V. CONCLUSION
In this work, we have developed a method to design the
optimal H2 decentralized controller for a class of spatially
invariant systems. The decentralized controller assumed same
structure as the plant whose impulse response admits a cone
structure. Using Parseval’s identity, the optimal H2 decentral-
ized control problem is transformed into an infinite number
of model matching problems with a specific structure that can
be solved efficiently. In addition, the closed-form expression
(explicit formula) of the decentralized controller is derived for
the first time. Moreover, a constructive procedure to obtain
Ak(z) =
[
A3(z) +B3D(I −D3D)−1C3(z) B3(I −DD3)−1C(z)
B(I −D3D)−1C3(z) A(z) +BD3(I −DD3)−1C(z)
]
, Bk =
[ −B3(I −DD3)−1
−BD3(I −DD3)−1
]
Ck(z) =
[
(I −DD3)−1C3(z) (I −DD3)−1D3C(z)
]
, Dk = −D3(I −D3D)−1 (42)
TABLE I
COMPARISON OF OPTIMAL NORM FOR DIFFERENT TEMPORAL ORDERS
OF THE DISTRIBUTED CONTROLLER.
Temporal Order J =
∣∣∣∣Tzw∣∣∣∣H2∑ η˜i(λ)zi Q(z, λ)
0 2 1.0261
1 3 1.0180
2 4 1.0162
3 5 1.0159
4 6 1.0158
5 7 1.0158
6 8 1.0157
Using Relaxed Controller in [17] 1.0659
Optimal Decentralized Norm [17] 1.0157
Using Centralized Controller [17] 1.0000
the state-space representation of the decentralized controller
which is more convenient for implementation. An illustrative
numerical example is presented. In a forthcoming paper, the
control design of optimal H2 decentralized control laws for
funnel causal spatially invariant systems will be studied.
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K=
(−2z3−11z2−26z1−34−26z−1−11z−2−2z−3)λ3+(20z2+66z1+92+66z−1+20z−2)λ2+(16z1+80+16z−1)λ−384
(12z2 + 42z1 + 60 + 42z−1 + 12z−2)λ3 + (−48z1 − 48− 48z−1)λ2 − 384λ+ 1536 (57)
T−1out(z, λ) : A(z)=
[
0 −0.125− 0.25− 0.125z−1
0 0
]
, B=
[ −1.0
−1.0
]
, CT (z)=
[
0.167z + 0.333 + 0.167z−1
0.125z + 0.250 + 0.125z−1
]
, D=1.0∑
i
λ|i|η˜i(λ)z
i ≈ : A(z) = 0, B = 1.0, CT (z) = 0.0625z + 0.0938 + 0.0625z−1, D = 0.25
G(z, λ) : A(z) = 0.167z + 0.333 + 0.167z−1, B = 1.0, CT (z) = 1.0, D = 0
K(z, λ) : A(z)=

0 −0.125z − 0.25− 0.125z−1 −0.0625z − 0.0938− 0.0625z−1
0 0 −0.0625z − 0.0938− 0.0625z−1
0 0 0
−0.167z − 0.333− 0.167z−1 −0.125z − 0.25− 0.125z−1 −0.0625z − 0.0938− 0.0625z−1
0.25
0.25
−1
0.167z + 0.583 + 0.167z−1
 , B=
 −0.25−0.251.0
−0.25
 , CT (z)=

−0.167z − 0.333− 0.167z−1
−0.125z − 0.250− 0.125z−1
−0.0625z − 0.0938− 0.0625z−1
0.25
, D = 0.25
(58)
