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Abstract
This paper considers the evolution of Koopman principal eigenfunctions of cascaded dynamical sys-
tems. If each component subsystem is asymptotically stable, the matrix norms of the linear parts of the
component subsystems are strictly increasing, and the component subsystems have disjoint spectrums,
there exist perturbation functions for the initial conditions of each component subsystem such that the
orbits of the cascaded system and the decoupled component subsystems have zero asymptotic relative
error. This implies that the evolutions are asymptotically equivalent; cascaded compositions of stable
systems are stable. These results hold for both cascaded systems with linear component subsystem dy-
namics and linear coupling terms and nonlinear cascades topologically conjugate to the linear case. We
further show that the Koopman principal eigenvalues of each component subsystem are also Koopman
eigenvalues of the cascaded system. The corresponding Koopman eigenfunctions of the cascaded system
are formed by extending the domain of definition of the component systems’ principal eigenfunctions and
then composing them with the perturbation function.
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1 Introduction and terminology
Engineered systems are becoming larger and more complex. Additionally, new tools allow us to measure the
detailed behavior of increasingly complicated systems, such as biological-chemical networks. This growing
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complexity presents challenges to traditional tools of modeling and analysis, significantly slowing insight
into the behavior of these systems. Predicting the behavior of these systems is hard or insoluble with
these tools. For example, any chaotic behavior enforces limits on the possible prediction of the behavior of
individual trajectories. This often requires the analysis of statistical properties of ensembles of trajectories
[6]. Unfortunately, the numerical computation of trajectories from initial conditions can be intractable due
to the memory requirements needed to represent the system. New tools for the modeling, analysis, and
prediction of complex systems must be developed.
The Koopman (composition) operator associated with a dynamical system is one such tool that has proven
useful in analyzing complex systems (see [12, 15, 16] and [2] and its references). The Koopman operator
is an infinite dimensional linear operator that can fully capture the nonlinear behavior of a dynamical
system. Much of the analysis of the system is done by spectrally decomposing observables on the system
of interest into eigenvalues, eigenfunctions, and modes (called Koopman modes) of the Koopman operator
[2, 15]. Mathematically, the Koopman modes are the vector-valued coefficients in the expansion of a vector-
valued observable into the (scalar-valued) eigenfunctions of the operator. Physically, the Koopman modes
correspond to structures that are observable in an experiment. This has been used with great success in
areas such as fluids dynamics (see [13] and the references therein). A strength in using this operator is that
its spectral decomposition can be approximately computed using data (numerical or experimental), without
access to equations of motion for the system [2, 25]. Recently, Koopman operator techniques have been
extended to control-related problems such as system identification, observer design, and stability analysis
[7–9, 14, 23]
However, to prove concrete theorems on the correspondence between the behavior of the Koopman
operator and the behavior of the underlying system, some structure to that system must be assumed. Many
engineered and natural systems exhibit a modular type structure where simple functional units are composed
into more complex systems [3, 5, 10, 11, 17, 20, 22]. These systems can often be organized into a forward
production unit with slower feedback loops modulating the forward unit’s behavior. The forward unit
displays a cascade-type structure. Modules farther downstream (modulo the slow feedback loops) do not
influence the behavior of modules upstream to themselves. Given a model of a system, decomposition into
modular components can be identified using various proposed techniques [1, 10, 11, 20].
In all of these examples, there is a network structure where simple components are wired together to
produce more complex systems. The procedure of wiring simpler dynamical systems together into more
complicated systems can be described in language of the operad of wiring diagrams, where component
systems are treated as black boxes, with manifold-typed input/output ports [4, 24]. A wiring diagram then
specifies how boxes are wired together to form new boxes. Finally, an open dynamical system can be assigned
to each box.
In this paper, we are interested in the behavior of the principal Koopman eigenfunctions corresponding to
the forward production unit. In general, we consider a dynamical system constructed via an operadic-type
wiring of component dynamical systems. Specifically, we look at dynamical systems with a cascade-type
structure — subsystem i is unaffected by the dynamics of any subsystem j if j > i (see Fig. 1). The
resulting system has a lower block triangular wiring structure. The goal of this paper is to understand how
the Koopman eigenfunctions of the component subsystems in a cascaded system behave under the action of
the Koopman operator associated with the full system. In other words, how similar are the evolutions of
the principal eigenfunctions when evolved with the cascaded system’s dynamics and when evolved by just
the component system dynamics? Additionally, what is the relation of the Koopman principal eigenvalues
of the component subsystems to the Koopman spectrum of the cascaded system?
We show that for cascades with stable component subsystems whose eigenvalues satisfy a non-resonance
condition between component subsystems and whose upstream systems are faster than the downstream
systems that the Koopman principal eigenvalues of the component subsystems are also Koopman eigenvalues
of the cascaded system. Furthermore, the associated Koopman eigenfunctions of the cascaded system are
given by composing the principal eigenfunctions of the component subsystem with a perturbation function
(that we give explicitly) that maps initial conditions to initial conditions. These results follow from a
stronger one that we prove; the dynamics of the full system and the dynamics of the decoupled system
converge exponentially faster to each other than the decoupled component system converges to its fixed
point. In this case we say that the system has zero asymptotic relative error. These results allow one to
analyze in some detail the behavior of a large cascaded system, without actually having to simulate it.
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The rest of this section is devoted to precisely defining the cascaded systems and their associated nominal
system (sec. 1.1); solution operators for the systems (sec. 1.2); the concepts of asymptotic proportionality,
asymptotic equivalence, and zero asymptotic relative error (sec. 1.3); and defining the Koopman operators
and principal eigenfunctions of the component subsystems and extending their definitions to the full cascaded
system using a tensor product construction (sec. 1.4). Section 2 states the main theorems of the paper and
their corollaries along with a number of remarks. Results of a numerical simulation supporting the main
theorems is supplied as well. Section 3 collects the proofs of the main theorems in its subsections.
1.1 Cascaded systems.
Given xi(t) ∈ Cdi for i = 1, . . . , n, an n-level cascaded system is defined to have generators Ni : Cd1 × · · · ×
Cdi → Cdi of the form
x1(t+ 1) = L1x1(t) +N1(x1(t))
xi(t+ 1) = Lixi(t) +
i−1∑
j=1
Ci,jxj(t) +Ni(x1(t), . . . , xi(t)), (i = 2, . . . , n),
(1)
where Li : Cdi → Cdi and Ci,j : Cdj → Cdi are linear operators and Ni : Cd1 ×· · ·×Cdi → Cdi are nonlinear
operators (see Fig. 1). Each generator Ni is called the component system of the nonlinear cascade. For
any fixed j ∈ {1, . . . , n}, if i < j, then Ni is called an upstream system to Nj and if k > j, we call Nk a
downstream system to Nj . Each component system Ni depends only upon itself and its upstream systems.
In proving our results, it will be beneficial to analyze the linearized system,
x1(t+ 1) = L1x1(t)
xi(t+ 1) = Lixi(t) +
i−1∑
j=1
Ci,jxj(t), (i = 2, . . . , n)
(2)
and the associated nominal linear system which is obtained by setting the linear coupling terms Ci,j to 0:
xi(t+ 1) = Lixi(t), (i = 1, . . . , n). (3)
Figure 1: n-level cascade system
1.2 Solution operators.
For i = 1, . . . , n, let Πi : Cd1 × · · · × Cdn → Cdi denote the canonical projections
Πi(x1, . . . , xn) = xi. (4)
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The orbit NonLin : Cd1 × · · · × Cdn → Cd1 × · · · × Cdn for the nonlinear cascaded system (1) is denoted as∗
NonLin◦t(x1, . . . , xn) = (N ◦t1 (x1),N ◦t2 (x1, x2), . . . ,N ◦tn (x1, . . . , xn)) (5)
= (N ◦t1 ◦Π1,N ◦t2 ◦ (Π1,Π2), . . . ,N ◦tn ◦ (Π1, . . . ,Πn))(x1, . . . , xn). (6)
where for each i = 1, . . . , n, {N ◦ti : Cd1 × · · · × Cdi → Cdi}t∈N0 is the family of solution operators for the
i-th system. That is, given (x1, . . . , xn), N ◦ti (x1, . . . , xi) ≡ xi(t) is the value in the i-th system at time t of
the orbit passing through initial condition (x1, . . . , xi). For i = 1, . . . , n, define N ◦0i = ICdi , where ICdi is
the identity operator on Cdi . Then, for all i ≥ 1 and t ∈ N, these operators satisfy
N ◦ti (x1, . . . , xi) = Πi ◦ NonLin◦t(x1, . . . , xn)
=
(
Li ◦Πi +
( i−1∑
j=1
Ci,j ◦Πj
)
+Ni ◦ (Π1, . . . ,Πi)
)
(NonLin◦t(x1, . . . , xn)).
(7)
For t = 1 we denote NonLin◦1 ≡ NonLin. For i ≤ j, define the (i, j)-slice of NonLin as
NonLin◦ti:j(x1, . . . , xn) = (Πi,Πi+1, . . . ,Πj)(NonLin
◦t(x1, . . . , xn))
= (Πi ◦ NonLin◦t,Πi+1 ◦ NonLin◦t, . . . ,Πj ◦ NonLin◦t)(x1, . . . , xn).
(8)
If i = j, we will denote NonLini:j as NonLini.
The orbit for the linear cascade (2) is defined as
Lin◦t(x1, . . . , xn) = (L◦t1 (x1),L◦t2 (x1, x2), . . . ,L◦tn (x1, . . . , xn)) (9)
where {L◦ti : Cd1 × · · · × Cdi → Cdi}t∈N0 is the family of solution operators for system i which satisfy
L◦ti (x1, . . . , xi) = Πi ◦ Lin◦t(x1, . . . , xn)
=
(
Li ◦Πi +
i−1∑
j=1
Ci,j ◦Πj
)
(Lin◦t(x1, . . . , xn)).
(10)
The orbit for the full nominal system is
Nom◦t(x1, . . . , xn) = (Lt1(x1), L
t
2(x2), . . . , L
t
n(xn)) (11)
where Li is the same as in (2). We will define the (i, j)-slices of Lin and Nom analogous to (8).
1.3 Asymptotic equivalence.
The main results of this paper rely on the concept of asymptotic proportionality and asymptotic equivalence
between the component systems of the linear cascade and the corresponding nominal component system.
First we define the norm for a cascaded system
Definition 1.1. Let ‖·‖Cdi be a norm for Cdi . Define a norm on Cd1 × · · · × Cdn by
‖(x1, . . . , xn)‖× =
n∑
i=1
‖xi‖Cdi . (12)
For linear maps and operators from one vector space to another, we will denote their induced norm as
‖·‖. The norms used in the definition of the induced norm will be clear from the context.
∗In (6) and later, we are using the notation that if we have a collection of maps fi : X → Xi, (i = 1, . . . , n), the vector-valued
map f : X → X1 × · · · ×Xn defined by f(x) := (f1(x), . . . , fn(x)) is written as f(x) ≡ (f1, . . . , fn)(x).
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Definition 1.2. We say that Lin is asymptotically equivalent to Nom if there exists a perturbation function
pert : Cd1×· · ·×Cdn → Cd1×· · ·×Cdn such that for all i = 1, . . . , n and all x = (x1, . . . , xn) ∈ Cd1×· · ·×Cdn ,
lim
t→∞‖Πi ◦ Lin
◦t(x)−Πi ◦ Nom◦t(pert(x))‖Cdi = 0. (13)
We say that system i has 0 asymptotic relative error if
lim
t→∞
‖Πi ◦ Lin◦t(x)−Πi ◦ Nom◦t(pert(x))‖Cdi
‖Nomi‖t
= 0. (14)
A related concept is the asymptotic proportionality of two solution operators. It is the easier of the two
to satisfy:
Definition 1.3. We say that Lin is asymptotically proportional to Nom if there exist a perturbation function
pert : Cd1 × · · · × Cdn → Cd1 × · · · × Cdn and functions ζi : Cd1 × · · · × Cdi−1 → R+ such that for all
x = (x1, . . . , xn) ∈ Cd1 × · · · × Cdn and all i ∈ {2, . . . , n},
lim
t→∞
‖Πi ◦ Lin◦t(x)−Πi ◦ Nom◦t(pert(x))‖Cdi
‖Nomi‖t
≤ ζi(x1, . . . , xi−1). (15)
For the linear cascade, a perturbation function pert : Cd1 × · · · × Cdn → Cd1 × · · · × Cdn will itself have
a cascade structure
pert(x1, . . . , xn) =
(
pert1(x1), pert2(x1, x2), . . . , pertn(x1, . . . , xn)
)
. (16)
Remark. By (9) and (11), equations (13), (14), and (15) can be rewritten as
lim
t→∞‖L
◦t
i (x1, . . . , xi)− Lti(perti(x1, . . . , xi))‖Cdi = 0 (17)
lim
t→∞
‖L◦ti (x1, . . . , xi)− Lti(perti(x1, . . . , xi))‖Cdi
‖Li‖t
= 0 (18)
and
lim
t→∞
‖L◦ti (x1, . . . , xi)− Lti(perti(x1, . . . , xi))‖Cdi
‖Li‖t
≤ ζi(x1, . . . , xi−1) (19)
Clearly, for ‖Nomi‖ < 1, zero asymptotic relative error implies the other two.
1.4 The Koopman operator.
Let Ai be a sub-algebra of C(Cdi ,C), the set of continuous complex-valued functions on Cdi , where algebra
addition is given by normal function addition, (f+g)(xi) = f(xi)+g(xi), and algebra multiplication is given
by pointwise multiplication of functions, (f · g)(xi) = f(xi)g(xi).
Denote the Koopman operator associated with the i-th nominal component system (3) as
UNomi : Ai → Ai
(U◦tNomif)(xi) = f(Nom◦ti (xi)) = f(Ltixi).
(20)
1.4.1 Principal eigenfunctions of component systems.
In [18, 19], the principal eigenfunctions of Koopman operator were defined with respect to the linearized
system. Assume that Li is diagonalizable
Li = ViΛiV
−1
i , (21)
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with the columns of Vi being the eigenvectors of Li and Λi = diag(λi,1, . . . , λi,di) being a diagonal matrix
containing the eigenvalues of Li. Define the s-th principal eigenfunction of the i-th system as
ψi,s(xi) = (eˆ
∗
di,sV
−1
i )xi, (s = 1, . . . , di) (22)
where eˆdi,s is the s-th canonical basis vector of Cdi and eˆ∗di,s is its conjugate transpose
†. The function
ψi,s is the s-th coordinate functional corresponding to the eigenbasis of the i-th system. These are indeed
eigenfunctions of UNomi at eigenvalue λi,s as shown by the following calculation: for any s ∈ {1, . . . , di}
(UNomiψi,s)(x) = ψi,s(Lix) = (eˆ∗di,sV −1i )(Lix) = eˆ∗di,sΛiV −1i x = λi,s(eˆ∗di,sV −1i )x = λi,sψi,s(x). (23)
For all i ∈ {1, . . . , n}, we define ψi,0(x) = 1 so that ψi,0 is an eigenfunction at 1:
(UNomiψi,0)(x) = 1 = ψi,0(x). (24)
1.4.2 Koopman operators and principal eigenfunctions for cascaded systems
We use the algebra of observables Ai on Cdi to build a space of observables A for the cascade system. Let
A = A1 ⊗ · · · ⊗ An and denote UNom : A → A and ULin : A → A as the Koopman operators associated with
the solution operators Nom and Lin, respectively. Recall that a tensor product f1⊗ · · · ⊗ fn ∈ A1⊗ · · · ⊗An
acts on multilinear functionals on A1 × · · · × An (see [21]). Let δ(x1,...,xn) : A1 × · · · × An → C be the
evaluation functional defined as
δ(x1,...,xn)(f1, . . . , fn) = f1(x1) · · · fn(xn), (25)
where the dots on the right side indicate multiplication in C. The tensor product is defined as
(f1 ⊗ · · · ⊗ fn)(δ(x1,...,xn)) = δ(x1,...,xn)(f1, . . . , fn). (26)
Due to this, there is no confusion in writing
(f1 ⊗ · · · ⊗ fn)(x1, . . . , xn) ≡ f1(x1) · · · fn(xn) (27)
and we can consider f1 ⊗ · · · ⊗ fn as a function on the cascaded system’s state space Cd1 × · · · × Cdn .
Principal eigenfunctions for UNom : A → A can be defined from the component systems’ principal eigen-
functions (22) by a trivially extending their domain from the component system’s state space Cdi to the
cascaded system’s state space Cd1 × · · · × Cdn . To this end, for each i ∈ {1, . . . , n} and si ∈ {1, . . . , di},
define a principal eigenfunction for UNom as
ψ(0,...,0,si,0,...,0)(x1, . . . , xn) = (ψi,si ◦Πi)(x1, . . . , xn) ≡ ψi,si(xi). (28)
Often we will write ψsieˆn,i ≡ ψ(0,...,0,si,0,...,0). Since by convention ψi,0 ≡ 1 for all i, this principal eigenfunc-
tion for UNom can be written as a tensor product of principal eigenfunctions from the component systems,
ψ(0,...,0,si,0,...,0)(x1, . . . , xn) = ψi,si(xi)
≡ (1⊗ · · · ⊗ 1⊗ ψi,si ⊗ 1⊗ · · · ⊗ 1)(x1, . . . , xn)
= (ψ1,0 ⊗ · · · ⊗ ψi−1,0 ⊗ ψi,si ⊗ ψi+1,0 ⊗ · · · ⊗ ψn,0)(x1, . . . , xn).
(29)
The multiplication operation in each algebra Ai is given by pointwise products of functions. We can define
a multiplication operation for the tensor product, • : (A1 ⊗ · · · ⊗An)× (A1 ⊗ · · · ⊗An)→ (A1 ⊗ · · · ⊗An),
as
(f1 ⊗ · · · ⊗ fn) • (g1 ⊗ · · · ⊗ gn) = (f1 · g1)⊗ · · · ⊗ (fn · gn) (30)
Products of principal eigenfunctions of the form (29) give eigenfunctions of UNom. Denote ψ(s1,...,sn) ∈ A as
ψ(s1,...,sn)(x1, . . . , xn) = (ψ1,s1 ⊗ · · · ⊗ ψn,sn)(x1, . . . , xn). (31)
†Note that wi,s := (eˆ∗i,sV
−1
i )
∗ = (V −1i )
∗eˆi,s is the s-th dual basis vector in system i; that is 〈vi,t , wi,s〉Cdi = w∗i,svi,t = δs,t,
where vi,t is the t-th eigenvector of Li
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where (s1, . . . , sn) ∈ {0, . . . d1} × · · · × {0, · · · , dn}. It is clear that this observable can be constructed as a
•-product of principal eigenfunctions of the form (29); namely
ψ(s1,...,sn) = ψ(s1,0,...,0) • ψ(0,s2,0,...,0) • · · · • ψ(0,...,0,sn). (32)
Equation (31) is an eigenfunction at λ1,s1 · · ·λn,sn as shown by the following computation:
(UNomψ(s1,...,sn))(x1, . . . , xn) = ψ(s1,...,sn)(Nom(x1, . . . , xn))
= ψ(s1,...,sn)(L1x1, . . . , Lnxn)
= (ψ1,s1 ⊗ · · · ⊗ ψn,sn)(L1x1, . . . , Lnxn)
= ψ1,s1(L1x1) · · ·ψn,sn(Lnxn)
= (UNom1ψ1,s1)(x1) · · · (UNomnψn,sn)(xn)
= (λ1,s1ψ1,s1)(x1) · · · (λn,snψn,sn)(xn)
= (λ1,s1 · · ·λn,sn)(ψ1,s1(x1) · · ·ψn,sn(xn))
= (λ1,s1 · · ·λn,sn)(ψ1,s1 ⊗ · · · ⊗ ψn,sn)(x1, . . . , xn)
= (λ1,s1 · · ·λn,sn)ψ(s1,...,sn)(x1, . . . , xn).
The preceding work is an example of the more general result that eigenfunctions of the Koopman operator
form a semigroup under pointwise multiplication of functions, as pointed out in [2].
Remark. Each subalgebra Ai for the component system i is embedded in A. The embedding is given by the
map
f 7→ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
i− 1 times
⊗f ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
n− i times
,
where the f on the right hand side is in the i-th position. Furthermore, if each Ai is generated by the
principal eigenfunctions ψi,1, . . . , ψi,di , then A is generated by the principal eigenfunctions {ψ(0,...,0,si,0,...,0) |
∀i ∈ {1, . . . , n},∀si ∈ {1, . . . , di}}.
2 Main results
Consider the special case of the nonlinear and linear cascades (eq.’s (1) and (2), respectively) where system
i is only affected by system i− 1 (see Fig. 2). This corresponds to the situation where Ci,j is non-zero if and
only if j = i− 1 and Ni(x1, . . . , xi) = Ni(xi−1, xi):
x1(t+ 1) = L1x1(t) +N1(x1(t))
xi(t+ 1) = Lixi(t) + Ci,i−1xi−1(t) +Ni(xi−1(t), xi(t)) (i = 2, . . . , n).
(33)
and
x1(t+ 1) = L1x1(t)
xi(t+ 1) = Lixi(t) + Ci,i−1xi−1(t) (i = 2, . . . , n).
(34)
We will call cascades having the form (33) and (34) chained cascades.
Figure 2: Chained cascade system
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Condition 2.1. The following conditions will be in force for all following results:
(i) Li is invertible and diagonalizable for all i = 1, . . . , n,
LiVi = ViΛi. (35)
(ii) (Disjoint spectrums) The spectrums of each layer are pairwise disjoint. That is for i, j ∈ {1, . . . , n}
satisfying i 6= j
σ(Li) ∩ σ(Lj) = ∅. (36)
(iii) ‖L1‖ < ‖L2‖ < · · · < ‖Ln‖ ≤ 1.
Remark. Condition (iii) requires that the response times of upstream systems are faster than the downstream
systems they feed into.
2.1 Theorems
Theorem 2.2 (0 asymptotic relative error for chained, linear cascades). Assume Condition 2.1 is in effect.
Then (34) has 0 asymptotically relative error in the sense of (14). In particular, for all i ≥ 1‡ and all t ≥ 0,
‖Πi ◦ Lin◦t(x1, . . . , xn)−Πi ◦ Nom◦t(pert(x1, . . . , xn))‖ ≤
i−1∑
j=1
‖Di,j‖‖Ltjpertj(x1, . . . , xj)‖ (37)
≤
i−1∑
j=1
‖Di,j‖‖pertj(x1, . . . , xj)‖
 ‖Li‖t (38)
and for all i ≥ 1
lim
t→∞
‖Πi ◦ Lin◦t(x1, . . . , xn)−Πi ◦ Nom◦t(pert(x1, . . . , xn))‖
‖Li‖t
= 0. (39)
The perturbation function for the initial condition, pert : Cd1 × · · · × Cdn → Cd1 × · · · × Cdn , is defined
as
pert(x1, . . . , xn) = (pert1 ◦Π1, pert2 ◦ (Π1,Π2), . . . , pertn−1 ◦ (Π1, . . . ,Πn−1), pertn)(x1, . . . , xn) (40)
and the perturbations for each system i, perti : Cd1 × · · · × Cdi → Cdi , are defined recursively by
pert1(x1) = x1 (41)
perti(x1, . . . , xi) = xi +
i−1∑
j=1
(−1)i−1−jDi,jpertj(x1, . . . , xj) ∀i ∈ {2, . . . , n}. (42)
where
Di,i = Idi ∀i ∈ {1, . . . , n}, (43)
Di,j = L
−1
i ViC˜i,jV
−1
j ∀i ∈ {2, . . . , n},∀j ∈ {1, . . . , i− 1}, (44)
and the matrix C˜i,j ∈ Cdi×dj has elements
[C˜i,j ]`,m =
[
V −1i Ci,i−1Di−1,jVj
]
`,m
(
1− λj,m
λi,`
)−1
∀i ∈ {2, . . . , n},∀j ∈ {1, . . . , i− 1}. (45)
‡We take the empty sum
∑0
j=1 to be 0.
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Remark. The requirement that the eigenvalues of Li and Lj (i 6= j) form disjoint sets is due to the form
of the entries of the coupling matrix C˜i,j . If any pair of eigenvalues from Li and Lj were equal, C˜i,j would
not be well-defined since its matrix elements have a term of the form (1− λj,m/λi,`)−1. The requirement of
disjoint-ness can be thought of as a non-resonance condition.
Proof of Theorem 2.2. Equations (38) and (39) follow from corollary 3.4. The expressions for the perturba-
tion terms pertj and the coupling matrices Di,j and C˜i,j are derived in the proof of lemma 3.3.
Corollary 2.3 (Asymptotic equivalence for chained, linear cascades).
lim
t→∞‖Lin
◦t(x1, . . . , xn)− Nom◦t(pert(x1, . . . , xn))‖× = 0. (46)
Theorem 2.4 (Perturbation of principal eigenfunctions). Assume Condition 2.1 is in effect. For any i ≥ 1,
si ∈ {1, . . . , di}, and t ∈ N∣∣(U◦tLinψ(0,...,0,si,0,...,0))(x1, . . . , xn)− (U◦tNomψ(0,...,0,si,0,...,0)) ◦ pert(x1, . . . , xn)∣∣
≤ ‖ψi,si‖
i−1∑
j=1
‖Di,j‖‖Ltjpertj(x1, . . . , xj)‖Cdj . (47)
Furthermore, for any i ∈ {1, . . . , n}
lim
t→∞
∣∣(U◦tLinψ(0,...,0,si,0,...,0))(x1, . . . , xn)− (U◦tNomψ(0,...,0,si,0,...,0)) ◦ pert(x1, . . . , xn)∣∣
‖Li‖t
= 0. (48)
Proof. See section 3.2 below.
Remark. Recall that ψ(0,...,0,si,0,...,0)(x1, . . . , xn) = (ψi,si ◦ Πi)(x1, . . . , xn). Due to the definitions of Nom
and pert, (U◦tNomψ(0,...,0,si,0,...,0)) ◦ pert(x1, . . . , xn) = (ψi,si ◦Πi ◦ Nom◦t) ◦ pert(x1, . . . , xn)
= (ψi,si ◦ Nom◦ti ) ◦ perti(x1, . . . , xi)
= (U◦tNomiψi,si) ◦ perti(x1, . . . , xi)
= (λti,siψi,si) ◦ perti(x1, . . . , xi)
= λti,siψ(0,...,0,si,0,...,0) ◦ pert(x1, . . . , xn)
Corollary 2.5. Fix i ∈ 1, . . . , n, and let λi,si ∈ σ(Li). Then ψ(0,...,0,si,0,...,0) ◦ pert is an eigenfunction of
ULin at eigenvalue λi,si .
Proof. This is a straight forward application of the GLA theorem [18]. We only show it for a peripheral
eigenvalue (|λi,si | = ‖Li‖). This is accomplished by showing that a Laplace average of ψ(0,...,0,si,0,...,0)
converges to ψ(0,...,0,si,0,...,0) ◦ pert.
Let eˆn,i be the i-th canonical basis vector of length n and write ψsieˆn,i = ψ(0,...,0,si,0,...,0). Form the
Laplace average,
1
N
N−1∑
t=0
λ−ti,siU◦tLinψsieˆn,i =
1
N
N−1∑
t=0
λ−ti,si
[
(U◦tNomψsieˆn,i) ◦ pert + U◦tLinψsieˆn,i − (U◦tNomψsieˆn,i) ◦ pert
]
=
1
N
N−1∑
t=0
(ψsieˆn,i ◦ pert) + λ−ti,si
(U◦tLinψsieˆn,i − (U◦tNomψsieˆn,i) ◦ pert) ,
where we have used U◦tNomψsieˆn,i = λti,siψsieˆn,i . Then∥∥∥∥∥ 1N
N−1∑
t=0
λ−ti,siU◦tLinψsieˆn,i − ψsieˆn,i ◦ pert
∥∥∥∥∥ ≤ 1N
N−1∑
t=0
∥∥λ−ti,si (U◦tLinψsieˆn,i − (U◦tNomψsieˆn,i) ◦ pert)∥∥
=
1
N
N−1∑
t=0
∥∥(U◦tLinψsieˆn,i − (U◦tNomψsieˆn,i) ◦ pert)∥∥
‖Li‖t
.
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It is clear from (48), that the right-hand side converges to 0 as N →∞.
In the general case, to project onto the λ eigenspace, ULin in the above average is replaced with ULin(I−P )
where P is the projection onto the direct sum of µ-eigenspace, for µ satisfying |µ| > |λ|.
Remark. It can be shown that ψsieˆn,i ◦ pert is an eigenfunction of ULin, without appeal to the GLA theorem,
by direct computation, but it is more involved since pert for an n-layer cascade consists of a product of n−1
lower block triangular matrices. Example 2.6 below shows the computation for just a two layer system.
Example 2.6. We demonstrate that the result of corollary 2.5 explicitly for a 2 layer chained cascade;
x1(t+ 1) = L1x1(t)
x2(t+ 1) = L2x2(t) + C2,1x1(t).
Using theorem 2.2,
pert1(x1, x2) =
[
Id1 0
] [x1
x2
]
pert2(x1, x2) =
[
D2,1 Id2
] [x1
x2
]
Therefore,
pert(x1, x2) =
[
pert1(x1)
pert2(x1, x2)
]
=
[
Id1 0
D2,1 Id2
] [
x1
x2
]
(49)
Furthermore, we have the principal eigenfunction for the second system
ψ(0,s2)(x1, x2) =
[
0 eˆ∗d2,s2V
−1
2
] [x1
x2
]
. (50)
By lemma 3.3
Lin◦t(x1, x2) =
[
Lt1pert1(x1)
Lt2pert2(x1, x2)−D2,1Lt1pert1(x1)
]
. (51)
We can write Lin◦t(x1, x2) as
Lin◦t(x1, x2) =
[
Id1 0
−D2,1 Id2
] [
Lt1
Lt2
] [
pert1(x1)
pert2(x2)
]
.
Our goal is to show that ψ(0,s2) ◦pert is an eigenfunction at eigenvalue λ2,s2 for U◦tLin. To this end we compute
U◦tLin(ψ(0,s2) ◦ pert)(x1, x2) = ψ(0,s2) ◦ pert ◦ Lin◦t(x1, x2)
=
[
0 eˆ∗d2,s2V
−1
2
]︸ ︷︷ ︸
ψ(0,s2)
[
Id1 0
D2,1 Id2
]
︸ ︷︷ ︸
pert
[
Id1 0
−D2,1 Id2
] [
Lt1
Lt2
] [
pert1(x1)
pert2(x2)
]
︸ ︷︷ ︸
Lin◦t(x1,x2)
=
[
0 eˆ∗d2,s2V
−1
2
] [Lt1
Lt2
] [
pert1(x1)
pert2(x2)
]
= eˆ∗d2,s2V
−1
2 L
t
2pert2(x2)
= eˆ∗d2,s2Λ
t
2V
−1
2 pert2(x2)
= λt2,s2 eˆ
∗
d2,s2V
−1
2 pert2(x2)
= λt2,s2
[
0 eˆ∗d2,s2V
−1
2
] [pert1(x1)
pert2(x2)
]
= λt2,s2(ψ(0,s2) ◦ pert)(x1, x2).
This completes the example.
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The asymptotic equivalence for the chained, linear cascades can be pushed to chained, nonlinear cascades
with asymptotically stable fixed points through the use of a topological conjugacy. Let τ = (τ1, . . . , τn) :
Cd1 ×· · ·×Cdn → Cd1 ×· · ·×Cdn be a topological conjugacy from the linear system to the nonlinear system
and τ−1 = (ρ1, . . . , ρn) : Cd1 × · · · × Cdn → Cd1 × · · · × Cdn its inverse. In general, both τi and ρi are maps
from Cd1 × · · · × Cdn → Cdi . The topological conjugacy makes the following diagram commute:
Cd1 × · · · × Cdn Cd1 × · · · × Cdn
Cd1 × · · · × Cdn Cd1 × · · · × Cdn
τ
Lin◦t
τ
NonLin◦t
(52)
Theorem 2.7 (Asymptotic equivalence for nonlinear cascaded systems). Let the conditions of Theorem 2.2
be satisfied and let τ = (τ1, . . . , τn) : Cd1 × · · · ×Cdn → Cd1 × · · · ×Cdn be a topological conjugacy satisfying
Lin = τ−1 ◦ NonLin ◦ τ . Then, for each initial condition (y1, . . . , yn) for the nonlinear system, NonLin is
asymptotically equivalent to τ ◦ Nom ◦ τ−1 with the perturbation function τ ◦ pert ◦ τ−1:
lim
t→∞
∥∥∥NonLin◦t(y1, . . . , yn)− (τ ◦ Nom ◦ τ−1)◦t (τ ◦ pert ◦ τ−1)(y1, . . . , yn)∥∥∥ = 0, (53)
where pert is given by (40).
Proof. See section 3.3 for the proof.
Remark. Recall that Nom is the nominal decoupled linear system and τ is a map from the linear to the
nonlinear system. Then τ ◦Nom ◦ τ−1 is a map on the same state space as the nonlinear system NonLin and
can be thought of as the nominal nonlinear system. Furthermore, since pert is the perturbation function for
the initial conditions of the linear system, then τ ◦ pert ◦ τ−1 is the perturbation function for the nonlinear
system’s initial conditions.
Theorem 2.8 (Perturbation of eigenfunctions for nonlinear cascades). Let the conditions of Theorem 2.7
be satisfied. For any ~y = (y1, . . . , yn) ∈ Cd1 × · · · × Cdn ,
lim
t→∞
∣∣U◦tNonLin(ψ(0,...,0,si,0,...,0) ◦ τ−1)(~y)− U◦tτ◦Nom◦τ−1(ψ(0,...,0,si,0,...,0) ◦ τ−1)((τ ◦ pert ◦ τ−1)(~y))∣∣
‖Li‖t
= 0. (54)
Proof. See section 3.4.
Remark. It was shown in [2] that if ψ was an eigenfunction corresponding to the Koopman operator associated
with the linearized system and τ was a topological conjugacy from the linear to the nonlinear system, then
ψ ◦ τ−1 was an eigenfunction of the Koopman operator associated with the nonlinear system. Recall that
ψ(0,...,0,si,0,...,0) is a principal eigenfunction for the Koopman operator UNom associated with the nominal
linear system. Then ψ(0,...,0,si,0,...,0) ◦ τ−1 is a principal eigenfunction for the Koopman operator Uτ◦Nom◦τ−1
associated with the nonlinear nominal system τ ◦ Nom ◦ τ−1.
Remark. Theorem 2.8 says that the action of the Koopman operator associated with the nonlinear cascade
NonLin on the observable ψ(0,...,0,si,0,...,0) ◦ τ−1 is asymptotically equivalent to the action of the Koopman
operator associated with τ ◦ Nom ◦ τ−1 (the nominal nonlinear system) on ψ(0,...,0,si,0,...,0) ◦ τ−1 but at a
perturbed initial condition, but when evaluated at a perturbed initial condition (τ ◦ pert ◦ τ−1)(~y).
Remark. While the preceding results are proved for chained cascades, they should be easily extensible to the
general cascade systems. The difference should only be in the exact form of the perturbation functions and
the bounds. The asymptotic results should remain the same.
2.2 Numerical experiments.
The results of theorem 2.2 were confirmed with simulation. The simulation consisted of 7-layer§ linear
chained, cascaded system with randomly generated dimensions for each system i. System matrices Li were
§The choice of 7 layers was made merely for display purposes. Results for larger cascades have been confirmed as well.
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randomly generated with entries uniformly in the interval [−1, 1] and then scaled to have ‖Li‖ = (0.9)8−i for
i = 1, . . . , 7. The coupling matrices Ci,i−1 were also randomly generated with entries uniformly in [−1, 1].
Initial conditions for each system i were randomly generated and scaled to have ‖xi‖ = 1.
Figures 3 and 4 show the log absolute error and log relative errors of a typical run of the simulation.
The black asterisks in fig. 3 are the predicted upper bound (38). The colored lines in each plot correspond
to the log of the absolute error, log
(‖Πi ◦ Lin◦t(x1, . . . , xn)−Πi ◦ Nom◦t(pert(x1, . . . , xn))‖), between the
linear and the nominal systems. Figure 4 shows the log of the relative error
log
(‖Πi ◦ Lin◦t(x1, . . . , xn)−Πi ◦ Nom◦t(pert(x1, . . . , xn))‖
‖Li‖t
)
. (55)
As can be seen, the log absolute error and log relative error decrease linearly, confirming that the absolute
error and relative error decrease exponentially fast to zero.
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Figure 3: Log absolute error between Πi ◦ Lin◦t and Πi ◦ Nom◦t. The black asterisks (∗) correspond to the
upper bound given by (38). The colored lines correspond to the absolute error given by the right hand side
of (37). Traces for system 1 are not plotted since by construction Π1 ◦ Lin◦t = Π1 ◦ Nom◦t for all t.
3 Proofs of the main results
3.1 Asymptotic equivalence of linear, chained cascades.
The first lemma gives the general solution for the i-th level of the chained linear cascade system
Lemma 3.1. For all i = 1, . . . , n and t ≥ 0, denote by xi(t) the solution Πi ◦ Lin◦t(x1, . . . , xn) of the i-th
level of (34). For i ≥ 2, the general solution satisfies
xi(t) ≡ Πi ◦ Lin◦t(x1, . . . , xn) = Ltixi + Lt−1i Vi
t−1∑
k=0
Λ−ki V
−1
i Ci,i−1xi−1(k). (56)
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Figure 4: Log relative error between Πi ◦ Lin◦t(x1, . . . , xn) and Πi ◦ Nom◦t(pert(x1, . . . , xn)). The colored
lines correspond to the log relative error (55).
Proof. Repeatedly using (34), we have
xi(t) = Lixi(t− 1) + Ci,i−1xi−1(t− 1)
= Li [Lixi(t− 2) + Ci,i−1xi−1(t− 2)] + Ci,i−1xi−1(t− 1)
= L2ixi(t− 2) + [LiCi,i−1xi−1(t− 2) + Ci,i−1xi−1(t− 1)]
...
= Ltixi(0) +
[
Lt−1i Ci,i−1xi−1(0) + L
t−2
i Ci,i−1xi−1(1) + · · ·L1iCi,i−1xt−2(1) + Ci,i+1xi−1(t− 1)
]
= Ltixi(0) +
t−1∑
k=0
Lt−1−ki Ci,i−1xi−1(k)
= Ltixi(0) + L
t−1
i
t−1∑
k=0
L−ki Ci,i−1xi−1(k).
Replacing L−ki with ViΛ
−k
i V
−1
i in this final expression gives (56).
Lemma 3.2. Assume Condition 2.1 holds for (34) and each Li is diagonalized by Li = ViΛiV −1i . For any
matrix B ∈ Cdi×dj , the following equality holds for any i, j ∈ {1, . . . , n} with i 6= j:
t−1∑
k=0
Λ−ki BΛ
k
j = B˜ − Λ−ti B˜Λtj (57)
where B˜ ∈ Cdi×dj is the matrix whose (`,m)-th entry is given by
[B˜]`,m = [B]`,m
(
1− λj,m
λi,`
)−1
(58)
Proof. For any matrix M we denote the (`,m)-th entry as [M ]`,m. The (`,m)-th entry of (57) is given by
[Λ−ki BΛ
k
j ]`,m =
di∑
s=1
[Λ−ki ]`,s[BΛ
k
j ]s,m
=
di∑
s=1
[Λ−ki ]`,s
dj∑
u=1
[B]s,u[Λ
k
j ]u,m
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Since Λi is diagonal, [Λkj ]u,m = 0 for u 6= m and [Λkj ]m,m = λkj,m. This gives
[Λ−ki BΛ
k
j ]`,m =
di∑
s=1
[Λ−ki ]`,s[B]s,mλ
k
j,m
Since Λ−ki is diagonal, we have
[Λ−ki BΛ
k
j ]`,m = λ
−k
i,` [B]`,mλ
k
j,m = [B]`,m
(
λj,m
λi,`
)k
(59)
Summing from k = 0, . . . , t− 1, gives
t−1∑
k=0
[Λ−ki BΛ
k
j ]`,m =
t−1∑
k=0
[B]`,m
(
λj,m
λi,`
)k
= [B]`,m
1−
(
λj,m
λi,`
)t
1−
(
λj,m
λi,`
) = [B˜]`,m − [B˜]`,m(λj,m
λi,`
)t
Using (59), but with B and k replaced by B˜ and t, respectively, we get
[B˜]`,m
(
λj,m
λi,`
)t
= [Λ−ti B˜Λ
t
j ]`,m.
Therefore, [( t−1∑
k=0
Λ−ki BΛ
k
j
)]
`,m
=
t−1∑
k=0
[Λ−ki BΛ
k
j ]`,m
= [B˜]`,m − [B˜]`,m
(
λj,m
λi,`
)t
= [B˜]`,m − [Λ−ti B˜Λtj ]`,m
= [B˜ − Λ−ti B˜Λtj ]`,m
This is equivalent to (57).
Lemma 3.3. For each i = 2, . . . , n, the solution of (34) is
Πi ◦ Lin◦t(x1, . . . , xn) =
i∑
j=1
(−1)i−jDi,jLtjpertj(x1, . . . , xj), (60)
where
Di,i = Idi ∀i ∈ {1, . . . , n}, (61)
Di,j = L
−1
i ViC˜i,jV
−1
j ∀i ∈ {2, . . . , n},∀j ∈ {1, . . . , i− 1}, (62)
and the matrix C˜i,j ∈ Cdi×dj has elements
[C˜i,j ]`,m =
[
V −1i Ci,i−1Di−1,jVj
]
`,m
(
1− λj,m
λi,`
)−1
∀i ∈ {2, . . . , n},∀j ∈ {1, . . . , i− 1}. (63)
The perturbation functions perti : Cd1 × · · · × Cdi → Cdi are multilinear maps defined inductively by
pert1(x1) = x1 (64)
perti(x1, . . . , xi) = xi +
i−1∑
j=1
(−1)i−1−jDi,jpertj(x1, . . . , xj) ∀i ∈ {2, . . . , n}. (65)
14
Proof. We prove the result using induction. First note that the solution for Π1 ◦ Lin◦t(x1, . . . , xn) can be
written as
x1(t) = Π1 ◦ Lin◦t(x1, . . . , xn) = Lt1x1 ≡ D1,1Lt1pert1(x1). (66)
(Seed step): Consider x2(t) = Π2 ◦ Lin◦t(x1, . . . , xn). By lemma 3.1, eq. (56), this is
x2(t) = L
t
2x2 + L
t−1
2 V2
t−1∑
k=0
Λ−k2 V
−1
2 C2,1x1(k)
= Lt2x2 + L
t−1
2 V2
t−1∑
k=0
Λ−k2 V
−1
2 C2,1D1,1L
k
1pert1(x1) (67)
where in the second line we have replaced x1(k) with (66) for t = k. Using Lk1 = V1Λk1V
−1
1 in the
second linear gives
x2(t) = L
t
2x2 + L
t−1
2 V2
(
t−1∑
k=0
Λ−k2 V
−1
2 C2,1D1,1V1Λ
k
1
)
V −11 pert1(x1) (68)
By lemma 3.2, (57), with B ≡ V −12 C2,1D1,1V1 gives that(
t−1∑
k=0
Λ−k2 V
−1
2 C2,1D1,1V1Λ
k
1
)
= C˜2,1 − Λ−t2 C˜2,1Λt1 (69)
where the elements of C˜2,1 are given as
[C˜2,1]`,m = [V
−1
2 C2,1D1,1V1]`,m
(
1− λ1,m
λ2,`
)−1
, ∀` ∈ {1, . . . , d2},∀m ∈ {1, . . . , d1}. (70)
Equation (70) is the same as (63) for i = 2. Using (69) in (68) gives
x2(t) = L
t
2x2 + L
t−1
2 V2
(
C˜2,1 − Λ−t2 C˜2,1Λt1
)
V −11 pert1(x1)
= Lt2
(
x2 + L
−1
2 V2C˜2,1V
−1
1 pert1(x1)
)
− Lt−12 V2Λ−t2 C˜2,1Λt1V −11 pert1(x1)
Since Lt−12 V2Λ
−t
2 = L
−1
2 V2 and Λ
t
1V
−1
1 = V
−1
1 L
t
1, we get
x2(t) = L
t
2
(
x2 + L
−1
2 V2C˜2,1V
−1
1 pert1(x1)
)
− L−12 V2C˜2,1V −11 Lt1pert1(x1). (71)
Defining D2,1 as
D2,1 = L
−1
2 V2C˜2,1V
−1
1 (72)
and pert2 : Cd1 × Cd2 → Cd2 as
pert2(x1, x2) = x2 +D2,1pert1(x1) (73)
gives
x2(t) = L
t
2pert2(x1, x2)−D2,1Lt1pert1(x1)
= (−1)0D2,2Lt2pert2(x1, x2)−D2,1Lt1pert1(x1)
sine D2,2 = Id2 be definition. Finally,
x2(t) =
1∑
s=0
(−1)sD2,2−sLt2−spert2−s(x1, . . . , x2−s) (74)
Using the change of variables j = 2− s, we have that
x2(t) =
2∑
j=1
(−1)2−jD2,jLtjpertj(x1, . . . , xj) (75)
Equations (72) - (75) are equivalent to equations (60), (62), and (65), for j = 2.
15
(Induction step): Assume (60) – (65) hold for for all j ≤ i where i ∈ {2, . . . , n − 1}. We show they hold
for i+ 1 as well.
Write xi+1(t) = Πi+1Lin◦t(x1, . . . , xn). By lemma 3.1, eq. (56), the solution is
xi+1(t) = L
t
i+1xi+1 + L
t−1
i+1Vi+1
t−1∑
k=0
Λ−ki+1V
−1
i+1Ci+1,ixi(k).
By the induction hypothesis
xi(k) =
i∑
j=1
(−1)i−jDi,jLkj pertj(x1, . . . , xj). (76)
which gives that xi+1(t) is (after interchanging the finite sums)
xi+1(t) = L
t
i+1xi+1 +
i∑
j=1
(−1)i−jLt−1i+1Vi+1
t−1∑
k=0
Λ−ki+1V
−1
i+1Ci+1,iDi,jL
k
j pertj(x1, . . . , xj).
Since Lj is diagonalizable, we substitute VjΛkjV
−1
j for L
k
j in the above equation to get
xi+1(t) = L
t
i+1xi+1
+
i∑
j=1
(−1)i−jLt−1i+1Vi+1
(
t−1∑
k=0
Λ−ki+1V
−1
i+1Ci+1,iDi,jVjΛ
k
j
)
V −1j pertj(x1, . . . , xj).
(77)
By lemma 3.2, eq. (57), with B ≡ V −1i+1Ci+1,iDi,jVj we have
t−1∑
k=0
Λ−ki+1V
−1
i+1Ci+1,iDi,jVjΛ
k
j = C˜i+1,j − Λ−ti+1C˜i+1,jΛtj , (78)
where for j ∈ {1, . . . , i} the matrix C˜i+1,j ∈ Cdi+1×dj has elements[
C˜i+1,j
]
`,m
=
[
V −1i+1Ci+1,iDi,jVj
]
`,m
(
1− λj,m
λi+1,`
)−1
. (79)
Equation (79) is (63) for i+ 1. Plugging (78) into (77) gives
xi+1(t) = L
t
i+1xi+1
+
i∑
j=1
(−1)i−jLt−1i+1Vi+1
(
C˜i+1,j − Λ−ti+1C˜i+1,jΛtj
)
V −1j pertj(x1, . . . , xj)
= Lti+1xi+1 +
i∑
j=1
(−1)i−jLt−1i+1Vi+1C˜i+1,jV −1j pertj(x1, . . . , xj)
+
i∑
j=1
(−1)i+1−jLt−1i+1Vi+1Λ−ti+1C˜i+1,jΛtjV −1j pertj(x1, . . . , xj)
= Lti+1
xi+1 + i∑
j=1
(−1)i−jL−1i+1Vi+1C˜i+1,jV −1j pertj(x1, . . . , xj)

+
i∑
j=1
(−1)i+1−jLt−1i+1Vi+1Λ−ti+1C˜i+1,jΛtjV −1j pertj(x1, . . . , xj).
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Since Lt−1i+1Vi+1Λ
−t
i+1 = L
−1
i+1Vi+1 and Λ
t
jV
−1
j = V
−1
j L
t
j , then
xi+1(t) = L
t
i+1
xi+1 + i∑
j=1
(−1)i−j
(
L−1i+1Vi+1C˜i+1,jV
−1
j
)
pertj(x1, . . . , xj)

+
i∑
j=1
(−1)i+1−j
(
L−1i+1Vi+1C˜i+1,jV
−1
j
)
Ltjpertj(x1, . . . , xj).
For j = 1, . . . , i, define
Di+1,j = L
−1
i+1Vi+1C˜i+1,jV
−1
j (80)
as in eq. (62) and perti+1 : Cd1 × · · · × Cdi+1 → Cdi+1 as
perti+1(x1, . . . , xn) = xi+1 +
i∑
j=1
(−1)i−jL−1i+1Vi+1C˜i+1,jV −1j pertj(x1, . . . , xj)
= xi+1 +
i∑
j=1
(−1)i−jDi+1,jpertj(x1, . . . , xj)
as in eq. (65) with the substitution i 7→ i + 1. Substituting these definitions into the expression for
the solution xi+1(t) and defining Di+1,i+1 = Idi+1 , we have
xi+1(t) = L
t
i+1perti+1(x1, . . . , xi+1) +
i∑
j=1
(−1)i+1−jDi+1,jLtjpertj(x1, . . . , xj)
= (−1)0Di+1,i+1Lti+1perti+1(x1, . . . , xi+1) +
i∑
j=1
(−1)i+1−jDi+1,jLtjpertj(x1, . . . , xj)
=
i+1∑
j=1
(−1)i+1−jDi+1,jLtjpertj(x1, . . . , xj).
Comparing with (60) with the substitution i 7→ i+ 1, we see that the induction is complete.
This completes the proof.
Corollary 3.4. Assume that Condition 2.1 holds for (34). Then for all i ∈ {2, . . . , n} and t ∈ N,
∥∥Πi ◦ Lin◦t(x1, . . . , xn)− Lti(perti(x1, . . . , xi))∥∥Cdi ≤ i−1∑
j=1
‖Di,j‖‖Ltjpertj(x1, . . . , xj)‖Cdj (81)
where Di,j and pertj are given by (62) and (65). Furthermore,
lim
t→∞
∥∥Πi ◦ Lin◦t(x1, . . . , xn)− Lti(perti(x1, . . . , xi))∥∥
‖Li‖t
= 0. (82)
Proof. Inequality (81) follows directly from lemma 3.3, eq. (60) and the fact that Di,i = Idi . Equation (82)
follows from the conditions ‖Lj‖ < ‖Li‖ for j = 1, . . . , i− 1.
3.2 Perturbation of principal eigenfunctions: nominal, linear system
We now prove theorem 2.4. It is a straightforward application of theorem 2.2.
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Proof of theorem 2.4. We first show that for i ≥ 1 and t ≥ 0, that (47) holds.
By definition
U◦tLinψ(0,...,0,si,0,...,0)(x1, . . . , xn) = ψ(0,...,0,si,0,...,0)(Lin◦t(x1, . . . , xn))
= ψi,si(Πi ◦ Lin◦t(x1, . . . , xn))
= ψi,si(Πi ◦ Nom◦t(pert(x1, . . . , xn)))
+ ψi,si(Πi ◦ Lin◦t(x1, . . . , xn)−Πi ◦ Nom◦t(pert(x1, . . . , xn)))
= (U◦tNom(ψi,si ◦Πi)) ◦ pert(x1, . . . , xn)
+ ψi,si(Πi ◦ Lin◦t(x1, . . . , xn)−Πi ◦ Nom◦t(pert(x1, . . . , xn)))
= (U◦tNomψ(0,...,0,si,0,...,0)) ◦ pert(x1, . . . , xn)
+ ψi,si(Πi ◦ Lin◦t(x1, . . . , xn)−Πi ◦ Nom◦t(pert(x1, . . . , xn)))
Therefore, ∣∣U◦tLinψ(0,...,0,si,0,...,0)(x1, . . . , xn)− U◦tNomψ(0,...,0,si,0,...,0)(pert(x1, . . . , xn))∣∣
≤ ‖ψi,si‖
∥∥Πi ◦ Lin◦t(x1, . . . , xn)−Πi ◦ Nom◦t(pert(x1, . . . , xn))∥∥ (83)
By theorem 2.2, eq. (38), for all t ≥ 0 and i ≥ 1,∥∥Πi ◦ Lin◦t(x1, . . . , xn)−Πi ◦ Nom◦t(pert(x1, . . . , xn))∥∥ ≤ i−1∑
j=1
‖Di,j‖‖Ltjpertj(x1, . . . , xj)‖ (84)
This estimate along with (83) gives (47).
By theorem 2.2, eq. (39), for all i ∈ {1, . . . , n} and any  > 0,∥∥Πi ◦ Lin◦t(x1, . . . , xn)−Πi ◦ Nom◦t(pert(x1, . . . , xn))∥∥
‖Li‖t
≤  (85)
for all t large enough. This is equivalent to (48).
3.3 Asymptotic equivalence for nonlinear, chained cascade
We now prove Theorem 2.7. It is a straight-forward application of Theorem 2.2 and that the topological
conjugacy is a homeomorphism.
Proof of Theorem 2.7. Fix  > 0 and ~y = (y1, . . . , yn) ∈ Cd1 × · · · × Cdn . Define ~x = τ−1(~y). Denote by
Bi the closed unit ball of radius centered at the origin in Cdi . Condition 2.1 and Theorem 2.2, eq. (39)
guarantee that Lin◦t(~x) and Nom◦t(pert(~x)) are in the compact set B1 × · · · ×Bn for all t large enough.
Since τ is a continuous, it is uniformly continuous on B1 × · · · × Br. Let δ > 0 be such that if ~x, ~x′ ∈
B1 × · · · ×Bn and ‖~x− ~x′‖ < δ, then ‖τ(~x)− τ(~x′)‖ < .
By corollary 2.3, there is a T ∈ N such that t ≥ T implies
‖Lin◦t(~x)− Nom◦t(pert(~x))‖× < δ. (86)
The uniform continuity of τ implies that
‖τ ◦ Lin◦t(~x)− τ ◦ Nom◦t(pert(~x))‖× < , (∀t ≥ T ). (87)
Now, since τ is a topological conjugacy, Lin◦t = τ−1 ◦ NonLin◦t ◦ τ . Plugging this in into (87) gives, for all
t ≥ T ,
 > ‖τ ◦ (τ−1 ◦ NonLin◦t ◦ τ)(~x)− τ ◦ Nom◦t(pert(~x))‖×
= ‖(NonLin◦t(τ(~x))− τ ◦ Nom◦t(pert(~x))‖×
= ‖(NonLin◦t(τ(~x))− (τ ◦ Nom◦t ◦ τ−1) ◦ τ ◦ (pert(~x))‖×
= ‖(NonLin◦t)(τ(τ−1(~y)))− (τ ◦ Nom◦t ◦ τ−1) ◦ τ ◦ (pert(τ−1(~y)))‖×
= ‖NonLin◦t(~y)− (τ ◦ Nom◦t ◦ τ−1) ◦ (τ ◦ pert ◦ τ−1)(~y)‖×.
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Therefore,
lim
t→∞‖NonLin
◦t(~y)− (τ ◦ Nom◦t ◦ τ−1) ◦ (τ ◦ pert ◦ τ−1)(~y)‖× = 0.
This completes the proof.
3.4 Perturbation of principal eigenfunctions: nominal, nonlinear cascade
To save space in the following proof, we will write ψ(0,··· ,0,si,0,...,0) as ψsieˆn,i , where eˆn,i is the i-th canonical
basis vector of length n.
Proof of Theorem 2.8. Fix ~y = (y1, . . . , yn) ∈ Cd1 ×· · ·×Cdn and let ~x = τ−1(~y). The topological conjugacy
satisfies
Lin◦t(~x) = (τ−1 ◦ NonLin◦t ◦ τ)(~x). (88)
Using this relation, we get
U◦tLinψsieˆn,i(~x) = ψsieˆn,i(Lin◦t~x)
= ψsieˆn,i((τ
−1 ◦ NonLin◦t ◦ τ)(~x))
= (ψsieˆn,i ◦ τ−1)(NonLin◦t(τ(~x)))
= U◦tNonLin(ψsieˆn,i ◦ τ−1)(~y).
On the other hand,
U◦tNomψsieˆn,i(pert(~x)) = ψsieˆn,i(Nom◦t(pert(~x)))
= ψsieˆn,i(τ
−1 ◦ τ ◦ Nom◦t ◦ τ−1 ◦ τ(pert(~x)))
= (ψsieˆn,i ◦ τ−1)((τ ◦ Nom◦t ◦ τ−1) ◦ τ(pert(~x)))
= (ψsieˆn,i ◦ τ−1)((τ ◦ Nom◦t ◦ τ−1)(τ ◦ pert ◦ τ−1)(~y))
= U◦tτ◦Nom◦t◦τ−1(ψsieˆn,i ◦ τ−1)((τ ◦ pert ◦ τ−1)(~y)).
Combining these two expression, we have∣∣U◦tNonLin(ψsieˆn,i ◦ τ−1)(~y)− U◦tτ◦Nom◦t◦τ−1(ψsieˆn,i ◦ τ−1)((τ ◦ pert ◦ τ−1)(~y))∣∣
=
∣∣U◦tLinψsieˆn,i(~x)− U◦tNomψsieˆn,i(pert(~x))∣∣.
Theorem 2.4, eq. (48), implies
0 = lim
t→∞
∣∣U◦tLinψsieˆn,i(~x)− U◦tNomψsieˆn,i(pert(~x))∣∣
‖Li‖t
= lim
t→∞
∣∣U◦tNonLin(ψsieˆn,i ◦ τ−1)(~y)− U◦tτ◦Nom◦t◦τ−1(ψsieˆn,i ◦ τ−1)((τ ◦ pert ◦ τ−1)(~y))∣∣
‖Li‖t
.
4 Conclusions
In this paper, we have analyzed the Koopman spectrum of cascaded dynamical systems; systems formed
by wiring component subsystems together in a lower block triangular form. We show the existence of
a perturbation function that maps initial conditions to initial conditions such that the evolution of the
cascaded system from an initial condition is asymptotically equivalent to the evolution due to each component
subsystem (decoupled from the others) if the initial conditions for the component subsystem are given by
the perturbation function applied to the cascaded system’s initial condition. The rate of convergence of the
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orbits in each subsystem is faster than the the decay rate of the decoupled subsystem to its fixed point. This
is captured in our results by saying that each subsystem has zero asymptotic relative error. We also show
a bound on the distance between the trajectories that hold for all time. From these results, it follows that
the Koopman principal eigenvalues of each subsystem are also Koopman eigenvalues of the cascaded system.
The principal eigenfunctions for a subsystem become eigenfunctions for the cascaded system when composed
with the perturbation function. It also follows these results hold for a nonlinear cascade if it is topologically
conjugate to a linear cascade for which the results hold.
These results are useful in the analysis of large interconnected systems. Often, in order to analyze these
systems efficiently, a decomposition into a lower block diagonal form (cascade structure) or block diagonal
form must be performed. Various techniques have been proposed to do this, with more research begin
currently done. Once in this structure, the results of this paper allow a further analysis of the system
without having to simulate it. The results on the principal Koopman eigenfunctions tell, a priori, how any
observable of interest on the system would behave under the dynamics. Such observables would only need to
be expanded into the principal eigenfunctions and their products, whose eigenvalues are given by products
of the principal eigenvalues.
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