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ON REMOVABLE SINGULARITIES OF SOLUTIONS OF
HIGHER ORDER DIFFERENTIAL INEQUALITIES
A.A. KON’KOV AND A.E. SHISHKOV
Dedicated to Laurent Ve´ron
Abstract. We obtain sufficient conditions for solutions of the mth-order dif-
ferential inequality ∑
|α|=m
∂αaα(x, u) ≥ f(x)g(|u|) in B1 \ {0}
to have a removable singularity at zero, where aα, f , and g are some functions,
and B1 = {x : |x| < 1} is a unit ball in R
n.
Constructed examples demonstrate the exactness of these conditions.
1. Introduction
We study solutions of the differential inequality∑
|α|=m
∂αaα(x, u) ≥ f(x)g(|u|) in B1 \ {0} (1.1)
of order m ≥ 1, where aα are Caratheodory functions such that
|aα(x, ζ)| ≤ A|ζ |, |α| = m,
with some constant A > 0 for almost all x ∈ B1 and for all ζ ∈ R. It is assumed
that f is a positive measurable function and g ∈ C2([0,∞)) satisfies the conditions
g(ζ) > 0, g′(ζ) > 0, and g′′(ζ) > 0 for all ζ ∈ (0,∞).
As is customary, by Br we denote an open ball in R
n of radius r > 0 centered at
zero. In so doing, by α = (α1, . . . , αn) we mean a multi-index with |α| = α1+. . .+αn
and ∂α = ∂|α|/(∂α1x1 . . . ∂
αn
xn ), x = (x1, . . . , xn).
Definition 1.1. A function u is called a weak solution of (1.1) if u ∈ L1(B1 \Bε)
and f(x)g(|u|) ∈ L1(B1 \Bε) for all ε ∈ (0, 1) and, moreover,∫
B1
∑
|α|=m
(−1)maα(x, u)∂
αϕdx ≥
∫
B1
f(x)g(|u|)ϕdx (1.2)
for any non-negative function ϕ ∈ C∞0 (B1 \ {0}).
Definition 1.2. A weak solution of (1.1) has a removable singularity at zero if
u ∈ L1(B1), f(x)g(|u|) ∈ L1(B1), and (1.2) is valid for any non-negative function
ϕ ∈ C∞0 (B1). In other words, u is a weak solution of the inequality∑
|α|=m
∂αaα(x, u) ≥ f(x)g(|u|) in B1.
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In a similar way, we can define a weak solution (and a weak solution with a
removable singularity) of the equation∑
|α|=m
∂αaα(x, u) = f(x)g(|u|) signu in B1 \ {0}.
In the partial case of the Emden-Fowler nonlinearity g(t) = tλ, inequality (1.1)
takes the form ∑
|α|=m
∂αaα(x, u) ≥ f(x)|u|
λ in B1 \ {0}. (1.3)
The problem of removability of an isolated singularity for solutions of differential
equations and inequalities has traditionally attracted the attention of mathemati-
cians. A wide literature is devoted to this issue [1–15]. However, most of these
papers deal with second-order equations and inequalities [1–13]. The case of higher
order differential operators is studied mainly for nonlinearities of the Emden-Fowler
type g(t) = tλ [14, 15].
In the present paper, we obtain sufficient conditions for weak solutions of (1.1)
to have a removable singularity at zero. In so doing, we are not limited to the case
of the Emden-Fowler nonlinearity.
We also impose no ellipticity conditions on the coefficients aα of the differen-
tial operator. Therefore, our results can be applied to a wide class of differential
inequalities. The exactness of these results is demonstrated in Examples 2.1–2.4.
It is interesting that, in the case of the equation
∆u = |u|λ sign u in B1 \ {0}, (1.4)
the conditions for removability of a singularity obtained in the classical paper of
L. Ve´ron and H. Brezis [2] coincide with the analogous conditions for weak solutions
of the inequality
∆u ≥ |u|λ sign u in B1 \ {0}
while the equation
−∆u = |u|λ sign u in B1 \ {0}, (1.5)
has solutions from C2(B1 \ {0}) with a removable singularity at zero in the weak
sense which are not twice continuously differentiable functions in the whole ball B1
(see Corollary 2.1 and Remark 2.1).
We use the following notations. By
g∗(ξ) =


∫ ξ
g′(0)
(g′)−1(ζ) dζ, ξ > g′(0),
0, ξ ≤ g′(0),
where (g′)−1 is the inverse function to g′, we denote the Legendre transformation
of the function g(t) − g(0). In accordance with the Fenchel-Young inequality we
have
ab ≤ g(a) + g∗(b)
for all real numbers a ≥ 0 and b ≥ 0. In the case of g(t) = tλ/λ, λ > 1, this
inequality obviously takes the form
ab ≤
1
λ
aλ +
λ− 1
λ
bλ/(λ−1)
for all real numbers a ≥ 0 and b ≥ 0.
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Let us put
γ(ξ) =
g∗(ξ)
ξ
.
We assume that there are a real number λ ≥ 1, a non-negative measurable
function ρ, and a positive non-decreasing function h such that
g(εrm−nt) ≥ ελρ(r)h(t) (1.6)
for all ε ∈ (0, 1), r ∈ (0, 1), and t ∈ (0,∞).
2. Main results
Theorem 2.1. Let ∫ ∞
1
h−1/(λ(m−1)+1)(t)t1/(λ(m−1)+1)−1 dt <∞ (2.1)
and ∫ 1
0
rn−1q(r) dr =∞, (2.2)
where
q(r) = ρ(r)
ess inf
B1∩Bσr\Br/σ
fλ
ess sup
B1∩Bσr\Br/σ
fλ−1
for some real number σ > 1. If∫
B1
γ
(
1
f(x)
)
dx <∞, (2.3)
then any weak solution of (1.1) has a removable singularity at zero.
In the case of the Emden-Fowler nonlinearity, Theorem 2.1 implies the following
assertion.
Theorem 2.2. Let λ > 1 and∫ 1
0
rλ(m−n)+n−1z(r) dr =∞,
where
z(r) =
ess inf
B1∩Bσr\Br/σ
fλ
ess sup
B1∩Bσr\Br/σ
fλ−1
for some real number σ > 1. If∫
B1
f−1/(λ−1)(x) dx <∞,
then any weak solution of (1.3) has a removable singularity at zero.
Corollary 2.1 (H. Bresis and L. Ve´ron [2]). Let u ∈ C2(B1 \ {0}) be a solution
of (1.4), where
λ ≥
n
n− 2
, n ≥ 3. (2.4)
Then u ∈ C2(B1) and, moreover,
∆u = |u|λ sign u in B1. (2.5)
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Proof. By the Kato theorem [16], the function u+(x) = max{u(x), 0} is a weak
solution of the inequality
∆u+ ≥ u
λ
+ in B1 \ {0}.
Applying Theorem 2.2, we obtain that u is also a weak solution of the inequality
∆u+ ≥ u
λ
+ in B1.
Since the right-hand side of the last expression is non-negative, we have
ess sup
B1/2
u+ ≤ sup
∂B1/2
u+; (2.6)
therefore, u+ ∈ L∞(B1/2). To verify the validity of (2.6), it suffices to take
u+ε(x) =
∫
B1
ωε(x− y)u+(y) dy, ε > 0,
where
ωε(x) =
1
εn
w
(x
ε
)
, ε > 0,
are Steklov-Schwartz averaging kernels for some non-negative function ω ∈ C∞0 (B1)
such that ∫
B1
ω dx = 1.
It is obvious that u+ε ∈ C
∞(B1/2) and, moreover,
∆u+ε ≥ 0 in B1/2
for all ε ∈ (0, 1/2). Hence, using the maximum principle, we obtain
sup
B1/2
u+ε ≤ sup
∂B1/2
u+ε
for all ε ∈ (0, 1/2). In the limit as ε→ +0, this obviously yields (2.6).
Analogously, one can show that u−(x) = max{−u(x), 0} ∈ L∞(B1/2); therefore,
u ∈ L∞(B1/2). Further, putting
v(x) = −
1
(n− 2)|S1|
∫
B1
ϕ(y)|u(y)|λ sign u(y) dy
|x− y|n−2
,
where |S1| is a (n−1)-dimensional volume of the unit sphere in R
n and ϕ ∈ C∞0 (B1)
is some function equal to one on B1/2, we obtain u− v ∈ C
∞(B1/2) since u− v is a
bounded harmonic function in B1/2\{0}. The condition u ∈ C
2(B1\{0})∩L∞(B1/2)
implies that v ∈ C1(B1/2). Therefore, u belongs to C
2(B1 \ {0})∩C
1(B1/2). This,
in turn, implies that v ∈ C2(B1/2) and, accordingly, u ∈ C
2(B1). Consequently, u
satisfies equation (2.5) in the classical sense. 
Remark 2.1. Condition (2.4) also guarantees the removability of singularity at zero
for weak non-negative solutions of (1.5) since, in Theorem 2.2, it does not matter
what sign the Laplace operator faces. However, unlike (1.4), we can not argue that
these solutions belongs to C2(B1) even if (1.5) is understood in the classical sense.
In fact, if
λ >
n
n− 2
,
then (1.5) has a solution of the form
u(x) = c|x|−2/(λ−1),
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where c > 0 is some constant [3, Theorem 1.3]. The function u is a weak solution
of the equation
−∆u = |u|λ sign u in B1, (2.7)
but it does not satisfy (2.7) in the classical sense.
Theorems 2.1 and 2.2 are proved in Section 3. Now, let us demonstrate their
exactness.
Example 2.1. Consider the inequality
∆m/2u ≥ c|x|s|u|λ in B1 \ {0}, c = const > 0, (2.8)
where λ and s are real numbers and m is a positive even integer. By Theorem 2.2,
if
λ > 1 and s ≤ λ(n−m)− n, (2.9)
then any weak solution of (2.8) has a removable singularity at zero. For m = 2,
condition (2.9) coincides with the analogous condition given in [5, Example 6.1.1].
In turn, if m = 2, s = 0, and n ≥ 3, then (2.9) coincides with (2.4).
Let us examine the critical exponent s = λ(n − m) − n in the right-hand side
of (2.8). Namely, assume that u is a weak solution of the inequality
∆m/2u ≥ c|x|λ(n−m)−n logν
1
|x|
|u|λ in B1 \ {0}, c = const > 0, (2.10)
where λ and ν are real numbers and m is a positive even integer. By Theorem 2.2,
if
λ > 1 and ν ≥ −1, (2.11)
then u has a removable singularity at zero. For m = 2, condition (2.11) coincides
with the analogous condition obtained in [5, Example 6.1.2]
It can be seen that, in the case of λ ≤ 1, for any c, s, and ν there exist real
numbers k > 0 and l > 0 such that
u(x) = ek/|x|
l
(2.12)
is a weak solution of both (2.8) and (2.10) with an unremovable singularity at zero.
Therefore, the first inequality in (2.9) and (2.11) is exact.
Assume now that λ > 1 and ν < −1. Let us put
w0(r) = r
−n log−(ν+λ)/(λ−1)
1
r
and
wi(r) =
1
n− 2
∫ 1
r
((
ζ
r
)n−2
− 1
)
ζwi−1(ζ) dζ, i = 1, . . . , m/2.
It is obvious that
∆wi(|x|) = wi−1(|x|) in B1 \ {0}, i = 1, . . . , m/2.
In the case of m < n, for any 1 ≤ i ≤ m/2 we also have
wi(r) ∼ r
2i−n log−(1+ν)/(λ−1)
1
r
as r → +0,
or in other words,
c1r
2i−n log−(1+ν)/(λ−1)
1
r
≤ wi(r) ≤ c2r
2i−n log−(1+ν)/(λ−1)
1
r
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with some constants c1 > 0 and c2 > 0 for all r > 0 in a neighborhood of zero.
Hence, for any c > 0 there are real numbers ε > 0 and δ > 0 such that the function
u(x) = εwm/2(δ|x|) (2.13)
is a weak solution of (2.10) with an unremovable singularity at zero. Thus, the
second inequality in (2.11) is exact for all m < n. Since solutions of (2.10) are also
solutions of (2.8) for any s > λ(n − m) − n, we have simultaneously showed the
exactness of the second inequality in (2.9).
Example 2.2. We examine the critical exponent λ = 1 in the right-hand side
of (2.8). Consider the inequality
∆m/2u ≥ c|x|s|u| logν(e + |u|) in B1 \ {0}, c = const > 0, (2.14)
where ν and s are real numbers and m ≤ n is a positive even integer.
By Theorem 2.1, if
ν > m and s ≤ −m, (2.15)
then any weak solution of (2.14) has a removable singularity at zero. In fact, for
any δ ∈ (0, 1) there exists κ ∈ (0,∞) such that
log(e + ετ) ≥ κεδ log(e+ τ) (2.16)
for all ε ∈ (0, 1) and τ ∈ (0,∞). To establish the validity of the last inequality, we
assume the converse. Then there are a sequences or real numbers εi ∈ (0, 1) and
τi ∈ (0,∞) such that
log(e+ εiτi) <
εδi
i
log(e+ τi), i = 1, 2, . . . . (2.17)
It is clear that εiτi → ∞ as i → ∞; otherwise there are subsequences εij and τij
such that τij ≤ β/εij with some constant β > 0 for all j = 1, 2, . . .. Hence, taking
into account (2.17), we arrive at a contradiction. In particular, one can assert that
τi →∞ as i→∞; therefore, (2.17) implies the inequality
log εi + log τi <
2εδi
i
log τi
for all sufficiently large i, whence it follows that
log τi <
1
1− 2εδi/i
log
1
εi
for all sufficiently large i. Thus,
log(εiτi) <
2εδi/i
1− 2εδi/i
log
1
εi
→ 0 as i→∞
and we again arrive at a condition.
From (2.16), it follows that
log(e+ εrm−nt) ≥ κεδ log(e+ rm−nt) ≥ κεδ log(e + t)
for all ε ∈ (0, 1), r ∈ (0, 1), and t ∈ (0,∞). Therefore, taking
g(ζ) = ζ logν(e+ ζ),
we obtain (1.6) with
λ = 1 + δν, ρ(r) = κνrm−n, and h(t) = t logν(e+ t).
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To complete our arguments, it is sufficient to note that (2.15) guarantees the
validity of conditions (2.1), (2.2), and (2.3) if δ is small enough.
We also note that both inequalities in (2.15) are exact. In fact, if ν ≤ m, then
for any c and s there exist real numbers k > 0 and l > 0 such that
u(x) = ee
k/|x|l
is a weak solution of (2.14) with an unremovable singularity at zero. In turn, if
ν > m and s > −m, then for any c > 0 there exists a real number k > 0 such that
the function
u(x) = ek|x|
(s+m)/(m−ν)
is a weak solution of (2.14) with an unremovable singularity at zero.
Example 2.3. Consider the inequality
∆m/2u ≥ c|x|λ(n−m)−n|u|λ logν(e+ |u|) in B1 \ {0}, c = const > 0, (2.18)
where λ and ν are real numbers and m < n is a positive even integer.
We are interested in the case of λ > 1. By Theorem 2.1, if
ν ≥ −1, (2.19)
then any weak solution of (2.18) has a removable singularity at zero. Indeed, let
condition (2.19) be valid. Without loss of generality, it can be assumed that ν < 0;
otherwise we replace ν by −1. After this replacement, inequality (2.18) obviously
remains valid.
We have
log(e+ ab) ≤ log(e + a2) log(e+ b2)
for all real numbers a > 0 and b > 0. This allows us to assert that
log(e+ εrm−nt) ≤ log(e+ rm−nt) ≤ log(e+ r2(m−n)) log(e+ t2)
for all ε ∈ (0, 1), r ∈ (0, 1), and t ∈ (0,∞). Therefore, taking
g(ζ) = ζλ logν(e + ζ),
we obtain (1.6) with
ρ(r) = rλ(m−n) logν(e + r2(m−n)) and h(t) = tλ logν(e+ t2).
In so doing, it can be verified that (2.1), (2.2), and (2.3) hold.
Inequality (2.19) is exact for all m < n. In fact, if ν < −1, then for any λ > 1
and c > 0 there exist ε > 0 and δ > 0 such that the function u defined by (2.13) is
a weak solution of (2.18) with an unremovable singularity at zero.
Example 2.4. Consider the first-order differential inequality
−
n∑
i=1
∂
∂xi
(
xi
|x|
u
)
≥ c|x|s|u|λ, in B1 \ {0}, c = const > 0, (2.20)
where λ and s are real numbers. By Theorem 2.2, if
λ > 1 and s ≤ λ(n− 1)− n, (2.21)
then any weak solution of (2.20) has a removable singularity at zero. In can easily
be seen that condition (2.21) is exact. Indeed, if λ ≤ 1, then for any real numbers
c and s there exist a weak solution of (2.20) with an unremovable singularity at
zero. As such a solution, we can take the function u defined by (2.12), where k > 0
8 A.A. KON’KOV AND A.E. SHISHKOV
and l > 0 are sufficiently large real numbers. At the same time, if λ > 1 and
s > λ(n− 1)− n, then for any c > 0 there exists ε > 0 such that
u(x) = ε|x|−(s+1)/(λ−1)
is a weak solution of (2.20) with an unremovable singularity at zero.
3. Proof of Theorems 2.1 and 2.2
In this section, we assume that u is a weak solution of inequality (1.1). Let us
denote τ = σ1/2 and
E(r) =
∫
B1/2\Br
f(x)g(|u|) dx, 0 < r < 1/2.
If E(r) = 0 for all r ∈ (0, 1/2), then u = 0 almost everywhere in B1/2. In this case,
u obviously has a removable singularity at zero. Therefore, we can assume without
loss of generality that E(r0) > 0 for some r0 ∈ (0, 1/2). By definition, put
ri = inf{r ∈ (ri−1/τ, ri−1) : E(r) ≤ 2E(ri−1)}, i = 1, 2, . . . .
It does not present any particular problem to verify that ri → 0 as i→∞.
In all estimates given below, by C and k we mean omnifarious positive constants
independent of i and j.
Lemma 3.1. For any integer i ≥ 0 the estimate∫
B1\B1/2
|u| dx+
1
(ri − ri+1)m
∫
Bri\Bri+1
|u| dx ≥ C
∫
B1/2\Bri
f(x)g(|u|) dx (3.1)
is valid.
Proof. It is sufficient to take
ϕ(x) = ψ
(
|x| − ri+1
ri − ri+1
)
ψ(2(1− |x|))
as a test function in (1.2), where ψ ∈ C∞(R) is a non-negative function such that
ψ|(−∞,0] = 0 and ψ|[1,∞) = 1.

Lemma 3.2. Let
1
(rij − rij+1)
m
∫
Brij
\Brij+1
|u| dx→ 0 as j →∞
for some sequence of positive integers {ij}
∞
j=1. Then u has a removable singularity
at zero.
Proof. Applying the Fenchel-Young inequality, we obtain∫
B1/2
|u| dx ≤
∫
B1/2
f(x)g(|u|) dx+
∫
B1/2
f(x)g∗
(
1
f(x)
)
dx.
In so doing, ∫
B1/2
f(x)g(|u|) dx <∞
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according to Lemma 3.1 and∫
B1
f(x)g∗
(
1
f(x)
)
dx =
∫
B1
γ
(
1
f(x)
)
dx <∞
according to condition (2.3). Therefore, one can assert that∫
B1/2
|u| dx <∞.
Let ψ be the function defined in the proof of Lemma 3.1 and ϕ ∈ C∞0 (B1) an
arbitrary non-negative function. Put
ϕj(x) = ψj(x)ϕ(x),
where
ψj(x) = ψ
(
|x| − rij+1
rij − rij+1
)
, j = 1, 2, . . . .
We obviously have∫
B1
∑
|α|=m
(−1)maα(x, u)∂
αϕj dx ≥
∫
B1
f(x)g(|u|)ϕj dx, j = 1, 2, . . . . (3.2)
From Lebesgue’s bounded convergence theorem, it follows that∫
B1
f(x)g(|u|)ϕj dx→
∫
B1
f(x)g(|u|)ϕdx as j →∞
and∫
B1
∑
|α|=m
(−1)maα(x, u)ψj∂
αϕdx→
∫
B1
∑
|α|=m
(−1)maα(x, u)∂
αϕdx as j →∞.
Since ∣∣∣∣∣∣
∫
B1
∑
|α|=m
(−1)maα(x, u)∂
αϕj dx−
∫
B1
∑
|α|=m
(−1)maα(x, u)ψj∂
αϕdx
∣∣∣∣∣∣
≤
C
(rij − rij+1)
m
∫
Brij
\Brij+1
|u| dx→ 0 as j →∞,
we also obtain∫
B1
∑
|α|=m
(−1)maα(x, u)∂
αϕj dx→
∫
B1
∑
|α|=m
(−1)maα(x, u)∂
αϕdx as j →∞.
Thus, (3.2) implies (1.2). The proof is completed. 
Lemma 3.3. Let
lim inf
i→∞
1
(ri − ri+1)m
∫
Bri\Bri+1
|u| dx > 0, (3.3)
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then
E(ri+1)−E(ri) ≥ C(ri − ri+1)
λ(m−1)+1r
−λ(m−1)+n−1
i sup
(ri+1/τ,riτ)
ρ
×
ess inf
Bri\Bri+1
fλ
ess sup
Bri\Bri+1
fλ−1
h(kE(ri+1)) (3.4)
for all sufficiently large i.
Proof. In view of (3.3), Lemma 3.1 allows us to assert that∫
Bri\Bri+1
|u| dx ≥ C(ri − ri+1)
mE(ri) (3.5)
for all sufficiently large i. In so doing, we admit that the constant C > 0 in the
last expression can depend on the limit in the left-hand side of (3.3) and on the
first summand in the left-hand side of (3.1). For us, it is only important that this
constant does not depend on i.
Since ∫
Bri\Bri+1
f(x)|u| dx ≥ ess inf
Bri\Bri+1
f
∫
Bri\Bri+1
|u| dx,
inequality (3.5) implies the estimate∫
Bri\Bri+1
f(x)|u| dx ≥ C(ri − ri+1)
m ess inf
Bri\Bri+1
fE(ri),
whence it follows that
g
(∫
Bri\Bri+1
f(x)|u| dx∫
Bri\Bri+1
f(x) dx
)
≥ g

C(ri − ri+1)
m ess inf
Bri\Bri+1
f∫
Bri\Bri+1
f(x) dx
E(ri)

 (3.6)
for all sufficiently large i.
Let i be a positive integer for which (3.6) is valid. We take r ∈ (ri+1/τ, riτ)
satisfying the condition
ρ(r) ≥
1
2
sup
(ri+1/τ,riτ)
ρ.
Since g is a convex function, we have∫
Bri\Bri+1
f(x)g(|u|) dx∫
Bri\Bri+1
f(x) dx
≥ g
(∫
Bri\Bri+1
f(x)|u| dx∫
Bri\Bri+1
f(x) dx
)
. (3.7)
At the same time, it can be seen that∫
Bri\Bri+1
f(x) dx ≥ (rni − r
n
i+1)|B1| ess inf
Bri\Bri+1
f > (ri − ri+1)r
n−1
i+1 |B1| ess inf
Bri\Bri+1
f,
where |B1| is the volume of the unit ball in R
n; therefore, taking into account the
inequalities ri − ri+1 < σr and r < σri+1, we obtain
(ri − ri+1)
m ess inf
Bri\Bri+1
f∫
Bri\Bri+1
f(x) dx
<
(ri − ri+1)
m−1
rn−1i+1 |B1|
<
σm+n−2rm−n
|B1|
.
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Thus, using condition (1.6) with
ε =
(ri − ri+1)
m|B1| ess inf
Bri\Bri+1
f
σm+n−2rm−n
∫
Bri\Bri+1
f(x) dx
,
we can estimate the right-hand side of (3.6) as follows:
g

C(ri − ri+1)
m ess inf
Bri\Bri+1
f∫
Bri\Bri+1
f(x) dx
E(ri)

 ≥ ελρ(r)h(Cσm+n−2
|B1|
E(ri)
)
.
Combining this with (3.6) and (3.7), one can conclude that
∫
Bri\Bri+1
f(x)g(|u|) dx ≥
C(ri − ri+1)
λmrλ(n−m)ρ(r) ess inf
Bri\Bri+1
fλ
(∫
Bri\Bri+1
f(x) dx
)λ−1
× h
(
Cσm+n−2
|B1|
E(ri)
)
,
whence due to the inequalities ri/σ < r < riτ , 2E(ri) ≥ E(ri+1), and∫
Bri\Bri+1
f(x) dx ≤ (ri − ri+1)r
n−1
i |B1| ess sup
Bri\Bri+1
f
we immediately arrive at (3.4). 
From now on, we denote
ζj = τ
−jr0, j = 1, 2, . . . .
Lemma 3.4. Let (3.3) hold, then there exists a positive integer j0 such that for all
j > j0 at least one of the following two estimates is valid:
∫ E(ζj+2)
E(ζj−1)
dζ
h(kζ)
≥ Cζnj sup
(ζj+1,ζj)
ρ
ess inf
Bζj−1\Bζj+2
fλ
ess sup
Bζj−1\Bζj+2
fλ−1
, (3.8)
∫ E(ζj+2)
E(ζj−1)
h−1/(λ(m−1)+1)(kζ)ζ1/(λ(m−1)+1)−1 dζ
≥ C

ζnj sup
(ζj+1,ζj)
ρ
ess inf
Bζj−1\Bζj+2
fλ
ess sup
Bζj−1\Bζj+2
fλ−1


1/(λ(m−1)+1)
. (3.9)
Proof. We take j0 such that (3.4) is valid for all i satisfying the condition ri ≤ ζj0.
In view of Lemma 3.3, such a j0 obviously exists. Assume further that j > j0
is some integer. By Ξ we denote the set of non-negative integers i for which
(ζj+1, ζj) ∩ (ri+1, ri) 6= ∅.
At first, let there be i ∈ Ξ such that ri = τri+1. According to (3.4), we have
E(ri+1)−E(ri)
h(kE(ri+1))
≥ Crni sup
(ri+1/τ,riτ)
ρ
ess inf
Bri\Bri+1
fλ
ess sup
Bri\Bri+1
fλ−1
.
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Thus, to verify the validity of (3.8), it suffices to use the inequalities∫ E(ζj+2)
E(ζj−1)
dζ
h(kζ)
≥
∫ E(ri+1)
E(ri)
dζ
h(kζ)
≥
E(ri+1)−E(ri)
h(kE(ri+1))
,
sup
(ri+1/τ,riτ)
ρ ≥ sup
(ζj+1,ζj)
ρ, (3.10)
and
ess inf
Bri\Bri+1
fλ
ess sup
Bri\Bri+1
fλ−1
≥
ess inf
Bζj−1\Bζj+2
fλ
ess sup
Bζj−1\Bζj+2
fλ−1
(3.11)
arising from the inclusions (ri+1, ri) ⊂ (ζj+2, ζj−1) and (ζj+1, ζj) ⊂ (ri+1/τ, riτ).
Now, let ri < τri+1 for all i ∈ Ξ. In this case, we have E(ri+1) = 2E(ri) for any
i ∈ Ξ. Hence, (3.4) implies the estimate(
E(ri+1)
h(kE(ri+1))
)1/(λ(m−1)+1)
≥ C(ri − ri+1)
×

r−λ(m−1)+n−1i sup
(ri+1/τ,riτ)
ρ
ess inf
Bri\Bri+1
fλ
ess sup
Bri\Bri+1
fλ−1


1/(λ(m−1)+1)
for all i ∈ Ξ from which, taking into account (3.10) and (3.11) and the inequalities∫ E(ri+1)
E(ri)
h−1/(λ(m−1)+1)(kζ)ζ1/(λ(m−1)+1)−1 dζ ≥ C
(
E(ri+1)
h(kE(ri+1))
)1/(λ(m−1)+1)
and ζj/τ < ri < ζjτ , we obtain∫ E(ri+1)
E(ri)
h−1/(λ(m−1)+1)(kζ)ζ1/(λ(m−1)+1)−1 dζ ≥ C(ri − ri+1)
×

ζ−λ(m−1)+n−1j sup
(ζj+1,ζj)
ρ
ess inf
Bζj−1\Bζj+2
fλ
ess sup
Bζj−1\Bζj+2
fλ−1


1/(λ(m−1)+1)
(3.12)
for all i ∈ Ξ. It is easy to see that∫ E(ζj+2)
E(ζj−1)
h−1/(λ(m−1)+1)(kζ)ζ1/(λ(m−1)+1)−1 dζ
≥
∑
i∈Ξ
∫ E(ri+1)
E(ri)
h−1/(λ(m−1)+1)(kζ)ζ1/(λ(m−1)+1)−1 dζ
and ∑
i∈Ξ
(ri − ri+1) ≥ ζj − ζj+1 =
(
1−
1
τ
)
ζj.
Thus, summing (3.12) over all i ∈ Ξ we derive (3.9). 
We also need the following known result proved in [17, Lemma 2.3].
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Lemma 3.5. Let ϕ : (0,∞) → (0,∞) and ψ : (0,∞) → (0,∞) be measurable
functions such that
ϕ(ζ) ≤ ess inf
(ζ/θ,θζ)
ψ
with some real number θ > 1 for almost all ζ ∈ (0,∞). Also assume that 0 < µ ≤ 1,
M1 > 0, M2 > 0, and ν > 1 are some real numbers with M2 ≥ νM1. Then(∫ M2
M1
ϕ−µ(ζ)ζµ−1 dζ
)1/µ
≥ K
∫ M2
M1
dζ
ψ(ζ)
,
where the constant K > 0 depends only on µ, ν, and θ.
Is is easy to see that (2.1) implies the inequality∫ ∞
1
h−1/(λ(m−1)+1)(kζ)ζ1/(λ(m−1)+1)−1 dζ <∞ (3.13)
for any real number k > 0. To verify this, it is enough to make the change of
variable t = kζ in the left-hand side of (2.1). In turn, (3.13) implies that∫ ∞
1
dζ
h(kζ)
<∞ (3.14)
for any real number k > 0. To show the validity of (3.14), it suffices to take
µ = 1/(λ(m− 1) + 1), θ = 2, ψ(ζ) = h(kζ), and ϕ(ζ) = h(kζ/2) in Lemma 3.5.
Proof of Theorem 2.1. Assume the converse. Let u has an unremovable singular-
ity at zero. In this case, in view of Lemma 3.2, relation (3.3) holds. Thus, by
Lemma 3.4, there exists a positive integer j0 such that for all j > j0 at list one
of inequalities (3.8), (3.9) is valid. We denote by Ξ1 the set of integers j > j0 for
which (3.8) is valid. Also let Ξ2 be the set of all the other integers j > j0.
Since
ζnj sup
(ζj+1,ζj)
ρ
ess inf
Bζj−1\Bζj+2
fλ
ess sup
Bζj−1\Bζj+2
fλ−1
≥
∫ ζj
ζj+1
rn−1q(r) dr (3.15)
for any j > j0, summing (3.8) over all j ∈ Ξ1, we have∫ ∞
E(ζj0 )
dζ
h(kζ)
≥ C
∑
j∈Ξ1
∫ ζj
ζj+1
rn−1q(r) dr. (3.16)
At the same time, summing (3.9) over all j ∈ Ξ2, one can conclude that∫ ∞
E(ζj0 )
h−1/(λ(m−1)+1)(kζ)ζ1/(λ(m−1)+1)−1 dζ
≥ C
∑
l∈Ξ2

ζnj sup
(ζl+1,ζj)
ρ
ess inf
Bζj−1\Bζj+2
fλ
ess sup
Bζj−1\Bζj+2
fλ−1


1/(λ(m−1)+1)
,
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whence in accordance with (3.15) and the inequality
∑
j∈Ξ2

ζnj sup
(ζj+1,ζj)
ρ
ess inf
Bζj−1\Bζj+2
fλ
ess sup
Bζj−1\Bζj+2
fλ−1


1/(λ(m−1)+1)
≥

∑
j∈Ξ2
ζnj sup
(ζj+1,ζj)
ρ
ess inf
Bζj−1\Bζj+2
fλ
ess sup
Bζj−1\Bζj+2
fλ−1


1/(λ(m−1)+1)
it follows that(∫ ∞
E(ζj0 )
h−1/(λ(m−1)+1)(kζ)ζ1/(λ(m−1)+1)−1 dζ
)λ(m−1)+1
≥ C
∑
j∈Ξ2
∫ ζj
ζj+1
rn−1q(r) dr.
Thus, summing the last estimate with (3.16), we obtain
∫ ∞
E(ζj0 )
dζ
h(kζ)
+
(∫ ∞
E(ζj0 )
h−1/(λ(m−1)+1)(kζ)ζ1/(λ(m−1)+1)−1 dζ
)λ(m−1)+1
≥ C
∫ ζj0
0
rn−1q(r) dr.
In view of (3.13) and (3.14), this contradicts (2.2). 
Proof of Theorem 2.2. We take h(t) = tλ, ρ(r) = rλ(m−n), and q(r) = rλ(m−n)z(r)
in Theorem 2.1. 
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