In strong gravitational lens systems, the light bending is usually dominated by one main galaxy, but may be affected by other mass along the line of sight (LOS). Shear and convergence can be used to approximate the contributions from objects projected far from the lens, but higher-order effects need to be included for objects that are closer. We develop a framework for multi-plane lensing that can handle an arbitrary combination of planes treated with shear and convergence and planes treated exactly (i.e., including higher-order terms). This framework addresses all of the traditional lensing observables including image positions, fluxes, and time delays to facilitate lens modeling that includes LOS effects. It balances accuracy (accounting for higherorder terms when necessary) with efficiency (compressing all other LOS effects into a set of matrices that can be calculated up front and cached for lens modeling). We identify a generalized multi-plane mass sheet degeneracy, in which the effective shear and convergence are sums over the lensing planes with specific, redshift-dependent weighting factors.
INTRODUCTION
In galaxy-scale strong gravitational lens systems there is often a single galaxy that dominates the lens potential. A few systems are compound lenses having two or three lens galaxies within the Einstein radius (e.g., Koopmans & Fassnacht, 1999; Rusin et al., 2001; Winn et al., 2003) , and many more have significant contributions from a group or cluster environment (e.g., Young et al., 1981; Kundic et al., 1997; Fischer et al., 1998; Tonry, 1998; Tonry & Kochanek, 1999; Keeton et al., 2000; Kneib et al., 2000; Fassnacht et al., 2006; Momcheva et al., 2006) . In both cases, the light bending effectively occurs in a single lens plane. If there are any massive objects along the line of sight (like massive galaxies, galaxy groups, or cosmic structure), however, the additional lens planes may affect the light rays in ways that cannot be ignored.
A dramatic example occurs when two massive galaxies are at different redshifts but lie close enough in projection to both act as strong lenses. This "two-screen lensing" can produce new lensing phenomena that have been studied in detail theoretically (Kochanek & Apostolakis, 1988; Erdl & Schneider, 1993; Petters & Wicklin, 1995; Möller & Blain, 2001; Werner et al., 2008; Rhie & Bennett, 2009 ). The effect is rare because it requires close alignment; it has been identified in two of the few hundred known galaxy-scale lens systems (Chae et al., 2001; Gavazzi et al., 2008; Sonnenfeld et al., 2012) .
It is more common to have many massive objects projected farther from the main lens (e.g., Tonry & Kochanek, 2000) , producing an accumulation of "small" perturbations, i.e., weak lenses, that need to be included. To study this scenario, one approach is to write down the full multi-plane lens equation (e.g., Blandford & Narayan, 1986; Kovner, 1987; Schneider et al., 1992; Petters et al., 2001 ) and then perform ray-tracing simulations through appropriate three-dimensional mass distributions (e.g., Refsdal, 1970; Schneider & Weiss, 1988a,b; Jaroszynski, 1989 Jaroszynski, , 1991 Jaroszynski, , 1992 Rauch, 1991; Lee et al., 1997; Premadi et al., 1998; Wambsganss et al., 1998 Wambsganss et al., , 2005 Hilbert et al., 2007 Hilbert et al., , 2009 ; Collett et al., 2013; Petkova et al., 2013 ). An alternate approach is to derive analytic expressions for the statistics of lensing perturbations in terms of the statistical distribution of galaxies and large-scale structure (e.g., Seljak, 1994 ; Bar-Kana, 1996; Keeton et al., 1997) . This approach is similar to the one employed by cosmic shear studies (e.g., Munshi et al., 2008) . A third approach is to examine multi-plane lensing from the viewpoint of formal mathematics (Levine & Petters, 1993; Kayser & Schramm, 1993; Petters, 1995a,b; Petters et al., 2001) .
Each approach has strengths and limitations, which become especially important if we want to account for specific, observed line-of-sight (LOS) structures in models of real lens systems. Formal mathematical studies yield rigorous results, but are typically limited to general issues such as bounds on the number of images, counting rules for different types of lensed images, and classifications of caustic geometry.
The full multi-plane lens equation properly captures the redshift dependencies and the non-linear couplings between redshift planes, but it can be computationally impractical. There may be hundreds of objects projected close enough to a lens to affect the light rays (e.g., Momcheva et al., 2006; Williams et al., 2006; Wong et al., 2011) , making it expensive to evaluate the lens equation even once, let alone the enormous number of times required in careful lens modeling.
As an alternative, one could make the approximation that each LOS galaxy acts as a small perturbation (weak lens), contributing only convergence and shear to the lensing potential. Cosmic shear studies employ this weak lensing approximation and integrate over the matter along the LOS, but those calculations are statistical, limiting their applicability to specific observed beams, and they neglect higher-order effects beyond shear. Convergence is usually omitted from lens models because of the mass sheet degeneracy, which can lead to biases in derived physical and cosmological parameters. When convergence is included, that is typically done in post-processing (e.g., Fadely et al., 2010; Nakajima et al., 2009; Suyu et al., 2010 Suyu et al., , 2013 Collett et al., 2013) . Shear is often included in the fit, but usually under the assumption that it originates in the main lens plane. That widely-used approach neglects higher-order effects beyond shear, which may be significant for objects sufficiently close to the optical axis, and it also neglects non-linear effects that arise from having mass in multiple planes (see Jaroszynski & Kostrzewa-Rutkowska, 2012) . To account for higher-order effects, some lens models feature a hybrid methodology in which galaxies near the lens are modeled explicitly while galaxies farther away are treated with an additional shear (e.g., Morgan et al., 2004; Kochanek et al., 2006; Vuissoz et al., 2008; Fadely & Keeton, 2012) . Even in those cases, the galaxies have typically been placed in the lens plane, neglecting any additional redshift effects.
In this paper we present a framework for multi-plane lensing that consolidates the various approaches above. Our approach can handle an arbitrary collection of "main" planes (strong lenses) that are treated exactly and planes that are approximated with shear and convergence (weak lenses), at any location along the line of sight. After reviewing the setup ( §2), we analyze the lens equation and magnification tensor ( §3) and time delays ( §4) in the multi-plane context. We then examine a multi-plane version of the gauge symmetry known as the mass sheet degeneracy ( §5). Our multi-plane framework provides a general way to quantify LOS effects for observed lens systems (Wong et al. 2011; McCully et al., in prep.) .
SETUP
Our discussion of multi-plane gravitational lensing follows Chapter 9 of the book by Schneider et al. (1992) and Section 6.4 of the book by Petters et al. (2001) , which in turn draw on papers by Blandford & Narayan (1986) and Kovner (1987) . In particular, our analysis of LOS shear in §3.1 is equivalent to the discussion of the generalized quadrupole lens in Section 9.3 of Schneider et al. (1992) .
Definitions
Consider N galaxies with redshifts zi, indexed by increasing redshift so z1 ≤ z2 ≤ . . . ≤ zN < zs. (It is fine to have more than one galaxy at a given redshift.) The source is in plane N + 1, which is labeled with the index s. Let Di and Dis be the angular diameter distances from the observer to galaxy i and from galaxy i to the source (respectively). For i < j let Dij be the angular diameter distance from galaxy i to galaxy j.
Let galaxy i have lensing potential φi(xi) and surface mass density Σi(xi). We write xi to emphasize that the lensing properties are naturally expressed using coordinates xi in plane i. The lensing potential and surface mass density are related by the Poisson equation
where the critical surface density for lensing for plane i is
The deflection angle from galaxy i is then
We emphasize that αi is the deflection angle due to galaxy i and is a function of image position in plane i. The position of the light ray in plane i will depend on how the light has already been bent by other galaxies, but that modification is explicitly built into the multi-plane lens equation (see below). It is useful to introduce the matrix of second derivatives,
where we define the convergence (κ) and shear (γ) components from galaxy i:
We refer to Γi as the shear tensor for simplicity, although it contains convergence as well. Note that the convergence can be obtained from the trace of Γ, while the shear components are given by the traceless, symmetric part of Γ. If a galaxy lies far from the center of the main lens galaxy (in projection) we can Taylor expand the lens potential about the center of the main galaxy as
where a, b, c are vector component indices and we have adopted the Einstein notation of summing over repeated indices. F is the flexion tensor of third-derivatives defined by
The φ(0) term is the zeropoint of the potential, which is unobservable. The α(0) term corresponds to a uniform deflection that is degenerate with a translation of the source plane coordinates. Thus, the first significant term is the second-order one. If we can neglect higher-order terms and truncate the expansion at second order, we have
This defines the shear approximation, which we employ for all planes in which the perturber is projected sufficiently far away from the center of the main lensing galaxy. (We quantify the accuracy of the shear approximation in a forthcoming paper; McCully et al. in prep.) In the remainder of the paper we drop (0) for simplicity. We refer to planes that employ the shear approximation as "shear planes," and planes that are treated exactly as "main planes." For illustration, the lensing potential of a point mass is given by
where RE is the Einstein radius of the perturber, x is the image position in the redshift plane of the perturber, and rp is the position of the perturber. If we let |x| = x, |rp| = rp, and θ be the angle between the perturber and the image position as measured from the origin, then we can rewrite the potential using the law of cosines as
If we assume the projected offset of the perturber is large compared to the image positions (rp ≫ x), then we can expand the logarithm as
We see that a point mass has
Multi-plane lensing
The lens equation is constructed by working "backwards" from the observer, through the lens planes one by one, until we reach the source. If xj is the position in plane j, we have (see eq. 9.7a of Schneider et al. 1992 , and eq. 6.29 of Petters et al. 2001 )
where βij = Dij Ds Dj Dis .
Notice that the lens equation for plane j depends on all planes in front of j (i < j), so this amounts to a recursion relation that we can use to start with angular coordinates on the observer's sky (x1) and work our way up in redshift until we reach the source plane (xs = xN+1). The recursive sums mean there are non-linear couplings among the lens planes. (Hilbert et al. e.g., 2009; Seitz & Schneider e.g., 1994 write the recursion relation in a different form, but we find eq. (16) to be useful.) The Jacobian matrix for the mapping between the coordinates on the sky and the coordinates in plane j is
where I is the 2×2 identity matrix. The lensing magnification tensor is the inverse of the Jacobian matrix for the source plane:
s . The non-linear couplings among planes enter here: the full expression for As includes terms involving products of different numbers of shear tensors.
The general form for the multi-plane time delay is (see eq. 6.22 of Petters et al. 2001 )
where
is a distance combination with dimensions of time. We can omit the redshift dependence if we measure the D's as comoving rather than angular diameter distances. Throughout the derivation we use the following identities from the definitions of βij and τij (see Section 6.4.1 in Petters et al. 2001) :
Also, to simplify the notation we define versions of β and τ with a single subscript as
LENS EQUATION AND MAGNIFICATION TENSOR
In this section we work with the multi-plane lens equation and magnification tensor. We start by using the shear approximation for all planes other than the plane containing the main lens galaxy. We then generalize to arbitrary combinations of shear and main planes.
One "main" plane
Suppose there is a single "main" lens plane (i = ℓ) and all other galaxies can be treated with the shear approximation as illustrated in Figure 1 . (This case has been studied previously by Kovner 1987 and Schneider et al. 1992 .) Using eq. (10), we can write the recursion relations for the position and Jacobian matrix as
We separate the terms with i = ℓ and write α ℓ and Γ ℓ explicitly because we do not use the shear approximation for the main plane.
2 6 Figure 1 . Schematic diagram of multi-plane lensing (not to scale). The light bending is dominated by a single main plane (ℓ = 5) but affected by additional shear planes in the foreground and background of the main plane. Here the source is in plane s = 9, but the framework can handle an arbitrary number of planes.
It is interesting to consider the position x ′ j and Jacobian matrix Bj that we would get if we were to omit the main plane. These quantities must be used with care because they do not include contributions from the main plane (which will be added back in later), but they will prove to be valuable. These modified quantities have the form
In the foreground of the main lens plane (j ≤ ℓ), we clearly have x ′ j = xj and Bj = Aj because the trajectory has not yet been affected by the main plane. (Recall that we trace a light ray backwards from the observer.) The situation is different, however, in the background of the main lens plane (j > ℓ). Taking the difference between eqs. (26) and (28), we have
Notice that the sum now includes only terms with i > ℓ, because Ai − Bi = 0 for i ≤ ℓ. Now if we multiply through by (−Γ ℓ B ℓ ) −1 from the right and use the fact that A ℓ = B ℓ , we obtain
Equation (31) is a recursion relation for C ℓj that involves only LOS effects, specifically only planes in between the main plane and plane j. In other words, C ℓj is independent of the main lens. There is, of course, a dependence on the main lens in converting between C ℓj and Aj:
The matrices Bj and C ℓj turn out to have an additional use when we consider the positions. Returning to eqs. (26) and (27) and writing out terms, we find that in the shear approximation we have the simple relation
for all j. In the foreground (j ≤ ℓ) we of course have xj = x ′ j . In the background (j > ℓ), the positions xj and x ′ j are different, and in fact we have
Note that the deflection depends on the position in the main lens plane x ℓ , not the observed sky plane x1. This leads to nonlinear effects that cannot be mimicked by an external shear and will be important for the multi-plane mass sheet degeneracy (see §5).
To summarize, in the case of a single main plane plus a collection of planes that can be treated with the shear approximation, we can separate the full multi-plane lensing analysis into pieces that depend only on the LOS (B ℓ , Bs, and C ℓs ) and pieces that depend on the main lens plane (α ℓ and Γ ℓ , both of which are evaluated at the position x ℓ = B ℓ x1). We can combine the pieces into the lens equation and Jacobian matrix as follows:
Figure 2. Similar to Figure 1 , but showing a case with two main planes (ℓ 1 = 2 and ℓ 2 = 5).
This represents a complete description of the multi-plane lensing in this scenario; there are no approximations involved in the treatment of multi-plane lensing itself. The only approximation used here is the shear approximation for the perturbing galaxies. Note that B ℓ is inside the argument of the deflection for the main lens galaxy. The multi-plane lens equation (35) is identical to the quadrupole lens equation in Schneider et al. (1992) and equivalent to the results from Kovner (1987) and Bar-Kana (1996) . With a suitable change of variables it can be made equivalent to standard single-plane lens equation (Bar-Kana, 1996; Schneider, 1997; Keeton, 2003) . Such a simplification may be useful for theoretical calculations, but strictly speaking it does not apply to lens modeling because the coordinate transformation is not known, and modeling should be done using observed coordinates. This form of the multi-plane lens equation was used by Wong et al. (2011) to quantify shear for a sample of observed lenses. The key advance in our new framework is the extension to an arbitrary combination of main and shear planes ( §3.3) and then to time delays ( §4).
Small-shear limit
It is instructive to consider the preceding analysis in the limit where all the LOS shears are small. If we make Taylor series expansions and work to linear order in the LOS shears, we obtain
are simple sums of the foreground and background shear tensors (with uniform weighting), whilẽ
are sums where the different planes have different weight factors β iℓ = 1 and β ℓi = 1. The different weight factors between Γ andΓ will be important for the discussion of the mass sheet degeneracy ( §5). Note that Wong et al. (2011) used Γtot to characterize environmental effects for observed lenses. The sums above are discretized versions of the integrals used in cosmic shear calculations (e.g., Munshi et al., 2008) .
Multiple "main" planes
We now extend the framework to allow arbitrary combinations of main planes (which are given full treatment) and shear planes, illustrated in Figure 2 . We do not make any particular assumptions about how the planes are distributed in redshift; there may be 0, 1, or many shear planes in between any two main planes. As noted above, more than one galaxy may be at a given redshift. Our notation is as follows: Roman letters (i, j) are used to sequentially index all planes (both main and shear). Greek letters (µ, ν) are used to sequentially index main planes only. Also, ℓµ denotes the Roman index of the main plane µ; in other words, {ℓ1, ℓ2, ..., ℓµ, ...} are the indices of the main planes. The source plane counts as a main plane, but with index s = N + 1.
To set the stage, let us re-examine the multi-plane lens equations for the case in which all planes are main (eqs. (35) there is distortion from all the shear planes, which is characterized by the matrix Bs.
The terms in the sums represent the combined contributions from the main plane(s) in the foreground of the plane being evaluated. In eq. (16) the light ray experiences no distortions in between planes, so the connecting factor is just a scalar (βij ) that encodes the relative distances between planes i and j. In eq. (35), by contrast, the light ray may be sheared in between main planes, so the connecting factor becomes a matrix (C ℓs ) that includes not only the distance factors but also the shears in between the main planes.
We can now understand the form of the lens equations for a general combination of main and shear planes:
Again notice that the deflections depend on the positions in the main planes x ℓ . Also, these sums only include main planes. At each step in the recursion, α ℓ and Γ ℓ are to be evaluated at the position x ℓ . The matrix B ℓ represents the net effects of the shear planes in between the observer and the main plane with index ℓ, which can be found recursively as follows:
where this sum does not include any of the main planes (even if they happen to lie between the observer and plane j). The matrix C ℓj represents the net effects of the shear planes in between the main plane ℓ and plane j whose recursion relation is
where again this sum only includes shear planes. Note that Bj and C ℓj are defined for arbitrary j, but eqs. (42) and (43) show that only the matrices associated with main planes need to be stored for later use. The benefit of this approach for lens modeling is that the bulk of the computational effort goes into determining B ℓµ and C ℓµℓν , but that step needs to be done only once. Once those matrices are stored, the mass model in the main plane(s) can be varied without having to recompute the full LOS.
TIME DELAY
We now turn to time delays. As before, we start with a single main plane plus a collection of shear planes, and then generalize to an arbitrary combination of shear and main planes. To set the context, it is useful to recall the classic expression for the time delay in single-plane lensing. The single-plane time delay can be written in several different forms, the most familiar of which is
We can expand the quadratic term as
In terms of the deflection angle α, we can rewrite this as
We can even mix these two forms giving
While these forms may look rather distinct, they are all equivalent. We will see below how the different forms are useful.
Single "main" plane
Before we plug solutions of the lens equation (35) into the time delay, it is useful to rewrite solutions in a slightly different way. We define a scaled source coordinate
We can use eq. (35) evaluated in the source plane to eliminate α ℓ giving
x1 is the coordinates on the observer's sky, so to simplify the notation we drop the subscript. Substituting eq. (51) into eq. (35) yields
Defining
further simplifies eq. (52) to
This is the form we use in the time delay expression. The general expression for the multi-plane time delay depends explicitly on all of the xj and φj . Our goal is to write the time delay in terms of (x, xs, φ ℓ ) or equivalently (x, α ℓ , φ ℓ ). To that end, we substitute for the position coordinates, explicitly separate out the main plane lens potential, and implement the shear approximation for all other planes (φj ≈ 1 2 xj Γj xj ). This yields
We would like to eliminate Γi, so it is now necessary to digress to derive a few useful identities. We start by examining
and
Combining these and using eq. (22), we can cancel the sum to obtain
Rearranging, we can solve for Γj :
Following the same procedure yields a similar result for C ℓj :
These relations have an interesting effect when Bj or C ℓj is multiplied from the right:
We plug these identities into eq. (55), using eq. (59) when Γi appears with Bi and eq. (60) when it appears with Qj (because that involves C ℓj ), and then expand the quadratic term:
The identity term in the second sum is identical to the second quadratic term in the first sum but with opposite sign. Also, the first i, i + 1 cross term in the first sum matches the i, i + 1 cross term in the second sum. These terms cancel except for the main plane term j = ℓ that we explicitly removed from the second sum. The other terms in the first sum are of the same form as the remaining terms in the second sum, but with indices decremented by 1. We therefore reindex the remaining terms in the second sum with i → i + 1. These terms become
These match the terms in the first sum but have opposite sign and therefore all of the sums cancel. The only surviving terms are s − 1 and ℓ − 1 terms from removing the main plane and reindexing. There is also an i = 0 term from the second reindexed sum. This term would have τ0,1 as a coefficient. Taking the zero plane to be the observer, we have D0 = 0 and therefore τ0,1 = 0. This leaves us with
It is now enlightening to reexamine the difference Bj − Bj−1. Multiplying eq. (57) through by τj−1 we get
We then define a new set of matrices
and similarly for C ℓj ,
Both the Fj and G ℓj matrices have units of time. Therefore terms in the time delay that include these matrices will not include an explicit τij as a coefficient. Plugging these definitions into eq. (63), we have
Note that the Fj do not include the main plane, so F ℓ = F ℓ+1 . Also, as the G ℓj only include the background planes, G ℓ ℓ = 0 and G ℓ ℓ+1 = τ ℓs . We can further simplify this expression for the time delay when we recognize the definition of xs from eq. (54) and replace u with Bsxs.
With these final simplifications, we have our final expression:
This form is most like eq. (47) and will be useful to compare to previous calculations with a single main plane. We can rewrite the result in an equivalent form that more resembles eq. (49), reordering terms and substituting for α and x ℓ , giving
This is the form that we will compare to our final results for multiple main planes. Throughout this calculation we have taken a much different approach to finding the time delay than Schneider et al. (1992) . We began from the general multi-plane time delay expression given by Petters et al. (2001) and algebraically manipulated the expression looking for cancellations. Schneider et al. (1992) start from the solution of the multi-plane lens equation. By Fermat's principle, the derivative of the time delay should give the lens equation. Therefore, solving for the time delay (up to a constant multiplicative factor) is equivalent to solving the differential equation
as, according to Schneider et al. (1992) , the only independent variable can be x ℓ . Following this procedure, Schneider et al. (1992) find (in our notation) that
Comparing eqs. (72) and (74), we see that the proportionality constant is (not surprisingly) τ ℓ,s (also see Schneider, 1997) .
The terms in the first set of parentheses are identical to our solution, but the terms in the second set of parentheses require more care. The first term in the second parentheses is not obviously the same as the corresponding term in our expression. However, from quantitative tests using different numbers of planes with random separations and lens potentials, we find that the two are numerically equal. This implies the non-obvious identity
While we have not proved this identity analytically, we suspect it is related to the identities in eqs. (59) and (60). Unlike the first term, the second term in the second parentheses in eq. (74) is not numerically equivalent to our result. We note that this term is quadratic in xs and does not depend on x ℓ (or equivalently x1). As Schneider et al. (1992) only consider the partial derivative with respect to x ℓ , their analysis is insensitive to an additive term that is independent of x ℓ . In any case, such a term does not affect differential time delays, which are the observables of interest.
Multiple "main" planes
We now extend this analysis to an arbitrary combination of main planes and shear planes. We again do not make any assumptions about the redshift distributions of the planes or how the planes are ordered. As above, we denote the index of main planes as ℓ ∈ {ℓ1, ℓ2, ..., ℓµ, ...}. We begin with the lens equation (42) for multiple main planes. We substitute this expression into the full time delay expression, eq. (19), and separate the main plane indices giving
As Bj and C ℓj only depend on the shear planes, the relationships between these matrices and Γj , eqs. (59) and (60), still hold in the multiple main plane case. It is useful to point out that the relationship given in eq. (60) now generalizes for each ℓ ∈ {ℓµ}. Using these relations and expanding the quadratic terms, analogous to eq. (63), we can rewrite the time delay as
As in the single plane case, the identity term in the second term matches the second quadratic term in the first sum. These cancel, leaving only the main planes from the first sum. Again, the i, i + 1 cross term in the second sum cancels one of the cross terms in the first sum, leaving only the main plane terms. As in the single plane case, we see that the remaining terms are identical but that the indices in the second sum are decremented by 1. We reindex the sums with i → i + 1:
These terms now cancel in the sums leaving only the s − 1 and {ℓµ − 1} terms. We are left with
Our expressions for Fj and G ℓj remain basically unchanged except that ℓ is now a free index that runs over the main planes. These are now given by
Substituting these matrices into eq. (80) yields
Recall that Fj and G ℓj are both independent of main planes so F ℓ = F ℓ+1 and G νℓ = G ν ℓ+1 . Therefore, as before, the Fj and G ℓj terms cancel. There is an important subtlety here, though. The second sum with the G ν ℓ+1 includes one more main plane that the previous corresponding sum, namely G ℓ ℓ+1 α ℓ = τ ℓs α ℓ . We also substitute x ℓ and xs from the lens equation, eq. (42), finally giving us
This result immediately becomes the single main plane time delay, eq. (72), by dropping the sum over main planes.
In practice, we can tabulate all of the line of sight effects by calculating all of the Bj, C ℓj , Fj, and G ℓj matrices. The benefit of this approach is that all of the line of sight calculations can be done up front and performed only once. We can save these matrices and then vary the main plane potentials without ever having to recalculate the full line of sight.
MASS SHEET DEGENERACY
For traditional, single-plane lensing, Falco et al. (1985) showed that certain transformations of the lens potential leave the image positions and flux ratios unchanged. One notable transformation is the "mass sheet degeneracy." In the single-plane case, the lens equation has the form
If we apply the transformation
the entire right-hand side of eq. (85) gets multiplied by (1 − κ). Because the source position is unobservable, we can define a rescaled source coordinate (1 − κ)y = xs and then write the transformed lens equation as
The (1 − κ) factors cancel, so the transformed equation is formally equivalent to the original. A similar cancellation occurs for the fluxes if we rescale the source flux, which is permitted if the intrinsic flux of the source is unknown and the constraint come from flux ratios rather than absolute fluxes. 1 Time delays are different, however. The transformation (86) causes differential time delays to be rescaled by
which is important when using time delays to constrain the Hubble constant (e.g., Suyu et al., 2010 Suyu et al., , 2013 Fadely et al., 2010) . Overall, the mass sheet degeneracy can be viewed as a type of gauge invariance analogous to what is seen with potentials in electricity and magnetism. Before proceeding to the multi-plane case, it is useful to examine a case with external convergence and shear in the lens plane. We can write the potential as
where φg(x) is the potential due to the main galaxy. The mass sheet degeneracy still applies to this situation, but the transformation is slightly different:
This form of the mass sheet degeneracy produces the same rescaling of observables as before. We have found a similar gauge symmetry for the case of a single main plane with an arbitrary collection of shear planes along the line of sight. If we start with the lens equation (35) and make the transformation
we find that the observables scale in the same way as the original mass sheet degeneracy. The form of this transformation is reminiscent of eq. (90), so we define an "effective" shear by
To build some intuition about this quantity, it is useful to examine the small-shear limit. Substituting expressions from §3.2 yields
If we make the additional, stronger assumption that the sums over shear planes are also small, we can further simplify this expression. Using a Taylor series expansion of the inverses and keeping only the first-order terms in Γ's, we obtain
Multiplying this out and keeping only linear terms in Γ's, we find
where β is β iℓ in the foreground and β ℓi in the background. Our interpretation is that Γ eff is approximately the sum of all of the shear planes weighted by the redshift factor (1 − β). This has the same form as the effective shear that was found by Momcheva et al. (2006) . We will comment further on the use of Γ eff in §6.
The mass sheet degeneracy is more subtle for multiple main planes. There is a transformation that preserves the image positions in eq. (16):
We interpret this transformation as adding a mass sheet in the observed plane on the sky (i = 1), i.e., as a "mass-screen" degeneracy. If κ is in any other plane, the image positions are not preserved due to the recursion in the lens equation. In our new hybrid framework, the transformation generalizes to
for all main planes behind the first. While these general transformations preserve the image positions, their effects on time delays are much more complicated than a simple rescaling and is beyond the scope of this work. In practice, the multiple main plane mass sheet degeneracy is not relevant for our lens models (Wong et al., 2011, McCully et al., in prep.) because we explicitly include the measured mass in the LOS planes, rather than adding convergence in post-processing.
CONCLUSIONS
We have presented a framework for multi-plane gravitational lensing that fills the gap between using the full multi-plane lens equation (which can be computationally expensive) and treating everything as shear (which omits higher-order effects that can be significant for objects projected near the lens). The framework can handle any mixture of "main" planes (strong lenses) that are given full treatment and "shear" planes (weak lenses) that are treated using the shear approximation. Our framework can be used to calculate all of the standard lensing observables. The general expressions for the lens equation, magnification tensor, and time delay are as follows (from eqs. 42, 43, and 84):
These expressions are more accurate than traditional single-plane lensing because they account for LOS effects. In particular, each main plane needs to be evaluated using the positions x ℓ , which are not generally the same as the positions x1 on the sky and must be computed with the lens equation; this distinction gives rise to non-linearities that cannot be mimicked by a simple shear and can lead to systematic uncertainties in lens models (McCully et al., in prep.) . Our expressions are also more accurate than what we have termed the single main plane case, because they allow higher-order effects in planes other than the main lens plane. Yet they are more efficient than the full multi-plane lens equation because the recursive sums only include main planes. All of the shear planes-which may number in the hundreds for realistic lines of sight-can be compressed into the following matrices (from eqs. 28, 31, 68, 69): These matrices can be computed once at the start of any lens modeling analysis and stored for repeated use. One way to incorporate LOS effects in lens models is to build full three-dimensional mass models like those used by Wong et al. (2011) . Then all of the non-linear effects are automatically included. An alternate approach is to build a standard single-plane lens model and then attempt to correct for LOS effects. The corrections can be calibrated by ray tracing through cosmological simulations (e.g., Hilbert et al., 2009; Collett et al., 2013; Suyu et al., 2010 Suyu et al., , 2013 . To date, the corrections have been applied using the total convergence from a direct sum of all the mass along the LOS. We find, however, that the key quantities are the effective convergence and shear, which are given by (from eqs. 92 and 95)
where β is β iℓ in the foreground of the main lens plane, and β ℓi in the background. The β weight factors depend on the redshift of the main lens galaxy as well as the redshifts of the source and the plane in question, so the effective shear and convergence cannot be tabulated in a general way that is independent of particular lens systems. While the corrective approach is valuable, it typically uses the observed positions on the sky (x1) instead of x ℓ , which can lead to systematics as discussed above. In principle, the corrective approach could account for the non-linear effects by using x ℓ = B ℓ x1, where the matrix B ℓ can be calibrated by ray tracing.
In order to employ our hybrid framework effectively, we need to understand when it is acceptable to use the shear approximation and when we need to treat a plane exactly. In a forthcoming paper (McCully et al., in prep.) , we use realistic beams like those in Wong et al. (2011) to test the shear approximation. We also quantify bias and scatter in lens models associated with different ways of handling the LOS. The framework presented here serves as the foundation for more detailed treatments of LOS effects in strong lensing.
