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Abstract
The log-normal distribution is used to describe the positive data, that it has skewed
distribution with small mean and large variance. This distribution has application in many
sciences for example medicine, economics, biology and alimentary science, ect. Comparison
of means of several log-normal populations always has been in focus of researchers, but the
test statistic are not easy to derive or extremely complicated for this comparisons. In this
paper, the different methods exist for this testing that we can point out F-test, likelihood
ratio test, generalized p-value approach and computational approach test. In this line with
help of simulation studies, in this methods we compare and evaluate size and power test.
Keywords: Log-normal distribution, Hypothesis test, Size of a test, Power of a test, Maximum
likelihood estimation.
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1 Introduction
The skewed distributions are particularly common when mean values are small, variances are
large and values cannot be negative (for example lengths of latent periods of infectious diseases),
and often closely fit the log-normal distribution. The log-normal distribution has been widely
used in medical, biological and economic studies, where data are positive and have a right-
skewed distribution
Let Xij be random sample from k independent log-normal distributions, i.e.
Yij = log (Xij) ∼ N
(
µi, σ
2
i
)
, i = 1, . . . , k; ; j = 1, . . . , ni.
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Also, let ϕi = E (Xij) = exp(µi +
1
2σ
2
i ) denote the mean of the i-th population. Suppose
we are interested in testing
H0 : ϕ1 = ϕ2 = . . . = ϕk vs. HA : Not all the ϕis are equal. (1.1)
Then the testing problem (1.1) is equivalent to testing
H0 : ηi = η, vs. HA: Not all the ηis are equal (1.2)
where ηi = log (ϕi) = µi +
1
2σ
2
i , and η is unspecified.
It is well-known that the maximum likelihood estimators (MLE’s) for µi maximum likeli-
hood estimation and σ2i are Y i and S
2
i , respectively, where
Y i =
1
ni
ni∑
j=1
Yij and S
2
i =
1
ni
ni∑
j=1
(
Yij − Y i
)2
, (1.3)
Therefore, the MLE of ηi is η̂i = µ̂i +
1
2 σ̂
2
i that it has approximately normal distribution with
mean ηi and variance vi =
σ2
i
ni
+
(ni−1)σ4i
2n2
i
.
2 The CAT
Pal et al. (2007) introduced the CAT in a general setup. Suppose X1,X2, . . . ,Xn is a random
sample from a population with the known density function f (x|λ) with λ = (θ, ψ), where θ
is the parameter of interest and ψ is the nuisance parameter. To test H0 : θ = θ0 against
a suitable alternative H1 at level a, the general methodology of the CAT for testing is given
through the following steps:
1. First obtain λ̂=
(
θˆ, ψ̂
)
, the MLE of λ.
2. Assume that H0 is true, i.e., set θ = θ0. Then find the MLE of ψ from the data. Call
this as the ‘restricted MLE’ of ψ under H0 and denote by ψ̂RML.
3. Generate artificial sample Y1, Y2, . . . , Yn from f(x|θ0, ψ̂RML) a large number of times
(say, M times). For each of these replicated samples, recalculate the MLE of λ = (θ, ψ).
Retain only the component that is relevant for .Let these recalculated MLE values of be
θˆ1, θˆ2, . . . , θˆM .
4. Let θˆ(1) < θˆ(2) < · · · < θˆ(M) be the ordered values of θˆl, 1 ≤ l ≤M .
2
5. (i) For testing H0 : θ = θ0 against H1 : θ < θ0, define θ̂L = θ̂(αM). Reject H0 if θˆ < θ̂L
and accept H0 otherwise. Alternatively, calculate the p-value as
p =
1
M
M∑
l=1
I(θˆl < θˆ).
(ii) For testing H0 : θ = θ0 against H1 : θ > θ0, define θ̂U = θ̂((1−α)M). Reject H0 if
θˆ > θ̂U and accept H0 otherwise. Alternatively, calculate the p-value as
p =
1
M
M∑
l=1
I(θˆl > θˆ).
(iii) For testing H0 : θ = θ0 against H1 : θ < θ0, define θ̂L = θ̂((α/2)M) and θ̂U =
θ̂((1−α/2)M). Reject H0 if θˆ < θ̂L or θˆ > θ̂U and accept H0 otherwise. Alternatively, calculate
the p-value as:
p = 2min (p1, 1− p1) ,
where p1 =
1
M
∑M
l=1 I(θˆl < θˆ).
Now implement the CAT for testing the equality of several log-normal means. To apply
our proposed CAT, we first need to express H0 in term of a suitable scalar θ. Define
θ = h
(
µi; ;σ
2
i
)
=
k∑
i=1
1
vi
(ηi − η)
2 =
k∑
i=1
η2i
vi
−
(∑k
i=1
ηi
vi
)2
∑k
i=1
1
vi
,
where η =
(∑k
i=1
1
vi
)
−1∑k
i=1
ηi
vi
. It is seen that the hypothesis in (1.2) is equivalent to
H∗0 : θ = 0 vs H
∗
A : θ > 0.
If we apply the steps of CAT, then we have the following steps for testing the equality of
means of several log-normal distributions:
1) Obtain µ̂i = X iand σ̂
2
i = S
2
i , i = 1, . . . , k, and calculate θ̂ = h
(
µ̂i; ; σ̂
2
i
)
.
2) Assume that H0 in (1.2) is true, i.e., set µi = η −
1
2σ
2
i , 1 = i = k. The likelihood
function (under H0) is a function of
(
η, σ21 , . . . , σ
2
k
)
only. The restricted MLE’s of η, σ21 , . . . , σ
2
k,
denoted by η̂RML, σ̂
2
i(RML), 1 = i = k, are found using numerical methods, see [6]. Define
µ̂i(RML) = η̂RML −
1
2 σ̂
2
i(RML)
3) Generate artificial sample Yi1, . . . , Yini (= Yi, say) independent random sample from
N
(
µ̂i(RML), σ̂
2
i(RML)
)
. Repeat this processM times. In the l-th replication (1 = l =M) based
on Y
(l)
i get the MLE’s of µi and σ
2
i by (1.3) and call them as µ̂
(l)
0i and σ̂
2(l)
0i . Then recalculate
θ̂ as θ̂0l = h(µ̂
(l)
0i , σ̂
2(l)
0i ).
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4) Order the θ̂0l values as θ̂0(1) = θ̂0(2) = . . . = θ̂0(M).
5) Let θ̂U = θ̂0((1−α)M) and reject H0 if θˆ > θ̂U and accept H0 otherwise. Alternatively, if
the value p = 1M
∑M
l=1 I
(
θ̂0l > θ̂ML
)
is smaller than the nominal level a, then reject H0.
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