In this paper, first we prove the existence of global solution in Sobolev spaces for the initial boundary value problem of the (degenerate or nondegenerate) Kirchhoff equation with a general dissipation of the form
Introduction
In this paper we investigate the global existence and decay properties of solutions for the initial boundary value problem of the following (degenerate or nondegenerate) Kirchhoff on Ω
where Ω is a bounded domain in IR n , n ∈ IN * , with a smooth boundary ∂Ω = Γ and φ, σ and g are given functions. The functions (u 0 , u 1 ) are the given initial data.
In the case n = 1, Problem (P ) describes a small amplitude vibration of an elastic string. The original equation is:
where 0 ≤ x ≤ L and t > 0, u(x, t) is the lateral displacement at the space coordinate x and the time t, ρ the mass density, h the cross-section area, L the lenght, P 0 the initial axial tension, τ the resistence modulus, E the Young modulus and f the external force (for example the action of gravity).
When g = f = 0, the equation is firstly introduced by G. Kirchhoff [17] in 1876, and is called the Kirchhoff string after his name.
When σ ≡ 0, φ(r) = r α (α ≥ 1) and u 0 = 0 (the mildly degenerate case), the existence of local solutions in Sobolev space was investigated by many authors (see H. R. Crippa [8] , Y. Ebihara, L. A. Medeiros and M. M. Miranda [12] , L. A. Medeiros and M. M. Miranda [21] , Y. Yamada [31] , T. Yamazaki [32] , A. Arosio and S. Garavaldi [5] ). Concerning a global existence of solutions to mildly degenerate Kirchhoff equations, it is natural to add a dissipative term (for example u , −∆u , ∆ 2 u). When σ ≡ 1, φ(r) = r α (α ≥ 1) and g(x) = τ x(τ > 0), the problem (P ) were treated by K. Nishihara and Y. Yamada [23] . They proved the existence and uniqueness of a global solution u(t) of (P ) for small data (u 0 , u 1 ) ∈ (H 1 0 (Ω) ∩ H 2 (Ω)) × H 1 0 (Ω) with u 0 = 0 and the polynomial decay of the solution. M. Aassila and A. Benaissa [1] extended the global existence part of [23] to the case where φ(r) ≥ 0 with φ( ∇u 0 2 2 ) = 0 and g is nonlinear such that g (x) ≥ τ > 0 and |g(x)| ≤ c 0 + c 1 |x| q . In [25] K. Ono extended the work [23] to the case where φ(r) = r and σ ≡ (1 + t) −δ (δ <
) by combining the idea in [23] and the decay property of the second energy. However the technique of [25] which is based on a decay lemma of Nakao [22] does not seem to be extensible to the case of general functions σ, also it is more complicated.
Our purpose in this paper is: first we prove an existence and uniqueness theorem for global solutions in Sobolev spaces to the problem (P ) when φ(r) = r, g(v) = v and general functions σ. We extend the results obtained by K. Ono [25] . We use a method introduced by P. Martinez [20] and generalized to the nondissipative case by the second author in [14] and [15] to study the decay rate of solutions to the wave equation u − ∆u + g(u ) = 0 in Ω × IR + where Ω is a bounded domain of IR n . This method is based on new integral inequalities (Lemma 2.2 bellow) proved by the second author in [14] and [15] that generalize the results of A. Haraux [16] , V. Komornik [18] and P. Martinez [20] , and improve the ones of M. Eller, J. E. Lagnese and S. Nicaise [14] .
Secondly (for the stabilization problem), the aim of this paper is to consider the both degenerate (φ(0) = 0) and nondegenerate (φ ≥ m 0 > 0) cases and to obtain an explicit and general decay rate, depending on σ, g and φ, for the energy of solutions of (P ) without any growth assumption on g and φ at the origin, and on σ at infinity. More precisely, we intend to obtain a general relation between the decay rate for the energy (when t goes to infinity), the function σ and the function G (defined in (H3) below) which represents the growth at the origin of g. In the degenerate case, our decay estimate depends also on φ. The proof is based on Lemma 2.2 (bellow) and some properties of convex functions.
In particular, we can consider the cases where g and φ degenerate near the origin polynomially, between polynomially and exponentially, exponentially or faster than exponentially. So we complete the results obtained in [1] and moreover the energy decay estimate is given also in the case when we are not able to prove the existence of global solutions.
Throughout this paper, the functions considered are all real valued. We omit the space variable x of u(t, x), u t (t, x) and simply denote u(t, x), u t (t, x) by u(t), u (t), respectively, when no confusion arises. Let l be a number with 2 ≤ l ≤ +∞. We denote by . l the L l norm over Ω. In particular, L 2 norm is denoted . 2 . ( . ) denotes the usual L 2 inner product. We use familiar function spaces W 1,2 0 . The paper is organized as follow: in section 2, we give some hypotheses and we announce the main results of this paper. In section 3 and section 4, we prove all the announced results. In section 5, we give an application to Kirchhoff equation with source term. Finally, we conclude and give some comments and open questions in section 6. 
Preliminaries and main results
Remark 2.1 1. In both degenerate and nondegenerate cases we have +∞ 0 φ(τ )dτ = +∞, and then s → s 0 φ(τ )dτ is a bijection from IR + to IR + . In the other hand, (2) is satisfied also in the degenerate case (for m 1 = 1). 2. In the degenerate case it is enough to suppose that
In this case, one can check easily thatφ is a convex function. Indeed, let x 1 = 0 and
and a non-decreasing function, thenφ is a convex function. Now if x 1 = 0, we have for all 0 ≤ λ ≤ 1
where we have make the following changement of variable s = λz. As φ is an increasing function and ). In the other hand, g satisfies (H3) for any 1 ∈]0, 1 ] (with some c 1 , c 2 > 0 instead of c 1 , c 2 ). Now we defineφ(s) = 1 2 s 0 φ(τ )dτ and the energy associated to the solution of the system (P ) by the following formula:
By a simple computation, we have
so E is non negative and non increasing function. We first state two lemmas which will be needed later.
Lemma 2.1 (Sobolev-Poincaré's inequality) Let p ∈ IN * and q ∈ IR with 2 ≤ q < +∞ (n = 1, 2, . . . p) or 2 ≤ q ≤ np n−p (n ≥ p + 1), then there is a constant c * = c * (Ω, p, q) such that u q ≤ c * ∇u p for u ∈ W 1,p 0 (Ω). The case p = q = 2 gives the known Poincaré's inequality. Lemma 2.2 (A. Guesmia [15] ) Let E : IR + → IR + differentiable function, λ ∈ IR + and Ψ : IR + → IR + convex and increasing function such that Ψ(0) = 0. Assume that
Then E satisfies the following estimate:
Remark 2.2 If λ = 0 (that is E is non increasing), then we have
where
ds, t > 0, and
This particular result generalizes the one obtained by P. Martinez [20] in the particular case Ψ(t) = t p+1 with p ≥ 0, and improves the one obtained by M. Eller, J. E. Lagnese and S. Nicaise [14] .
Proof of Lemma 2.2. If E(t 0 ) = 0 for some t 0 ≥ 0, then E(t) = 0 for all t ≥ t 0 , and then there is nothing to prove in this case. So we assume that E(t) > 0 for all t ≥ 0 without lost of generality. Let
We have
The function L is positive, decreasing and of class
The function ψ is decreasing, then
Since Ψ is convex and Ψ(0) = 0, we have 
Since lim t→+∞ d(s) = +∞, d(0) = 0 and d is decreasing, then (9) and (10) imply that
Now, let t > T 0 and
The function J is differentiable and we have
, D(0) = 0 and K and D are decreasing (because ψ −1 is decreasing and
, s > 0, is non increasing thanks to the fact that Ψ is convex). Then, for t > T 0 ,
Since h satisfies J (h(t)) = 0, then we conclude from (11) our desired estimate for t > T 0 . For t ∈ [0, T 0 ], we have just to note that E (t) ≤ λE(t) and the fact that d ≤ Ψ imply that First we consider the case φ(r) = r and g(v) = v. Our main result is the following.
Suppose that (H1) holds, u 0 = 0 and H(0) is suitably small and
Then there exists a unique global solution u of the problem (P ) in the class
Moreover, this solution satisfies, for a positive constant C which depends on H(0),
Using (13), we obtain the following.
Corollary 2.1 The solution u satisfies
for t ≥ 0.
To prove Theorem 2.1, we use the following result of local existence
admits a unique local solution in the classe
Moreover if ∇u 2 > 0 for 0 ≤ t < T , then at least one of the following statements is valid
Examples. If σ(t) = 1 t θ (ln t) γ (0 ≤ θ ≤ 1), using a result of J. Dieudonné [9] , p. 95, for asymptotic development, we see that
So the condition (12) is equivalent to
We have global solution under the following conditions θ < 1 3 and γ ∈ IR or θ = 1 3 and γ < 0.
In particular when θ = 1 3 and γ < 0, σ(t) is more weak than the case considered by K. Ono
Remark 2.4 It seems to be interesting to study in Sobolev spaces a global in time solvability of solutions for the following problems
on Ω, u 0 = 0 and β > 0
on Ω, u 0 = 0, r = 1 and σ(t) → 0 as t → +∞.
Secondly, If σ ≡ 1 we have the following result of global existence of solutions in the case when φ has a general form such that φ(r) ≥ 0 and g : IR → IR is a non-decreasing continuous function such that
where c 0 , c 1 and τ are three positive constants and q ≥ 1 is such that (n − 2)q ≤ n + 2. Set (14), (15) and (16) 
Then, the problem (P ) admits a unique global weak solution
and we have:
Thirdly, If g(v) = v we have the following result of global existence of analytic solutions in the case when φ has a general form such that φ(r) ≥ 0 and without any smallness conditions on initial data.
Theorem 2.3
Suppose that the initial data u 0 and u 1 are ∆-analytics functions, then there exists a unique global solution of the problem (P ) in the space of functions which are twice differentiable with respect to time coordinate and analytic with respect to other coordinate.
The proof of the global existence is basically the same as the one in [11] . Our main result of stabilization is the following.
Then there exist ω, 0 > 0 such that the energy E satisfies A. Degenerate case:
B. Nondegenerate case:
and ϕ(s) = sG ( 0 s).
Remark 2.5 1. Under the hypotheses of Theorem 2.4 and thanks to Remark 2.3, we have always the strong stability of (P ); that is
2. In both degenerate and nondegenerate cases and because ψ is decreasing, we have
Then (22) and (23) respectively imply that there exist α, β > 0 such that (note that E is bounded)
3. Thanks to (H2) and (H3), the function ϕ (defined in Theorem 2.4) is of class C 1 on ]0, +∞[ and satisfies the same hypotheses as the function Ψ in Lemma 2.2. Then we can apply Lemma 2.2 for Ψ = ωϕ.
Examples. Using these two last estimates, we give several significant examples of growth at the origine of g and φ, and the corresponding decay estimates. The proof of these examples will be given in section 5.
Nondegenerate case:
for c > 0 and p ≥ 1 (that is c 1 |s| 
and γ > 0, then (as in the example 2) there exist α, β > 0 such that
4a. Between polynomial and exponential growth of g: 
4b. Between polynomial and exponential growth of g:
ln s) γ−1 when s is near 0 and for c, c > 0, r ≥ 0, q ≥ −r and p ≥ 1 (note that c 1 t r+q+1 ≤φ(t) ≤ c 2 t r+q+1 for c 1 , c 2 > 0 when t is near 0), then (as in the example 1) there exists α > 0 such that for all t ≥ 0 
7. Polynomial or logarithmic growth of φ and faster than exponential growth of g: if φ(t) = ct r ln(t+1) q (degeneracy of finite order) and
, r ≥ 0, q ≥ −r and c, γ > 0, then (as in the examples 3 and 5) there exist α, β > 0 such that 
9. Exponential growth of φ (degeneracy of infinite order) and linear growth of g: if φ(t) = e −t −γ , γ > 0, (note that c 1 t γ+1 e −t −γ ≤φ(t) ≤ c 2 t γ+1 e −t −γ for c 1 , c 2 > 0 when s is near 0) then there exist α, β > 0 such that
10. Faster than exponential growth of φ (degeneracy of infinite order) and linear growth of g: if φ(t) = e −e t −γ , γ > 0, (note that c 1 s γ+1 e −e t −γ e −t −γ ≤φ(t) ≤ c 2 t γ+1 e −e t −γ e −t −γ for c 1 , c 2 > 0 when t is near 0) then there exist α, β > 0 such that
11. Faster than polynomials, less than exponential growth of φ (degeneracy of infinite order) and linear growth of g: if φ(t) = e −(− ln t) γ , γ ≥ 1, (note that c 1 se
1−γ for c 1 , c 2 > 0 when t is near 0, and then ψ(t) ≤ ce (− ln t) γ ) then there exist α, β > 0 such that
12. Slow than polynomials of φ (slow degeneracy) and linear growth of g: if φ(t)
3 Proof of Theorem 2.1
Since u(0) = u 0 is not zero, putting T 1 = sup{t ∈ IR + ; ∇u 2 > 0 for 0 ≤ s < t}, we see
Multiplying the first equation of (P ) by −∆u ∇ on 0 ≤ t < T 1 to get 
Under small H(0) < 1 (2σ(1)) 2 , we observe
≤ 0 for t ≤ T 2 (27) and
Proof of the energy decay. From now on, we denote by c various positive constants which may be different at different occurrences. We multiply the first equation of (P ) by Hσ ∇u ∇u∇u dxdt.
We deduce that 
Since H is non increasing, σ is a bounded non negative function on IR + (and we denote by µ its maximum) and using Hölder inequality, we have Hσ ∇u
2 . Using these estimates we conclude from the above inequality that 
It is clear thatσ is a non decreasing function of class C 2 on IR + . The hypothesis (1) ensures thatσ (t) → +∞ as t → +∞. (31) Now, we estimate the terms of the right-hand side of (30) in order to apply the results of Lemma 2.2 (A. Guesmia [15] ) in the particular case λ = 0 and Ψ(t) = t 2 . Using Hölder inequality, we get
and
for any ε > 0. Choosing ε small enough and putH = H •σ −1 , we deduce from (30), (32) and (33) (note thatH is non increasing on [0,
where C, C , C and C are different positive constants independent of H(0). We may thus complete the proof by applying Lemma 2.2 (A. Guesmia [15] ). Therefore, we conclude
On the hand, using (12) , then there exists a small H(0) such that
Thus, by a contradiction, we have from (26) and (34) that
If T 1 < T , then we have ∇ x u(T 1 ) = 0. Hence it follows from (36) that lim
By the backward uniqueness for the problem (P ) (see K. Nishihara and Y. Yamada [23] ), we observe that the problem (P ) with (u(T 1 ), u (T 1 )) = (0, 0) has a trivial solution only, which is a contradiction to the assumption u 0 = 0. Therefore, we conclude that T 1 ≥ T , that is; ∇u(t) 2 > 0 for 0 ≤ t < T and moreover, it holds from (36) that u(t) H 2 + u (t) H 1 ≤ C for 0 ≤ t < T . Thus, by the second statement of Proposition 2.1, we see that the problem (P ) admits the unique global solution, and the decay estimate (13) follows from (34). The proof of theorem is now completed.
Proof of Theorem 2.4
¿From now on (as in section 3), we denote by c various positive constants which may be different at different occurrences.
If E(t 0 ) = 0 for some t 0 ≥ 0, then E(t) = 0 for all t ≥ t 0 , and then we have nothing to prove in this case. So we assume that E(t) > 0 for all t ≥ 0 without lost of generality.
We multiply the first equation of (P ) by σ(t)φ (E) E u whereφ : IR + → IR + is convex, increasing and of class C 1 on ]0, +∞[ such thatφ(0) = 0, and we integrate by parts, we have, for all 0 ≤ S ≤ T ,
Using Lemma 2.1 for p = q = 2 (Poincaré's inequality) and the definition of E, we have (note also thatφ is a bijection from
In the other hand, we have (in both degenerate and nondegenerate cases) sφ(s) ≥ cφ(s),φ are non decreasing). Then we deduce that
Now we estimate the last integral of (38).
A. Degenerate case: we distinguish two cases. 1. G is linear near 0: for all t ≥ 0, we denote by
We have C 1 |s| ≤ |g(s)| ≤ C 2 |s| for all s ∈ IR, and then, choosingφ(s) = s and using (6), we deduce
and (note that σ ≤ 0)
Using the fact thatφ is convex, increasing andφ(0) = 0 (then s →
is non decreasing) we obtain from (38) that
Using Lemma 2.2 (A. Guesmia [15] ) forẼ in the particular case Ψ(s) = ωφ(s) and λ = 0, we deduce from (7) that
Then, using the definition ofẼ, we obtain (22) in the case where G is linear near 0. In the rest of proof, we chooseφ = ϕ where ϕ is defined in Theorem 2.4. 2. G is nonlinear near 0: for all t ≥ 0, we denote by
Using Young's and Poincaré's inequalities and condition (3) we have, for all > 0 (using also the definition of ϕ in Theorem 2.4 and the fact that s → ϕ(s) s is non decreasing),
Using the fact that s → G (s) and s →
are non decreasing (because G andφ are convex), and choosing small enough, we obtain from (38) that
In the other hand, let G 1 the function defined by G 1 (s) = G(s 2 ) (note that G 1 satisfies the same hypotheses as G) and let G * and G * 1 denote the dual functions of the convex functions G and G 1 respectively in the sense of Young (see V. I. Arnold [3], p. 64, for the definition) . G * and G * 1 are the Legendre transform of G and G 1 respectively, which are given by (see V. I. Arnold [3] , p. 61-62)
Thanks to our choice ϕ(s) =
, we have
Then, by Poincaré's inequality, Young's inequality (see V. I. Arnold [3] , p. 64) and Jensen's inequality (see W. Rudin [28] ), we deduce (|Ω| is the measure of Ω in
Using the fact that s → (G ) −1 (s) and s → s φ −1 (s) are non decreasing, we deduce that, for
Finaly, we choose 0 small enough (note that s →
is non decreasing), we obtain +∞ S
σ(t)ϕ(E(t))dt ≤ cE(S).
LetẼ = E •σ −1 . Then we deduce from this inequality that, for ω > 0,
Using Lemma 2.2 (A. Guesmia [15] ) forẼ in the particular case Ψ(s) = ωϕ(s) and λ = 0, we deduce from (7) our estimate (22) in the case where G is nonlinear near 0. B. Nondegenerate case: using Young's and Poincaré's inequalities we have, for all > 0,
Using the fact thatφ −1 (s) ≤ cs and choosing small enough, we obtain from (38) that
Using (H3), (6) and the fact that s → ϕ(s) s is non decreasing, we have
In the other hand, let G * denote the dual function of the convex function G in the sense of Young (see V. I. Arnold [3] , p. 64, for the definition). G * is the Legendre transform of G, which is given by (see V. I. Arnold [3] , p. 61-62)
(if G is linear near 0, then the last inequality is satisfied on all Ω. Otherwise G * is well defined). Thanks to our choice ϕ(s) = sG ( 0 s), we have
Then, by Young's inequality (see V. I. Arnold [3] , p. 64) and Jensen's inequality (see W.
Rudin [28] ), we deduce
Then, choosing 0 small enough and using (39), we obtain
Note thatφ −1 (s) ≤ cs and letẼ = E •σ −1 . Then we deduce from (40) that, for ω > 0,
Using Lemma 2.2 (A. Guesmia [15] ) forẼ in the particular case Ψ(s) = ωϕ(s) and λ = 0, we deduce from (7) our estimate (23) . The proof of Theorem 2.4 is now completed.
An application to nondegenerate Kirchhoff equation with source term
In this section we shall propose an application of Theorem 2.4 to prove global existence of the solutions to the initial boundary value problem for a nonlinear wave equation of Kirchhoff type with source term in
Let us consider the following Cauchy problem for the Kirchhoff equation:
on Ω.
We assume that (H.1) φ is a C 1 -class function on IR + and satisfies
with some ν ≥ 0 and γ ≥ 0. (H.2) f belongs to C 1 (IR) and satisfies (for typical example, we can take f (s) = −|s| α s):
with some k 2 > 0 and
where (N − 4) + = max{N − 4, 0}. Let us define a suitable set defined in H 1 0 (Ω) H 2 (Ω) as follows:
Assume that
Theorem 5.1 Under the condition (44) there exists an open set
furthermore we have the decay estimate
and where we set
, and Q 1 (I 0 , I 1 , K) is obtained as follows: multiplying the first equation (P ) by −∆u (t), integrating over Ω and using the energy decay (45), we get
Proof of Theorem 5.1. The proof is similar as in the paper [6] , but we obtain better results using the condition (44). Examples. Let g be given by g(s) = s p (− ln s) q when p ≥ 1, q ≥ 0 and σ ≡ 1. Then
Applying Lemma 6.1 (i) (see Appendix), we obtain
The condition (44) (when p > 1) gives
this is similar to Bertrand integrals. So, we obtain the following cases for the integral (B1): if γ + 2 > p, the integral is finite, if γ + 2 = p, and q > 1, also the integral is finite. For the second integral (B2), we obtain the following conditions for the integral to be finite: The results here are better than the ones obtained in [6] . We can also find the asymptotic of ψ −1 (for p > 1) near infinity. Indeed, we set
We put
So, putting ln z = w and
Applying Lemma 6.2 (see Appendix), we obtain
Replacing w by ln z and x by 2q p−1 ln y, we find
Replacing z by 1 t
, we deduce that
We can also easily verifie that
Indeed, by the following changement of variable 1/t = g(s), we obtain
Remark 5.1 We obtain the same results for the following problem
on Ω where a = a(x) is a smooth nonnegative function such that
ω is a neighborhood of Γ 0 and a 0 is a positive constant where
where x 0 ∈ IR n and ν(x) denotes the outward unit normal at x ∈ Γ. By neighborhood of Γ 0 , we actually mean the intersection of Ω and a neighborhood of Γ 0 in IR n . We suppose that a(x) satisfies the following condition
Thus, we extend the results in [7] where the authors treated only the case when σ ≡ 1, and g has a polynomial form.
Comparaisons. Here, we give some comparaisons between our estimate and the ones given in [6] and [20] .
A. First we compare our estimate with the one given in the paper [6] .
If g(x) =
1 s e −s −γ with γ > 0 and we take σ ≡ cont for simplicity, we have obtain by our formula
In [20] (see also [6] ), the obtained estimate is
We set, for sufficiently large t, x(t) = g
So that the estimates are asymptotically equivalently. 2. We obtain the same results for g(s) = 
Making the following changement of variable: z = 1 √ s
, we obtain
Using Lemma 6.1 (see Appendix) we find that
as t → 0.
Hence the energy E satisfies the decay estimate
where C(E(0)) is a constant which depends continously on E(0).
B. Now we compare our estimate with the one given by P. Martinez [20] in the case g(s) = e −(− ln s) γ with 1 < γ < 2 and σ ≡ cont. For this, we set for sufficiently large t,
We claim that
goes to zero as time t goes to +∞, so that the estimate (47) is stronger asymptotically than the estimate given by P. Martinez's formula in [20] . Indeed, we have
Also, we have
We can also find the form of ψ −1 (t) near infinity by applying Lemma 6.2 (see Appendix). Indeed, we set
We put − ln
Now we set z γ = w and ln y = x, we obtain
and applying Lemma 6.2 (see Appendix), we can determine the form of ψ −1 (t) near infinity and we can study the comparison following 1 < γ < 2, γ ≥ 2.
Proof of the examples. To keep this paper from coming too long, we will prove only the last four examples given in section 2, and the proof of the other examples can be done exactly as the same way.
Example 12. Let φ be given by φ(s) = | ln s| −γ when γ > 0 and σ ≡ cont. We suppose that G is linear. We havẽ
Applying Lemma 6.1 (iv) (see Appendix), we obtaiñ
Then φ is slow than any polynomials An interesting question is to prove that for any function φ satisfying the condition (48), we have
Example 11. Let φ be given by φ(s) = e −(− ln s) γ when γ ≥ cont and σ ≡ 1. We suppose that G is linear. We havẽ
Applying Lemma 6.1 (iv) (see Appendix), we obtaiñ φ(t) ≡ c te
Thus
γ . Example 10. The proof of example 10 follows exactly as the proof of example 11. Example 9. Let φ be given by φ(s) = s β e −s −γ when γ > 0, β ∈ IR and σ ≡ cont. We suppose that G is linear. We havẽ
where we use the following changement of variable z = 1 s
. Applying Lemma 6.1 (i) (see Appendix), we obtain
It is easy to find an asymptotic of ψ −1 (t) near infinity in the case β = 0. We apply Lemma 6.2 (see Appendix) for the general case. Indeed, we set
So, putting z γ = w and ln y = x.
w + β γ ln w = x.
Replacing w by z γ and x by ln y, we find Replacing z by 1 t , we deduce that
Thus, we have
, and more general when σ(t) = const, we easily obtain
Then φ is fast than any polynomial. An interesting question is to prove that for any function φ satisfying the condition (50), we have
6 Comments and open questions 1. It is interesting to study the asymptotic behavior of solutions for Klein-Gordon nonlocal equation of the type So, E (t) = −σ(t) Ω u g(u ) dx ds.
Another example when φ 1 (r, s) = So, E (t) = −σ(t) Ω u g(u ) dx.
Another example when φ 1 (r, s) = s 1+r and φ 2 (r, s) = arctan(r) we can take E(w, r, s) = 1 2 w + 1 2 arctan(r) s.
So, E (t) = −σ(t) We have u x (t) Notice that u 2 decays polynomially rather than exponentially as t → +∞. Indeed, on Ω.
In the nondegenerate case, the global existence in H 2 (Ω) ∩ H 1 0 (Ω) was treated by M. Abdelli and A. Benaissa [2] when φ 2 ≡ cont and the function a has a polynomial form, the asymptotic behaviour of the energy play an important role to prove global existence.
In the degenerate case, when φ 1 ≥ φ 2 ≥ 0, J. G. Dix and R. M. Torrejon [10] proved a global existence of the (−∆)-analytic solution. It is an interesting question to study the decay rate of the energy (the energy is a decreasing function). It is clear that the energy decay rate depends on the order of degeneracy of φ 1 , φ 2 and the form of a.
3. Another interesting problem is to study global existence and asymptotic behaviour for the following Kirchhoff equation with dissipation and source term with initial data less regular than as in the classical case (i.e (u 0 , u 1 ) ∈ H 2 (Ω) ∩ H on Ω.
This study makes possible to consider the case when g and f are not Lipschitz functions (see J. Serrin, G. Todorova and E. Vitillaro [30] and S. Panizzi [26] ). The convenience space is D((−∆) 
