Abstract-In this paper, we consider the asymptotic performance and fundamental limitations of the class of blind estimators that use the second-order statistics. An achievable lower bound of the asymptotic normalized mean-square error (AN-MSE) is derived. It is shown that the achievable ANMSE is lower bounded by the condition number of the Jacobian matrix of the correlation function with respect to the channel parameters. It is shown next that the Jacobian matrix is singular if and only if the subchannels share common conjugate reciprocal zeros. This condition is different from the existing channel identification conditions. Asymptotic performance of some existing eigenstructurebased algorithms is analyzed. Closed-form expressions of ANMSE and their lower bounds are derived for the least-squares (LS) and the subspace (SS) blind channel estimators when there are two subchannels. Asymptotic efficiency of LS/SS algorithms is also evaluated, showing that significant performance improvement is possible when the information of the source correlation is exploited.
I. INTRODUCTION

E
STIMATING channels using only output signals is often referred to as blind channel estimation. Earlier techniques in blind channel estimation/equalization rely on some form of higher order statistics. This is natural since the singleinput single-output linear time-invariant channel driven by stationary input signal cannot be identified from the secondorder statistics of the output. Since the publication of [14] and [15] , it becomes clear that such limitation does not apply to the case when the input signal is cyclostationary or, equivalently, to the case when the channel has single input and multiple outputs. The channel identification algorithm presented in [14] and [15] also offers a simple closed-form solution to the identification problem. A set of identifiability conditions is presented in [13] .
The blind channel estimator given in [14] and [15] belongs to the class of moment-based estimators, i.e., the channel estimator is derived from the estimated correlations. Most recent moment-based blind channel estimators fall into the following two categories.
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Publisher Item Identifier S 1053-587X(97)05789-9. [15] . They all exploit the special structure of the channel more efficiently than the original approach and often show improved performance. Second, they do not require the correlation structure of the source, which is of great value. On the other hand, when the source correlation structure is known, the omission of this information may degrade the performance significantly, as we shall demonstrate in this paper. These algorithms are also developed around two original ideas ignored in [14] and [15] . The first one, presented succinctly by Moulines et al. [9] , shows that the null space of the channel matrix determines the channel parameter uniquely. This idea forms the basis for the so-called subspace (SS) algorithm. The second idea, which has been presented in [6] , [7] , and [17] , shows that the channel parameter is orthogonal to the null space of a special data matrix. It is shown that under the identifiable condition [13] and the persistent excitation condition, the null space of this special data matrix is colinear with the channel vector, which leads to the least square (LS) algorithm. Slock [12] provides a different interpretation using the linear prediction theory. [3] - [5] , [16] These algorithms are based on the idea of the optimal fitting of the output correlation function or spectrum. The so-called asymptotically best consistent (ABC) estimator presented by Giannakis and Halford [5] , [4] is of particular theoretical importance. Although its implementation is complicated, the approach in [5] , [4] is perhaps the first which addresses limitations of moment-based algorithms. The algorithm presented in [16] offers a simpler suboptimal implementation. These algorithms exploit both the structures of the channel and the source correlation. They are expected to offer better performance when the source correlation is known.
B. Optimal Spectral/Correlation Fitting
In this paper, algorithms using second-order statistics are compared based on the the asymptotic normalized meansquare error (ANMSE) of channel estimates. We attempt to answer the following basic questions concerning the blind channel estimators that use the second-order statistics: Q1) What is the achievable ANMSE among all consistent estimators using consistent estimates of second-order moments? Q2) What are fundamental limitations to the ANMSE of blind channel estimators using the second-order statistics? Q3) What is the ANMSE of the LS/SS estimators? Q4) What are the fundamental performance limitations on LS/SS estimators? Q5) How much potential improvement can be made over the LS/SS estimators?
1053-587X/97$10.00 © 1997 IEEE Our approach is to apply asymptotic statistical analysis to the optimal and LS/SS algorithms and to derive expressions of ANMSE and their lower bounds. In obtaining the lower bounds, we aim to relate the ANMSE bounds to the channel characteristics such as the location of zeros and the condition number of channel matrix. Consequently, although the lower bounds may not always be tight, they illuminate key factors affecting the ANMSE. For example, our answer to Q4) and Q5) reveals insights into the value of exploiting the source correlation structure. Specifically, we show that despite the fact that LS/SS estimators and subspace techniques are very attractive in performance and especially in implementation, the optimal spectral/correlation fitting may offer better performance when the channel matrix is ill conditioned. In this paper, we do not address how to combine the simplicity of the LS/SS algorithms with the optimal approaches. A new approach motivated by this question is presented in [18] and [19] . Although some of the results in this paper are derived for the real case, similar results hold for the general complex case.
This paper is organized as follows. In Section II, the problem formulation is given. To answer Q1) and Q2) in Section III, the achievable ANMSE for all moment-based estimators is presented. We show that the achievable AN-MSE is lower bounded by the condition number of the Jacobian matrix of the correlation function with respect to the channel parameters. A necessary and sufficient condition for nonsingular Jacobian matrix, which ensures the existence of the asymptotically best consistent (ABC) estimators, is given. In Section IV, the asymptotic performance of the LS/SS estimators is investigated. Here, the questions posed in Q3)-Q5) are answered. As an application of the theoretical analysis, we considered a set of two-ray multipath channels in Section V.
II. PROBLEM FORMULATION
A. Notations
Notations used in this paper are standard. Uppercase and lowercase bold letters denote matrices and vectors, respectively. Other key notations are listed as follows:
Transpose 
B. Models
We consider a discrete-time single-input multiple-output (SIMO) model given by (1) where input sequence; impulse response of the th subchannel; additive white noise. In communication applications, the above model may come from a fractionally sampled baseband intersymbol interference (ISI) channel or systems using multiple receivers.
Assuming that the channel impulse response has a finite duration, let , where is the -transform of Denote , and let the vector of the entire channel parameters be
The single-input multiple-output (SIMO) model (1) has a matrix form is defined by (6) . . . . . .
The LS estimator requires the data window size of each channel to be in (4) . Other estimators such as spectra/correlation fitting methods can be formulated from the estimated correlation/cyclic spectra of Since the achievable performance bound developed in Section III is related to the latter schemes, the restriction of the window size does not affect the results related to achievable performance bound.
C. Assumptions and Performance Measure
We assume that the input sequence is independent, identically distributed (i.i.d.), zero mean, and with unit variance. The noise is zero mean white Gausian noise with variance and is mutually independent to the input. We also assume that the channel is normalized, i.e.,
, and the first nonzero element of is positive. The signal-to-noise ratio (SNR) is defined by
The performance measure considered in this paper is the asymptotic normalized mean square error (ANMSE Second, it provides a benchmark for the efficiency of existing blind channel estimators. For convenience, we consider in this section the case involving real data, and the input symbols are zero-mean binary signals
A. The Autocorrelation and Its Jacobian Matrix
Given the correlation function , a consistent estimator of is given by (10) To eliminate redundancies in , define the vector of correlation functions by (11) (12) Note that the estimated correlation contains all the secondorder statistical information of the received signal.
The Jacobian matrix plays a key role in the development. It is constructed from the following set of submatrices:
. . .
. . . . . .
When , the Jacobian is given by
Similar matrices are easily constructed when For notational convenience, we define the pairwise Jacobian matrix for (20) We note that the Jacobian matrix is specified by the set of . 1 also has the following property that is used in our development: 
B. The Achievable Performance Bound
The main result of this section is summarized in Theorem 1, where two lower bounds on ANMSE are given in (22). The first bound is significant because i) it is a lower bound for all consistent estimators using , and ii) it is achievable by an optimal estimator The second bound shows that when the Jacobian of the autocorrelation vector is nonsingular, there exists an estimator that achieves the lowest possible ANMSE. On the other hand, when is close to being singular, the performance degrades significantly. In other words, the performance of all moment-based blind channel estimation algorithms is limited by the condition number of the Jacobian matrix , which is in sharp contrast with the behavior of the least-squares (LS) and subspace (SS) algorithms discussed in Section IV.
Theorem 1: Consider channel estimation in a parameter set , which is open. Assume that , which is the Jacobian of the autocorrelation vector with respect to the channel vector , is full column rank. Let be the estimated autocorrelation vector obtained from with normalized asymptotic covariance Let be a channel parameter estimator such that Then, the ANMSE of is lower bounded by
where is a constant, and is the condition number of Moreover, there exists an estimator that achieves the lower bound tr
Proof: See Appendix A.
Remarks:
1) The parameter set should be made so that full rank condition of and positive definite condition of are satisfied for all in
The choice of will be discussed in Section III-C. 2) In general, the lower bound is loose. However, this simple lower bound has some advantages. First, if this lower bound is very large, all second-order moment based estimators will have large ANMSE. Second, this lower bound depends only on several important factors such as the SNR and the condition number of the Jacobian. This allows us to reveal further insights into what kind of channels may have large ANMSE. See Section III-C.
C. The Existence of Asymptotic Best Consistent Estimators
Following [4] and [5] , the estimator achieving this bound is referred to as the ABC estimator. Theorem 1 gives the achievable lower bound of ANMSE among all estimators using
The lower bound on the achievable ANMSE shows that the condition number of the Jacobian matrix is a fundamental limitation. When is nonsingular, there exists an algorithm that achieves the lowest possible ANMSE. On the other hand, when is close to being singular, the performance of all moment-based algorithms deteriorates. The question addressed in this section is as follows: When does become singular? It turns out that the necessary and sufficient condition of being singular can be stated in terms of the locations of the channel zeros.
Theorem 2: Jacobian is singular if and only if share common conjugate reciprocal zeros (CRZ's) or, equivalently, share common zeros.
Proof: See Appendix C. Remarks: A is a CRZ if CRZ's are symmetric with respect to the unit circle. For the real case, the CRZ's are equivalent to the reciprocal zeros. This is because zeros of a real polynomial come together with their conjugate counterpart. If and are zeros, so are and Theorem 2 highlights a striking difference from the channel identifiability condition, which states that the channel is not uniquely determined from the second-order statistics if the subchannels share common zeros [13] . Note that the identifiability condition is global in the sense that when the channel is not identifiable, there are multiple channels in the Euclidean space satisfying the constraints imposed by the secondorder moments of the received signal. In contrast, Theorem 2 says that some unidentifiable channels have nonsingular Jacobians. By properly specifying the parameter set , these channels can be estimated with the achievable ANMSE shown in Theorem 1. Two choices of parameter set can be made according to Theorem 2.
• Identifiable Channels: Consider the set of all identifiable channels. It is easy to verify that such a set is open. All channels in this set do not have common zeros, and hence, they have nonsingular Jacobians. Therefore, one can choose this set as for which the requirements in Theorem 1 are satisfied.
• Unidentifiable Channels without Common CRZ: Consider a channel without CRZ. According to Theorem 2, an open neighborhood around this channel can be chosen such that requirements in Theorem 1 are satisfied. Therefore, there is an ABC estimator for any channel in In contrast with the previous case when the specification of this parameter set does not dependent on a particular channel, one must know the whereabouts of the true channel. Such knowledge may come from some prior information of the channel. In [18] , we investigated the case when the channel is made of scaled and delayed versions of known pulse shape.
IV. ASYMPTOTIC PERFORMANCE OF LEAST SQUARES AND SUBSPACE ESTIMATORS
We consider in this section two recent blind channel estimators that have shown promising performance: the least-squares (LS) [2] , [7] , [11] , [12] , [17] and the subspace (SS) estimators [8] , [12] .
The questions asked here are as follows: What is the asymptotic performance of the LS and SS estimators? What are fundamental limiting factors? How much improvement is possible? We give answers for the LS estimators and the SS estimators when
A. The LS and SS Estimators
The idea of the least-squares (LS) approach is motivated by the following convolution property (noise-free case): Given It can be seen that the LS approach is based on the orthogonality of the channel vector and the matrix obtained from observation data.
The SS estimator is derived from a different angle [8] , [12] . It exploits the Toeplitz structure of the channel matrix and obtains the null space of the channel vector differently. The singular value decomposition (SVD) of the estimated channel covariance matrix is given by (29) where columns of span the "signal" subspace and columns of span the "noise" subspace. The SS estimator is given by (30) Despite the apparent differences, these two estimators turn out to be identical when with probability one [19] , [20] . For the general case , the two algorithms are different in their ways of exploiting the noise subspace.
B. Asymptotic Performance of the LS/SS Estimator
We consider here the case when the LS and SS estimators are identical. The following theorem gives the exact expression and the lower bound of ANMSE for the LS/SS estimator. 
Remarks:
1) The limitation to the performance of LS/SS estimators is the identifiability condition, i.e., is nonsingular, or the subchannels do not share common zero. This is very different from the condition given in Theorem 1. It implies that when the subchannels share common zeros but not conjugate reciprocal ones, the LS/SS estimators fail, whereas there are locally consistent estimators that may still obtain accurate estimate of the true channel. Algorithms having this property are developed in [18] and [19] . 2) One may question the assumption that the sample covariance matrix of has the Wishart distribution. This assumption is valid when is Gaussian and i.i.d., which, in general, is not true. We make this assumption because a) it enables a closed-form expression for the ANMSE; b) it is shown to be accurate in our simulations (see Section IV-D); c) it is valid when the input sequence is i.i.d. Gaussian and is subsampled to generate an i.i.d. Gaussian subsequence. Note that the LS/SS methods can be derived when the symbol covariance matrix By replacing in (96) by , it is evident that Theorem 3 is easily modified by defining the as the singular values of the
C. Asymptotic Efficiency of the LS/SS Estimator
Here, we investigate how well the LS/SS estimator perform in the asymptotic case. When comparing different algorithms, a useful measure is the asymptotic efficiency defined below.
Definition 1: Given a moment-based consistent channel estimator and its ANMSE , the asymptotic efficiency of is defined by
where ANMSE is the achievable lower bound on all moment-based estimators, i.e., ANMSE tr
With this definition, the asymptotic efficiency of the LS/SS approaches given below can be obtained easily by applying where is a constant depending on Proof: see Appendix E.
V. EXAMPLE: TWO-RAY MULTIPATH CHANNELS
In evaluating the ANMSE expression derived above, we considered a set of two-ray multipath channels given by (36) where was a raised-cosine function with rolloff factor 0.1 and finite support of ( is the symbol interval.) varied from to Channel vector was obtained from sampling at a rate of The condition number of the channel matrix is shown in Fig. 1 . It is expected that the LS/SS methods should fail at In this simulation, the transmitted signal was BPSK.
A. The ANMSE Expression for LS/SS Estimators
We evaluated first the accuracy of the ANMSE expression given in Theorem 3. Such an evaluation is particularly meaningful because the assumptions made in Theorem 3 may not be satisfied when a non-Gaussian input sequence is used.
In this example, the performance of the LS estimator was evaluated via 50 Monte Carlo runs at SNR dB and The estimated asymptotic normalized mean square error is given by ANMSE
where was the estimated channel vector in the th trial. The theoretical ANMSE was computed from Theorem 3. Fig. 2 shows the comparison result. For the finite data size with BPSK input, the theoretical ANMSE predicted the behavior of the LS/SS estimator rather well. At , the channel matrix is singular, which caused ANMSE to approach infinity. In this case, the LS/SS algorithm should fail, and the ANMSE has a large peak. To illustrate the effect of the condition number, Figs. 1 and 2 show a strong resemblance between the and the ANMSE curves.
B. ANMSE Bounds
In Fig. 3 , ANMSE bounds (22, 31) of the optimal estimator and the LS/SS estimator were compared for the channel at delay It is interesting to observe that as the SNR increases, the performance of LS/SS estimator approaches to that of the optimal estimator. Both lower bounds of ANMSE and ANMSE are not tight, and the lower bound of ANMSE (dash-dotted line) is very loose. However, these simple lower bounds can be used to indicate performance degradations when subchannels are close to sharing common zeros or common conjugate reciprocal zeros.
C. Asymptotic Efficiency
The channel condition is an important factor to the asymptotic efficiency. In this experiment, ANMSE and ANMSE were compared for the set of two-ray multipath channels with different delays (Fig. 4) . At , the LS/SS estimator fails while the optimal estimator still performs well. The asymptotic efficiency of the LS/SS estimators is shown in Fig. 5 . It is interesting to note that the LS/SS estimator had asymptotic efficiencies below 10% for some channels. Note that LS/SS method is derived without the knowledge of the source correlation structure, and the achievable ANMSE is derived under the assumption that the source is uncorrelated. The significant gap between the achievable ANMSE and that of the LS/SS estimators shows that the knowledge of the source correlation structure is of great value. In [18] and [19] , we propose a class of new algorithms that can improve the performance of the LS/SS approaches.
VI. CONCLUSION
In this paper, we investigated the asymptotic performance of blind channel estimators using the second-order statistics. An achievable lower bound of the asymptotic normalized meansquare error (ANMSE) was derived to serve as a benchmark. When a channel is -sampled, the ANMSE of the leastsquares estimator (or the subspace method with the same data window) was also derived. It is shown that the performance of the least-squares estimator degrades when the channel is close to unidentifiable, whereas the asymptotically best consistent estimator may perform well even when the channel does not have common conjugate reciprocal zeros. According to the analysis of relative efficiency of the least-squares estimator, significant potential improvement over the eigenspace-based algorithms is possible when the source correlation structures are exploited.
APPENDIX A PROOF OF THEOREM 1
The first inequality is a straightforward application of standard results (see [4] , [5] , and [10] 
Taking transforms, we have (68)-(70). Now we will give the proof of Theorem 2 for the real case where the conjugate reciprocal zero is equivalent to reciprocal zero. The proof for the general complex case can be found in [21] .
Sufficient Condition
First, consider the case where share common reciprocal zero 
Necessary Condition
First, let be the order of polynomial It can be seen that is also 
