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ABSTRACT




University o f  New Hampshire, September 2013
Debates on climate change have conceded to most parties acknowledging the 
existence o f negative impacts o f changing weather patterns. However, these impacts 
have not fully been assessed. One way which changing climates can negatively impact 
an economy is by changing the market structures o f its most influential industries; 
making these markets more imperfectly competitive and taking value away from 
consumers. This dissertation draws on this fact and suggests accurate ways to both 
identify and quantify the costs o f climate change.
In the first chapter o f this dissertation, the ski industry is used as a case study. A 
unique data set along with the econometric technique o f  discrete time survival analysis is 
used to estimate the impact o f weather on the survival o f ski areas over time. Results 
suggest that changing weather patterns have been an influential factor in the closure o f 
many ski areas throughout the region. For this reason, the ski industry has become much
less competitive allowing ski area managers to increase the price o f  their lift tickets over 
their marginal costs.
The second chapter builds off the first to show that since many o f  the industries 
which are vulnerable to climate change are imperfectly competitive in nature, there is a 
need to more precise theoretical techniques o f valuing non-market, climate related goods 
in these industries in which firms can artificially increase the price. Huang (2013) builds 
o ff o f Feenstra (1995) and adapts the traditional hedonic valuation method to account for 
imperfect competition in the market. The theoretical technique is discussed and 
employed against current approaches to show its feasibility in measuring the true value o f 
goods which are marked up when firms enjoy market power.
Together the two chapters o f this dissertation develop a strategy for increased 
precision in the measurement o f the costs o f climate change. By first identifying 
vulnerable industries with the econometric techniques used in chapter one and then 
estimating the value o f  the climate related goods in these industries with the model 
presented in chapter two, researchers could determine important factors which have the 
ability to influence policy debates on climate change.
xiv
INTRODUCTION
In 2003 Brodie Mountain, a ski areas in New Ashford, MA, closed its doors for 
business after nearly 60 years o f  operation. Local skiers were forced to go to the larger 
more expensive ski area o f Jiminy Peak in neighboring Hancock, MA. Speculations o f 
the cause o f  Brodie’s unfortunate fate began swirling soon after their final ski season. 
Among the most common theories were bad winters with record low snowfall totals and 
loss o f  skiers to easily accessible Jiminy, which had much more to offer skiers both on 
and o ff the mountain.
Brodie’s experience was not an isolated incident. According to Hamilton (2007) 
dozens o f ski areas have been closing and the industry has been consolidating over the 
past 100 years. This claim is supported by authors, Jeremy Davis and Jon Gallup, who 
created the website, “New England’s Lost Ski Areas Project,” (www.nelsap.org). which 
documents all o f  the known lost ski areas in New England. The authors suggest that over 
80 percent o f  the ski areas which were once operational in New England have closed 
down over the past century. One o f the major theories for this phenomenon, like in the 
case o f  Brodie Mountain, is that changing weather patterns are to blame for pushing so 
many ski areas out o f  the industry.
This “climate change” theory has currently been studied with research which 
focuses on the common time period within which many ski areas have closed, average 
winter temperature has risen, and snowfall has declined. However, more thorough 
econometric studies are needed to investigate the connection between changing local 
weather patterns and the overall market structure o f  this industry. In addition, to truly 
determine the cost o f changing weather, further studies involving valuing climatic goods
in these vulnerable markets must be conducted under the correct market structure 
assumptions.
Understanding how changing weather alters market structures and the value o f  the 
products within these changing markets will go a long way to helping environmental 
economists and policy makers. By understanding the markets structure first and how it 
has changed due to changing weather will help researchers estimate more precisely how 
products in these markets have changed in value since the weather began to change.
These more precise estimates could then be used to determine the most cost effective 
ways to help prevent the negative impacts o f  changing weather.
One o f  the most useful contributions o f  this dissertation is its emphasis on 
evaluating the impact o f weather both on and within different types o f market structures. 
Market structure is one o f  the most influential determinants o f  economic factors. The 
structure o f  the market in which products are produced and sold determines everything 
from the prices and the number o f  different varieties to quality and availability o f  the 
goods. M arket structure also significantly influences the profits or losses to the firms 
which sell the goods and the benefits or costs to the consumers who purchase the goods. 
Therefore, when the structure o f  a market changes, because o f  exogenous and 
uncontrollable factors, the consequences can be severe.
The first chapter o f  this dissertation examines the influence o f  weather on market 
structure while the second discusses the importance o f the acknowledgement o f specific 
market structures before valuing climatic and other types o f  goods. In both chapters the 
ski industry within the U.S. is used as the case study, however, the techniques in this
2
dissertation could easily be adapted to investigate the influence o f  weather on any 
vulnerable industry.
In the first chapter, more rigorous econometric techniques than those currently 
employed in other studies, are used to find that changing weather patterns have 
significant impacts on the market structure in this industry. Particularly, the industry has 
become much less competitive as many ski areas are forced to shut down due to less than 
desirable skiing weather conditions.
The results o f  the first chapter o f  this dissertation suggest that climate might 
significantly be affecting the market structure o f  many industries throughout the 
economy. This research suggests that many o f the vulnerable industries are most likely 
imperfectly competitive in nature and changing weather might be altering the market 
structure enough to allow firms to have pricing power. With the pricing power, firms are 
able to artificially inflate the price o f their goods above their marginal costs. In the case 
o f  the ski industry, this hypothesis is supported by the fact that the average ski area lift 
ticket price has increased more than three times inflation over the past 30 years. To help 
fully understand the total economic cost o f changing weather patterns the second chapter 
o f  this dissertation discusses and implements a new theoretical technique for valuing 
climatic goods in markets in which firms enjoy pricing power.
Climatic goods, such as, the amount o f  natural snowfall, rainfall, or average 
temperature are non-market goods which are often consumed in combination with other 
composite products such as a ski lift ticket. One technique for valuing these and other 
non-market goods is the hedonic valuation approach in which researchers break down the 
price o f  the composite product into its components including the environmental good o f
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interest. However, currently the hedonic techniques for valuing environmental goods are 
limited by oversimplifying assumptions or are too complex to implement based on the 
rigorous mathematical techniques and large data requirements.
The theoretical technique developed by Huang (2013), which is discussed in the 
second chapter o f  this dissertation, is a much more feasible approach and which can 
account for the increased price over the marginal cost which occurs when the market 
structure o f  the industry is less than perfectly competitive. Once discussed, this 
theoretical technique is implemented, along with other current techniques which account 
for imperfect competition, to determine the value o f  the non-market, climatic good which 
is purchased along with the composite good. The ski lift ticket is the composite good and 
the amount o f natural snowfall is the climatic good o f interest.
Chapter two provides evidence that the market structure in which the composite 
good is being sold must be considered under the hedonic valuation method. In many 
hedonic approaches the market structure is assumed to be perfectly competitive.
However, if  the firms in fact do have pricing power, this assumption will not hold and the 
traditional price equation in the hedonic method will be estimated incorrectly. The 
resulting values o f the environmental and other goods within the composite good could 
not be trusted. The theoretical technique and econometric implementation o f  the model 
suggested by Huang (2013) gives more precise measures o f  environmental goods; 
because, this model can account for the imperfectly competitive nature o f  the market in 
which the goods are being sold.
As a whole this dissertation highlights and begins to quantify the effects o f 
changing weather patterns on an extremely vulnerable industry within the U.S. The
4
econometric and theoretical techniques used in this dissertation allow for the 
contributions to the field o f Environmental Economics to include both a way to better 
identify vulnerable industries and then provide more precise values for the climatic goods 
which are altered as the local weather patterns change. This precision will be vital to 
policy debates for determining how much, if  any, aid should be given to firms to help 
combat the changing weather.
5
ESSAY 1:
WEATHER CONDITIONS AND OUTDOOR RECREATION: 
A STUDY OF NEW ENGLAND SKI AREAS
6
1.1 Introduction
Today climate change is a frequently discussed topic in both the media and 
academia. Since many industries rely on the stability o f  their local climate for survival, 
the climate change issue has become a major economic concern (Stem, 2006; Nordhaus, 
2012). One way to assess the overall economic impact o f climate change is to accurately 
evaluate how weather affects individual industries (Tol, 2002; Mendelsohn et al, 2000; 
Tol, 2012). Industries which may be vulnerable to the damages o f climate change are 
diverse; ranging from agricultural to insurance, healthcare to financial services, and 
fishing to tourism. In this study, the New England ski industry is used as a case study to 
examine the potential effects o f weather conditions on firm behavior. However, the 
methodology used in the analysis could easily be adapted and applied to other susceptible 
industries.
The ski industry is chosen because o f  its reliance on steady and lengthy winter 
weather conditions. Changes in weather patterns due to global warming, such as reduced 
snowfall and an upward trend in winter temperature, can be devastating to the operation 
o f  a ski area. The ski industry in the United States has been experiencing structural 
changes. Studying the New England ski industry, Hamilton (2007) reports that ski areas 
have been closing down at a rapid rate and the industry has been consolidating over the 
past 100 years. Wake (2005) shows that in New England the average annual temperature 
and average winter temperature have been rising over the same time period, and the 
number o f days with snow on the ground has been declining in the period from 1970 to 
2000 .
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Because o f the ski industry’s dependence on particular weather conditions, the 
common time period in which winter temperatures have risen, snowfall has decreased, 
and a large number o f ski areas have closed, seems to suggest that climate change might 
have had a significant role in affecting the fate o f individual ski areas and changing the 
market structure o f the ski industry as a whole. However, before jum ping to this 
conclusion, it is necessary to explore all factors that can contribute to the structural 
changes in this industry.
Previous research has identified several factors that may influence the probability 
o f success o f a given ski area. Some studies show that physical characteristics o f  ski areas 
affect the demand for skiing, which can subsequently influence the survival o f ski resorts. 
Morey (1984) investigates how individual characteristics and characteristics o f  a ski area 
influence young skiers’ behavior. He finds that skiing terrain may influence an 
individual’s decision to visit a particular ski area. In a later study, Morey (1985) estimates 
the demand for the development o f a Colorado ski area. He investigates specific 
characteristics o f skiers and ski areas that may affect the demand for skiing, and finds that 
those ski areas with natural endowment that can offer a good variety o f  activities are 
valued higher by consumers. M orey’s findings can be used to partially explain why so 
many ski areas have closed in the past century. Specifically, some mountains were able 
to offer more to their skiers and were able to pull business away from their less diverse 
counterparts. Geographic locations are important as well. Fukushima et al. (2002) study 
ski activities in Japan and find that the farther a ski resort is from the major metropolitan 
area, the less likely it is to draw a large crowd to its mountain.
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Some studies have shown connections between climate and visits to ski areas. 
Palm (2001) finds that 700,000 fewer skiers visited the ski areas in New Hampshire and 
Vermont during the years with the least snowfall, compared to those with the most. In a 
similar study, Hamilton et al (2007) find that the amount o f snow in the nearest 
metropolitan area greatly impacted the number o f  skiers traveled to local ski areas on a 
particular day in New England. Fukushima et al. (2002) find significant correlation 
between number o f skiers and the depth o f snow in ski areas in Japan. They estimate a 30 
percent decrease in ski activities for a 3 °C increase in temperature. These studies suggest 
that climate change can alter the environment and weather conditions, and cause a 
decrease in skier demand that can jeopardize the success o f  ski areas.
With the projection o f  decreasing snowfall, researchers have also studied the 
strategies from the supply side to adapt to the changing climate. Scott et al. (2003) 
construct a simulation model, based on the data for the ski industry in Southern Ontario 
(Canada), to show the importance and effectiveness o f snowmaking to battle climate 
variability and changes. Later Scott and McBoyle (2007) discuss more generally the 
adaptation options o f  climate change for ski resorts. The adaptation options can be 
technological, such as investing in snowmaking equipment and slope development, or 
operational, such as creating diversified revenue streams by offering a variety o f services 
beyond ski related activities in all seasons. Some ski areas now provide lodging, 
shopping, and restaurants, as well as extend operations into all four seasons. Scott and 
McBoyle (2007) show that lift tickets sales are now accounting for less than half o f the 
ski industry’s overall revenue, compared to nearly 100 percent o f  the revenue from ticket
9
sales when the ski industry first began. The abilities to adapt to climate change can 
contribute to the success and survival o f ski areas.
From the literature, four categories o f  factors are considered to impact the success 
o f a ski resort: resort characteristics, adaptation abilities, location, and weather 
conditions. The adaptation abilities refer to the abilities to invest and to adjust business 
operation in response to changes in the physical and business environment, such as 
acquiring snowmaking machines and enabling operation beyond the ski season. In terms 
o f  location, easy access to metropolitan hubs is beneficial. W eather conditions may 
influence the success o f  a ski area through multiple channels. They can affect the 
revenue, therefore the survival, o f  a ski area directly by reducing the demand faced by the 
ski area. They may also influence decisions o f ski areas to invest and to develop new 
business strategies which may increase the chances o f survival. To assess the effects o f 
weather conditions, it is important to examine them with other factors simultaneously to 
avoid misrepresentation.
In this paper, the discrete time survival analysis is employed and a structural 
model to study the direct and indirect effects o f climate variables on the closure o f  a ski 
area in New England is presented. A unique data set is compiled containing information 
o f the known ski areas that closed down between 1970 and 2007 and a sample o f  ski 
resorts that were still in operation by 2007. To our knowledge, this is the first study to 
empirically examine both the direct and indirect effects o f  weather conditions, along with 
other factors, on the exit decisions o f  firms in the ski industry.
Our results indicate that reduced snowfall, during the studied time period, has 
contributed directly to the closing o f  ski resorts in New England. The results also suggest
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that there have been indirect effects o f the climate variables through their impact on 
investment decisions that improve the probability o f survival and offset part o f  the 
negative direct effects. Further, it is shown that larger resorts not only have a higher 
chance o f survival in the industry, but are also more likely to make strategic investment 
decisions to ward o ff the negative effects o f  a changing climate. Consequently the results 
suggest that weather conditions have contributed significantly to the decrease in 
competitiveness in the New England ski industry.
In the next section, the history o f  the New England ski industry is presented and 
the data collection process is described. In Section 3, the strategy o f the empirical 
analysis is outlined. The empirical model and econometric technique, as well as a 
summary o f data, are presented. In Section 4, estimation issues and results are discussed. 
Based on the estimation results, a simulation o f effects o f  key factors on the probability 
o f closure o f  a ski area is also presented. Lastly, some concluding remarks are given in 
Section 5.
1.2 New England Ski Industry and Data Collection
The New England ski industry began as small privately owned hills with single 
rope tows in the late 1800s. During this time the consistent snowfall supported the 
growth o f  the industry, and hundreds o f ski areas opened all over New England by the 
early 1900s. The ski industry soon became a multibillion dollar industry with significant 
impact on the area’s economy (Wright, 2006).
As skiing grew in popularity and the industry continued to have a positive impact 
on the local economy, the structure o f  the industry began to change. Many o f the once
11
profitable ski areas began to shut down. It is estimated that nearly 80% o f  the 
approximately 650 ski areas in Maine, Vermont, New Hampshire, Massachusetts, 
Connecticut, and Rhode Island combined have shut down over the past 100 years (Davis 
and Gallup, 2007). In the 1960s, many ski areas were forced to shut down because o f  an 
increase in insurance costs. Many o f  the mom-and-pop ski areas disappeared because 
they could not afford the payments (Puliafuco, 2006). After 1970 the ski industry 
continued to experience the trend o f  consolidation. During this time, winter weather 
patterns also had noticeable changes as the temperatures rose and snowfall declined, and 
scientists began to voice their growing concern o f  global climate change (Peterson et al. 
2008). A sizable ski industry, a wide variety o f  different climate conditions, and a 
changing market structure, make New England an ideal area for a case study. This study 
focuses on the years from 1970 to 2007 and data on both operational and closed ski areas 
are compiled during this time period.
The data o f  the individual ski resorts no longer in operation by 2007 were 
collected from the New England Lost Ski Areas Project website (Davis and Gallup, 
2007). This website lists the known closed ski areas o f  the New England states. The 
specific information o f  each closed ski area was collected from visits to the deserted 
mountain, interviews o f former owners and patrons o f the area, or ski magazines and 
guides from the years when the area was operational. All o f the documented known 
closed ski areas in New England since 1970 that have sufficient information for the 
analysis are included. These total to 47 ski areas. The data o f  ski areas that still operated 
at the end o f the studied year 2007 were collected from their individual websites. 
According to the online source (http://www.onthesnow.com). there were 61 ski areas in
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operation in 2007. The sample consists o f 31 operational ski areas, about half o f all of 
the New England ski areas in operation in 2007. In total, 78 ski areas are included in this 
study, 31 were in operation in 2007 and 47 were closed between 1970 and 2007. The 
characteristics o f both the operational and closed ski areas by 2007 are summarized in 
Table 1 .A l . In terms o f  the basic characteristics, the sample o f operational ski areas 
mimics the population fairly w ell.1 Note that the average size o f the closed ski areas is 
noticeably smaller than those still in operation. The ski areas are scattered throughout the 
states o f  Maine, New Hampshire, Vermont, Massachusetts, Connecticut, and Rhode 
Island. See Figure 1 .D1 for a mapping o f  the studied ski areas in operation from 1970 to 
2007. The continuous disappearance o f ski areas in the past 4 decades is apparent. None 
o f the closed ski areas in the study ever reopened.
The data collected for each o f  the ski areas was based on the prevalent factors 
presented in the literature. The climate factors are the factors o f interest in this study. 
Two weather condition measures are constructed: the annual average snowfall and 
average winter (November -  February) temperature. See Figure 1 .D2 for the plots o f  the 
average snowfall and winter temperature across the region, over the time o f this study. 
These graphs show that there has been a slight upward trend in winter temperature and 
downward trend in snowfall across this region during the time o f the study. The data o f 
basic characteristics o f a ski area, including number o f lifts, number o f  trails, and the 
vertical drop o f the mountain, are collected. Two binary variables are also constructed to 
indicate a ski area’s investment activities to adapt to changes in weather conditions and
1 To ensure that the results are not driven by the sampling o f  the operational ski areas, the analysis is 
repeated a few times by excluding 5 randomly selected operational ski areas in the sample each time. The 
key findings are robust to the random selection o f  the operational ski areas. An example o f  the results 
from one o f  the randomly selected subsamples o f  the data can be found in Appendix 1 .B, Tables 1 .B5 -  
1.B7.
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business environment. One variable indicates whether or not a ski area owns snowmaking 
equipment. The other denotes whether a ski area operates beyond the w inter ski season 
and offers activities in all four seasons. The location measures include the distance to 
Boston, the major metropolitan area in the region, and state dummy variables to control 
for state fixed effects.
1.3 Empirical Strategy and Data Summary
Discrete Time Survival Analysis
To describe the status o f  a ski resort over time during the studied period, the
following binary dependent variable Yu is constructed.
Yu = 1 if the ski area i is closed in year t
= 0 if it remains open in year t (1)
Multiple observations o f Y„ are recorded and stacked for each ski area, from 1970
on. For example, for a ski area that was open in 1970 but was closed in 1996, there are
27 observations for the ski area, one for each year between 1970 and 1996. For this
resort, Y=  0 for the first 26 observations and 7 = 1  for the last observation. If a ski area
remained open in 2007, then there are 38 observations for this ski area with 7  = 0 for all
observations. Stacking the annual observations o f operational status o f  the ski areas
enables us to conduct the discrete time survival analysis on the ski areas (Allison, 1992).
No ski areas in the study were closed then reopen, so only the model o f  single event
analysis is employed.
2 The distance variable to the nearest large urban area including New York City, Boston, Hartford,(CT), 
Burlington (VT), Manchester (NH), and Portland (ME) is also constructed. The qualitative results based on 
these alternative location measures were the same.
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The discrete time duration model has been widely used in event history analysis 
in fields such as sociology, psychology, political science, and economics. It differs from 
the continuous duration model by disaggregating time into discrete time units. In contrast 
to the analysis o f the “exact” time o f an event in the continuous duration model (e.g., 
time o f  death after receiving cancer treatments), the time disaggregation for discrete time 
survival analysis could be due to the way events are recorded (e.g., grade o f  school 
dropout, regardless o f  the actual time o f  the year it occurs) or the naturally discrete timing 
o f an event (e.g., labor retention by annual contracts or the outcomes o f presidential 
election). Although the nature o f the data may ultimately determine the empirical 
modeling strategy, there are some advantages o f the discrete time analysis. One 
advantage is that, unlike continuous hazard models, time varying covariates can be 
incorporated directly into the discrete time model (Allison, 1992). The other advantage is 
that under certain assumptions, standard binary choice models such as the logit and probit 
model can be used to analyze discrete time data (Jenkins, 1995). In the data, the year o f 
the closing o f a ski resort was recorded. Further, the key covariates o f interest, the 
climate change variables, are time varying. Therefore, the discrete time survival analysis 
is appropriate for the investigation o f the impact o f  weather conditions on the survival o f 
ski resorts.3
Let P, be the probability that a ski area i closes, as a (nonlinear) function o f a set 
o f explanatory variables X.
P ,= ? t{Y,i = \ \ X i) = F { X - P )  (2)
3 Alternatively, the number o f  years o f  a ski resort that remains open can be treated as a continuous variable 
and estimate continuous duration models with time varying covariates. Based on the nature o f  the data, 
discrete time analysis is chosen.
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where F (.) > 0 , is a cumulative distribution function, and (3 is a set o f  parameters.
A random variable k , is defined to represent the number o f years that the ski area 
i remains open. Assume that k , follows a geometric distribution with a probability mass 
function as follows.
f { K ,)  = { \ - P l Y 'P l k , = 0 , 1 , 2 , . . .  (3)
The above probability mass function can be rewritten to incorporate Yu .
/ ( * , ) =n o / r -  (4>t=\
Based on (4), a likelihood function to describe the overall likelihood o f observing k i for 
the n ski areas can be written as follows.
= f i f i o - <5>
i = l  /= 1  r = l  / = !  / = !
The likelihood function in Equation (5) can mimic a standard dichotomous choice model 
by rewriting into a series o f  Y„, t -  1, 2, ..., k , + 1 . Therefore, it can be conveniently 
estimated by standard statistical software packages. The common choices o f 
specification for F { X t \fP) are the cumulative distribution functions o f the logistic and
normal distributions.
A distinct feature o f  the geometric distribution is its memoryless property. For 
the purpose o f the study, let s , be the number o f years the ski area i was open up to 1970 
and A, be the number o f  years for the ski area / to remain open after 1970, so that 
s, + At = k , . Then, the conditional probability distribution o f Kt , conditional on Kt > ,
can be derived as follows.
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f { K ,  \ K,  > S , )  =
K,
(6)
As a result, the conditional probability distribution o f  additional years that a ski resort 
will remain open does not depend on how many years the ski area stayed open in the past. 
Equation (6) holds for any arbitrary s , . The estimation o f  (5) is not affected by the data 
truncation at 1970.4
Empirical M odel
The probability that ski area i closes in year t may depend on various factors. The 
set o f  explanatory variables X  in Equation (2) is divided into four subcategories in the 
empirical model.
where Z it, W it, l it, and L it represent respectively four groups o f  variables: characteristics 
o f a ski area, climate, investment activities, and location. The function, F(.), is a 
cumulative distribution function. As seen in Table 1.A2, the climate variables include 
snowfall and winter temperature; the main characteristics o f a ski area are described by 
number o f trails, number o f lifts, and vertical drop o f the mountain; two binary variables, 
whether to own snowmaking facilities and whether to operate in all four seasons, are used 
to signal the activities a ski area undertakes to adapt to changing physical and business
4 As a robustness check, the data with alternative starting points at 1973, 1975, and 1977 is also analyzed. 
The key findings remain the same in all sets o f  results except that the Size variable (the size o f  a ski area) 
loses significance in the main equation o f  the proposed structural model but remains significant in the 
subsidiary equations when the starting point is set at 1973 and 1975. This suggests that the direct effect o f  
Size may not always be significant, but the overall effect o f  Size on the probability o f  survival o f  a ski area 
remains significant. The results o f  this analysis can be found in Tables 1 .B 11 -  1 .B 19 o f  Appendix 1 .B.
Pr(y;t =  1) =  F (Z u ,W it, I it,L it), (7)
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environments; the distance to Boston is used to indicate the desirability o f the location 
and the state fixed effects dummy variables are included to control for the potential 
general differences among the New England states.
As discussed in the literature review, the investment decisions may be motivated 
by adverse weather conditions. They can also be influenced by other characteristics 
related to the ski area. Two investment activities variables are constructed for Equation 
(7): I Ul = 1 if the ski area i has snowmaking equipment at time t and /,„ -  0 otherwise;
I 2ll = 1 if the ski area i operates four seasons at time t and I 2ll = 0 otherwise. To explore 
the effects o f climate change on investment decisions, two more equations are specified.
Pr(/iit =  1) =  G (Zi t lW it,M it) (8)
P r{h it  =  1) =  H (Z it, W lt, L it, Nit) (9)
where M u indicates the variables such as good sources o f water (e.g., number o f  lakes 
nearby) and elevation o f  the mountain that can influence the decision o f installing snow 
making facilities but do not affect the exit decision o f  a ski area; 7V„ represents the 
variables indicating the existing size o f  tourism related businesses surrounding a ski 
resort that may affect the decision to operate beyond the ski season. Both the decisions to 
install snowmaking facilities ( / i= l)  and to operate four seasons (/2= 1 ) can be affected by 
the characteristics o f the ski area and weather conditions. The decision to operate beyond
the ski season can be affected by the location as well. The functions, G(.) and //(.), are
cumulative distribution functions. Equations (7), (8), and (9) together form a structural 
model; M lf and N lt serve as the instruments to help identify equations (8) and (9) in the
structural model. Assume normality for the cumulative distribution functions F(.),G(.) 
and //( .)  The structural model is estimated with the simulated maximum likelihood
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method (Cappellari and Jenkins, 2003). Note that climate variables are anticipated to 
enter both the main equation (7) and the subsidiary equations (8) and (9) in the structural 
model. The estimation o f the structural model helps us examine the direct effects and 
indirect effects (through decisions o f investment) o f  climate on the survival o f a ski area.
Summary o f  Data
All the explanatory variables, either time varying or time invariant, are stacked 
according to the observations o f  Y. Table 1 .A2 presents the definition o f  all variables and 
the summary statistics. Note that the constructed data for the discrete time survival 
analysis are essentially unbalanced panel data. To get the sense o f  variation across ski 
areas each year, the mean and standard deviation across ski areas is first calculated each 
year for each variable, then average them over years.5 For comparison, summary 
statistics for data from 1970 to 1989 and from 1990 to 2007 are also tabulated. Among 
the 47 ski areas closed by 2007, the closures appear to be more frequent in the first two 
decades (1970-1989) than in the remaining years, but they do spread out in the whole 
studied period (of thirty-eight years). O f the 78 ski areas in the dataset, during the study 
period the average number o f  years remained open is about twenty-five years.
The three variables Trails, Vertical, and Lifts collectively determine the size o f a 
ski area. The raw data show that the size o f  ski areas vary quite significantly from a few 
trails to over a hundred trails and from no lift to over 20 lifts. Comparing the average size 
o f ski areas in 1990-2007 and in 1970-1989, it has noticeably increased over the years. 
Note that these size characteristic variables are (naturally) correlated. To address the 
potential collinearity issue, a size indicator based on the first principle component o f
5 The formulae to compute the summary statistics are given at the bottom o f Table A2.
19
these three characteristic variables is constructed: Size = 2.7*Trails + 0.25*Vertical + 
0.05*Lifts. In the empirical analysis, results using either all the three characteristic 
variables or the combined Size indicator are compared. Comparing the average snowfall 
variable (Snow) and the winter temperature variable (TempW inter) over the different 
time periods, the slight decrease in snowfall and increase in winter temperature are 
detected. To examine the cumulative effects o f  weather conditions, the 3-year and 5-year 
rolling averages o f the snowfall and winter temperature variables (Av3Snow, Av5Snow, 
Av3TempW inter, Av5TempW inter) are also constructed. These variables will be used to 
examine the effects o f climate in the empirical analysis. O f all the ski areas every year, on 
average over eighty percent o f them have snowmaking equipment and close to half o f 
them are open all four seasons. The average distance to Boston is 127 miles 
(approximately 2 hours by car). Note that the average distance from a ski area to Boston 
has increased in the recent two decades comparing to the previous two decades, 
indicating that more ski areas closer to Boston have closed down. To estimate the effects 
o f  climate on the survival o f ski areas, it is imperative to simultaneously consider all the 
other potential impact factors.
Based on the proposed structural model, the potential direct and indirect effects o f 
the variables on the probability o f  closure o f a ski area are hypothesized and summarized, 
as shown in Table 1 .B1. Note that most o f  the variables have potentially both direct and 
indirect influences on the probability that a ski area will close because they enter the 
structural model through both the main Equation (7) and the subsidiary Equations (8) 
and/or (9). Primarily it is believed that as the temperature warms and snowfall declines 
ski areas will be less likely to survive. However, if firms make strategic investment
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decisions, they may be able to offset (partially) the negative effects o f  the changing 
weather. These decisions are most likely also influenced by the local weather and expect 
to see that as the weather patterns change, ski areas will be more likely to change their 
production processes. Here is where the indirect effect o f the climate factors can been 
seen. The overall impact o f weather conditions will be determined by both the direct and 
indirect effects. Note that the characteristics o f ski areas can also have both direct and 
indirect effects. First, it is likely that larger ski areas may have higher probabilities o f 
success because o f economies o f scale. At the same time, they probably have larger 
revenue bases to make strategic investment decisions to boost a secondary increase in 
their probability o f  success. Lastly, all else equal, geographical location may also impact 
directly and indirectly the potential success o f  a ski area. For example, being close to 
Boston, the major central business district in New England, may be advantageous and 
may influence the decision to operate beyond the ski season. All o f these hypotheses are 
tested, focusing on the impact o f  the climate variables.
In the empirical analysis, the data is limited due to the unavailability o f the 
historical data o f the characteristics and investment activities o f  ski areas. The features o f 
a ski area are only observed in the last year that it was operational. For ski areas which 
are still open this is the year 2007. It is unknown exactly when a ski area installed 
snowmaking machinery or started to operate beyond the ski season. As a result, some 
variables, including the characteristics o f a ski area, availability o f  snowmaking facilities 
and operation beyond ski season, can only be constructed based on the data in the last 
year o f  operation and are assumed to be time invariant.6 For example, if  a ski area had 
snowmaking facilities in 2007, it is assumed that the ski area had it for the whole studied
6 Based on this data limitation our estimation o f the effects o f  these features will be conservative.
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period (1970-2007), since the exact year o f installation is unknown to us. The presence o f 
measurement errors in these variables is a drawback o f  the empirical analysis. Note that it 
is reasonable to think that the survival o f  a ski area depends on continuing improvements. 
The measurement errors in these explanatory variables tend to occur in the earlier years 
and bias toward the same direction - in favor o f survival, which is likely to dampen the 
effects o f  the variables. For this reason, the estimated effects are likely to be more 
conservative due to the presence o f  the measurement errors in some variables.
1.4 Estimation and Results
Sim plified One-Equation M odel
The empirical analysis begins with the estimation o f a simple one-equation model 
given in Equation (7), assuming that the investment decision variables 1\ (snowmaking 
equipment) and h  (four-season operation) are exogenously determined. The dependent 
variable is T,t= l if  the ski area i is closed in year t and T,t=0 otherwise. Different 
specifications are presented for comparison. In addition to the amount o f  snowfall and 
winter temperature o f  the year, alternatively, the 3-year and 5-year rolling averages o f 
snowfall and winter temperature are employed to examine the potential cumulative 
effects o f  weather conditions. The three characteristic variables o f  a ski area (Trails, 
Vertical, Lifts) are either included individually or collectively as an index (Size). The 
estimation results o f six alternative specifications o f the one-equation model are 
presented in Table B2.
In the first three specifications, Models 01 -  0 3 , in which the three 
characteristics o f a ski area are included, the effect o f number o f trails is significant with
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expected sign indicating that more trails decreases the probability o f closure. The number 
o f lifts has the expected sign but it is insignificant. The positive and significant 
coefficient estimate o f the vertical drop o f the mountain is somewhat unexpected when it 
is viewed as an indicator o f the size o f operation. The vertical drop may also indicate the 
physical environment o f  a mountain. A taller mountain may also be rockier and icier that 
makes it harder for a ski area manager to carve multiple and challenge varying trails at 
the top o f  the mountain. This difficulty may limit a ski area’s abilities to accommodate 
skiers o f all levels and affects the success o f the ski area.
When the characteristic variables are combined as in the Models 0 4 -0 6 , the Size 
variable is significant. All else equal, larger ski areas are less likely to close down. The 
only climate variable that is significant in these estimated models is the amount o f 
snowfall. The significant, negative coefficient estimates o f the Snow variable in Models 
01 and 0 4  indicate that the more snow, the less likely is a ski area to close down. The 3- 
year and 5-year rolling averages o f  the amount o f snow as well as the winter temperature 
do not have significant effect. In contrast, the availability o f snowmaking equipment 
significantly reduces the likelihood o f  a ski area going under. However, operating in all 
seasons does not show significant effect on the success o f  a ski area in these models. Nor 
does the location seem to matter. Based on these models, the variables with consistent, 
significant effects are the size o f  a ski area, the amount o f snowfall, and the presence o f 
snowmaking facilities.
Structural Three-Equation M odel
The above one-equation model does not address the issue o f potentially 
endogenous investment activities. In Section 3, a structural three-equation model is
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proposed. In addition to the main Equation (7) to examine the likelihood o f  the closure o f 
a ski area, the decisions to invest in snowmaking equipment is explicitly modeled - 
Equation (8) and to operate in all four seasons - Equation (9) as two subsidiary equations 
to the main equation. To identify Equation (8), two instrumental variables are included; 
the number o f lakes in the surrounding town (Lakes) and the base elevation o f  the 
mountain (Elevation). The Lakes factor should influence positively the probability that a 
ski area invests in snowmaking since snowmaking requires a large amount o f water; 
Elevation should influence it negatively since mountains at higher elevations should be 
benefitting from more natural snow. To identify Equation (9), an instrumental variable 
called Industry is included. This variable measures the percentage o f the workforce 
employed in the tourism related businesses such as arts, entertainment, recreation, food 
services, or accommodations in the surrounding town o f the ski resort. It indicates 
whether the surrounding town has sufficient activities that attract tourists to help support 
a four-season resort. Similar to the simplified one-equation model, for comparison and 
robustness check, six alternative specifications (Models S 1-S6) are presented. They differ 
in the ways that climate and characteristics o f ski areas are measured. The estimation 
results o f the structural model are shown in Table B3.
The results o f the main equation in the three-equation model are similar to those 
in the one-equation model. Larger ski areas are more likely to remain open. A good 
amount o f  snow and whether a ski area is equipped with snowmaking facilities directly 
affect the survival o f the ski area. W inter temperature does not seem to have a direct 
effect on the probability o f  a ski area closing down . The coefficient o f h  is (expectedly) 
negative but insignificant, that operating beyond the ski season does not seem to have a
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significant effect on reducing the probability o f  closure o f a ski area. Similar to the one- 
equation model, location continues to show no significant direct effect on the survival o f 
a ski area.
Turning to the two subsidiary equations regarding adaptation abilities through 
investment activities o f  a ski area in the structural model, I\ (snowmaking) and h  (four 
season operation), it is seen in the results o f the I\ equation that the installation o f 
snowmaking facilities is significantly influenced by the characteristics o f a ski resort.
The larger the ski resort, the more likely it is to own snowmaking equipment. It is also 
seen that climate has significant effects. More natural snow and lower w inter temperature 
make it less likely to have snowmaking equipment. As expected, lower elevation o f the 
mountain and more lakes nearby will increase the probability o f owning snowmaking 
equipment.
As for the h  equation, larger ski areas are more likely to open all four seasons. It 
is less likely to open all seasons when there is more snow to support the winter ski 
activities. The significant, negative coefficient o f  the winter temperature variable is 
unexpected with no good explanation, though. The industry variable is positive and 
significant indicating that the higher percent o f workforce in the tourism related 
businesses near a ski area, the more likely is the ski area to operate all seasons. The 
location variables (distance to Boston and state dummy variables) are mostly significant. 
The positive coefficient o f Boston seems counterintuitive that within each state the 
further away from Boston o f  a ski area, the more likely it operates in all four seasons. A 
possible explanation is that with the continuing improvement o f  infrastructure and road 
conditions over time, it becomes easier to travel a longer distance to a ski area with better
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services. All else equal, the New England ski areas farther away from Boston might be 
more likely to operate beyond the ski season to be the all-season, vacation get-away 
places.
The 3-year and 5-year rolling averages o f  the climate variables do not appear to 
impact directly the survival o f a ski area in the main equation. However, they are 
significant in the subsidiary equations, indicating that cumulative climate changes can 
influence the investment activities; therefore they influence indirectly the survival o f  a ski 
area.
Also estimated are the reduced form models which exclude the potentially 
endogenous 1\ and Ij, and include the instruments from the I\ and h  equations. The 
results can be found in Table B4. It is clear that the size o f a ski area and the amount o f 
snow play significant roles in the success o f  a ski area. The instrumental variables are 
mostly insignificant in the estimated reduced form models. Note that when the 
characteristic variables are combined into the Size variable in the reduced form model, all 
the instrumental variables are significant in the subsidiary equations in the three-equation 
structural model but insignificant in the reduced form model, as expected from 
reasonably good instruments.
Direct and Indirect Effects o f  Weather Conditions on Closure o f  Ski Areas
As seen from the estimation results o f the structural model in Table B3, the three 
variables that are consistently significant in the main equation are Size, Snow, and 1\ 
(snowmaking). These variables impact the probability o f  closure o f  a ski area directly. 
Note that TempW inter (winter temperature) and h  (four season operation) are 
consistently insignificant in the main equation, indicating no significant direct impact
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from these variables. Further, both the Size and the climate variables are significant in the 
subsidiary I\ equation. Along with the significance o f  I\ in the main equation, there exist 
significant, indirect effects o f Size, Snow, and TempW inter on the probability o f  closure 
o f ski areas through their influences on the decision to invest in snowmaking equipment. 
Table C l presents the estimated marginal direct and marginal overall effects o f Size, 
Snow, and TempW inter on the probability o f closure based on the estimated structural 
Model S4 in Table B3. As hypothesized in Section 3, the larger a ski area, the better 
chance it is to survive (direct effect); and the larger the ski area, the better chance it is to 
be able to engage in investment activities such as installing snowmaking equipment 
(indirect effect). The indirect effect o f Size reinforces its direct effect. The empirical 
results confirm the hypothesis. As for the climate variables, decreased amount o f snow 
increases the probability o f closure (direct effect), but the decreased amount o f  snow also 
increases the probability o f installing snowmaking equipment (indirect effect). The 
indirect effect offsets part o f the direct effect resulting in the overall effect o f Snow being 
smaller than the direct effect itself. TempW inter is insignificant in the main equation (no 
direct effect), but it significantly increases the probability o f  installing snowmaking 
equipment (indirect effect), so all else equal, the warmer winter temperature has actually 
reduced the probability o f  closure o f a ski area.
To better understand the effects o f  the variables Size, Snow, and TempW inter, a 
simulation o f both the direct and overall effects for some incremental changes o f these 
variables are conducted, again based on the estimated Model S4. The predicted 
probability o f  closure at the means o f  all variables is 0.00886 that for a “prototypical” ski
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area, the estimated probability o f  closure each year is approximately 1 in 100.7 This 
estimated average probability o f  closure serves as the base to evaluate the effects o f 
changes in variables. The direct effect o f  an incremental change is computed as the 
difference between the average probability and the new, updated probability o f closure 
evaluated at the new value(s) o f  the changed variable(s). In contrast, the overall effect o f 
an incremental change has to be computed in two steps. First, compute the updated 
probability o f  I\ (snowmaking) due to the incremental change(s) in the variable(s). Then 
plug in the updated I\ probability along with the updated value(s) o f the changed 
variable(s) into the main equation o f  the structural model to compute the new probability 
o f closure, to be compared with the average probability o f closure that is evaluated at the 
mean o f  all variables. Note that h  (four seasons) is insignificant in the main equation so 
that no indirect effect o f  h  is included in the calculation o f  the overall effect. The 
simulation results are presented in Table C2.
Compared to the average, a slightly larger ski area with 5 more trails, 1 more lift, 
and 50 feet longer vertical drop will have an estimated 0.00089 less chance to close down 
every year, as the direct effect o f being slightly larger. Once the indirect effect o f  larger 
ski areas being more likely to install snowmaking equipment is taken into account, the 
overall effect o f  the larger Size reduces the probability o f closing down by 0.00101. The 
overall effect is slightly higher than the direct effect since the larger ski areas have 
significantly higher probabilities to own snowmaking equipment, which reinforces the 
chances o f  survival. The effects may seem small. However, given that the estimated
7 As seen in Table 1.A1, there were in total 61 ski areas still in operation in 2007 and 47 (plus a few) ski 
areas that closed down during the studied period 1970 -  2007. On average the actual annual rate o f  closure 
during the studied period is roughly 1 to 1.3 per 100 ski areas. The estimated probability o f  closure at 
means o f all variables based on Model S4 is close to the actual average rate o f closure.
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average probability o f closure is 0.00886, the estimated change in probability o f  0.00101 
translates into 11.4% decrease in the probability o f  closure.
Examining some incremental changes in climate variables, as the amount o f 
natural snow goes down slightly by 0.01 inch a day (3.65 inches a year), the direct effect 
shows an increase in the probability o f closure by 0.00040, but it is partially offset by the 
increased probability o f  installing snowmaking equipment. At the end, the overall effect 
o f the decreased snowfall will increase the probability o f  closure by 0.00036, a 4.1% 
increase from the average probability o f  closure. When the amount o f  snowfall decreases 
significantly, 0.1 inch a day (36.5 inches a year), the overall effect will increase the 
probability o f  closure by 0.00477, which is equivalent to 53.9% increase from the 
estimated average probability o f closure. Regarding the winter temperature, the direct 
effect o f winter temperature is not significant, but the indirect effect through I\ is. If the 
winter temperature rises up by 0.5 °F, the indirect effect through the slight increase in the 
probability o f having snowmaking equipment will lower the probability o f closure by 
0.00003. If the winter temperature is up 3 °F, the probability o f  closure will go down by 
0.00016. The indirect effects o f warmer winter temperature are significant but minimal.
Global warming may simultaneously reduce the amount o f  snow and increase the 
winter temperature. The last simulation is to invoke simultaneous changes in Snow and 
TempW inter. Since TempW inter is insignificant in the main equation, the direct, 
combined effects o f  changes in Snow and TempW inter are viewed as the same as the 
direct effects o f the changes in Snow alone. The simultaneous decrease in Snow and 
increase in TempW inter work together to increase the probability o f installing 
snowmaking facilities that offsets partially the direct effect o f Snow on the probability o f
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closure. An averaged 0.03 inch decrease in snowfall a day (10.95 inches a year) 
accompanied by a 1 °F increase in winter temperature will raise the probability o f  closure 
by 0.00115, close to 13% increase from the estimated average probability o f  closure. If 
winter temperature rises by 3 °F and snowfall decreases by 0.1 inch a day (36.5 inches a 
year), the probability o f  closure goes up by 0.00446, about 50% increase from the 
average probability o f closure. The overall effects o f decreased snowfall coupled with 
increased winter temperature are actually slightly smaller than the overall effects o f 
decreased snowfall alone. This is because according to the estimation results, rising 
temperature increases the probability o f  having snowmaking equipment that can lower 
the probability o f closure o f a ski area.
1.5 Concluding Remarks
By applying the discrete tim e survival analysis to the data on both closed and 
operational ski areas, the results suggest that weather conditions have had a significant 
impact on the survival o f  New England ski areas in the past four decades. The effects o f 
climate can be direct, or indirect through its influences on the investment activities o f a 
ski area. In fact, the direct detrimental effects o f  increasing winter temperatures and 
decreasing snowfall can be partially offset by the installation o f snowmaking facilities, as 
advocated by Scott et al. (2003) and other researchers. In this study, the direct effects o f 
climate on the closure o f  ski areas and the effects o f climate on investment activities o f 
ski areas including installing snowmaking facilities and operating four seasons are 
confirmed and quantified. Simulation is conducted to demonstrate the estimated effects o f 
changes in weather conditions on the closure o f  ski areas. The empirical results also
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suggest that the changing climate may have tipped the scales in favor o f  the larger ski 
resorts that are more likely to invest in snowmaking equipment. The average size o f  ski 
areas in New England has become larger and the ski industry has become less 
competitive in nature, and the results indicate that climate change has played a significant 
role in altering the market structure. To our knowledge, this is the first study to 
investigate both direct and indirect effects o f climate change, along with other key 
factors, on the survival o f ski areas, and to show through survival analysis the connection 
between climate change and the change in the market structure o f  the ski industry.
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APPENDICES 
APPENDIX l.A  
SUMMARY STATISTICS OF THE DATA
The data in this study represents a sample o f the operational ski areas throughout 
New England beginning in the year 1970. The following tables present summary 
statistics o f the data. The statistics in each table are presented to ensure that the sample 
o f  ski areas used in this study is representative o f the true population o f  ski areas.
Table 1 .Al lists the characteristics o f all o f  the 61 ski areas which were 
operational during the year 2007. The characteristics o f the sampled 31 operational ski 
areas in the study are then presented. The average number o f  trails, average number o f 
non-rope tow lifts, and the average vertical drop o f  the sampled ski areas are close to the 
averages o f the true populations. Table 1 .Al also presents these characteristics o f  the ski 
areas which survive throughout the sample. This portion o f the table shows that the ski 
areas which survive longer in the data set possess more trails, lifts, and higher vertical 
drops.
Table 1 .A2 presents all o f  the summary statistics for the dependent and 
explanatory variables in this study. These statistics show that the sample is mixed with 
larger and small resorts which are located evenly throughout the studied region. These 
statistics are also calculated for the first 20 and second 18 years o f the study. Again these 
statistics show that the average characteristics o f  the ski areas that survive longer in the 
sample are the larger ski areas. Also, this portion o f  the analysis shows that the average 
winter temperature is higher during the second half o f  the studied time period, and the 
average snowfall is lower during the second half o f the studied time period.
34
Tables 1 .A3 -  1 .A6 present the same summary statistics as Table 1 .A2 under 
different subsets o f  the full data set. These figures are presented to show that the results 
in this study are not driven by the individual ski areas in the sample and they are not 
affected by the starting point o f the data. The summary statistics remain robust to any 
subset o f  the sample from which they are calculated.
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Table 1.A1:
The New England Ski Areas in the Study
Characteristic Ski Areas in Operation in 2007 Ski Areas Closed Down D uring the Period'
Pop® Sam pleb 1970-2007 1970-1989 1990-2007
# o f ski areas 61 31 47 31 16
Avg. # of Trails 42.82 43.27 9.09 5.94 15.19
Avg. # of Lifts 8.36 7.31 2.00 1.42 3.13
Avg. Vertical 
Drop
1183.37 1139.99 486.49 416.26 622.56
Summarized from Sources:a http://www.onthesnow.com/
b Individual websites o f ski areas 
c http://www.nelsap.org/
Table 1.A2:
Variable Definitions and Summary Statistics
Summarizing the Full Sample o f Data and Broken into Subsets by Years
Variable Description 1970-2007 1970-1989 1990-2007
Meanb Stdb Mean Std Mean Std
y.»1 it = 1 if the ski area i was closed in year t 2.3% 2.3% 2.3%
Yearb The year in which the ski area was closed 1994.59 12.270 1980.43 4.39 2003.02 6.01
# o f  years a ski area remained open in the time period0 25.587 12.269 11.429 4.384 14.021 6.013
# o f ski areas opened at the beginning o f  period 78 78 47
# o f  ski areas closed at the end o f period 47 31 16
# o f stacked observations for discrete time survival analysis 1919 1260 659
Snow Annual average o f per-day snowfall, at 
nearest weather station (inches)
0.178 0.075 0.184 0.076 0.171 0.074
Av3Snow Three year rolling average o f per-day 
snowfall, at nearest weather station (inches)
0.174 0.067 0.182 0.073 0.166 0.062
Av5Snow Five year rolling average o f per-day 
snowfall, at nearest weather station (inches)
0.173 0.062 0.179 0.067 0.167 0.058
TempWinter Average winter temperature (Nov.-Feb.), at 
nearest weather station (°F)
30.359 3.544 29.859 3.367 30.915 3.741
Av3TempWinter Three year rolling average o f winter 
temperature, at nearest weather station (°F)
29.428 3.590 29.085 3.478 29.772 3.703
Av5TempWinter Five year rolling average o f winter 
temperature, at nearest weather station (°F)
29.466 3.569 29.141 3.419 29.756 3.703
T rails Number o f trails at the ski area 33.207 31.891 27.386 29.386 39.674 34.565
Vertical Vertical drop o f the mountain (ft) 999.70 707.66 876.21 661.49 1136.91 758.96
Lifts Number o f non-rope tow lifts at the ski area 5.714 4.764 4.834 4.435 6.692 5.130
Size The 1st principle component o f Trails, 
Vertical and Lifts
(=2.7*Trails+0.25*VerticaI+0.05*Lifts)
339.87 257.72 293.23 240.27 391.68 277.12
I ,
(Snowmaking)





= 1 if the ski area is open all four seasons 47.0% 39.8% 54.9%
Boston Distance from the ski area to Boston (miles) 127.02 49.20 121.85 48.97 132.76 49.45
Elevation Base elevation o f the mountain (ft) 976.13 583.66 941.54 563.18 1014.57 606.40
Lakes # o f lakes in the town in which the ski area is 
located
1.631 1.965 1.518 1.938 1.758 1.995
Industry Percentage o f the workforce that is 
employed in the businesses o f arts, 
entertainment, recreation, food services and 
accommodations in the town in which the 
mountain is located
13.986 9.496 12.978 8.971 15.106 10.078
D_NH = 1 if  the ski area is located in New 
Hampshire
33.1% 33.2% 32.9%
D V T = 1 if the ski area is located in Vermont 30.2% 31.0% 29.3%
D_ME = 1 if the ski area is located in Maine 8.7% 6.9% 10.6%
D M A = 1 if the ski area is located in Massachusetts 22.8% 23.7% 21.7%
a See Section 3 for the detailed description o f  the construction of the variable Yu and the compilation o f  the data set. The summary statistics o f  Yu 
is the mean o f yearly averages. See below for further explanation. The Yu in the following four charts was calculated in the same way. 
b The summary statistics in the above and following four charts are computed for the expanded data set. Multiple yearly observations for each ski 
area are present in the expanded data set for discrete time survival analysis. Note that the purpose o f  the summary statistics here is to show the 
average conditions every year that ski areas face. Hence, the Mean in this table is derived by first computing the yearly average for each year, 
then taking the mean o f the yearly averages. Similarly, the standard deviation (Std) is the mean o f the yearly standard deviations. The formulae 
to compute Mean and Std are as follows.
r 2 X
I * ,  I "
M ean = — — / - i  *,
- x , y
;=1
S td  =
i=i
n, - 1
c The summary statistics for this measure are computed based on the raw data of the 78 ski areas, not the expanded (stacked) data. The same is 
true for the following four charts.
Table 1.A3:
Variable Definitions and Summary Statistics
Summarizing a Random Sample of the Data and Broken into Subsets by Years
Variable Description 1970-2007 1970-1989 1990-2007
Meanb Stdb mean Std mean Std
Yu =1 if the ski area / was closed in year t 2.3% 2.2% 2.4%
Year The year in which the ski area was closed 1993.444 12.252 1980.241 4.421 2002.349 6.260
# o f years a ski area remained open in the time period 24.444 12.251 11.241 4.421 13.349 6.260
# o f ski areas opened at the beginning o f  period 73 73 42
# o f ski areas closed at the end o f period 42 31 16
# o f stacked observations for discrete time survival analysis 1729 1142 587
Snow Annual average o f per-day snowfall, at nearest 
weather station (inches)
0.185 0.078 0.186 0.078 0.184 0.080
Av3Snow Three year rolling average o f per-day snowfall, 
at nearest weather station (inches)
0.180 0.068 0.241 0.073 0.176 0.063
Av5Snow Five year rolling average o f per-day snowfall, 
at nearest weather station (inches)
0.178 0.063 0.182 0.067 0.175 0.063
TempWinter Average winter temperature (Nov.-Feb.), at 
nearest weather station (°F)
30.279 3.550 29.857 3.339 30.747 3.785
Av3T empWinter Three year rolling average o f winter 
temperature, at nearest weather station (°F)
30.327 3.515 29.931 3.410 30.724 3.620
A v5Tem pW inter Five year rolling average o f winter 
temperature, at nearest weather station (°F)
30.323 3.482 29.944 3.345 29.756 3.603
Trails Number o f trails at the ski area 29.580 31.454 24.879 28.593 34.803 34.633
Vertical Vertical drop o f the mountain (ft) 912.100 647.458 818.842 623.978 1015.719 730.546
Lifts Number o f non-rope tow lifts at the ski area 5.404 4.837 4.633 4.451 6.259 5.266
Size The l sl principle component o f Trails, Vertical 
and Lifts
(=2.7*Trails+0.25*Vertical+0.05*Lifts)
308.161 248.398 272.115 228.482 348.211 270.526
h
("Snowmaking)
= 1 if the ski area has snowmaking equipment 79.0% 70.0 89.0%
h
(FourSeason)
= 1 if the ski area is open all four seasons 40.7% 35.0 47.0%
Boston Distance from the ski area to Boston (miles) 129.696 48.421 121.202 48.332 139.136 48.521
Elevation Base elevation o f the mountain (ft) 965.390 569.472 934.932 551.649 999.233 589.276
Lakes # o f lakes in the town in which the ski area is 
located
1.465 1.934 1.472 1.914 1.456 1.956
Industry Percentage of the workforce in the town in 
which the mountain is located which is 
employed in either arts, entertainment, 
recreation, food services or accommodations
14.258 9.378 13.090 8.906 15.556 9.902
D N H = 1 if the ski area is located in New Hampshire 30.7% 33.6% 27.5%
D_VT = 1 if the ski area is located in Vermont 36.8% 33.8% 40.1%
D_ME = 1 if the ski area is located in Maine 6.6% 5.3% 8.0%
D M A = 1 if  the ski area is located in Massachusetts 22.8% 23.7% 21.9%
Table 1.A4:
Variable Definitions and Summary Statistics
Summarizing-the Full Data and a Subset of Years from 1973-2007
Variable Description 1970-2007 1973-2007
M eanb Stdb mean Std
Yu =1 if the ski area i was closed in year t 2.3% 2.5%
Year The year in which the ski area was closed 1994.59 12.270 1994.61 12.1172
# o f years a ski area remained open in the time period 25.587 12.269 25.6184 12.1172
# o f ski areas opened at the beginning o f period 78 77
# o f ski areas closed at the end o f  period 47 47
# o f  stacked observations for discrete time survival analysis 1919 1888
Snow Annual average o f per-day snowfall, at 
nearest weather station (inches)
0.178 0.075 0.169 0.075
Av3Snow Three year rolling average o f per-day 
snowfall, at nearest weather station (inches)
0.174 0.067 0.171 0.065
Av5Snow Five year rolling average o f per-day 
snowfall, at nearest weather station (inches)
0.173 0.062 0.173 0.062
TempWinter Average winter temperature (Nov.-Feb.), at 
nearest weather station (°F)
30.359 3.544 30.546 3.627
Av3TempWinter Three year rolling average o f winter 
temperature, at nearest weather station (°F)
29.428 3.590 30.457 3.581
Av5TempWinter Five year rolling average o f winter 
temperature, at nearest weather station (°F)
29.466 3.569 30.399 3.568
Trails Number o f  trails at the ski area 33.207 31.891 34.064 32.834
Vertical Vertical drop o f the mountain (ft) 999.70 707.66 1018.449 729.957
Lifts Number o f  non-rope tow lifts at the ski area 5.714 4.764 5.847 4.916
Size The 1st principle component o f  Trails, 
Vertical and Lifts
(=2.7*Trails+0.25*Vertical+0.05*Lifts)
339.87 257.72 346.878 265.923
/ /
(Snowmaking)





= 1 if the ski area is open all four seasons 47.0% 48.0%
Boston Distance from the ski area to Boston (miles) 127.02 49.20 127.466 50.483
Elevation Base elevation o f  the mountain (ft) 976.13 583.66 982.836 600.770
Lakes # o f lakes in the town in which the ski area 
is located
1.631 1.965 1.636 2.015
Industry Percentage o f the workforce in the town in 
which the mountain is located which is 
employed in either arts, entertainment, 
recreation, food services or accommodations
13.986 9.496 14.081 9.771
D N H = 1 if the ski area is located in New 
Hampshire
33.1% 33.2%
D V T = 1 if the ski area is located in Vermont 30.2% 30.0%
D_M E = 1 if the ski area is located in Maine 8.7% 8.9%




Variable Definitions and Summary Statistics
Summarizing the Full Data and a Subset o f Years from 1975-2007
Variable Description 1970-2007 1975-2007
M eanb Stdb mean Std
Yu =1 if the ski area i was closed in year t 2.3% 2.5%
Year The year in which the ski area was closed 1994.59 12.270 1995.472 11.703
# of years a ski area remained open in the time period 25.587 12.269 26.472 11.703
# of ski areas opened at the beginning o f period 78 72
# of ski areas closed at the end o f period 47 47
# of stacked observations for discrete time survival analysis 1919 1546
Snow Annual average o f per-day snowfall, at 
nearest weather station (inches)
0.178 0.075 0.171 0.077
Av3Snow Three year rolling average o f  per-day 
snowfall, at nearest weather station (inches)
0.174 0.067 0.169 0.065
Av5Snow Five year rolling average o f per-day 
snowfall, at nearest weather station (inches)
0.173 0.062 0.171 0.061
TempWinter Average winter temperature (Nov.-Feb.), at 
nearest weather station (°F)
30.359 3.544 30.488 3.614
Av3TempWinter Three year rolling average o f winter 
temperature, at nearest weather station (°F)
29.428 3.590 30.466 3.567
Av5TempWinter Five year rolling average o f winter 
temperature, at nearest weather station (°F)
29.466 3.569 30.425 3.560
Trails Number o f trails at the ski area 33.207 31.891 34.704 33.133
Vertical Vertical drop o f the mountain (ft) 999.70 707.66 1032.45 733.384
Lifts Number o f non-rope tow lifts at the ski area 5.714 4.764 5.947 4.940
Size The 1st principle component o f Trails, 
Vertical and Lifts
(=2.7*Trails+0.25*Vertical+0.05*Lifts)
339.87 257.72 352.111 26.265
I ,
(Snowmaking)





= 1 if the ski area is open all four seasons 47.0% 48.9%
Boston Distance from the ski area to Boston (miles) 127.02 49.20 127.830 50.414
Elevation Base elevation o f the mountain (ft) 976.13 583.66 987.874 602.049
Lakes # of lakes in the town in which the ski area 
is located
1.631 1.965 1.641 2.010
Industry Percentage of the workforce in the town in 
which the mountain is located which is 
employed in either arts, entertainment, 
recreation, food services or 
accommodations
13.986 9.496 14.166 9.798
D_NH = 1 if  the ski area is located in New 
Hampshire
33.1% 33.3%
D_VT = 1 if the ski area is located in Vermont 30.2% 29.9%
D_ME = 1 if  the ski area is located in Maine 8.7% 9.0%




Variable Definitions and Summary Statistics
Summarizing the Full Data and a Subset o f Years from 1977-2007
Variable Description 1970-2007 1977-2007
Meanb Stdb mean Std
Yu = 1 if  the ski area / was closed in year t 2.3% 2.5%
Y ear The year in which the ski area was closed 1994.59 12.270 1996.609 10.874
# of years a ski area remained open in the time period 25.587 12.269 27.609 10.874
# o f ski areas opened at the beginning o f period 78 69
# o f ski areas closed at the end o f period 47 38
# o f stacked observations for discrete time survival analysis 1919 1404
Snow Annual average o f per-day snowfall, at 
nearest weather station (inches)
0.178 0.075 0.170 0.077
Av3Snow Three year rolling average o f per-day 
snowfall, at nearest weather station (inches)
0.174 0.067 0.169 0.065
Av5Snow Five year rolling average o f per-day 
snowfall, at nearest weather station (inches)
0.173 0.062 0.170 0.061
Tem pW inter Average winter temperature (Nov.-Feb.), at 
nearest weather station (°F)
30.359 3.544 30.457 3.597
Av3Tem pW inter Three year rolling average o f winter 
temperature, at nearest weather station (°F)
29.428 3.590 30.426 3.546
Av5Tem pW inter Five year rolling average o f winter 
temperature, at nearest weather station (°F)
29.466 3.569 30.418 3.39
Trails Number o f trails at the ski area 33.207 31.891 35.373 33.336
Vertical Vertical drop o f the mountain (ft) 999.70 707.66 1046.689 737.064
Lifts Number o f non-rope tow lifts at the ski area 5.714 4.764 6.049 4.967
Size The 1st principle component o f  Trails, 
Vertical and Lifts
(=2.7*Trails+0.25*Vertical+0.05*Lifts)
339.87 257.72 357.482 268.684
I ,
(Snowmaking)





= 1 if the ski area is open all four seasons 47.0% 49.8%
Boston Distance from the ski area to Boston (miles) 127.02 49.20 128.270 50.316
Elevation Base elevation o f  the mountain (ft) 976.13 583.66 992.479 603.179
Lakes # o f  lakes in the town in which the ski area 
is located
1.631 1.965 1.651 2.009
Industry Percentage o f the workforce in the town in 
which the mountain is located which is 
employed in either arts, entertainment, 
recreation, food services or accommodations
13.986 9.496 14.251 9.819
D N H = 1 if  the ski area is located in New 
Hampshire
33.1% 33.4%
D V T = 1 if the ski area is located in Vermont 30.2% 29.8%
D_ME = 1 if the ski area is located in Maine 8.7% 9.1%




ESTIMATED EFFECTS OF EXPLANATORY VARIABLES 
ON THE PROBABILITY OF CLOSURE OF A SKI AREA
To examine the connection between weather and the closure o f  ski areas 
throughout New England, the discrete times survival analysis approach is employed to 
determine which factors significantly affect the probability that a specific ski area might 
close. Many different models are estimated to ensure that the reported results are robust. 
The section begins with Table 1.B1 which lists all o f  the explanatory variables in the 
model and the predicted direct and indirect effects o f each o f  these factors on the 
probability o f  closure o f the ski area. Tables 1 ,B2 -  1 .B4 contain the estimation results o f 
the models used to draw the main conclusions o f this chapter. Starting with the simple 
one equation models in Table 1 ,B2, the results suggest that the size o f the resort along 
with its snowmaking capabilities and the amount o f  annual snowfall each significantly 
impact the probability o f  closure o f a ski area in the same was as was predicted in Table 
1 .B1. More convincingly, Table 1 .B3 showing the structural three equation model also 
suggest that size, snowmaking capabilities, and natural snowfall all contribute to the 
reduction in possible closure o f  a ski area. Moreover, Table 1 .B3 also shows the indirect 
and significant effects o f  both the climatic factors and the size o f  the resort. Finally,
Table 1 .B4 presents the reduced form models which present evidence that the instruments 
used in the structural three equation model are strong and alone do not influence the 
probability o f closure o f a resort.
Tables 1 .B5 -  B7 present the same models estimated under a randomly sampled 
subset o f  the full data set. The results in each table are extremely similar to the
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counterparts in Tables 1 .B2 -  1 .B4. This analysis suggests that, although the data used 
for the analysis in this chapter does not contain the full population o f all operational and 
closed ski areas in New England, the results which are presented and used for discuss are 
not significantly affected by the specific ski areas which are summarized in the data set. 
The results in Tables 1 .B5 -  1 .B7 are intended to decrease any suspicion about the 
representativeness o f the ski areas in the data set and also dissuade any concern over the 
application o f the results to any ski area in the region.
Tables 1 .B8 -  1 .BIO present the estimated results o f slightly different models than 
in Tables 1.B2 -  1.B4. In Tables 1.B8 -  l.B  10 the models contain the Distance factor 
which measures the distance o f  the ski area to the nearest major metropolitan area instead 
o f  the Boston factor which only estimates the distance o f  the ski area to Boston. These 
models are presented to ensure that the inclusion o f the Boston factor does not 
significantly alter the estimated results o f  any o f  the models. The only significant 
different between the models which include the distance factor and those which include 
the Boston factor is that the three year rolling average o f  the TempW inter factor is 
significant in both Models S2 and S4. The Boston factor is chosen as the primary factor 
in the model since this study focuses on New England and not the entire Northeast. In 
New England studies, Boston is often used as the most influential metropolitan area.
Finally, section presents 9 other tables which estimated the original models over 
the data starting at different point in time. The assumption that the distribution o f data is 
memoryless is needed to employ the discrete time survival estimation technique. This 
assumption is often disputed and the results in Tables 1 .B 11 -  1 .B 19 are presented to 
support this assumption. Tables 1.B11 -  l.B  13, 1.B14 -  l.B  16, and l.B  17 -  l.B  19
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present the estimated results over the data starting in the year 1973, 1975, and 1977 
respectively. The results for each o f the estimated models are very similar to the results 
presented in Tables 1 ,B2 -  1 ,B4. The only noteworthy different among the models which 
are estimated for different time periods is the significance o f the size factor. For models 
estimated over data starting in the year 1973 and 1975, the Size factor loses significance 
in the main equations o f  the structural models. However, both magnitude and sign o f the 
estimated coefficient o f  size are similar to other models. The Size factor is also still 
highly significant in the investment factor equations. The overall consistency among the 
models estimated over different time period helps to validate the assumption o f  the 
memorylessness o f the distribution o f data and also adds to the robustness checks o f  the 
main results presented in Tables 1 .B2 -  1 .B4.
The results from Tables 1 .B2 -  1 ,B4 are used to draw the primary conclusions 
about the connection between weather and the survival o f ski areas in the New England 
region. These results suggest that the most influential factors in the ski industry are the 
size o f the resort, the investment in snowmaking equipment, and the endowment o f 
natural snow. Each o f  these three factors contributes to the success o f  the ski area. In 
addition, the results suggest the investment in snowmaking can offset some o f  the 
negative impacts o f  decreased natural snowfall and larger ski areas are most likely 
gaining the upper hand in the industry as they are more likely to be able to invest in more 
snowmaking capital than smaller less solvent resorts.
50
Table 1.B1:
The Potential Effects on the Probability of Closure o f a Ski Area
Variable Variable Category Effect Anticipated 
Direction of Effect 
on Closure
Snow Climate Direct -
Indirect via I] and I2 +
TempWinter Climate Direct +
Indirect via I) and I2 -
Trails Firm Characteristics Direct -
Indirect via I\ and I2 -
Vertical Firm Characteristics Direct -
Indirect via I\ and I2 -
Lifts Firm Characteristics Direct -
Indirect via I t and I2 -
Size Firm Characteristics 
(combined)
Direct -
Indirect via I\ and I2 -
/, (Snowmaking) Investment Activities Direct -
12 (FourSeason) Investment Activities Direct -
Boston Location Direct +
Indirect via I2 +
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Table 1.B2:
The Estimated Simple One-Equation Models 
on the Full Data Set
Dependent Variable: Ya (=1 if the ski area i is closed in year t)

















































































































































LSL -183.7350 -180.1057 -170.6178 -190.3394 -187.1056 -178.3709
Note: ***, **, and * denote statistical significance at the .01, 0.5, and .1 levels, respectively, and LSL (Log 
Pseudo Likelihood) represents the goodness o f  fit measure for each model.
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Table 1.B3:
The Estimated Structural Three-Equation Models
on the Full Data Set
Dependent Variable: Yit (=1 if the ski area i is closed in year t)













































































































































































































































































































































































LSL -1223.3672 -1087.8638 -970.6360 -1416.9048 -1257.5964 -1118.6192
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Table 1.B4:
The Estimated Reduced Form Models 
on the Full Data Set
Dependent Variable: Yu (=1 if the ski area i is closed in year t)





























































































































































LSL -183.2439 -179.3260 -170.5820 -192.5365 -189.2488 -181.7463
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Table 1.B5:
The Estimated Simple One-Equation Models 
on a Random Subset of the Full Data Set
Dependent Variable: Yu (=1 if the ski area i is closed in year t)


















































































































































LSL -182.8227 -189.6749 -178.5282 -169.7386 -185.4853 -177.6985
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Table 1.B6:
The Estimated Structural Three-Equation Models
on a Random Subset of the Full Data Set
Dependent Variable: Yu (=1 if the ski area i is closed in year t)













































































































































































































































































































































































LSL -1186.3660 -1061.4141 -936.0363 -1351.523 -1201.9582 -1058.5379
61
Table 1.B7:
The Estimated Reduced Form Models 
on a Random Subset o f the Full Data Set
Dependent Variable: Yit (=1 if the ski area i is closed in year t)






























































































































































LSL -182.1669 -178.1423 -169.3080 -191.8286 -188.4521 -180.9121
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Table 1.B8:
The Estimated Simple One-Equation Model 
on the Full Data Set
Substituting Distance to Nearest Major Metropolitan Area for Distance to Boston
Dependent Variable: Yu (=1 if the ski area i is closed in year t)


















































































































































LSL -183.0172 -178.4573 -169.9135 -189.7030 -185.0456 -177.5560
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Table 1.B9:
The Estimated Structural Three-Equation Models 
on Full Data Set
Substituting Distance to Nearest Major Metropolitan Area for Distance to Boston
Dependent Variable: Yu (=1 if the ski area i is closed in year t)

































































































































































































































































































































































DMA -0.4450** -0.5271** -0.6843*** -0.3951* -0.4471** -0.5986***
LSL -1227.9187 -1088.0589 -967.3726 -1393.6524 -1232.4623 -1092.2939
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Table 1.B10:
The Estimated Reduced Form Models 
on Full Data Set
Substituting Distance to Nearest Major Metropolitan Area for Distance to Boston
Dependent Variable: Yu (=1 if the ski area i is closed in year t)






























































































































































LSL -182.5343 -177.9067 -169.9813 -192.3582 -187.9118 -181.5893
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Table 1.B11:
The Estimated Simple One-Equation Models 
Starting Year: 1973
Dependent Variable: Yit (=1 if the ski area i is closed in year t)


















































































































































LSL -173.3869 -171.8143 -169.9007 -181.3528 -179.5203 -178.3755
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Table 1.B12:
The Estimated Structural Three-Equation Models
Starting Year: 1973
Dependent Variable: Ya (=1 if the ski area i is closed in year t)















































































































































































































































































































































































LSL -1092.9766 -1055.9429 -989.4658 -1235.3689 -1192.8971 -1118.2980
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Table 1.B13:
The Estimated Reduced Form Models
Starting Year: 1973
Dependent Variable: Yit (=1 if the ski area i is closed in year t)






























































































































































LSL -173.4138 -171.7673 -169.7282 -184.3427 -182.9276 -181.7918
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Table 1.B14:
The Simple One-Equation Models 
Starting Year: 1975
Dependent Variable: Yit (=1 if the ski area i is closed in year t)



















































































































































LSL -182.969 -190.293 -179.288 -169.724 -187.052 -178.320
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Table 1.B15:
The Structural Three-Equation Models
Starting Year: 1975
Dependent Variable: F* (=1 if the ski area i is closed in year t)













































































































































































































































































































































































LSL -983.9779 -955.0393 -935.2731 -1102.2808 -1073.9638 -1052.6689
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Table 1.B16:
The Reduced Form Models
Starting Year: 1975
Dependent Variable: Ya (=1 if the ski area i is closed in year t)






























































































































































LSL -182.299 -178.298 -169.572 -192.447 -189.146 -181.641
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Table 1.B17:
The Estimated Simple One-Equation Models 
Starting Year: 1977
Dependent Variable: Yit (=1 if the ski area i is closed in year t)







































































































































LSL -143.8191 -14.9183 -143.9464 -151.2016 -150.0964 -151.2380
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Table 1.B18:
The Estimated Structural Three-Equation Models
Starting Year: 1977
Dependent Variable: F„ (=1 if the ski area i is closed in year t)













































































































































































































































































































































































LSL -875.8015 -845.7513 -828.6231 -969.1502 -937.5721 -922.6628
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Table 1.B19:
Estimated Reduced Form Models
Starting Year: 1977
Dependent Variable: Yu (=1 if the ski area i is closed in year t)



















































































































































LSL -144.6537 -143.6035 -144.5892 -155.1205 -154.0551 -155.1977
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APPENDIX 1.C
ESTIMATED MARGINAL AND SIMULATED EFFECTS 
OF SIZE AND CLIMATE VARIABLES
The models presented in Appendix 1 .B examine the connection between weather 
and ski area survival. To examine the impact o f climate change on the ski industry 
further analysis was needed. In the next two tables, calculations o f changes in probability 
o f closure o f a ski area were estimated under specific changes in the climatic and size 
factors. This analysis relates the study to the climate change issue as projected changes 
in the climatic factors are used to examine the fate o f  existing operational ski areas.
Table 1 .Cl presents the marginal effects o f  the significant factors within the main 
and endogenous equations o f the structural three equation model. The model used for 
this calculation was model S4 in Table 1 .B2. Both the direct and overall marginal effects 
are calculated. Note that an incremental increase in the size o f  the resort results in a 
decrease in the probability o f  closure. Also note that the overall effect o f a marginal 
increase in the size o f  the ski area has a larger impact than the direct effect alone. An 
increase in snowfall also results in a direct decrease o f the probability o f closure. There 
is no significant direct effect o f an increase in temperature on the probability o f  closure. 
Finally, note that the overall effect o f  an increase in snowfall has a smaller absolute affect 
than the direct effect and that an increase in winter temperature decreases the probability 
o f closure. These results are due to the fact that increased snowfall decreases the 
probability o f owning snowmaking equipment, and increased temperature increases the 
probability o f  owning snowmaking equipment.
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Table 1.C2 presents the direct and overall effects o f  larger changes in the climatic 
and size factors on the probability o f closure o f the ski area. The results in this table are 
similar to those in Table 1 .C l .
93
Table 1.C1:
The Estimated Marginal Effects of Size and Climate Variables 
on the Probability of Closure of a Ski Area
Variable Direct Effect Overall Effect
Size -0.000036 -0.000042
Snow (inch/day) -0.039255 -0.037975
TempW inter (°F) No significant direct effect -0.000068
Note: The effects are computed based on the estimates of the structural model S4 in Table 1.B3.
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Table 1.C2:
The Simulated Effects of Some Incremental Changes in Size and Climate Variables 
on the Probability of Closure of a Ski Area
Variable Changes Direct Effect on 
P(Y=1)
Overall Effect on 
P(Y=1)
Size 5.4
(2 trails, 0 lift, 0 ft)
-0.00019 [ 2.2%! ] -0.00022 [ 2.5%]. ]
26.05
(5 trails, 1 lift, 50 ft)
-0.00089 [ 10.1% !] -0.00101 [ 11,4% j ]
52.1
(10 trails, 2 lift, 100 ft)
-0.00171 [ -19.3%]. ] -0.00188 [ 21.2%]. ]
Snow |  0.01 inch/day 0.00040 f 4.5%T 1 0.00036 f 4.1 % f 1
I 0.03 inch/day 0.00125 f 14.1 % f 1 0.00121 f 13.6%T 1
1 0.1 inch/day 0.00477 r 53.9%T 1 0.00462 f 52.1 % t 1
TempWinter t  0.5 °F No significant direct effect -0.00003 ro.4% 11
t  1 °F No significant direct effect -0.00006 [ 0.7% ! 1
t  3 °F No significant direct effect -0.00016 [ -1.8%J, 1
Snow & 
TempWinter
I 0.01 inch/day 
& t  0.5 °F
0.00040 [ 4.5%'T ] 0.00035 [ 4.0% ! ]
J. 0.03 inch/day 
& t  1 °F
0.00125 [ 14.1%T ] 0.00115 [ 12.9%j ]
J, 0.1 inch/day 
& T 3 °F
0.00477 [ 53.9% t ] 0.00446 [ 50.4%! ]
Note: The effects, the changes in probability of closure, are computed based on the estimates of 
the structural model S4 in Table 1.B3. The estimated average probability of closure is 
0.00886 that serves as the base probability for comparison. The effects are converted into 




The tables in Appendix 1 .A present calculations o f  the data to show that the data 
is representative o f  the true population. In this section, two figures are presented to 
reinforce the representativeness o f the data and to show that the trends within the overall 
ski industry, which are discussed in the current literature, also occur in the data used for 
this study.
Figure D1 shows a mapping o f  the ski areas in the data set over time. Note that 
the ski areas are spread evenly throughout the region. O f the 78 ski areas in the data set 
which are in operation in 1970 only 31 survive by 2007.
Figure D2 shows the climatic averages within the data set over time. Each data 
point in the graphs represents the average winter temperature and snowfall at the ski areas 
in the data set. Note that the average winter temperature is rising slightly over time, 
while the average snowfall is decreasing slightly over time.
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Figure 1.D1:
Mapping of Ski Areas in New England over Four Decades
1970s 1990s
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ADAPTATION OF THE HEDONIC VALUATION METHOD: 
TO INVESTIGATE THE VALUE OF NON-MARKET CLIMATE 
RELATED GOODS IN IMPERFECTLY COMPETITIE MARKETS
99
2.1 Introduction
The two stage hedonic pricing method makes use o f the idea that the price o f a 
differentiated good reflects the value that consumers have for its underlying 
characteristics or attributes. This method has often been employed to estimate the value 
o f goods or the characteristics o f goods which are not sold in traditional markets. Some 
o f the most common applications use the differentiation among the prices o f  homes, in 
the same housing market, to determine the value o f  environmental amenities, such as, air 
quality or water quality (Nelson (1978); Li and Brown (1980); Smith and Huang (1995); 
Michael et al (1996); Chattopadhyay (1999); Taylor and Smith (2000); and Nelson 
(2007)). The resulting consumer welfare calculations give this methodology the potential 
to influence environmental policy.
In the wake o f  global climate change, the hedonic pricing method could prove to 
be extremely useful in estimating individual benefits and losses from changing weather 
patterns in various industries. Industries vulnerable to climate change are diverse 
including the recreational, agricultural, tourism, healthcare, and fishing industries. The 
combinations o f  these and other vulnerable industries affect nearly, if  not all, o f  the 
citizens o f  global economies.
The economic characteristics o f  these industries are similar. Each can be 
characterized as imperfectly competitive, selling differentiated goods with environmental, 
non-market attributes that change as the local climate changes. The firms in these 
markets often enjoy a portion o f  market power and are able to price their product above 
the marginal cost o f producing the goods. Determining the value o f these non-market 
goods and using them to calculate the changes in consumer welfare would give better
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measures o f  the total welfare loss which accrues in the economy as these environmental 
attributes change. However, the methods for valuing non-market goods in imperfectly 
competitive markets are cumbersome and warrant a large amount o f  data to tease out the 
true value o f the characteristics from the marked up value imposed by the firms.
2.2 Purpose and Objectives
This paper explores the current extensions to the hedonic method which account 
for the influence o f market power on the price o f differentiated goods. And, more 
feasible methodologies for valuing non-market goods in markets characterized by firms 
with pricing power are introduced and discussed. By highlighting the importance o f  both 
the market structure as well as the underlying functional forms within the theoretical 
framework o f the hedonic model, both Feenstra (1995) and Huang (2013) have advanced 
the applicability and reliability o f the hedonic method. The empirical implementation o f 
both Feenstra’s (1995) and Huang’s (2013) as well as other authors’ methodologies are 
discussed. In particular, the methodology developed by Huang (2013) accounts for 
marked up prices and allows for direct estimation o f the price-cost markup in the hedonic 
model. This paper uses Huang’s (2013) approach and also derives another hedonic price 
function under a different set o f underlying functional forms. By increasing the number 
o f  possible hedonic price functions, we are able to estimation hedonic price functions 
which are consistent with the theoretical foundations.
The purpose o f this paper is to review the current hedonic methods and to show 
the increased estimation feasibility o f the marginal values o f the characteristics o f  the 
differentiated product under the newest methodological approaches. The empirical
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implementation o f these theoretical models require less data than the current approaches, 
and one can easily estimate both the markup on the price, as well as, the marginal values 
o f the attributes with one model.
Taking the methodology a bit further, a case study related to climate change is 
used to empirically estimate many different hedonic price models under a variety o f 
alternative estimation techniques. The techniques include both parametric and semi- 
parametric variations. The flexibility o f these different estimation approaches, along with 
the rigor o f the newly proposed models, increases the applicability o f  the hedonic method 
by decreasing the limitations and over simplifications found in previous approaches.
2.3 History of the Hedonic Approach
Triplet (1986), argues that the relationship between product attributes and their 
prices was articulated and studied long before the conceptual framework o f  the hedonic 
method was formulated. Some researchers believe that Court (1914) was the first to 
make any meaningful contributions to the theory but others argue that authors such as 
Haas studied hedonic prices 15 years before Court published his study. However, the 
current methodology is credited mainly to the work o f  Lancaster (1966) and Rosen 
(1974).
Lancaster’s (1966) and Rosen’s (1974) hedonic models explain the theory driving 
the various prices o f  differentiated goods in single markets. Both rest on the unique 
feature in the utility theory which characterizes and distinguishes all hedonic price 
theoretical arguments; that utility is gained from the characteristics or the attributes o f  the
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good instead o f  the total good. The general utility function is shown in Equation (1) 
below.
U = U(Zl  zn) (1)
The vector o f  z ’s represent the characteristics o f  the differentiated product, each o f  which 
contribute individually to the consumer’s utility.
The theoretical arguments o f  Lancaster (1966) and Rosen (1974) deviate from one 
another in the form o f the price function, as well as, in the types o f goods which are 
defined in the utility function. Lancaster’s (1966) model assumes that consumers buy 
goods which are members o f a larger group. These goods are assumed to be consumed in 
combinations which are determined by the consumers’ preferences and budget 
constraints. This approach is well suited for studying consumer goods, such as clothing 
and food.
Rosen’s (1974) model describes a spectrum o f  goods which vary in their 
attributes. These goods are assumed to be consumed discretely. Rosen’s (1974) model 
also allows for non-linear relationships between the level o f  attributes and the price o f  the 
good. This assumption has proved to be more realistic than Lancaster’s (1966) linearity 
assumption (Ekeland et al (2002); Ekeland, Heckman, and Nesheim (2004); Bayer et al
(2004); and Bajari and Benkard (2005)). Rosen’s (1974) approach is better suited for 
studying durable goods such as cars and homes. This is the model which is considered 
and critiqued in this analysis due to the fact that it has a greater potential for being used to 
examine the value o f  environmental goods which are purchased as attributes o f the 
durable goods.
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Rosen (1974) developed a two stage methodology. In the first stage, the 
researcher is able to uncover the marginal values or implicit prices o f the attributes o f 
interest by regressing the price o f  the good on its characteristics. This stage does not 
reveal the inverse demand functions for the attributes. Using more data on the individual 
consumers and sales, the researcher is able to impute the second stage o f the 
methodology to uncover the inverse demand curves or the marginal willingness to pay 
functions. In this stage, the researcher uses the implicit prices o f the characteristics, 
which they estimated in the first stage.
The critique and suggestion for increased realistic and reliable results relates only 
to Rosen’s (1974) first stage. Therefore, in this paper, only the assumptions, conclusions, 
and critiques o f this first stage are considered and the newest contributions to the 
methodology are discussed. The second stage can then be employed using the more 
accurate estimates from the first stage methodology to uncover reliable measures o f  the 
marginal willingness to pay functions for the individual characteristics.
2.4 Rosen’s Methodology
Rosen’s theoretical model, like all other hedonic methods, rests on the hypothesis 
that the value o f differentiated goods is determined by their underlying characteristics 
which influence consumers’ utility. And, that a price, P (z ) , called the hedonic price 
function, is well-defined for every possible bundle o f characteristics which the 
differentiated good can possess. Under Rosen’s analysis, it is this price which guides 
both consumer and producer behavior.
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Rosen begins by assuming that no one consumer or producer has the ability to 
alter the hedonic price function and therefore each treat, P (z )  as exogenous. In this 
analysis, P (z )  is fully determined by a few market clearing conditions. First, the amount 
o f the differentiated good offered by producers at every possible bundle o f characteristics 
must be equal to the amount o f that goods with those characteristics which is demanded 
by consumers. Second, both the decisions o f the consumers and those o f  the producers 
are results o f their own utility and profit maximizing behavior. Finally, all possible 
optimal outcomes are feasible and Pareto efficient.
Under these market clearing conditions along with two more assumptions, the 
product markets implicitly reveal the hedonic price function, P (z )  which is the minimum 
price o f any bundle o f  characteristics and which is also increasing in z . The other two 
assumptions are, first, that all consumers perceive the characteristics o f the differentiated 
products identically, and second, that there are enough differentiated products and 
characteristics such that the consumers and producers choices o f  the bundles o f  the 
characteristics are continuous.
Then using both consumer and producer maximizing behavior under these 
conditions, Rosen derives a hedonic price function which can be estimated and which 
reveals the value which consumers place on the underlying characteristics o f the good.
Rosen’s theoretical arguments begin with the conventional consum er’s 
maximization problem. Altering Equation (1) slightly, the consum er’s utility function is 
defined in Equation (2).
U = U ( x , z l t . . . , zn) (2)
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Here x  is the numeraire good and the vector o f  z ’s still represent the level o f each o f the 
characteristics o f the differentiated product. The utility function is assumed to be strictly 
concave.
Allowing y  to represent the income o f the consumer, the budget constraint can be 
written in terms o f the numeraire good, and is shown below in Equation (3).
x  = y -  P (z ) , (3)
Combining Equations (2) and (3), the consumers maximization problem becomes 
the following, in which the one choice variables are the characteristics o f the goods.
M a x  ( / ( ( y - P ( z ) ) , z 1(...(zn)  (4)
The general first order conditions for the i th characteristics is shown in Equation (5).
at//3 P (z )  /  _  IdZj
!dx
7  ' 0*1 i
' d z i  t o /
The first derivative o f  the hedonic price function with respect to the i th 
characteristic, represents the implicit marginal value o f  the i th characteristics, since this 
is equal to the marginal rate o f substitution between the i th characteristics and money. 
This point is made more explicit by examining the consum er’s bid function.
0 (z 1(...zn ;u ,y )  (6)
Here, u  = U ( ( y  — 0 ) ,z 1(... ,z n), is the utility index, and therefore, Equation (6) is the
expenditure the consumer is willing to give up for different bundles o f  z , at a given tt and
y-
Because the hedonic price function, P (z ) , is the minimum price o f  all bundles, 
utility is maximized when the following equality holds.
6(z*;u* ,y )  = P ( z *) (7)
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Again, ^ J qz . =  V ^ z  showing again that the first derivative o f  the hedonic price
function, at the optimal level o f  characteristics, gives the implicit marginal value o f  the 
i th characteristic at a given level o f utility and income since it is equal to the marginal 
rate o f  substitution between the i th characteristic and money.
Producers maximize profits. Their profit function can be represented by,
where M  is the number o f units o f  the product that the firm produces and C{M,  z; /?) is 
the cost o f  producing the product which depends on the number o f  units, Af, the level o f 
characteristics, z , and /?; a vector o f  technologies specific to each firm in the market. 
Firms choose both the number o f  products produced and the level o f  characteristics. 
From this optimization problem, the first order conditions, ensure that the marginal 
revenue from increasing a characteristic is equal to the per unit marginal cost.
And the level o f output chosen by the firm will equate the price and the marginal cost o f 
the output.




/ d Z i
d P ( z ) ,  =  
'  dzi M (9)
( 10)
0 ( z , n ; P ) , ( 1 1 )
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which gives the unit price that a producer is willing to accept for their product with 
characteristic levels represented by z, in which case they will make profits ft, given their 
technology, /?.
Equation (11) comes from eliminating M  from the following equation to get (13).
n  = M 0 - C ( M , z 1, . . . , z n)  (12)
aC (M ' 2 )/ aM  =  0  (13)
/dZj
From Equations (12) and (13), we have ^ / qz . =  jjj and Qn  — an£l
therefore, ^®/ qz . — qz  at t l^e °Pt 'm al choice o f  characteristics.
Again, P (z )  is the minimum price o f  the bundle z which means it is the maximum
price which the firm can get for that product with characteristics z, then the firm
maximizes profit when the offer price subject is maximized and the constraint P (z )  =  0 
is met.
Producer’s profits are maximized when 0(z*; =  P(z*) and ^® /qz . =
d P ( z *) /v ! qz  - Therefore, the producers’ equilibrium choices o f characteristics, are those
points at which the profit-characteristics offer curves are tangent to the characteristics- 
implicit price curve or the hedonic price function.
As firms and consumers start to interact, the prices o f  the differentiated products 
at each level o f characteristics are determined in the market. See Figure 1 in Appendix
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2.D .1 All o f the tangencies between all o f  the bid functions and offer curves at every 
possible combination o f  z  define the hedonic price function represented by P (z ). This 
result indicates that the hedonic price function is made up o f  equilibrium points at which 
the bid functions o f the consumers are tangent to the offer curves o f the producers. 
Therefore, the partial derivatives o f the hedonic price function for each characteristic 
represent both the marginal value and the marginal cost o f  that characteristic at a specific 
point.
To empirically implement Rosen’s (1974) theoretical approach the researcher 
regresses the price o f the differentiated product on the levels o f its characteristics to 
uncover the marginal values using ordinary least squares (OLS) regression. In the simple
case, in which the hedonic price function is estimated as a linear equation, the
coefficients are simply the partial derivatives o f  the hedonic price function and thus will 
be exactly equal to the marginal values o f  these characteristics. In the case o f  other 
functional forms for the hedonic price function, only elementary calculations are needed 
to transform the coefficients into exact marginal values. The semi-log hedonic price 
specification is shown below.
l n ( P ( z ) )  = p Q +T.PiZi  (14)
dP{z)/ d z r pPi 0 5)
Here, /?t- represent the estimated coefficients o f each characteristic which enter into the 
model independently. Equation (15) shows that to obtain the marginal value estimates o f
1 This figure is a simplification o f  the hedonic price function since it is only shown in two dimensions. The
first characteristic, zu  is represented on the x-axis. However, it should be noted that this hedonic price 
function is actually a surface in /-dimensional space where / is the number o f  the characteristics o f  the 
differentiated good.
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each characteristic when the hedonic price function is estimated using the semi-log form, 
the coefficients simply need to be multiplied by the observed price o f the good.
2.5 Limitations of Rosen’s Theoretical Arguments
To ensure the existence o f  the well-defined hedonic price function it was 
necessary for Rosen (1974) to make some assumptions in his theoretical arguments.
First, Rosen (1974) argues that there must be a continuum o f  possible characteristic 
combinations for the differentiated product. W ith this assumption imposed, the choices 
o f both the consumers and producers will be continuous. The second assumption is that 
there are enough buyers and sellers in the market so that no one consumer or one 
producer can affect the equilibrium price o f the good. Therefore, both treat the prices as 
exogenous to their decisions making. Buyers and sellers base their decisions on 
maximizing behavior and equilibrium prices are determined so that the amount o f  the 
product produced at every price is equal to the amount o f that product demanded by the 
consumers at that price. Finally, he assumes that all characteristics o f the product are 
observed and equally perceived by each consumer and producer in the market.
By imposing these assumptions in combination, Rosen (1974) assumes that the 
goods which are being valued under his method are sold in purely competitive markets in 
which firms have no pricing power. However, when Rosen’s (1974) methodology is 
applied to other markets in which firms do have the power to price products above 
marginal costs, the theoretical foundation becomes flawed and the resulting empirical 
estimations are biased. Rosen (1974) noted that this would occur in his original work
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saying that his methodology applied to the special case o f  perfect competition knowing 
that this was a common assumption when studying market behavior and product values.
However, since Rosen’s work, many authors have tried to expand his theoretical 
foundation to allow for goods to be sold in markets where firms have some pricing 
power. In markets which are not purely competitive, the market power will vary among 
the specific firms. Each firm in the market will be able to increase the price o f their 
product over its marginal value based on their individual market power. In doing so, the 
firms are misrepresenting the true value that consumers place on the product.
There are two ways in which the significant market power o f the firms would 
influence the price o f the differentiated good and bias the results o f the estimated hedonic 
price equation proposed by Rosen (1974). The markup could simply be an incremental 
increase o f  the price. To capture this type o f market power influence, Rosen’s model 
does not need any theoretical alterations; however, the resulting estimated empirical 
model needs some slight adjustment.
Authors such as Li and Brown (1980) were some o f the earliest authors to adapt 
Rosen’s (1974) empirical model and include location and environmental attributes to 
capture some o f  the pricing power and artificial increase in price in specific markets. Li 
and Brown (1980) use the prices and characteristics o f 781 homes in 15 suburbs o f 
Boston, MA to estimate three separate hedonic price functions which highlight their 
critique o f Rosen’s initial method. The first estimated model omits location variables. 
The second model includes the location variables. And, the third is a variation on the 
functional form o f  the second and includes a simple interaction term. Each o f  the three 
models is estimated using OLS. In the second and third models the location variables are
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estimated as significant factors in the price function. Both the significance level and sign 
o f other variables change from the first model to the second and third while variable’s 
sign and significance do not change from the second to the third, indicating the 
importance o f the location variables for consistent and unbiased estimation.
Although these authors do not contribute to the theoretical foundation, one might 
argue that their inclusion o f  location variables was an acknowledgement o f the market 
power resulting from the differentiation o f the houses in the same housing market.
Market power often arises because o f  non-controllable physical variations within the 
market. Firms can begin to charge different prices not simply based on the attributes and 
quality o f  their product but because o f  some sort o f  physical or monetary barrier. The 
inclusion o f location, environmental, and other physical and regional characteristics has 
now become standard in the modeling o f  hedonic prices throughout the literature.
In other cases, the markup could be an incremental increase, as well as, an 
additional increase based on the individual characteristics o f  the good. Simply adding 
explanatory variables to the estimated hedonic price function would no longer capture the 
entire influential markup in the price and delete the biased results among the coefficients 
o f all other attributes. The entire theoretical foundation o f the model would need to be 
altered to capture this type o f price increase. In the next section, the critiques o f Rosen’s 
(1974) model are discussed to show how many authors have expanded Rosen’s (1974) 
work to allow for settings where firms enjoy market power. Some authors such as 
Feenstra (1995) and Huang (2013) have been able to incorporate oligopolistic behavior 
directly into the hedonic pricing model while others such as Bajari and Benkard (2005) 
and Ekeland et al (2004) have adopted a set o f  less restrictive assumptions to allow for
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less competitive market settings. These theoretical arguments o f  the possible impact o f 
market power on the price o f the good are highlighted and the empirical implications o f 
resulting estimates o f  the marginal values are examined.
2.6 Hedonic Method under Imperfect Competition
Theoretical critiques o f Rosen’s (1974) analysis came at a time when 
environmental awareness and debate grew stronger and researchers began to grasp the 
value o f the hedonic method. The applications to which the hedonic method can be 
applied are often geared toward influencing environmental or other policy regulations. 
Based on the estimated marginal value o f the environmental good o f interest, policy 
makers can be informed about how much to spend on a specific agenda. To ensure that 
policy is influenced through more reliable results many authors have attempted to alter 
the theoretical arguments and empirical approaches to capture the market power o f  the 
firms and its influence on the overall price o f  the good.
Feenstra (1995) highlights the effect o f  market power by altering the firm ’s 
maximization problem in Rosen’s (1974) approach to allow for firms to influence the 
price. The new maximization problem can be written in the following way.2
Here, Feenstra (1995) considers a market with J  firms so that j  =  1 . . . /  represents the j th 
firm. Both Pj and Zj are considered choice variables for the firm, where Zj is the product 
produced by the j th firm and Pj is its corresponding price. Finally, Mj is the amount o f z; 
products demanded by consumers. To solve the maximization problem the functional
(16)
For the remainder o f the paper we use notation which is consistent with Rosen’s initial model however, 
this notation may differ from that used in the papers which are discussed in this and the following sections.
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forms o f both Pj and M; must be considered. Feenstra (1995) does not place a great deal 
o f structure on the price function except to express it as a function o f  the quality adjusted 
price, denoted =  (pj{Pj,Zj)  and characteristics zy so that the price can be written in the 
following way.
Pj ~  0 *7)
The quality adjusted price allows for the price o f  two varieties o f  the same differentiated 
good to be compared by accounting for the differences in the underlying attributes. 
Changes in the quality adjusted price reflect only the changes in the pure price which 
does not depend on the changes in the characteristics. The hedonic price in (17) is simply 
the inverse o f  the quality adjusted price.
The functional form o f M  comes from the indirect utility function o f the 
representative consumer given as V ? By Roy’s Identity,
In the above equation, Y represents total income o f  the consumers. And, the last equality 
holds since py and <pj are inverses.
Equation (18) can be simplified by considering the following. Let [PJ, zy*} be the 
Nash equilibrium at which the firm s’ profits are maximized by the choice o f  both 
characteristics and prices. Then,
3 Feenstra (1995) discusses the functional form o f  the utility function in great detail and also discusses 
whether the demand for each product variety can be consistent with the utility maximization o f  a 
representative consumer. If  so then the demands can be computed by using Roy’s Identity on the aggregate 
indirect utility function V. Feenstra (1995) argues that there is a  broad class o f  such utility functions which 
allow for the maximization o f  the social utility function to be consistent with the maximization o f  the 
individual consumers. We leave this discussion to Feenstra and consider V to be in this broad class o f 
utility functions.
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is the equilibrium quality adjusted price. If  other choices {Pj,Zj}  are considered as 
possible equilibria, then they must also satisfy PJ =  Pj{q* ,z j ) .  Feenstra (1995) argues 
that each o f these possibilities, holds the quality adjusted price constant at q*. 
Additionally, all o f  the arguments o f the indirect utility function V will remain unaffected
d v /d
due to the characteristics o f the function described in Feenstra (1995). Therefore, gv
'd Y
will be constant for all possibilities o f {Pj, Zj) satisfying, PJ = Pj (q] ,  z j )  . This assures
- l
that demand My is only changed if  changes and Equation (18) is reduced
The maximization problem in Equation (16) can now be simplified to the 
following.
In this objective function, the only choice variables are the characteristics o f  the 
differentiated goods.
The general first order conditions resulting from this maximization problem take 
the following form.
M a x (20)
Here, since PJ = pj  ( q j  Z j ) ,  the expression j qz ., represents the marginal
value o f the i th characteristic. This is because this measures the increase in the price that 
consumers would be willing to spend for an additional increase in characteristic i, while 
keeping both the quality adjusted price and the utility level constant.
Feenstra’s (1995) first order condition differs from Rosen’s (1974) in that the 
marginal cost o f the characteristic is no longer simply equal to its marginal value.
Instead, the marginal cost is equal to the marginal value and also depends on the price- 
cost markup in the industry as well as the elasticity o f substitution between the quality 
adjusted price and the characteristic, which is denoted as flr .^ Therefore, Rosen’s (1974) 
first order conditions are no longer applicable in situations in which firms have some 
form o f  market power.
To show the extent to which Rosen’s (1974) theoretical foundation m ust be 
altered to study goods in imperfectly competitive markets, Feenstra (1995) derives the 
hedonic price function which results in imperfectly competitive markets. The resulting 
hedonic price function are not only affected by the market structure o f  the industry but 
also the functional forms o f  both the cost structures o f  the firms and the utility functions 
o f the consumers. Feenstra (1995) argues that each o f  these components o f the 
theoretical model must be empirically tested and addressed to ensure that a theoretically 
consistent hedonic price function is derived and estimated.
Feenstra (1995) starts with the firm ’s marginal cost equation. To show the 
significance o f  the underlying functional forms within the theoretical foundation on the 
resulting hedonic price function, Feenstra (1995) considers both the semi-log and linear
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marginal cost structures o f the firms. To begin, allow the marginal costs to take the semi­
log form as shown below where c; (zy) represents the marginal cost.
lncj (Zy) =  ay +  £ f =1 PjiZji +  Vj (22)
Here a ; is the constant, while /? y ,  is the coefficient o f each characteristic in the marginal 
cost function. The random term Vy captures all other factors which could influence the 
marginal cost. To get an expression which involves the price o f  the good, add Zn(P; ) to
both sides o f (22) and subtract In (cy(zy)j to both sides o f the (22) to obtain the 
following.
ln(Pj)  =  ay +  E f=i pjiZji +  ln(Pj) -  In (c ,(z ; ) )  +  v} (23)
Now let, ln(jPj) ~  In (cy(^y)) =  — 1, by the Taylor series expansion and substitute
the first order condition into (23) to get the following.
fa(p,) »  a , + Z L  ( ^ j )  y,,z„ +  (^ 5 - 1) [l -  Z U rj^ \  +  »1 (24)
Here, Yji =  ' j qz .. so ^ at PjYji now equals the marginal value o f the characteristics.
Now if the quality adjusted prices take the following form,
pj-9j{zl) (25)
where, o>y >  0, coj > 0, hj >  0, j Q z .. — 0, and * j Q z .. — t '^en indirect
utility function takes the specific functional from discussed in Feenstra (1995). This 
causes the third term in (24) to vanish leaving the hedonic price function to take the 
following form.
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l n { pj )  *  aj  +  ZHi YjiZji +  vj (26)
This hedonic price equation differs from Rosen’s proposed hedonic price equation since
the coefficients on the characteristics now consist o f  two components. The first is the 
price-cost ratio, the second is the marginal value o f  the characteristics expressed as an
researcher estimate a hedonic price function in an industry in which the firms have 
pricing power and the marginal cost functions o f  the firms take the usual semi-log form. 
The estimated coefficients no longer represent the marginal value o f  the characteristic 
alone and it is very difficult to separate out the price-cost ratio. In industries in which 
firms have pricing power this ratio will be greater than 1 causing the inflation o f the 
estimated coefficients in the model. This results in marginal value estimates which are 
larger than the actual value which consumers place on the attributes o f  the goods.
However, Feenstra also shows that under the linear marginal cost structure and 
the same quality adjusted price and utility function as above, the resulting hedonic price 
function take the following form.
Here, Sjt =  , and the researcher can feel confident that the estimated coefficients
on the characteristics will give unbiased estimates o f their marginal values.
The main contribution o f Feenstra’s (1995) paper is to argue that hedonic models 
must first be specified correctly, and that the coefficients in the price equation under any 
specification other than the linear specification will no longer solely represent the
elasticity; Yji =  — j qz ..- highlights the problem which arises when
Pj /  uzji
Pj = aj + I f= !  SjiZji +  Vji=i u z (27)
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marginal value o f the characteristics when firms enjoy pricing power. The main problem 
is that the price-cost markup is unknown to the researcher and some authors have 
attempted to tease out this value using cumbersome econometric techniques.
Taylor and Smith (2000) follow up Feenstra’s (1995) theoretical analysis with the 
first empirical estimation using his model and approach. To uncover the price-cost 
markup, when firms have market power, the authors use a residual demand approach. 
Once the market share has been estimated the authors are able to then evaluate the 
underlying marginal values o f the product characteristics embedded in the estimated 
coefficients in the hedonic price equation. These authors apply Feenstra’s (1995) model 
to beach rental properties on the Outer Banks o f North Carolina. They obtain rental 
prices and property characteristic data for 4 management firms owning approximately 
100 to 400 properties each. Their data was collected for the years from 1987 to 1992 
using pricing brochures and data consisting o f weekly occupancy rates were obtained 
directly from the property management firms in the study.
The authors argue that number o f  bedrooms, dishwasher capabilities, and 
carpeting all differentiate the rental properties, but since these characteristics can easily 
be duplicated to competing properties they should not lead to market power. However, 
there is one characteristic which they view as an amenity which cannot be duplicated.
This feature is the rental’s proximity to the ocean. This variable measures the ease with 
which renters would have access to the nearest beach. These authors argue that it is a 
type o f market power. Therefore, they argue using Equation (26) above, that the 
coefficients in the hedonic price equation will incorrectly represent the marginal values o f 
the rental characteristics.
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To uncover the unbiased marginal values, the authors conduct a three step 
analysis. First, they estimate the hedonic price equation for each firm. Next, they 
estimate the residual demand model to tease out the amount o f market power held by 
each firm in their analysis. Finally, the coefficients in the hedonic price equation are 
divided by estimated price-cost markups from the residual demand equations to get the 
marginal values o f  each characteristic.
Oktem and Huang (2011) take a similar approach to Taylor and Smith (2000) by 
examining how market power can affect how much o f  a tax burden firms are able to shift 
to their consumers. These authors use a case study o f the vacation rental market in the 
New Hampshire Lakes Region. The authors examine 6 management firms. These firms 
range in size to owing slightly less than 40 to approximately 100 rental units.
By gathering information on the vacation rentals’ prices, property attributes, and 
tax information, the authors were able to estimate a hedonic price function. Much like 
Taylor and Smith (2000) the authors then use a residual demand model approach to tease 
out the market power o f each firm. In the end, they are able to show that the firms with 
the most market power were the ones which were most able to pass o ff their tax burden to 
the consumers. In doing so, they show that the artificially high price o f  these firm s’ 
products are not due to higher valuation from the consumers but the market power that 
the firms possess.
The functional forms o f  the hedonic price function and the other underlying 
functions in the theoretical models have been a topic o f debate since the inception o f the 
methodology dating back to Lancaster (1966) and Rosen (1974). Authors such as Bajari 
and Benkard (2005) wanted to redefine the underlying theory to broaden the applicability
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o f the methodology and reliability o f the resulting marginal value estimates. They do so 
by both altering the limiting assumptions made in Rosen’s (1974) initial analysis, and by 
decreasing the reliance on the functional form o f all functions in the theoretical model. 
Their basic utility function varies slightly from Rosen’s (1974),
U = ( x , z ,  0  (28)
The new component, f  represents an unobserved characteristic.
In an attempt to reduce the bias in the resulting implementation o f their 
methodology, these authors place assumptions on the utility theory rather than the market 
structure to ensure the existence o f  the hedonic price function. The three assumptions 
which must hold for each consumer to ensure that a well-defined hedonic price function 
will exist are the following.
(1) The utility function is continuously differentiable and strictly
increasing in x ,  and ^ / qx  >  0 with x  E (0, y].
(2) The utility function is Lipschitz continuous in z  and f .
(3) The utility function is increasing in f .
Through a vigorous proof which can be found in the Appendix o f  Bajari and Benkard
(2005), the authors show that if  the above three assumptions hold, then the following 
three conclusions will hold.
(1) If  Xj = Xj, and f ;  = f ; ,  then Pjt = Pjlt
(2) If  Xj = Xj, and f ;  >  f ; , then Pjt > Pj,t
(3) |P]t -  Pj n \ < M { \x j  -  Xj , |  +  |f ; -  f ; , | )  for some M  <  oo.
These results show that a well-defined hedonic price function still exists without Rosen’s 
(1974) limiting assumptions. Bajari and Benkard (2005) do not explicitly discuss the
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market structure or the price-cost markup o f  the firm. However, the expansion o f  the 
their theoretical arguments can allow the theory to be applied to market structures other 
than perfectly competitive, since the assumptions are only placed on the utility function.4
Using the suggestions o f these authors, Bajari et al (2011) study the purchase o f 
homes in California’s Bay Area for the years 1990 to 2006. The purpose o f this study is 
to estimate homebuyer’s marginal willingness to pay for reductions in air pollutants. The 
main issue that the authors encounter in their analysis is that many o f  the characteristics 
o f houses that consumers consider to be valuable are not observed by the researcher and 
therefore this market could not be considered perfectly competitive. To account for the 
unobservables the authors include lagged prices o f  the homes as future indicators o f 
home prices and estimate the model and show that their approach could be extended to 
nonparametric estimation techniques (Rosenblatt, 1956; Parzen, 1962).
The conclusions o f  Bajari et al (2011) not only indicate the usefulness o f  more 
flexible estimation techniques but advance the theory o f  hedonic estimation by examining
4 Ekeland et al. (2004) argue that imposing a simplifying functional form on the hedonic price function 
limits its applicability, biases results, and depletes the available information embedded in the function. 
Using a theoretical argument rooted in wages and the labor market, these authors show that Rosen (1974) 
failed to acknowledge o f  the economic information embedded in the hedonic price function. Through 
utility and profit maximization o f  the two sides o f  the market, Ekeland et al (2004) derive a second order 
partial differential equation which describes the hedonic price function. Each point that satisfies the second 
order differential equation is a point where supply is equal to demand. Therefore, these must also be the 
points on the hedonic price function. This equation shows that at every point on the hedonic price function, 
the curvature is a weighted average o f  the average curvature o f  the consumer’s utility function and the 
average curvature o f the firm’s profit function. Curvature is an important source o f  economic information 
which defines how the consumers and producers respond to changes in the prices and the level o f attributes. 
Imposing arbitrary functional forms on the hedonic price function would ultimately deplete this information 
causing the estimated model to be bias due to the fact that relevant economic information was lost. 
Therefore, again these authors argue for the semi-parametric or nonparametric estimation o f  the hedonic 
price function.
Ekeland et al (2004) do not address market structure directly, however, their estimation technique 
allows for the model to be more flexible and capture more o f  the economic information embedded in the 
data. This paper is cited here to show that the semi-parametric and nonparametric techniques o f  estimating 
the hedonic price function have been widely adopted to decrease the biased results which result when too 
much structure is imposed on the model.
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the relationship between home prices over time as they are able to also account for time- 
varying correlation in their model. These papers highlight the usefulness o f  examining 
the preference structure o f  the consumer’s utility function to determine the marginal 
values o f  the characteristics o f interest. For the purposes o f this paper, their use o f more 
flexible estimation techniques is highlighted. Although nonparametric estimation deletes 
the bias o f choosing the functional form, it comes with tradeoffs. Mainly, the researchers 
need to increase, almost exponentially, the number o f  observations used with each 
increase in explanatory variables added to the price function, to ensure accuracy in their 
estimation. Often this level o f data is not available.
Both Feenstra (1995) and Bajari and Benkard (2005) take the theoretical 
arguments o f  Rosen (1974) and adapt them to result in more reliable and realistic 
measures o f the marginal values. Their suggestions along with Ekeland et al (2004) have 
given researchers more power to produce dependable results which could be used by 
policy makers. However, their methodologies are still limited. Feenstra’s (1995) analysis 
depends on functional form choice and Bajari and Benkard (2005) had less restrictive but 
still often unrealistic assumptions. Finally, the residual demand and nonparametric 
approaches requires a large amount o f data which is not always attainable.
Some authors have seen semi-parametric approaches as a compromise to the 
restrictions o f the large data requirement needed for nonparametric estimation. In this 
approach, the data is still very influential in determining the estimated coefficients o f  the 
model. The functional form o f the estimated model must still be specified; however the 
underlying distribution o f the data, which is used to calculate the characteristics 
coefficients in the model, is determined by the specific data point in the dataset. One o f
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the most common semi-parametric estimation approaches is the Generalized Method o f 
Moments (GMM). This approach is discussed in depth later in this paper. Another 
preferred approach which reduces the bias from imposed functional form is the 
bootstrapping method in which the underlying distributions o f the data are determined by 
repeated random sampling from the same dataset. (Powell, 2008)
In the next section, a methodology introduced by Huang (2013), which is heavily 
influenced by Feenstra’s (1995) analysis, is discussed. Then, it is shown that this 
approach is more feasible than the approaches which followed Feenstra’s (1995) initial 
paper. Finally, this study is the first to estimate a model using Huang’s (2013) theoretical 
approach and extend this empirical study by combining the suggestions o f  Huang (2013) 
along with the semi-parametric techniques o f  Bajari and Benkard (2005) and Ekeland et 
al (2004). This new combined approach could prove to be very useful in estimating 
important values based on the market power in the industry but without imposing 
functional form restrictions which would also bias the results.
2.7 Extension to Feenstra’s Model
Drawing from the Oktem and Huang (2011) results, Huang (2013) develops a 
methodology to incorporate imperfect competition and market power into the underlying 
theory o f  the hedonic approach. The current methodologies for accounting for imperfect 
competition in the hedonic pricing method are cumbersome and require a large amount o f 
data. This methodology is much more feasibly implemented. This analysis, follows 
Feenstra (1995) closely and shows how the price-cost markup in the market and 
therefore, in the hedonic price equation, can be estimated using a theoretical approach
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which considers the additional costs which are paid by every firm in imperfectly 
competitive markets.
Imperfectly competitive markets are often characterized by the additional costs 
that firms must pay. As shown in Oktem and Huang (2011), the firms with the most 
market power are able to pass this additional cost o ff to consumers by increasing the 
price their product over the marginal cost. Incorporating this into the hedonic theoretical 
framework, Huang (2013) assumes that each firm in the market is subject to a tax, 7). 
This tax is paid on every unit o f  sale that the firm makes.
The representative firm ’s profit maximization problem can be written in the 
following way.
Following Feenstra, this objective function can be written in the following way.
The first order conditions which follow from this maximization problem take the 
following form.
This result is very similar to Feenstra’s except that the tax is still present in the first order 
condition. The tax decreases the amount o f  the price that the producer actually gets to 
keep from the sale.
From here, Huang (2013) follows the same steps as Feenstra to derive the hedonic 
price function from the marginal cost function and the quality adjusted price and utility 




those used in Feenstra’s derivation. Under the semi-log marginal cost structure, the 
hedonic price function which is derived takes the following form.
; )  =  a  'E‘i=i~^.Yjizji ~  j izj{Yj vj  (32)
Equation (32) differs from Feenstra’s derived hedonic price equation under the semi-log 
marginal cost structure due to the fact that in Huang’s (2013) analysis, firms are subject 
to a tax. For this reason, this hedonic price function includes two more terms, the third 
term on the right hand side o f the equation includes the interactions o f the tax and all o f  
the characteristics o f  the good, and the fourth term includes the tax alone. This shows 
that if  the firms are subject to a tax, Feenstra’s hedonic price function is misspecified.
Beyond, the more rigorous theoretical derivation o f  the hedonic price function, 
Huang’s (2013) analysis has an important empirical result. The price cost ratio which 
was embedded in the coefficients in Feenstra’s model and now in Huang’s is also the 
coefficient on the tax variable. Therefore, if  the researcher estimates a model in which 
the price o f the good is regressed on its characteristics, the tax, and the interaction o f  the 
tax and characteristic and the coefficient o f each characteristic can be divided by the 
coefficient o f  the tax variable to uncover its unbiased marginal value.
Like Feenstra’s (1995) analysis, this result is the product o f  functional form 
specification. To highlight this point further, this paper takes Huang’s analysis a step 
further to show what the correct specification o f  the hedonic price equation would be 
under the linear marginal cost structure but when firms are still subject to a tax.
The cost structure for the specific firm would take the following form, which is 
exactly the same in Feenstra’s analysis except for the tax’s influence on the price.
(1 -  Tj )Pj = a  + £ ?=1 frZji +  (1  -  Tj)Pj  -  C j( z j )  + vj  (33)
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Plugging the first order condition in to the cost function and simplifying this becomes the 
following.
(1 — Tj)Pj = a  + J * ,  ( ( 1  -  7))S;1 [ l  -  ( (1~ ( ^ y )  ( ^ ) ]  * ,i) +  (1 -  T,)P, -  C ,(zj) + v,
(34)
Simplifying this equation and making use o f Feenstra’s Proposition 8, this hedonic price 
function gets simplified to the following function.
(1  -  Tj )P j  =  a  +  £ f =1( l  -  Tj)SjiZji +  vj (35)
Again, we see a similar result to Feenstra with a slight difference in specification due to 
the tax factor. Overall, however, the major result is the same. When the marginal cost 
functions are linear, the hedonic price function is also linear. Here, the coefficients are 
not just the marginal value o f  the characteristics, instead they are the marginal values 
times 1 minus the tax factor. Therefore, to uncover the marginal value o f each 
characteristic the coefficient would simply need to be divided by 1 minus the tax.
The main contribution o f  Huang’s (2013) work is that under this most general and 
often very realistic specification o f  the model, the marginal values o f  the characteristics 
and the price-cost markup can be recovered in one simple model. This paper extends 
Huang’s (2013) work by deriving the hedonic price function under other common cost 
and utility functions. By extending the work in this way, the analysis in this paper helps 
to advance the applicability o f  the hedonic method by allowing different hedonic price 
equations to be estimated based on the aspects o f  the specific market being studied.
These models are each estimated under two different estimation techniques to show how 
more flexible techniques can be used to examine these models are provide more reliable 
estimates o f the marginal values o f  interest.
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In the following sections, the price o f ski lift tickets is examined using the 
previously discussed hedonic methodologies and empirical implementations. This study 
concludes with a model which combines the traditional and newest theoretical models 
and the semi-parametric estimation technique. This case study shows that estimates o f 
the marginal values o f  the climate related characteristics o f  the ski areas will vary widely 
based on the assumptions embedded in the theoretical models. Therefore, the empirical 
models estimated in this study are carefully tested to see which model most accurately 
represents the conditions in the market and which will give the more reliable estimates o f 
the marginal values. Due to the fact that the ski industry has been relying more on 
artificial snow as the climate changes, this empirical exercise has implications for the 
sustainability o f  the overall ski industry as natural snowfall continues to decrease 
throughout the country.
2.8 The US Ski Industry Data
The ski industry lends itself well as a case due to the fact that there are a large 
number o f ski areas across the United States all selling their lift tickets at different prices. 
Each lift ticket sold provides the skier with a unique ski experience based on the specific 
amenities o f the particular mountain. Therefore, the lift ticket is treated as a 
differentiated good and it is argued that the price o f  the lift ticket should reflect the values 
that consumers place on each aspect o f  the mountain. Since this study relates to the issue 
o f  climate change, the mountain characteristic o f  most interest is the average yearly 
natural snowfall.
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Based on the available data, 344 ski areas are included in the data set, which were 
operational during the 2011-2012 ski season. These ski areas represent nearly 80 percent 
o f all operational ski areas during the time o f the study. The ski areas in the data cover 
the scope o f the United States ranging from the W est Coast to the Northeast, down to the 
Southeast across to the M id-Atlantic, and through the Midwest and the Rocky 
M ountains.5 The data include all types o f  ski areas from small rope tow only areas to 
mountains with over 100 trails and nearly 5000 foot vertical drops. This diversification 
in the data set gives the analysis a large amount o f power.
To ensure that the data used in this analysis is representative o f all ski areas 
throughout the United States the averages o f a few o f  the key characteristics o f all o f  the 
ski areas in the U.S. are compared to the averages o f the ski areas used in this analysis. 
These statistics can be found in Tables 2.A1 and 2.A2. Note that the ski areas used in 
this analysis closely represent the true population o f all operational ski areas. Also note 
that the number o f ski areas per region in the data set is consistent with the true 
distribution o f ski areas throughout the country.
The ski industry in the U.S. is also an interesting case study because it has been 
argued to be an imperfectly competitive market since each ski area sells a lift ticket 
which is slightly different from all other lift tickets and many argue that firms have some 
power to price their lift ticket above its marginal value, based on their individual market 
power. This discuss o f market power in the industry has been fueled by two main 
sources. First, is the fact that ski areas throughout the U.S. have been shutting down
5 This study treats the whole US ski industry as one market. The extent o f  the market is often a topic o f 
discussion in hedonic studies due to the fact that the underlying assumptions in the model suggest that 
certain values are held constant over the whole market. Sources such as www.nsaa.org suggest that many 
ski areas draw a large percentage o f  their skiers from out o f  state. This data supports the assumption that 
the US ski industry can be treated as one market.
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causing the overall number o f firms to decrease (NewEnglandLostSkiAreasProject.org). 
As the number o f firms decrease, competition also decreases. Also, this assumption is 
supported by the evidence that lift ticket prices in the US have increased about 2.5 times 
more than inflation over the past 30 years (www.NewEnglandSkiHistory.com).
However, this figure does not include the costs o f the ski areas. With the ever increasing 
technological push to stay one step ahead o f competitors and the increased reliability on 
artificial snow and other weather supplementing activities the cost o f  running a ski areas 
has increased as well. The fact is, that the existence and the possible influence o f  any 
market power in the industry have not been examined empirically in the literature. This 
empirical exercise will not indicate the level o f market power o f the firms in the industry; 
however, more importantly, it will show that researchers can still estimate unbiased 
marginal value estimates through empirical tests o f  rigorous theoretical models instead o f 
ignoring influential market structure and other important cost related factors in the 
market.
This case study treats the lift ticket as the differentiated good. Since some ski 
areas charge different prices during different times o f the day or season, a lift ticket price 
for the dependent variable which was consistent across all areas was needed. Since each 
area in the data set was open on the weekend and sold an 8 hour pass each weekend day, 
the full-day weekend lift ticket price was chosen for the dependent variable and is called 
Price.6 Each ski area lists the price o f  a full-day weekend lift ticket on its website and 
this is where each dependent variable was collected from.
6 Other options for the dependent variable would be half-day passes or weekday passes as well as peak 
period passes, however, not all ski areas have these different prices.
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The explanatory variables in the data set are the attributes o f  the mountain that 
influence the price o f the lift ticket. Table 2.A3 lists the summary statistics o f  all o f  these 
variables, while Table 2.B1 gives the hypothesized sign o f their influence on the price o f 
a lift ticket. Among the explanatory variables are factors which describe the terrain and 
technology o f the mountain. These include the number o f trails; Trails, the difficulty o f 
the trails; Beginner, Moderate, and Advanced, the vertical drop o f  the mountain; Vertical, 
the skiable area; Area, and the number o f  ski lifts; Lifts. It is assumed that skiers will pay 
more for diverse and challenging mountains which have also invested in newer 
technologies to ensure that skiers get the most out o f their day.
Location variables are also included. These variables act as the first step in 
controlling for differences across the market in terms o f market power. Distance 
measures the distance to the nearest metropolitan area. Metropolitan areas have the 
largest populations and also have airports and other travel facilities that help people get to 
the areas much easier. It is hypothesized that ski areas closer to metropolitan areas 
should be able to charge higher prices. Also, region dummy variable are included in the 
data. Including these variables in the estimations helps to ensure that fixed effects, or 
patterns in the data which could result from unobserved differences across the regions, 
are accounted for. These might include private interference such as local budgets for ski 
resort expenditures on environmentally beneficial projects. They could also include 
naturally occurring attributes such as scenic pleasure which could effects the demand 
differently in each region.
The data set also includes two climate related variables. The variable o f interest 
is the annual snowfall in the region; Snowfall, and it is hypothesized that ski areas with
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more natural snow will be able to charge more for their lift ticket. Information on the 
snowmaking capabilities o f the ski area is also included. The Snowmaking variable 
measures the percentage o f the total skiable area that can be covered with artificial snow. 
Snowmaking supplements natural snow with artificial snow. It has been widely 
hypothesized, among the industry experts, that skiers prefer natural snow over artificial 
snow, however, it is unknown if any academic studies have investigated this claim.
Finally, two tax variables are included in the analysis. The two taxes in the data 
set are the state sales tax and the excise tax. O f course, ski areas will pay other taxes; 
however, only the taxes which will directly influence the price o f the lift ticket are 
included. Taxes such as property taxes are considered sunk costs for the firms and are 
not included in the data set.
2.9 Econometric Issues and Data Construction
The nature o f  the data and the underlying theoretical model present a few 
econometric issues which must be resolved before the influence o f the explanatory 
variables on the price o f  the ski lift tickets can be empirically examined. First, as with 
most hedonic applications, many o f  the variables suffer from multicollinearity. Some 
authors feel that this is a necessary limitation o f  the nature o f  the data and simply include 
all explanatory variables in their model. However, the issue o f  multicollinearity can be 
addressed easily if  the variable o f  interest is not one o f  the collinear covariates. In this 
study, Snowfall is not correlated with any o f  the other independent variables and 
principle components analysis is used to remedy the issue o f  multicollinearity among a 
specific group o f  explanatory variables.
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The variables which describe the characteristics o f  the mountain are all highly 
correlated. Mountains which are taller generally have more trails and need more lifts to 
get people to the trails. Also, as the number o f  trails increases the skiable acreage will 
also increase. Therefore, principle components analysis is used to combine the 
characteristic variables into one overall variable which ultimately describes the size o f the 
mountain. In addition, many o f  these variable are much larger than the dependent 
variable. Therefore, they are also scaled to aid in reporting the coefficients for the overall 
Size variable. The equation for this Size variable is given below.
Size  =  2.1 * T ra i/s /100  +  .75 * Vertical/1000  +  .50 * L ifts  +  1.79 * j4rea/1000 (36)
A different econometric concern relates to the factors describing the difficulty o f 
the mountains. There is no uniform documentation which governs ski areas on how to 
describe the difficulty o f  the trails at their mountain. One mountain might categorize a 
trail as beginner while another mountain would categorize the same trail as intermediate 
at their ski area. The reason for this is because the difficulty o f the trails is often 
measured in relation to the other trails at the same mountain but not across mountains. 
Therefore, to try and eradicate some o f the inconsistency across ski areas only the 
percentage o f advanced ski trails is included. Advanced is chosen because these are 
often the trails which have the least amount o f discretionary consideration among the ski 
areas. It is easier to distinguish a difficult trail from an intermediate or easy trail than it is 
to distinguish between an intermediate and easy trail.
Also, the tax variables are combined into one overall tax variable. In this case, 
since the tax is levied on the individual lift tickets, the sales tax and the excise tax are 
added together to get the overall tax used in the analysis. The new tax variable is shown 
below.
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T a x =  Sa le  sT  a x  + T o u r ism E x c ise T a x  (37)
Another issue which must be addressed before estimation is the endogeneity o f 
one o f  the explanatory variables. The amount o f the area which can be covered by 
snowmaking is a conscience decision o f  investment made by the owner o f  the ski area to 
supplement the inadequate amount o f  natural snowfall. The snowmaking capability o f  
the resort is directly influenced by the amount o f snowfall that the resort naturally 
receives and other uncontrollable factors. Therefore, the issue o f  endogeneity is 
addressed by first determining the components which influence the amount o f 
snowmaking that each resort has.
An instrumental variable approach is used to identify the Snowmaking equation 
which is shown below.
S n o w m a k in g  = y0 +  y ^ S n o w fa ll  + y 2E le v a tio n  + y 3S ize  +  y4A re a  (38) 
Elevation, which is the base elevation measured in feet at the ski area, is used as the 
instrument for this analysis. Snowmaking will likely, also be influenced by the natural 
snowfall as was mentioned above, as well as, the size o f the resort. In addition, since the 
variable is measured as a percentage o f overall area, the Area variable is included 
separately in this snowmaking equation.7
Finally, the functional form o f the hedonic price models which will be estimated 
must be considered. As noted by the previous authors, (Feenstra, (1995); Huang, (2013), 
Bajari and Benkard, (2005); and Ekeland et al, (2004)) the functional form o f the hedonic 
price model will greatly influence the meaning o f  the coefficients in the model.
7 Estimation results o f  models in which the Snowmaking variable is treated as an exogenous variable are 
also presented in the Appendix in Tables 2.B6 and 2.B7. Note that the results are similar to the other 
estimated models. However, there is no significant evidence o f  market power in these models.
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The functional form o f the model is tested using the Box Cox regression method. 
This test, along with others such as the Link Test, indicates that the linear functional form 
most closely represents the conditions in the market. However, the semi-log models are 
also estimated for comparison and to point out the variance which can occur with the 
marginal value estimates under misspecified hedonic price models.
2.10 Hedonic Price Models
With the resolution o f  these few econometric issues the hedonic price models can 
be presented. Three different models are run, each o f  which represents a phase in the 
evolution o f the hedonic method. The first model is the base model. This model only 
includes the characteristics o f the ski area as explanatory variables.
Model 1:
P rice  =  /?o +  P \S ize i +  fc A d v a n c e d i  +  fi3S n o w fa lli  + p4S n o w m a k in g l 
S n o w m a k in g t =  y 0 +  y ^ le v a t io r i i  +  y 2S n o w fa l l i -I- y 3A rea i -I- y4Size, (39)
In each model, the Snowmaking equation is estimated first using the instrumental 
variable, Elevation, and the predicted values o f the Snowmaking variable are then used as 
the explanatory variables in the main hedonic price equation.
The second model represents the most elementary method for accounting for 
market power. This model includes both the characteristics o f  the mountain and the 
location variables, and is again estimated using two stage least squares.
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Model 2:
P rice = Pq +  P iS ize i + p 2A d va n ced i + (S3S n o w fa lli  + (J4S n o w m a k in g l
+P5D istance i +  P^NE^ +  p 7MAi +  PBSEt +  p 9M W t + (40)
S n o w m a k in g  t =  y 0 +  Y iE le v a tio n i  +  y 2S n o w fa lli  +  /g / l r e a ,  +  y4S tze(-
Each o f the first two models is also altered slightly to include the Tax variable. These 
models are called, Model 1A and Model 2A. They are shown below.
Model 1A:
P rice  =  p 0 +  P iS ize i + P2A d v a n c e d { +  p 3S n o w fa lli  +  p4S n o w m a k m g l +  p sT a x t 
S n o w m a k in g , =  y 0 +  y iE le v a tio n i + y 2S n o w fa lli  +  y 3A rea i  +  y^S ize iA rea
(41)
Model 2A:
P rice  =  p 0 +  PxSizei + p 2A d va n ced i + p 3S n o w fa lli  +  p ^S n o w m d k ih g i  +
p 5D istancei +  P6N Et + p 7MAi + PsSEi + p 9M W t +  P \QRM i +  p u TaXi (42) 
S n o w m a k in g t =  y0 +  y \E le v a tio n i + y 2S n o w fa lli  +  y3A re a (- +  y 4S ize i
The last two models are the result o f  the methodology described in Huang (2013) 
and the extension to Huang’s (2013) work described in this paper. The model includes 
all characteristic and location variables multiplied by the (1 — T a x ) variable. The 
dependent variable is also altered slightly by multiplying each price by (1 — T a x).
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Model 3:
(1 -  T a x ^ P r ic e i = /?0 +  / J j ( l  -  T ax;) * Size; +  /?2(1 — T a x *) * A d va n ced i 
+/?3(1 — T ax ,) * S n o w fa ll  * +  /?4(1 — Tax*) * S n o w m a k in g ,
+ /? s ( l  — T ax ,) * D ista n ce ( +  /?6(1 —Tax*) * N£) +  /?7(1 — Tax*) * M/1, (43)
+/?8(1 —T ax ,)  * 5F( +  /?9(1 -  Tax{) * M W t +  /?10(1 -  T ax ,) * PM* 
S n o w m a k in g l = Yo + Y i^ le v a t io n i  + Y2^ no w f a ^h +  Y3^ r e a i +  Y4 $ iz e i
Model 3 is the appropriate model to estimate if  the marginal cost structure faced by each 
firm is linear and the utility function is consistent with the utility function described in 
Feenstra (1995)
Model 3A is the model which was derived by Huang (2013) under the 
assumptions that the firms face a semi-log marginal cost structure. In this case the 
hedonic price function also takes the semi-log form.
Model 3A:
ln (P rice i)  =  /?0+f5xT a x  +  /?2(1 — T ax ,) * Size, +  /?3(1 — T a x f) * A d va n ced i 
+/?4(1 — T a x i) * S n o w fa ll  t +  /?5(1 — T ax ,) * S n o w m a k in g ,
+/?6(1 -  T ax ,) *  D istancei +  /?7(1 - T a x ,)  *  NEi  +  /?8(1 -  T a x f)  *  M A t (44)
+/?9( 1 -T a x ,)  *  SEi +  0 1O(1 -  T ax ,) *  M W t +  /?u ( l  -  Tax* )  *  R M t 
S n o w m a k in g , =  y0 +  Y iE lev a tio n i + Y zS n o w fa lli  +  y3Area* +  y4Size,
Note that Model 3A differs from Model 3 in the overall functional form as well as the 
fact that the right hand side o f the model includes the Tax variable as a separate
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explanatory variable. This model allows the potential price-cost markup to be estimated 
directly in the hedonic price equation as an incremental increase as well as an increase 
through each o f  the characteristics o f the product.
Each o f the models 1, 1 A, 2, and 2A is estimated as both a linear and semi-log 
model o f the weekend lift ticket price using 2SLS, the semi-parametric approach o f 
GMM. Models 3 and 3A are also estimated using 2SLS, and GMM. Each o f  the three 
estimation techniques is described in detail in the next section.
2.11 Estimation Techniques
It has been shown that both the functional form o f the hedonic model as well as 
the estimation technique used to estimate the model can significantly influence the 
outcome o f  the estimated marginal values o f the product characteristics. To highlight this 
point, this study uses three different estimation techniques to estimate the five proposed 
hedonic models. The first is the traditional OLS technique.
The OLS method begins with the assumption that the dependent variable relates 
to the independent variables in the following way.
y  = X p 0LS + e  (45)
Here, y  is the vector o f  dependent variables. X , an (n  x  k ) matrix o f explanatory 
variables, where n  is the number o f  observations and k  is the number o f explanatory 
variables, and e  is the error term.
In Equation (45), P 0LS is unknown and must be estimated. Under this procedure 
this vector o f coefficients are estimated by minimizing the squared distance between the 
predicted values o f  the estimated model and the true values in the data set o f  each
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observation. The minimization problem is shown below where S  is the sum o f  these 
squared errors.
5  =  m in  £ f= i(y  -  X p 0LS)  (46)
P ols is chosen to minimize 5. In general the OLS estimator is calculated using the 
formula in Equation (47).
P 0LS =  { X ' x y x ' y  (47)
Here X 'is the inverse matrix o f X.
Since the Snowmaking variable is endogenous, this study uses a slight variation 
o f the traditional OLS estimation technique called two stage least squares. The two stage 
least squares estimation is used to determine the coefficients in the following model 
which contains multiple equations.
y  = X - jP - j  + x jp j  + e (48)
Xj = Z y  + fi  (49)
Here, Equation (45) has been expanded slightly to show the endgoneous variable. In (48) 
X_j  is an (n x k — 1) matrix of all of the exogenous explanatory variables and Xj represents the 
vector of the endogenous variable. Together, /?_y +  p j  = Pzsls-
The endogenous variable can be represented by the stochastic relationship shown in (49). 
Here, the Z matrix contains all of the exogenous explanatory variables that influence Xj .  Again, 
this relationship will have some unexplainable components which are captured in ft, the error 
term. The explanatory variables which are present in Z may also be present in X.  However, for 
this method to work, there must be at least one explanatory variable in Z which is not in X.  These 
are the instrumental variables which are correlated with the endogenous explanatory variable x t 
but not with the dependent variable y . Let the set o f all instrumental variables be represented
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by the matrix V, where V  is an (n  x  L) matrix, where L is the number o f  instrumental 
variables.
Under 2SLS, OLS regression is carried out twice. The first time is for the 
endogenous variable’s equation. Then, using Xj in Equation (45), OLS can be conducted 
again to get the estimated coefficients in (45).
The general formula for the p 2sis  *s shown below.
P z s l s  = [x'v(y'v)~lv'x]~1x'v(y'v)~1v'y (50)
If the 2SLS approach is carried out manually, the standard errors of the estimated coefficients will 
be biased. The correct form of the standard errors is the square root of the variance given below.
variance(p2SLS) = n i x 'v Q r v y 'v x y ' l x 'v Q r v y 'S Q r v y 'v 'x ^ x 'v i v 'v r 'v 'x ] - 1 (51) 
When this procedure is carried out with computer software, the computer will correct the 
standard errors and report the square root o f  Equation (51) for each coefficient.
In order for the 2SLS estimator to be consistent and unbiased, many assumptions 
must hold. One o f which is most concerning in this analysis is the assumption o f 
homoscedasticity o f  the variance o f the error terms. Since the data used in this study 
includes information on both large and small ski areas, it would be naive to assume that 
the distribution o f  the error terms followed allowed for constant variance. The data is 
more likely clustered into groups. To try and remedy this characteristic o f  the data, 
robust standard errors are calculated. However, this approach is still limited by the strict 
assumptions on the nature o f  the data.
For this reason, both the semi-parametric and nonparametric approaches add 
flexibility to the estimation procedure and increase the likelihood o f estimating consistent 
coefficients which represent the marginal values o f  the product attributes. The GMM
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procedure is similar to the 2SLS procedure; however, the two equations in the model are 
estimated simultaneously using the moment conditions o f  the system o f equations. The 
assumed relationship takes the same form as in Equations (52) and (53).
y  ~  X - j P - j  +  X j P j  + e  (52)
Xj = Z y  + fi (53)
Now, let /?_, +  p j  = p gmm-
The GMM procedure to estimate the coefficients in the main model begins with 
an assumption about the first moment o f the distribution o f the dependent variable. It 
uses the fact that the instrumental variables in Equation (53) are exogenous and 
uncorrelated with the dependent variable and the error terms in Equation (52). Recall 
that V is an (n  x L) matrix o f  L  instrumental variables. Then it is given that the 
following holds.
E[v'i£i] = 0 (54)
Equation (37) states that the expected value o f  the product o f  the instrumental 
variables, v h  and the error term at any observation, t, is equal to zero. This gives an 
entire set o f L  moments which are shown below.
di(pGMM) =  v - i i  = V i(y t -  X i p CMM) (55)
Here, g t, is a vector valued function. Combining Equation (55) with Equation (54), the 
following holds.
m (pGMM) =  E[9iU?GMM)] = 0 (56)
To estimate P gmm an iterative procedure is performed. First, the theoretical expected 
value in Equation (56) is replaced with the empirical sample average and is shown below.
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)  — E [ d i { P gMm )]  — ~% i  = l  9  i { P  g mm )  -  ~^>?=lv i {y i  ~  X iP gMm )  ~  ~ V
(43)
By the law o f large numbers, Equation (56) will approximately equal the true value o f 
m (/?CMM) when n is sufficiently large. Under the GMM procedure, P GMM is chosen to 
make m (/?CMM) as close to zero as possible. This is the equivalent o f minimizing the 
norm o f r h (p GMM); ||m ||. The parameter P GMM will depend on the specific norm 
equation chosen for the estimation. Under the GMM procedure an entire family o f norm 
functions is possible. These are given below.
HttiC P gmm) \\w  = m(.P gmm) ' W m(J$ Gmm) (57)
Here W  is a weight matrix. And Equation (57) is minimized to find P GMM. Rewriting 
Equation (57) becomes,
P gMM = m n^ ( “ Z r= l5 i(^C M M )) W  (~ S r= l5 i(0G M A f)) (58)
The weight matrix, W  is computed based on the data which is to be analysis under the 
GMM procedure. Here is where the GMM estimation has its flexibility. By definition 
the weight matrix can takes the form
w  =  ( “ Er=i5i(/?GMM).!?i(/?GMAf) )  (59)
There are three common procedures to compute p GMM• The first is the two step 
procedure. Under this procedure, the weight matrix is initially assumed to be the identity 
matrix. Then the objective function in Equation (58) can be minimized. The resulting 
estimate is denoted P GMM(1y This value is then substituted into the generic weight 
matrix in Equation (59). Equation (59) becomes the following.
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W  =  ( “ Xf=l 9 i  (^CM M (!)) 9 i  (^CM M (i)) )  (60)
And Equation (58) is again minimized with Equation (60) as the weight matrix. This 
time the resulting P gmm >s used as the GMM estimator.
Alternatively, this procedure can continue under the iterated GMM procedure and 
the weight matrix can be updated many times before the GMM estimator is chosen. 
Finally, P gmm can be estimated simultaneously with the weight matrix and the equation 
below is minimized.
P gmm =  m *n  ( “ EiLi^iC^CMM)) (^~T,?=i9i(PGMM)9i{PGMM) )  ( “ Et=l5i(0G M M ))
(61)
In general the P gmm estimator can be derived with the following formula.
P gmm = (X ’V W V ' X ^ X ’V W Z 'y  (62)
The GMM estimator will be consistent and efficient. The flexibility o f  the GMM 
procedure increases the reliability o f the resulting marginal value estimates. The 
underlying distribution o f the data is not arbitrarily assumed to be normal or any other 
distribution. By allowing the data to influence this function and the weight matrix, the 
procedure captures more o f the economic information embedded in the prices o f  the 
products.8
8 This paper has made reference to the nonparametric estimation technique. The empirical exercise used to 
examine the difference which occur under different functional form assumptions and estimation procedures 
does not examine the nonparametric approach because this approach involves examining the preference 
structure o f  the consumer’s as well as the cost structures o f  the firms. The data used for the empirical 
exercise was not rich enough to examine the preference structure o f  the consumer as well. We feel that 
without the nonparametric estimation, the empirical exercise still gives an important indication o f  the 
influence o f  both market structure and functional form specification o f  the hedonic price function and 
should be viewed as an exercise to highlight the importance o f  correct specification before an policy 
recommendations should be made from hedonic price studies.
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2.12 Results
The estimation results o f the linear hedonic models can be found in Tables 2.B2 
and 2.B4 o f the Appendix. Table 2.B2 shows the results o f  the 2SLS estimation and 
Table 2.B4 shows the results o f the GMM estimation. The results o f the semi-log 
models can be found in Tables 2.B3 and 2.B5 with the 2SLS and GMM estimation results 
reported respectively.
Note first, that the Snowmaking equations in each o f  the estimated models are 
always very highly significant in all explanatory variables and the magnitude o f  the 
explanatory variables is highly consistent throughout each model. For the semi- 
parametric they are exactly the same estimated results in each o f the models. This is 
because the 2SLS estimation o f  the model is used first and then the predicted values are 
used in the semi-parametric estimation.9
The key factors to note in each o f  the estimated Snowmaking equations are the 
sign and significance o f  the Snowfall variable. All results suggest that as natural snow 
decreases, the need for more artificial snow increases and ski areas increase the overall 
coverage capabilities o f  their snowmaking m achinery.10 These results indicate that 
Snowfall among other factors is a leading indicator o f whether a ski area will invest in 
snowmaking. Some ski areas which have the most snowfall still do not invest in 
snowmaking and are able to give skiers the unique experience o f  skiing on purely natural 
snow. However, most ski areas in this representative data set do not have this luxury as
9 In each case the standard errors are adjusted accordingly.
10 Note that the data only contained percentage o f  total acreage capable o f  being covered by artificial snow. 
We do not have data on how much artificial snow was created in inches. This richer data would help to 
better assess the substitutability between artificial and natural snowfall. However, this data is unavailable.
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the ever decreasing amount o f snowfall has lead most ski areas to invest in at least a 
percentage o f artificial snow coverage.
Another important significant factor in the Snowmaking equation is the Size 
variable. Larger resorts have a larger percentage o f  snowmaking coverage. This is most 
likely due to the fact that larger resorts most often have larger revenue bases with which 
to invest in the capital needed to offset poor natural snow conditions.
Now consider the main hedonic price models. Note that similar to Li and Brown 
(1980), as the location variables are added, the significance and magnitude o f  many o f  the 
explanatory variables in the main equation are altered. In each model there exist 
significant effects o f the location o f the ski area, suggesting that Models 1 and 1A were 
not specified correctly. Models 1 and 1A are only included to show the importance o f  a 
correctly specified hedonic price model and are not used to draw any conclusions about 
the industry as a whole. The previous theoretical arguments would also suggest that 
Models 2 and 2A were also misspecified due to the fact that the tax variable is not 
incorporated into the model correctly.
Both Models 3 and 3A did not fail any o f  the specification tests which were 
performed in the econometric analysis. However when compared directly, Model 3 was 
significantly preferred to Model 3A. Also, since GMM is a slightly more flexible 
estimation technique, the results o f  Model 3 estimated using GMM are highlighted and 
used to draw most conclusions about the industry as a whole.
The results o f this model suggest that the size, snow conditions, and location all 
have a significant role in determining the price o f  the lift ticket o f the resort. Larger 
resorts are able to charge a higher price most likely give the skier more choices during
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their day at the ski mountain. Also, ski areas with more natural snow and which invest in 
snowmaking can charge a higher price. Skiers will pay more for more consistent, 
reliable, and safer ski conditions which occur when the ski area has a large natural snow 
base or can supplement the snowfall with artificial coverage. Each o f these results is 
consistent with the findings o f  previous research and the arguments o f  the industry 
officials as a whole (www.nsaa.org) .
Studies such as this one are important for determining the well-being o f an 
industry which is vulnerable to climate change. Both the Size and Snowmaking variables 
are consistently significant, throughout all models and estimation techniques, and are 
highly significant under the most reliable model. This exercise can be used to suggest 
where and how the industry might be able to ensure survival o f its resorts, even as the 
natural snowfall continues to decline. For example ski areas which are able to expand 
their offerings and become larger or those which can increase their snowmaking 
capability might be able to charge higher prices and remain solvent in the uncertain 
industry. However, ski areas can only continue to grow and increase their capital for so 
long.
Taking this analysis a step further, this empirical exercise is used to calculate the 
marginal values o f the key climatic variables o f interest as well as run some simulations 
on Model 3 to show what happens to the price as changes in the natural snowfall occur. 
This analysis could better assess the current and future states o f the industry.
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2.13 Marginal Effects and Simulation of Climate Variables
Once each o f the models has been estimated, these models are then used to 
calculate the marginal value that consumers place on the climate variable o f interest; 
Snowfall. These and the Snowmaking marginal values are presented at the bottom o f 
each table for each model. The direct marginal value o f  the Snowfall and Snowmaking 
are calculated using the main hedonic price model. The overall marginal value o f 
Snowfall is also estimated. Since Snowfall is significant in both the main hedonic price 
equation and the Snowmaking equation, both o f these equations are used to find the 
overall marginal value o f this factor.
Since each o f  these models is estimated under specific assumptions and varying 
functional forms, each set o f  marginal values is calculated differently in each table. The 
formulas used for each marginal value can be found in Appendix 2.C and the calculated 
values can be found at the bottom o f  the tables for each estimated model.
Note that the predicted direct and overall marginal values o f  the Snowfall factor 
as well as the direct marginal value o f the Snowmaking factor are very different among 
all the estimated models. The difference among the estimated values is another 
indication o f  the mis-specification o f Models 1, 1 A, 2, and 2A. These differences also 
occur because o f  the different functional forms and estimations techniques which are 
used. However, the differences across functional forms o f the models which include the 
same right hand side variables are smaller than the differences across the three different 
models. This conclusion supports the claims o f  Feenstra (1995), Bajari and Benkard 
(2005), and Ekeland et al (2004) among others who argue that functional form is 
significant in determining the value o f  nonmarket goods, especially when market power
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is present. These results are some o f  the only empirical results to point toward the 
diversity which comes from estimating the same theoretical model using different 
functional forms and estimation techniques.
O f all the estimated models, the estimation o f Model 3 is most reliable. Both the 
2SLS and GMM estimations are qualitatively similar. When Model 3 is estimated using 
GMM, the direct marginal value o f  Snowfall is positive and the overall is negative. Also 
the estimated marginal value o f Snowmaking is positive. The switch in the sign between 
the direct and overall marginal value o f the Snowfall factor is interesting. This result 
indicates that when ski areas do not have snowmaking capabilities, additional natural 
snowfall is very important to the consumer. This result also indicates that consumers will 
prefer some snow, whether it is artificial or natural, over no snow. Consumers appreciate 
the reliability o f  artificial snow, which is shown by the positive marginal value 
calculation o f the Snowmaking factor. However, since Snowfall significantly decreases 
the amount o f  snowmaking capability that a ski area will invest in, and consumers gain 
benefit from snowmaking, its overall impact becomes negative. It is expected that the 
overall marginal value o f the Snowfall factor should be slightly smaller than the direct 
marginal value because natural snow can be supplemented with artificial snow.
However, in this study, the impact o f Snowfall on Snowmaking completely counteracts 
the direct benefits o f  natural snow to consum ers.11
This empirical exercise shows that the calculated marginal values o f  these factors 
vary between the linear and semi-log functional form o f the hedonic price equation, under
11 One reason why this result is occurring is most likely because the two factors Snowfall and Snowmaking 
are not measured in the same way. Snowfall is measured in inches and Snowmaking is measured in 
percentage o f  acres. To really understand the overall impact o f Snowfall these two factors would both need 
to be measured in inches, however, this data is not available. Therefore, the overall marginal value 
calculation o f  Snowfall should be reviewed with caution.
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different model specifications, and under the two different estimation techniques. Model 
3 can compensate for any market power in the industry by including a theoretically 
consistent form o f  the tax factor in the hedonic price model. This exercise has shown the 
rigor with which these hedonic price models must be both theoretically derived and 
empirically tested to ensure that reliable marginal value estimates can be recovered from 
this first stage o f  the hedonic estimation.
Finally, Table 2.B8 presents a simulation using Model 3 estimated under GMM to 
show how the price o f the lift ticket changes with some incremental changes in the 
snowfall. Both the direct effects o f the change in snowfall on the price, as well as, the 
indirect effects are presented in this table. The overall effects combine the direct and 
indirect effects. The formulas for these calculations can be found in Appendix 2.C.
The incremental changes in snowfall used to run the simulations are based on the 
country-wide average decrease in annual snowfall coverage over the past 10, 20 and 30 
years respectively (Wake, 2005; NRC 2011). Note that the direct effect o f a decrease in 
snowfall results in a decrease o f the price. This is most likely due to the fact that less 
snowfall decreases the quality o f the ski area and decreases the overall value o f the lift 
ticket. However, the overall affect is an increase in price. As the snowfall declines the 
ski areas make more artificial snow. The price increase is likely due to the fact that the 
ski areas supplement the poor natural snow conditions with artificial snow and this 
increased investment raises their costs. As their costs rise the ski areas are likely to raise 
the price o f  the lift ticket.
Current analysis would suggest that ski areas which increase their prices at the 
same time that they increase their artificial snow cover can continue to be successful.
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However, the real cost falls on consumers. Therefore, this result highlights an increased 
cost o f  climate change which accrues to consumers as the price o f  the lift tickets 
throughout the country increase as the snowfall decreases. Future analysis could 
investigate this industry-wide trend to see how much ski areas are able to pass o ff the cost 
o f increased capital to their consumers and where the choke price for different groups o f  
consumers might be. This analysis would help to predict the future well-being o f  the 
industry if  prices are projected to continue to rise.
2.14 Concluding Remarks
The results o f  this study have both theoretical and practical implications. Feenstra 
(1995) shows that the traditional hedonic price model suffers from omitted variable bias 
when the assumption o f  perfect competition is imposed and when the relationship 
between the price o f  the goods and its characteristics is nonlinear. Some authors have 
attempted to remedy this issue by using nonparametric estimation techniques or with the 
rigorous econometric approach o f  residual demand modeling. However, these methods 
need a lot o f  data points.
Huang’s (2013) theoretical argument results in a model which is much more 
feasibly implemented. However, the functional form o f the cost function o f  the firms is 
still highly influential and will alter the functional form o f  the hedonic price function and 
the underlying meaning o f the coefficients in the estimated model. This paper takes 
Huang’s (2013) theoretical a step further and derives the hedonic price function under the 
linear cost structure.
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This paper is the first to empirically estimate the model presented in Huang 
(2013) and its extension in this paper and show that if the functional form o f the hedonic 
price equation is estimated correctly, the unbiased marginal values o f the explanatory 
parameters are easily uncovered. By estimating many models o f different functional 
forms, under different estimation techniques, this paper also shows the real differences 
which occur in marginal value estimates when the functional form is mis-specified or 
when market power is unaccounted for. Under these studies the estimates o f the marginal 
values cannot be trusted.
The results o f this study also have practical implications. The case study o f the 
US ski industry has relevance to the economic issue o f  global climate change. This 
industry has been argued to be suffering from climate change and many industry officials 
have wondered how the ever growing reliance on artificial snow has impacted the welfare 
o f skiers and ski areas. This study indicates that consumers prefer some snow to no snow 
and will pay more for resorts which have more snowmaking capability. However, as the 
ski areas continue to increase their reliance on artificial snow; this study suggests that the 
price o f the lift ticket will continue to rise. More analysis would be helpful to examine if 
the increased costs o f the price ticket due to increased investment o f the resorts will 
eventually mean or maybe has already meant the loss o f some consumers in the industry 
due to prices being unattainable. Understanding this impact o f climate change on the 
industry would help to predict the future well-being o f the industry.
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SUMMARY STATISTICS OF THE DATA
The data used to evaluate the major differences between the existing approaches, 
to accounting for imperfect competition in the hedonic method, consists o f 344 ski areas 
throughout the United States. These 344 ski areas represent over 75 percent o f  the 
operational ski areas during the 2011-2012 ski season. The other ski areas which were 
operational during the season were omitted from the data set because all relevant 
information needed for the study was not available.
To ensure that the data used for the analysis in this study was representative o f the 
true population o f all operational ski areas a comparison o f  a few key characteristics o f 
all ski areas were compared to the same characteristics o f  the ski areas in the sample. 
These statistics are shown in Table 2.A1 and 2.A2. Table 2.A1 presents the average 
number o f trails and vertical drop for all the ski areas by region. Table 2.A2 presents 
these averages for the ski areas in the data set. Even though many ski areas needed to be 
dropped from the data set because o f missing values, the set averages are still very close 
to the true statistics.
Table 2.A3 presents the definitions and the summary statistics o f  all o f  the 
variables used in the analysis. Note that the dependent variable in the analysis is the 
price o f a full-day weekend lift ticket. This price varies substantially throughout the data 
ranging from below 5 dollars to over 100 dollars with an average price o f  approximately 
50 dollars. The other explanatory variables also vary widely throughout the data 
including the variable o f  most interest which is the annual snowfall. The annual snowfall
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measures at the resorts in the data set range from 10 to nearly 800 inches annually. The 
ranges o f the dependent and all o f  the explanatory variables, as well as, the variability in 
the location o f the ski areas also helps to ensure that the data used is representative o f  the 
true population o f all ski areas.
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Table 2.A1:








Number o f  Ski Areas 75 51 17 116 98 70
Average Number o f 
Trails
32 29.8 11.6 22.5 84.6 42.9




















Number o f  Ski Areas 63 45 16 84 78 58
Average Number o f Trails 44.5 29.9 19.1 22.4 65.9 47.2
Average Vertical Drop 1261 865.7 754.4 367.5 2020.5 1575.7
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Table 2. A3:
Summary Statistics of All Variables
Variable Definition Mean Standard
Error
Min Max
Lift Ticket Price The price o f the full-day weekend 
lift ticket.
50.044 18.983 4 105
Trails The number o f  skiable trails at the 
mount.
41.345 36.025 1 193
Vertical The vertical drop o f the mountain 
measured in feet.
1192.840 952.264 40 4425
Lifts The number o f  operational non- 
rope-tow lifts at the mountain.
5.895 4.759 0 33
Area The skiable area o f  the mountain 
measured in acres.
596.488 • 944.496 8 7000
Beginner The percentage o f  trails designated 
as beginner level difficulty.
26.717 10.938 0 80
Moderate The percentage o f  trails designated 
as moderate level difficulty.
41.102 11.717 0 100
Advanced The percentage o f  trails designated 
as advanced level difficulty.
32.131 13.502 8 100
Snowfall The average annual snowfall 
measured in inches.
182.322 139.776 10 782
Snowmaking The percentage o f  the skiable area 
that can be covered with artificial 
snow using snowmaking 
equipment.
61.596 41.903 0 100
Distance The distance to nearest major 
metropolitan area.
128.362 93.944 0 507.30
NE Dummy variable equal to 1 if  the 
ski area is located in New England.
0.175 0.380 0 1
MA Dummy variable equal to 1 if  the 
ski area is in the Mid-Atlantic.
0.125 0.330 0 1
SE Dummy variable equal to 1 if  the 
ski area is in the South East.
0.044 0.206 0 1
MW Dummy variable equal to 1 if  the 
ski area is in the Mid-West.
0.236 0.425 0 1
RM Dummy variable equal to 1 if  the 
ski area is in the Rocky Mountains.
0.225 0.418 0 1
SalesTax The state sales tax placed on the 
sale o f every lift ticket.
0.047 0.023 0 0.075
TourismTax The state tourism tax placed on the 
sale o f  every lift ticket.
0.047 0.025 0 0.120
Elevation The base elevation o f  the ski area 
measured in feet.
3298.598 3123.663 0 10780
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APPENDIX 2.B
ESTIMATED EFFECTS OF EXPLANATORY VARIABLES 
ON THE PRICE OF THE LIFT TICKET
The connection between the characteristics, amenities, and locations o f  the 
individual ski areas to their lift ticket prices were examined with many different models 
under two different estimation strategies. Table 2.B1 provides the hypothesized direction 
o f  influence for each explanatory variable on the price o f  the lift ticket. Although the 
price o f the full-day weekend lift ticket is presented as the dependent variable is Table 
2.A1, the log o f  the price o f  the full-day weekend lift ticket is also used as the dependent 
variable in some models. The hypothesized signs for these models are the same.
Table 2.B2 presents the results o f  the 2SLS estimation o f the five models 
explained in section 2. Note that the dependent variable for each o f  the main equations in 
these models is the price o f the full-day weekend lift ticket except for Model 3 in which 
the dependent variable is the price o f the full-day weekend lift ticket times one minus the 
tax. Table 2.B3 presents the same estimation strategy o f  the five models with the log o f 
the full-day weekend lift ticket as the dependent variable. Both tables present similar 
results. Regardless o f  the functional form in both sets o f the results the Size, Snowfall, 
and Snowmaking variables are significant indicators o f the price o f  the lift ticket in 
Models 2, 2A, and 3. These models are those which account for some form o f pricing 
power in the market. The Snowmaking equation is also highly significant in each model. 
The instrument o f  Elevation is significant and has the correct negative sign. Also, 
Snowfall and Size are significant in these estimated equations. This shows that both o f 
these factors have indirect influences on the price o f the lift ticket through their effect on 
the amount o f capital used in the form o f  snowmaking machinery at the mountain. For
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the rest o f the estimated results the Snowmaking equation remains extremely consistent 
and significant.
The results o f Tables 2.B2 and 2.B3 also show that the tax variable is only 
significant in Model 3A, and many o f the tax interactions terms are also significant in 
Models 3 and 3A. Model 3A is the only model which can capture both the incremental 
increase on the price which occurs due to market power along with the increase which 
occurs through the influence on the individual characteristics o f  the good. However, 
Model 3A was tested and shown to be the wrong functional form for this particular 
industry. Model 3 more closely represents the actual market. Therefore, there is most 
likely some market power influence in this market, however, it is not influencing the 
price as much as Model 3A would suggest.
Tables 2.B4 and 2.B5 present the estimation results o f  the same five models using 
the GMM semi-parametric estimation procedure. In Table 2.B4 the linear models are 
presented and in Table 2.B5 presents the results o f  the semi-log models. These results 
are similar to those presented in Tables 2.B2 and 2.B3. The main difference is that the 
tax variable is significant in Model 1A under both functional forms. However, once the 
location is controlled for the significance on the tax variable in Model 2A disappears. 
Model 1A is most likely picking up the market power which arises from location 
differences and attributing this falsely to the tax. Again Model 3A consistently suggests 
that there are both forms o f  price inflation over marginal cost in the industry. However, 
again, due to econometric tests, this model is not correctly specified, and Model 3 would 
suggest that along the market power is most likely present, it does not have as large o f  an 
influence on the price as one might initially believe. Overall the models in Tables 2.B4
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and 2.B5 are considered most reliable because they combine the flexibility o f the 
estimation technique with the rigor o f  a more theoretically sound model.
Finally, Tables 2.B6 and 2.B7 show the results o f  models which are estimated 
under the assumption that the Snowmaking variable is exogenous. These are included to 
show the consistency o f  most o f  the variables even under different assumptions.
However, there is no significant indication o f  market power in these models. This is 
most likely again due to the fact that these models are not correctly specified.
The marginal values o f  the key variables o f interest are presented at the bottom o f 
each o f the tables 2.B2-2.B5. Since Snowfall is significant in determining both the 
amount o f  Snowmaking at the mountain and the price o f  the lift ticket the direct and 
overall marginal values for this variables are presented. Note that there is a large range 
between the values for each o f  the model and under each o f  the estimation strategies. 
These results suggest that the estimation strategy, the functional form, and the estimated 
model all significantly influence the calculated marginal values.
Finally, Table 2.B8 shows the simulated results o f the changes in price which are 
estimated to occur with incremental decreases in the snowfall factor. These incremental 
changes are based on the country-wide average decrease in annual snowfall coverage 
over the past 10, 20 and 30 years respectively. Note that the direct effect o f  a decrease in 
snowfall results in a decrease o f  the price most likely since conditions are worsened by 
less snowfall. However, the overall affect is an increase in price since ski areas invest in 
snowmaking equipment and to cover their increased costs they will most likely raise the 
price. Therefore, this result highlights an increased cost o f  climate change which accrues
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Definitions and Hypothesized Direction of Influence of Explanatory Variables
Variable Definition Hypothesized Sign
Trails The number o f  skiable trails at the mount. +
Vertical The vertical drop o f  the mountain measured in 
feet.
+
Lifts The number o f  operational non-rope-tow lifts at 
the mountain.
+
Area The skiable area o f  the mountain measured in 
acres.
+
Beginner The percentage o f  trails designated as beginner 
level difficulty.
-
Moderate The percentage o f  trails designated as moderate 
level difficulty.
+
Advanced The percentage o f  trails designated as advanced 
level difficulty.
+
Snowfall The average annual snowfall measured in inches. +
Snowmaking The percentage o f  the skiable area that can be 
covered with artificial snow using snowmaking 
equipment.
+
Distance The distance to nearest major metropolitan area. -
NE Dummy variable equal to 1 if  the ski area is 
located in New England.
N/A
MA Dummy variable equal to 1 if  the ski area is in the 
Mid-Atlantic.
N/A
SE Dummy variable equal to 1 if  the ski area is in the 
South East.
N/A
MW Dummy variable equal to 1 if  the ski area is in the 
Mid-West.
N/A
RM Dummy variable equal to 1 if  the ski area is in the 
Rocky Mountains.
N/A
SalesTax The state sales tax placed on the sale o f  every lift 
ticket.
+





Linear Models Estimated with 2SLS
Model Model 1 Model 1A Model 2 Model 2A Model 3'2



























































































Chi Squared 1015.94 1006.30 1201.77 1195.02 1553.70
12 The dependent variable is Model 3 is (1 — Tax) (Pr ice  o f  W e e k e n d  L i f t  Ticket ) .
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D e p e n d e n t V a r ia b le : S n o w m a k in g
Intercept 95.7457*** 95.8087*** 95.9233*** 95.9625*** 95.3086***
(1.9994) (1.9974) (2.0451) (2.0449) (2.0469)
Snowfall -0.1265*** -0.1264*** -0.1380*** -0.1386*** -0.1261***
(0.0113) (0.0113) (0.0116) (0.0116) (0.0117)
Elevation -0.0053*** -0.0054*** -0.0048*** -0.0048*** -0.0054***
(0.0004) (0.0004) (0.0004) (0.0004) (0.0005)
Size 0.1465*** 0.1459*** 0.1385*** 0.1377*** 0.1551***
(0.0201) (0.0201) (0.0204) (0.0204) (0.0205)
Area -0.0100*** -0.0099*** -0.0088*** -0.0087*** -0.0110***
(0.0018) (0.0018) (0.0019) (0.0019) (0.0019)
Chi S quared 899.27 899.74 822.96 821.62 860.64
M a rg in a l  V a lu e s
Direct Snowfall 0.0058 0.0051 0.0568 0.0582 0.0135
Overall Snowfall 0.0005 0.0002 -0.0171 -0.0183 0.0001
Direct Snowmaking 0.0499 0.0422 0.5352 0.5516 0.1065
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Table 2.B3:
Semi-Log Models Estimated with 2SLS
Model Model 1 Model 1A Model 2 Model 2A Model 3A





























































































Chi Squared 637.56 630.58 839.38 838.84 1011.83
Dependent Variable: Snowmaking
Intercept 95.8300*** 95.8979*** 95.9316*** 95.9748*** 95.3255***
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(2.8226) (1.9935) (2.0450) (2.0448) (2.0468)
Snowfall -0.1265*** -0.1265*** -0.1382*** -0.1388*** -0.1262***
(0.0159) (0.0113) (0.0116) (0.0116) (0.0117)
Elevation -0.0054*** -0.0054*** -0.0048*** -0.0048*** -0.0054***
(0.0006) (0.0004) (0.0004) (0.0004) (0.0005)
Size 0.1455*** 0.1449*** 0.1383*** 0.1374*** 0.1548***
(0.0287) (0.0200) (0.0204) (0.0204) (0.0205)
Area -0.0098*** -0.0097*** -0.0088*** -0.0087*** -0.0110***
(0.0025) (0.0018) (0.0018) (0.0019) (0.0018)
C hi S quared 899.41 899.98 822.61 821.10 860.58
Marginal Values
Direct Snowfall 0.1653 0.1645 0.0749 0.0803 0.0266
Overall Snowfall 0.1562 0.1581 -0.0181 -0.0168 0.0044
Direct Snowmaking 0.0697 0.0609 0.6726 0.6959 0.1756
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Table 2.B4:
Linear Models Estimated with GMM
Model Model 1 Model 1A Model 2 Model 2A Model 3,S



























































































W ald C hi S quared 777.37 846.52 960.75 962.56 954.68
13 The dependent variable in Model 3 is (1 — Tax) (Pr ice  o f  W e e k e n d  L i f t  T ick e t ).
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Dependent Variable Snowmaking
Intercept 95.2332*** 95.2332*** 95.2332*** 95.2332*** 95.2332***
(2.0394) (2.0394) (2.0394) (2.0394) (2.0394)
Snowfall -0.1243*** -0.1243*** -0.1243*** -0.1243*** -0.1243***
(0.0115) (0.0115) (0.0115) (0.0115) (0.0115)
Elevation -0.0053*** -0.0053*** -0.0053*** -0.0053*** -0.0053***
(0.0005) (0.0005) (0.0005) (0.0005) (0.0005)
Size 0.1425*** 0.1425*** 0.1425*** 0.1425*** 0.1425***
(0.0203) (0.0203) (0.0203) (0.0203) (0.0203)
Area -0.0104*** -0.0104*** -0.0104*** -0.0104*** -0.0104***
(0.0019) (0.0019) (0.0019) (0.0019) (0.0019)
F Statistic 256.74 256.74 256.74 256.74 256.74
Marginal Values
Direct Snowfall 0.0049 0.0027 0.0372 0.0374 0.0392
Overall Snowfall 0.0003 0.0006 -0.0202 -0.0203 -0.0204
Direct Snowmaking 0.0372 0.0167 0.4621 0.4642 0.4791
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Table 2.B5:
Semi-Log Models Estimated with GMM
Model Model 1 Model 1A Model 2 Model 2A Model 3A










































































































Snowfall -0.1243*** -0.1243*** -0.1243*** -0.1243*** -0.1243***
(0.0115) (0.0115) (0.0115) (0.0115) (0.0115)
Elevation -0.0053*** -0.0053*** -0.0053*** -0.0053*** -0.0053***
(0.0005) (0.0005) (0.0005) (0.0005) (0.0005)
Size 0.1425*** 0.1425*** 0.1425*** 0.1425*** 0.1425***
(0.0203) (0.0203) (0.0203) (0.0203) (0.0203)
Area -0.0104*** -0.0104*** -0.0104*** -0.0104*** -0.0104***
(0.0019) (0.0019) (0.0019) (0.0019) (0.0019)
F Statistic 256.74 256.74 256.74 256.74 256.74
Marginal Values
Direct Snowfall 0.0142 0.0091 0.0454 0.0454 0.0494
Overall Snowfall 0.0052 0.0039 -0.0156 -0.0168 -0.0151
Direct Snowmaking 0.0697 0.0505 0.4849 0.4967 0.5188
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Table 2.B6:
Linear Models Estimated using OLS 
Under the Assumption that Snowmaking is an Exogenous Variable
Model 1 Model 1A Model 2 Model 2A Model 3'4





























































































R Squared 0.6381 0.6383 0.7044 0.7051 0.7117
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Table 2.B7 
Semi-Log Models Estimated using OLS 
Under the Assumption that Snowmaking is Exogenous
Model 1 Model 1A Model 2 Model 2A Model 3A






























































































R Squared 0.5187 0.5190 0.5814 0.5825 0.7049
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Table 2.B8
Simulation of Changes in the Price due to Changes in Snowfall15
Change in Snowfall Direct Effect Indirect Effect Overall Effect
-7 Inches -0.27 0.42 0.14
-13 Inches -0.51 0.77 0.26
-20 Inches -0.78 1.19 0.41
15 These changes are based on the average decrease in snowfall throughout the United States over the past 




The formulas for calculating the direct and overall marginal values for the 
Snowfall factor and the direct marginal value for the Snowmaking factor are given below. 
Note that the formula depends on the functional form o f the estimated model. The 
formulas for calculating the price change which occurs as the Snowfall factor changes are 
also given below.
Marginal Value Formulas:
Linear Models 1, 1 A, 2, and 2A 16
D irect  M a rg in a l  Va lue  o f  S n o w fa l l  =  Psnowfaii 
O vera ll  M a rg in a l  Value o f  S n o w fa l l  =  pSnowfau +  PsnowmakingYsnowfaii 
M a rg in a l  Value o f  S n o w m a k in g  =  Psnowmaking  
Semi-Log Models 1, 1A, 2, and 2A
D irec t  M a rg in a l  Value o f  S n o w fa l l  — g  Price Psnow fa n  
O vera ll  M a rg in a l  Value o f  S n o w fa l l
~  g - P r i c e P s n o w f a l l  T g p r i c e P s n o w m a k i n g Y S n o w  f a l l
M a rg in a l  Value o f  S n o w m a k in g  =  gpricePsnowmaking
16 px = The coefficient o f  explanatory variable X in the main hedonic price function. 
Yx
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Linear Model 3 17
D irect  M a rg in a l  Va lue  o f  S n o w fa l l  = P(\-Tax)*snowfaii 
O vera ll  M a rg in a l  Value o f  S n o w fa l l
= { f i ( \  - T a x ) "  S n o w  f a l l ) + { f i ( l - T a x ) * S n o w m a k i n g ) Y S n o w  f a l l
M a rg in a l  Value o f  S n o w m a k in g  =  /?(1- T a x ) * s n o w m a k i n g
Semi-Log Model 3A 18
D irect  M a rg in a l  Value o f  S n o w fa l l  =  p Pr i c e ( P { i - T a x ) * s n o w f a i i ) / p T a x  
O vera ll  M a rg in a l  Va lue  o f  S n o w fa l l
=  P - P r i c e { f i { l - T a x ) * S n o w f  a l l )  /  P t o x  
3" i ) * - P r i c e { f i ( \ - T a x ) * S n o w m a k i n g )  /  P t o x ) Y S n o w  f a l l
M ar g in a l  Value o f  S n o w m a k in g  Ppriceifift-Tax^snowmaking^/Prax
Price Change Formulas:
D ir e c t  P r ice  C h a n g e  =  P^-rax)*snowfaii(Change in  S n o w fa l l )
I n d i r e c t  P r i c e  C h a n g e  =  P ( i - T a x ) * s n o w m a k i n g Y s n o w f a i i ( C h a n g e  i n  S n o w fa l l )
O vera ll  Price C hange
= (/^(l- T a x y s n o w f a l l
3" P(1 -Tax)*SnowmakingYsnowfall)(.Ch(m9€ in  S n o w fa l l )
17 Tax = The mean o f  the Tax variable =  .0942




The theoretical foundation for the hedonic valuation method relies on the 
interaction between consumers and firms. Figure 2.D1 presents a two-dimensional 
depiction o f the interactions between consumers and firms in perfectly competitive 
markets. Under this scenario, the hedonic price function consists o f all o f  the equilibrium 
points at which the consum er’s willingness to pay function is tangent to the producer’s 
willingness to accept function.
180
Figure 2.D1:
Interaction of Consumer and Firm Behavior
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CO N C LU SIO N
The goal o f this dissertation has been to advance the field o f Environmental 
Economics and to inspire a new methodology for examining one o f the greatest negative 
externalities to ever influence our economies and our world; climate change. This new 
methodology includes more rigorous examination o f all avenues through which climate 
change can affect an industry. Further, it provides opportunities for better measurements 
o f the costs o f climate change which stem from changes in the value o f  the climatic goods 
sold in these industries.
Since climatic goods are often classified as non-market goods that are sold in 
markets in which firm enjoy some form o f  pricing power, the major contribution o f this 
dissertation has been to explore new ways to value non-market goods in imperfectly 
competitive markets. Until now, current methodologies have been mathematically 
challenging and limited by their unattainable data requirements. Together both chapters 
o f  this dissertation highlight the importance o f first identifying the potential impact o f 
changing weather patterns and then valuing these changes through the goods which they 
alter. Ultimately this dissertation has shown how changing weather patterns can affect 
the overall structure o f  a market or industry and how the market structure then influences 
the value o f the goods sold in these markets. Although climate change is used as the 
motivation for each study in this dissertation, the contributions made to both empirical 
and theoretical examination o f imperfectly competitive markets could be extended to 
several other applications within the field o f  Environmental Economics.
There are many more research projects which can stem from this work including 
the simple adaptation o f the case studied industry to extensions o f the second chapter o f
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the dissertation to the second stage o f  the hedonic method. This dissertation only 
considers one particularly vulnerable industry. Although the ski industry in the U.S. is an 
extremely important industry and vital to the health o f  the economy, there are many more 
industries which are suffering similar fates. The first chapter o f the dissertation could be 
easily adapted to examine the impact that changing weather patterns have had on other 
industries over time as well. It would also be interesting to compare the impacts to see 
which industries have suffered most from changing weather and this might help flow the 
limited resources for combatting climate change into the correct channels.
The first chapter could also be extended in the analysis. Currently, the chapter 
focuses on weather and weather patterns, and does not particular consider climate change. 
The models which include accumulated effects and the simulations at the end o f the 
chapter help tie the results to climate change issues; however, the use o f more climate 
change related variables in the model might help to influence policy more concretely. 
Other climatic variables which could be included might be the snow depth, the snowpack, 
the number o f  degree days, and deviations from averages. Including these variables in 
the suggested model would allow this model to be more closely related to other climate 
change studies.
Finally, the first chapter focuses on the effects o f  climate on firm ’s exit decisions 
- the impact o f  climate on the supply side o f  the market. An extension is to investigate the 
effects o f  weather conditions on the demand side o f  the ski industry and to derive the 
welfare changes o f  skiers when taking into account the market structure being altered by 
climate change. A better understanding o f the links between weather conditions and 
individual industries can help better depict the overall economic impact o f climate
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change. The proposed structural model o f discrete time survival analysis can be applied 
to studying the direct and indirect effects o f  weather conditions on firms in other 
industries such as horticulture and fishing industries that can be vulnerable to climate 
change as well.
The first chapter o f this dissertation holds its contributions in the rigorous 
techniques used in estimating the econometric model to ensure that the climate factors are 
fully accounted and controlled for. The second chapter has contributions which are 
mainly found in the theoretical foundation o f the adapted hedonic approach. The hedonic 
approach has two stages and this dissertation only considers the first. This is because the 
market structure only affects the first stage. However, the estimates from the first stage 
are used in the second stage to estimate marginal willingness to pay values for changes in 
environmental amenities. Therefore, for this new methodology to influence policy, in 
future work, the adapted first stage should be used to show how the second stage will be 
affected as well. With these results we could begin to make recommendations to the 
industry on how better to combat the changing weather patterns across the country. This 
extension to the current analysis could be very useful again in determine how much to 
spend on climate related projects. The more precise first stage estimates would give the 
projects much less uncertainty about the overall expected benefits.
Based on the conclusions o f this theoretical and empirical study it would be 
beneficial to improve the data in our study to be able to conduct functional form test with 
significant results. Knowing the correct functional form o f the hedonic price equation 
would allow us to have a better understanding o f  the magnitude o f the impact that 
reduced snowfall has had on the industry. Also, by gathering more data the study would
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be better equipped to estimated nonparametric models and be able to significantly 
determine which method o f estimation might yield the most robust results.
This dissertation opens the door to more accurate measures o f  the damages o f 
climate change. To fully understand the affects that climate change has had on the ski 
industry and many other important industries, the techniques o f  chapters one and two 
could be combined. Using pricing data going back in time and showing that climate 
change has been influential in decreasing the competition in the market, we can examine 
how climate change may have harmed consumers as the lower competition increases the 
pricing power o f  firms in various industries. The more firms are able to increase the 
value o f  their product over marginal cost, the less surplus is left for consumers. This 
dissertation highlights the potential costs which accrue to consumers as industries 
become less competitive as a result o f  climate change. Future investigation o f  this type 
o f cost o f  climate change is warranted.
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