Estimating a 6DOF object pose from a single image is very challenging due to occlusions or textureless appearances. Vector-field based keypoint voting has demonstrated its effectiveness and superiority on tackling those issues. However, direct regression of vector-fields neglects that the distances between pixels and keypoints also affect the deviations of hypotheses dramatically. In other words, small errors in direction vectors may generate severely deviated hypotheses when pixels are far away from a keypoint. In this paper, we aim to reduce such errors by incorporating the distances between pixels and keypoints into our objective. To this end, we develop a simple yet effective differentiable proxy voting loss (DPVL) which mimics the hypothesis selection in the voting procedure. By exploiting our voting loss, we are able to train our network in an end-to-end manner. Experiments on widely used datasets, i.e., LINEMOD and Occlusion LINEMOD, manifest that our DPVL improves pose estimation performance significantly and speeds up the training convergence.
Introduction
The goal of object pose estimation is to attain objects' orientations and translations relative to a camera, and it also plays a key role in many applications, such as robotic picking and virtual reality. Regarding an object may undergo severe occlusions, different lighting conditions or cluttered backgrounds, estimating its pose, including 3D orientations and 3D translations, from an RGB image is quite difficult but has attracted great attention recently.
Conventional pose estimation methods exploit handcrafted features to establish the correspondences between an input image and a 3D model, and then estimate an object pose. However, hand-crafted features are often not robust to variations, such as different lighting conditions, cluttered Figure 1 : Illustration of our presented Differentiable Proxy Voting Loss (DPVL) . Provided that the estimation errors of direction vectors are the same (e.g., α), the distance between a pixel and a keypoint affects the closeness between a hypothesis and the keypoint. DPVL minimizes the distance d between a proxy hypothesis f k (p ) and a keypoint ki to achieve accurate hypotheses for keypoint voting.
background and occlusions. As a result, they may fail to estimate poses accurately or even localize objects in cluttered backgrounds. Thus, discriminative feature representations are highly desirable to account for those variations.
Benefiting from powerful feature representations of deep neural networks, deep learning based object pose estimation methods have been proposed recently [Xiang et al., 2017; Kehl et al., 2017; Peng et al., 2019] . Several methods leverage large training data to regress object poses or coordinates directly from input images [Kehl et al., 2017; Tekin et al., 2018; Kiru et al., 2019; Zhigang et al., 2019; Zakharov et al., 2019] . Due to severe occlusions, the predicted poses or object coordinates may be inaccurate. To increase the robustness to occlusions, voting strategies are employed to localize feature keypoints or coordinates [Xiang et al., 2017; Hu et al., 2019; Peng et al., 2019] . Specifically, a keypoint is localized by a hypothesis with the highest vote from a vector field. In this manner, invisible keypoints can be even inferred from visible pixels. Considering some pixels are far away from a keypoint and their direction vectors exhibit small errors, previous methods may generate hypothe-ses with large deviations from the keypoint. As illustrated in Fig. 1 , a smaller error β leads to a larger deviation d 3 compared to d 2 resulted from a larger error α.
In this paper, we propose a proxy voting loss to achieve accurate vector-field representations, where the distances between pixels and keypoints are taken into account to reduce hypothesis deviations caused by inaccurate direction vectors. Since sampling and inlier searching are involved in voting procedures, such as RANSAC [Fischler and Bolles, 1981] , they are often indifferentiable. Therefore, it is difficult to exploit the voted keypoints and their ground-truth counterparts as supervision to train networks in an end-to-end fashion.
Instead of using voted keypoints in training, we develop a proxy hypothesis for each pixel to approximate the deviated distance between a voted keypoint (i.e., a hypothesis with the highest vote) and its ground-truth. To be specific, we employ the foot of perpendicular through a ground-truth keypoint with respect to a line generated by a pixel and its estimated direction vector as our proxy hypothesis. In this way, each pixel produces an approximated hypothesis with respect to a ground-truth keypoint. Note that, calculating the foot of perpendicular for a keypoint is differentiable and the distance between a keypoint and a proxy hypothesis takes into account the estimated direction vector of a pixel as well as its distance to the keypoint. By enforcing a proxy hypothesis to be close to its corresponding keypoint, we can achieve accurate vector-field representations by training our network in an end to end manner. By doing so, we reduce the deviations of hypotheses and thus estimate keypoints accurately with higher probability. Experiments on widely-used standard datasets also demonstrate that our proposed loss not only improves the pose estimation performance significantly compared with state-of-the-art RGB based pose estimation methods but also accelerates the training convergence.
Related Work
In this section, we briefly review a single RGB image based 6DoF pose estimation approaches.
Traditional methods: Conventional object pose estimation methods mainly leverage on the local feature/keypoint matching. The extracted local feature descriptors from 2D images, such as SIFT [Lowe, 2004] , need to be robust to viewpoint, illumination, rotation and scale variations. After associating the extracted local features with points on a 3D model, the object poses are solved via a Perspectiven-Point (PnP) problem [Lepetit et al., 2009] . However, these methods can only tackle textured objects, where local features are detectable. Other than local features, image templates [Hinterstoisser et al., 2011b; Gu and Ren, 2010; Rios-Cabrera and Tuytelaars, 2013; Zhu et al., 2014] , and image edges [Hinterstoisser et al., 2011a; Liu et al., 2010] are also exploited for pose estimation.
Deep model based methods: Due to the powerful feature representation ability of deep neural networks, deep learning based methods have demonstrated impressive results on object pose estimation [Kehl et al., 2017; Xiang et al., 2017; Peng et al., 2019] .
Some methods, such as Viewpoints and Keypoints [Tulsiani and Malik, 2015] and Render for CNN [Su et al., 2015] , formulate the 3D pose estimation as a classification task by discretizing the pose space and then assigning objects with discrete pose labels. Motivated by the state-of-the-art image detection methods [Liu et al., 2016; , pose estimation approaches are designed to localize objects while predicting their viewpoints based on the estimation of 3D bounding-boxes [Kehl et al., 2017; Rad and Lepetit, 2017; Tekin et al., 2018] , features of interest [Xiang et al., 2017; Peng et al., 2019] or coordinate maps [Zakharov et al., 2019; Wang et al., 2019; Kiru et al., 2019] . SSD6D [Kehl et al., 2017] extends the ideas of 2D object detection and classifies localized objects with discrete poses while YOLO6D [Tekin et al., 2018] regresses 3D bounding-boxes of objects. BB8 [Rad and Lepetit, 2017] firstly generates 2D segmentation masks for objects and predicts 3D bounding-boxes from the 2D masks. CPDN [Zhigang et al., 2019] , DPOD [Zakharov et al., 2019] and Pix2Pose [Kiru et al., 2019] regress the 2D/3D coordinates of 3D object models in images. Object poses are estimated by PnP after obtaining 2D-3D correspondences.
Regarding directly regressing the 2D projections of 3D points is not reliable, PoseCNN [Xiang et al., 2017] firstly estimates a vector-field pointing to an object center from object pixels and then employs Hough voting to determine the center. The translations and rotations of the object is regressed subsequently by a subnetwork. Rather than only estimating a centroid, PVNet [Peng et al., 2019] votes several features of interest, while the work [Hu et al., 2019] votes the corners of a 3D bounding-box from each segmentation grid. Due to the voting strategy, the locations of estimated 2D projections are more robust to occlusions. However, small errors in a direction vector field may lead to large deviations of hypotheses.
Pose refinement: Depth images are used to refine estimated poses. For instance, PoseCNN employs the depth information and Iterative Closest Point (ICP) [Besl and McKay, 1992 ] to refine the estimated poses. Meanwhile, DeepIM [Li et al., 2018] and DPOD [Zakharov et al., 2019] exploit optical flow to modify initial pose estimation by minimizing the differences between the object appearance and the 2D projection of the 3D model. Note that, those methods are effective when initial poses are close to their ground-truths. Therefore, generating accurate intial poses also plays a key role in the pose refinement pipeline.
Proposed Method
In this paper, we focus on obtaining accurate initial pose estimation. In paricular, our method is designed to localize and estimate the orientations and translations of an object accurately without any refinement. The object pose is represented by a rigid transformation (R, t) from the object coordinate system to the camera coordinate system, where R and t indicate 3D rotation and translation, respectively.
Since voting based methods [Xiang et al., 2017; Peng et al., 2019] have demonstrated their robustness to occlusions and view changes, we therefore follow the voting based pose estimation pipeline. Specifically, our method firstly votes 2D positions of the object keypoints from the vector-fields (as illustrated by the green arrows in Fig. 2 ) and then estimates the 6DOF pose by solving a PnP problem. Prior works regress pixel-wise vector-fields by an 1 loss. However, small errors in the vector-fields may lead to large deviation errors of hypotheses because the loss does not take the distance between a pixel and a keypoint into account. Therefore, we present a differentiable proxy voting loss (DPVL) to reduce such errors by mimicking the hypothesis selection in the voting procedure. Furthermore, benefiting from our DPVL, our network is able to converge much faster.
Vector-fields of keypoints
In order to estimate object poses, we firstly localize 2D keypoints of a given object. Regarding the sizes of objects vary significantly, we opt to estimate a vector-field for each keypoint instead of predicting their keypoint positions from images. The vector-field is composed of unit direction vectors pointing from a pixel to a certain keypoint. Different from feature keypoints extracted from image local patches, our direction vectors are estimated by a deep neural network with a larger receptive field covering a large portion of objects. In this manner, even though a keypoint is not visible, it is able to be deduced from the visible parts of an object. Motivated by the works [Xiang et al., 2017; Peng et al., 2019] , our network simultaneously outputs a segmentation mask for an object and keypoint vector-fields, as shown in Fig. 2 . Specifically, if a pixel p belongs to an object, its segmentation mask will be assigned to 1. Otherwise, its segmentation mask is assigned to 0. A unit direction vector u k (p) pointing from a pixel p to a keypoint k is expressed as u k (p) = (k − p)/ k − p 2 .
Differentiable proxy voting loss
Given an image I and the keypoint locations of an object K = {k i }, i = 1, · · · , N , 1 where N represents the number of the chosen keypoints, the ground-truth keypoint vectorfields are easily derived while the estimated vector-fields are 1 For notational convenience, we will drop the subscript i in ki. generated from our network. Then, the smooth 1 loss [Girshick, 2015] is employed to regress the ground-truth direction vectors as:
where v k (p) represents an estimated direction vector, M indicates an object mask, I(·) is an indicator function and a represents a scalar variable.
As aforementioned, small errors in the estimated unit direction vectors may lead to large deviations of hypotheses (as illustrated by d 2 and d 3 in Fig. 1) , and unconcentrated hypotheses will result in inaccurate keypoints, thus decreasing the performance of pose estimation. Unlike previous works, we take the distributions of hypotheses into account and enforce all the hypotheses to be close to the ground-truth keypoints. Assuming an object contains M pixels, there will be M (M − 1) hypotheses. Although there is a closed-form solution to obtaining a hypothesis given two direction vectors from two pixels, calculating all the hypotheses leads to inefficient training of deep networks especially when the resolution of an object is very large.
Since the distance between a keypoint and a point on a line is not upper-bounded but lower-bounded, we opt to use the foot of the perpendicular through a keypoint with respect to a line specified from a direction vector of a pixel p to approximate a hypothesis. Note that, the distance d (in Fig. 2) is the lower bound distance between between a keypoint and a line. By doing so, we only need to compute M perpendiculars rather than M (M − 1) hypotheses, significantly reducing computations. More importantly, the distance between a keypoint k and its corresponding foot of the perpendicular f k (p) with respect to the direction vector v k (p) of pixel p has a close-form solution and is also differentiable. Therefore, we minimize the distance, as our differentiable proxy voting loss (DPVL) L pv , to force the proxy hypotheses to be close to the keypoint as follows:
where v k (p) = (v x k , v y k ), p = (p x , p y ), k = (k x , k y ) and the superscripts x, y represent horizontal and vertical coordinates respectively. Since v k (p) is directly estimated from our network and it might not be a unit vector, there is a normalization operation in Eqn. (2). Our developed loss L pv not only enforces the direction vector v k (p) to point to keypoints but also is sensitive to the pixel locations. In other words, small errors in the direction vectors of pixels away from a keypoint will be penalized more severely in order to produce more concentrated hypotheses.
Network architecture and training strategy
To demonstrate the effectiveness of our proposed loss, we adopt the same architecture as PVNet [Peng et al., 2019] , as illustrated in Fig. 2 . Specifically, our network is built on a pre-trained ResNet18 backbone [He et al., 2016] with three subsequent upsampling layers, and outputs segmentation predictions s(p) ∈ [0, 1] and the vector-fields of keypoints. Our overall objective is expressed as:
where L seg = − p∈M log(s(p)) is the segmentation loss, and weights α and β are used to balance the performance between segmentation and vector-field estimation.
At the beginning of the training processes, L pv usually exhibits a large loss due to inaccurate estimation of vectorfields. Thus, we set the weight β to a small value 1e −3 and then gradually increase β to 1e −2 by a factor of 1.5 each epoch. In our method, object segmentation and vector-field estimation are both important. We observed that our proxy voting loss L pv is much larger than the segmentation loss L seg as the training progresses. This would make our network focus on the vector-field estimation task while produing inaccurate segmentation results. To balance these two tasks, we gradually increase α by a factor of 1.1 each epoch and α is capped at 10.
DPVL as a regularizer
Since our proposed DPVL is designed to obtain generated hypothesis with small deviations, it is not directly to force the estimated vector-fields to be close to the ground-truth ones. Therefore, we remove the regression loss L vf in Eqn. 3 and exam whether DPVL can be used as a stand-alone loss. We found that by only using DPVL to estimate vector-fields, our network fail to converge. Note that, a direction vector and its reversed one will result in the same loss. Without employing the vector-field regression, our network will suffer this ambiguity and fail to produce consistent vector-fields when minimizing the DPVL. In other words, DPVL cannot be used as a stand-alone loss and it requires the vector-field regression loss to reduce the ambiguity. Therefore, our proposed DPVL is employed as a regularization term for accurate vector-field estimation.
Implementation details
For a fair comparison with our baseline method PVNet, we select 8 keypoints for each object by running the farthest point sampling algorithm on its 3D model. Following [Peng et al., 2019] , we render 10,000 images and synthesize 10,000 images by "Cut and Paste" for each object. Data augmentation, including random cropping, resizing, rotation and color jittering, is employed to prevent overfitting.
In training our network, we set the batch size to 16 and employ Adam optimizer with an initial learning rate 1e −3 . The learning rate is decayed to 1e −5 by a factor of 0.85 every 5 epochs. Our maximum training epoch is set to 100, whereas PVNet requires 200 epochs.
In testing, Hough voting is employed to localize keypoints and then EPnP [Lepetit et al., 2009 ] is used to solve 6DOP poses. Similar to PVNet, our method also runs at 25 fps on a 480×640 test image with a GTX 1080 Ti GPU.
Experiments
In this section, we conduct experiments on two popular widely used datasets that are designed to evaluate 6DOF pose estimation methods. LINEMOD [Hinterstoisser et al., 2012] is a de facto 6DOF pose estimation benchmark consisting of 15783 images for 13 objects (around 1,200 instances for each object). CAD models of those objects are also provided. LINEMOD exhibits many challenges including cluttered scenes, textureless objects, and lighting variations. Occlusion LINEMOD [Brachmann et al., 2014] provides additional annotations on a subset of LINEMOD images. Each image contains multiple annotated objects and those objects are severely occluded due to the scene clutter, posing extreme challenges for pose estimation.
Datasets

Evaluation metrics
We evaluate the performance of 6DOF estimation by using two commonly used metrics: 2D projection error and ADD score [Hinterstoisser et al., 2012] . 2D projection error measures the mean distance between the projections of a 3D model using the ground-truth and estimated poses. If the mean distance is less than 5 pixels, an estimated pose is regarded as correct. Thus, 2D projection error indicates the closeness between an object in the image and the projection of its 3D model using the estimated pose. ADD score measures average 3D distance between 3D model points transformed by the ground-truth pose and the estimated one. When the distance is less than 10 percent of the diameter of the 3D model, the estimated pose is considered as correct. For a symmetric object, ADD(-S) are employed, where the 3D distance are calculated based on the closest point distance.
Comparisons with STOA
Since our method focuses on providing an accurate initial pose estimation from an RGB image, we do not adopt any pose refinement methods to further improve the estimation performance. Furthermore, as mentioned in the work [Li et al., 2018], the performance of pose refinement also highly relies on good initial pose estimation. Therefore, in this section, we compare with the state-of-the-art RGB image based pose estimation methods without using any pose refinements.
Comparisons on LINEMOD:
We compare our algorithm with BB8 [Rad and Lepetit, 2017] , SSD6D [Kehl et al., 2017] , YOLO6D [Tekin et al., 2018] , DPOD [Zakharov et al., 2019] , Pix2Pose [Kiru et al., 2019] , CDPN [Zhigang et al., 2019] , PoseCNN [Xiang et al., 2017] , and PVNet [Peng et al., 2019] on ADD(-S) scores (in Table 1 ) and 2D projection errors (in Table 2 ). BB8, SSD6D and YOLO6D localize keypoints by regression, while DPOD, Pix2Pose and CDPN regress 3D object coordinates. PoseCNN firstly localizes object centers via Hough voting and then estimates poses by regression. PVNet and our method employ voting mechanisms to localize all the keypoints for pose estimation.
Note that, BB8 and SS6D require necessary refinements to obtain satisfying results. Thus, we report their results with refinements and all the results are reported from the original papers. Since some methods do not report their 2D projec-tion errors, we do not include those in Table 2 . As seen in Table 1 and Table 2 , our method outperforms the state-ofthe-art methods on both of the metrics. Figure 3 illustrates our qualitative results.
More importantly, our method achieves better performance on all the objects in terms of ADD(-S) scores compared to our baseline method PVNet, and improves the performance by a large margin of 5.23%. Our method also outperforms PVNet in terms of 2D projection errors except one class. As indicated in Table 1 , it is difficult to estimate accurate vectorfields from textureless objects, such as "ape" and "duck", by PVNet. On the contrary, our method is able to estimate vector-fields more accurately and thus obtains better pose estimation performance than PVNet. In particular, our method improves the accuracy by 25.43% and 10.89% on "ape" and "duck" respectively in terms of ADD(-S) scores.
Comparisons on Occlusion LINEMOD: Following previous methods (i.e., YOLO6D, PoseCNN, Oberweger [Oberweger et al., 2018] , Pix2Pose, DPOD and PVNet), we apply the models trained on the LINEMOD dataset to the Occlusion LINEMOD dataset. ADD(-S) scores are often reported on this dataset and the comparisons of the state-of-the-art approaches are shown in Table 3 . Our method achieves the best performance in comparison to the state-of-the-art. In Fig 4, we demonstrate the estimate results of all the objects (except "Benchvise") from one image. More qualitative results of our method are illustrated in Fig. 5 . Furthermore, as expected, our method outperforms PVNet, the second best one, thus demonstrating the effectiveness of our proposed DPVL. Note that, due to the heavy occlusion, inaccurate segmentation (i.e., object localization) is an important reason accounting for erroneous pose estimation. Improving the segmenation performance is thus left for our future work.
Ablation Study
By incorporating our proposed DPVL, our method is able to attain more accurate pose estimation and improve the training convergence. Since our network architecture and training data (the synthetic and rendered images are generated by the code provided by the authors of PVNet 2 ) are as the same as PVNet, the significant performance improvements clearly benefit from our proposed loss, as indicated in Table 1 , Table 2 and Table 3 . In Fig. 6 , we demonstrate that by using our DPVL, our method obtains lower distance errors between keypoints and proxy hypotheses. This indicates that our method converges faster with the help of DPVL. Therefore, we only need to train 100 epochs to achieve convergence while PVNet requires 200 epochs. Figure. 6 also implies that the distribution of hypotheses produced by our method is more concentrated since the mean distance between proxy hypotheses and keypoints is smaller. This enables our method to reach consensus when voting keypoints more easily.
Conclusion
In this paper, we proposed a novel differentiable proxy voting loss (DPVL) to achieve accurate vector-field estimation by mimicking the voting of hypotheses in the testing phase. Our DPVL takes the distances between pixels and the keypoints into account and enforces pixels away from a keypoint to be intolerant to inaccurate direction vector estimation. In this manner, our method achieves more accurate vector fields, thus leading to better pose estimation. Moreover, DPVL is able to speed up the convergence of our network in training. Thus, our method requires fewer iterations in training but achieves better testing performance. Extensive experiments on two standard pose estimation datasets demonstrate the superiority of our proposed method.
