the date of receipt and acceptance should be inserted later Planck Abstract Context: Bolometers are high sensitivity detector commonly used in Infrared astronomy. The HFI instrument of the Planck satellite makes extensive use of them, but after the satellite launch two electronic related problems revealed critical. First an unexpected excess response of detectors at low optical excitation frequency for ν < 1 Hz, and secondly the Analog To digital Converter (ADC) component had been insufficiently characterized on-ground. These two problems require an exquisite knowledge of detector response. However bolometers have highly nonlinear characteristics, coming from their electrical and thermal coupling making them very difficult to modelize.
Introduction
Bolometers are high sensitivity thermal detectors commonly used in astronomy in the domain of infrared to sub-millimeter wavelengths. They are basically semi conductor thermometers, connected to a heat sink, which impedance vary with temperature. AC biased bolometers have been extensively used for the last ten years in balloon borne and space experiments as in the Planck satellite, mainly for their good performances in regard to low frequency 1/f noise. However AC biased bolometers detectors are still described based on DC theory by . Some work has been done by for optimizing the AC biasing of bolometers in the case of the Planck/HFI instrument, but without describing the shape of the electronic response.
The Planck experiment , designed to observe the Cosmic Microwave Backgroud (CMB), reached an unprecedented sensitivity with ∆T T better than 10 −5 for the CMB anisotropies observation. With respect to this objective, two problems related to electronics have revealed as critical after the satellite launch: the low frequency excess response (LFER) and Analog to Digital Converter (ADC) nonlinearity.
First the detectors response to optical excitation exhibited an excess response at low frequencies for ν < 1Hz (Planck Collaboration et al., 2015) . The main culprit for this excess is intermediate components in the thermal path to the heat sink operating at 100 mK. These components produce also specific response to energy deposit from particles . The thermal model have been extended with a chain of order 1 low pass filters to build an ad-hoc transfer function model Planck Collaboration (2014) which described well the detector response at first order. However the last version of the model needs to fit up to seven thermal components (Planck Collaboration et al., 2015) .
The second in flight issue is the ADC nonlinearity which has been insufficiently characterized on ground. This systematic effect becomes very difficult to correct in the Planck/HFI case, because signal is averaged onboard over 40 samples of the modulation half period, before being sent to the ground. A very good knowledge of time domain signal at 40 times the modulation frequency is then required to apply the ADC nonlinearity correction, Currently an empirical model based on the hypothesis of slowly varying signal is in use by Planck Collaboration et al. (2015) , with limited performances in the case of bright and quickly varying signal.
In order to address these very demanding objectives, the present article describes, an analytical model built in frequency domain for the voltage response to an optical excitation for an AC biased bolometer. This model is based on the physical model of the bolometer and has a selectable bandwidth limit. The only free parameter is the optical excitation angular frequency ω.
We will first describe in Sect. 2 the electrical and thermal model of the Planck/HFI bolometer detectors. Then in Sect. 3 we show how to build a suitable linearized version of the electro-thermal equilibrium equations. The solving of the equilibrium will be done in frequency domain and involve convolution of frequency vectors. To make the solving possible, In Sect. 4 a custom frequency representation of signals and matrix formalism is presented. Finally in Sect. 5 the model performances will be compared to the time domain simulations computed with the Simulation for the Electronic of Bolometers (SEB) tool, used in the Planck consortium since 2007.
Bolometer model
In this section, we will describe the Planck/HFI detector model, which involves the electronic design and the thermal model. The NTD-Ge semi-conductor bolometers used have a negative thermal response. Which means their impedance decrease when their temperature increase. So when temperature raise from incoming optical radiative power the dissipated heat from Joule effect decrease. In this case, the electro-thermal coupling helps the system to reach a stable equilibrium. The coupled electronic and thermal equations will be used in Sect. 3 to build the linear response.
Bias circuit
The Planck/HFI bias circuit is presented in Fig. 1 which is an excerpt from the readout chain described in Planck Pre-Lauch paper (Lamarre et al., 2010, Sect. 4) and in .
The differential equation describing the voltage of the bolometer is
where V bias is the input bias voltage, V (t) is the bolometer measured output voltage, R(t) is the bolometer real impedance, C 1 and C 2 are the bias capacitances, with C eq = C 1 C 2 /(C 1 + C 2 ), and C s is a stray capacitance. All quantitative values are referenced in Table 1 . Using values from Table 1 , C s ≃ 60C eq . The very high value of C s relative to C eq has a large impact on full circuit design and frequency response as described in Piat (2000, Sect. 4.3) . The stray capacitance occurs from the length of cable between the detector and the JFet Box of the electronic readout chain of Planck/HFI and it applies a low pass filter on the bias current I. It is a design Fig. 1 Bolometer bias circuit of Planck/HFI. The schematic is reduced to the minimal set involved in the description of electro-thermal coupling. R is the bolometer impedance. C 1 and C 2 are the bias capacitances, doing the derivation operation on the bias voltage. Cs is the stray capacitance coming from cables length. V bias is the circuit bias voltage composed of a triangle wave plus a square wave added to compensate for Cs. I bias is the bias current provided to the R + Cs couple. I is the current flowing through the bolometer, it is designed to be as constant in absolute value as possible, to mimic a DC bias. And V is the output bolometer voltage.
goal to mimic DC bias ) with a square shape for I. It allows to have a joule effect as stable as possible and then reduce variations of R which maximize the linearity of the response. This is why the bias voltage V bias is composed of a triangle plus a compensation square wave. The square wave allow to compensate for C s by stabilizing quickly the current through the bolometer. The major drawback from the square wave addition is a frequency shape in 1/f , while the triangle wave alone has a frequency shape in 1/f 2 . As an effect, the number of harmonics needed to describe the signal will be significantly increased, as for the computational complexity.
Thermal model
The thermal equilibrium of the bolometer is described by the standard theoretical bolometer model. We will use the conventions proposed by . The thermal equilibrium, as represented in Fig. 2 , can be written
where C th is the bolometer heat capacity, T is the bolometer temperature,
R is the power dissipated through the bolometer by Joule effect, P sink is the power dissipated through the heat sink, and P opt is the optical radiative power falling on the bolometer. The bolometer heat capacity is given as a function of temperature by C th (T ) = C 0 T γ , (2.3) Fig. 2 Standard bolometer thermal model. The bolometer itself is represented by the central box with heat capacity C th and temperature T . Popt is the total optical radiative power falling on the detector. P J is the Joule effect power produced by bias current. P sink is the power flowing out of the bolometer via the thermal link with static thermal conductance G s0 .
The heat sink at temperature T 0 is supposed to have an infinite thermal capacity.
where γ and C 0 are experimental measurements obtained during calibration campaigns at Jet Propulsion Laboratory . Numerical values are referenced in Table 2 .
In the absence of electric field, the variation of bolometer impedance can be expressed as a function of its temperature from the simple bolometer model
where R G and T G are experimental measurements. The power dissipated through the heat sink is a function of bolometer temperature, it can be written as 
with β, G s0 the static thermal conductance, being experimental measurements. T ref is a reference temperature and the heat sink temperature is fixed to T 0 = 100mK.
Linearizing differential equations
In this section, we describe how electrical and thermal equilibriums can be rewritten to obtain a linear system of two equations of V and R only. We make a clear distinction between steady state and optical excitation signals because we need to solve for the two cases separately. For this purpose Taylor expansions are used to reach a target goal of 10 −3 relative precision. This is a reasonable objective, because as we will see in Sect. 5.2, the simulations show the response to an optical excitation is linear at 10 −5 level. These linearized forms will be used in Sect. 4 where we describe a method to solve the problem in frequency domain.
Signals decomposition
Let start by making a clear distinction between signals in steady state, and the ones generated by optical excitation. We make the hypothesis that the incoming optical radiative power is the sum of a constant bacground P opt and a small monofrequency optical excitation term P opt .
The bolometer response to P opt is linear to a good approximation, so we make the hypothesis that we can write its voltage as
using the notations -V for the average value of V (in this case V = 0) -V for the steady state modulation harmonics -V for the harmonics appearing in response to P opt
The second order terms in O( V 2 ) can be neglected, see Sect. 5.1 for quantitative values.
The same hypothesis and notations will be applied to T (t), R(t), C th (t), P sink (t) and P J (t). These notations allow to distinguish easily the order of the terms in the equations as we do have in practice the generic relation T ≫ T ≫ T . Numerical values will be detaild in Sect. 5.1. Consequently, from now, all terms containing a product of two optical excitation component like V R will be considered as negligible, and nonlinear.
Electrical equilibrium
The electrical equilibrium is already a function of V and R. Using previously defined notations, we separate the steady state terms from the optical excitation terms. Then Eq. (2.1) reads
and
The thermal equilibrium Eq. (2.2) is a function of T , V and R. In this section, we rewrite its terms as linearized versions of V and R only. To do so we first express T as a function of R.
Expressions of T from R
From Eq. (2.4) the value of T is
As motivated by simulation analysis (see Sect. 5.1), the time derivative of optical excitation component has 15% error when using 1st order Taylor expansion, so we will provide coefficients obtained from Eq. (2.4) for the two first orders which reduces error to 0.2%. These coefficients reads
so we can write
For steady state plus optical excitation component δR = R + R, then we can write the Taylor expansion of temperature variations as
where the a 2T R 2 term has been neglected in the expression. And finally the time derivatives of T and T , which we will need for linear expression of Eq. (2.2), can be written from the derivation of Eq. (3.7) over time asṪ
Heat quantity variations
We now build the linear version of heat capacity C th defined in Eq. (2.3) as a function of R. Its first order Taylor expansion, as a function of T , is
with C th = C 0 T γ and a 1C = γC 0 T γ−1 . To build the expression as a function of R at first order, we can replace δT by a 1T δR using Eq. (3.5). Then the 1st order Taylor expansion becomes
with a 1C = γC 0 T γ−1 a 1T . Using δR = R + R we can express C th for steady state plus an optical excitation as
Now the linear version of C thṪ term of Eq. (2.2) reads
We can separate the steady state only term from the product. Using Eq. (3.8) the result as a function of R reads
where the R 2 terms have been neglected. The term for an optical excitation is
Heat sink dissipated power
To build the linear expression of the power dissipated trough the heat sink as a function of R, we will consider the first order Taylor expansion of Eq. (2.5) given by
where G d is the dynamic thermal conductance. This expression can be written as a function of R, by replacing δT using Eq. (3.7) as
Joule effect
By definition
The denominator is of the form 1 (x+ǫ) , with x = R and ǫ = R + R. Its first order Taylor expansion is 1 x − ǫ x 2 , which leads to
Solving in frequency domain
In the following section, we build the optical transfer function describing the detector voltage response to an optical excitation at angular frequency ω. To build the solution in frequency domain, a matrix formalism is developed to work on signals projected in custom Fourier domain basis. The solving is done separately for steady state only first, and then for optical excitation case.
Matrix formalism
Now that we have linear version of differential equations we show how we can use linear algebra to solve the problem. For the discrete description of signals in frequency domain, the number of considered modulation harmonics will be fixed to n. The vectors in frequency domain for real signals need to be of size 2n + 1 including complex conjugates for negative frequencies. Best values for n will be discussed in Sect. 5.3. Steady state signals are described first, signals resulting from optical excitation must be handled differently. After the custom frequency vector basis are defined, the time derivative of signals can be expressed in a simple form.
Steady state frequency vectors
Let consider a steady state signals, S(t). It is composed only of modulations harmonics and we can write using complex notation
where j is the imaginary unit, and Ω m = 2πf mod is the modulation angular frequency. The steady state vector resulting from the projection of S(t) in Fourier domain is noted s. As S(t) is a real valued signal, we do have the relation s −k = s * k , where z * is the conjugate of z. This representation is homogenous with the outputs Fig. 3 Schematic for decomposition of a signal S 2 (t) resulting from an optical excitation at frequency ω, with n = 2. The red solid lines represent the harmonics on the frequency support X + . While the blue dashed lines represent the harmonics on the frequency support X − . The size difference around each modulation frequency emphasize that considered modulated harmonics result from the system response, and not from the modulation of a single frequency signal.
of the fast Fourier transform algorithm. We note X the discrete frequency support of s defining the Fourier basis of size 2n + 1 for steady state signals description. The key point to solve electrical and thermal equilibrium is to represent the product of time domain signals. Hopefully the convolution theorem states that a product in time domain is equivalent to circular convolution product in frequency domain. Then let consider the product of two steady state signals, S 1 (t) and S 2 (t), with corresponding steady state vectors s 1 and s 2 . Their discrete circular convolution product can be written in matrix notation using the circulant matrix of left vector as
where C(s 1 )s 2 is the matrix product of the circulant matrix C(s 1 ) and vector s 2 . The result of the product is also in X.
Optical excitation vectors
Let consider now a product S 1 (t) S 2 (t). The signal S 2 (t) results from the system response to an optical excitation at angular frequency ω. S 2 (t) is not stricto sensu a modulated signal, because the electro-thermal equilibrium does not build in the form S(t) * cos(ωt + ϕ). However its harmonics appears at the same frequencies, as shown in Fig. 3 . S 2 (t) can be written
The frequency step between S 2 (t) harmonics is not homogenous. Then the convolution product in frequency cannot be written with a single vector for S 2 (t) as for steady state only case. A classic DFT based method could be used to compute the convolution product. However for an exact computation it would require using a frequency step which is a multiple of Ω m and ω. This would render the computing extremely CPU intensive, or infeasible. Because the solving step would involve inversion of huge matrix which is an O(n 3 ) operation. So we have to use another solution and split the problem in two.
From the coeficients defined in Eq. 4.3, we can write S 2 (t) = S + 2 (t) + S − 2 (t). The product S 1 (t) S 2 (t) can be written in frequency domain as With this partitioning in frequency, the convolution product can be computed in the same way as for steady state, but separately for s + 2 and s − 2 . Considering that s 1 ⊗ s + 2 builds only terms at frequencies pΩ m + (qΩ m + ω) = (p + q)Ω m + ω, with p ∈ −n · · · n , and q ∈ −n · · · n . Then it comes
As a consequence, the terms in X + and X − have to be manipulated separately, when working in frequency domain.
As S(t) is a real valued signal, we do have by construction s 
Time derivative of vectors
The time domain derivative of a signal can be written from its DFT vector, considering that Time domain derivatives for optical excitation vectors s + and s − respectively, are defined with matrix D + and D − respectively. Their diagonal elements are j(kΩ m + ω) and j(kΩ m − ω) respectively, for k ∈ −n · · · n .
indexing of vectors
The 2n + 1 vector elements are referenced by their harmonic index varying monotonically from −n to n. The harmonic index 0 will be considered to be at center of vector. In practice many DFT implementations store negative elements at the end of the matrix. This is completely equivalent for the expressions presented in this article.
Steady state solving
The steady state is characterized by V and R, their values must be computed first as they are needed for solving the optical excitation expression. For steady state, the electrical equilibrium Eq. (3.2) reads in matrix form
where I d is the identity matrix. Impedance variations R are of order 10 −3 of R (see Sect. 5.1). So the electrical equilibrium behave at first order as a static impedance circuit and the vector v can be computed directly from Eq. 4.9 by setting r to zero. The value of R is supposed to be known. This is for real life detectors a parameter generally obtained by direct measurement.
The value of the vector r is obtained from thermal equilibrium Eq. (2.2). With steady state notations thermal equilibrium reads
(4.10)
Using expressions defined in Eq. (3.13), (3.17) and (3.19) the matrix form is
11) where the value of P sink ( T ) is obtained using Eq. (2.5) and (3.4). Let's stress here that adding a scalar value like P opt to a steady state vector is equivalent to adding the value to the harmonic index 0 of the vector.
Once the vector r is computed, it can be used to update the value of v by using Eq. (4.9). This will improve the precision of v by an order.
A second iteration for r is not usefull because the value used for C thṪ in the final version of Eq. (3.13) cancels second order terms in R 2 . So it would not bring better precision.
Optical excitation solving
Electrical equilibrium equation 4.12 reads in matrix form
12)
(4.13)
The thermal equilibrium Eq. (2.2) reads using optical excitation notations
(4.14)
Which can be written in matrix form using Eq. (3.14), (3.19), (3.17) and (4.12). From this expression the analytical transfer function appears in the form of two 2n + 1 square matrices noted F + and
And where p + and p − describe the, real valued, optical excitation signal at angular frequency ω. Considering P opt (t) = ze jωt + z * e −jωt , then p + will only have one nonzero coefficient at modulation harmonic index 0 with value z, respectively p − will only have one nonzero coefficient at the same index with value z * . C1, C2 are heat quantity variation matrices. J1, J2 are Joule effect matrices. And S is heat sink dissipated power matrix. The expression is built in a way to make clearly visible which matrices depends on ω (with a + or − sign as exponent) from the ones that can be computed once and for all.
Results
In this section we will present the simulation tool used to build the time domain signal response to optical excitation. Then transfer function results will be validated from the simulation results. And finally we will discuss the transfer function shape in the data processing low sampling frequency case.
Simulation setup
The tool used to build realistic simulations conform to Planck/HFI readout signal is the Simulation for Electronic and Bolometers (SEB) which has been developed at IRAP. It is an IDL implementation of the electrical and thermal differential equations of the bolometer with the bias circuit presented in Sect. 2.1. The numerical integration is performed using finite differences with Runge Kuta order 4 method with 10000 points per modulation period. Simulations have been computed with the setup of the 1st 100GHz channel of Planck/HFI (00 100-1a) with the numerical values presented in Table 1 and Table 2 of Appendix C. Simulation outputs have been checked with two other simulations tools : SIMHFI 1 and SHDet 2 , yielding a very good agreement between all approaches.
The simulation setup uses experimental measurements from the Planck/HFI first 100GHz channel. Electrical and thermal parameters are given in Table 1 and  Table 2 respectively which are provided in Appendices (Sect. C).
Timelines of two seconds are produced, and 1 second of data is discarded to allow the steady state to stabilize at numerical precision. The nominal bias voltage is built with a triangle wave of amplitude vtri (not peak to peak) plus a square wave of amplitude vsqu. Additionally a linear slope of 4.9% of the modulation period is added on the square wave at up and down location to mimic real signal raise and fall time.
Two runs of SEB have been defined :
1. the reference for steady state with a constant optical background P opt = P opt ; 2. the response to an optical excitation with P opt = P opt + P opt , where P opt is a sin wave of amplitude 9, 6593.10 −18 W (about 3% of CMB dipole from Doppler effect due to solar system motion) and angular frequency ω = Ω m /18 which is close to 10Hz; see Table 3 in Appendix D for amplitudes of R, T and V signals relative to their average and steady state values.
Validation of response linearity
First we check the linearity of the system response to an optical excitation. The value chosen for ω in run 1 and 2 allow for the optical period to cover exactly 1 SIMHFI is a simulation tool developed with the LabView software by R. V. Sudiwala at Cardiff University 2 SHDet is a fast simulation tool developed with the C programming language by S. R. Hildebrandt at Jet Propulsion Laboratory level, this topic is discussed in section 3.4 of Planck Collaboration (2014).
Transfer function performances
Next, we check the convergency of the analytical model as a function of the number of modulation harmonics n. When solving the system of equations in matrix form, there is a competition between the number of harmonics increasing precision, and the matrix conditioning increasing the systematic error due to the finite frequency support and the 1/f signal shape. As a consequence the error as a function of n should reach a plateau then increase again.
The model error is computed in time domain with the expression σ( V F − V simu )/σ( V simu ), where V F is the optical response computed from the analytical model and V simu is computed from simulation data run2 − run1 . The convergency as a function of n is shown in Fig. 5 , and the optical response in time domain is shown in Fig.6 for the optimal value of n. The lowest relative error for v + is 10
obtained with 65 harmonics. This result is in very good agreement with the target error objective and the measured error from linear version of equilibrium equations as shown in Table 3 . Depending on the target goal, as few as 15 harmonics are necessary to reach a 1% precision objective. 
Response for w → 0
For ω = 0, we call steady state gain the response to a small change δP opt in the constant optical load P opt falling on the detector. We will see in this section how it can be inferred from the analytical model matrix expression, and in which frequency domain it can be used for slowly varying signal model. The steady state gain is an observable of particular importance :
-it provides a calibration source given the knowledge of bolometer thermal and electrical parameters; -it can provide constraints on the bolometer optical response; -it allows us to build a first order model of electronic response shape for slowly varying signal.
The later has been used for the ADC nonlinearity correction of Planck/HFI data (Planck Collaboration et al., 2015) . Starting from the matrix expression Eq. (4.15),
We notice that only coefficient of p + and p − at harmonic index zero are non null. Then only one column of the 2n + 1 square matrices F + and F − at harmonic index 0 are needed to describe the optical response. Expanding the time domain expression of ( v
(5.1) Fig. 7 steady state gain G(t) for ω = 0 built using run1 configuration and n = 35. One period is shown. ∆t is the location when G(t) changes sign and is a tuning parameter of the integrated version of the transfer function, see Appendix A.
We have F + (0) = F − (0), and also F + k,0 = F − * −k,0 by construction property of optical excitation vectors as seen in Sect. 4.1.2. Then we can write V (t) as a product
where G(t) is the steady state gain with the same periodicity as modulation, and
The steady state gain period is shown for the run1 setup in Fig. 7 . It appears here that G(t) is very different in shape from V (t), also the half period signs are opposite because the impedance variations are negative for a positive change in temperature of the bolometer.
We have seen that for ω = 0 we have V (t) = P opt (t)G(t). This is the expression used for slowly varying signal model. Now we want to characterize its robustness for ω → 0 . The values of F + (ω) and F − (ω) are different when ω > 0 and lead to an expression who drifts from the product of two time domains signals. As G(t) is built using the first column of F + (0), a simple heuristic is to compare g with the first columns of F + (ω) and F − (ω). The Parseval's theorem allowing us to switch the comparison to frequency domain.
We estimate the slowly varying signal hypothesis error with
The result is shown in Fig. 8 . The slowly varying signal hypothesis V (t) = P opt (t)G(t) exhibits less than 1% estimated error for ω < 2Hz. 
-

Integrated version
We have inspected the performances of the analytical model of the transfer function performances at high frequencies. Now we check it's behavior in the Planck/HFI data processing common use case. The 80 samples per modulation period are summed over each half period before being send to earth and demodulated. The integrated version F Σ (ω), including summation on 40 samples and demodulation, is extensively described in Appendix A. The output is shown in Fig. 9 for the modulation frequency range.
For numerical validation, the summation and demodulation operation has been run on the output of SEB for run1 and run2, and is shown as red dots on Fig. 9 . With an average difference of 1.9 × 10 −3 between the simulation and the analytical expression of F Σ the outputs is perfectly in the range of the linear approximation used.
For comparison purposes, the integrated version τ bΣ (ω) and τ eΣ (ω) of two low pass filters is also shown. The generic expression of τ Σ (ω) is detailed in appendix A. In the litterature The AC biased version is significantly different from a low pass filter. The F Σ modulus behaves like τ b at low frequency and like τ e near the modulation frequency, and the variations of the angle are also more important than for low pass filters. The observed shape of the analytical model which is a feature specific to AC biasing could explain why the Planck/HFI time transfer function is built with as many as 7 low pass filters (Planck Collaboration et al., 2015) for some channels. Upper plot is the normalized modulus at 0 frequency, bottom plot is for the angle in radian. Plain blue line is for F Σ , red dots are the values computed using (run1,run2) for validation (average relative error of 1, 9.10 −3 ), the dashed green curve is for τe = 4.1ms and the black dots are for τ b = 6.5ms
Conclusions
We have designed a method to build the analytical expression in frequency domain of the AC biased bolometers response. Starting from the simple bolometer model used in Planck/HFI and the bias circuit of the detector, we provided linearized version of the electro thermal equilibrium. The target objective is 0.1% relative precision in presence of a monofrequency optical excitation. The system of equation is solved using linear algebra using a custom and compact Fourier basis designed specifically for this purpose. The method has been applied and tested with the case of the simple bolometer model used in Planck/HFI.
The analytical model performances have been characterized using the time domain simulation tool developed at IRAP. The reached accuracy is 0.1% relative to the time domain simulation reference, when using n = 65 harmonics. The solution is built using square matrices of size 2 * n + 1 considering a bias signal with n harmonics. An accuracy of 1% can be reached using only n = 15 harmonics.
The proposed analytical model is suitable for deconvolution of real data, as only classical matrix inversion tools are needed. We also show how the analytical transfer function can be used to build the steady state gain in time domain. This observable provides a first order model of the electronic response, with an accuracy of 1% for optical excitation frequencies less than 2Hz. The steady state gain observable can also be used as a calibration source.
Using the presented matrix formalism, the matrix expression of the transfer function allows us to adapt it to different electronic or thermal models. A direct extension is to add several thermal components. We provide an example with one thermal component. While the Planck/HFI low frequency components of time transfer function still need some improvement when writing this article. The generic form of the proposed model is designed as a tool which can be used to get better constraints through the measured optical response and the completely new addition of the steady state gain. Finally, the analytical transfer function model allow to build a signal model with high resolution in time domain. This property is needed to build an improved ADC nonlinearity correction for Planck/HFI, see (SPIE proceeding in preparation) .
Appendices
A Integrated transfer function
This appendix describes the integration/downsampling of the electronic signal as done by the onboard Data Processing Unit of Planck/HFI. The corresponding integrated version of the transfer function F Σ (ω) will be built from the matrix formalism described in this paper. The filtering applied by the readout amplification chain and the rejection filter is described in the Planck/HFI timeresponse paper by Planck Collaboration (2014) and will not be considered here.
The data sent to earth at rate 2f mod = 180.3737 Hz is the sum of N = 40 samples per modulation half period. And the real onboard data acquisition frequency is 2f mod * N = 7214.948 Hz before the Data Processing Unit make the summation. We will start by applying the summation process to a sinusoidal wave described by
where t has the same origin as the filtered optical signal.
The sample i acquired at time
where the time delay term ∆t is a tunable parameter (referenced as S phase by Planck Collaboration (2014)) allowing to maximize F Σ gain by adjusting the integration range on the steady state gain period. As can be seen on Fig. 7 it has a phase advance of about 1/8 of a modulation period. Considering the sum of the numbers in a geometric progression (A.5)
We use the Euler relation sin(x) = (e jx − e −jx )/(2j) to simplify the geometric progression sum The term with a sinus denominator is continuous for ω → 0 and it's limit is N , which can be also found by using the summation method on a constant signal of value 1 for ω = 0. The fraction is also continuous for ω = kN Ω m , k ∈ N, but these values are out of the frequency range of interest because they are cut off by the onboard anti aliasing electronic rejection filter.
The sample capture starts at time t i , so the integration transfer function reads
with ∆t I = N −1 2N f acq + ∆t. The following step involve the folding of bolometer voltage response built using F + and F − matrices. The modulated linear response appears at odd modulation harmonics. We will consider only these significant harmonics at angular frequency (2 * p + 1)Ω m , and we will use the notation Ω
Let consider the complex optical excitation power on the bolometer (A.8) then, using the matrix formalism developped in Sect. 4.1 only one vector is needed to represent it with p + = [1, 0 · · · ]. And the complex output voltage is
The acquisition of summed samples at time t i for odd modulation harmonics folds the signals so ze
The folded version of output voltage at f acq sampling frequency is
The signal is demodulated by applying a e −jΩ m t factor and taking the conjugate of the result to get a positive frequency, so we have
The signal described with this expression integrates N samples from time t i and has a time offset of ∆t I appearing in Eq. (A.7) compared to input signal. The time offset can be corrected to obtain the final causal version of the integrated transfer function
The bolometer under DC current bias behaves as an order 1 low pass filter which can be written
where τ is the time constant of the filter. For comparison purposes we can apply the sampling summation process on T (w). There is no demodulation in this case and we have τ Σ (ω) = Σ(ω)T (ω)e −jω∆t I . As there is no modulated harmonics the time offset ∆t I cancels with the one in Σ(ω) so we have
(A.14) Popt is the total incoming radiative power falling on the detector. P sink is the thermal power flowing out of the bolometer to the second component via a thermal link with static thermal conductance G s0 . C th2 and T 2 are the thermal capacity and temperature of the second thermal component. P sink2 is the thermal power flowing from the second component via a thermal link with static thermal conductance G s02 . T 0 is the heat sink temperature with supposed infinite thermal capacity.
B Adding a thermal component
We have seen how to compute the bolometer response with only one thermal component. As it has been seen in Planck/HFI with the low frequency excess response (Planck Collaboration et al., 2015) , the detector behaves as if there are several thermal component on the thermal path between the bolometer and heat sink, which alter significantly the filtering of optical signal. To represent a more realistic system, we will detail an example of adding one thermal component to the expression of F + and F − .
B.1 Extended thermal model
We will use a simple thermal architecture as presented in Fig. 10 , by adding a single component with heat capacity C th2 and tempearture T 2 between the bolometer and the heat sink. The new component is connected to the heat sink via a link with thermal conductance G s02 .
To keep things simple we make the hypothesis that all physical characteristics are well known, and that for steady state R , T and T 2 are also known. In practice, a simple way to obtain their values is with a fit. If we notice that in steady state P sink − P sink2 = 0 and that P J + P opt − P sink = 0. Setting as constraint T > T 2 > T 0 we can use the heat flow equilibrium to fit T anf T 2 . A commonly used tool as mpfit 3 converge in 5 iterations with a 10 −5 relative difference for the stoppping criteria. This is a very quick operation considering an O (n) complexity coming from the P J term which needs the computation of voltage harmonics at first order.
Using the same notations as we did in Sect. 3.3.3, the heat flow at the output of the bolometer can be written at first order
2)
The second thermal component on the thermal path can be characterized at first order by C th2 = C 02 T γ 2 2 = C th2 + O(T 2 ) P sink2 = P sink + G d2 T 2 + O(T where C th2 ,G s02 and β 2 are free parameters. We neglect C th2 variations for the following developments. And the thermal equilibrium for the second component reads at first order
(B.5)
B.2 Extended steady state
The first iteration for v is the same as in Sect. 4.2 because we only need to know R . With the second component, its steady state temperature vector t 2 is needed for the thermal equilibrium of the bolometer. t 2 can be expressed from r using the thermal equilibrium Eq. (B.5), then it comes 6) where t 2 is the intermediate steady state vector for T 2 . And finally the expression of r can be written from the single thermal component version Eq. (4.11) by updating the P sink term r = C th a 1T D + C(C(v).dot(v))
Once r is obtained, a second iteration can be done as in Sect. 4.2 to get v with a better precision.
B.3 Extended transfer function
To compute the optical excitation response with a second thermal component, we will make some (optional) simplifications on the second component. The main hypothesis is that the additional thermal component add a small thermal feedback from T 2 to the heat quantity variations on the bolometer itself. Then we will use the first order expression for heat quantity variation, and with the expression of T from Eq. 3.7 the thermal equilibrium will read (B.12) 
C Simulation setup
