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Resumo: Paralelismo é uma área de estudo que cresce a cada dia, devido à redução
do custo e popularização de máquinas com arquiteturas paralelas. Nesse contexto,
as linguagens lógicas, sobretudo o PROLOG, apresenta uma alternativa viável e prá-
tica de paralelismo. A exploração desse paralelismo pode ser realizada de diferentes
formas, e há inúmeros desafios nessa tarefa. Este tutorial visa apresentar os princi-
pais conceitos de paralelismo em PROLOG, os desafios enfrentados quando se busca
a paralelização nessa linguagem e o estado-da-arte do desenvolvimento de sistemas
que dão suporte à paralelização em linguagens lógicas. São apresentados sistemas
baseados em paralelismo implícito implementados em diferentes plataformas. Ao fi-
nal é realizada uma comparação entre os sistemas apresentados e os modelos neles
implementados.
Palavras-chave: prolog, paralelismo, paralelismo-E, paralelismo-OU, parale-
lismo implícito
Abstract: Parallelism is a study area that grows up each day, caused by the cost
reduction and popularizing of machines with parallels architecture. In this context,
the logical languages, especially PROLOG, show a feasible and practical alternative
of parallelism. This exploitation can be accomplished of different ways, and are there
several challenges on this task. This survey aims to show the main concepts of paral-
lelism in PROLOG, the faced challenges when aims to do parallelism in this language
and the state-of-art of systems development to give parallelism support in logical lan-
guages. Systems with basis on implicit parallelism developed in different platforms
are presented. At the end, is accomplished a comparison between the presented sys-
tems and the implemented models by they.
Keywords: prolog, parallelism, AND-Parallelism, OR-Parallelism, implicit pa-
rallelism
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Paralelismo em Prolog: Conceitos e Sistemas
1 Introdução
Os limites físicos dos componentes eletrônicos levaram ao desenvolvimento de má-
quinas com mais de um núcleo de processamento, e à consequente enfatização do estudo de
técnicas de programação paralela, ou paralelização. A paralelização mostrou-se uma alterna-
tiva completamente viável para a maximização do processamento.
O sistema declarativo das linguagens lógicas facilita a exploração do multiprocessa-
mento da linguagem, já que a sincronização de dados é o maior desafio ao se paralelizar
um código. O paralelismo é um meio de aumentar a eficiência da execução dos códigos de
programação lógica, já que se aproveita da utilização de outros núcleos de processamento,
existentes em máquinas modernas.
PROLOG é a mais difundida linguagem de programação lógica e tem como prin-
cípio a cláusula de Horn [24], sendo um programa composto por regras no formato H:-
α1, α2, ..., αn, no qual H é a cabeça do programa lógico e αi é a iésima parte que define o
corpo da cláusula. A cabeça e os alvos podem possuir zero ou mais argumentos, que podem
ser termos simples (inteiros, strings, átomos) ou complexos (listas e estruturas).
Assim como em qualquer outro tipo de linguagem, há dois meios de paralelização
de linguagens lógicas, explícita e implicitamente. Na paralelização explícita são adiciona-
dos comandos na linguagem, com os quais o usuário pode escolher quais funcionalidades
serão utilizadas. Na paralelização implícita, não há diferença para o usuário em relação à
programação sequencial, o interpretador procura por maneiras de paralelizar o código auto-
maticamente, sem afetar o significado semântico.
Este tutorial tem como objetivo fazer uma apresentação da área de paralelismo em
PROLOG, mostrando os principais conceitos, uma breve descrição do estado-da-arte com os
principais sistemas desenvolvidos e suas funcionalidades básicas.
As principais contribuições deste trabalho são listadas a seguir:
• Apresenta conceitos básicos da área de paralelismo em PROLOG, indicado para iniciar
pesquisadores nessa área;
• Lista os principais sistemas que desenvolvem paralelismo implícito ou explícito em
PROLOG e suas principais funcionalidades;
• Realiza uma comparação entre esses sistemas paralelos, destacando o tipo de parale-
lismo implementado em cada um;
• Aborda conceitos relativamente recentes para a área, como MapReduce e multithrea-
ding, além dos sistemas que implementam esses conceitos;
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• Realiza a conexão dos conceitos apresentados com o desenvolvimento dos sistemas,
facilitando ao pesquisador a visualização das funcionalidades dos sistemas.
O restante deste tutorial está organizado da seguinte forma: a Seção 2 apresenta os
conceitos básicos de paralelismo em PROLOG para melhor entendimento da área, a Seção 3
lista e discorre sobre ferramentas que implementam paralelismo em PROLOG e suas princi-
pais funcionalidades, e por fim a Seção 4 apresenta as conclusões deste trabalho.
2 Conceitos Básicos
As duas principais estratégias de exploração de paralelismo em PROLOG foram pro-
postas por Conery e Kibler [8], e são chamadas de paralelismo-E e paralelismo-OU. Cada
uma das estratégias traz estruturas de análise diferentes e modelos diferentes de implementa-
ção, os quais são abordados nas próximas seções.
Conceitos como overhead e granularidade estão estritamente ligados, já que definindo
bem a granularidade de um sistema diminui-se o ovehead e ganha-se desempenho. Recen-
temente, abordagens com alto volume de dados são exigidas para processamento paralelo,
e o modelo MapReduce [16] pode suprir essa exigência. Por último, as máquinas multi-
núcleo trouxeram a necessidade de suporte à paralelismo por meio do multithreading, que há
plataformas que adotam por padrão na linguagem.
2.1 Paralelismo-E
O paralelismo-E [8] pode ocorrer quando há alguma separação na descrição de uma
regra. Esse tipo de paralelismo permite a exploração da programação concorrente trazendo
uma solução final para o alvo original.
Se houver uma regra definida por:
a(X,Y ) :- b(Y ) , c(X) , d(Y,X).
o interpretador pode considerar o paralelismo-E no momento de executar uma consulta
que leve à a(X,Y ) conforme o fluxo representado na Figura 1.
É comum na literatura a divisão do paralelismo-E em dois tipos: Paralelismo-E De-
pendente e Paralelismo-E Independente.
Ocorre o Paralelismo-E Dependente quando um ou mais alvos executados em paralelo
compartilham dados entre si, esses alvos são chamados de alvos dependentes. A execução
dos alvos dependentes ocorre com um dado de ligação comum entre os dois alvos, e há
cooperação entre os processos diferentes. Na regra do exemplo citado anteriormente, há o
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Figura 1. Fluxo de execução para a cláusula a(X,Y ) explorando o paralelismo-E. A
separação define-se como a criação e atribuição das tarefas para diferentes fluxos de
execução e a unificação como a junção dos fluxos de execução.
Paralelismo-E Dependente na execução de b(Y ) e d(Y,X) por causa do dado Y comparti-
lhado entre essas cláusulas.
O Paralelismo-E Independente ocorre quando os alvos paralelizados na execução não
têm relações entre si, sem compartilhamento de dados. A execução desse tipo de paralelismo
pode ocorrer independentemente do início ou final da execução de qualquer uma das outras
regras, a junção para a solução final ocorrerá quando todos os alvos forem executados. O
Paralelismo-E Independente ocorre em diversas aplicações, principalmente em problemas
do tipo dividir-para-conquistar, nos quais são realizadas chamadas recursivas independentes
que podem ser executadas em paralelo. Na regra introduzida no exemplo anterior, ocorre o
Paralelismo-E Independente nas execuções simultâneas de b(Y ) e c(X), que não possuem
dados compartilhados entre si.
Existem alguns modelos de paralelismo na literatura que exploram o Paralelismo-E
Independente. O modelo abstrato de Conery [9] foi o primeiro a ser proposto, em 1983, e
explorava o Paralelismo-E Independente por meio de um grafo de fluxo de dados, no qual
poderia existir uma relação produtor/consumidor entre literais se houvesse um dado não ins-
tanciado em comum. Um algoritmo de ordenamento em tempo de execução determina qual
literal deverá ser executado antes e quais podem ser executados em paralelo. Há mais dois
motores de execução nesse modelo além do algoritmo de ordenamento, a execução para
frente manipula mensagens e atribui relação de produtor à literais que podem ser executados
como resultado, e a execução para trás verifica falhas e tarefas que precisam ser refeitas.
Apesar da verificação de dependência ocorrer de forma simples, há um substancial overhead
em tempo de execução.
O modelo APEX (And Parallel EXecution) [28] consiste de dois algoritmos: execução
para frente e execução para trás. A execução para frente pode ser vista como um esquema
conceitual de passagem de token. A cada dado na execução do programa, um token é criado
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e, se um literal produz um dado, ele possui o token desse dado. Um literal pode ser executado
se ele receber os tokens de todos os seus dados não instanciadas do ambiente de compar-
tilhamento atual. O algoritmo de execução para trás realiza verificação de falhas e realiza
backtracking para refazer tarefas.
No modelo RAP (Restricted And Parallelism - Paralelismo-E Restrito) [18] um algo-
ritmo de tipagem monitora os termos e predicados durante o tempo de execução do código,
para manter uma indicação dos tipos de dados e construir um grafo de execução de expres-
sões, que determina a independência entre termos e cria procedimentos de paralelização para
termos independentes.
2.2 Paralelismo-OU
A máquina PROLOG possui rotinas que analisam o código antes de executá-lo. Roti-
nas não determinísticas são aquelas que possuem mais de uma cláusula que pode ser execu-
tada por certa sequência de argumentos. Um ponto de escolha corresponde a uma marca da
busca, necessária para a restauração do estado anterior da computação. No momento em que
a busca encontra uma falha e é necessário retornar, o controle passa então para o último ponto
de escolha que continuará a busca pela cláusula correta. Esse retorno da busca é chamado
backtracking, e é isso que o paralelismo-OU [8] explora na execução do código PROLOG.
Basicamente, o paralelismo-OU é possível quando existe mais de um corpo para des-
crever a mesma regra. O que ocorre não é paralelismo da execução, mas uma paralelização
da busca pela solução por diferentes alternativas. O exemplo abaixo descreve a definição da
cláusula a:
a(X,Y ) :- b(Y ).
a(X,Y ) :- c(X).
a(X,Y ) :- d(Y,X).
Nesse exemplo, ao se fazer uma consulta que leve à ’a(X,Y )’, a busca pode ser
realizada em paralelo efetuando as consultas por b(Y ), c(X) e d(Y,X). Por sua vez, essas
consultas executam em paralelo as consultas pelas suas regras. A estrutura de uma árvore
de busca é construída ao realizar o paralelismo-OU, a árvore construída no exemplo citado
é representada na Figura 2. O nó raiz da árvore contém a consulta que deu origem à busca
e a lista de alvos associados. Em cada um dos outros nós estão os resultados da união do
primeiro alvo do nó pai, com a cabeça do programa lógico.
Diferentemente do paralelismo-E, não há junção após encontrar as definições que sa-
tisfazem a consulta realizada, o que há é a necessidade de encerrar as outras ramificações
da busca, que devem ser finalizadas para evitar processamento desnecessário, já que a busca
terminou.
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a(X,Y)
c(X) d(Y,X)b(Y)
Figura 2. Árvore de busca paralela OU estruturada para a consulta de ’a.’.
Embora paralelismos E e OU sejam duas formas diferentes de explorar paralelismo em
linguagens lógicas, com a exploração de ambos de forma adequada uma plataforma consegue
melhor desempenho do que com a exploração de cada tipo isoladamente [29].
2.3 Efeitos colaterais
Os programas lógicos utilizam predicados chamados extra-lógicos, que não são parte
da programação lógica, mas são necessários para o desenvolvimento na linguagem. São
chamados de efeitos colaterais os resultados e a execução desses predicados na programação
lógica. São exemplos de predicados extra-lógicos: read, write, assert, retract e
cut.
O suporte a predicados extra-lógicos é uma das barreiras para dar suporte paralelo à
linguagem PROLOG por completo. Tal suporte pode trazer vantagens, como a execução de
programas existentes sem a necessidade de alteração no código. E há melhoria de desempe-
nho no paralelismo de tais programas, que inicialmente podem ter sido desenvolvidos para
ambientes sequenciais.
Dentre os predicados extra-lógicos, vale destacar a função do corte (ou cut, repre-
sentado pelo símbolo !), que faz com que o programa descarte alternativas desnecessárias
para uma regra. No paralelismo-OU, a execução paralela das alternativas pode fazer com que
haja execução desnecessária de alternativas que já poderiam ser descartadas, o que é definido
como trabalho especulativo [20].
2.4 Granularidade
A granularidade diz respeito à partilha do trabalho a ser realizado pelos processos
do programa [21]. A criação e o escalonamento desses processos exige um overhead, e a
redução desse overhead é o desafio ao escolher a melhor técnica de granularidade.
A granularidade é um dos maiores problemas no paralelismo implícito. Isso por-
que paralelizar não implica diretamente em aumento de desempenho. Há uma relação entre
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overhead e fluxos de execução criados, pois a cada criação de um fluxo diferente um custo
é acrescido na computação, assim deve haver uma relação em que a paralelização da tarefa
compense o custo gerado pela sua criação. Portanto, deve-se encontrar a melhor relação entre
o número de fluxos e custo da execução do processo para maximizar a eficiência do código.
No início da década de 1990, o trabalho de Tick et al. [37] atribuiu pesos quantifi-
cadores para definir a granularidade dos processos por meio da complexidade de tempo. A
atribuição ocorre em tempo de compilação e por meio da conversão do código-fonte em um
grafo cíclico de chamada, no qual cada nó corresponde a um procedimento e cada aresta a
uma chamada de procedimento em potencial. O cálculo do peso de cada procedimento é um
procedimento com recursão em calda.
O trabalho de Debray et al. [17] utilizou técnicas para estimar limites superiores da
complexidade da computação para determinar a granularidade da paralelização. As técnicas
utilizadas se basearam no tamanho dos dados e na dependência entre eles. Nesse trabalho
foram calculados tamanhos relativos de variáveis compartilhadas por meio de um grafo de
dependência de dados, e a informação dos tamanhos para determinar equações de representa-
ção do custo computacional dos predicados. As equações são avaliadas assim que o tamanho
dos dados é conhecido, em tempo de execução. Resultados experimentais demonstram que
essa técnica pode obter ganho de desempenho significativo, porém, em alguns casos pode
gerar overhead pelas demasiadas informações processadas em tempo de execução.
Resultados mostraram que, para o paralelismo-OU, as decisões de granularidade não
dependiam somente de análises de complexidade de tempo. Em 1997, o trabalho de King
et al. [27] propôs uma técnica de análise de complexidade que englobava modelos de predi-
cados recursivos, já que as análises anteriores não eram consideradas satisfatórias para esses
tipos de problemas. Nessa técnica, considerou-se a computação em todos os tamanhos e
complexidade de dados.
O trabalho de Xirogiannis [44] propôs uma técnica de análise de granularidade com
foco em plataformas distribuídas com paralelismo implícito. A maior parte da análise é
realizada em tempo de compilação, com alguns processamentos em tempo de execução, com
aplicação experimental em paralelismo-E e paralelismo-OU.
Em 1998, o trabalho de Shen [31] tomou como base resultados que mostraram que
a estimativa de complexidade não é um métrica ideal no que diz respeito à granularidade
para processos criados dinamicamente, e propôs uma métrica que considera os principais
overheads incorridos na execução do código. Nessa métrica, chamada distance, considera-
se também os overheads indiretos, que são causados por tarefas paralelas que podem ser
criadas dinamicamente por outras tarefas paralelas. A granularidade definida pela métrica
distance foi experimentada em métodos executados em tempo de compilação e em tempo
de execução do código PROLOG e mostrou bons resultados, especialmente no método em
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tempo de execução.
2.5 Escalonamento
O escalonamento diz respeito à execução e ao gerenciamento da carga de trabalho
dos processos paralelos [35]. Para se ter um ganho eficiente de desempenho, a ordem das
execuções e a distribuição correta das cargas de trabalho são itens importantes.
O escalonamento pode ser dirigido por motor ou dirigido por tarefas. É dirigido por
motor quando o motor de execução examina as tarefas, e dirigido por tarefas quando as ta-
refas examinam motores ociosos (ou menos carregados) para executá-las. Um dos primeiros
escalonadores dirigidos por motor foi desenvolvido no sistema Andorra-I [14], no qual um
escalonador de primeiro nível gerencia dois escalonadores de segundo nível, um responsável
pelo paralelismo-E e outro responsável pelo paralelismo-OU. Os escalonadores particionam
os motores em times flexíveis que distribuem o trabalho aos processos paralelos. O escalona-
mento dirigido por motor é utilizado no controle da execução de processos do paralelismo-
OU especulativo e se mostrou eficiente nos sistemas Muse [1] e Aurora [29].
Três tipos de escalonadores implementados na literatura merecem destaque por apre-
sentarem bons resultados: os escalonadores Manchester, Bristol e Darma.
O escalonador Manchester [6] tenta realizar uma combinação entre trabalho disponí-
vel e processos, assim que possível. Este escalonador não foi projetado para realizar trabalho
especulativo eficientemente, assim não é bem encaixado no paralelismo-OU e em casos oca-
sionados por efeitos colaterais.
O escalonador Bristol [5] tenta minimizar o overhead de sincronização estendendo a
região global do escalonador, criando várias instâncias para cada nó e é flexível para adaptar
algoritmos de compartilhamento de tarefas. O escalonador foi baseado no ambiente de có-
pia implementado no sistema Muse [1], e foi aprimorado para o escalonamento eficiente de
trabalho especulativo no paralelismo-OU, direcionado para o sistema Aurora [29].
O Escalonador Darma [32] também possui foco para o paralelismo especulativo, e
adequado ao sistema Aurora, tentando diminuir o trabalho perdido que o sistema possuía,
causado pela não poda de buscas eliminadas, como quando se tem o operador corte.
2.6 MapReduce
MapReduce [16] é um paradigma de programação projetado para processar grande
volume de dados, com uma função map para proceder com um par chave/valor e gerar uma
chave intermediária e a função reduce para fundir as chaves intermediárias com seus respec-
tivos valores.
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Proposto inicialmente para ser aplicado em linguagens funcionais, o modelo também
pode ser adaptado à linguagens lógicas. O trabalho de Srinivasan et al. [33] teve como foco
experimentar uma abordagemMapReduce em linguagens lógicas com paralelização de dados
e tarefas e verificar sua viabilidade. Os resultados alcançados por esse trabalho evidenciaram
que a abordagem é factível quando há uma quantidade considerável de dados para o problema
e quando há possibilidade de diminuição de overheads dinâmicos.
O trabalho de Côrte-Real et al. [10] implementou o modelo MapReduce para PRO-
LOG em alto nível, com o objetivo de obter uma ferramenta que distribuísse transparente-
mente os trabalhos não somente em grande volume de dados, mas em tarefas de processa-
mento de dados paralelos.
Baseado na ideia do paradigma mestre-escravo, a tentativa de obter desempenho con-
siste em reduzir o tempo de processamento de dados distribuindo pelos recursos computa-
cionais disponíveis, e são dispostos três níveis hierárquicos na arquitetura do trabalho de
Côrte-Real et al. [10]: mestres globais, mestres locais e escravos. Os mestres globais contro-
lam o fluxo de dados e o escalonamento de alto nível, enquanto os mestres locais distribuem
as tarefas e controlam os acessos dos escravos, que fazem a computação propriamente dita.
Além da arquitetura, a execução do modelo MapReduce de Côrte-Real et al. [10] dis-
ponibiliza um modelo flexível que pode ser executado em máquinas distribuídas para grande
volume de dados.
Na implementação MapReduce são adicionados predicados à linguagem PROLOG
padrão, que possibilitam a utilização do paradigma pelos usuários, por meio da plataforma
YAP. Foram obtidos resultados de duas implementações, memória compartilhada e passagem
de mensagem, e no geral, foram obtidos speedups lineares.
Ummodelo híbrido de MapReduce [11] permitiu a aplicação do modelo em memórias
compartilhadas e distribuídas com máquinas com diferentes configurações.
2.7 Multithreading
Multithreading consiste na disponibilização de bibliotecas ou comandos-padrão na
linguagem para criação e controle de fluxos paralelos explicitamente. Várias plataformas
PROLOG [23, 7, 13, 26, 34, 43] disponibilizam essa funcionalidade devido tanto à popu-
larização das máquinas paralelas quanto à disponibilização dessa funcionalidade em outras
linguagens, como C e Java.
Ao contrário dos paralelismos E e OU, em multithreading os códigos sequenciais
necessitam alterações para utilizar o paralelismo, uma vez que a funcionalidade adiciona
primitivas na linguagem padrão. A mudança pode não trazer portabilidade, mas pode fazer
com que os processos sejam mapeados diretamente para diferentes processadores, além de
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poderem ser controlados e reutilizados.
O trabalho de Tarau [36] teve foco na construção de uma API, dentro da plataforma
Bin PROLOG, na qual fluxos diferentes são criados para cada processador da máquina, otimi-
zando a utilização do hardware, e desacoplando as primitivas de alto nível de multithreading
das operações realizadas no motor de execução para adaptar os processos e fluxos ao hard-
ware em questão.
O conceito de multithreading também é utilizado no sistema ThOr [12], em que tal
conceito é aplicado em um modelo de paralelismo implícito, que é abordado com maiores
detalhes na Seção 3.10.
3 Sistemas Paralelos
Vários sistemas com implementação de paralelismo exploram as linguagens lógicas.
Até o final da década de 1980, a exploração do paralelismo explícito nas chamadas lingua-
gens de mudança persistida recebia uma atenção considerável. Embora fossem linguagens
baseadas no PROLOG, o alteravam de forma abrupta para o usuário.
Este tutorial não foca nesse tipo de linguagem, mas em ferramentas que exploram o
paralelismo em PROLOG alterando-o o mínimo possível. Esta seção lista alguns sistemas e
apresenta um breve resumo sobre suas funcionalidades.
3.1 PEPSys
O Parallel ECRC PROLOG System (PEPSys) foi apresentado em 1988 por Baron et
al. [4], com o objetivo de avaliar novas soluções para os problemas de paralelização em
programação lógica. Apesar de implementar facilidades para os paralelismos E e OU, é um
sistema baseado em paralelismo explícito, no qual o controle é do usuário e são adicionados
comandos à linguagem PROLOG.
Para execução do paralelismo-E, as cláusulas da regra a serem paralelizadas são sepa-
radas explicitamente por um terminal ("#"). No paralelismo-OU é necessária uma declaração
de propriedades do predicado para facilitar a busca pela definição correta.
Em teoria, o paralelismo explícito dessas técnicas reduz o overhead, pois ninguém
melhor do que o desenvolvedor para conhecer o código, escolher e saber o que é necessário
paralelizar. O problema da definição da granularidade do programa assim inexiste para o
sistema, ficando a critério do desenvolvedor a quantidade de computação escolhida para cada
processo.
Por adicionar comandos na linguagem, programas escritos em PROLOG nativo pre-
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cisam ser reescritos para utilizarem o PEPSys, o que é uma desvantagem quando se procura
portabilidade e dinamicidade, pois um código escrito para uma máquina com n núcleos pode
não ser tão eficiente para uma máquina com 2n núcleos. Além disso, existe a introdução
de complexidade para o desenvolvimento de novos programas. A inexperiência do usuário
também pode trazer problemas na execução do sistema, pois a granularidade do código fica
a seu critério.
3.2 Aurora
Aurora [29] implementa o paralelismo-OU na linguagem PROLOG com foco em ar-
quiteturas de memória compartilhada. O objetivo do sistema era explorar implicitamente o
paralelismo-OU, para causar o mínimo de impacto possível ao usuário ao utilizar o sistema.
O sistema foi desenvolvido com base na ideia de que a exploração transparente do
paralelismo-OU é mais produtiva e mais fácil de implementar do que do paralelismo-E, ex-
plorado por sistemas que implementavam o paralelismo explícito estendendo o PROLOG.
O compartilhamento de dados é feito por meio de arranjos de ligação, uma estrutura
privada de cada processo, na qual os processos armazenam ligações condicionais. Para fa-
cilitar e diminuir o tempo de acesso, a estrutura é construída como um vetor compartilhado,
tendo como índice um número, que representa a quantidade de variáveis criadas no ramo
atual.
A exploração somente do paralelismo-OU simplifica o problema da granularidade do
sistema, que pode utilizar granularidade alta, que se mostrou mais efetiva para esse tipo de
paralelismo.
O compartilhamento dos dados tomou como base o modelo SRI, proposto por Warren
[41], e foi construído adaptando-se à plataforma SICStus PROLOG [7].
Aurora ainda dá suporte a anotações no código-fonte em que o usuário pode optar por
não paralelizar certa porção do código, fazendo com que o sistema não atue nessa porção.
O sistema conseguiu bons resultados, que evidenciaram uma redução considerável do
overhead dos processos comparados aos sistemas PROLOG da época. Porém, a exploração
somente do paralelismo-OU não traz o melhor desempenho possível que se possa ter com
paralelização de PROLOG. Para obter o melhor desempenho deve-se implementar todos os
tipos de paralelismo reduzindo ao máximo o overhead criado.
3.3 Muse
Multi Sequential PROLOG Engines (Muse) é uma abordagem apresentada em [1] que
inicialmente explorou o paralelismo-OU em uma variante da linguagem PROLOG, em arqui-
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teturas de memória compartilhada. Essa variante consiste na exploração do paralelismo-OU
em uma extensão do SICStus PROLOG [7].
A implementação de Muse foi baseada no desenvolvimento de um sistema para pa-
ralelismo-OU chamado BC-Machine [2], focado em arquitetura de memória distribuída. A
grande contribuição do sistema Muse foi o desenvolvimento do ambiente de cópia incre-
mental, desenvolvido para minimizar o overhead de sincronização, fazendo com que cada
instância dentro da mesma ramificação de busca possua uma parte consistente de dados e
outra com modificações locais, e a sincronização dos dados é feita copiando apenas a dife-
rença entre o local e global. Tal ambiente foi base para o escalonador Bristol [5] e para outro
sistema que explora o paralelismo-OU em PROLOG, o YapOr [30].
O sistema permite ainda a utilização de anotações pelo usuário para forçar paralelismo.
Tais anotações podem auxiliar no tratamento que o sistema dá ao código, porém podem deixá-
lo estático e não-portável, uma vez que as anotações são específicas deste sistema.
No caso de outras funcionalidades, como corte e efeitos colaterais, o tratamento que o
sistema Muse dá é desabilitar o paralelismo em seus escopos, não explorando a especulação
de busca.
Muse utiliza uma abordagem em que não é necessário um coletor de lixo global, po-
rém em casos como o da cópia incremental é preciso um processo local de coletor de lixo
assíncrono.
3.4 Andorra-I
Andorra-I é um sistema proposto por Costa et al. [14] para explorar o paralelismo-
E dependente e o paralelismo-OU, ambos de forma implícita, dando suporte à linguagem
PROLOG padrão e aos programas escritos em linguagens de mudança persistida.
Este sistema implementa o modelo Andorra básico, um modelo de execução para pro-
gramas lógicos que utiliza a ideia de que as cláusulas devem ser executadas assim que possí-
vel. Há dois componentes principais: o motor de execução e o preprocessador determinístico.
Enquanto o motor de execução interpreta os comandos na linguagem-fonte, o preprocessador
verifica possíveis ramificações para uma busca paralela.
A computação determinística pode ter vários predicados executados em paralelo, com-
pondo o paralelismo-E independente. Quando não há alvo determinado (computação não-
determinística) um alvo é escolhido e um ponto de escolha é criado para o alvo, e os vários
pontos de escolha podem ser executados em paralelo, compondo o paralelismo-OU.
Quanto ao escalonamento implementado, o escalonador Bristol [5], que foi desenvol-
vido para o sistema Aurora, foi adaptado ao sistema Andorra-I.
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3.5 &-Prolog
O sistema &-Prolog foi apresentado em 1991 por Hermenegildo e Greene [22] com
o objetivo de prover um ambiente no qual o usuário pode explorar a execução paralela de
programas lógicos automaticamente, ou adicionando anotações de divisão de tarefas entre
fluxos.
A implementação se dá por meio do paralelismo implícito, com código PROLOG
nativo, e explícito, no qual a adição de terminais ao código-fonte permite ao usuário explorar
o paralelismo-E.
A análise do código em tempo de compilação se dá pelo Grafo de Expressão Con-
dicional (GEC), que possui a forma (i_cond => goal1 & goal2 & ... & goaln), na qual
i_cond representa uma condição que, se satisfeita, permite a independência de goali, para
todo i < n.
O sistema &-Prolog funciona basicamente com quatro módulos: anotador, analisador
de efeitos colaterais, analisador global e compilador de baixo nível.
O anotador realiza a análise de dependência no código de entrada, verificando quais
tarefas podem ser executadas em paralelo. O analisador de efeitos colaterais verifica se o
predicado atual contém ou chama efeitos colaterais. O analisado global interpreta o código
no domínio abstrato do sistema e infere sobre possíveis substituições ao longo do programa.
Por fim, o compilador de baixo nível funciona como uma extensão do SICStus PROLOG,
produzindo código intermediário do programa de entrada.
3.6 Opera
O projeto Opera, apresentado no trabalho deWerner et al. [42], explora o paralelismo-
E restrito e o paralelismo-OU multi-sequencial de forma implícita, apesar de disponibilizar
minimamente primitivas opcionais ao usuário para paralelização.
O paralelismo-OU multi-sequencial é implementado sem compartilhamento de variá-
veis, caso duas ou mais operações precisem do mesmo dado, o dado é copiado para uma
nova instância na memória. O autor explorou tal alternativa visando arquiteturas de memória
compartilhada, nas quais o acesso à mesma região de memória de diferentes processos pode
ser computacionalmente custoso. O paralelismo-E restrito é empregado por meio de análises
de estruturas em tempo de compilação.
O sistema constrói uma estrutura de análise de granularidade, na qual busca a máxima
granularidade, utilizando uma heurística de que, quanto mais alto nível for o trabalho, maior
sua granularidade. O overhead de criação de um processo aumenta quando considera-se que
os dados são copiados a cada criação.
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O foco na arquitetura de memória distribuída com paralelismos E e OU traz uma
vantagem ao sistema Opera. A opção de primitivas para paralelismo explícito é um atrativo
para os usuários. Porém, tais primitivas podem deixar o código estático e não portável.
3.7 YapOr
YapOr é um sistema originalmente publicado por Rocha et al. [30] que explora o
paralelismo-OU em uma extensão do ambiente YAP PROLOG [13].
O ambiente YAP PROLOG é baseado na WAM [40], e portanto possui várias otimiza-
ções que não são presentes na versão original do SICStus PROLOG, ambiente dos sistemas
Muse e Aurora. Assim, um sistema com base na plataforma YAP tem mais condições de
ganho de desempenho do que em sistemas com base em plataformas que não possuam essas
otimizações.
A implementação do paralelismo-OU no YapOr é baseada no ambiente de cópia uti-
lizado no sistema Muse, que, segundo os autores, é mais simples, elegante e adequado à
complexidade da plataforma YAP. Porém, a organização da memória e a implementação de
travas são as diferenças entre o desenvolvimento de YapOr e Muse.
A comparação com Muse é inevitável, visto que o desenvolvimento de YapOr foi
baseado em Muse. No trabalho em que o YapOr foi apresentado [30], há uma seção em que
foram comparados resultados de execução de um mesmo conjunto de programas nos dois
ambientes. Apesar de na época o ambiente Muse estar mais maduro, YapOr obteve melhor
desempenho.
A implementação do corte no YapOr é realizada por meio da execução especulativa,
o envio de sinais pelas raízes de busca para os nós finaliza a busca. A busca especulativa se
inicia ao encontrar as alternativas, mas ao receber o sinal os nós são podados. Tal implemen-
tação minimiza o overhead na busca, mas por outro lado, ainda inicia busca desnecessárias.
3.8 PALS
PALS [39] é um sistema publicado em 2001 que explora o paralelismo-OU em ar-
quiteturas de memória distribuída, construído com base no ambiente de cópia presente em
sistemas como Muse [1] e YapOr [30].
Além do ambiente de cópia, a cópia incremental também presente nos sistemas citados
foi implementada no sistema PALS, se mostrando eficiente para exploração do paralelismo-
OU. Resultados da execução do sistema, que tem como base a plataforma ALS PROLOG
[3], mostraram que o ambiente de cópia é adequado à arquitetura de memória distribuída,
reduzindo overheads significativamente. Tal redução pode ser causada pela minimização das
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atualizações de memórias, que possuem custo significativo nessa arquitetura.
No que diz respeito ao escalonamento, o sistema utiliza uma técnica chamada de divi-
são de pilha, tida como uma evolução das técnicas utilizadas no ambiente de cópia de Muse
e YapOr. Na divisão de pilha, a distribuição de tarefas se realiza no momento da separação,
evitando estruturas de dados centralizadas para escalonar.
3.9 PAN
PAN [45] é um ambiente distribuído de propósito geral e portável para executar pro-
gramas lógicos em paralelo, explorando as paralelizações dos tipos dividir-e-conquistar e
especulativa.
Originalmente publicado em 2002, o sistema combina SICStus PROLOG [7] e PVM
[15] para gerar uma arquitetura distribuída. A exploração do paralelismo se dá por meio
de análises em tempo de compilação, sem interferência do usuário (paralelismo implícito).
De um modo grosseiro, o sistema PAN cria processos estaticamente, que se comunicam por
meio de mensagens síncronas e assíncronas, utilizando primitivas adicionadas à linguagem
PROLOG para controlar a passagem de mensagem e habilitar a sincronização.
O sistema PAN dá suporte ao paralelismo-OU e ao paralelismo-E independente, e,
apesar de a comunicação da arquitetura exigir adição de primitivas, o paralelismo se dá de
forma automática, com a linguagem PROLOG padrão.
3.10 ThOr
Com o crescimento e popularização das máquinas multinúcleos, houve necessidade de
adequar o paralelismo implícito à melhor distribuição dos fluxos entre os núcleos disponíveis.
Threads and Or-Parallelism Unified (ThOr) [12] é uma extensão do sistema YapOr,
com o objetivo de integrar o paralelismo-OU com a biblioteca de multithreading da plata-
forma YAP. A biblioteca de multithreading do YAP consiste basicamente em uma interface
alto nível para POSIX Threads [25].
A exploração de multithreading junto com o paralelismo-OU permite maior escalabi-
lidade do sistema, com uma distribuição mais uniforme das tarefas pelos núcleos de proces-
sadores disponíveis na máquina.
Melhorias foram realizadas no sistema recentemente [19] e, no geral, conseguiram
resultados mais eficientes do que YapOr.
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3.11 Uma comparação
Os sistemas apresentados exploram os paralelismos E e OU de forma implícita em
sua maioria, isso permite que o usuário não tenha preocupação quanto às oportunidades de
paralelismo do programa, o sistema de execução paraleliza seu programa automaticamente.
Alguns sistemas [1, 29, 42] disponibilizam alternativas de anotações adicionais à lin-
guagem padrão, apesar de denominados sistemas de paralelismo implícito. Tais anotações
podem disponibilizar mais funcionalidades ao usuário, porém o código pode ficar estático e
não-portável.
O paralelismo-E independente e modelos que exploram esse paralelismo são os mais
implementados devido à facilidade que proporcionam na interpretação do código.
A arquitetura de memória compartilhada é a mais explorada na área de paralelismo em
PROLOG, porém há sistemas que disponibilizam essa alternativa nas arquiteturas de memória
distribuída.
A Tabela 1 apresenta uma comparação dos sistemas apresentados nesta seção. Na
coluna ’arquitetura’ entede-se por ’MD’ arquiteturas de memória distribuída e ’MC’ arquite-
turas de memória compartilhada.
Tabela 1. Síntese dos sistemas apresentados que implementam paralelismo em PROLOG
sistema ano plataforma paralelismo implementação arquitetura
PEPSys 1988 CProlog explícito E e OU MD
Aurora 1990 SICStus implícito* OU MC
Muse 1990 SICStus implícito* OU MC
Andorra-I 1991 Andorra ambos E e OU MC
&-Prolog 1991 Quintus ambos RAP MC
Opera 1992 MAP implícito* RAP e OU MC
YapOr 1999 YAP ambos OU MC
PALS 2001 ALS implícito OU MD
PAN 2002 SICStus/PVM implícito E e OU MD
ThOr 2010 YAP ambos OU MC
∗ com suporte a anotações
O paralelismo-OU é mais explorado que o paralelismo-E na literatura, pois os resulta-
dos apresentados apresentam melhor desempenho em relação a seus custos. No contexto de
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paralelismo-OU em arquiteturas de memória compartilhada, YapOr e Muse apresentaram os
melhores resultados [38].
A maximização da exploração do paralelismo ocorre somente quando explorados am-
bos os tipos de paralelismo, mas apesar disso, diversos sistemas [30, 1, 29, 39] apresentam
bons resultados explorando apenas um tipo de paralelismo.
O ambiente de cópia implementado inicialmente no sistema Muse, adaptado aos sis-
temas YapOr e PALS, foi uma grande contribuição e permitiu a redução principalmente do
overhead de sincronização entre processos.
Atualmente, com a popularização de máquinas com arquitetura de vários núcleos, o
multithreading tornou-se necessário em plataformas que necessitam expandir seus ganhos de
desempenho nessas máquinas, havendo sistemas que implementaram esse tipo de solução
[12].
4 Conclusão
O paralelismo está presente na computação como um paradigma de implementação, e
é uma área com frutíferos estudos. Nesse contexto, as linguagens lógicas têm mostrado um
gancho potencial para a exploração de paralelismo.
A exploração do paralelismo implícito em PROLOG mostra uma maneira de fazer
paralelismo sem alterações para o usuário, além de dar suporte a todas as aplicações pré-
existentes na linguagem.
Vários conceitos foram abordados neste tutorial, que exemplificam a complexidade da
área de estudo e dos problemas enfrentados. A minimização do overhead ao se paralelizar
as aplicações PROLOG pode ser realizada com diferentes estratégias, dependendo do tipo de
aplicação e de paralelismo desenvolvido.
Uma análise dos sistemas atuais que exploram o paralelismo indica que há sistemas
consolidados que exploram um tipo de paralelismo (caso de YapOr, Muse e Aurora, que
exploram somente o paralelismo-OU) ou em certa arquitetura (PAN e Opera, que executam
em arquiteturas de memória distribuída e compartilhada, respectivamente).
Com a popularização de máquinas com vários núcleos computacionais, PROLOG é
uma alternativa elegante para a exploração de tal paralelismo.
Contribuição dos autores:
Os dois autores contribuíram igualmente para a elaboração de todas as seções.
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