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Let H = -A + V,(lxl) + V(x) be a Schrodinger operator in R”. Here V,(lxl) is 
an “exploding” radially symmetric potential which is at least C* monotone nonin- 
creasing and O(r2) as r+ co. V is a general potential which is short range with 
respect to V,. In particular, V, = 0 leads to the “classical” short-range case (V 
being an Agmon potential). Let A = lim,,, VE(r) and R(z) = (H-z)-‘, 0 < Im z, 
A < Re z < co. It is shown that R(z) can be extended continuously to Im z = 0, 
except possibly for a discrete subset .F‘C (A, co), in a suitable operator topology 
B(L, L *). And L G L2(R”) is a weighted L%pace; H is then absolutely continuous 
over (A, co), except possibly for a discrete set of eigenvalues. The corresponding 
eigenfunctions are shown to be rapidly decreasing. 
I. INTR~OLJCTI~N 
Let H = -A + V,(]x]) + V(x) be a Schrddinger operator in R”. Here 
V,(]x]) is a real radially symmetric potential which is allowed to “explode” 
(i.e., go to -co) at infinity and V(x) is a real potential which is assumed to 
be “short range” with respect to V, (in a sense made precise below). 
Suppose that H has a realization as a self-adjoint operator in L’(R”). We 
are concerned with the behavior of its resolvent in the neighborhood of the 
continuous spectrum. The term “limiting absorption principle” (lap) is used 
to indicate the continuity of the resolvent “down” to the continuous spectrum 
(or some part thereof) in a suitable topology, usually weighted L2 and, of 
course, always weaker than any L2-topology. 
The case V, = 0 corresponds here to the short-range case studied by 
Agmon [ 11. The spherically symmetric case V= 0 was studied in [2]. Our 
results here are based on a perturbation argument applied to the operator in 
[2]. Our class of operators is very similar to the class recently studied by 
Shwartzman [6], where stronger assumptions are imposed on V,, V, and the 
topology used for the lap is weaker. Also, the proof in [6] requires a very 
precise (and complicated) discussion of properties of ordinary differential 
operators, something that is completely avoided in the present study. 
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Another closely related class of potentials was studied by Jiger and 
Rejto [5]. See [2] for a discussion of some of the differences between their 
work and the present one. 
We now proceed to a detailed list of our assumptions on the potentials. 
We set r = 1x1 for the radial coordinate in R” and assume that 
VE(r) = V,(r) + Vs(r), where 
(VEl) I’,(r) E L*(R +),,,c, R + = (0, co), 
(VE2) V,(r) = O(r-‘+‘), E > 0 as r+ 0, IA V,(r)’ rn-’ dt < 03. 
(VLl) V,(r) is monotone nonincreasing. Let /i = lim,,, V,(r). We 
allow II = --co. 
FL21 I VLWl = W2) as r-co. (l-1) 
(VL3) For some positive integer k and some 6 > 0 such that 2ka > 1, 
we have 
VL(r) E CZk(R +), Vlj’(r) . (1 + ) v&)1)-’ = O(Y) 
as r-+ 00, l< j<2k, (1.2) 
(VS) V,(r) = o(r-‘-y, & > 0 as r+ co, where Vy’ denotes the jth 
derivative of V,. 
In the case 6 > f it is enough to take k = 1. Condition (1.2) is then a 
condition on the decay rate at infinity of the first two derivatives of VL and 
is roughly the condition imposed in [5, 61. However, if we allow a slower 
decay rate (6 < 4) we must add the following: 
(VX) If 6 < f then for some 6, > 0 and some c0 > 0 we have 
V;(r) < -cor-80, r> t-0. 
Let H, = -A + VE. It is not difftcult to show (see [3]) that H, is essen- 
tially self-adjoint when restricted to CF(R”), namely that its closure is a self- 
adjoint operator in L*(R”) which we still denote by H,. Let G be the graph 
of H, equipped with the graph norm. It is well known that a sufficient 
condition for the essential self-adjointness of H= H, + V is that 
V: G + L’(R”) be compact. 
However, in order- to obtain the continuity properties of the resolvent 
operator in a neighborhood of the continuous spectrum one needs more than 
just the relative compactness of I? To this end we now introduce weighted 
norms as follows. Let s be a real number and r = q(r) a continuous positive 
-T function on R . For u E Cc(R “) we define the L* and G weighted norms, 
respectively, by 
Il4lf,, =I,. (1 + lx12)s r(lxl) IWl’~9 
(1.3) 
II 4;J.v = IbKn + IIm4lT,,. 
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The completions of CF(R”) under these norms will be denoted, respec- 
tively, by L:,,(R”), G,,,. For s = q = 0 these spaces reduce to L2 and G, in 
which case the indices s, q may be suppressed. 
Note that in the case that VL is bounded, G is precisely Hz, the Sobolev 
space of functions in R” having derivatives in L2 up to second order. In this 
case H, may be replaced by d in the above definition of the norm. 
Our weight function r will depend on the exploding part V,(r) of the 
potential. For /i as given in assumption (VLl) we denote 
A+ =max(ll,O)+ 1. (1.4) 
Rearranging the sum V, + V,, if necessary, we may assume that 
/i ’ > V,(O) > Vr.(r), so that the function 
o(r) = (A + - VL(r))“’ (1.5) 
is well defined, positive, and monotone nondecreasing. 
Let I = [a, p] c (4, co) be a compact interval. For a small q,, > 0 we set 
Q+(I)= {z/a<Rez</?,O< Imz<T],,}, 
d’(I)={z/a<Rez<,&O<Imz<~,). 
(1.6) 
We recall the following result from [2]: let RE(z) = (H, - z)- ‘, z E 0’ (I) 
be the resolvent of H, . Then R E(~) can be extended as a continuous operator 
valued function R:(z) on 6’(l) with values in B(Li “-,, GP,,,), equipped 
with the uniform operator topology, for every u > i. Note that by (1.1) 
Lt,,-[, rs > i, is a dense subspace of L2(R”). In particular, H, is absolutely 
continuous in I. 
Our assumption on the potential V can now be formulated as follows: 
(V) For some E > 0, the mapping u -+ (1 + ]x])‘+‘VU is compact from 
G,,,(R”) into L:,,-,(R”) for every real t. 
Remark 1.1. By condition (1.1) it follows in particular that V is 
compact from G into L2. Thus H = H, + I’ is essentially self-adjoint when 
restricted to CT(R “). 
Remark 1.2. Assumption (V) reflects the notion of the “short-range” 
character of V with respect to I’, (or HE). In the case V, I 0 (i.e., 
w = const.) V reduces to the short-range potential studied by Agmon [ 11. In 
this case, it suffices to assume (V) for t = 0 only, since u + (1 + ]x]‘)“” is a 
bijection of Hf on Hi. In the general case, condition (V) is satisfied provided 
that the following pointwise estimate holds true: 
lfwl~c (1 +lxl)“&’ 
(1 + I ~L(lxlI)“’ E, > E 
. 
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This follows easily from Rellich’s compactness theorem. Indeed, elements of 
G are locally HZ by standard interior elliptic estimates. 
In the next section we discuss the behavior of R(z) = (H-z)-‘, 
z E R+(Z), when Im z --t 0. It will be seen that, apart from a possible discrete 
set of eigenvalues, R(z) can indeed be extended continuously using the same 
topology as that used for RE(z). Our main lemma, proved in Section 3, 
asserts that eigenfunctions associated with the isolated eigenvalues in (/1, co) 
are rapidly decaying. 
II. LIMITING ABSORPTION PRINCIPLE 
We retain the notation H = H, + V for the unique self-adjoint realization 
of H/C;(R”) ( see Remark 1.1). Let Q’(Z) be as in (1.6) and 
R(z)= (H-z)-‘, z E R+(Z). We denote by R E+(z), z E d+(Z), the operator 
obtained by extending R,(z) continuously in B&z,,-,, G-,,,), where u > f 
satisfies 20 < 1 + E, E as in assumption (V). Since multiplication by V is 
compact from G-,,, into L:,,-,, the operator valued function 
T(z) = R z(z)V is continuous from 8’ (Z) into the compact operators on 
G-,,, (equipped with operator norm topology). For z E Q’(Z) we have the 
resolvent relation 
(Z + T(z)) R(z) = R(z) + RE(z) VR(z) = RE(z). 
Let X be the set of eigenvalues of H in the interval I. 
(2.1) 
THEOREM 2.1. ./I’” is at most a finite set. The operator valued function 
z + R(z) E W:,,-1, GL,,,) can be extended continuously to 6’ (Z)w. Zf u 
eigenfunction associated with an eigenvalue A EM, then 
; +~~l,‘u(x) E H’(R”)fir every real s. 
ProoJ: Following Agmon [I], we study the invertibility of Z + T(z) in 
d’(Z). For nonreal z, 
CF(R”) s Range RE(z) c Range(Z + T(z)), 
so that the range of Z + T(z) is dense in G-,,,. Since T(z) is compact, the 
Fredholm theory implies that Z + T(z) is invertible. 
Suppose now that Z + T(A) is not invertible for some A E I. By the 
compactness of T(A) there exists a function u E GP,,, such that 
u = -T(A)u = -R E’(A) Vu. (2.2) 
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LEMMA 2.2. If u satisfies (2.2) then u E G,,,(R”) for every real s. In 
particular, u is an eigenfunction of H and for every real s there is a constant 
c, which depends only on s (and Z and the operator) such that 
(2.3) 
The proof of Lemma 2.2 is given in the next section. Using this lemma, the 
conclusion of the proof of the theorem is standard. Indeed, for s > 0 the 
inclusion map i: G,,, + L * is compact (Rellich’s theorem), so that (2.3) 
implies that the (normalized) set of functions satisfying (2.2) is precompact 
in L*(R”). Since they are all eigenfunctions of a self-adjoint operator, this set 
must be finite. Thus, outside of a finite set _,t ‘s I, (I+ T(A))-’ exists in 
G -,,,(R”) and therefore the operator valued function (I+ r(z))-’ is 
continuous in n”(Z)\,K Then by (2.1) we see that R(z), too, is continuous 
there. In particular, if ,4 E fi 4- the function (R(z)f, f) is continuous in a 
neighborhood of A for every f E CF(R”), so that 1 is contained in the 
absolutely continuous part of the spectrum of H. The only possible eigen- 
values are contained in .4 -. 
Let A E L4” be an eigenvalue, u the corresponding eigenfunction. Since V is 
H,-compact it follows that u E G s G-,,, so that for some u > 4, 
vu EL& ,(R”). If z = A + id, 6 > 0, we have (H, - z)u = (A- z)u - Vu, 
u = (1 -z) R,(z)u - RE(z) Vu, 
or 
u + RE(z) Vu = -iSR,(z)u. 
As 6 + 0, the left-hand side converges in G-,,, to u + R,f (A) Vu, whereas 
the right-hand side is bounded in L*(R”) (6 llR,(,l + iS)ll < 1). Thus 
u+R,f@)VuEL*(R”) and satisfies the equation (H, - 1)~ = 0; A E I is 
not an eigenvalue of H, so u = -R ,‘(A) Vu. Lemma 2.2 can now be applied 
to the effect that u is a rapidly decaying function in the sense of (2.3). 
Remark 2.3. Note that by Eq. (2.1) the range of R + (z), the extension of 
R(z) to d ’ (1)kH is contained in the range of R ,’ (z). Hence, the functions in 
range R ‘(z) satisfy the radiation condition that characterizes Rb([2]) or, 
otherwise stated, are all “outgoing functions” [ 11. 
III. PROOF OF LEMMA 2.2 
In what follows it will be convenient to denote 
F = -Vu E L&m,(R”), 1<2a<l+&. (3.1) 
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Let S”-’ be the unit sphere in R” and set X=L2(S”-‘). It is well known 
that the unitary transformation U: L*(R”) + L2(R ‘, X) given by 
(Ug)(r, 8) = r(” - 1)‘2g(re), (3.2) 
transforms L 2(R “) into a direct sum JJj @ Mj of reducing subspaces of HE. 
As a matter of fact, we have 
2 
UH, U-’ = - $ + B(r) + VE(r), (3.3) 
where B(r) = --re2@- (n - l)(n - 3)/4), 2 being the Laplace-Beltrami 
operator in S”-’ and V,(r) is the multiplication operator by VE(r) in S”-‘. 
Furthermore, the restriction Hj = UH, U-‘/Mj is given by 
Hj=-~+;ti- (n - I)@ - 3) 
4 
+ VE(r) 3 (3.4) 
where ,uj is the jth eigenvalue of -2; Hi is a self-adjoint operator in L 2(R + ) 
when supplemented with boundary condition zero at r = 0 (for n > 3, see 
[41)* 
Corresponding to this decomposition we have, in an obvious way, 
F=x @Fj, lG~@Uj, 
j .i 
R E’(Z) = C 0 R :,j(Z>, (3.5) 
uj = R g,j(k) F;. , (3.6) 
where 
and 
Uj E G-,,,(R+), Fj E L;,,+(R +), 
R;,j E B(L:,,m, (R+), G-,,,@+D 
As was shown in [3], the continuous operator valued function z -+ R i,j(z) 
is given by a kernel Kj(s, t; z) which is a continuous function on 
R+ x R’ X d+(Z), namely, 
R E+,j(Z)f(t) = i” Kj(S, t; Z)f(s> ds; (3.7) 
0 
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Kj is explicitly given by 
Kj(S, ti Z) = Wl,j(S, Z) Wz,j(t, Z>, 
= V2,j(sY ‘1 Wl,jCtY ‘1, 
s < t, 
(3.8) 
s > t. 
The vi ,j, wZ,j are continuous on R + X fi’ (I) and solve the equation 
k= 1,2. (3.9) 
In addition, we have 
Vl,j(O, z> = O, zEd’(Z), (3.10) 
for r> 1, AEI, 
for a certain constant c (which of course may depend on j) and w as defined 
in (1.5). 
We now recall some facts concerning the spectral representation of Hj. 
Since Hj is absolutely continuous and of multiplicity one in (A, co), it can be 
“diagonalized” by an eigenfunction expansion which establishes a unitary 
equivalence of Ej(A, co) L*(R ‘) (Ej being the spectral projection associated 
with Hj) and L*(A, co) (see [4] for more details). This equivalence is given 
by 
Ej(A, co) g -+ lim T-a: ju’ g(s) vj(s, cl> ds = J%P), (3.12) 
where 
qjCsY P> = c@> v/1, jCs9 ill>' (3.13) 
For gE L,!, ,-,(R’), (T > $, it follows from (3.11t(3.13) that 
g(S) (Dj(S, P) E L”(R ’ > and the bounded convergence theorem implies that 
&,u) is continuous on (A, co). In this case we have also that 
f (Ej(--oO, iU> g, g) = aIm@Z,jG) gy g> = Ik?cU>l*~ (3.14) 
where ( , ) is the scalar product in L ‘(R ’ ) and is well defined for the middle 
term since g E Li,,- ,(R ‘) implies R i,j&) g E L?,,,(R +). 
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We now go back to relations (2.2) and (3.6). With F defined by (3.1) we 
obtain 
Im(R ,‘(A)F, F) = -Im(u, VU) = 0. (3.15) 
Obviously, 
(R E’ (‘IF> F) = 2 (R E’,j(n> Fj 9 Fj), 
and since for every self-adjoint operator S we have Im((S - z)-‘h, h) 2 0 if 
Im z > 0, the last equality and (3.15) imply 
Im(R ,‘, j(A) Fj, Fj) = 0 for all j; (3.16) 
r;iELi,,-,(R+) and, therefore, by (3.14) and (3.16) we obtain the “trace 
relation” 
~j(~) =i~ F~(s) (Dj(S, n) do =im F~(s) ~l,j(~, n) dS = 0, (3.17) 
0 0 
and the representation (3.7), (3.8) now takes the form 
R ,‘,j(n> F,(t) = --V/z,j(t, 1) /mFj(s) v/l ,j(S, A> ds t 
(3.18) 
We now prove the following assertion. If u satisfies (2.2) and 
u E G,,,(R “) for some 19 > - u then for every j, 
uj E G~+y,u(R+h (3.19) 
for 0 < y < E (E as in assumption (V)). 
Indeed, by assumption (V) we have that 
F= -Vu E L;+,+c,,-,(R”) 
or 
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Using (3.11) and (3.18) we estimate for t>/ 1, 
I uj(r>l = I R ,', jtn> Fj(t>l 
112 
< co(t) ~ "z 
(1 + S)2(1+e+E) w(s)-’ IFj(s)12 ds 
(1 + s)-~(‘+~+~) dr) 
112 
so that 
~Cco(t)-"2 ((Fjl(B+l+E,w~l ' (1 + t)-1'2-6--E, 
W(t)“%j(t)(l + t)@+% P(R +>. 
Observe now that since w(r) = O(r) we have 
FjEL~+I+,.,~,(R+C)EL~+,,,(R+t)cL~+y,w(R+), 
so that uj E GO+y,w (R + ), which establishes (3.19). 
Differentiating (3.18) with respect to t we get 
(3.20) 
du. dV/q j2=----L. 
dt I’ 
m dV/,j Oc 
dt t 
I;j(S> Wl,j(s, A> ds + ~j F,(s) V/z,j(s, A> ds. 
t 
Using (3.11) one more we have now that 
o(t) - “2 2. (1 +t)O+yEL*(R+). 
Had the constant c been independent of j, we could have deduced 
immediately that u E L2 O+y,w(Rn). Since this is by no means obvious, we 
must proceed as follows. Using the representation (3.3), the relation (2.2) 
can be written in L 2(R +, X) as 
- -$ + B(r) + V,(r) - 1 u = F. (3.21) 
Take the scalar product (in X) of this equation with u and integrate from 0 
to r to obtain 
= Im(F, u)~ = 0. 
X 
(3.22) 
Since 1 > a > A = lim,,, V,(r), there is no loss of generality if we assume 
thatA--V,(r)>O,rER+. 
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For a finite J let x, be the projection on 
implies, in particular, 
c - $ + B(r) + V,(r) -1  
Cf=, 0 Mj. Equation (3.2) 
u.f=F.JJ, (3.23) 
where uJ=xJu, FJ=xJF. From (3.20) we have that u,E Li+y,w(R+,X), 
du,/dr E Li+y,o-,(R+, X). 
We now need a transformed version of Eq. (3.23) which is constructed in 
[2]. We mention here briefly some of the points connected to this transfor- 
mation. 
A new coordinate r E R + is introduced, such that d< = Q dr; Q is a 
positive nondecreasing function which satisfies 
(9 c;‘W) < Q(r) < coM-), c0 > 0 uniformly for A E I, (3.24) 
(ii) I Q'(r)1 G co Q<r>(l + r>-“. 
With r replaced by <, Eq. (3.23) is transformed into (see Eq. (2.13) in 121) 
-$ (+I,)-jQj+iv,) +++Pv,=Q-‘/‘F,, (3.25) 
where 
%=diL (3.26) 
P(<(r)) = 0((1 + r)-‘-‘IQ-‘) some&, >O. (3.27) 
Note that by (3.24), (3.26), (3.27) we have 
lI~%lls+y+ 1 G c II ~JIl~,o G c II4le,w~ (3.29) 
IIQ-“‘Frll,.,,, G lI~~lle+~+~.w~~~~II~/l~,~,w~ (3.30) 
In order to obtain (3.29) we had to restrict y further, namely, y < E,. Also, 
the generic constant c in the above estimates is independent of J. 
Take the real part of the scalar product (in X) of (3.25) with 
(d/d<) vJ - iv, to obtain (here /I /lx denotes the norm in X=L2(S”P’)) 
+Re 
dv 
Q-‘I’F,,---iv, 
& 
. (3.3 1) 
X 
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Noting that (d/dr) B(r) = -(2/r) B(r) we have 
Multiply (3.31) by (1 + r)2(0+y)+’ and integrate over [0, T] (with respect 
to r). Taking into account the last equality as well as (3.29) (3.30) we 
readily obtain 
(e+y+f)lr(l +r)2(0ty) i~~-i~,l~~ dr 
0 x (3.32) 
+ joT II%-> 1/2vJII:Q-2(1 +r)2(e+Y)+’ 
: $- “:l:- dr 
I 
dv, G c Ilk9,w z-iv.! II II + (1 + T)2w+Y)+’ @+Y II s - iv,(T) il 
2 
. 
X 
Here we have used the fact that Q’(r) > 0 to conclude - d/dr Q-’ > 0. By 
P.‘W, 
2 
liy&f(l+ 7)2(B+y)+1 
II II 
= 0. 
+ X 
Also, since 19 > -u and 0 < cr - i is arbitrarily small, we may assume 
e+y+;>o. 
Assume first that 8+ y < f. Using an appropriate sequence T,+ 00 in 
(3.32) we conclude 
(3.33) 
where c is independent of J. So by letting J+ co and noting (3.22) and 
(3.26) we conclude that 
1141 e+y.w G c II &,&w~ (3.34) 
But we have seen already that 
FEL~+,+,,,~IEL~+,,,cL~+y,w’ 
Hence, 
II4 c,e+y,w G c II4lc,e,w* (3.35) 
Using the same y > 0, the process can now be repeated as long as 
19 + y < 4. In particular, u is an L2-eigenfunction of H that satisfies 
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Ilull G,y,w < c )I u/lo. As was shown in Section 2, this suffices to conclude the 
proof of Theorem 2.1. 
Lemma 2.2 has thus been proved for s = f. In order to prove it for all real 
s, we will have to restrict further our “jump parameter” y. We assume 
(3.36) 
We conclude the proof of the lemma by proving the following. Suppose 
u E G,,, and du/drE Li,,-,, s > $, then u E Gs+y,w and du/dr E Li+,,-,. 
Multiplying Eq. (3.21) by (1 + r)S we have 
-~((l+r)‘u)+B(r)((l+r)‘u)+(Y,(r)-l)(l+r)’u 
=-(I +r)SVu-22s(l +I)‘-I$-s(s- l)(l +y)S-%=F,. (3.37) 
We denote u, = (1 + T)‘U and set, as in (3.23), 
Ul,J = XJUT F,,J=x.J,. 
Using an argument analogous to the one leading to (3.19) we have 
(1 + r)YU,,j E Li,,(R +), 
dul j 
(1 + r>’ dr 2 E L&(R +>. (3.38) 
Note also that 
IIU +~)S~~lIlty,w-I~II~~lIl+stE,W~~~CII~lIC,S,W~ 
IU + ~)s-24 1+y,w-‘G l141sty-l,w-~ G II&m‘J- 
(3.39) 
We now transform Eq. (3.37) in the same way we used to obtain (3.25). 
We get 
- iv,,J) + (y + p) vl,J= Q-“2F~,~~ 
(3.40) 
where v,,~ = & u,,~. By (3.38) we have 
where in the first inequality c, depends, in general, on J. 
SCHRGDINGER OPERATORS 339 
By (3.39) we have also 
IIQ-“‘xJ[-(l +r)“Vu-s(s- l)(l +~)s-2~]~~~+y~C~~~llc,s,w~ (3.42) 
where c is independent of J. 
As in (3.31), (3.32) we take the real part of the scalar product of (3.40) 
with ((d/de) u1 ,J - iv I ,J), multiply by (1 + r)*)” ’ and integrate over [0, T] to 
obtain 
i’ Ii 2 +y T(l +r)2y II II -$u,,,-i~,~~~I’dr X 
+ o’ JJB(r)“*v 
.i 
,,JJ]~Q-2(1 +r)‘Y+’ +- ‘;:/,2) dr 
L I 
G C(rl) I/u II2 G.,,,,+v!~(~ +r)2y go,,.,-iv,,, 
I( I( 
2 
dr 
X 
+ (1 + q2y+’ 
1( 
L,,,-iv,,J 
2 
& 1 /I 
(T> 
X 
- 2s Re loT(l +r)2ytsQ-“2 [s,$u,,,-ic,,,jxdr. (3.43) 
In order to estimate the last term in (3.43) we note first that 
d 
drv 
- $ d/dr(@( 1 + r)‘uJ) 1.J - 
=- b /~(l+rY+~s(l+r)‘~Ij U, 
+iG 
-----(I +r)‘$=K, +K,. (3.44) 
By (3.24)(ii) and (3.36) we have 
1 (%q 1 < c(1 + r)S-2yw(r)~“2 IIu/Ix $ II /I , X 
i 1 
$,K* 20, 
(3.45) 
X 
where c is independent of J. 
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Take the scalar product (in X) of Eq. (3.23) with uJ and integrate from 0 
to r to obtain (compare (3.22)) 
Hence, 
Re(1 + I)‘+‘~ 2s+2y I/u [lx 11 Vu IJx = h(r). (3.46) 
Our assumption u E G,,, now implies 
v~EL:+,+,,,~lcLS+,,,cL~+2y,w, (3.47) 
so that h(r) E L’(R+). Now using (3.22) and the bounded convergence 
theorem we deduce 
Re(1 + r)‘+‘” Q-II2 ($, -iu,,J] dr = 0. (3.48) 
.Y 
Putting together (3.44k(3.45) we conclude 
Note that by (3.41), 
2 
li~~f(l + q2,+’ 
Ii! 
$u,,J-ir,,J 
lli 
= 0. 
+ X 
So that letting T -+ co in (3.43) along an appropriate sequence and then 
letting J+ co and observing (3.48) we get 
which by (3.22) and the definition of V, implies immediately 
But Vu E L:+y,w, hence, u E Gs+y,w. Estimate (2.3) now follows readily 
from the last inequality. This concludes the proof of Lemma 2.2. 
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Remark 3.1. Observe that relation (3.17) was our starting point in 
proving the lemma. This is our analogue for the observation made by 
Agmon [I] for the short-range case that the trace of F, in this case the 
ordinary Fourier transform of F, vanishes on the sphere ]r]* = II. A relation 
analogous to (3.17) is used also by Shwartzman [6]. 
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