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ON THE QUADRATIC VARIATION OF THE MODEL-FREE PRICE
PATHS WITH JUMPS
LESIBA CH. GALANE, RAFAŁ M. ŁOCHOWSKI, AND FARAI J. MHLANGA
Abstract. We prove that the model-free typical (in the sense of Vovk) càdlàg price paths
with mildly restricted downward jumps possess quadratic variation which does not depend
on the specific sequence of partitions as long as these partitions are obtained from stopping
times such that the oscillations of a path on the consecutive (half-open on the right) intervals
of these partitions tend (in a specified sense) to 0. Finally, we also define quasi-explicit,
partition independent quantities which tend to this quadratic variation.
1. Introduction
In this paper we deal with several properties of the quadratic variation of model-free, càdlàg
price paths and integrals driven by such paths. In [12] Vovk proved the existence of quadratic
variation of càdlàg price paths with mildly restricted jumps (along the sequence of so called
Lebesgue partitions). In [6] this result was generalised and the existence of quadratic variation
along the same sequence of Lebesgue partitions of càdlàg price paths with mildly restricted
downward jumps was proven (this in particular proves the existence of quadratic variation of
non-negative càdlàg price paths). Having these results in hand and a pathwise version of the
BDG inequality proven in [1], it became possible to define a stochastic integral along càdlàg
price paths with mildly restricted downward jumps for broad class of integrands. Moreover,
there were also proven some continuity results for such integrals. Other approach for integra-
tors with jumps whose absolute or relative size is bounded by some constant, was presented
in [13]. In [13] (see also [14]) there was also introduced a very interesting notion of uniform
on compacts quasi-always (ucqa) convergence, which roughly means that the trader becomes
infinitely rich immediately after the convergence ceases to hold. Unfortunately we were able
only to prove rather weak modes of convergence, for which continuity results (like Theorem 5
and Corollary 6) were available.
Since the existence of quadratic variation of price paths in model-free finance is of utmost
importance (also in practical sense, as it corresponds to the well known notion of realized
volatility), it is problematic that this fundamental object a priori depends on the choice of
partitions. Fortunately, using the mentioned continuity results for model-free integrals, in this
note we prove the independence of the quadratic variation of model-free price paths as long
as the partitions are obtained from stopping times. This result is analogous to the results
obtained for continuous (model-free) price paths by Vovk and Shafer in [14], for continuous
semimartingales by Davis, Obłój and Siorpaes in [3] and for càdlàg semimartingales in Cont
and Fournie´ [2]. Further, we prove another, partition-independent formula for the quadratic
variation of model-free price paths with jumps in terms of the truncated variation. Finally,
we deal with possibility of the extension of this formula for deterministic càdlàg functions
possessing quadratic variation along some sequence of (refining) partitions in the sense of
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Fo¨llmer. We start with a technical result, which will be used in the sequel — integration by
parts formula for model-free price paths perturbed by an adapted, finite variation path.
2. Notation, definitions and continuity of model-free, pathwise integrals
Let d ∈ {1, 2, . . .} , T ∈ (0,+∞) , N = {1, 2, . . .}, N0 = N ∪ {0}, Z be the set of all integers
and R+ = [0,+∞) . For a topological space E we will denote by D([0, T ], E) the space of all
càdlàg functions ω : [0, T ] → E . Now let ψ : R+ → R+ be some non-decreasing function. We
equip Rd with l2 norm |·| and consider the underlying space Ω which is a subset of the set
Ωψ ⊂ D
(
[0, T ],Rd
)
of càdlàg functions with mildly restricted jumps directed downwards, that
is ω = (ω1, . . . , ωd) ∈ Ωψ if for i = 1, . . . , d it satisfies
∆ωi(t) := ωi(t)− ωi(t−) ≥ −ψ
(
sup
s∈[0,t)
|ω(s)|
)
, t ∈ (0, T ],
where ωi(t−) := lims→t, s<t ω(s).
The following sample spaces are examples of Ω:
(1) Ωc := C([0, T ],R
d), the space of all continuous functions ω: [0, T ]→ Rd,
(2) Ω+ := D([0, T ],R
d
+), the space of all non-negative càdlàg functions ω: [0, T ] → Rd+
(here ψ(x) = x),
(3) Ω˜ψ which is defined as the subset of all càdlàg functions ω: [0, T ]→ Rd such that
|ω(t)− ω(t−)|≤ ψ
(
sup
s∈[0,t)
|ω(s)|
)
, t ∈ (0, T ],
and ψ:R+ → (0,∞) is a fixed non-decreasing function.
A detailed financial interpretation of the last space can be found in [12] and a generalization
of this space allowing for different bounds for jumps directed upwards resp. downwards was
recently introduced in [13].
Ω will be our sample space and for each t ∈ [0, T ] , F◦t is defined to be the smallest σ-
algebra on Ω that makes all functions ω 7→ ω (s) , s ∈ [0, t] , measurable and Ft is defined
to be the universal completion of F◦t . An event is an element of the σ-algebra FT . Stopping
times τ : Ω → [0, T ] ∪ {∞} with respect to the filtration (Ft)t∈[0,T ] and the corresponding
σ-algebras Fτ are defined as usual. S is the coordinate process, i.e. St (ω) := ω (t) .
Now a process H : Ω× [0, T ] → Rd is called a simple strategy if there exist stopping times
0 = τ0 ≤ τ1 ≤ . . . and Fτk -measurable bounded functions hk : Ω → Rd, k ∈ N0, such that for
each ω ∈ Ω, τK (ω) = τK+1 (ω) = . . . ∈ [0, T ] ∪ {∞} from some K ∈ N0 on, and
Ht (ω) = h0 (ω) 1{0} (t) +
+∞∑
k=0
hk (ω)1(τk(ω),τk+1(ω)] (t) .
In what follows, when τ is a stopping time and ω ∈ Ω we will often write τ instead of τ(ω).
For the simple strategy H the corresponding integral process
(1) (H · S)t(ω) :=
∞∑
k=0
hk(ω) · (Sτk+1∧t(ω)− Sτk∧t(ω)) =
∞∑
n=0
hk(ω) · Sτk∧t,τk+1∧t(ω)
is well-defined for all ω ∈ Ω and all t ∈ [0, T ]; here ” ·” denotes the scalar product on Rd and
Su,v := Sv − Su for u, v ∈ [0, T ]. The family of simple strategies will be denoted by H. For
λ > 0 a simple strategy H will be called (strongly) λ-admissible if (H · S)t(ω) ≥ −λ for all
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ω ∈ Ω and all t ∈ [0, T ]. The set of strongly λ-admissible simple strategies will be denoted by
Hλ.
Definition 1. Vovk’s outer measure P of a set A ⊆ Ω is defined as the minimal superhedging
price for 1A, that is
P(A) := inf
{
λ > 0 : ∃(Hn)n∈N ⊆ Hλ s.t. ∀ω ∈ Ω : lim inf
n→∞
(λ+ (Hn · S)T (ω)) ≥ 1A(ω)
}
.
A set A ⊆ Ω is called a null set if it has outer measure zero. A property (P) holds for typical
price paths if the set A where (P) is violated is a null set.
This definition differs slightly from original Vovk’s definition (see for example [11]). A
detailed account on the difference of the original Vovk’s outer measure and the just defined
measure is presented in [9, Subsection 2.3]. However, since we will need here some continuity
results of the model-free integrals which were obtained for the just defined outer measure, we
will use this measure instead of original Vovk’s outer measure.
Let us now introduce the notion of nth Lebesque partition πn, n ∈ N, which we will use in
the sequel. For n ∈ N we define Dn := {k2−n : k ∈ Z}. For f ∈ D ([0, T ],R), πn(f) consists
of points in time at which the path f crosses (in space) a dyadic number from Dn which is not
the same as the dyadic number crossed (as the last number from Dn) at the preceding time.
This idea is made precise in the following definition.
Definition 2. Let n ∈ N and let Dn be the n generation of dyadic numbers. For f ∈
D ([0, T ],R) its nth Lebesgue partition πn(f) := {πnk (f) : k ∈ N0} is given by the sequence
of times (πnk (f))k∈N0 inductively defined by
πn0 (f) := 0 and D
n
0 (f) := max{Dn ∩ (−∞, S0(f)]},
and for every k ∈ N we further set
πnk (f) := inf{t ∈ [πnk−1(f), T ] : Jf
(
πnk−1(f)
)
, f(t)K ∩ (Dn \ {Dnk−1(f)}) 6= ∅},
Dnk (f) := argminD∈Jf(πnk−1(f)),f(π
n
k
(f))K∩(Dn\{Dnk−1(f)})|D − f (π
n
k (f)) |
with the convention inf ∅ =∞ and Ju, vK := [min (u, v) ,max (u, v)].
Next we define the sequence of Lebesgue partitions for d-dimensional càdlàg function ω ∈ Ω.
Definition 3. For n ∈ N and ω ∈ D ([0, T ],Rd) its Lebesgue partition πn(ω) := {πnk (ω) :
k ∈ N0} is iteratively defined by πn0 (ω) := 0 and
πnk (ω) := min
{
t > πnk−1(ω) : t ∈
d⋃
i=1
πn(ωi) ∪
d⋃
i,j=1,i 6=j
πn(ωi + ωj)
}
, k ∈ N,
where ω = (ω1, . . . , ωd) and πn(ωi) and πn(ωi + ωj) are the Lebesgue partitions of ωi and
ωi + ωj as introduced in Definition 2, respectively.
By [12, Lemma 3] we know that for n ∈ N, πn defined in Definition 3 is indeed a family of
stopping times and by [6, Corollary 3.11] (and [12] for Ω = Ω˜ψ) we know that for typical price
path ω ∈ Ω the sequence of discrete quadratic (co)variations along the sequence of Lebesgue
partitions:
(2) Qi,j,nt (ω) :=
∞∑
k=1
Siπn
k−1
∧t,πn
k
∧t(ω)S
j
πn
k−1
∧t,πn
k
∧t(ω), t ∈ [0, T ],
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converges for i, j = 1, 2, . . . , d in the uniform topology to some (càdlàg) function [0, T ] ∋ t 7→
[Si, Sj ]t(ω) which we will call the quadratic (co)variation of S
i and Sj .
We will use the following notation: |[S]T (ω)| =
(∑d
i,j=1[S
i, Sj ]2T (ω)
)1/2
.
For Z : Ω× [0, T ]→ Rr (r = 1, 2, . . .) let us define
‖Z (ω)‖∞ := sup
0≤t≤T
|Zt (ω)| ,
where |·| denotes the l2 norm on Rr. Following [6] we will identify two processes X,Y :
Ω× [0, T ]→ Rr if
P (ω ∈ Ω : ‖X (ω)− Y (ω)‖∞ > 0) = 0.
This defines an equivalence relation, and we will write L0 (R
r) (or L0 in short) for the space
of its equivalence classes. We equip the space L0(R
r) with the distance
(3) d∞(X,Y ) := E[‖X − Y ‖∞∧1],
where E denotes an expectation operator defined for Z: Ω→ [0,∞] by
E[Z] := inf
{
λ > 0 : ∃(Hn)n∈N ⊆ Hλ s.t. ∀ω ∈ Ωψ : lim inf
n→∞
(λ+ (Hn · S)T (ω)) ≥ Z(ω)
}
.
It can be shown that (L0(R
r), d∞) is a complete metric space and (D(Rr), d∞) is a closed
subspace, where D(Rr) are those processes in L0(Rr) which have a càdlàg representative.
Definition 4. We will say that a sequence of Xn ∈ L0 converges in the outer measure P on
a set A ⊂ Ω to X ∈ L0 if for any ε > 0
lim
n→+∞
P (ω ∈ A : ‖Xn (ω)−X (ω)‖∞ > ε) = 0.
For q,M > 0 let us now define
Ωq,M := {ω ∈ Ω : |[S(ω)]T |≤ q, ‖S(ω)‖∞ ≤M} .
It is easy to see that if for any q,M > 0, Xn converges in outer measure P on the set Ωq,M
to X ∈ L0 then X is unique. For fixed q,M > 0 let us now introduce the (pseudo-)distance
d∞,q,M on L0 which is given by
d∞,q,M(X,Y ) := E[‖X − Y ‖∞∧1Ωq,M ].
Now let us define for some fixed ǫ ∈ (0, 1) the following metric on L0
(4) dǫ∞,ψ(X,Y ) :=
∞∑
n,m=1
2−(n/2+m)(1+ǫ)(ψ(2m) ∨ 2m)−1d∞,2n,2m(X,Y )
One of the main results of [6] is the following (see [6, Theorem 4.2]).
Theorem 5. There exists two metric spaces (H1, dH1) and (H2, dH2) such that the (equiva-
lence classes of) step functions (simple strategies) are dense in H1, H2 embedds into D(Rd)
and the integral map I:H 7→ (H · S) =
(´
(0,t]HsdSs
)
t∈[0,T ]
, defined for simple strategies
in (1), has a continuous extension that maps (H1, dH1) to (H2, dH2). Moreover, one has the
following continuity estimate
(5) dǫ∞,ψ((F · S), (G · S)) . d∞(F,G)1/3,
and one can take dH1 = d∞ and dH2 = d
ǫ
∞,ψ (defined in (4)).
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The metric space (H1, dH1) can be chosen to contain the left-continuous versions of adapted
càdlàg processes (see [6, Remark 4.3]). If we replace the filtration (Ft)t∈[0,T ] by its right-
continuous version, we can define (H1, dH1) such that it contains at least the càglàd adapted
processes and, furthermore, such that if (Fn)n∈N ⊂ H1 is a sequence with supω∈Ω‖Fn(ω) −
F (ω)‖∞→ 0 as n→ +∞, then F ∈ H1 and there exists a subsequence (Fnk) with
lim
k→∞
‖(Fnk · S)(ω)− (F · S)(ω)‖∞= 0
for typical price paths ω ∈ Ω. By [6, Corollary 4.9] and (5) we also get
Corollary 6. For a, q,m,M > 0 and any H ∈ H1 one has
P({‖(H · S)‖∞≥ a} ∩ {‖H‖∞≤ m} ∩ {|[S]T |≤ q} ∩ {‖S‖∞≤M})
≤ (1 + 3dM + 2dψ(M))6
√
q + 2 + 2M
a
m.
3. Quadratic variation of model-free càdlàg price paths
3.1. Integration by parts formula for model-free price paths. The existence of qua-
dratic variation for typical ω ∈ Ω in the sense outlined in the previous section is equivalent
to the existence of quadratic variation in the sense of Norvaiša [12, Proposition 3]. This also
allows (see [12, Sect. 7]) to apply Föllmer’s pathwise Itô formula [4] for typical price paths in
Ω and in particular to define the pathwise integral
´
(0,T ] f
′(ω (s−))dω (s) (along the sequence
of the Lebesgue partitions) for f ∈ C2 (Rd,R) when d = 1. To define the pathwise integral´
(0,T ]∇f(ω (s−))dω (s) when d = 2, 3, . . . and f ∈ C2
(
R
d,R
)
or f is even more general, path-
dependent functional, one may use results of Cont and Fournié [2]. We also have the following
result which we will use to prove the next lemma.
Lemma 7. Let ω, ω˜ : [0, T ]→ R be two càdlàg paths. Assume that ω˜ has finite total variation
and let us consider two integrals
(1) the integral
´
(0,T ] ω (t−)dω˜ (t) understood as the Lebesgue-Stieltjes integral (with re-
spect to the measure dω˜ given by dω˜(a, b] := ω˜ (b)− ω˜ (a));
(2) the integral (F )
´
(0,T ] ω (t−)dω˜ (t) understood as Föllmer’s integral along the sequence
of partitions (τn)n∈N such that for n ∈ N, τn contains nth Lebesgue partition of the
path ω, i.e.
(F )
ˆ
(0,T ]
ω (t−) dω˜ (t) := lim
n→+∞
kn∑
i=1
ω
(
τni−1
) {
ω˜ (τni )− ω˜
(
τni−1
)}
,
where τn :=
{
0 = τn0 < τ
n
1 < . . . < τ
n
kn−1
< T = τnkn < +∞ = τnkn+1 = τnkn+2 = . . .
}
and
πn(ω) ⊂ τn.
These two integrals coincide, provided that the latter exists.
Proof. Step 1. First, let us notice that for any ε > 0 we may uniformly approximate ω by a
step function
ωε (t) :=
N∑
i=1
ω (ti−1)1[ti−1,ti) (t) + ω (T )1{T} (t) ,
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where 0 = t0 < t1 < . . . < tN = T, such that
‖ωε − ω‖∞ ≤ ε.
To obtain such ωε we simply define t0 := 0, ti := inf {t > ti−1 : |ω (t)− ω (ti−1)| > ε} for
i = 1, 2, . . . such that ti−1 < +∞ (we apply the convention that inf ∅ = +∞) and N :=
max {i ∈ {1, 2, . . .} : ti−1 < T} .
Step 2. We have the estimate∣∣∣∣∣
ˆ
(0,T ]
ω (t−)dω˜ (t)−
ˆ
(0,T ]
ωε (t−)dω˜ (t)
∣∣∣∣∣
≤
ˆ
(0,T ]
|ω (t−)− ωε (t−)| |dω˜ (t)|
≤ ε
ˆ
(0,T ]
|dω˜ (t)| = εTV(ω˜, [0, T ]) ,(6)
where TV(ω˜, [0, T ]) denotes the total variation of ω˜. Moreover
ˆ
(0,T ]
ωε (t−)dω˜ (t) =
N∑
i=1
ωε (ti−1) (ω˜ (ti)− ω˜ (ti−1)) .
We also have ∣∣∣∣∣
kn∑
i=1
ω
(
τni−1
) {
ω˜ (τni )− ω˜
(
τni−1
)}− kn∑
i=1
ωε
(
τni−1
) {
ω˜ (τni )− ω˜
(
τni−1
)}∣∣∣∣∣
≤
kn∑
i=1
∣∣ω (τni−1)− ωε (τni−1)∣∣ ∣∣ω˜ (τni )− ω˜ (τni−1)∣∣
≤ εTV(ω˜, [0, T ]) .(7)
Step 3. Now let us consider the difference
ˆ
(0,T ]
ωε (t−)dω˜ (t)−
kn∑
i=1
ωε
(
τni−1
) {
ω˜ (τni )− ω˜
(
τni−1
)}
=
N∑
i=1
ωε (ti−1) (ω˜ (ti)− ω˜ (ti−1))−
kn∑
i=1
ωε
(
τni−1
) {
ω˜ (τni )− ω˜
(
τni−1
)}
.(8)
Let τn (t) denotes the first point τni in the partition τ
n such that τni ≥ t. From the definition
of the nth Lebesgue partition of ω it follows that for t < T
lim sup
n→+∞
τn (t) ≤ inf {u > t : ω (u) 6= ω (t−)} .
By the definition of times t1, t2, . . . , tN−1 we have that for any t ∈ {t1, t2, . . . , tN−1} , ω (t) 6=
ω (t−) or ω (t) = ω (t−) but ω is not constant on any interval of the form [t, u] , u ∈ (t, T ] and
limn→+∞ π
n (t) = t. Thus, for sufficiently large ns
ti ≤ τn (ti) < ti+1 for i = 1, 2, . . . , N − 1.
Now, denoting by kn (t) such index that τ
n (t) = τnkn(t), for sufficiently large ns and i =
2, . . . , N we have ti−2 ≤ τnkn(ti−1)−1 < ti−1. Thus ωε
(
τnkn(ti−1)−1
)
= ωε (ti−2) and since ω
ε is
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constant on [ti−1, ti), i = 1, 2, . . . , N, we obtain
N∑
i=1
ωε (ti−1) (ω˜ (ti)− ω˜ (ti−1))−
kn∑
i=1
ωε
(
τni−1
) {
ω˜ (τni )− ω˜
(
τni−1
)}
=
N∑
i=2
(ωε (ti−1)− ωε (ti−2)) (ω˜ (τn (ti−1))− ω˜ (ti−1)) .
Since limn→+∞ τ
n (t) = t for t ∈ {t1, t2, . . . , tN−1} and ω˜ is càdlàg, we finally get that the
difference (8) tends to 0 as n→ +∞.
From this and (6), (7) (taking ε as close to 0 as we wish) we get the assertion.

Assume that ω ∈ D ([0, T ],Rd) possesses quadratic variation along the sequence of its
Lebesgue partitions, by which we mean that the sequence of discrete (co)variations defined
in (2) converges for i, j = 1, 2, . . . , d in the uniform topology to [Si, Sj ](ω). Applying (multi-
dimensional) Föllmer’s pathwise Itô formula to f (x1, . . . , xd) = xixj , i, j ∈ {1, 2, . . . , d} , for
t ∈ [0, T ] we obtain the integration by parts formula:
ωi (t)ωj (t)− ωi (0)ωj (0) = (F )
ˆ
(0,t]
ωi (s−)dωj (s) + (F )
ˆ
(0,t]
ωj (s−)dωi (s)
+[Si, Sj ]t(ω),(9)
where (F )
´
(0,t] . . . denotes Föllmer’s pathwise integral (along the sequence of the Lebesgue
partitions). Notice also that for typical price path ω, (F )
´
(0,t] ω
i (s−)dωj (s) coincides with
the model-free Itô integral
´
(0,t] S
i
s− (ω)dS
j
s (ω) introduced in the previous section, since it is
the limit of the sums of the form
∞∑
k=1
Siπn
k−1
(ω)Sjπn
k−1
∧t,πn
k
∧t(ω)
and
∑∞
k=1 S
i
πn
k−1
(ω)1(πn
k−1
,πn
k
](t) converges uniformly to S
i
t−(ω) for t ∈ (0, T ] , thus, by Theorem
5 the distance dǫ∞,ψ between Föllmer’s integral and the model-free Itô integral is 0, and
this implies that for typical price paths they coincide. Thus (9) may be also viewed as the
integration by parts formula for the model-free Itô integral.
Next, we have the following result, which we will need in the sequel.
Lemma 8. Let S˜ : Ω × [0, T ] → Rd be such that the process S˜ is adapted (to the filtration
(Ft)t∈[0,T ]), and for any ω ∈ Ω, ω˜ := S˜ (ω) is finite variation, càdlàg path on [0, T ] . Then for
typical path ω ∈ Ω and i, j = 1, 2, . . . , d, t ∈ [0, T ], the following integration by parts formula
holds
ωi (t) ω˜j (t)− ωi (0) ω˜j (0) =
ˆ
(0,t]
S˜js− (ω)dS
i
s (ω) +
ˆ
(0,t]
ωi (s−)dω˜j (s)
+
∑
0<s≤t
∆ωi (s)∆ω˜j (s) ,(10)
where
´
(0,t] S˜
j
s− (ω) dS
i
s (ω) denotes the model-free Itô integral and
´
(0,t] ω
i (s−)dω˜j (s) denotes
the Lebesgue-Stieltjes integral which coincides with the Föllmer integral.
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Proof. We will use Föllmer’s pathwise integration by parts formula (9). Since (as we already
noticed) the model-free Itô integral
´
(0,t] S˜
j
s− (ω)dS
i
s (ω) coincides for typical price paths with
the Föllmer integral (along the sequence of the Lebesgue partitions (πn)n∈N of (ω, ω˜) ∈ R2d)
and since (by Lemma 7) Föllmer’s integral (F )
´
(0,t] ω
i (s−)dω˜j (s) (along the same sequence
of partitions) coincides with the classical Lebesgue-Stieltjes integral
´
(0,t] ω
i (s−)dω˜j (s) , to
obtain the thesis we need only to prove that for i, j = 1, 2, . . . , d, t ∈ [0, T ],
∞∑
k=1
Siπn
k−1
∧t,πn
k
∧t(ω)S
j
πn
k−1
∧t,πn
k
∧t(ω˜) =
∞∑
k=1
Siπn
k−1
∧t,πn
k
∧t(ω)S˜
j
πn
k−1
∧t,πn
k
∧t(ω)
converges to
∑
0<s≤t∆ω
i (s)∆ω˜j (s) (uniformly in t). The proof of this fact follows from the
properties of Lebesgue partitions and the Schwartz inequality. Let ε > 0 be such that there
is no jump of ω˜ of size equal ε and let Iε,n, n ∈ N, be the sequence of all indices k ∈ N for
which
∣∣∣Sjπn
k−1
∧t,πn
k
∧t(ω˜)
∣∣∣ > ε. We have∣∣∣∣∣
∞∑
k=1
Siπn
k−1
∧t,πn
k
∧t(ω)S
j
πn
k−1
∧t,πn
k
∧t(ω˜)−
∑
k∈Iε,n
Siπn
k−1
∧t,πn
k
∧t(ω)S
j
πn
k−1
∧t,πn
k
∧t(ω˜)
∣∣∣∣∣
=
∣∣∣∣∣∣
∑
k∈N\Iε,n
Siπn
k−1
∧t,πn
k
∧t(ω)S
j
πn
k−1
∧t,πn
k
∧T (ω˜)
∣∣∣∣∣∣
≤
√ ∑
k∈N\Iε,n
Siπn
k−1
∧t,πn
k
∧t(ω)
2
√ ∑
k∈N\Iε,n
Sjπn
k−1
∧t,πn
k
∧t(ω˜)
2
≤ √ε
√√√√ ∞∑
k=1
∣∣∣Sjπn
k−1
∧t,πn
k
∧t(ω˜)
∣∣∣
√√√√ ∞∑
k=1
Siπn
k−1
∧t,πn
k
∧t(ω)
2.
Notice that
∑∞
k=1
∣∣∣Sjπn
k−1
∧t,πn
k
∧t(ω˜)
∣∣∣ is bounded by the total variation of ω˜ while
(
∞∑
k=1
Siπn
k−1
∧t,πn
k
∧t(ω)
2
)
t∈[0,T ]
converges to the quadratic variation of ωi as n→ +∞ (the convergence still holds though par-
titions (πn)n∈N may be finer than the Lebesgue partitions of ω, see the proofs of [6, Corollary
3.11], [12, Theorem 2]). Finally notice that
lim
n→∞
∑
k∈Iε,n
Siπn
k−1
∧t,πn
k
∧t(ω)S
j
πn
k−1
∧t,πn
k
∧t(ω˜) =
∑
0<s≤t,|∆ω˜(s)|>ε
∆ωi (s)∆ω˜j (s) .
(recall that there is no jump of ω˜ of size equal ε). Since there is only finite number of jumps of
ω˜ of size greater than ε and ε > 0 may be as close to 0 as we wish (since ω˜ has only countable
number of jumps), the result follows. 
Remark 9. It is straightforward to generalise (9) and (10) to the case when the integrand
and the integrator are sums of a typical and a finite-variation path.
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3.2. Quadratic variation along the partitions obtained from stopping times. Let
τ = {0 = τ0 ≤ τ1 ≤ . . .} be a (possibly random) partition of the interval [0, T ] , by which we
will mean that τi, i = 0, 1, . . . , is infinite, non-decreasing sequence of elements of [0, T ]∪{+∞}
such that from some i ∈ {1, 2, . . .} on τi = τi+1 = . . . = +∞. To avoid redundancies, we may
also assume (as in [3], though this will not change the reasoning) that for all i = 0, 1, . . . ,
τi < τi+1 whenever τi < +∞. Similarly as Davis, Obłój and Siorpaes in [3], for any ω ∈ Ω we
will denote
OT (ω, τ) := sup {|ω (t)− ω (s)| : s, t ∈ [τi−1, τi) ∩ [0, T ] , i ∈ {1, 2, . . .}} .
Moreover, similarly to (2), for ω ∈ Ω, i, j = 1, 2, . . . , d and t ∈ [0, T ] let us define
(11) Qi,j,τt (ω) :=
∞∑
k=1
Siτk−1∧t,τk∧t(ω)S
j
τk−1∧t,τk∧t
(ω).
Definition 10. We will say that the partition τ = {0 = τ0 ≤ τ1 ≤ . . .} is an optional one
(with respect to a given filtration) if all τ1 ≤ τ2 ≤ . . . are stopping times (with respect to this
filtration).
Let us recall also the definition of the convergence in outer measure on a given set (Definition
4). Now we are ready to state
Theorem 11. Let τn, n = 1, 2 . . . , be a sequence of optional partitions (with respect to the
filtration (Ft)t∈[0,T ]) of the interval [0, T ] such that for all q,M > 0, OT (·, τn) converges in
outer measure to 0 (as n→ 0) on Ωq,M . Then for any q,M > 0, i, j = 1, 2, . . . , d, the sequence(
Qi,j,τ
n)
n∈N
converges in outer measure P on Ωq,M to
[
Si, Sj
]
, i.e. the quadratic (co)variation
obtained along the sequence of the Lebesgue partitions.
Proof. First we will prove the thesis for i = j ∈ {1, 2, . . . , d}. Let τn = {0 = τn0 ≤ τn1 ≤ . . .}
and take
Fnt (ω) :=
+∞∑
i=1
Siτni−1 (ω) 1[τni−1,τni )
(t) .
By the definition of OT (ω, τ
n) we have
∥∥Fn(ω)− Si(ω)∥∥
∞
≤ OT (ω, τn) .
Now, using the integration by parts formula (9) for any t ∈ [0, T ] we calculate
(12) Qi,i,τ
n
t (ω)−
[
Si, Si
]
t
(ω) = 2
ˆ
(0,t]
(
Sis−(ω)− Fns−(ω)
)
dSis(ω),
where
´
(0,t]
(
Sis−(ω)− Fns−(ω)
)
dSis(ω) denotes the model-free Itô integral. (Note that this
integral is well defined since the partition τn is optional one.) Now, fixing ε, δ > 0, and
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applying Corollary 6 we get for some constant Cq,M depending on q and M (and ψ) only
P
(
ω ∈ Ωq,M :
∥∥∥Qi,i,τnt (ω)− [Si, Si]t (ω)
∥∥∥
∞
> ε
)
= P

ω ∈ Ωq,M :
∥∥∥∥∥∥
(ˆ
(0,t]
(
Sis−(ω)− Fns−(ω)
)
dSis(ω)
)
t∈[0,T ]
∥∥∥∥∥∥
∞
> ε/2


≤ P (ω ∈ Ωq,M : OT (ω, τn) > δ)
+ P

ω ∈ Ωq,M : OT (ω, τn) ≤ δ,
∥∥∥∥∥∥
(ˆ
(0,t]
(
Sis−(ω)− Fns−(ω)
)
dSis(ω)
)
t∈[0,T ]
∥∥∥∥∥∥
∞
> ε/2


≤ P (ω ∈ Ωq,M : OT (ω, τn) > δ) + Cq,M δ
ε
.
Since P (ω ∈ Ωq,M : OT (ω, τn) > δ) → 0 as n → +∞ and δ/ε may be chosen arbitrary close
to 0, we get the convergence result.
To obtain the convergence for i, j ∈ {1, 2, . . . , d}, i 6= j, we will use polarization. More
precisely, we define
Hnt (ω) :=
+∞∑
i=1
(
Siτni−1 (ω) + S
j
τni−1
(ω)
)
1[τni−1,τni )
(t) ,
and using integration by parts we obtain that the process
Ri,j,τ
n
t (ω) :=
∞∑
k=1
(
Siτn
k−1
∧t,τn
k
∧t(ω) + S
j
τn
k−1
∧t,τn
k
∧t(ω)
)2
converges in outer measure P on Ωq,M to
[
Si + Sj, Si + Sj
]
=
[
Si, Si
]
+ 2
[
Si, Sj
]
+
[
Sj, Sj
]
since
Ri,j,τ
n
t (ω)−
[
Si + Sj, Si + Sj
]
t
(ω) = 2
ˆ
(0,t]
(
Sis−(ω) + S
j
s−(ω)−Hns−(ω)
)
d
(
Sis(ω) + S
j
s(ω)
)
.
Similarly, one proves that the process
T i,j,τ
n
t (ω) =
∞∑
k=1
(
Siτn
k−1
∧t,τn
k
∧t(ω)− Sjτn
k−1
∧t,τn
k
∧t(ω)
)2
converges in outer measure P on Ωq,M to
[
Si − Sj , Si − Sj] = [Si, Si]− 2 [Si, Sj]+ [Sj, Sj].
Thus we obtain that the difference of the processes Ri,j,τ
n
and T i,j,τ
n
which is equal 4Qi,j,τ
n
converges in outer measure P on Ωq,M to 4
[
Si, Sj
]
. 
When we assume some stronger mode of convergence of OT (·, τn) then, naturally, we may
expect to obtain a stronger mode of convergence of Qi,j,τ
n
. Let us recall the definition of
distances d∞ and d
ǫ
∞,ψ (defined in (3) and (4)). We have the following result.
Theorem 12. Let τn, n = 1, 2 . . . , be a sequence of optional partitions of the interval [0, T ],
i ∈ {1, 2, . . . , d} and
Fnt (ω) :=
+∞∑
i=1
Siτni−1 (ω) 1[τni−1,τni )
(t) .
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Assume that limn→+∞ d∞
(
Fn, Si
)
= 0 then for any ǫ ∈ (0, 1),
(13) dǫ∞,ψ
(
Qi,i,τ
n
,
[
Si, Si
])→ 0 as n→ 0.
Similarly, for i, j ∈ {1, 2, . . . , d} define
Hnt (ω) :=
+∞∑
i=1
(
Siτni−1 (ω) + S
j
τni−1
(ω)
)
1[τni−1,τni )
(t)
and
Jnt (ω) :=
+∞∑
i=1
(
Siτni−1 (ω)− S
j
τni−1
(ω)
)
1[τni−1,τni )
(t) .
Assume that limn→+∞ d∞
(
Hn, Si + Sj
)
= 0 and limn→+∞ d∞
(
Jn, Si − Sj) = 0 then for any
ǫ ∈ (0, 1),
(14) dǫ∞,ψ
(
Qi,j,τ
n
,
[
Si, Sj
])→ 0 as n→ 0.
Proof. Convergence (13) follows immediately from (12) and Theorem 5 applied to Ft =(
0, 0, . . . , Fnt−, . . . , 0
)
(ith component of Ft is equal F
n
t− and all other components are equal 0),
and Gt =
(
0, 0, . . . , Sit−, . . . , 0
)
(ith component of Gt is equal S
i
t− and all other components
are equal 0). Convergence (14) follows in a similar way from polarization, integration by parts
and Theorem 5. 
3.3. Quadratic variation expressed in terms of the truncated variation. The theorem
which we will prove in this subsection provides one more formula for the quadratic variation of
model-free càdlàg price paths. This will be a model-free counterpart of the formula obtained for
càdlàg semimartingles in [5]. More precisely, we will obtain partition-independent formula for
the continuous part of the quadratic (co)variation along the sequence of Lebesgue partitions,
which we will denote by
〈
Si, Sj
〉
. It is formally defined for i, j ∈ {1, 2, . . . , d} as〈
Si, Sj
〉
t
(ω) =
[
Si, Sj
]
t
(ω)−
∑
0<s≤t
∆ωi(s)∆ωj(s).
To state our result we need to introduce the notion of the truncated variation (with the
truncation parameter c ≥ 0) of a càdlàg path f : [0, T ]→ R which is for t ∈ [0, T ] defined as
TVc(f, [0, t]) := sup
n
sup
0≤t0<t1<...<tn≤t
n∑
i=1
max {|f (ti)− f (ti−1)| − c, 0} .
Notice that TVc(f, [0, t]) does not depend on any partition, since it is the supremum over all
partitions of the interval [0, t].
Theorem 13. Let us fix q,M > 0. For i, j ∈ {1, 2, . . . , d} the following convergences hold:
(15) c · TVc(Si(ω), [0, ·])→Pc→0+ 〈Si, Si〉 (ω),
and
(16) c
(
TVc
(
Si(ω) + Sj(ω), [0, ·])− TVc(Si(ω)− Sj(ω), [0, ·]))→Pc→0+ 4 〈Si, Sj〉 (ω),
where
〈
Si, Sj
〉
denotes the continuous part the quadratic (co)variation (defined along the se-
quence of the Lebesgue partitions) and →Pc→0+ denotes the convergence in the outer measure
P as c→ 0+ on the set Ωq,M .
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Proof. Using construction in [7, Sect. 2] we know that for any ω ∈ D ([0, T ],Rd) and c > 0
there exists ωc ∈ D ([0, T ],Rd) such that
(1) ωc has finite total variation;
(2) ωc (0) = ω (0) ;
(3) for every t ∈ [0, T ] , i ∈ {1, 2, . . . , d},
∣∣∣ωi (t)− (ωc)i (t)∣∣∣ ≤ c;
(4) for every t ∈ (0, T ] , i ∈ {1, 2, . . . , d},
∣∣∣∆(ωc)i (t)∣∣∣ ≤ ∣∣∆ωi (t)∣∣ ,
(5) the process Sc(ω) := ωc is adapted to the filtration (Ft)t∈[0,T ] .
Moreover (see [7, Lemma 5.1] for i ∈ {1, 2, . . . , d}, t ∈ [0, T ] we have
(17) TV2c
(
ωi, [0, t]
) ≤ TV((ωc)i , [0, t]) ≤ TV2c(ωi, [0, t])+ 2c
and
(18) c · TV
(
(ωc)i , [0, t]
)
=
ˆ
(0,t]
(
ωi − (ωc)i
)
d (ωc)i ,
where
´
(0,t]
(
ωi − (ωc)i
)
d (ωc)i denotes the standard Lebesgue-Stieltjes integral and TV
(
(ωc)i , [0, t]
)
denotes the total variation of (ωc)i (recall that ωc has finite total variation ).
Similarly as in [5, proof of Theorem 1] we calculateˆ
(0,t]
(
ωi − (ωc)i
)
d (ωc)i =
ˆ
(0,t]
(
ωi (s−)− (ωc)i (s−) + ∆
(
ωi (s)− (ωc)i (s)
))
d (ωc)i (s)
=
ˆ
(0,t]
ωi (s−)d (ωc)i (s)−
ˆ
(0,t]
(ωc)i (s−)d (ωc)i (s)
+
∑
0<s≤t
∆
(
ωi (s)− (ωc)i (s)
)
∆ωi (s) .(19)
By Lemma 8ˆ
(0,t]
ωi (s−)d (ωc)i (s) = (ωc)i (t)ωi (t)− (ωc)i (0)ωi (0)−
ˆ
(0,t]
(Sc)is− (ω)dS
i
s (ω)
−
∑
0<s≤t
∆(ωc)i (s)∆ωi (s) ,(20)
where
´
(0,t] (S
c)is− (ω) dS
i
s (ω) denotes the model-free Itô integral.
By→c→0+ we will denote the uniform convergence in t ∈ [0, T ] for typical ω ∈ Ω as c→ 0+.
Using
∣∣∣∆(ωc)i (t)∣∣∣ ≤ ∣∣∆ωi (t)∣∣ and ∑0<s≤t (∆ωi (s))2 ≤ [Si, Si]t (ω), by the dominated
convergence we get ∑
0<s≤t
∆(ωc)i (s)∆ωi (s)→c→0+
∑
0<s≤t
(
∆ωi (s)
)2
.
Now, by (20), the fact that ‖Si − (Sc)i ‖∞≤ c and Corollary 6 we get the convergenceˆ
(0,t]
ωi (s−)d (ωc)i (s) →Pc→0+
(
ωi (t)
)2 − (ωi (0))2 − ˆ
(0,t]
Sis− (ω)dS
i
s (ω)
−
∑
0<s≤t
(
∆ωi (s)
)2
.
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Recall also that ωc has finite total variation, thus the Lebesgue-Stieltjes integral rules apply
and we have
ˆ
(0,t]
(ωc)i (s−)d (ωc)i (s) = 1
2
((
(ωc)i (t)
)2 − ((ωc)i (0))2)− 1
2
∑
0<s≤t
(
∆(ωc)i (s)
)2
→c→0+ 1
2
((
ωi (t)
)2 − (ωi (0))2)− 1
2
∑
0<s≤t
(
∆ωi (s)
)2
.
We also have ∑
0<s≤t
∆
(
ωi (t)− (ωc)i (s)
)
∆ωi (s)→c→0+ 0.
Thus, from (19) and last three convergences we get
ˆ
(0,t]
(
ωi − (ωc)i
)
d (ωc)i →Pc→0+
(
ωi (t)
)2 − (ωi (0))2
−
ˆ
(0,t]
Sis− (ω)dS
i
s (ω)−
∑
0<s≤t
(
∆ωi (s)
)2
−1
2
((
ωi (t)
)2 − (ωi (0))2)+ 1
2
∑
0<s≤t
(
∆ωi (s)
)2
.(21)
By the integration by parts
(22)
ˆ
(0,t]
Sis− (ω)dS
i
s (ω) =
1
2
((
ωi (t)
)2 − (ωi (0))2)− 1
2
[
Si, Si
]
t
.
Finally, from (21) and (22), recalling that
[
Si, Si
]
t
=
〈
Si, Si
〉
t
+
∑
0<s≤t
(
∆ωi (s)
)2
we have
ˆ
(0,t]
(
ωi − (ωc)i
)
d (ωc)i →Pc→0+
1
2
〈
Si, Si
〉
t
and from (17) and (18) we get (15):
2c · TV2c(Si(ω), [0, t])→Pc→0+ 〈Si, Si〉t (ω).
To obtain convergence (16) we apply polarization. 
Remark 14. From Theorem 13 an analogous result follows for any local martingale, since,
for any probability measure P such that the coordinate process S is a local martingale and
any B ∈ FT we have P (B) ≤ P (B) , see [6, Proposition 2.4]. This, with the help of simple
inequality
c
∣∣TVc(Si +A, [0, t])− TVc(Si, [0, t])∣∣ ≤ c · TV(A, [0, t]) ,
where A is a real process with finite total variation (see [8, Fact 17 and ineq. (2.14)]) proves
similar result for any càdlàg semimartingale. However, for càdlàg semimartingales a stronger
(almost sure) convergence may be obtained — see [5, Theorem 1].
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3.4. Quadratic variation vs truncated variation of deterministic paths. Let now ω :
[0, T ] → R be a càdlàg deterministic path. Theorem 13 raises the question what is the
relation between the existence of the limit c · TVc(ω, [0, T ]) as c → 0+ and the existence of
the quadratic variation along some sequence of partitions of ω. It is well known that there
exist continuous paths for which one may obtain arbitrary non-decreasing (and starting from
0) quadratic variations, as limits of discrete quadratic variations along appropriately chosen
(refining) sequence of partitions (cf. [3, Theorem 7.1]).
In fact, trajectories of a standard (one-dimensional) Brownian motion B provide (with
probability 1) examples of such paths. This fact, together with the fact that for the standard
Brownian motion B one has almost surely (see [8, Theorem 1])
c · TVc(B, [0, T ])→c→0+ T,
proves that the existence of the limit c ·TVc(ω, [0, T ]) does not imply the existence of the same
quadratic variation along a given refining sequence of partitions of ω.
Also, for any continuous function ω : [0, T ] → R, using the Darboux property it is easy to
construct a refining sequence of partitions such that the sequence of corresponding discrete
quadratic variations tends to 0. Thus, the existence of the quadratic variation along a given re-
fining sequence of partitions of ω does not imply the existence of the finite limit c·TVc(ω, [0, T ])
as c → 0+ (this may for example tend to +∞ for very irregular ω, for example for ω which
has n2 oscillations of size 1/
√
n on the interval [1/(n+ 1) , 1/n] , n ∈ N). However, it appears
that it is possible to built up an Itô calculus based on the truncated variation (see [5, Sect.
4]).
An open question remains if the existence of the limit c · TVc(ω, [0, T ]) as c → 0+ implies
the existence of the same quadratic variation along some sequence of partitions of ω. Below
we give an example of such sequence for continuous ω satisfying some additional condition.
This sequence is a combination of both - the sequence of drawup and drawdown times and
the sequence of the Lebesgue partitions. The sequence of the drawup and drawdown times
ρnk , n ∈ N, k = 0, 1, . . ., is defined in the following way: let
ρnu = inf
{
t ∈ (0, T ] : ω(t)− min
0<s≤t
ω(s) = 2−n
}
,
ρnd = inf
{
t ∈ (0, T ] : max
0<s≤t
ω(s)− ω(t) = 2−n
}
.
If ρnu < ρ
n
d then we define ρ
n
0 = 0, ρ
n
1 = ρ
n
u, and for k = 1, 2, . . .
ρn2k = inf
{
t ∈ (ρn2k−1, T ] : max
ρn
2k−1
<s≤t
ω(s)− ω(t) = 2−n
}
,
ρn2k+1 = inf
{
t ∈ (ρn2k, T ] : ω(t)− min
ρn
2k
<s≤t
ω(s) = 2−n
}
;
otherwise we define ρn0 = 0, ρ
n
1 = ρ
n
d , and for k = 1, 2, . . .
ρn2k = inf
{
t ∈ (ρn2k−1, T ] : ω(t)− min
ρn
2k−1
<s≤t
ω(s) = 2−n
}
,
ρn2k+1 = inf
{
t ∈ (ρn2k, T ] : max
ρn
2k
<s≤t
ω(s)− ω(t) = 2−n
}
.
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Now for n ∈ N and k = 0, 1, 2, . . . , we define τnk,0 = ρnk and for i = 1, 2, . . . ,
τnk,i = inf
{
t ∈ (τnk,i−1, ρnk+1] : ∣∣ω (t)− ω (τnk,i−1)∣∣ = 2−n} .
In all above definitions we assume that for a ≥ b, (a, b] = ∅ and that inf ∅ = +∞.
Finally, for n ∈ N, we define τnj , j = 0, 1, . . . , to be the ordered sequence of all τnk,i,
k, i = 0, 1, . . . .
For k ∈ N by i(k, n) let us define the greatest i such that τnk,i < ρnk+1 if ρnk+1 < +∞ and
i(k, n) = 0 otherwise. Next, let I{ρnk+1≤T} = 1 if ρ
n
k+1 ≤ T and I{ρnk+1≤T} = 0 otherwise. We
have the following
Proposition 15. Let ω : [0, T ]→ R be a continuous path. Assume that
lim
n→+∞
2−nTV2
−n
(ω, [0, T ]) = Q
and
lim
n→∞
∞∑
k=1
(2−n
∣∣∣ω (ρnk+1 ∧ T )+ (−1)k+12−nI{ρnk+1≤T} − ω
(
τnk,i(k,n) ∧ T
)∣∣∣
−
(
ω
(
ρnk+1 ∧ T
)− ω (τnk,i(k,n) ∧ T))2 ) = 0(23)
if ρnu < ρ
n
d or
lim
n→∞
∞∑
k=1
(2−n
∣∣∣ω (ρnk+1 ∧ T )+ (−1)k2−nI{ρnk+1≤T} − ω
(
τnk,i(k,n) ∧ T
)∣∣∣
−
(
ω
(
ρnk+1 ∧ T
)− ω (τnk,i(k,n) ∧ T))2 ) = 0(24)
if ρnu ≥ ρnd . Then also
lim
n→∞
∞∑
k=1
(
ω
(
τnk+1 ∧ T
)− ω (τnk ∧ T ))2 = Q.
We do not give the proof of this Proposition since it is rather technical. The result follows
form the decomposition of the truncated variation between the consecutive drawup and draw-
down times, see [8]. From results of [8] it follows that paths of continuous real semimartingales
satisfy (23) and (24) with probability 1. For a standard Brownian motion it is also possible
to prove (23) and (24) directly, using formulas proven by Taylor in [10].
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