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THE HARNACK INEQUALITY AND THE
JORDAN-KINDERLEHRER-OTTO SCHEME
PAUL W.Y. LEE
Abstract. We establish a version of the Harnack inequality for
the Jordan-Kinderlehrer-Otto scheme of the heat equation on the
flat torus.
1. Introduction
The Harnack inequality is one the most important inequalities for el-
liptic and parabolic equations. In the linear elliptic case, the inequality
was first proved in [21]. It was extended to more general elliptic and
parabolic equations in [16, 17] (see also [18, 9]). In this paper, we prove
a version of the Harnack inequality for the Jordan-Kinderlehrer-Otto
(JKO) scheme of the heat equation on the flat torus.
The JKO scheme is a time discrete scheme introduced in [12] using
the theory of optimal transportation. It produces time discrete approx-
imations to various gradient flows on the Wasserstein space, the space
of probability measures. For the infinite dimensional geometry behind
this gradient flow, see [19, 1]. Since its discovery, the JKO scheme
has been an intensive area of research. Here is a list which is far from
exhaustive [1, 2, 3, 5, 7, 10] (see also [22] for an overview).
In what follows, we will discuss the detail construction of this scheme
in the case of the heat equation in order to give a precise statement of
the main result.
Let µ0 and µ1 be two Borel probability measures on the flat T
n and
let d be the distance function on Tn. The theory of optimal trans-
portation begins with the following problem which searches for a map
ϕ transporting the first mass µ0 to the second one µ1 with the minimal
amount of total cost:
inf
ϕ∗µ0=µ1
∫
M
d2(x, ϕ(x))dµ0(x)
where the infimum is taken over all Borel maps ϕ : Tn → Tn pushing
µ0 forward to µ1.
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The above problem defines a distance function d, called L2 Wasser-
stein distance, on the Wasserstein space. More precisely,
(1.1) d2(µ0, µ1) = inf
ϕ∗µ0=µ1
∫
M
d2(x, ϕ(x))dµ0(x).
Assuming the first measure is absolutely continuous with respect to
the Lebesgue measure, the existence and uniqueness of minimizer to
the above problem (1.1) was established in [4, 6, 15]. This minimizer
is called the optimal map that pushes µ0 forward to µ1.
For each fixed number K > 0, each positive integer N , and each
probability measure ρ0 dx
n, we consider the following family of mini-
mization problems parametrized by k = 1, ..., N :
(1.2) inf
[
1
2
d2(ρNk−1 dx
n, ρ dxn) +
K
N
∫
Tn
ρ log ρ dxn
]
,
where ρN0 = ρ0 and the infimum is taken over the set of L
1 functions
ρ : Tn → [0,∞) satisfying
∫
ρdµ = 1.
Assuming that the function ρ0 is in L
1, the existence and uniqueness
of minimizer to the problem (1.2) was established in [12]. Moreover, if
K and ρ0 are fixed, the initial condition ρ0 is in C
2,α, and N is large
enough, then it was shown in [13] that each ρNk is in C
4,α. The map
ϕNk defined by ϕ
N
k (x) = x +
K
N
∇ log ρNk (x) is an optimal map push-
ing ρNk−1 dx
n forward to ρNk dx
n. It also satisfies the following Monge-
Ampere type equation
ρNk = ρ
N
k−1(ϕ
N
k ) det
(
dϕNk
)
.(1.3)
The above minimization problem (1.2) gives a sequence of functions
Γ := {ρNk |k = 0, 1, ...}. Let u
N
t : [0, K]× T
n → [0,∞) be the function
defined by
uNt = ρ
N
k
if t is in
[
kK
N
,
(k+1)K
N
)
and k = 0, ..., N − 1.
It was shown in [12] that uNt converges in L
1 to the solution of the
heat equation with the initial condition u0 = ρ0 as N goes to infinity.
This discretization scheme is the so-called Jordan-Kinderlehrer-Otto
(JKO) scheme. It was also shown in [13] that there is a uniform C1
bound for the family Γ and so the convergence is improved to C0,α
in space (the C0 bound was also observed in [20]). In this paper,
we establish a uniform lower bound for the second derivatives of the
elements in Γ. More precisely,
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Theorem 1.1. Assume that ρ0 is in C
2,α. There is a constant 1 ≥
C ≥ 1
2
and, for each fixed K > 0 and each ρ0, there is an integer
N0 > 0 such that
(1.4) ∇2 log uNt ≥ −
C
t
I
for all N ≥ N0.
By letting N goes to ∞ in (1.4), we recover the matrix differential
Harnack inequality proved in [11] for the heat equation. This matrix
differential Harnack inequality is the matrix analogue of a scalar version
proved in [14]. They are called differential Harnack inequalities because
one can recover the Harnack inequality by integrating the differential
ones along geodesics.
Theorem 1.1 shows that the matrix differential Harnack inequality
holds at the level of the JKO scheme. The following is the Harnack
inequality for the JKO scheme mentioned at the beginning of the in-
troduction.
Theorem 1.2. For each fixed K > 0 and each ρ0, there is an integer
N0 > 0 such that
uNt1 (x) ≤
(
t2 +
K
N
t1
)n
exp
(
d2(x, y)
2
(
t2 − t1 −
K
N
)
)
uNt2 (y)
for all N ≥ N0.
By letting N goes to∞, we recover a version of the Harnack inequal-
ity for the heat equation.
The rest of the paper is devoted to the proof of Theorem 1.1 and 1.2.
2. Proof of Theorem 1.1
Let K
N
fNk be the c-transform of −
K
N
log ρNk defined by
K
N
fNk (x) = inf
y∈Tn
(
1
2
d2(x, y) +
K
N
log ρNk (y)
)
.
By definition, the function fNk is locally semi-concave. In particular,
it is differentiable Lebesgue almost everywhere and the map φNk (x) :=
x− K
N
∇fNk (x) is defined Lebesgue almost everywhere. By [13, Lemma
4.1], ρNk is bounded uniformly away from 0 and ∞. By [15, Theorem
9],
(2.1)
K
N
fNk (x) =
1
2
d2(x, φNk (x)) +
K
N
log ρNk (φ
N
k (x))
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for Lebesgue almost all x and
(2.2)
K
N
fNk (x) ≤
1
2
d2(x, y) +
K
N
log ρNk (y)
for all x and y in Tn.
Therefore, for Lebesgue almost all x, the function y 7→ 1
2
d2(x, y) +
K
N
log ρNk (y) achieves its minimum at φ
N
k (x). Therefore,
(2.3) dϕNk = I +
K
N
∇2 log ρNk ≥ 0
at φNk (x).
By [15, Theorem 11],
(2.4) φNk (ϕ
N
k (x)) = x
Lebesgue almost everywhere. Therefore, (2.3) holds Lebesgue almost
everywhere. Since ϕNk is continuous, (2.3) holds everywhere.
By combining (2.1), (2.2), and (2.4), it follows that
(2.5) dϕNk = I +
K
N
∇2 log ρNk ≥ 0.
Therefore, by (1.3) and the uniform bound of ρNk , dϕ
N
k ≥ cI > 0,
where c is independent of k and N . It also follows that x 7→ x +
tK
N
∇ log ρNk (x) =: ψ
N
k (t, x) is a diffeomorphism for each t in [0, 1].
Hence, by the method of characteristics (see [8]), the Hamilton-Jacobi
equation
g˙Nk +
1
2
|∇gNk |
2 = 0
with initial condition gNk (0, x) =
K
N
log ρNk (x) has a smooth solution.
Moreover, ψNk is the flow of the vector field ∇g
N
k . It follows that
d
dt
gNk (ψ
N
k ) = −
1
2
|∇gNk |
2
ψN
k
+
〈
∇gNk , ψ˙
N
k
〉
=
1
2
|∇gNk |
2
ψN
k
.
(2.6)
Since t 7→ ψNk (t, x) is length minimising between its endpoints x and
ϕNk (x). It follows from integrating (2.6) that
(2.7) gNk (1, ϕ
N
k (x)) =
K
N
log ρNk (x) +
1
2
d2(x, ϕNk (x)) =
K
N
fNk (ϕ
N
k (x)).
The last equality follows from (2.1) and (2.4).
On the other hand, since ψ˙Nk = ∇g
N
k (ψ
N
k ), it follows that
d
dt
dψNk = ∇
2gNk (ψ
N
k ) dψ
N
k .
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Therefore, by (2.7),
K
N
∇2fNk (ϕ
N
k ) = ∇
2gNk (ψ
N
k )
∣∣∣
t=1
=
K
N
∇2 log ρNk
(
I +
K
N
∇2 log ρNk
)
−1
.
(2.8)
By [15, Theorem 11], φNk is the optimal map pushing forward ρ
N
k−1 dx
n
to ρNk dx
n and so it satisfies
ρNk (φ
N
k ) det(dφ
N
k ) = ρ
N
k−1.
By combining this with (2.1), we obtain
fNk −log ρ
N
k−1+log det
(
I −
K
N
∇2fNk
)
=
N
2K
d2(x, φNk (x)) =
K
2N
|∇fNk |
2.
By (2.4), fNk is in C
4,α. By differentiating the above equation twice,
we obtain
∇2fNk (ξ, ξ)−∇
2 log ρNk−1(ξ, ξ)−
K
N
tr
((
I −
K
N
∇2fNk
)
−1
∇2(∇2fNk (ξ, ξ))
)
−
K2
N2
tr
((
I −
K
N
∇2fNk
)
−1
∇2(∇fNk (ξ))
(
I −
K
N
∇2fNk
)
−1
∇2(∇fNk (ξ))
)
=
K
2N
∇2|∇fNk |
2(ξ, ξ) =
K
N
(
|∇2fNk (ξ)|
2 +
〈
∇(∇2fNk (ξ, ξ)),∇f
N
k
〉)
.
By using the same arguments in the proof of (2.5), we obtain I −
K
N
∇2fNk ≥ 0. Therefore, if (x, ξ) is a point where
〈
∇2fNk (x)(ξ), ξ
〉
achieves its minimum λNk among all points in T
n × Sn, then
K
N
(λNk )
2 − λNk + a
N
k−1 ≤ 0.
where aNk = inf(x,ξ)∈Tn×Sn ∇
2 log ρNk (ξ, ξ).
It follows from this and (2.8) that
1−
√
1− 4K
N
aNk−1
2K
N
≤ λNk
≤
〈
∇2fNk (v), v
〉
=
〈
∇2 log ρNk
(
I +
K
N
∇2 log ρNk
)
−1
v, v
〉
for any unit vector v.
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Therefore, by letting (x, v) be a minimizer of ∇2 log ρNk (ξ, ξ) in T
n×
S
n, we obtain
1−
√
1− 4K
N
aNk−1
2
≤
K
N
aNk
1 + K
N
aNk
.(2.9)
We claim that there is an integer N0 > 0 depending on ρ0 and a
constant 1
2
≤ C ≤ 1 such that
(2.10) aNk ≥ −
C
K
N
(k + 1)
for all N ≥ N0.
The constant C will be chosen such that (1−C)
2
2C−1
≤ 1. The inequality
(2.10) is clearly true for k = 0 if we choose N0 large enough. Assume
that aNk−1 ≥ −
C
K
N
k
, we show (2.10) holds. Indeed, we have
K
N
aNk
1 + K
N
aNk
≥
1−
√
1 + 4C
k
2
.
By (2.5), 1 + K
N
aNk > 0. Therefore, the above equation is equivalent to
K
N
aNk ≥
1−
√
1 + 4C
k
1 +
√
1 + 4C
k
.
An elementary calculation shows that
1−
√
1 + 4C
k
1 +
√
1 + 4C
k
≥ −
C
k + 1
is equivalent to
k ≥
(1− C)2
2C − 1
if 1 ≥ C ≥ 1
2
.
Since we chose C close enough to 1, the above inequality holds for
all k ≥ 1. This proves the claim and therefore the theorem.
3. Proof of Theorem 1.2
It follows from (2.8) and Theorem 1.1 that
∇2fNk ≥ −
C
K
N
(k + 1− C)
I
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It follows from this and (1.3) that
ρNk−1 = ρ
N
k1
(φNk ) det
(
I −
K
N
∇2fNk
)
≤ ρNk (φ
N
k )
(
k + 1
k + 1− C
)n
.
(3.1)
On the other hand, by (2.1) and (2.2),
ρNk (φ
N
k (x)) ≤ exp(f
N
k (x)) ≤ ρ
N
k (y) exp
(
N
2K
d2(x, y)
)
.
By combining this with (3.1), we obtain
ρNk−1(x) ≤
(
k + 1
k + 1− C
)n
exp
(
N
2K
d2(x, y)
)
ρNk (y).(3.2)
Let γ : [0, 1]→ Tn be a length minimizing geodesic connecting x and
y. Let h = 1
k2−k1+1
. It follows that
1
2
d2(x, y) =
1
2
k2−k1+1∑
m=1
∫ mh
(m−1)h
|γ˙(t)|2dt
=
1
2h
k2−k1+1∑
m=1
d2(γ((m− 1)h), γ(mh)).
It follows from this and (3.2) that
ρNk1−1(x) ≤
(
k1 + 1
k1 + 1− C
)n
exp
(
N
2K
d2(x, γ (h))
)
ρNk1(γ(h))
≤
(
k1 + 1
k1 + 1− C
)n
...
(
k2 + 1
k2 + 1− C
)n
exp
(
Nh
2K
d2(x, y)
)
ρNk2(y)
≤
(
k2 + 1
k1 + 1− C
)n
exp
(
N
2(k2 − k1 + 1)K
d2(x, y)
)
ρNk2(y).
Therefore, if t1 and t2 are contained in
[
(k1−1)K
N
, k1K
N
)
and
[
k2K
N
,
(k2+1)K
N
)
,
respectively, then
uNt1 (x) ≤
(
t2 +
K
N
t1
)n
exp
(
d2(x, y)
2
(
t2 − t1 −
K
N
)
)
uNt2 (y).
8 PAUL W.Y. LEE
References
[1] L. Ambrosio, N. Gigli, G. Savare´: Gradient flows in metric spaces and in the
space of probability measures. Second edition. Lectures in Mathematics ETH
Zu¨rich. Birkha¨user Verlag, Basel, 2008.
[2] L. Ambrosio, S. Serfaty: A gradient flow approach to an evolution problem
arising in superconductivity. Comm. Pure Appl. Math. 61 (2008), no. 11,
1495-1539.
[3] A. Blanchet, G. Carlier: Optimal transport and Cournot-Nash Equilibria, to
appear in Math. Op. Res., available at https://www.ceremade.dauphine.fr/∼
carlier/publis.html
[4] Y. Brenier: Polar factorization and monotone rearrangement of vector-valued
functions, Comm. Pure Appl. Math. 44 (1991), 375–417.
[5] E.A. Carlen, W. Gangbo: Constrained steepest descent in the 2-Wasserstein
metric. Ann. of Math. (2) 157 (2003), no. 3, 807-846.
[6] D. Cordero-Erausquin: Sur le transport de mesures pe´riodiques, C. R. Acad.
Sci. Paris Se´r. I Math., vol. 329, no. 3, pp. 199-202, 1999
[7] G. De Philippis, A. Me´sza´ros, F. Santambrogio, B. Velichkov: BV es-
timates in optimal transportation and applications, preprint available at
http://cvgmt.sns.it/paper/2559/
[8] L.C. Evans: Partial differential equations. Second edition. Graduate Studies
in Mathematics, 19. American Mathematical Society, Providence, RI, 2010.
[9] E.B. Fabes, D.W. Stroock: A new proof of Moser’s parabolic Harnack in-
equality using the old ideas of Nash. Arch. Rational Mech. Anal. 96 (1986),
no. 4, 327-338.
[10] A. Figalli, W. Gangbo, T. Yolcu: A variational method for a class of parabolic
PDEs. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 10 (2011), no. 1, 207-252.
[11] R. Hamilton: A matrix Harnack estimate for the heat equation. Comm. Anal.
Geom. 1 (1993), no. 1, 113-126.
[12] R. Jordan, D. Kinderlehrer, F. Otto: The variational formulation of the
Fokker-Planck equation. SIAM J. Math. Anal. 29 (1998), no. 1, 1–17.
[13] P.W.Y. Lee: On the Jordan-Kinderlehrer-Otto scheme. J. Math. Anal. Appl.
429 (2015), no. 1, 131-142.
[14] P. Li, S.-T. Yau: On the parabolic kernel of the Schro¨dinger operator. Acta
Math. 156 (1986), no. 3-4, 153-201.
[15] R.J. McCann: Polar factorization of maps on Riemannian manifolds. Geom.
Funct. Anal. 11 (2001), no. 3, 589-608.
[16] J. Moser: On Harnack’s theorem for elliptic differential equations. Comm.
Pure Appl. Math. 14 1961 577-591.
[17] J. Moser: A Harnack inequality for parabolic differential equations. Comm.
Pure Appl. Math. 17 1964 101-134.
[18] J. Nash: Continuity of solutions of parabolic and elliptic equations. Amer. J.
Math. 80 1958 931-954.
[19] F. Otto: The geometry of dissipative evolution equations: the porous medium
equation. Comm. Partial Differential Equations 26 (2001), no. 1-2, 101-174.
[20] F. Santambrogio: Transport and concentration problems with interaction
effects. J. Global Optim. 38 (2007), no. 1, 129 - 141.
[21] J. Serrin: On the Harnack inequality for linear elliptic equations. J. Analyse
Math. 4 (1955/56), 292-308.
THE HARNACK INEQUALITY AND THE JKO SCHEME 9
[22] C. Villani: Topics in optimal transportation. Graduate Studies in Mathemat-
ics, 58. American Mathematical Society, Providence, RI, 2003.
E-mail address : wylee@math.cuhk.edu.hk
Room 216, Lady Shaw Building, The Chinese University of Hong
Kong, Shatin, Hong Kong
