In this paper, we discuss how to calculate the expectation of the number of real zeros of a equation with a random continuous parameter variable in a interval. First, we present some proprieties of this expectation. Then we discuss a special case that the random function is linear in its parameter, and promote the analytical expressions of the expectation. Especially, when the parameter obeys some special distributions, e.g. uniform distribution in a sup-sphere, norm distribution, more concise results are got. Finally, we use our results to some classical problems, e.g. random polynomials, random trigonometric equations and etc, and all get the same result existed, which means that all existed results is our corollaries.
Introduction.
How many real zeros t of F (t; x) = 0, t ∈ ∆, (1) with a parameter x ∈ R n , where F : ∆ → R, ∆ ⊆ R. It is obliviously that the number of the real zeros t of (1) is different with different x. If x is a random variable obeying some distribution with the density function ρ(x), then the number of the real zeros t of (1) is also a random variable. In this paper, we focus on getting its expectation.
be the expectation of the number of real zeros of (1) , where N F (x, ∆) is the number of the real zeros t ∈ ∆ of (1) with parameter x ∈ R n , dx is Lebesgue integral.
This problem has been studied for about a hundred years, and there are a lot of results on this subject. Most of them discuss some specific equations F (t; x) with some specific distribution, e.g, random polynomial equations [3, 5, 7-9, 12-20, 22, 23] :
whose parameter x obeys the discrete distribution or the standard normal distribution; the trigonometric equation [1, 2, 6, 10, 11, 21] :
x 2i−1 cos(it) + x 2i sin(it), whose parameter obeys the standard normal distribution, etc. Although, E n (ρ, F, ∆) of the above problems are all got, the methods used can't extend to the general cases. In [7] , Edelman and Kostlan present a new view to review this problem, where F is linear and homogeneous in x
He find that this problem could be turned into computing the ratio of the area of a scanned area on a sup-sphere and the area of this sphere. By this idea, he promotes a general result to this problem, and get the same results of above problems got by other papers. However, the method has two disadvantages. Firstly, this method only suits for the standard normal distribution; Secondly, (3) is still not general enough, since (3) is homogeneous in x, it (c) Given t * ∈ ∆, we define L F (t * ) = {x ∈ R n |F (t * ; x) = 0}.
. Proof. It is obviously that (a) and (b) are true.
(c) It is obviously true by (b). And it is easy to see that
.
Proof.
For avoiding to discuss too strange functions, e.g. Hilbert Curve, we give the following assumption.
Assumption 9. |L F (t)| = 0, ∀t ∈ ∆.
If ∆ is countable, then we have the following theorem.
Theorem 10. Supposing that Assumption 9 holds. If ∆ is countable, then E n (ρ, F, ∆) = 0.
Proof. That ∆ is countable means that L F (t), t ∈ ∆ is also countable, so we could sort L F (t) as L F (t i ).
Proposition 11. Supposing that Assumption 9 holds. Then
In the following paper, we always suppose that
is the tangent line of x 1 = H(x 2 ) at (x 2 (t), x 1 (t)). Since x 1 = H(x 2 ) is strict convex and derivable, then there is only one tangent line of L F (t) for all x 2 ∈ [x 2 (l), x 2 (u)], which means for every tangent line of
, there is only one t ∈ ∆ corresponding to it.
(a) By Corollary 41, ∀(
Since (x 2 , x 1 ) ∈ int(A(x 2 (l), H)), then there exists only one z * > x 2 (l) such that l(z * , H) passes though (x 2 , x 1 ).
If (x 2 , x 1 ) ∈ int(A(x 2 (l), H)), then there exists only one z * > x 2 (l) such that l(z * , H) passes though (x 2 , x 1 ). Since (
If (x 2 , x 1 ) ∈ ∂(A(x 2 (l), H)), then by the same discussion, besides l(x 2 (l), H), there exists l(z * , H) passing though (
there must be only two tangent lines l(z * 1 , H) and l(z * 2 , H) with tangent points z * 1 , z * 2 pass though (x 2 , x 1 ) respectively, such that
is strict convex and derivable on ∆, there exists only one tangent line
,
can't be a tangent line of x 1 = H(x 2 ), which means
(Λ k NF ([l, t * ]) Λ j NF ((t * , u])), i = 1, 2, 3, 4.
Proof. By Theorem 23,
and
Theorem 25. When n = 2, if Assumption 3(b), 16 and 17 hold. Given t * ∈ int(∆) satisfied the following conditions (a) f 1 (t * ) = 0, t * ∈ Γ f (∆). Proof. Since Assumption 16, there exists ε 1 > 0 small enough, such that f
with H ′′ (x 2 ) = 0, and keeps its concavity and convexity. Then − f 2 (t) f 1 (t) must be strict increasing or decreasing, which means ∀t ∈ (t * , t * +ε],
is not singular.
So ∀ε ∈ (0,ε], the cross point (x * 2 , x * 1 ) of l(x 2 (t * ), H) and l(x 2 (t * + ε), H) exists and satisfied
Note that by Corollary 41, x * 2 is between x 2 (t * ) and x 2 (t * + ε). By Theorem 23, ∀ε ∈ (0,ε],
, E i f (·), i = 1, · · · , 5 are defined in (8) .
ρ(x)dx, and
Then we will prove
The area of Ψ is
It is easy to see that the above result holds too, if f 0 (t * ) = 0, f 2 (t * ) = 0. So
By the same way, we could prove that
Assumption 26. There are finite number of t ∈ ∆ such that W f1,f2 (t) is singular.
Corollary 27. When n = 2, if Assumption 2, 3(b), 16 and 26 hold.
Proof. Since Assumption 2, E 2 (ρ, F, ∆) exists. We call the point t ∈ ∆ satisfied that either that f 1 (t) = 0 or W f1,f2 (t) is singular or condition(b) in Theorem 25 doesn't hold or s 2 f (t) = 0 as the bad points. By the conditions, the number of bad points is finite, we could separate ∆ into several closed intervals ∆ 1 i , ∆ 2 i connected end to end, where ∆ 1 i doesn't have any bad points, ∆ 2 i includes all the bad points, while every ∆ 2 i just has one bad point, and |∆ 2 i | = ε for a small enough ε > 0. Except the case that l or u is the bad point, we all ask the bad point must be at the middle of ∆ 2 i . Then
Mark: If Γ f (∆) is consisted of finite number of points and finite number of intervals, we could get the same results of Corollary 27. 3.2. How to compute E n (ρ, F, ∆) with n ≥ 4.
In this section, we consider the case: n ≥ 4. Let
is full rank, where h(t * ) and u(t * ) are row vectors defined in (9) and (10) respectively,
ρ(x)dx ε exist and are same. Then Proof. For t * ∈ int(∆), by Assumption 17, there exists ε * 1 > 0 such that
is not singular. If it is not true, then
Since f (i) j (t), i = 0, 1, 2, 3, j = 0, 1, · · · , n are continuous derivable functions on ∆, and f
, h i (t) and u i (t) are all Lip-continuous functions on [t * , t * + ε * ] with positive Lip constants α 2,0 , α 3,0 , β 2,i and β 3,i respectively.
Taken 0 < ε < ε * satisfied
we could separate R n into following 4 parts
It is easy to get
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YI XU
Given ε ∈ (0, ε * ), we need to compute
Noticing that
ρ(x)dx, so we just need to compute
For every
ρ(y,x)dy.
(1)
Furthermore, by Assumption 2,
Since
is full rank, h(t * ) = 0, by the definition of ε, we get Ω 2 = ∅. ∀x ∈ P(Ω 2 ), ∀ε ∈ (0, ε], we have that
which means Γ gx ([t * , t * + ε]) = ∅, ∀x ∈ P(Ω 2 ). By Theorem 23, we have Λ i NGx ([t * , t * + ε]) = ∅, i ≥ 3, ∀x ∈ P(Ω 2 ).
ρ(y,x)dy = 0, i ≥ 3.
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We just need to compute
, by the proof of Theorem 25, we know that
If Ω 3 = ∅, then Ω 3 i ρ(x)dx = 0, ∀i, so we only need to discuss the case Ω 3 = ∅. 16 
YI XU
By the same discussion in (2), ∀ε ∈ (0, ε],
Sincex ∈ P(Ω 3 ), then
so ∀ε ∈ (0, ε], we have
which means that s 3 gx (t * +ε) = 0, ∀ε ∈ (0, ε]. By Lemma 19(e), we get that either Γ gx ([t * , t * + ε]) = ∅ or Γ gx ([t * , t * + ε]) = {t},t ∈ (t * , t * + ε).
If Γ gx ([t * , t * + ε]) = ∅, we could get the same result in (2) .
Now we discuss
Since Γ gx ([t * ,t]) = ∅, by the same discussion in Theorem 25,
and (gx) 0 (t) + f 1 (t)x 1 + f 2 (t)x 2 = 0 must has a cross point
Then
So
It is easy to see that
. By the same way,
, which could be proved as in (2.2). (3.2) i = 2, 3, 4, 
Since h(t * ) and u(t * ) are linear independent, then
Then,
Next we will prove
Noticing that givenx ∈ P(Ω 2 ), then s 2 gx (t) doesn't change its sign on [t * , t * + ε], which means that there exists x 1 = Hx(x 2 ) which is a convex or concave function.
is not singular, then
Then L Gx (t * ) and L Gx (t * + ε) are the tangent lines of x 1 = Hx(x 2 ). Then the image of x 1 = Hx(x 2 ) must be in cl(R 2 \ Φx(t * , t * + ε)), so by Theorem 23,
LGx (t * +ε)) ρ(y,x)dy.
Noticing that
LGx (t * +ε)) ρ(y,x)dy = o(ε).
If Ω 3 = ∅,
LGx (t * +ε)) ρ(y,x)dy = 0;
LGx (t * +ε)) ρ(y,x)dy ≤ o(ε).
LGx (t * +ε)) ρ(y,x)dy
LGx (t * +ε)) ρ(y,x)dy + o(ε).
Now we have
By the same way, we could prove that Mark: From the above proof, it is easy to see that if we use the following assumption:
, where a > 0, b > n − 2, to instead of Assumption 3(a), we could get all the same result.
Lemma 29. If W f3,f4 (t) is not singular, then h(t) u(t) is full rank, where h(t) and u(t) are defined in (9) and (10) respectively.
Proof. Since W f3,f4 (t) is not singular, then
, is full rank,
is full rank, where
So u(t) h(t)
is full rank. (b) ∀t ∈ int(∆) such that f 1 (t) = 0, then condition(c) in Theorem 28 doesn't hold at finite number of points at most. Then
Proof. Since Assumption 2, E n (ρ, F, ∆) exists. Since there are finite number of t ∈ int(∆) such that either W f1,f2 (t) singular, or W f3,f4 (t) singular, or f 1 (t) = 0, or the condition(c) in Theorem 23 doesn't hold, we call this points as bad points. We could separate ∆ into closed intervals ∆ 1 i and ∆ 2 i connected end to end, where ∆ 1 i doesn't have any bad points, ∆ 2 i includes all the bad points, while every ∆ 2 i just has one bad point, and |∆ 2 i | = ε for a small enough ε > 0. Except the case that l or u is the bad point, we all ask the bad point must be at the middle of ∆ 2 i . Since W f3,f4 (t) is not singular ∀t ∈ ∆ 1 i , then u(t) and h(t) defined in (9) and (10) are linear independent, for all t ∈ ∆ 1 i . Then
. When x obeys uniform distribution in a sup-sphere. Now we are at the position to consider a practical problem.
Proposition 31. The Lebesgue measure of sup-sphere B n (0, r) ⊂ R n with radii r is
In this section, we discuss the cast that ρ(x) = ρ r (x). It is easy to see that ρ r (x) satisfies Assumption 3. From Theorem 28, we just need to get H ρr ,F (t).
Theorem 32. When n ≥ 4, if Assumption 2, 16 and 17 hold. Given t * ∈ int(∆), f 1 (t * ) = 0, W f1,f2 (t * ) and W f3,f4 (t * ) are not singular, and
Let
(a) When |a| < r, χ 2 + a 2 < r 2 ,
Proof. Since Assumption 3 holds for ρ r (x), by Theorem 28, we just need to compute
Let t ∈ int(∆), |ε| small enough, we consider L F (t * ) and L F (t * + ε). Let
By QR decomposition, we have Q ∈ R n×n and R ∈ R n×2 such that QR = B, where Q is a orthogonal matrix, R is a upper triangular matrix with positive diagonal elements. LetQ
, C i,j = 0, else.
YI XU
When |ε| is small enough, C 1,2 (ε) = 0, and keep its sign, since
We could rotate L F (t * ) and L F (t * + ε) into
By Theorem 23, since W f1,f2 (t * ) and .
Since z1 z0(0)
h(x 1 , z 0 (0))dx 1 = 0, y 0 = (a, z 0 ), y 3 = (a, z 3 ), y 1 (ε) = ( r 2 − z 2 1 (ε), z 1 (ε)), y 2 (ε) = ( r 2 − z 2 2 (ε), z 2 (ε)),
z 0 = − r 2 − a 2 , z 3 = r 2 − a 2 , z 1 (0) = − r 2 − c 2 (0), z 2 (0) = r 2 − c 2 (0) |Θ(L F (t * ), L F (t * + ε)) B n (0, r)| = |Θ(l, l(ε)) B n (0, r)| = y 1 = (a, z 1 ), y 2 = (a, z 2 ), y 0 (ε) = ( r 2 − z 2 0 (ε), z 0 (ε)), y 3 (ε) = ( r 2 − z 2 3 (ε), z 3 (ε)),
|Θ(L F (t * ), L F (t * + ε)) B n (0, r)| = |Θ(l, l(ε)) B n (0, r)| = h(x 1 , x 2 )dx 1
By the same discussion in (a.1), we could get For all other cases in (b) and (c), we all get the same result in (a). Mark: (a) There are only one case that Theorem 32 doesn't mention, which is |a| = r. If we assume that there are finite number of t ∈ ∆ such that f 2 0 (t) = r 2
