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1. INTRODUCTION 
For N > 1, let LI c RN be a bounded domain which has a boundary LM2 of 
class C3 (if N >, 2). We consider the boundary-value problem 
-Au(x) = @-(u(x)) for xE 0, 
u(x) = 0 for x E LX!, 
(1.1) 
where f: [0, +a~) + [0, +-co) is given. We assume that there exists a 
continuous function k: [ 1, +co) + (0, +co) such that: 
(HI) O<m=inf,,,k(t)<sup,,,k(t)=M<+co. 
(H2) For any compact interval Z of [ 1, +co), there exists a constant 
r E R (r depends of I) such that: 
Ifx,yEZwithx>y> l,thenk(x)-k(y)><(x-y). 
(H3) f(P)=0 if PE [O, 11, 
= k(p) if p E (1, +a~). 
The value offat 1 need not be related to k, butf(1) should be nonnegative. 
Since f is a discontinuous function, we cannot expect to find a classical 
solution u for problem (1.1). This leads us to consider other definitions of 
solution. As we shall see, there are two interesting candidates. 
DEFINITION 1.1. A pair (u, A) E ?V&@2) x [0, +co) is called a solution 
of problem (1.1) of type I if 
u(x) > 0 
u(x) = 0 
for all x E 0, 
for all x E 80, 
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and 
-Au(x) = @-(u(x)) for almost all x E R. 
Remark. We use the usual notation for function spaces (see, for example, 
161). We denote by S(I) the subset of W:,(0) X [0, +co) defined by S(f) = 
((24 A) E w:,(sz) x [O, +m)\(u, A) is solution of type I}. Since the set of 
trivial solutions, { (0, A) E IV:,(a) x [0, +co)lJ 2 O} belongs to S(I), let 
S+(Z)= ((~,~)E~(Z)Illull~#O}, where ll~llo=maxxe~l~(x)l. 
There is, however, another useful definition. For this, let A(p) =f(p) if 
pE [O, l)U(l,+co) andf;.(l)=jk(l),j=O or 1. 
DEFINITION 1.2. A pair (u, A) E IV:,&) x (0, +co ) is called a solution 
of problem (1.1) of type II if: 
u(x) > 0 for all x E Q, 
u(x) = 0 for all x E X?, 
and 
-Wx) = m4x)) for almost all x E Q. 
Let S(ZZ) = {(u, A) E IV:&!) x [0, +co)l(.u, 1) is a solution of type II} and 
S’(ZQ= ((U,~)ES(Zl)l((Ullo#O}. 
Now, let us give the definition of a subsolution $.k and of a supersolution w.l 
of problem (1.1) for any A > 0. 
DEFINITION 1.3. Let I > 0 and bA(v,) be called a subsolution(super- 
solution) of problem (1.1) provided that: 
and 
for all x E 2M2 
(-&,1(x) > ;If,(w,(x))) for almost all x E Q. 
Remark. If (Us, A) E S(II), then uV1 is a subsolution and a supersolution 
of problem ( 1.1). 
For any L > 0, let w  E C’(a) be the unique solution of 
-dw(x)=A(M+ 1) for all x E R, 
w(x) = 0 for all x E 852. 
538 J.DOUCHET 
Then, wA is a supersolution of problem (1.1). Furthermore, 
meas(x E 81 w.~(x) = 1) = 0 and w,(x) = Aw,(x) for all x E fi. 
Before, we can state our main results, we need two more definitions:- 
Z(u)= {xEfi(u(x)= 1) and E= (uEC’@)(u(x)=O for all x~afl}. On 
E X IR, we consider the norm [(u/j, + IA,J(ll . I(, is the norm in C’(n)). Since 
Wz,(.Q) is compactly embedded in C’(a), we consider the topology induced 
from E X I? on S+ (I) and S + (II). In Section 2, we shall see that S’(Z) = 
S’(ZZ) iff(l)=O and S’(Z)= ((u,)L)ES+(ZZ)~measZ(u)=O} iff(l)#O. 
In Section 4, we shall construct for a A > 0, a subsolution @.I of 
problem (1.1) with IIdAI10 # 0 and it will follow, by using 14. Corollary 3.21, 
that St (II) is not empty. If we denote by f = inf(A > O( 3(u, A) E S + (ZZ) /, 
then ;i > 0 and there exists u^ E W:,(Q) such that meas Z(a) = 0 and 
(u^, 1) E S’(Z). Moreover, if (u, 1) E S(ZZ), then U(X) < c(x) for all x E fi 
and for any numbers A1 > 1, > i, there exists u,, u2 in I+‘:,#) such that 
(u,, A,), (uz, A,) belong to S’(Z), meas Z(u,) = meas Z(u,) = 0 and 
u,(x) > u,(x) for all x E R. 
In Section 5, we shall show the existence of an unbounded 
continuum Q(ZZ) in St (ZZ) containing (u^, 1) and in which, for any A > fi, 
there are at least two distinct positive solutions of problem (1.1). This result 
can be considered as a generalization of [9, Theorem I.71 for bounded 
domain in IRN. In [ 10, Corollary 1.341, Rabinowitz gives the above result for 
locally Lipschitz continuous function f: In [ 11, Theorem 4.2) Chang Kung- 
Ching proves, for elliptic differential equations with discontinuous nonlinear 
terms, the existence of at least two distinct positive solutions for any 1 > 1. 
The methods and conditions used in the proofs are different from the one 
used here. Moreover, Chang Kung-Ching does not show that the two positive 
solutions lie in a continuum. Our last result will be that {/[u/I, (3(u. A) E 
g(ZZ) } is an unbounded subset of (0, +co ) and furthermore if k: [ 1, + co ) -+ 
(0, fco) is a nondecreasing function, then {l~u~10~3(u.~) E q(ZZ)t is also 
unbounded. 
Remark. The exponent 2N has been choosen for definitness and could be 
replaced by any q > N. 
2. PRELIMINARIES 
Let us first state a well-known result. 
THEOREM 2.1. Let /3 >, 0. Suppose that ~1 E Lp(D) with p > 2N. Then, the 
problem 
(-A + p) u(x) = v(x) for almost all x E 0, 
u(x) = 0 for all x E 30, 
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has a unique solution u in W;(e). Furthermore, if c(x) >, 0 for almost all 
x E R. then u(x) > 0 for all x E D. 
COROLLARY 2.2. Let /I > 0. Suppose that the function u E W:,(n) has 
the two following properties: 
(1) (-A + p, u(x) > 0 for almost all .Y E R, 
(2) u(x) = 0 for all .Y E ~32 
then, either u(x) = 0 for all x E fi or u(x) > 0 for all x E 0. 
Proof. It follows from Theorem 2.1, that u(x) >, 0 for all x E fi. Then, by 
using [ 1, Theorem 8.19, p. 1881, we obtain that either U(X) = 0 for all x E fi 
or u(x) > 0 for all x E Q. 
Before we can give the relation between S’(Z) and S+(ZI). we need one 
more lemma. 
LEMMA 2.3. Let u E W:,(Q) and a E II?. Then, d(x) = 0 almost 
everywhere on Z,(u) = (x E R ] u(x) = a}. 
Proof. We know (see, for example. 11, Lemma 7.7. p. 1451) that 
?u(.u)/F?r, = 0 for almost all x E I,(u) and all i E { l,..., N). And it follows. 
by using again the same lemma on the functions &/%sj i E ( l,.... NJ. that 
ilu(.u) = 0 for almost all x E I,(u). 
COROLLARY 2.4. 
s + (I) = s + (II) if f(l)=O. 
= ((u,A)ES+(ZZ)(measZ(u)=O} if f(l)#O. 
Since we did not make any assumption on the monotony off, we shall need 
in the future, for technical reasons, the following lemma: 
LEMMA 2.5. There exists a continuous and nondecreasing function 
a:[O, +a)-+ (0, +a) such that, for any 1 > 0, fj(t) + u(A) t is a 
nondecreasing function on [0, (( w.~ I],,], j = 0 or 1. 
Remark. This lemma is a direct consequence of condition (H2). 
Let us recall the Agmon-Douglis-Nirenberg LP-estimates [ 7, Theorem 15.2 1. 
LEMMA 2.6. There exists a continuous function y: 10, +co) -+ (0, + a) 
such that: if u E W#) and u(x) = 0 for all x E c%?, then (II(I(,+,;,,-,~) <
)?@)ll(W + W)) u llrvqn). 
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Let n(x) = (n,(x),..., n&c)) be the unit normal vector in an outward 
direction at a point x of a0 and u E W&&2). Since W&.&2) c Cl@), we 
denote by 
Wx) 
I 
WY) -= 
an 
pJ : n,(x)- . 
i=l aXi 1 
Ye0 
THEOREM 2.7. Let (u, A.) E S ’ (II). Then L > 0,O < u(x) ( w,(x) for all 
x E B and aw,(x)/&z < &(X)/C% < 0 for all x E ~3.2. Furthermore, there 
exists a positive constant c such that 1 < ]]u]], < CA. 
Proof. It follows, from Theorem 2.1, that I > 0. Since --d(w,(x) - 
u(x)) > 0 for almost all x E 52 and We-u(x) = 0 for all xE a.0, we 
obtain by Corollary 2.2 that 0 < U(X) < We for all x E 0. Let x,, E 8J2, 
then there exists an open ball BxO in J2 such that x0 E 8B,, and u E C’(B,). 
Therefore, we have (see, for example, [3, Theorem 7, p. 651) awn(x,)/&z < 
&(x,)/&z < 0. Since We,,, is compactly embedded in C’(a), there 
is a constant c0 > 0 such that (( u I(, < c, (( u JjW;,(R,. Let c = c&O) 
M{ meas 0 } ‘jZN + 1. Then, by the Agmon-Douglis-Nirenberg LP-estimates, 
Theorem 2.1, and Lemma 2.3, we obtain 
1 < ll~ll, <cllIlull i&n, G w(w~~llrwn 
< AC, y(O) M{ meas 0 } “2N < cl. 
This completes the proof of this theorem. 
3. PROPERTIESOFTHE MAPPING H 
The following notations and definitions are used herein. Let X, Y denote 
real Banach spaces. Since no confusion can arise, we denote the norms in 
both spaces by 1) + I]. If A is a subset of Y and E > 0, we denote by B(A, E ] = 
(YE YId(A,y) <E), where d(A,y)=inf((]x-y(J(xEA}. Let D,cX and 
D, c Y. A multivalued mapping E: D, -o D, is called upper semicontinuous 
at x, E D, if V’E > 0, 3S > 0 such that if I( y - x0]] < 6, then E(y) c 
B[E(x,), E]. A multivalued mapping E: D, -o D, is called upper semicon- 
tinuous on D, if E is upper semicontinuous at each point of D, . A mapping 
E: D, -o D, is said to be compact if it is upper semicontinuous on D,, if 
E(x) is nonempty, closed, and convex for all x E D, and if the closure E(0) 
of E(Q) in Y is compact for each bounded subset R of D, . Let 
c:<Lq = {u E C’(.c$4(x) > 0 
.Ly(n) = (u E Lyn)(u(x) > 0 
for all x E b}, 
for almost all x E 0). 
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For every (u, A) E Z.2N(R) x [0, +-co), we denote by K(IJ, NI) the unique 
solution of the linear boundary-value problem 
(-A + h(k)) u(x) = u(x) for almost all x E 0, 
u(x) = 0 for all x E X!. 
Theorem 2.1 implies that K is a well-defined linear operator of L2”‘(f2) x 
[0, +co) into W:,,,(Q). For any A > 0, let K,, be the set-valued function 
defined by 
UP) = (f(P) + 4A)P}, if p E [O, 1)U (1, +a~), 
= b@)Y k(l) + u(A)], if p=l. 
For (u, A) E c\(fi) X [0, +a~), let F: C!+(a) x [0, i-to) -o L:(R) be the 
multivalued mapping defined by 
F(u, 2) = (u E Z-y(Q)]V(x) E &(u(x)) for almost all x E 0). 
DEFINITION 3.1. Let, H: C ‘+ (6) X [0, + co ) -o C ‘+ (a) be the multivalued 
mapping defined by H(u, A) = (K(u, 1)l u E F(u, A) 1. 
Before we can state our main results of this section, we need two more 
definitions. Let, G(H) = ((u,k, u) E C:(B) x [0, +co) x C:(fi)]u E H(u, A)}. 
G be called the graph of H; S+ = ((u,n) E C:(a) x (0, +oo)ju E H(u, A) 
and l1410~Ot. 
THEOREM 3.1. (1) Sf = S’(ZZ); 
(2) G(H) is a closed subset of C!+(a) x [0, +co) x C’+(a). 
(3) The multivalued mapping H: CL@) x (0, +00)--o C:(fi) is 
compact. 
Remarks. Assertion (1) is an immediate consequence of the definition of 
the multivalued mapping H. Assertions (2) and (3) are proved in [S]. 
COROLLARY 3.2. (1) S+(ZZ) is a closed subset of E x F?. 
(2) Any closed bounded subset of S+(ZI) is compact. 
4. EXISTENCE THEOREM 
THEOREM 4.1. Let A > 0. 
(1) u-#*E cm is a subsolution of problem (1. 1 ), then there exists 
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(u, A) in S(Z) with meas Z(u) = 0 such that (VI(x) (u(x) < wn(x) for all 
x E i-2. 
(2) There exists (CA, A) E S(Z) with meas Z(Gn) = 0 such that for any 
(u, A) in S(ZZ) we have u(x) < C,(F) < w,I(x)jbr all x E 9. 
Proof. (1) It follows, from Corollary 2.2, that d.1(x) ( MJ-~(x) for all 
x E 0, On [O, It w, II& we consider the nondecreasing function g, defined by 
g,lCt) =.fl(t> + 4) t* Since (-A + W)> O.I(X) G kA(4A(X)) and 
(--A + Au(A)) M?~(x) > &((w,(x)) for almost all x E J2, assertion (1) follows 
immediately from [4, Lemma 2.3, Theorem 2.7, and Corollary 3.21. 
(2) Since for any (u, A) in S(Z), 0 & u(x) < WA(x) for all x E R it 
follows from [4, Lemma 2.3 and Corollary 3.21 that there exists 
(GA, A) E S(Z) with meas I(;,,) = 0 such that for any (u, ,I) E S(Z) we have 
u(x) < CA(x) < wA(x) for all x E a. Let (u,A) E S(ZZ). Since --Au(x) < 
&(u(x)) for almost all x E 0, it follows from assertion (I), that there exists 
(zi, A) in S(Z) with meas Z(ti) = 0 such that U(X) ,< G(x) for all x E fi. 
Therefore, u(x) < GA(x) < wA(x) for all x E a. 
This completes the proof of this theorem. 
LEMMA 4.2. S ’ (ZZ) is nonempty. 
Proof: Let x, E B and p = inf( d(x, , y)] 4’ E an). Then p > 0 and we 
denote by a, and 0, the two following open subsets of RN 
R, = Hx, 9 P/2), R, =f?p?,. 
It follows immediately that X!, n XI = 0 and 80, = &2 u BR, . 
Furthermore, for N > 2, 0, is a bounded open connected subset of R” which 
has a boundary BR, of class C3. 
We denote by q(x) = (q,(x),..., q,(x)) the unit normal vector in an outward 
direction at a point x of X12. We recall that m = inf,>, k(t) is positive. Let 
u2 E C’(an,) be the unique solution of 
-Au(x) = 0 for all x E R,, 
u(x) = 0 for all x E XI, 
u(x) = 1 forall xEX?,. 
Then 0 < Q(X) < 1 for all x E 0, and max,,,,, auz(x)/2n > 0, where 
WWv = limy+xyeR, Cj”=, Vj(x)(2u,(Y)/2xj) (see, fOJ example, 13, 
Theorem 5, p. 61 and Theorem 7, p. 651). Let u E C’(0,) be the unique 
solution of 
-Au(x) = 1 for all x E R, , 
u(x) = 0 for all x E 80,. 
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Then min x.Bn, &(x)/art > 0, where &@)/a~ = lim,,,,,, CT=, vl#) 
au(v)/axj and U(X) > 0 for all x E Q , . 
Let ,I, =A, + 1 and tl,(x)=l,mu(x) + 1 for all x E fi,, where 
,I, = inf{J > OJAm min,,,,,au(x)/8~ > max,.8n, avz(x)/&7t. It follows that 
ac ,(x)/&f > au2(x)/&j for all x E XI,. Let 
w(x) = u,(x) if xEG,, 
= u*(x) if x E a,, 
and $ E W:,(J2) be the unique solution of 
-Au(x) = &fo(w(x)) for almost all x E R, 
u(x) = 0 for all x E XI. 
Then 4 E C’(Q,)n C2(a2) (see 12, Theorem 12.1, pp. 1951) 4 E C’(a), and 
II 4llll + 0. 
Let z = W- 4. Since AZ(X) > 0 for almost all x E QlXI, and 
z E C’(Q,) f? C’(0,) n C(D), there exists (see [ 3, Theorem 5, p. 611) 
x0 E an, U aa such that 2(x0) = maxXEIT z(x). Suppose that x0 E %R, , then 
(see [3, Theorem 7, p. 651) we obtain the following contradiction: 
&,(x,)/&j < Bu,(x,)/aq. Therefore x0 E a0 and it follows that W(X) ,< (b(x) 
for all x E ST. 
Let A, = inf{A > Olllb > lzM} + 1, where b = inf,,,, f,@(x)) > 0. Then @ 
is a subsolution of problem (1.1) for II,. By using Corollary 2.4 and 
Theorem 4.1, we have that S + (II) is nonempty. Let 2 = inf{A > 013(u. 1) E 
St (II) 1. It follows, from Theorem 2.7, that 2 > c ’ > 0. 
THEOREM 4.3. There exists a function u  ^in WI,.(n) such that: 
(1) (u ,^ 1) E S+(f) and meas I(G) = 0. 
(2) For any (u, 2) E S(ZI), u(x) < i(x) all x E fin. 
(3) For each A > 1, G(x) < w.,(x) for all x E f2 and 
a~?(x)/t?, > a~b~,(xp, for all x E an. 
ProoJ: There exists a sequence ( (Unr ,I,)\,, , in S +(II) such that 
lim !I-+= J.,=x. Let l=sup{I,JnEN). Then, for any nEN, we have 
II hIIIw;,v~R~ 1 Y < (O)lld~,((~~,~~~, < Xy(0) M(meas O}‘,‘z.V. Since WSJf2) is 
compactly embedded in C’(B), there exists a subsequence {(u,, ,In,)}ji, of 
I@,, un,, which converges to (17,x) in E x R. And it follows, from 
Corollary 3.2, that (U; 1) E S’(lZ). Therefore, by Theorem 4.1, there exists 
(u ,^ 1) in S+(Z) with meas I(a) = 0 such that for any (u, 1) E S(H) we have 
U(X) ,< z?(x) for all x E 5. Assertion (3) is a direct consequence of 
Theorem 2.7. 
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COROLLARY 4.4. For any numbers A, > AZ > 1, there exist u,, u2 in 
W&@2) such that (u,, A,), (uz, A,) are in S’(l), u,(x) > z+(x)for all x E R 
and meas I(24 ,) = meas Z(z+) = 0. 
~.PAIRS OF POSITIVE SOLUTIONS 
Let P=((u,~)EE~(O,+co)]u(x)>0 in D and au(x)/&<0 on X2). 
Thus P is an open subset of E x R which contains S + (ZZ) (see Theorem 2.7). 
On P we consider the topology induced from E x IR. Let q: [0, +oo) --+ 
(0, +oo) be the continuous function defined by q(L) = c, y(l) I1{M + a(l) 
IIwAllo} + 1, where c, =c,{meas~?}“*~ and c,, is a positive constant such 
that for any u E @dW, lI4l, <co l141W;,~R~. 
For any A > 1, we consider the nonempty bounded open convex subset R, 
of E defined by 
R, = {u E El I( u]], < q(l), L(x) < U(X) < wA(x) in R and Z(x)/& 
> f%(x)/an > f3w,(x)/an on 352 1. 
It follows that R = UA,l [R,x {A)] and l?={(u,L)EPl(u,J)@i?) @is 
the closure of R in E x R) are two open subsets of P. 
Let A > 0 and A, be an open bounded subset of E which is contained in 
C:(s) and such that 0 (r [I- H(e, L)](aA,{). Then, we denote by 
deg,,(Z - H(., A), A,, 0) the Cellina-Lasota topological degree for compact 
vector fields [7]. 
Before we are in position to prove our main result, we need to give some 
preliminary lemmas. 
LEMMA 5.1. For any 2 > 1 we have: 
(1) H(R,, A) CR, 
(2) deg,,(Z-H(.,~),R,,O)= 1. 
Proof. (I) Let uER,, U, E H(u, A). Then, for any u E H(u ,^ A) and 
w  E (WA, A), we obtain 
(-A + W))(4x) - %(X)1 < 0 ,< (-A + W)>(w(x) - u,(x)) 
for almost all x E R, 
and 
(-A + na(L))(a(x) - o(x)) ( 0 < (-A + h@))(w,(x) - w(x)) 
for almost all x E 0. 
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Since u^ @ H(u ,^ A) and wA @ H(w,, A), it follows from Corollary 2.2 that 
0 < r?(x) < u(x) < U,(X) ,< w(x) < We for all x E a. 
Let x0 E XI. Since u,(x,) = 2(x,,) = 0, there exists an open ball B, in fl 
such that x0 E aBXo and u^, U, are in C*(B,). Then, (see, for example, [ 3, 
Theorem 8, p. 67) we obtain %(x,)/an > au,&)/&? > aw,l(xo)/&r. Since 
llurll, < s(A), it follows that U, E R,. 
(2) Let uA E R,. Then, for any t E (0, 11, we consider the multivalued 
mapping S,(., A): R, -o C!+(a) defined by S,(u, A) = tH(u, A) + (1 - t) u,,. 
Since R, is convex, it follows from (1) that 0 4 [I- S,(e,A)](aR,) for all 
tE (0, 11. Thus, deg,,(l- We, A>, R,, 0) = deg,,(l- S,(., A), R.,, 0) = 
deg,,(Z - S,( ., A), R,, 0) = deg,,(Z, R,, aA) = 1. This completes the proof 
lemma 5.1. 
LEMMA 5.2. For any E > 0, there exists a positive number 6, such 
that if O<L--I<6, and (u,A)ERnS+(If), then uEB,(u^)= 
{u E E(l(z.4 - tlll < E}. 
Proof. Suppose there exists a s0 > 0 such that the conclusion of this 
lemma does not hold. Then, there will exist a sequence {(u,, &)},a, in 
R n S+ (II) which will converge to (a, 1) E S+ (II) and such that, for any 
nEN IIu,-~J,>~~. Thus, we shall obtain that 1) ti - u l^j, > E, and 
d(x) < E(x) for all x E 6. This is in contradiction with the maximality of u^. 
LEMMA 5.3. Let 7‘ be R or R. Suppose that, for any bounded open 
subset 0 of P containing (u ,^ I), we have S+ (IZ) n a6 n 7. # 0 (8 is the 
boundary of 0 in E x IR). Then, there exists an unbounded continuum W in 
S+(U) such that (~?,X)E~C [Y-U {(t&X)}]. 
LEMMA 5.4. For any numbers 1 < ,I, < A,, S + (II) contains a continuum 
5 lying in R which meets R,, x (A,} and R,> x (A*}. 
Remark. Lemma 5.3 is a consequence of [ 12, Theorem 9.3, p. 15 1 and of 
the maximality of u^. Lemma 5.4 is also a consequence of [ 12, Theorem 9.3. 
p. 15; Lemma 5.1, p. 21. 
Now, we are able to state our main result which can be considered as a 
generalization of 19, Theorem 1.71 for bounded domain of IP’. 
THEOREM 5.5. There exists an unbounded continuum Q(ZZ) in S+ (II) 
meeting { (ti, 1)) and in which, for any A > 1, there are at least two distinct 
positive solutions of problem (1.1). 
Proof. (a) Let 8 be an open bounded subset of P which contains (z& 1). 
Then, there exist numbers E > 0 and A., > 1 (Lemma 5.2) such that 
[(R,,x(~,})nS+(ll)]c[B,(u^)x{~,}]c8. Let12=sup(A>0(3(u,I)E8} 
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+ 1, then [RAz X {A,}] n 0 = 0. It follows immediately, from Lemma 5.4, 
that ~3~9 n S+(ZZ) n R # 121 (80 is the boundary of B in E x F?). Thus, there 
exists (Lemma 5.3) an unbounded continuum @(ZZ) in S’(ZZ) such that 
(U^,i?)EC?(ZZ)c [Ru((&X)}]. M oreover, (see Theorem 2.7) we have that 
(A > 0(3(u,l) E @(ZZ)} = [X, +a). 
(b) Now, suppose there is no unbounded continuum in S’ (ZZ) lying in 
EU ((C, 1)) and which meets {(z?, I)}, then there will exist a bounded open 
subset 0 of P such that (& 1) E 0 and 88 f-~ S+ (ZZ) n Z? = 0 (a0 is the 
boundary of 6’ in E x IR). Let V= 19 U R, then ?Y is an open subset of P 
and we have that BFn S+ (ZZ) = 0 (&V’- is the boundary of P“ in E x IR). 
By letting %< = (U E E((u, A) E %‘j, we shall have that deg,,(Z-H(.,A)? 
a-;, 0) = constant for all A > 0. But deg,,(Z - H(., n), %<, 0) is equal to 0 if 
A =x/2 and to 1 if A= sup(A > 0(3(u,A) E 6) + 1. We obtain a 
contradiction. Therefore, there exists an unbounded continuum @(ZZ) in 
S +(ZZ) such that (u^, 1) E @(ZZ) c [Z? U ((ti, I)}]. Moreover, we have that 
{A > 0/3(u, A) E O(ZZ)} = [X, +a). Let GF(ZZ) = @(ZZ) U Q(ZZ). Since 
R nd= 0, g(ZZ) satisfies the conclusions of this theorem. 
This completes the proof of this theorem. 
Remarks. (i) If we consider on S’(ZZ) the topology induced from 
C(B) x R, F(ZZ) remains an unbounded continuum in S’(ZZ). 
(ii) IfJ(1) = 0, then @(II) is an unbounded continuum in S’(Z). 
COROLLARY 5.6. {Ilull IW A) E WZ)\ is an unbounded subset in 
[ 0, + 00) and furthermore if k: [ 1, + ~0) + (0, +co ) is a nondecreasing 
function, then ()I u/l0 1 3(u, I) E g(ZZ)} is also unbounded. 
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