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3NOTACIONES
Notaciones generales
S´ımbolo Significado
x = (x1, x2, ..., xN ) Elemento de IRN
r = |x| = (x21 + x22 + ...+ x2N )1/2 Mo´dulo de x
∇u =
(
∂u
∂x1
, ∂u∂x2 , ...,
∂u
∂xN
)
Gradiente de u
∆pu = div (|∇u|p−2∇u) p-Laplaciano de u
p′ Exponente conjugado de p, 1/p+ 1/p′ = 1
p∗ = Np/(N − p) Exponente cr´ıtico de Sobolev
Ω ⊂ IRN Dominio acotado con frontera lisa
∂Ω Frontera de Ω
|A| Medida de Lebesgue de A ⊂ IRN
χA Funcio´n caracter´ıstica del conjunto A
|| · ||s Norma en el espacio Ls(Ω)
|| · ||E Norma en el espacio E
BR Bola en IRN de radio R centrada en el origen
BR(x0) Bola en IRN de radio R centrada en x0 ∈ IRN
CN Medida de la esfera unidad en IRN
E′ Espacio dual de E
〈, 〉 Producto escalar en IRN / dualidad E, E′
δx Delta de Dirac soportada en x ∈ IRN
Tk(s) =
{
s |s| ≤ k
k
s
|s| |s| > k
Funcio´n truncamiento
Φu(k) = |{x ∈ Ω : |u(x)| > k}| Funcio´n de distribucio´n de u
c.t.p. Casi todo punto
V + Parte positiva de la funcio´n V , i.e. V + = max(V, 0)
V − Parte negativa de la funcio´n V , i.e. V − = max(−V, 0)
4Espacios funcionales
S´ımbolo Significado
C(Ω) Funciones continuas en Ω
C0(Ω) Funciones continuas en Ω con soporte compacto
C0,β(Ω) Funciones Ho¨lder continuas en Ω
Ck(Ω) Funciones de clase k en Ω
Ck,β(Ω) Funciones Ho¨lder continuas de clase k en Ω
Ck0 (Ω) Funciones de Ck(Ω) con soporte compacto
C∞(Ω) Funciones indefinidamente diferenciables en Ω
C∞0 (Ω) = D(Ω) Funciones de C∞(Ω) con soporte compacto
D+(Ω) Funciones de D(Ω) no negativas
D′(Ω) Espacio dual de C∞0 (Ω) o espacio de las distribuciones
Lp(Ω) {u medible en Ω, ∫
Ω
|u|p <∞}, 1 ≤ p <∞
L∞(Ω) {u medible en Ω y existe C tal que |u(x)| ≤ C c.t.p. en Ω }
Lp
′
(Ω) Espacio dual de Lp(Ω)
W 1,p(Ω) Espacio de Sobolev
W 1,p0 (Ω) Espacio de Sobolev con traza cero
W−1,p
′
(Ω) Espacio dual de W 1,p0 (Ω)
L1(logL)β(Ω) {u medible en Ω, ∫
Ω
|u|(log(1 + |u|))β dx <∞}, 1 ≤ β <∞
Ms(Ω) {u medible en Ω, |{|u(x)| > h}| ≤ C1h−s}
M(Ω) Espacio de las medidas de Radon en Ω
T 1,N (Ω) {u medible en Ω, Tku ∈W 1,N (Ω)}
T 1,N0 (Ω) {u medible en Ω, Tku ∈W 1,N0 (Ω)}
Lp(0, T ;W 1,p(Ω)) {u medible en Ω× (0, T ), ∫ T
0
∫
Ω
|∇u(x, t)|p dxdt <∞}, 1 ≤ p <∞
Lp
′
(0, T ;W−1,p
′
(Ω)) Espacio dual de Lp(0, T ;W 1,p0 (Ω))
C([0, 1];W 1,p0 (Ω)) Funciones continuas de [0, 1] en W
1,p
0 (Ω)
5Introduccio´n
0.1 Presentacio´n
Se reu´ne en esta Memoria 1 el producto del trabajo de investigacio´n realizado durante los u´ltimos cuatro
an˜os con el objeto de que constituya una Tesis Doctoral a presentar en el Departamento de Matema´ticas
de la Universidad Auto´noma de Madrid.
Tal vez el hilo conductor de todo este trabajo sea la nocio´n de problema cr´ıtico y supercr´ıtico, si bien,
como se vera´ en cada caso, la palabra cr´ıtico tiene un significado concreto diferente. Es decir, se estudian
distintos problemas cuyo punto comu´n es que esta´n en el l´ımite de aplicacio´n de alguna propiedad.
En los tres primeros cap´ıtulos de esta Memoria se estudian algunos problemas el´ıpticos en los que el
concepto de problema cr´ıtico tiene que ver con el comportamiento de los te´rminos de orden cero, respecto
a la inclusio´n de Sobolev (si 1 < p < N el exponente cr´ıtico de Sobolev es p∗ = Np/(N − p), si p ≥ N ,
p∗ =∞).
Ma´s precisamente, se consideran problemas quasilineales de la forma{ −∆pu ≡ −div (|∇u|p−2|∇u|) = λV (x)f(u) en Ω,
u|∂Ω = 0,
(0.1)
donde p > 1, λ > 0, Ω es un dominio acotado de IRN con frontera regular, V (x) es una funcio´n bajo
hipo´tesis de integrabilidad que sera´n precisadas en cada caso y f(u) es una funcio´n no lineal satisfaciendo
hipo´tesis que se detallara´n en cada caso.
Sea 1 < p < N . Se dice que f es subcr´ıtica en infinito si
lim
u→∞
f(u)
up∗−1
= 0, (0.2)
Se dice que f es subcr´ıtica en cero si
lim
u→0
f(u)
up∗−1
=∞. (0.3)
Si los l´ımites anteriores son finitos y distintos de cero se dice que f tiene comportamiento cr´ıtico, y si
tienen un comportamiento sime´trico al subcr´ıtico en 0 e infinito, es decir, si
lim
u→∞
f(u)
up∗−1
=∞, (0.4)
lim
u→0
f(u)
up∗−1
= 0, (0.5)
se dice que f tiene comportamiento supercr´ıtico en infinito y supercr´ıtico en cero respectivamente
(ve´ase [14] para una discusio´n de estos conceptos). El caso p = N es distinto e involucra la desigualdad
de Moser-Trudinger (ve´ase [52]).
1En las pa´ginas 3 y 4 se presenta una relacio´n de la notacio´n ma´s usada en la Memoria.
6Este tipo de problemas ha sido ampliamente estudiado para p = 2 en muchos contextos de la
Matema´tica Pura y Aplicada: por ejemplo, en Geometr´ıa Riemanniana aparece en el problema de Yamabe
(ve´ase [87]); otras referencias relacionadas con este contexto son [35] y [72]. En Astrof´ısica aparece
tambie´n (ve´ase [34] por ejemplo). Si la no linealidad f es de tipo exponencial, se tiene entonces el modelo
de Frank-Kamenetstkii para la ignicio´n de so´lidos (ve´ase [42]). Tambie´n aparece el problema tipo (0.1)
en modelos en Meca´nica de Fluidos, en F´ısica de Plasmas y en problemas relacionados con feno´menos
estacionarios de reaccio´n-difusio´n (vea´nse los ejemplos en [8] y [43]).
En general, y este es uno de los puntos de intere´s en las aplicaciones, estos problemas se pueden ver
tambie´n como una descripcio´n de los estados estacionarios asociados a las ecuaciones de evolucio´n con
difusio´n no lineal. Es decir, ut −∆pu = λV (x)f(u), x ∈ Ω ⊂ IR
N , t > 0,
u(x, 0) = u0(x),
u(x, t) = 0, x ∈ ∂Ω, t > 0,
(0.6)
donde Ω es un dominio, acotado o no, y V y f son como antes.
En los problemas auto´nomos, es decir, con V (x) = c constante, el crecimiento del segundo miem-
bro es importante para obtener la explosio´n de las soluciones de los problemas de evolucio´n, pero es
claramente insuficiente para concluir otras propiedades, tales como la existencia global o la estabilidad
de los estados de equilibrio. Para este tipo de resultados es necesario comprender ma´s profundamente
el comportamiento del problema el´ıptico asociado, el cual depende del crecimiento y tambie´n de otras
propiedades del segundo miembro, como por ejemplo su forma. Cambios en la forma implican cambios
radicales en el comportamiento de las soluciones, tanto en el caso estacionario como en el problema de
evolucio´n. En este sentido, una de las diferencias en la forma que es relevante si p = 2 es la concavidad o
convexidad de la no linealidad f , y si f(0) = 0 o no. Si p 6= 2, la concavidad y convexidad se sustituyen por
los siguientes conceptos de ser subdifusiva o superdifusiva respectivamente. Se dira´ que f es subdifusiva
(respectivamente superdifusiva) cuando u→ a, donde a = 0 o´ a =∞, si se verifica:
lim
u→a
f(u)
uq−1
= c1 para algu´n q, 1 < q < p (respectivamente p < q).
Cuando V (x) es una funcio´n no constante, el comportamiento global de las soluciones del problema
(0.6) es ma´s sutil. En este caso, se entendera´ como subcr´ıtico el problema, si V (x) ∈ Lr(Ω) para algu´n
r > N/p, exponente que corresponde a la teor´ıa cla´sica de existencia, unicidad, y regularidad si f(u)
tiene el crecimiento adecuado (ve´anse [39] y [64]).
As´ı, en este contexto, problema cr´ıtico significara´ que V (x) ∈ Lr con 1 ≤ r < N/p.
Se vera´ que varios problemas parabo´licos cr´ıticos aparecen de forma natural y este hecho mostrara´
la profunda conexio´n entre los problemas el´ıpticos que se estudian en los tres primeros cap´ıtulos y los
problemas parabo´licos que se estudian en el cuarto.
En esta Memoria se reu´nen varios resultados originales relativos a los problemas (0.1) y (0.6) que
se describen a continuacio´n en esta Introduccio´n y se estudiara´n en detalle en los siguientes Cap´ıtulos.
70.2 Descripcio´n del contenido
0.2.1 Problemas El´ıpticos
Como es bien sabido, si se estudian problemas subcr´ıticos o cr´ıticos es posible encontrar soluciones
variacionalmente pues hay un funcional de energ´ıa bien definido en el correspondiente espacio de Sobolev
W 1,p0 (Ω). Si se tratan problemas supercr´ıticos un planteamiento variacional directo no es posible. Por
esta razo´n, es necesario precisar lo que significara´ ser solucio´n del problema en cada caso.
Definicio´n 0.2.1 (a) Se dice que u ∈ W 1,p0 (Ω) es una solucio´n de´bil de (0.1) si y so´lamente si
V (x)f(u) ∈W−1,p′(Ω), y la ecuacio´n se verifica en el sentido de W−1,p′(Ω).
(b) Se dice que u ∈ W 1,p0 (Ω) es solucio´n regular si adema´s u ∈ L∞(Ω) y se verifica la ecuacio´n en
W−1,p
′
(Ω).
En la literatura sobre problemas supercr´ıticos es habitual encontrar la siguiente definicio´n:
Definicio´n 0.2.2 Se dice que u ∈W 1,p0 (Ω) es solucio´n singular de (0.1) si V (x)f(u) ∈ L1(Ω) y verifica
la ecuacio´n en el sentido de D′(Ω).
Con esta u´ltima definicio´n se quiere hacer notar el hecho de que V (x)f(u) ∈ L1(Ω), pero es obvio
por un argumento de densidad que toda solucio´n singular es una solucio´n de´bil; en toda la Memoria el
concepto de solucio´n singular sera´ el de la Definicio´n 0.2.2, es decir, u ∈W 1,p0 (Ω).
Una vez precisados los conceptos de solucio´n que se van a emplear, se presentan los distintos resul-
tados originales obtenidos para cada uno de los problemas estudiados.
En el Cap´ıtulo 1 se considerara´ el problema de Dirichlet con dato cero para el Problema (0.1)
donde se supondra´
f(u) = exp(u),
por tanto, se trata de una no linealidad convexa como funcio´n de u y el problema, en el caso V = 1, es
subcr´ıtico o supercr´ıtico si p ≥ N o p < N respectivamente (ve´ase [3] y las referencias all´ı contenidas).
El te´rmino exponencial aparece en modelos asociados a reacciones qu´ımicas, cuya velocidad de
reaccio´n sigue la ley de Arrhenius; si se supone que la difusio´n es proporcional a una potencia del
gradiente se obtiene el problema anterior. Con V constante este problema ha sido ampliamente estudiado
(ve´anse [16], [34], [42], [45], [46], [48], [50], [51], [60], [61], [70] y [71]).
En este Cap´ıtulo de la Memoria se estudian diversos problemas segu´n las propiedades del potencial
V . Ma´s concretamente se obtienen los resultados siguientes:
Teorema. Sea el problema{ −∆pu = λV (x)eu en Ω ⊂ IRN , N ≥ 2,
u|∂Ω = 0,
donde p > 1, λ > 0, x ∈ Ω un dominio acotado, y V (x) ∈ Lq(Ω) es una funcio´n dada que puede cambiar
de signo en Ω. Se verifica:
8(a) Si λ es suficientemente pequen˜o, entonces existe al menos una solucio´n al problema para q > N/p > 1,
y existen al menos dos soluciones al problema para p ≥ N .
(b) Se halla una condicio´n suficiente que asegura la existencia de soluciones positivas del problema con
V cambiando de signo en Ω (resultado no considerado en la literatura incluso en el caso semilineal
p = 2).
(c) Si λ es suficientemente grande y V ≥ 0, entonces el problema no tiene solucio´n. Adema´s el conjunto
de λ para los cuales el problema tiene al menos una solucio´n, es un intervalo; en adelante se denotara´
por λ∗ el extremo superior de tal intervalo.
(d) Si V (x) ∈ Lq(Ω), q > N/p > 1, y λn ↗ λ∗ entonces existe una sucesio´n de soluciones {un} regulares
correspondientes a λn tales que se verifica:
(i) Si N ≥ pq(3 + p)/(4 + q(p− 1)), lim
n→∞un = u∗ es una solucio´n singular correspondiente a λ∗.
(ii) Si N < pq(3 + p)/(4 + q(p− 1)), lim
n→∞un = u∗ ∈ L
∞, solucio´n regular correspondiente a λ∗.
(e) Se estudia el caso radial supercrtico (N > p) con V (x) = |x|l, l > −p, Ω = B1; existe una u´nica
solucio´n radial singular correspondiente a
λ˜ = (l + p)(p−1)(N − p), S(r) = log
(
1
|x|l+p
)
,
y se verifica:
(i) Si N ≥ p + 4(l + p)/(p − 1) entonces λ∗ = λ˜, para cada λ < λ∗ se tiene una u´nica solucio´n
regular, u(λ), y lim
λ→λ∗
u(λ) = S(x).
(ii) Si p < N < p + 4(l + p)/(p − 1) entonces λ˜ < λ∗, y para λ = λ˜, existen infinitas soluciones
radiales regulares, cuyos valores en el origen tienden a infinito, con lim
λ→λ∗
u(λ) = u∗ ∈ L∞.
(Ve´anse Cap´ıtulo 1, Teoremas 1.2.3, 1.3.3, 1.4.6, 1.4.7, 1.5.1, 1.6.1, 1.7.3 y [3]).
Para los resultados con p ≥ N se utilizan te´cnicas variacionales, mientras que en el caso 1 < p < N
se utiliza el me´todo cla´sico de iteracio´n para construir una solucio´n para λ pequen˜o. Para la descripcio´n
de la rama de soluciones en el caso supercr´ıtico radial, un cambio de variables permite pasar a estudiar
un sistema auto´nomo no lineal, usando un plano de fases conveniente.
En el Cap´ıtulo 2 se describe la pe´rdida de compacidad de sucesiones uk de soluciones singulares de
−∆Nuk = Vkeuk en Ω,
donde Ω es un dominio acotado, y para algu´n 1 < q ≤ ∞, se verifica:
Vk ≥ 0 en Ω,
||Vk||q ≤ C1,
||euk ||q′ ≤ C2,
9cuyo precedente en el caso N = 2 es debido a Brezis y Merle (ve´ase [30]). Como se ve, sera´ necesario
estimar soluciones de problemas con el segundo miembro en L1.
Sea el problema { −∆Nu = f en Ω ⊂ IRN ,
u|∂Ω = g,
(0.7)
donde se supone que f ∈ L1, Ω es un dominio acotado con frontera regular y el dato g tiene regularidad
suficiente de forma que si u ∈ T 1,N (Ω) se tiene que u − ϕ ∈ T 1,N0 (Ω), siendo T 1,N (Ω) el espacio de las
funciones medibles tal que todos sus truncamientos verifican Tk(u) ∈W 1,N (Ω), y ϕ una extensio´n conve-
niente del dato g (ve´ase el ape´ndice del Cap´ıtulo 2 para la definicio´n precisa del operador truncamiento
y de ϕ) denotando como T 1,N0 (Ω) la complecio´n de D(Ω) en T 1,N (Ω).
El tratamiento variacional de este tipo de problemas no es posible; la estrategia que se sigue es
truncar los datos, es decir, resolver el problema con Tk(f) y Tk(g) e intentar pasar al l´ımite en un espacio
conveniente de forma que el l´ımite sea al menos solucio´n en sentido de distribuciones; tal espacio es
T 1,N (Ω). Este tipo de teor´ıa ha sido desarrollada en los u´ltimos an˜os, y algunas referencias son: [15],
[20], [24], [25] y las referencias contenidas en ellas (ve´ase tambie´n [26]).
Siguiendo las ideas en [20] se tiene la siguiente
Definicio´n 0.2.3 Se dice que u ∈ T 1,N (Ω) es una solucio´n de entrop´ıa del problema (0.7) si:
1. u− ϕ ∈ T 1,N0 (Ω).
2.
∫
Ω
|∇u|N−2〈∇u,∇ψ〉 = ∫
Ω
fψdx, para toda ψ ∈ D(Ω).
3. Se verifica∫
{|u−ϕ−ψ|≤k}
〈DN (∇u,∇ϕ), ∇(u− ϕ− ψ)〉 dx ≤
∫
Ω
Tk(u− ϕ− ψ)fdx, k > 0, (0.8)
para cada ψ ∈ D(Ω), donde DN (ξ, η) = |ξ|N−2ξ − |η|N−2η, con ξ, η ∈ IRN .
La condicio´n (0.8) se llamara´ condicio´n de entrop´ıa siguiendo la nomenclatura acun˜ada en [20], donde se
demuestra que la condicio´n de entrop´ıa determina la clase en la que se verifica la unicidad de soluciones.
Para este tipo de soluciones se obtiene el siguiente resultado:
Teorema. Sea u solucio´n de entrop´ıa del problema{ −∆Nu = f en Ω ⊂ IRN ,
u|∂Ω = 0,
(0.9)
donde N ≥ 2 y f ∈ L1(Ω). Entonces,∫
Ω
exp
[
(NC1/(N−1)N − δ)|u(x)|
||f ||1/(N−1)1
]
dx ≤ NC
1/(N−1)
N
δ
|Ω| ∀δ ∈ (0, NC1/(N−1)N ), (0.10)
CN denotando la medida de la esfera unidad en IRN (ve´ase el Cap´ıtulo 2 y [2]).
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El resultado fundamental del Cap´ıtulo 2 es el siguiente:
Teorema. Si uk es una sucesio´n de soluciones de
−∆Nuk = Vkeuk en Ω,
donde Ω es un dominio acotado, y para algu´n q, 1 < q ≤ ∞, 1/q + 1/q′ = 1, se verifica:
Vk ≥ 0 en Ω,
||Vk||q ≤ C1,
||euk ||q′ ≤ C2,
entonces, existe una subsucesio´n ukl verificando una de las tres alternativas siguientes:
(i) ukl esta´ acotada en L
∞
loc(Ω).
(ii) ukl → −∞ uniformemente en subconjuntos compactos de Ω.
(iii) El conjunto de explosio´n S relativo a la subsucesio´n ukl definido como
S = {x ∈ Ω : existe una sucesio´n xkl ∈ Ω tal que xkl → x y ukl(xkl)→∞}
es finito, no vac´ıo y ukl → −∞ uniformemente en subconjuntos compactos de Ω \ S.
Adema´s, en el caso (iii) la sucesio´n Vkle
ukl converge en el sentido de las medidas a Σαiδai donde
S = ∪{ai} y αi ≥ CN (N/q′)N−1.
(ve´anse Cap´ıtulo 2, Teorema 2.1.2 y [4]).
En el Cap´ıtulo 3 se estudia el problema supercr´ıtico radial en la bola unidad B1 para
f(u) = λuq−1 + uα−1, donde λ > 0, y 1 < q ≤ p, α > p∗,
por tanto, se supone 1 < p < N .
Este tipo de no linealidades combinacio´n de dos potencias ha sido extensivamente estudiado en los
u´ltimos an˜os, principalmente para el caso p = 2 y sobre todo el caso cr´ıtico, es decir, si α =
2N
N − 2 . A tal
intere´s contribuyo´ sin duda el art´ıculo de Brezis y Nirenberg, [31], probando que si al te´rmino cr´ıtico se
le an˜ade una perturbacio´n de la forma λuq−1 con 2 ≤ q < 2N/(N − 2) entonces existe solucio´n positiva
al menos para algunos λ > 0 que dependen de la dimensio´n. Es decir, el resultado de no existencia de
Pohozaev ([76] y [77]) deja de ser cierto cuando se suma una perturbacio´n subcr´ıtica.
Para problemas cr´ıticos y subcr´ıticos con no linealidades combinacio´n de dos potencias se citan a
t´ıtulo de ejemplo los siguientes trabajos que esta´n relacionados con el problema objeto de estudio del
Cap´ıtulo 3: [1], [9], [10], [11], [47], [54] y el art´ıculo [74] y las referencias en e´l contenidas. El problema
supercr´ıtico en dominio general fue estudiado en [23] en el caso 1 < q < p. Obse´rvese que el me´todo de
sub/supersoluciones no es aplicable al caso p = q.
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A continuacio´n se discute el caso radial objeto de la investigacio´n llevada a cabo para el problema
supercr´ıtico anterior. Los problemas para q = p y para 1 < q < p tienen comportamientos distintos: en el
primero se tiene una bifurcacio´n desde el primer autovalor, en tanto que si q > p la bifurcacio´n se obtiene
desde el origen (ve´ase [11]).
Para el problema supercr´ıtico radial en el caso p = 2 = q se tienen los resultados de Budd en
[32], estudiando el comportamiento global de la rama de soluciones positivas, y Merle y Peletier [69] que
estudian la existencia y comportamiento de la solucio´n singular. En el caso del p-Laplaciano la bifurcacio´n
desde el primer autovalor puede verse en [38] en el caso q = p; el caso q < p es estudiado en [10].
En esta Memoria se trata la existencia de solucio´n singular y del comportamiento global de la rama
de soluciones positivas.
Concretamente se obtiene el resultado siguiente.
Teorema. Sea el problema{ −∆pw = λwq−1 + wα−1 en B1,
w = 0 en ∂B1,
donde B1 denota la bola unidad en IRN , λ > 0, 1 < q ≤ p < N y α > p∗. Se define α como sigue
α =

p+
p2
N − 2− p− 2(N−1p−1 )1/2
, N > p+
4p
p− 1 ,
∞, N ≤ p+ 4p
p− 1 .
Entonces:
(a) Existe un valor λ∗ <∞ tal que este problema tiene una solucio´n radial singular S.
(b) Si wj denota una sucesio´n de soluciones radiales regulares del problema correspondientes a λj , tales
que ||wj ||∞ →∞ cuando j →∞, entonces λj → λ∗.
(c) Si α < α, entonces existe una sucesio´n de soluciones radiales regulares wj del problema tal que
λj = λ∗ y wj(0)→∞ cuando j →∞ .
(d) Si α ≥ α, entonces, para cualquier sucesio´n wj de soluciones radiales regulares del problema con
wj(0) ↗ ∞ cuando j → ∞, se tiene λj → λ∗ de forma mono´tona para j ≥ j0 suficientemente
grande.
(e) Si wj denota una sucesio´n de soluciones radiales regulares del problema correspondientes a λj ,
tales que ||wj ||∞ → ∞ cuando j → ∞, y S es como en (a), entonces wj → S cuando j → ∞
uniformemente sobre conjuntos compactos que no contienen el origen; adema´s, wj → S en Lβ(B1)
y en W 1,p0 (B1) con β < N(α− p)/p.
(f) Resultados ana´logos se obtienen para el problema con potencial |x|l, l > −p, es decir,{ −∆pw = |x|l(λwq−1 + wα−1) en B1,
w = 0 en ∂B1.
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En este caso
α =

p+
p(l + p)
N − p− 2 l+pp − 2p ((l + p)(l + pN−1p−1 ))1/2
, N > p+ 4
l + p
p− 1 ,
∞, N ≤ p+ 4 l + p
p− 1 .
Obse´rvese que la influencia de la dimensio´n en el comportamiento de las soluciones depende del
mismo valor que aparec´ıa en el apartado (e) de la enumeracio´n anterior de los resultados contenidos
en el Cap´ıtulo 1.
(Ve´anse Cap´ıtulo 3, Teoremas 3.1.1, 3.1.2 y [5]).
0.2.2 Problemas Parabo´licos
El estudio de los problemas parabo´licos en esta Memoria se centra fundamentalmente en el siguiente,
ut −∆pu = λ| x |p |u|
p−2u, x ∈ Ω, t > 0, λ ∈ IR,
u(x, 0) = u0(x), x ∈ Ω,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
(0.11)
con u0(x) ≥ 0 verificando condiciones de regularidad que se precisara´n en cada caso. Se supone que Ω es
un dominio acotado con frontera regular, o bien Ω = IRN , y 1 < p < N .
En los problemas el´ıpticos supercr´ıticos estudiados en los Cap´ıtulos 1 y 3 se obtienen soluciones
radiales singulares. Por ejemplo, si se considera en la bola unidad de IRN , N > 2 = p,
ut −∆u = λeu,
una solucio´n radial singular estacionaria para λN = 4/(N − 2)2 es
S(x) = log
(
1
|x|2
)
.
Definiendo v = S − u se tiene
vt −∆v = λN (eS − eu) = λN|x|2 (1− e
−v),
y por linealizacio´n, resulta
Wt −∆W = λN|x|2W
(Ve´ase [75]).
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Algo ana´logo resulta para la solucio´n singular de los problemas
ut −∆u = λu+ uα−1, donde 2N
N − 2 < α.
La ecuacio´n lineal resultante es un caso cr´ıtico en el sentido que el potencial λ/|x|2 pertenece a Lrloc
si y solo si 1 ≤ r < N/2; la teor´ıa de unicidad y regularidad no es aplicable en este caso. Esta ecuacio´n
lineal fue estudiada por Baras y Golsdtein, [17], obteniendo el siguiente resultado.
Teorema. (Baras-Goldstein). Se considera el problema de valor inicial con datos Dirichlet
ut −∆u = λ|x|2u, x ∈ Ω ⊂ IR
N , N ≥ 3, t > 0, λ ∈ IR,
u(x, 0) = u0(x), x ∈ Ω, f ∈ L2,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
(0.12)
donde Ω es un dominio verificando que 0 ∈ Ω. Entonces existe λN de forma que,
i) Si λ ≤ λ−1N , el problema (0.12) tiene solucio´n global.
ii) Si λ > λ−1N el problema (0.12) no tiene solucio´n local si f > 0.
En [75] este resultado se relaciona con una cla´sica desigualdad de Hardy enW 1,2(Ω); tal desigualdad
es extensible aW 1,p0 (Ω) por lo que parece natural intentar obtener el resultado de Baras-Goldstein para el
problema (0.11). En [49] se estudio´ el problema (0.11) en dominios acotados obtenie´ndose cierta similitud
con el caso lineal si p > 2, pero notables diferencias si 1 < p < 2. En esta Memoria se estudia el problema
de Cauchy y se profundiza en el caso 1 < p < 2. Ma´s concretamente, los resultados que se obtienen son
los siguientes.
Teorema. Sea el problema de Cauchy ut −∆pu = λ
up−1
|x|p , x ∈ IR
N , t > 0,
u(x, 0) = u0(x) ≥ 0
donde 1 < p < N y λ > 0, entonces:
(a) Existe una solucio´n autosemejante S para 1 < p < 2N/N + 1, con u0 ≡ 0 si λ > µN,p constante
optimal, donde
µN,p = (p/(2− p))p−1(N − p/(2− p)).
(b) Si 1 < p < N , 0 < λ < λN,p = ((N − p)/p)p y u0 ∈ L2(B), entonces existe una solucio´n global del
problema. Aqu´ı λN,p es la inversa de la mejor constante en la desigualdad de Hardy.
(c) Si 1 < p < 2N/(N+1), λ > µN,p y u0 ∈ L2(B), entonces existe una solucio´n del problema en sentido
de distribuciones, donde B es una bola en IRN .
(d) Si 1 < p < 2N/(N + 2), 0 < λ < µN,p y u0 ∈ L2(IRN ) ∩ Ls(IRN ), existe un tiempo finito de
extincio´n T ? (dependiente solo de N, p, λ y ||u0||s) para la solucio´n del problema hallada en (a),
s = N(2− p)/p.
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(e) Si 1 < p < 2, λ > λN,p, no puede haber extincio´n en tiempo finito para las soluciones del problema;
por otra parte, si 1 < p < 2N/(N+1), µN,p < λ, entonces se puede hallar una solucio´n del problema
que no se extingue en tiempo finito.
Al final del Cap´ıtulo 4 se presentan algunos resultados relacionados para potenciales no homoge´neos
y no linealidades ma´s generales (ve´anse Cap´ıtulo 4, Teoremas 4.4.1, 4.4.3, 4.5.6, 4.5.8, 4.5.10 y [6]).
Hay que hacer hincapie´ en el apartado (d); cuando p < 2 se tiene un problema singular en el sentido
que el exponente de |∇u|p−2 es negativo. En la literatura se recoge esta situacio´n diciendo que se trata
de difusio´n ra´pida.
Este hecho motiva que si λ = 0 se tenga tiempo de extincio´n finito para el problema de Dirichlet
si 1 < p < 2 y para el problema de Cauchy en todo IRN si 1 < p < 2N/(N + 1) (ve´anse [40], [59]).
Tomando λ > 0 en los rangos del Teorema anterior, se ve que hay unos valores pequen˜os para los que
la reaccio´n no es suficiente para evitar la extincio´n y que al sobrepasar el valor cr´ıtico µN,p, la reaccio´n
pasa a ser dominante sobre la difusio´n ra´pida.
Por otra parte, la explosio´n en L∞ es cierta para todo p. El problema para λ > λNp empeora a
medida que p crece hacia 2. Adema´s, para p > 2N/(N+1), la solucio´n autosemejante deja de estar en L1,
es decir, no se puede decir que satisfaga dato inicial cero en ningu´n sentido, aunque verifique la ecuacio´n
en todo punto fuera del eje tiempo.
A continuacio´n se desarrolla el contenido de la Memoria, detallando la obtencio´n de los resultados
anteriormente citados.
Cap´ıtulo 1
Problemas el´ıpticos con crecimiento
exponencial
1.1 Introduccio´n
En este cap´ıtulo se considera el problema{ −∆pu = λV (x)eu en Ω ⊂ IRN , N ≥ 2,
u|∂Ω = 0,
(1.1)
donde p > 1, λ > 0, x ∈ Ω un dominio acotado, y V (x) es una funcio´n dada que puede cambiar de signo
en Ω.
El caso V ≡ constante ha sido estudiado en [48] y [50] para p general. El caso semilineal p = 2,
con V constante tambie´n, ha sido ampliamente estudiado; ve´anse por ejemplo las referencias [16], [45],
[46], [51], [60], [70] y [71]. Diferentes motivaciones para este modelo en el caso p = 2 se pueden hallar
en [34], [42] y [61].
Por otra parte, el caso p = 2 y V una funcio´n dada tiene algunos precedentes, ve´anse [30] y [61]
para N = 2, o [37] para N ≥ 3 en todo IRN . En este cap´ıtulo se consideran casos ma´s generales.
Los conceptos de solucio´n que se empleara´n sera´n los de solucio´n regular y singular (ve´ase la intro-
duccio´n de esta Memoria). Hay que notar que, si u ∈ W 1,p0 (Ω) con p > N , el teorema de Morrey (ve´ase
[52], Cap. 7) implica que eu ∈ L∞(Ω). Por otra parte, usando el lema de De Giorgi-Stampacchia [83] y
la desigualdad de Trudinger ([52], p. 162) se obtiene que una solucio´n de (1.1) para p = N , u ∈W 1,N0 (Ω),
verifica u ∈ L∞(Ω) siempre y cuando la funcio´n V pertenezca a Lq(Ω), q > 1. En otras palabras, se tiene
el siguiente resultado
Proposicio´n 1.1.1 Si V ∈ Lq(Ω), con q ≥ 1, p > N o´ q > 1, p = N , entonces toda solucio´n singular de
(1.1) u ∈W 1,p0 (Ω) es a la vez solucio´n regular de (1.1).
Los resultados ma´s importantes obtenidos en este cap´ıtulo para el problema (1.1) con V ∈ Lq(Ω),
donde q ≥ 1 para p > N , q > N/p para 1 < p ≤ N , son los siguientes:
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(a) Si λ es suficientemente pequen˜o, entonces existe al menos una solucio´n al problema (1.1) para
q > N/p > 1, y existen al menos dos soluciones al problema (1.1) para p ≥ N .
(b) Se halla una condicio´n suficiente que asegura la existencia de soluciones positivas de (1.1) con V
cambiando de signo en Ω, resultado nuevo incluso para el caso semilineal p = 2.
(c) Si λ es suficientemente grande y V ≥ 0, entonces el problema (1.1) no tiene solucio´n (obviamente, si
V < 0 entonces el principio del ma´ximo implica que el problema (1.1) tiene una solucio´n negativa).
Para ello se utiliza que el primer autovalor para el p-Laplaciano con peso V ∈ Lq(Ω), V (x) ≥ 0, es
simple y aislado (ve´ase el ape´ndice de este cap´ıtulo). Adema´s, el conjunto de λ para los cuales el
problema tiene al menos una solucio´n, es un intervalo; se denotara´ por λ∗ el extremo superior de
este intervalo.
(d) Si V (x) ≥ 0, N > p, y λn ↗ λ∗ entonces existe una sucesio´n de soluciones {un} regulares corre-
spondientes a λn tales que se verifica:
(i) Si N ≥ pq(3 + p)/(4 + q(p− 1)), lim
n→∞un = u∗ es una solucio´n singular correspondiente a λ∗.
(ii) Si N < pq(3 + p)/(4 + q(p− 1)), lim
n→∞un = u∗ ∈ L
∞, solucio´n regular correspondiente a λ∗.
(e) Si V (x) = |x|l, l > −p, Ω = B1, entonces existe una u´nica solucio´n radial singular correspondiente a
λ˜ = (l + p)p−1(N − p), S(r) = log
(
1
|x|l+p
)
,
y se verifica:
(i) Si N ≥ p + 4(l + p)/(p − 1) entonces λ∗ = λ˜, para cada λ < λ∗ se tiene una u´nica solucio´n
regular, y lim
λ→λ∗
u(λ) = u∗ es una solucio´n singular.
(ii) Si p < N < p + 4(l + p)/(p − 1) entonces λ˜ < λ∗, y para λ = λ˜, existen infinitas soluciones
radiales regulares, cuyos valores en el origen tienden a infinito, con lim
λ→λ∗
u(λ) = u∗ ∈ L∞.
(Ve´ase [3])
El cap´ıtulo esta´ organizado de la siguiente manera: primero, se prueba mediante un argumento
de punto fijo la existencia de solucio´n al problema (1.1) para V ∈ Lq(Ω), permitiendo que V pueda
cambiar de signo en Ω, obteniendo seguidamente una condicio´n suficiente sobre el signo positivo de la
solucio´n cuando V cambia de signo. La siguiente seccio´n se dedica al estudio del comportamiento de la
solucio´n minimal para 1 < p < N , V ≥ 0 mediante argumentos de comparacio´n; para el caso p ≥ N
se usan me´todos variacionales, permitiendo a V tener signo no constante. Seguidamente, tras tratar la
no existencia de soluciones, se analizan las soluciones radiales en la bola unidad de IRN para el caso
espec´ıfico V (x) = |x|l, l > −p, y por u´ltimo, se incluye un ape´ndice donde se demuestra el aislamiento
del primer autovalor para el p-Laplaciano con peso V ∈ Lq(Ω), V (x) ≥ 0.
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1.2 Existencia de solucio´n para λ pequen˜o
En esta seccio´n se prueba la existencia de solucio´n al problema (1.1) mediante un argumento elemental
de punto fijo, donde λ > 0, x ∈ Ω y V (x) es una funcio´n dada en Lq(Ω), q ≥ 1 si p > N , q > N/p si
p ≤ N . No´tese que V puede cambiar de signo en Ω.
Lema 1.2.1 Sea Bδ = {ϕ ∈ C(Ω) : |ϕ| < δ, ϕ|∂Ω = 0}, δ > 0. Sea Fλ : Bδ −→ L∞(Ω) definida por
ϕ −→ Fλ(ϕ) = ψ, donde ψ es solucio´n del siguiente problema{ −∆pψ = λV (x)eϕ en Ω,
ψ|∂Ω = 0.
Entonces,
||ψ||∞ ≤ C(λeδ||V ||q)1/(p−1)
donde C = C(p,N,Ω).
Demostracio´n. Caso p > N . En este caso, W 1,p0 (Ω) ⊂ L∞(Ω) por el teorema de Morrey, y por la
desigualdad de Sobolev se obtiene la siguiente estimacio´n
||ψ||∞ ≤ C(p,N,Ω)||∇ψ||p ≤ C(p,N,Ω)(λeδ||V ||q)1/(p−1).
Caso 1 < p ≤ N . Ya que ϕ esta´ acotada, se tiene que λV (x)eϕ pertenece a Lq(Ω), q > N/p.
As´ı pues, se puede encontrar s > N/(p − 1) tal que λV (x)eϕ pertenece a W−1,s(Ω). Entonces, existen
f1, f2, ..., fN en Ls(Ω) tales que∫
Ω
|∇ψ|p−2〈∇ψ,∇η〉 dx =
∫
Ω
〈f ,∇η〉 dx ∀η ∈W 1,s′0 (Ω),
donde f = (f1, f2, ..., fN ) y λV (x)eϕ = −div f (ve´ase [27], Prop. IX.20). Para k > 0, si se toma como
funcio´n test
ηk = sign(ψ)(|ψ| − k)+ =
 ψ − k ψ ≥ k,ψ + k ψ ≤ −k,0 en caso contrario,
entonces ∇ηk = ∇ψ en A(k) = {x ∈ Ω : |ψ(x)| > k} y ηk = 0 en Ω \ A(k) . Por tanto, usando la
desigualdad de Ho¨lder,
∫
A(k)
|∇ψ|p dx =
∫
A(k)
〈f ,∇ηk〉 dx ≤
(∫
A(k)
|∇ψ|p dx
)1/p
||f ||s|A(k)|1−1/p−1/s.
De esta estimacio´n y de la desigualdad de Sobolev, se concluye
S1/pp
(∫
A(k)
|ψ|p∗ dx
)1/p∗
≤ ||f ||1/(p−1)s (|A(k)|1−1/p−1/s)1/(p−1)
18
(S1/pp denotando la mejor constante para esta desigualdad, p∗ = Np/(N − p); el caso p = N se reduce
al caso p < N debido a la inclusio´n W 1,N0 (Ω) ⊂ W 1,p0 (Ω) para 1 < p < N ya que Ω es acotado). Si
0 < k < h, A(h) ⊂ A(k). Entonces
|A(h)|1/p∗(h− k) =
(∫
A(h)
(h− k)p∗ dx
)1/p∗
≤
(∫
A(h)
|ψ|p∗ dx
)1/p∗
≤
(∫
A(k)
|ψ|p∗ dx
)1/p∗
.
De donde
|A(h)| ≤ 1
S
p∗/p
p
1
(h− k)p∗ ||f ||
p∗/(p−1)
s |A(k)|p
∗(1/p− 1/(s(p−1))).
Como s > N/(p − 1), el exponente para |A(k)| es mayor que 1. As´ı, se puede aplicar el lema de De
Giorgi-Stampacchia [83], concluyendo que existe algu´n h para el cual |A(h)| = 0, es decir, ψ ∈ L∞(Ω) y
obtenie´ndose adema´s, del propio lema de De Giorgi-Stampacchia la estimacio´n,
||ψ||∞ ≤ C(p,N,Ω)(λeδ||V ||q)1/(p−1).
Si Dp(x, y) = |x|p−2x− |y|p−2y para x, y ∈ IRN , las desigualdades (ve´ase [82])
< Dp(x, y), x− y >≥

Cp|x− y|p si p ≥ 2,
Cp
|x− y|2
(|x|+ |y|)2−p si p < 2,
(1.2)
implican el siguiente resultado
Lema 1.2.2 Dadas f1, f2 ∈ W−1,p′(Ω), conside´rense u1, u2 ∈ W 1,p0 (Ω) tales que −∆pui = fi, i = 1, 2.
Entonces:∫
Ω
(f1 − f2)(u1 − u2) dx ≥

Cp
∫
Ω
|∇(u1 − u2)|p dx si p ≥ 2,
Cp
∫
Ω
|∇(u1 − u2)|2
(|∇u1|+ |∇u2|)2−p dx si 1 < p < 2.
Como consecuencia
Cp
∫
Ω
|∇(u1 − u2)|p dx ≤ ||u1 − u2||W 1,p0 (Ω)||f1 − f2||W−1,p′ (Ω) p ≥ 2,
Cp
∫
Ω
|∇(u1 − u2)|p dx ≤ (||∇u1||p + ||∇u2||p)2−p||f1 − f2||pW−1,p′ (Ω) 1 < p < 2.
Ahora se puede enunciar el teorema de existencia
Teorema 1.2.3 Si λ es suficientemente pequen˜o, entonces existe una solucio´n al problema (1.1).
Demostracio´n. La aplicacio´n Fλ, definida en el lema 1.2.1, aplica la bola de radio δ en L∞(Ω) en s´ı
misma, para λ suficientemente pequen˜o, segu´n ese mismo lema. Por otro lado, si ψ1 = Fλϕ1, ψ2 = Fλϕ2,
donde ϕ1, ϕ2 ∈ Bδ, el lema 1.2.2 implica para p ≥ 2 (γ0(p) > 0)
γ0
∫
Ω
|∇ψ1 −∇ψ2|p dx ≤ λ|
∫
Ω
V (x)(eϕ1 − eϕ2)(ψ1 − ψ2)dx| ≤
λeδ||ϕ1 − ϕ2||∞||ψ1 − ψ2||∞||V ||q|Ω|1/q′ ,
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donde la u´ltima desigualdad resulta de la desigualdad de Ho¨lder. De forma similar, para p < 2 (γ1(p) > 0)
γ1
∫
Ω
|∇ψ1 −∇ψ2|p dx ≤ λeδ||ϕ1 − ϕ2||p/2∞ ||ψ1 − ψ2||p/2∞ (||ψ1||∞ + ||ψ2||∞)(2−p)/2||V ||q|Ω|1/q
′
,
gracias al teorema del valor medio. Por tanto, por la inclusio´n de Sobolev en el caso p > N , o por el lema
de De Giorgi-Stampacchia en el caso 1 < p ≤ N ,
||Fλϕ1 − Fλϕ2||∞ = ||ψ1 − ψ2||∞ ≤ C(p,N,Ω, ||V ||q)(λeδ)γ(p)||ϕ1 − ϕ2||∞,
donde γ(p) > 0. As´ı se ha probado que Fλ es contractiva si λ es suficientemente pequen˜o; por consiguiente,
el teorema cla´sico del punto fijo de Banach-Picard permite concluir la prueba.
Nota 1.2.4 En el caso p = N , el potencial puede tomarse con menor regularidad. Precisamente V ∈
L1(logL)β(Ω), el espacio de Orlicz usual con β > N − 1, implica que cada iteracio´n en la prueba del
teorema 1.2.3 verifica u ∈ L∞(Ω) (ve´ase [26]).
1.3 Condicio´n suficiente para la existencia de solucio´n positiva
Cuando el signo del potencial V es constante, es fa´cil saber el signo de las soluciones de (1.1). En esta
seccio´n se muestra una condicio´n suficiente para la obtencio´n de soluciones positivas de (1.1) cuando V
cambia de signo. Este resultado es nuevo incluso para el caso semilineal, p = 2, el cual se trata en primer
lugar, y esta´ en la l´ınea de [7] y [21].
Se considera el problema{ −∆w = V (x) en Ω ⊂ IRN , N ≥ 1,
w|∂Ω = 0,
(1.3)
donde x ∈ Ω y V (x) es una funcio´n dada en Lq(Ω) que cambia de signo en Ω (q ≥ 1 si N < 2, q > N/2
en caso contrario).
Definicio´n 1.3.1 Diremos que V verifica la hipo´tesis (HP) si el problema (1.3) tiene solucio´n positiva.
Supo´ngase que Ω verifica la condicio´n cla´sica de bola interior: para cada x0 ∈ ∂Ω existe una bola
B ⊂ Ω con x0 ∈ ∂Ω ∩B.
Supo´ngase adema´s que w > 0 en Ω, es decir, si G(x, ξ) es la funcio´n de Green de −∆ para Ω, con
dato cero en el borde,
w(x) =
∫
Ω
G(x, ξ)V (ξ) dξ =
∫
Ω
G(x, ξ)V +(ξ) dξ −
∫
Ω
G(x, ξ)V −(ξ) > 0.
Luego w1(x) > w2(x), donde w1, w2 son las soluciones de los problemas{ −∆w1 = V +(x) en Ω,
w1|∂Ω = 0,
(1.4)
20 { −∆w2 = V −(x) en Ω,
w2|∂Ω = 0.
(1.5)
Sea y(x) la funcio´n definida en Ω¯ por
y(x) =

w1(x)
w2(x)
si x ∈ Ω,
∂νw1(x)
∂νw2(x)
si x ∈ ∂Ω,
donde ν es la normal unitaria exterior a ∂Ω y ∂ν la derivada normal. Esta funcio´n esta´ bien definida, es
positiva y continua en Ω por el lema de Hopf. Supo´ngase que min
x∈Ω¯
y(x) = 1 +m para algu´n m > 0. Esto
implica w1 > (1 +m)w2. Sea M tal que M = ||y||∞.
Ahora, si se toma una funcio´n ϕ en Ω tal que 0 ≤ ϕ ≤ δ log(y(x)), es decir, eϕ(x) ≤ yδ(x), donde
δ > 0 se determinara´ posteriormente, se puede definir para λ > 0 la aplicacio´n Tλ como sigue
ψ(x) = (Tλϕ)(x) = λ
∫
Ω
G(x, ξ)V (ξ)eϕ(ξ) dξ.
As´ı
(Tλϕ)(x) ≥ λ
∫
Ω
G(x, ξ)V +(ξ) dξ − λ
∫
Ω
G(x, ξ)V −(ξ)yδ(ξ) dξ ≥ λ(w1(x)−M δw2(x)),
por lo que se puede tomar δ suficientemente pequen˜o para obtener
(Tλϕ)(x) ≥ λ(w1(x)−M δw2(x)) > λ(w1(x)− (1 +m)w2(x)) > 0.
Por tanto, Tλϕ es una aplicacio´n positiva si δ es suficientemente pequen˜o. Fijando δ ma´s pequen˜o si es
necesario, Tλ aplica la bola de radio M δ en L∞(Ω) en s´ı misma y es contractiva para λ suficientemente
pequen˜o, por los resultados de la seccio´n anterior. De esta manera se obtiene la existencia de una solucio´n
positiva del problema { −∆u = λV (x)eu en Ω ⊂ IRN ,
u|∂Ω = 0,
(1.6)
mediante un argumento de punto fijo (u = Tλu), como consecuencia del signo positivo de la solucio´n de
(1.3). Se ha probado as´ı el siguiente resultado.
Proposicio´n 1.3.2 Sean p = 2, w1, w2 definidas en (1.4) y (1.5) y supo´ngase que V verifica (HP) y
adema´s w1(x) = (1 + ρ(x))w2(x), donde ρ ∈ L∞(Ω) y ρ(x) ≥ m > 0 en Ω, entonces el problema (1.6)
tiene al menos una solucio´n positiva para λ suficientemente pequen˜o.
Ahora se considera p general. El resultado correspondiente es el siguiente:
Teorema 1.3.3 Sea w la solucio´n de{ −∆pw = V +(x)− (1 + µ(x))V −(x) en Ω ⊂ IRN ,
w|∂Ω = 0,
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donde V ∈ Lq(Ω) cambia de signo en Ω (q ≥ 1 si p > N , q > N/p si p ≤ N) y µ(x) verifica que existe una
constante positiva m tal que µ(x) ≥ m > 0. Supo´ngase que w > 0 en Ω; entonces, si λ es suficientemente
pequen˜o, la solucio´n de (1.1) cuya existencia se prueba en el teorema 1.2.3 es positiva.
Demostracio´n. Sea δ = log(1+m)1/2 (por tanto, e2δ = 1+m y e−δ = (1+m)−1/2). El teorema 1.2.3
implica que existe una solucio´n de (1.1) perteneciente a la bola Bδ para λ suficientemente pequen˜o. Sea
ψ esa solucio´n. Entonces
−∆pψ = λ(V +(x)eψ − V −(x)eψ) ≥ λ(V +(x)e−δ − V −(x)eδ) = λe−δ(V +(x)− V −(x)e2δ).
Es decir
−∆pψ ≥ λ(1 +m)−1/2(V +(x)− (1 +m)V −(x)) ≥ λ(1 +m)−1/2(−∆pw).
El principio de comparacio´n de´bil [80] permite concluir entonces que ψ ≥ C(λ,m, p)w > 0 en Ω.
1.4 V ≥ 0 y 1 < p < N : solucio´n minimal
En esta seccio´n se demuestra la existencia de una solucio´n al problema (1.1) para el caso supercr´ıtico
1 < p < N , V ≥ 0 mediante argumentos de comparacio´n. Los siguientes resultados son extensiones de
algunos resultados de [50] al caso de coeficientes variables: so´lo se demostrara´n aque´llos cuya prueba
necesite alguna modificacio´n.
Lema 1.4.1 Sea u0 una supersolucio´n regular de (1.1). Entonces, existe u solucio´n minimal regular de
(1.1), donde 0 ≤ u ≤ u0.
(No´tese que una vez conocida la existencia de una solucio´n regular, e´sta es positiva por el principio del
ma´ximo, lo que implica la existencia de solucio´n minimal ya que u0 = 0 es subsolucio´n de (1.1)).
Corolario 1.4.2 Si existe solucio´n regular de (1.1) para λ0 > 0, entonces existe solucio´n regular para
todo λ ≤ λ0.
Teorema 1.4.3 Si V ∈ Lq(Ω), q > N/p > 1, existe una constante λ∗ tal que si λ < λ∗, el problema
(1.1) tiene una solucio´n positiva.
Teorema 1.4.4 Si u0 ∈W 1,p0 (Ω) es una solucio´n singular de{ −∆pu0 = λ∗V (x)eu0 en Ω,
u0|∂Ω = 0,
(1.7)
donde V ∈ Lq(Ω), q > N/p > 1, entonces, para todo λ ∈ (0, λ∗) el problema (1.1) tiene una solucio´n
positiva minimal regular u ∈W 1,p0 (Ω) ∩ L∞(Ω).
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Demostracio´n. Si u0 es una solucio´n singular, entonces V (x)eu0 ∈ L1(Ω) y se puede considerar
V (x)eu0 ∈W−1,p′(Ω) (ve´ase la introduccio´n de esta Memoria). La funcio´n
u1 = (λ/λ∗)1/(p−1)u0
es una solucio´n del problema { −∆pu1 = λV (x)eu0 en Ω,
u1|∂Ω = 0,
que verifica V (x)(λ/λ∗)
1/(p−1)
eu1 ∈ L(λ∗/λ)1/(p−1)(Ω), 0 < u1 < u0, y V (x)eu1 ∈W−1,p′(Ω); adema´s∫
Ω
V (x)us1 dx <
∫
Ω
V (x)us0 dx <
∫
Ω
V (x)eu0 dx <∞ ∀s ∈ (1,∞).
Si se considera el problema { −∆pu2 = λV (x)eu1 en Ω,
u2|∂Ω = 0,
entonces u2 ∈W 1,p0 (Ω); usando el principio de comparacio´n de´bil, se tiene 0 < u2 ≤ u1 < u0 y∫
Ω
V (x)us2 dx <∞.
Por la convexidad de f(t) = etx0 para 0 < t < 1,
etx0 + (1− t)x0etx0 ≤ ex0 .
Entonces, si t = (λ/λ∗)1/(p−1) y x0 = u0,
eu1 + (1− t)u0eu1 ≤ eu0 .
Como u2 ≤ u1 < u0,
λeu1 ≤ λeu0 − λ(1− t)u2eu1 . (1.8)
Adema´s,
−∆p
(
p− 1
p
vp/(p−1)
)
= −v∆pv − |∇v|p.
Reemplazando v por u2 en la u´ltima ecuacio´n, se llega a
−∆p
(
p− 1
p
u2
p/(p−1)
)
= −u2∆pu2 − |∇u2|p ≤ λu2V (x)eu1 .
Ahora, por homogeneidad y (1.8)
−∆p
(
(1− t)1/(p−1) p− 1
p
u2
p/(p−1)
)
≤ λ(1− t)u2V (x)eu1 ≤ λV (x)eu1 + λ(1− t)u2V (x)eu1
≤ λV (x)eu0 = −∆pu1.
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Suponiendo que up/(p−1)2 ∈W 1,p0 (Ω), aplicando el principio de comparacio´n de´bil,
(1− t)1/(p−1) p− 1
p
u
p/(p−1)
2 ≤ u1 y V (x)e(1−t)
1/(p−1)(p−1)up/(p−1)2 /p ∈ L1(Ω).
Por tanto, si V (x) ∈ Lq(Ω), con q > N/p > 1, entonces V (x)eu2 ∈ Ls(Ω), para s > N/p (por la
desigualdad de Ho¨lder). As´ı, el lema de De Giorgi-Stampacchia [83] implica que u3 ∈ L∞(Ω), donde u3
es la tercera iteracio´n. De esta manera, se ha obtenido una supersolucio´n regular de (1.1). El lema 1.4.1
afirma que existe una solucio´n positiva minimal regular de (1.1).
Falta probar que up/(p−1)2 ∈W 1,p0 (Ω). Se observa que
−∆p
(
p− 1
p
u2
p/(p−1)
)
= λu2V (x)eu1 − |∇u2|p ∈ L1(Ω), (1.9)
ya que V (x)eu1 ∈W−1,p′(Ω), y
λ
∫
Ω
u2V (x)eu1 dx =
∫
Ω
|∇u2|p dx = ||∇u2||pp <∞.
Si se define wk como
wk(x) ≡

p− 1
p
u
p/(p−1)
2 si
p− 1
p
u
p/(p−1)
2 ≤ k,
k si
p− 1
p
u
p/(p−1)
2 ≥ k,
al multiplicar (1.9) por wk, la desigualdad de Ho¨lder implica∫
Ω
|∇wk|p dx ≤ λ
∫
Ω
wku2V (x)eu1 dx ≤ λp− 1
p
∫
Ω
u
p/(p−1)+1
2 V (x)e
u1 dx
= λ
p− 1
p
∫
Ω
[
V (x)1−(λ/λ∗)
1/(p−1)
u
p/(p−1)+1
2
] [
V (x)(λ/λ∗)
1/(p−1)
eu1
]
dx
≤ λp− 1
p
∫
Ω
V (x)us2 dx
1−(λ/λ∗)
1/(p−1) ∫
Ω
V (x)eu0 dx
(λ/λ∗)
1/(p−1)
<∞.
Entonces la sucesio´n {wk} esta´ uniformemente acotada en W 1,p0 (Ω) y por lo tanto el l´ımite tambie´n, es
decir, up/(p−1)2 ∈W 1,p0 (Ω).
Se usara´ el resultado siguiente
Lema 1.4.5 Sea u = u(λ) una solucio´n regular minimal de (1.1). Si se define el conjunto K como
K = {v ∈W 1,p0 (Ω) | 0 ≤ v ≤ u},
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entonces el funcional
J(u) =
1
p
∫
Ω
|∇u|p dx− λ
∫
Ω
V (x)eu dx
esta´ bien definido en K y el minimizante
J(u) = min
v∈K
J(v)
es la solucio´n minimal u. Adema´s, u satisface la siguiente estimacio´n
λ
∫
Ω
V (x)euw2 dx ≤ (p− 1)
∫
Ω
|∇u|p−2|∇w|2 dx ∀w ∈W 1,p0 (Ω).
Demostracio´n. Basta ver que u ≤ u ∈ K. La solucio´n minimal se obtiene como l´ımite de la sucesio´n
creciente un formada por las soluciones de{ −∆pun = λV (x)eun−1 en Ω,
un|∂Ω = 0,
con u0 = 0. Por la definicio´n de K, u ≥ 0 y eu ≥ eu0 . Si u es el minimizante de J en K, se tiene
〈−∆pu, v − u〉 ≥ λ〈V (x)eu, v − u〉 ∀v ∈ K.
Tomando v = u+ (u− u1)− ∈ K,
〈−∆pu, (u− u1)−〉 ≥ λ〈V (x)eu, (u− u1)−〉.
Por otra parte, multiplicando la ecuacio´n que verifica u1 por (u− u1)− ∈W 1,p0 (Ω),
〈−∆pu1, (u− u1)−〉 = λ〈V (x)eu0 , (u− u1)−〉.
As´ı pues,
0 ≤ 〈−∆pu1 +∆pu, (u− u1)−〉 =
∫
{u≤u1}〈|∇u1|p−2∇u1 − |∇u|p−2∇u,∇(u− u1)〉 dx
≤ λ ∫{u≤u1} V (x)(eu0 − eu)(u1 − u) dx ≤ 0.
Por lo que se concluye que u1 ≤ u. Repitiendo este argumento con un en lugar de u1, se tiene un ≤ u,
n > 0. Pasando al l´ımite, u ≤ u y entonces u ≡ u.
Adema´s, por el principio del ma´ximo, u > 0 en Ω. Si ϕ ∈ C∞0 (Ω), ϕ ≥ 0, entonces existe ε0 > 0 tal
que, para 0 < ε < ε0, se tiene 0 ≤ u− εϕ y J(u) ≤ J(u− εϕ), lo que implica
0 ≤ J(u− εϕ)− J(u) = ε
2
2
〈J ′′(u)ϕ,ϕ〉+ o(ε2).
Es decir, 〈J ′′(u)ϕ,ϕ〉 ≥ 0, para ϕ ∈ D+(Ω). Por densidad, tomando cualquier w ∈W 1,p0 (Ω), w ≥ 0,
(p− 1)
∫
Ω
|∇u|p−2|∇w|2 dx− λ
∫
Ω
V (x)euw2 dx ≥ 0,
que era lo que se quer´ıa demostrar.
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Teorema 1.4.6 Sea {λn}n∈IN una sucesio´n creciente tal que
λn → λ∗ ≡ sup{λ | (1.1) tiene solucio´n}.
Si V ∈ Lq(Ω), q > N/p > 1, y un = un(λn) es la solucio´n minimal correspondiente de (1.1), entonces
un → u∗ fuertemente en W 1,p0 (Ω), V (x)eun → V (x)eu∗ en Lp
∗/(p∗−1)(Ω), y u∗ es una solucio´n singular
de (1.7).
Demostracio´n. Si un es la solucio´n minimal de (1.1) para λ = λn, se tiene, tomando w = un y usando
el lema 1.4.5,
λn
∫
Ω
V (x)eunu2n dx ≤ (p− 1)
∫
Ω
|∇un|p dx = (p− 1)λn
∫
Ω
V (x)eunun dx.
Conside´rense los conjuntos En = {x ∈ Ω / un > 2(p− 1)}. Entonces, en Ω \ En, 0 < un < 2(p− 1) y
λn
∫
Ω
V (x)eunu2n dx ≤ (p− 1)λn
∫
Ω\En V (x)e
unun dx+ (p− 1)λn
∫
En V (x)e
unun dx
≤ 2(p− 1)2λne2(p−1)
∫
Ω
V (x) dx+
λn
2
∫
En
V (x)eunu2n dx.
Por tanto ∫
Ω
V (x)eunu2n dx ≤ 4(p− 1)2e2(p−1)
∫
Ω
V (x) dx < C,
y se tiene∫
Ω
|∇un|p dx = λn
∫
Ω
V (x)eunun dx ≤ λn
(∫
{un≥1}
V (x)eunu2n dx+ e
∫
{un<1}
V (x) dx
)
≤ C.
Entonces, si se toma una subsucesio´n {unk} adecuada
a) unk ⇀ u∗ de´bilmente in W
1,p
0 (Ω).
b) Adema´s, {un} es mono´tona (recue´rdese que λn es creciente); por consiguiente el l´ımite u∗ es u´nico y
la sucesio´n entera converge: eun → eu∗ en L1(Ω) por convergencia mono´tona.
Para probar que u∗ es una solucio´n singular de (1.7), se consideran las siguientes desigualdades:∫
Ω
|∇un|p−2〈∇un,∇ϕ〉 dx = λ
∫
Ω
V (x)eunϕdx ∀ϕ ∈W 1,p0 (Ω),
λ
∫
Ω
V (x)eunψ2 dx ≤ (p− 1) ∫
Ω
|∇un|p−2|∇ψ|2 dx ∀ψ ∈W 1,p0 (Ω).
Si se toma ϕ = 12α (e
2αun − 1), ψ = eαun − 1 en las desigualdades anteriores (α se determinara´ posterior-
mente) se llega a (
1
(p− 1)α −
1
2
)∫
Ω
V (x)e(2α+1)un dx ≤ 2
(p− 1)α
∫
Ω
V (x)e(α+1)un dx.
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Tomando α tal que
1
(p− 1)α >
1
2
i.e. 2α+ 1 <
p+ 3
p− 1 ,
y escribiendo V (x)e(α+1)un = (V (x)e(2α+1)un)1/2(V (x)eun)1/2, se tiene, usando la desigualdad de Young,
C(α)
∫
Ω
V (x)e(2α+1)un dx ≤
∫
Ω
V (x)eun dx ≤
∫
Ω
V (x)eu∗ dx.
Si se supone a la vez que
2α+ 1 >
p∗
p∗ − 1 = (p
∗)′ =
Np
N(p− 1) + p ,
entonces se obtiene por la desigualdad de Ho¨lder que∫
Ω
(V (x)eun)(p
∗)′ dx =
∫
Ω
(V (x)1/(2α+1)eun)(p
∗)′(V (x)2α/(2α+1))(p
∗)′ dx
≤
(∫
Ω
V (x)e(2α+1)un dx
)(p∗)′/(2α+1)(∫
Ω
V (x)2αp
∗/((2α+1)(p∗−1)−p∗) dx
)1/((p∗−1)(2α+1)/p∗)′
.
Como V ∈ Lq(Ω), q > N/p > 1, esta cantidad es finita si
2αp∗
(2α+ 1)(p∗ − 1)− p∗ ≤
N
p
,
o sea,
α ≥ 1
2
1
p− 1 .
Como lo siguiente es siempre cierto
(p∗)′ =
Np
N(p− 1) + p <
Np
N(p− 1) <
3 + p
p− 1 ,
1
2(p− 1) <
2
p− 1 ,
se cumplen todos los requisitos sobre el valor de α: existe siempre algu´n α verifica´ndolos.
As´ı pues, se ha probado que V (x)eun ∈ L(p∗)′(Ω) ⊂ W−1,p′(Ω), y que V (x)eun converge en
W−1,p
′
(Ω) por el teorema de convergencia mono´tona. La continuidad del operador
(−∆p)−1 :W−1,p′(Ω) −→W 1,p0 (Ω)
implica que la sucesio´n {V (x)eun} converge fuertemente en W 1,p0 (Ω). Por tanto, si se toma ϕ ∈W 1,p0 (Ω)∫
Ω
〈|∇u∗|p−2∇u∗,∇ϕ〉 dx = lim
n→∞
∫
Ω
〈|∇un|p−2∇un,∇ϕ〉 dx
= lim
n→∞
∫
Ω
V (x)eunϕdx =
∫
Ω
V (x)eu∗ϕdx.
es decir, u∗ ∈W 1,p0 (Ω) es solucio´n singular, ya que la ecuacio´n correspondiente se verifica en W−1,p
′
(Ω).
El siguiente resultado proporciona las condiciones en las que la solucio´n minimal l´ımite u∗ es regular:
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Teorema 1.4.7 Si V , λ∗ y u∗ son como en el teorema 1.4.6 y la dimensio´n N satisface
N <
pq(3 + p)
4 + q(p− 1) =
p(3 + p)
4/q + p− 1 ,
entonces u∗ ∈ L∞(Ω) y es una solucio´n regular para (1.7).
Demostracio´n. Hay que demostrar que V (x)eun ∈ Ls(Ω) con s > N/p, ya que en ese caso el lema de
De Giorgi-Stampacchia implica que ||un||∞ ≤ C uniformemente en λ, y as´ı el l´ımite u∗ es regular. Si se
aplica la desigualdad de Ho¨lder con N/p < r < 2α+ 1, α > 0,∫
Ω
(V (x)eun)s dx =
∫
Ω
(V (x)1/(2α+1)eun)s(V (x)2α/(2α+1))s dx
≤
(∫
Ω
V (x)e(2α+1)un dx
)s/(2α+1)(∫
Ω
V (x)2αs/(2α+1−s) dx
)(2α+1−s)/(2α+1)
.
Se esta´ suponiendo que V ∈ Lq(Ω), q > N/p. Entonces, la cantidad anterior es finita si
2αs
2α+ 1− s < q,
ya que la primera integral es finita si α < 2/(p− 1) (ve´ase la prueba del teorema 1.4.6, i.e. s > N/p)
2αN/p
2α+ 1−N/p =
2αN
(2α+ 1)p−N < q,
o´
α >
(N − p)q
2(pq −N) .
Pero tambie´n se esta´ suponiendo que α < 2/(p− 1), luego
(N − p)q
2(pq −N) <
2
p− 1 , i.e. N <
pq(3 + p)
4 + q(p− 1) .
Nota 1.4.8 Si se toma V ∈ L∞, la u´ltima desigualdad se transforma en
N < p+
4p
p− 1 .
Esta es la relacio´n que aparece en [50], donde V ≡ 1.
Los resultados previos muestran que, bajo las hipo´tesis de regularidad anteriores relativas a V ≥ 0,
existe al menos una solucio´n regular positiva de (1.1), para 1 < p < N (caso supercr´ıtico). Sin embargo,
para los casos cr´ıtico y subcr´ıtico (p ≥ N), se puede realizar un argumento variacional con V cambiando
de signo.
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1.5 V cambiando de signo y p ≥ N
En esta seccio´n se supondra´n las siguientes hipo´tesis:
(H1) p ≥ N .
(H2) V (x) ∈ Lq(Ω), q > 1 para p = N , q ≥ 1 para p > N ; V puede cambiar de signo en Ω.
(H3) Existe una bola abierta B ⊂ Ω tal que V (x) > 0 para x ∈ B.
En general, con estas hipo´tesis no se pueden aplicar argumentos de comparacio´n, pero la condicio´n
p ≥ N permite emplear me´todos de puntos cr´ıticos. A lo largo de esta seccio´n se demuestra el teorema:
Teorema 1.5.1 Existe una constante λ0 > 0 tal que si 0 < λ < λ0, el problema (1.1) tiene al menos dos
soluciones regulares.
La hipo´tesis (H3) implica que V + 6≡ 0: este hecho juega un papel fundamental en la existencia de
dos soluciones. No´tese que para V < 0 (i.e. V + ≡ 0) existe so´lo una solucio´n negativa. La prueba del
teorema 1.5.1 emplea los argumentos usados en [48] para el caso de potencial constante:
El funcional de energ´ıa correspondiente al problema (1.1) es
J(u) =
1
p
∫
Ω
|∇u|p dx− λ
∫
Ω
V (x)eu dx,
que, gracias a la versio´n de la desigualdad de Trudinger (ve´ase [52]) que aparece en [50], satisface la
estimacio´n siguiente
J(u) ≥ 1
p
∫
Ω
|∇u|p dx− λ||V ||qC exp
D
∫
Ω
|∇u|p dx
N/p
 , (1.10)
donde C = (k1|Ω|)1/q′ y D = k2(q′)N−1|Ω|(p−N)/N (k1, k2 son constantes que dependen de N).
Teorema 1.5.2 El funcional J verifica la condicio´n de Palais-Smale.
Demostracio´n. Sea {uj} ⊂W 1,p0 (Ω) una sucesio´n de Palais-Smale para J ; i.e.
J(uj) → C,
J ′(uj) → 0 en W−1,p′(Ω).
Hay que demostrar que toda sucesio´n de Palais-Smale contiene una subsucesio´n que converge fuerte-
mente en W 1,p0 (Ω). Si εj = J
′(uj) entonces εj → 0 in W−1,p′(Ω); por tanto, se puede suponer que
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||εj ||W−1,p′ (Ω) ≤ 1, y
C = lim
j→∞
{
J(uj)− 12p < εj , uj > +
1
2p
< εj , uj >
}
≥ lim
j→∞
 12p
∫
Ω
|∇uj |p dx+ λ
∫
Ω
V (x)euj
(
uj
2p
− 1
)
dx− 1
2p
∫
Ω
|∇uj |p dx
1/p

≥ lim
j→∞
 12p
∫
Ω
|∇uj |p dx− λ||V ||qC0|Ω|1/q′ − 12p
∫
Ω
|∇uj |p dx
1/p
 ,
donde
−C0 = min
x∈IR
{
ex
(
x
2p
− 1
)}
< 0,
ya que
g(x) = ex
(
x
2p
− 1
)
es una funcio´n continua definida en todo IR que verifica g(0) < 0, g(x) → 0− conforme x → −∞ y
g(x)→∞ segu´n x→∞. As´ı pues, g alcanza un valor mı´nimo −C0 < 0.
Por tanto, la sucesio´n {uj} esta´ acotada en W 1,p0 (Ω); entonces existe una subsucesio´n que converge
de´bilmente en W 1,p0 (Ω) y fuertemente en L
s(Ω), 1 < s < ∞. Pero entonces V (x)euj → V (x)eu en
W−1,p
′
(Ω), ya que para p > N , la sucesio´n {uj} esta´ acotada en L∞(Ω), mientras que para p = N , dada
ϕ ∈W 1,p0 (Ω) con ||∇ϕ||p = 1, el teorema del valor medio y la desigualdad de Ho¨lder implican∣∣∣∣∫
Ω
V (x)(euj − eu)ϕdx
∣∣∣∣ ≤ ∫
Ω
|V (x)|eu|uj − u|e|uj−u||ϕ| dx
≤
(∫
Ω
(|V (x)|eu)a dx
)1/a(∫
Ω
eb|uj−u| dx
)1/b(∫
Ω
|uj − u|c dx
)1/c(∫
Ω
|ϕ|d dx
)1/d
,
con 1/a+1/b+1/c+1/d = 1. Empleando la desigualdad de Ho¨lder para el primer factor, la desigualdad
de Trudinger para los factores primero y segundo, la convergencia de la sucesio´n {uj} en W 1,p0 (Ω) y
Ls para el segundo y tercer factor, y la inclusio´n de Sobolev para el u´ltimo factor, se demuestra que
V (x)euj → V (x)eu en W−1,p′(Ω) (ve´anse los detalles en [48]).
Como por hipo´tesis J ′(uj) → 0 en W−1,p′(Ω), entonces −∆puj = λV (x)euj → λV (x)eu en
W−1,p
′
(Ω). Por la continuidad del operador −∆−1p , se termina la prueba.
Tambie´n es fa´cil demostrar las siguientes propiedades del funcional J para 0 < λ < λ0:
(a) Si J(0) = −λ ∫
Ω
V (x) dx ≤ 0, i.e. si ∫
Ω
V (x) dx ≥ 0, el funcional J verifica que, para λ suficientemente
pequen˜o, existe R1 > 0, ρ ∈ IR tal que si ||∇u||p = R1, entonces J(u) > ρ > J(0): tomando R1 = 1,
ρ = 1/(2p), λ < (2p||V ||qCeD)−1, se tiene por (1.10)
J(u) ≥ 1
p
− λ||V ||qCeD > 12p = ρ > J(0).
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(b) Si
∫
Ω
V (x) dx = −α < 0, entonces J(0) = λα. Si se toma ||∇u||p = R1, se tiene
J(u) ≥ R
p
1
p
− λ||V ||qCeDRN1 > α
p
> λα = J(0),
siempre que
λ < min
(
Rp1 − α
p||V ||qCeDRN1
,
1
p
)
.
(c) Existe w0 ∈W 1,p0 (Ω), con ||∇w0||p = R2 > R1 y J(w0) < J(0); para w ∈ C∞0 (B) ⊂W 1,p0 (Ω), w ≥ 0,
donde B ⊂ Ω es la bola en la que el potencial V es positivo, se tiene (donde V < 0, w ≡ 0)
J(tw) =
tp
p
∫
Ω
|∇w|p dx− λ
∫
Ω
V (x)etw dx
=
tp
p
∫
Ω
|∇w|p dx− λ
∫
Ω
V +(x)etw dx+ λ
∫
Ω
V −(x) dx
≤ t
p
p
∫
Ω
|∇w|p dx− λCpt2p
∫
Ω
V +(x)w2p dx+ λ
∫
Ω
V −(x) dx→ −∞ si t→∞,
ya que etw > Cp(tw)2p y las integrales
∫
Ω
V −(x) dx y
∫
Ω
V +(x)w2p dx esta´n acotadas.
La gra´fica de J esta´ entonces contenida en la regio´n que queda por encima de la gra´fica de
f(||∇u||p) = 1
p
||∇u||pp − λ||V ||qCeD||∇u||
N
p .
f tiene dos puntos cr´ıticos: un mı´nimo local cerca de 0 y un ma´ximo local, i.e., las condiciones geome´tricas
requeridas para la existencia de puntos cr´ıticos de J se cumplen. Por consiguiente, se puede usar el lema
del paso de la montan˜a cla´sico (ve´ase [12]); resulta el lema siguiente:
Lema 1.5.3 Existe una constante λ0 > 0 tal que si 0 < λ < λ0, el problema (1.1) admite una solucio´n
correspondiente a un punto cr´ıtico del funcional J con valor cr´ıtico
c = inf
ϕ∈C
max
t∈[0,1]
J(ϕ(t)),
donde
C = {ϕ ∈ C([0, 1];W 1,p0 (Ω)) : ϕ(0) = 0, ϕ(1) = w0},
para algu´n w0 ∈W 1,p0 (Ω) tal que J(w0) ≤ J(0). Adema´s, c > J(0).
Para obtener el segundo punto cr´ıtico, se realiza un truncamiento del funcional. Conside´rese una
funcio´n corte τ ∈ C∞(IR) tal que para los anteriormente definidos R1 y R2
τ(x) ≡
{
1 si x ≤ R1,
0 si x ≥ R2,
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y τ no creciente. As´ı, se obtiene el funcional truncado (ve´ase [48])
F (u) =
1
p
∫
Ω
|∇u|p dx− λ
∫
Ω
V (x)τ(||∇u||p)eu dx.
No´tese que
(a) J y F son iguales si ||∇u||p ≤ R1.
(b) Si ||∇u||p ≥ R2, entonces F (u) = 1
p
∫
Ω
|∇u|p dx.
(c) Si F (u) < J(0) = −λ ∫
Ω
V (x) dx, entonces ||∇u||p < R1, ya que F es creciente para u con ||∇u||p > R1.
Por tanto, J y F son iguales en un entorno de u y la condicio´n de Palais-Smale para J implica la
subsiguiente condicio´n de Palais-Smale para F .
Lema 1.5.4 Sea {uj} ∈W 1,p0 (Ω) tal que
F (uj) → C < J(0),
F ′(uj) → 0 en W−1,p′(Ω).
Entonces existe una subsucesio´n que converge fuertemente a u ∈W 1,p0 (Ω).
Adema´s, se tiene
Lema 1.5.5
inf
u∈W 1,p0 (Ω)
F (u) < J(0) = −λ
∫
Ω
V (x) dx.
Demostracio´n. Sea w una funcio´n en C∞0 (B) ⊂W 1,p0 (Ω), w ≥ 0, donde B es la bola abierta en la que
V > 0. Si ||∇w||p = 1, y 0 < ρ < R1, entonces
F (ρw) =
ρp
p
− λ
∫
Ω
V +(x)eρw dx+ λ
∫
Ω
V −(x) dx
≤ ρ
p
p
− λ
∫
Ω
V +(x)(1 + ρw) dx+ λ
∫
Ω
V −(x) dx =
= ρ
ρp−1
p
− λ
∫
Ω
V +(x)w dx
− λ ∫
Ω
V +(x) dx+ λ
∫
Ω
V −(x) dx < J(0),
siempre que el factor ρ sea suficientemente pequen˜o (
∫
Ω
V +(x)w dx esta´ acotada).
Es fa´cil obtener el siguiente resultado:
Lema 1.5.6 Existe una constante positiva λ0 > 0 tal que si 0 < λ < λ0, entonces el problema (1.1) tiene
una solucio´n correspondiente a un punto cr´ıtico del funcional J , con valor cr´ıtico c′ < J(0).
Con los lemas 1.5.3 y 1.5.6 se concluye la prueba del Teorema 1.5.1.
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1.6 Resultados de no existencia
En esta seccio´n se demuestra un resultado de no existencia para el problema (1.1): si V (x) ∈ Lq(Ω),
(q ≥ 1 para p > N , q > N/p para p ≤ N), V ≥ 0, y λ es suficientemente grande entonces el problema
(1.1) no tiene solucio´n. Al final de la prueba de este resultado se usa el aislamiento del primer autovalor
para −∆p con peso V (x) en Ω y dato de borde cero (ve´anse [13], [65] y el ape´ndice de este cap´ıtulo).
Teorema 1.6.1 El problema (1.1) no tiene solucio´n si
λ > max
{
λ1, λ1
(
p− 1
e
)p−1}
,
donde V ∈ Lq(Ω), (q ≥ 1 para p > N , q > N/p para p ≤ N), V ≥ 0 y λ1 es el primer autovalor para
−∆p con peso V (x) en Ω y dato de borde cero.
Demostracio´n. Si λ1 es el primer autovalor para −∆p con peso V (x) en Ω y dato de borde 0, to´mese
λε = λ1 + ε, ε > 0, φ1 una autofuncio´n positiva correspondiente a λ1 con ||φ1||∞ ≤ 1, y supo´ngase que
el problema (1.1) tiene una solucio´n u ∈W 1,p0 (Ω) y
λ > max
{
λ1, λ1
(
p− 1
e
)p−1}
.
Para ε pequen˜o, se tiene (λε < λ):
λεx
p−1 ≤ λε
(
p− 1
e
)p−1
ex < λex, ∀x ≥ 0,
−∆pφ1 = λ1V φ1p−1 < λεV < λV ≤ λV eu = −∆pu.
Usando el principio de comparacio´n de´bil se obtiene φ1 ≤ u. Sea v1 la solucio´n de{ −∆pv1 = λεV (x)φp−11 en Ω,
v1|∂Ω = 0.
Se sabe por resultados de regularidad (ve´anse [39] y [86]) que v1 ∈ C1,α(Ω). Adema´s
−∆pv1 = λεV φp−11 < λV eφ1 ≤ λV eu = −∆pu,
−∆pφ1 ≤ λεV φp−11 = −∆pv1.
Aplicando de nuevo el principio de comparacio´n de´bil, se tiene φ1 ≤ v1 ≤ u. Conside´rense ahora los
problemas (v0 = φ1) { −∆pvk = λεV (x)vp−1k−1 en Ω,
vk|∂Ω = 0.
Las soluciones de estos problemas forman una sucesio´n creciente {vk} tal que
φ1 ≤ vk ≤ vk+1 ≤ u.
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Pasando al l´ımite, se obtiene una solucio´n w ∈W 1,p0 (Ω) del problema{ −∆pw = λεV (x)wp−1 en Ω,
w|∂Ω = 0.
Pero esto es imposible para ε suficientemente pequen˜o, ya que el primer autovalor para −∆p con peso en
Lq(Ω) y dato de borde cero es aislado (ve´ase teorema 1.9.7 en el ape´ndice de este cap´ıtulo).
Este argumento tambie´n demuestra la no existencia de soluciones positivas de (1.1) para λ suficien-
temente grande cuando V cambia de signo en Ω:
Corolario 1.6.2 Supo´ngase que V ∈ Lq(Ω), V cambia de signo en Ω y existe una bola B ⊂ Ω tal que
V (x) > 0 para x ∈ B. Si
λ > max
{
λ1, λ1
(
p− 1
e
)p−1}
entonces (1.1) no tiene soluciones positivas.
Demostracio´n. Sea w1 una autofuncio´n positiva correspondiente a λ1 en B con ||w1||∞ ≤ 1. Tomando
λε = λ1 + ε, ε > 0, y suponiendo que el problema (1.1) tiene una solucio´n positiva u para
λ > max
{
λ1, λ1
(
p− 1
e
)p−1}
,
entonces, para ε pequen˜o, se tiene (λε < λ):
λεx
p−1 < λex, ∀x ≥ 0,
−∆pw1 = λ1V w1p−1 < λεV < λV ≤ λV eu = −∆pu en B,
w1 = 0 ≤ u en ∂B.
Usando el principio de comparacio´n de´bil se obtiene w1 ≤ u. Usando el argumento de la prueba del
teorema 1.6.1, se obtiene una solucio´n del siguiente problema{ −∆pw = λεV (x)wp−1 en B,
w|∂B = 0.
Pero esto es imposible para ε suficientemente pequen˜o, ya que el primer autovalor para −∆p con peso en
Lq(B) es aislado (ve´ase teorema 1.9.7 en el ape´ndice de este cap´ıtulo).
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1.7 Ana´lisis de soluciones radiales positivas en la bola unidad
En esta seccio´n se considera el problema{ −∆pu = λrleu en B1 ⊂ IRN , l ∈ IR, r = |x|,
u|∂B1 = 0,
(1.11)
donde B1 denota la bola unidad centrada en el origen de IRN y λ > 0. En particular, se estudiara´ la
existencia de soluciones singulares positivas, por lo que se considerara´ so´lo el caso 1 < p < N , debido a
que, segu´n la proposicio´n 1.1.1, toda solucio´n singular para p ≥ N es regular. En estas hipo´tesis, es fa´cil
probar la no existencia de soluciones singulares para algunos valores de l:
Si se considera el problema { −∆pv = λrl en B1 ⊂ IRN ,
v|∂B1 = 0,
con −N < l < −p, λ > 0 y se buscan soluciones v(r) = βrγ , se tiene que
γ =
l + p
p− 1 , λ = (−βγ)
p−1 [(p− 1)(γ − 1) +N − 1] , β > 0,
y por tanto la solucio´n v no esta´ acotada para −p < l < −N . Para l = −p se puede tomar
v(r) = β log r,
obteniendo β = −(λ/(N − p))1/(p−1) y as´ı v es tambie´n no acotada.
Si se supone ahora que u es una solucio´n positiva singular de (1.11), es decir, u ∈ W 1,p0 (B1),
rleu ∈ L1(B1), donde −N < l < −p, entonces
−∆pu = λrleu ≥ λrl = −∆pv,
o sea, u ≥ v. Pero esto lleva a una contradiccio´n, ya que
rleu ≥ rlev 6∈ L1(B1).
Por otra parte, si l ≤ −N entonces el potencial V (r) = rl no pertenece a L1(B1). Luego se supondra´
directamente que l > −p, independientemente de la dimensio´n. El ana´lisis se hara´ estudiando el plano de
fases que resulta del cambio de variables
s = log r,
v(s) = |us|p−2us,
w(s) = −λeu+(l+p)s,
donde u es una solucio´n radial positiva de (1.11) (ve´ase [50]), es decir, u verifica
r1−N (rN−1|u′|p−2u′)′ + rleu = 0, u(1) = 0.
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En el plano (v, w) las soluciones radiales de (1.11) satisfacen el siguiente sistema auto´nomo
dv
ds
= w − (N − p)v,
dw
ds
= (l + p+ |v| 1p−1 sign(v))w.
(1.12)
Por definicio´n de las nuevas variables, la regio´n de intere´s para las soluciones radiales regulares positivas
(u′(0) = 0) es v < 0, w < 0 (u′ es negativa para r > 0, ya que (rN−1|u′|p−2u′)′ ≤ 0). En esta regio´n se
hallan dos puntos estacionarios: P1(0, 0) y P2(−(l + p)p−1,−(l + p)p−1(N − p)).
El punto P1 es un punto hiperbo´lico inestable. El eje v es la variedad estable para este punto, y la
variedad inestable es tangente a la recta w = (l+N)v (ve´ase el teorema de la variedad estable [55], Sec.
III.6). Respecto al punto P2, es
(a) Un nodo estable si N ≥ p+ 4(l + p)/(p− 1).
(b) Un punto espiral estable si N < p+ 4(l + p)/(p− 1).
(obse´rvese que si l = 0, entonces el valor que marca la diferencia de comportamientos coincide con
el que aparece en la nota 1.4.8).
Se puede ver tambie´n que una solucio´n singular de (1.11) es
S(x) = log
(
1
|x|l+p
)
,
con λ igual a λ˜ = (l + p)p−1(N − p). Esta solucio´n singular corresponde al punto cr´ıtico P2 en el plano
de fases, y verifica la interesante propiedad:
|x|leS(x) = 1|x|p
para todo l > −p.
Se necesitan algunos lemas previos, cuyas pruebas son similares a las de [50], por lo que se omiten.
Lema 1.7.1 Sea u una solucio´n radial de (1.11) y sea (v, w) la trayectoria correspondiente del sistema
auto´nomo (1.12). Entonces, u es una solucio´n regular de (1.11) ( lim
s→−∞u(s) = A < ∞) si y so´lo si
lim
s→−∞(v(s), w(s)) = (0, 0).
Lema 1.7.2 La u´nica trayectoria del sistema auto´nomo (1.12) correspondiente a una solucio´n de (1.11)
tal que lim
s→−∞u(s) =∞ es el punto cr´ıtico P2.
Sea u(λ) la solucio´n minimal de (1.11), λ∗ = sup{λ : (1.11) tiene solucio´n}. Entonces, se tiene el
siguiente resultado
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Teorema 1.7.3 (i) Si N ≥ p + 4(l + p)/(p − 1) entonces λ∗ = λ˜, para cada λ < λ∗ se tiene una u´nica
solucio´n regular, y lim
λ→λ∗
u(λ) = u∗ es una solucio´n singular.
(ii) Si p < N < p + 4(l + p)/(p − 1) entonces λ˜ < λ∗, y para λ = λ˜, existen infinitas soluciones
radiales regulares, cuyos valores en el origen tienden a infinito.
Adema´s, en el caso (ii), lim
λ→λ∗
u(λ) = u∗ ∈ L∞, y existe una constante positiva, ε0 > 0 tal que,
si 0 < |λ − λ˜| < ε0 entonces el problema correspondiente (1.11) tiene una familia finita de soluciones
radiales.
Demostracio´n. En el caso (i) se demuestra que la trayectoria que une P1 con P2, denotada por ψ, es
una curva mono´tona contenida en la regio´n −(l+ p)p−1 < v < 0, −(l+ p)p−1(N − p) < w < 0. As´ı, existe
un u´nico punto de interseccio´n para cada recta w = −λ, i.e., existe una u´nica solucio´n radial regular para
cada λ ∈ (0, (l + p)p−1(N − p)).
En primer lugar, es fa´cil ver que ψ esta´ por debajo de la recta w = (N − p)v. Se necesita una cota
inferior para ψ; para ello, se consideran dos casos diferentes.
Si N ≥ max{p+ 4(l + p)/(p− 1), 3p+ 2l}, y R es la recta
w =
N − p
2
v − (l + p)p−1N − p
2
,
se demostrara´ que dw/dv < (N − p)/2 a lo largo de R, siempre que −(l + p)p−1 < v < 0. De esta forma
las trayectorias (v, w) del plano de fases deben cruzar R desde abajo; esto implica que ψ no puede cortar
R, ya que arranca por encima.
Luego, basta probar que
dw
ds
− N − p
2
dv
ds
> 0
cuando (v, w) ∈ R, −(l + p)p−1 < v < 0 (no´tese que dv/ds < 0 en la regio´n −(l + p)p−1 < v < 0,
−(l + p)p−1(N − p) < w < (N − p)v). As´ı
dw
ds
− N − p
2
dv
ds
=
N − p
2
((l + p)p−1 − |v|)(
N − p
2
+ (l + p− |v| 1p−1 )− 2(l + p)p−1 l + p− |v|
1
p−1
(l + p)p−1 − |v|
)
.
El factor ((l + p)p−1 − |v|) es positivo; si se escribe t = |v|1/(p−1)/(l + p), y se supone 1 < p < 2, la
funcio´n (1− t)/(1− tp−1) es creciente en (0, 1). Se obtiene (recue´rdese que N ≥ p+ 4(l + p)/(p− 1)).
N − p
2
+ (l + p)(1− t)− 2(l + p) 1− t
1− tp−1 >
N − p
2
− 2(l + p)
p− 1 > 0.
Si p > 2, entonces
N − p
2
+ (l + p)(1− t)− 2(l + p) 1− t
1− tp−1 =
1
1− tp−1 f(t),
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donde f(t) es
f(t) = (l + p)tp −
(
N + p+ 2l
2
)
tp−1 + (l + p)t+
N − 3p− 2l
2
para t ∈ (0, 1). Esta funcio´n verifica las siguientes propiedades:
(a) f(0) = (N − 3p+ 2l)/2 > 0, f ′(0) = l + p > 0.
(b) f(1) = 0 y f ′(1) ≤ 0 ya que N ≥ p+ 4(l + p)/(p− 1).
(c) f tiene dos puntos cr´ıticos, el primero entre 0 y 1, el segundo mayor o igual a 1.
Esto implica que
dw
ds
− N − p
2
dv
ds
> 0
cuando (u, v) ∈ R, −(l + p)p−1 < v < 0, y por tanto la trayectoria ψ no puede cortar a R.
Cuando p + 4(l + p)/(p − 1) ≤ N < 3p + 2l, se debe hacer un argumento diferente. Se considera
ahora la curva
f(v) = −(l + p)(p−1)/2(N − p)|v|1/2,
contenida en la regio´n −(l + p)p−1 < v < 0. Entonces f verifica
(a) f(0) = 0, f(−(l+p)p−1) = −(l+p)p−1(N −p) es decir, f conecta los dos puntos singulares del plano
de fases.
(b) f es creciente y convexa en (−(l + p)p−1, 0).
(c) dw/dv < f ′(v) en (v, f(v)).
Se sigue que f es una cota inferior para la trayectoria ψ, lo que concluye el ana´lisis para i).
En el caso ii) la recta w = −λ cruza la variedad ψ infinitas veces. Reparametrizando s, cada punto
de interseccio´n sj corresponde a una solucio´n radial de (1.11) de forma que para s = 0 se tiene un valor
inicial sj . El resto de la prueba es una consecuencia del ana´lisis llevado a cabo en esta seccio´n.
1.8 Observaciones sobre el problema de evolucio´n asociado
El problema de evolucio´n asociado al problema (1.11) es ut −∆pu = λ|x|
leu, t > 0, x ∈ B1,
u(x, 0) = u0(x) ≥ 0, x ∈ B1,
u(x, t) = 0, en ∂B1 × (0,∞),
donde λ > 0 y l > −p. El caso p = 2, l = 0 fue estudiado en [75]. Los resultados obtenidos en este
caso son fa´cilmente adaptables para l 6= 0. En este caso se pueden emplear los resultados de [45] para
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concluir que las soluciones estacionarias no pueden estar ordenadas, es decir, todas cortan a la solucio´n
minimal para las dimensiones pequen˜as. Para las dimensiones grandes, la solucio´n singular es un atractor
de todas las soluciones del problema de evolucio´n con dato inicial por debajo de la solucio´n singular.
Otros resultados sobre el problema con p = 2 pueden verse en [28]. El estudio para p 6= 2 sera´ objeto de
futuras investigaciones.
1.9 Ape´ndice: aislamiento del primer autovalor de −∆p
Sea Ω un dominio acotado con frontera lisa y supo´ngase V (x) ≥ 0, V (x) ∈ Lq(Ω) (q ≥ 1 si p > N ,
q > N/p si p ≤ N), con |{x ∈ Ω : V (x) > 0}| 6= 0.
Conside´rese, para u ∈W 1,p0 (Ω), u 6≡ 0 el problema (1 < p <∞):{ −∆pu = λV (x)|u|p−2u,
u|∂Ω = 0. (1.13)
Definicio´n 1.9.1 Se dice que λ es un autovalor si (1.13) admite una solucio´n. Tal solucio´n es una
autofuncio´n correspondiente al autovalor λ.
Ahora se define el primer autovalor del operador −∆p con peso V en Ω y dato de borde cero, λ1,
como
λ1 = inf

∫
Ω
|∇w|p dx : w ∈W 1,p0 (Ω),
∫
Ω
V (x)|w|p dx = 1
 .
Este problema se ha estudiado en [13], [18] y [65] con V ∈ L∞. Este ape´ndice se dedica a comprobar que
el resultado es tambie´n va´lido en el caso V ∈ Lq, con q en las hipo´tesis anteriores, probando el siguiente
resultado
Teorema 1.9.2 El primer autovalor de −∆p con peso V en Ω y dato de borde cero es aislado y simple.
La prueba de este teorema se divide en varios lemas, siguiendo los argumentos de [65], por lo que
se concentra la atencio´n so´lo en aquellos puntos que necesitan algu´n cambio.
Lema 1.9.3 λ1 es un autovalor, y toda autofuncio´n u1 correspondiente a λ1 no cambia de signo en Ω:
o´ u1 > 0 o´ u1 < 0.
Lema 1.9.4 Si w es una autofuncio´n correspondiente al autovalor λ, λ > 0, λ 6= λ1, entonces w cambia
de signo en Ω: w+ 6≡ 0, w− 6≡ 0 y
|Ω−| ≥ (λ ||V ||q Cp)σ
donde Ω− = {x ∈ Ω : w(x) < 0}, σ = −2q′ si p ≥ N , σ = −qN/(qp−N) si 1 < p < N .
Demostracio´n. Multiplicando la ecuacio´n que verifica w por w−, se tiene
||∇w−||pp = λ
∫
Ω
V (x)(w−)p dx ≤ λ ||V ||q || (w−)p ||α |Ω−|1/β ,
con 1/q + 1/α+ 1/β = 1. Ahora se consideran dos casos
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(i) p ≥ N . Por la desigualdad de Sobolev || (w−)p ||α = ||w−||pαp ≤ Cp||∇w−||pp (α > 1). As´ı, si se toma
α = β = 2q′, entonces
|Ω−| ≥ (λ ||V ||q Cp)−2q′ .
(ii) 1 < p < N . Se toma α = N/(N − p), β = qN/(qp − N) (||(w−)p||α = ||w−||pp∗ , donde p∗ =
Np/(N − p)). Por la desigualdad de Sobolev
||∇w−||pp ≤ λ ||V ||q ||w− ||pp∗ |Ω−|(qp−N)/(qN) ≤ λ ||V ||q Cp ||∇w−||pp |Ω−|(qp−N)/(qN).
Por tanto
|Ω−| ≥ (λ ||V ||q Cp)−qN/(qp−N).
Nota 1.9.5 Si q′ → 1 (q →∞), se obtiene la estimacio´n de Anane (ve´ase [13], Prop. 2).
Nota 1.9.6 Como se prueba en [65], estos resultados pueden extenderse tambie´n a cualquier dominio
acotado, sin hipo´tesis de regularidad en su frontera.
En las hipo´tesis del lema 1.9.4 se obtiene el siguiente teorema, cuya prueba sigue la de [13], impor-
tante de cara a las aplicaciones.
Teorema 1.9.7 λ1 es aislado; es decir, λ1 es el u´nico autovalor en [0, a] para algu´n a > λ1.
Demostracio´n. Sea λ ≥ 0 un autovalor y sea v la correspondiente autofuncio´n. Por la definicio´n de λ1
(es el ı´nfimo) se tiene λ ≥ λ1. Entonces, λ1 es aislado por la izquierda.
Ahora se argumenta por contradiccio´n. Supo´ngase que existe una sucesio´n de autovalores (λk),
λk 6= λ1 que convergen a λ1. Sean uk las correspondientes autofunciones con ||∇uk||p = 1. Se puede as´ı
tomar una subsucesio´n, denotada de nuevo por uk, que converge de´bilmente en W
1,p
0 , fuertemente en
Lp(Ω) y en casi todo punto en Ω a una funcio´n u ∈ W 1,p0 . Entonces, si ϕ ∈ W 1,p0 (Ω), se pueden hallar α
y β adecuados de forma que, por la desigualdad de Ho¨lder,
||V (|uk|p−2uk − |u|p−2u)||W−1,p′ (Ω) = sup||u||
W
1,p
0
(Ω)=1
∣∣∣∣∫
Ω
V (|uk|p−2uk − |u|p−2u)ϕ
∣∣∣∣
≤ ||V ||α|||uk|p−2uk − |u|p−2u||β ||ϕ||p∗ → 0.
Como uk = −∆−1p (λkV |uk|p−2uk), la subsucesio´n uk converge fuertemente enW 1,p0 por la continuidad del
operador ∆−1p , y por consiguiente u es la autofuncio´n correspondiente al primer autovalor λ1 con norma
igual a 1. As´ı pues, aplicando el teorema de Egorov ([27], Teorema IV.28), uk converge uniformemente a u
en el exterior de un conjunto de medida arbitrariamente pequen˜a. Entonces, hay un trozo de Ω de medida
arbitrariamente pequen˜a en cuyo exterior uk es positiva para k suficientemente grande, obteniendo una
contradiccio´n con el lema 1.9.4.
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Cap´ıtulo 2
Explosio´n para un problema el´ıptico
cr´ıtico con crecimiento exponencial
2.1 Introduccio´n
En el Cap´ıtulo 1 se estudiaron diversos tipos de problemas de Dirichlet en un dominio acotado Ω ⊂ IRN
involucrando crecimiento exponencial con dato cero en ∂Ω. Este cap´ıtulo se dedica a la descripcio´n de la
pe´rdida de compacidad de sucesiones de soluciones de las ecuaciones
−∆Nuk = Vk(x)euk en Ω ⊂ IRN ,
bajo hipo´tesis convenientes.
Ma´s precisamente, se consideran sucesiones de soluciones de los problemas{ −∆Nuk = Vk(x)euk en Ω,
u|∂Ω = gk,
(2.1)
donde Ω es un dominio acotado y regular en IRN , N ≥ 2, y los potenciales Vk (en general positivos,
aunque en ocasiones podra´n cambiar de signo) son datos en Lq(Ω), 1 < q ≤ ∞. Sobre los datos de borde
gk se supone que son trazas de funciones de W 1,N (Ω). Hay que tener presente a lo largo de este cap´ıtulo
que el concepto de solucio´n del problema (2.1) que se empleara´ sera´, a no ser que se indique lo contrario,
el de solucio´n singular en el sentido siguiente.
Definicio´n 2.1.1 Se dice que u ∈W 1,p0 (Ω) es solucio´n singular de (2.1) si Vk(x)euk ∈ L1(Ω) y verifica
la ecuacio´n en el sentido de D′(Ω).
Como se indicaba en la Introduccio´n de esta Memoria, toda solucio´n singular es una solucio´n de´bil y por
tanto es aplicable en este contexto el principio de comparacio´n de´bil.
En particular, se estudia el comportamiento de la norma L∞ de tales sucesiones de soluciones de
(2.1) con respecto a estimaciones uniformes de las normas Lq de los potenciales Vk y de euk en Lq
′
,
1/q+1/q′ = 1, como se precisa en el principal resultado de este cap´ıtulo y que se enuncia a continuacio´n.
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Teorema 2.1.2 (Explosio´n) Sea uk una sucesio´n de soluciones de
−∆Nuk = Vkeuk en Ω
donde, para algu´n q, 1 < q ≤ ∞, 1/q + 1/q′ = 1, se verifica:
Vk ≥ 0 en Ω,
||Vk||q ≤ C1,
||euk ||q′ ≤ C2.
Entonces, existe una subsucesio´n ukl verificando una de las tres alternativas siguientes:
(i) ukl esta´ acotada en L
∞
loc(Ω).
(ii) ukl → −∞ uniformemente en subconjuntos compactos de Ω.
(iii) El conjunto de explosio´n S relativo a la subsucesio´n ukl es finito, no vac´ıo y ukl → −∞ uniforme-
mente en subconjuntos compactos de Ω \ S, donde S se define como
S = {x ∈ Ω : existe una sucesio´n xkl ∈ Ω tal que xkl → x y ukl(xkl)→∞}.
Adema´s, en el caso (iii) la sucesio´n Vkle
ukl converge en el sentido de las medidas a Σαiδai donde
S = ∪{ai} y αi ≥ CN (N/q′)N−1, CN denotando la medida de la esfera unidad en IRN .
El caso N = 2 fue estudiado en [30]; este problema aparece por ejemplo, en geometr´ıa Riemanniana
(ve´anse [29], [30] y las referencias all´ı contenidas). Recientemente este tipo de argumentos de compacidad
han sido utilizados para estudiar variacionalmente problemas no locales que aparecen en ciertas teor´ıas
gauge y que se reducen a dimensio´n dos (ve´ase [84]).
En dimensio´n N > 2 el problema se complica debido a la no linealidad del operador diferencial
−∆N . En [79], se considera el problema con segundo miembro igual a uq, y se estudia el comportamiento
cualitativo para q →∞.
El estudio de la pe´rdida de compacidad permite estimar valores de energ´ıa para los cuales se tienen
condiciones de Palais-Smale locales. E´ste es el intere´s fundamental de este tipo de problemas, de cara a
poder estudiar las propiedades de compacidad en funcionales asociados a problemas no locales que, como
es sabido, aparecen en muchos problemas provenientes de la F´ısica Matema´tica. Por esta u´ltima razo´n el
Teorema 2.1.2 se puede interpretar como un resultado de concentracio´n-compacidad en el sentido de los
resultados de P.L. Lions en [67] y [68].
El cap´ıtulo esta´ organizado como sigue. En primer lugar, se demuestran algunas estimaciones a
priori. Debido a que se considerara´n segundos miembros integrables, algunas estimaciones fundamentales
se hara´n en el contexto de las soluciones llamadas de entrop´ıa en el sentido definido en [20]. Dichas
estimaciones fueron obtenidas en [2].
Por conveniencia del lector, al final del cap´ıtulo se encuentra un ape´ndice donde, siguiendo las ideas
en [20], se detallan las estimaciones necesarias para la construccio´n de las soluciones de entrop´ıa para
problemas con segundo miembro en L1 y dato de frontera no nulo.
Posteriormente, se presentan varios resultados relativos a la norma L∞ de las soluciones y sucesiones
de soluciones de (2.1), los cuales permiten demostrar el Teorema de Explosio´n en la u´ltima seccio´n. Para
estos resultados ve´ase tambie´n [5].
43
2.2 Estimaciones a priori para soluciones de entrop´ıa
Se considera el problema { −∆Nu = f en Ω ⊂ IRN ,
u|∂Ω = 0,
(2.2)
donde N ≥ 2 y f ∈ L1(Ω). El sentido de la solucio´n en este problema es el siguiente. Sea la funcio´n de
truncamiento
Tk(s) =
{
s si |s| ≤ k,
k
s
|s| si |s| > k.
Se dice que u ∈ T 1,N0 (Ω) si u es una funcio´n medible tal que, para cada k > 0, la funcio´n truncada
Tk(u) ∈W 1,N0 (Ω).
Obse´rvese que el problema (2.2) con dato Tk(f) se puede resolver empleando el me´todo variacional
cla´sico. La prueba de co´mo pasar al l´ımite en la sucesio´n {uk} de las soluciones puede verse en [20], [24] y
en el ape´ndice a este cap´ıtulo. La solucio´n u as´ı obtenida verifica la ecuacio´n en sentido de distribuciones,
u ∈ T 1,N0 (Ω) y adema´s satisface la llamada condicio´n de entrop´ıa que da la unicidad en dicha clase (ve´ase
[20] y el ape´ndice al final de este cap´ıtulo para el significado de tal condicio´n y otros detalles).
En primer lugar, se demuestra la siguiente estimacio´n a priori.
Teorema 2.2.1 Sea u solucio´n de entrop´ıa del problema{ −∆Nu = f en Ω ⊂ IRN ,
u|∂Ω = 0,
(2.3)
donde N ≥ 2 y f ∈ L1(Ω). Entonces,∫
Ω
exp
[
(NC1/(N−1)N − δ)|u(x)|
||f ||1/(N−1)1
]
dx ≤ NC
1/(N−1)
N
δ
|Ω| ∀δ ∈ (0, NC1/(N−1)N ). (2.4)
La estimacio´n (2.4) se obtuvo en [30] para el caso semilineal, i.e., N = 2. Para N ≥ 2, ha sido
demostrada en [2] de la forma que se detalla a continuacio´n (ve´ase tambie´n [79]).
Lema 2.2.2 Si u es una solucio´n de entrop´ıa del problema (2.3), entonces
1
a
∫
{k<|u|≤k+a}
|∇u|N dx ≤ ||f ||1
para todo a > 0.
(Este lema es una versio´n particular del corolario 3.4 de [20] para −∆Nu).
Demostracio´n. Se sabe que Tk(u) ∈W 1,N0 (Ω) y entonces∫
Ω
|∇Tk(u)|N dx =
∫
{|u|≤k}
|∇u|N−2〈∇u,∇u〉 dx ≤
∫
Ω
Tk(u)f dx ≤ k||f ||1 ∀k > 0.
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Si se toma a > 0 y Gk,a(u) = Tk+a(u)− Tk(u), se observa que Gk,a(u) ∈W 1,N0 (Ω), |Gk,a(u)| ≤ a y
∇Gk,a(u) =
{ ∇u k < |u| ≤ k + a,
0 en caso contrario.
As´ı, tomando como funcio´n test Gk,a(u),∫
Ω
|∇u|N−2〈∇u,∇Gk,a(u)〉 dx =
∫
{k<|u|≤k+a}
|∇u|N dx =
∫
Ω
fGk,a(u) dx ≤ a||f ||1,
es decir,
1
a
∫
{k<|u|≤k+a}
|∇u|N dx ≤ ||f ||1
para todo a > 0.
Lema 2.2.3 Si u ∈ T 1,N0 (Ω) y
1
a
∫
{k<|u|≤k+a}
|∇u|N dx ≤M
para todo a > 0, entonces
Φu(k) ≤ Φu(k0)e−(k−k0)/AN ,
donde Φu es la funcio´n de distribucio´n de u, definida por Φu(k) = |{x ∈ Ω : |u(x)| > k}|, y donde
AN = (M/CN )1/(N−1)/N .
Demostracio´n. Sean k > 0, ε > 0; si
Hk,ε(u) =
1
ε
Gk,ε(u) =

0 si |u| ≤ k,
|u| − k
ε
si k < |u| ≤ k + ε,
1 si |u| > k + ε,
se tiene
Φu(k + ε) = |{|u| > k + ε}| =
∫
{|u|>k+ε}
dx ≤
∫
Ω
|Hk,ε(u)|s dx (2.5)
para toda s > 1. Entonces, si s = N/(N − 1), Φu(k + ε) ≤
∫
Ω
|Hk,ε(u)|N/(N−1) dx.
Por otra parte, ya que Ω es acotado, se tiene Hk,ε(u) ∈ W 1,10 (Ω). Luego, por la desigualdad de
Sobolev
SN ||Hk,ε(u)||N/(N−1) ≤ ||∇Hk,ε(u)||1 = 1
ε
∫
{k<|u|≤k+ε}
|∇u| dx, (2.6)
donde SN = (NN−1CN )1/N (ve´ase [52]). Por la desigualdad de Ho¨lder
1
ε
∫
{k<|u|≤k+ε}
|∇u| dx ≤
(
1
ε
∫
{k<|u|≤k+ε}
|∇u|N dx
)1/N ( |{k < |u| ≤ k + ε}|
ε
)(N−1)/N
. (2.7)
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Entonces, combinando (2.5), (2.6) y (2.7), se llega a
(Φu(k + ε))(N−1)/N ≤ ||Hk,ε(u)||N/(N−1) ≤ 1
SN
(
1
ε
∫
{k<|u|≤k+ε}
|∇u| dx
)
≤ 1
SN
(
1
ε
∫
{k<|u|≤k+ε}
|∇u|N dx
)1/N ( |{k < |u| ≤ k + ε}|
ε
)(N−1)/N
.
Por hipo´tesis
Φu(k + ε) ≤
(
M
SNN
)1/(N−1) Φu(k)− Φu(k + ε)
ε
=
1
N
(
M
CN
)1/(N−1) Φu(k)− Φu(k + ε)
ε
.
Cuando ε→ 0, se tiene Φu(k) ≤ −ANΦ′u(k); en otras palabras, Φu(k) ≤ Φu(k0)e−(k−k0)/AN .
Corolario 2.2.4 Φu(k) ≤ |Ω| exp
[−N(CN/||f ||1)1/(N−1)k]
Demostracio´n. Por el lema 2.2.2, se puede tomar M = ||f ||1 en el lema 2.2.3. Basta entonces tomar
k0 = 0 ya que Φu(0) = |Ω|.
Ahora, se puede probar el teorema 2.2.1
Demostracio´n. (Teorema 2.2.1) Sea C > 0 una constante que sera´ determinada ma´s adelante.
Aplicando el corolario 2.2.4,∫
Ω
(eC|u| − 1) dx = ∫
Ω
∫ |u|
0
CeCt dtdx =
∫
Ω
∫∞
0
CeCtχ{|u|>t} dtdx
= C
∫∞
0
eCt
∫
Ω
χ{|u|>t} dxdt = C
∫∞
0
eCtΦu(t) dt
≤ C ∫∞
0
eCt|Ω| exp [−N(CN/||f ||1)1/(N−1)t] dt.
Es decir ∫
Ω
eC|u| dx ≤ |Ω|+ C|Ω|
∫ ∞
0
exp
[
(C −N(CN/||f ||1)1/(N−1))t
]
dt.
Entonces, si C < N(CN/||f ||1)1/(N−1), la integral
∫
Ω
eC|u| es finita. Por tanto, se puede tomar C =
(NC1/(N−1)N − δ)/||f ||1/(N−1)1 para cada δ ∈ (0, NC1/(N−1)N ); de esta manera
∫
Ω
exp
[
(NC1/(N−1)N − δ)|u(x)|
||f ||1/(N−1)1
]
dx ≤ |Ω|+ NC
1/(N−1)
N − δ
||f ||1/(N−1)1
|Ω|
∫ ∞
0
exp
[
−δt
||f ||1/(N−1)1
]
dt
≤ NC
1/(N−1)
N
δ
|Ω|.
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Nota 2.2.5 En [2] el me´todo de simetrizacio´n de Talenti [85] proporciona una prueba distinta de este
teorema para soluciones de (2.3) en W 1,N0 (Ω) (ve´ase tambie´n [79]).
Como consecuencia del teorema 2.2.1, se tiene el siguiente corolario
Corolario 2.2.6 Sea u una solucio´n de entrop´ıa del problema (2.3). Entonces,
eα|u| ∈ L1(Ω) ∀α > 0.
Demostracio´n. Como f ∈ L1(Ω), se puede escribir f = f1 + f2, con
||f1||∞ < C, ||f2||1 < α1−N .
As´ı pues, tomando Gk,a(u) como en la demostracio´n del lema 2.2.2∫
{k<|u|≤k+a}
|∇u|N dx =
∫
Ω
Gk,a(u)f1 dx+
∫
Ω
Gk,a(u)f2 dx ≤ a (C|Ω|+ α1−N ),
o sea,
1
a
∫
{k<|u|≤k+a}
|∇u|N dx ≤ C|Ω|+ α1−N .
Haciendo M = C|Ω|+ α1−N en la prueba del lema 2.2.3, se obtiene para ε > 0
Φu(k + ε) ≤ 1
N
(
C|Ω|+ α1−N
CN
)1/(N−1) Φu(k)− Φu(k + ε)
ε
.
Cuando ε→ 0, se tiene
Φu(k) ≤ − 1
N
(
C|Ω|+ α1−N
CN
)1/(N−1)
Φ′u(k) ≤
−1
αNC
1/(N−1)
N
Φ′u(k).
Integrando la u´ltima desigualdad se obtiene Φu(k) ≤ Φu(k0) exp(−αNC1/(N−1)N (k − k0)). Si k0 = 0,
Φu(k) ≤ |Ω| exp(−αNC1/(N−1)N k).
Por lo tanto, si se repite el ca´lculo desarrollado en la prueba del teorema 2.2.1 (no´tese que NC1/(N−1)N > 1
para N ≥ 2)∫
Ω
(eα|u| − 1) dx = α
∫ ∞
0
eαtΦu(t) dt ≤ α|Ω|
∫ ∞
0
exp(αt− αNC1/(N−1)N t) dt <∞.
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Nota 2.2.7 Como en [30], ||eα|uk|||1 no puede estimarse en te´rminos de α y ||fk||1. Se puede tomar
una sucesio´n de funciones (fk), k > 0, con ||fk||1 ≤ 1 y fk → δx0 , x0 ∈ Ω, tal que las correspondientes
soluciones uk verifican uk → u conforme k → ∞, donde u(x) ≈ C−1/(N−1)N log(1/|x − x0|) (ve´ase [62]).
De esta manera, si α ≥ NC1/(N−1)N entonces∫
Ω
eα|u| dx =∞.
A continuacio´n se estudia el problema con dato Dirichlet no nulo,{ −∆Nu = f en Ω ⊂ IRN ,
u|∂Ω = g,
(2.8)
donde se supone que g 6= 0 es tal que el problema{ −∆Nϕ = 0 en Ω ⊂ IRN ,
ϕ|∂Ω = g,
tiene una solucio´n ϕ ∈ W 1,N (Ω) ∩ L∞(Ω). Entonces, se puede construir la solucio´n de entrop´ıa de (2.8)
de forma similar a la de (2.3) ya que la diferencia u − ϕ ∈ T 1,N0 (Ω); los detalles esta´n inclu´ıdos en el
ape´ndice de este cap´ıtulo.
El siguiente resultado es una extensio´n del teorema 2.2.1 para soluciones de entrop´ıa del problema
(2.8) con condicio´n de borde no homoge´nea. Esta estimacio´n aparece en [79] para soluciones cla´sicas.
La prueba que aqu´ı se presenta es interesante porque en cierto sentido es ma´s simple que la citada
anteriormente, ya que, esencialmente, se trata de una adaptacio´n de los resultados de [2]. Sea
dN = inf
X 6=Y ∈IRN
〈|X|N−2X − |Y |N−2Y, X − Y 〉
|X − Y |N . (2.9)
As´ı pues dN es un nu´mero positivo que depende de la dimensio´n y, por la proposicio´n 4.6 de [79],
dN ≥ 2(1/2)N−2/N . En particular, d2 = 1.
Teorema 2.2.8 Sea u una solucio´n de entrop´ıa del problema (2.8) con f ∈ L1(Ω). Entonces, para cada
δ ∈ (0, NC1/(N−1)N ),∫
Ω
exp
[
(NC1/(N−1)N − δ)
(
dN
||f ||1
)1/(N−1)
|u(x)− ϕ(x)|
]
dx ≤ NC
1/(N−1)
N
δ
|Ω|.
Demostracio´n. Por definicio´n, se sabe que u−ϕ pertenece a T 1,N0 (Ω), es decir, Tk(u−ϕ) ∈W 1,N0 (Ω),
k > 0. Si se toma esta funcio´n como funcio´n test se obtiene∫
{|u−ϕ|≤k}
〈DN (∇u,∇ϕ),∇(u− ϕ)〉 dx =
∫
Ω
Tk(u− ϕ)f dx ≤ k||f ||1,
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donde DN (∇u,∇ϕ) = |∇u|N−2∇u− |∇ϕ|N−2∇ϕ, es decir,∫
{|u−ϕ|≤k}
|∇(u− ϕ)|N dx ≤ k||f ||1
dN
.
Sea a > 0; entonces, si se toma la diferencia Gk,a(u− ϕ) = Tk+a(u− ϕ)− Tk(u− ϕ) como funcio´n test,
se tiene (ve´ase la prueba del lema 2.2.2)
1
a
∫
{k<|u−ϕ|≤k+a}
|∇(u− ϕ)|N dx ≤ ||f ||1
dN
.
Ahora, siguiendo los ca´lculos llevados a cabo en la prueba de los lemas 2.2.2 y 2.2.3, se llega a
Φu−ϕ(k) = |{x ∈ Ω : |u(x)− ϕ(x)| > k}| ≤ |Ω| exp
[
−N
(
dNCN
||f ||1
)1/(N−1)
k
]
.
De esta manera, si se sigue la prueba del teorema 2.2.1, se concluye que∫
Ω
exp
[
(NC1/(N−1)N − δ)
(
dN
||f ||1
)1/(N−1)
|u(x)− ϕ(x)|
]
dx ≤ NC
1/(N−1)
N
δ
|Ω|
para cada δ ∈ (0, NC1/(N−1)N ).
Corolario 2.2.9 Si u es como en el teorema 2.2.8, eα|u−ϕ| ∈ L1(Ω), ∀α > 0.
Demostracio´n. Basta seguir la prueba del corolario 2.2.6 y notar que N(CNdN )1/(N−1) > 1 para
N ≥ 2.
2.3 Resultados previos al teorema de explosio´n: acotacio´n de
soluciones
Para probar el resultado principal de este cap´ıtulo, el teorema de explosio´n, se necesitan algunos resultados
previos, va´lidos para N ≥ 2, en cuyas pruebas se emplean argumentos de comparacio´n y el lema de De
Giorgi-Stampacchia [83], adema´s de los resultados de la seccio´n 2.2. Se recuerda que el concepto de
solucio´n empleado en esta seccio´n es el de solucio´n singular (ve´ase la introduccio´n de esta Memoria).
Corolario 2.3.1 Si u es una solucio´n del problema{ −∆Nu = V (x)eu en Ω,
u|∂Ω = 0,
con V eu ∈ L1(Ω) y V ∈ Lq(Ω), 1 < q ≤ ∞, entonces u ∈ L∞(Ω).
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Demostracio´n. El corolario 2.2.6 con f = V eu implica que eu ∈ Ls(Ω), ∀s < ∞. Si q = ∞, entonces
V eu ∈ Ls(Ω), ∀s <∞. Si q <∞, entonces existe δ > 0 tal que V eu ∈ Lq−δ(Ω):
∫
Ω
(V eu)q−δ dx ≤
∫
Ω
V q dx
(q−δ)/q∫
Ω
e(q(q−δ)/δ)u dx
δ/q <∞.
En cualquier caso, se tiene que V eu ∈ L1+γ(Ω), γ > 0. Por el lema de De Giorgi-Stampacchia [83],
u ∈ L∞(Ω).
Nota 2.3.2 El resultado anterior es optimal en el sentido que si q = 1, no se puede asegurar que u este´
acotada como prueban los ejemplos siguientes.
(A) Si 1 < β < N , entonces la funcio´n
u(r) = −(N − β) log
(
log
e
r
)
, r = |x|,
verifica en la bola unidad B1 en IRN{ −∆Nu = V (r)eu en B1,
u|∂B1 = 0,
con
V (r) = − (N − 1)(N − β)
N−1
rN (log(e/r))β
, eu = (log(e/r))−(N−β) .
Puede comprobarse que V ∈ L1(B1), y eu ∈ L∞(B1), pero u 6∈ L∞(B1).
(B) Si se toma β > N , se tiene que V ∈ L1(B1), V eu ∈ L1(B1), pero u+ 6∈ L∞(B1).
Corolario 2.3.3 Si u ∈W 1,N (Ω) verifica{ −∆Nu ≤ V (x)eu en Ω,
u|∂Ω ≤ 0,
con V ∈ Lq(Ω) y eu ∈ Lq′(Ω), 1 < q ≤ ∞, entonces u+ ∈ L∞(Ω).
Demostracio´n. Conside´rese el problema{ −∆Nw = V (x)eu en Ω,
w|∂Ω = 0.
Por el principio de comparacio´n de´bil, u ≤ w. El corolario 2.2.6 implica que ew ∈ Ls(Ω), ∀s < ∞. En
particular, si s = q′ + δ, δ > 0, entonces e(q
′+δ)u ∈ L1(Ω); por tanto V (x)eu ∈ L1+γ(Ω), γ > 0, y
w ∈ L∞(Ω), lo que implica que u+ ∈ L∞(Ω).
En el caso de que se tenga una sucesio´n de soluciones, se puede tener una cota uniforme para la
norma L∞ si el segundo miembro verifica una estimacio´n conveniente.
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Corolario 2.3.4 Sea uk, k > 0, una sucesio´n de soluciones del problema{ −∆Nuk = Vk(x)euk en Ω,
uk|∂Ω = 0,
con ||Vk||q ≤ C, 1 < q ≤ ∞, y
∫
Ω
|Vk(x)|euk dx ≤ ε0 < CN (N/q′)N−1. Entonces, ||uk||∞ ≤ C.
Demostracio´n. Sea δ > 0 tal que NC1/(N−1)N − δ > (ε0)1/(N−1)(q′ + δ). As´ı, el teorema 2.2.1 implica
que
C(δ) ≥
∫
Ω
exp
[
(NC1/(N−1)N − δ)|uk|
||Vkeuk ||1/(N−1)1
]
dx ≥
∫
Ω
exp
[
(NC1/(N−1)N − δ)|uk|
ε
1/(N−1)
0
]
dx >
∫
Ω
e(q
′+δ)|uk|dx.
Entonces, euk esta´ uniformemente acotada en Lq
′+δ(Ω), y as´ı Vkeuk esta´ uniformemente acotada en
L1+γ(Ω), para algu´n γ > 0. Por el lema de De Giorgi-Stampacchia, uk esta´ uniformemente acotada en
L∞(Ω).
Nota 2.3.5 La condicio´n
∫
Ω
|Vk|euk dx ≤ ε0 < CN (N/q′)N−1 es cr´ıtica. Se puede hallar una sucesio´n de
soluciones del problema anterior verificando
∫
Ω
|Vk|euk dx = CN (N/q′)N−1, ||Vk||q ≤ C, con ||uk||∞ →∞.
En efecto, sean fk, k > 0, las funciones definidas en la bola unidad B1 en IRN por
fk(x) ≡
{
N(N/q′)N−1kN si r = |x| < 1/k,
0 en caso contrario.
Puede comprobarse que las soluciones de los problemas{ −∆Nuk = fk en B1,
uk|∂B1 = 0,
vienen dadas por
uk(r) ≡

N − 1
q′
(1− (kr)N/(N−1)) + N
q′
log k si 0 ≤ r < 1
k
,
− N
q′
log r si
1
k
≤ r < 1.
Si se toma Vk = fke−uk , se puede demostrar que ||Vk||q <∞, independientemente de k para 1 < q ≤ ∞,
y ||Vkeuk ||1 = ||fk||1 = CN (N/q′)N−1, pero
||uk||∞ = uk(0) = N log k +N − 1
q′
→∞ si k →∞.
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Adema´s los teoremas 2 y 6 en [81] aplicados a la ecuacio´n −∆Nu = f en la bola BR (bola de radio
R en IRN ) toman la forma siguiente.
Teorema 2.3.6 Sea u ∈W 1,Nloc (Ω) una solucio´n de
−∆Nu = f en Ω,
donde f ∈ LN/(N−ε)(Ω), ε > 0. Sea B2R ⊂ Ω. Entonces
||u||L∞(BR) ≤ CR−1(||u||LN (B2R) +KR),
||u+||L∞(BR) ≤ CR−1(||u+||LN (B2R) +KR),
donde C = C(N, ε) y K = (Rε||f ||N/(N−ε))1/(N−1)
Teorema 2.3.7 (Desigualdad de Harnack) Sean u y f como en el teorema 2.3.6, u no negativa, y sea
B3R ⊂ Ω. Entonces
max
BR
u ≤ C(min
BR
u+K),
donde K = (Rε||f ||N/(N−ε))1/(N−1).
A continuacio´n, se demuestran varios resultados en los que no se prescribe el valor en el borde de Ω
(se pueden interpretar como resultados de regularidad local, en los que el taman˜o del segundo miembro
determina en cada caso la acotacio´n de las soluciones).
Lema 2.3.8 Sea uk, k > 0, una sucesio´n de soluciones de
−∆Nuk = Vk(x)euk en Ω,
donde Vk ≥ 0, tal que, para BR ⊂ Ω y 1 < q ≤ ∞,
||Vk||Lq(BR) ≤ C1,
||u+k ||LN (BR) ≤ C2,
y ∫
BR
Vke
uk dx ≤ ε1 < dNCN (N/q′)N−1,
donde dN esta´ definido en (2.9). Entonces, ||u+k ||L∞(BR/4) ≤ C, C = C(N,C1, C2, R, ε1).
Demostracio´n. Se toma el problema{ −∆Nϕk = 0 en BR,
ϕk|∂BR = uk|∂BR .
Entonces, el principio de comparacio´n de´bil implica que ϕk ≤ uk, es decir, ϕ+k ≤ u+k . En particular
ϕ+k ∈ LN (BR). Adema´s, por el teorema 2.3.6 se obtiene que ||ϕ+k ||L∞(BR/2) ≤ C, ∀k > 0.
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Por otra parte, el teorema 2.2.8 implica∫
BR
exp
[
(NC1/(N−1)N − δ)
(
dN
||Vkeuk ||L1(BR)
)1/(N−1)
(uk − ϕk)
]
dx ≤ NC
1/(N−1)
N
δ
|BR|.
Pero uk ≥ ϕk, lo que implica uk − ϕk ≥ u+k − ϕ+k ; si se integra en BR/2, se tiene∫
BR/2
exp
[
(NC1/(N−1)N − δ)
(
dN
||Vkeuk ||L1(BR)
)1/(N−1)
(u+k − ϕ+k )
]
dx ≤ NC
1/(N−1)
N
δ
|BR|.
Adema´s se sabe que ϕ+k esta´ uniformemente acotada en esta bola. Luego∫
BR/2
exp
[
(NC1/(N−1)N − δ)
(
dN
||Vkeuk ||L1(BR)
)1/(N−1)
u+k
]
dx ≤ C(δ).
Ahora, si (NC1/(N−1)N − δ)d1/(N−1)N > ε1/(N−1)1 (q′ + δ), se llega a∫
BR/2
exp
[
(q′ + δ)u+k
]
dx ≤ C(δ),
lo que implica que Vkeu
+
k ∈ L1+γ(BR/2), γ > 0. Si se considera el problema{
−∆Nwk = Vkeu+k en BR/2,
wk|∂BR/2 = u+k
∣∣
∂BR/2
,
se puede aplicar el teorema 2.3.6 para obtener ||wk||L∞(BR/4) ≤ C. Ya que uk ≤ wk se tiene u+k ≤ wk.
Por tanto
||u+k ||L∞(BR/4) ≤ C,
que era lo que se quer´ıa demostrar.
Lema 2.3.9 Sea uk, k > 0 una sucesio´n de soluciones de
−∆Nuk = Vk(x)euk en Ω,
donde ||Vk||q ≤ C1, Vk ≥ 0 y ||euk ||q′ ≤ C2, 1 < q ≤ ∞. Si∫
BR0 (x0)
Vke
uk dx < CN (N/q′)N−1
(donde BR0(x0) ⊂ Ω es la bola de radio R centrada en x0) entonces existe una bola BR(x0), R ≤ R0, tal
que Vkeuk ∈ L1+γ(BR(x0)) uniformemente, γ > 0, y u+k esta´ uniformemente acotada en L∞(B¯R(x0)).
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Demostracio´n. a) La hipo´tesis ||euk ||q′ ≤ C2 implica ||u+k ||LN (BR0 ) ≤ C2. Sea F el conjunto definido
por
F = {x ∈ Ω :
∫
BR(x)
Vke
uk dx ≥ dNCN (N/q′)N−1, ∀BR(x) ⊂ BR0(x0)},
donde dN esta´ definido en (2.9). Como∫
BR0 (x0)
Vke
uk dx < CN (N/q′)N−1,
el cardinal de F es finito; si no, se llega a contradiccio´n con la acotacio´n de Vkeuk en L1(BR0(x0)).
Sea m el mı´nimo de las distancias de x0 a cada x ∈ F y to´mese la bola Bm/2(x0). Para cada punto
x¯ ∈ ∂Bm/2(x0), x¯ ∈ Ω \ F , y existe una bola Br(x¯) tal que∫
Br(x¯)
Vke
uk dx < dNCN (N/q′)N−1.
Por compacidad se puede elegir un radio uniforme r¯ para todo x¯ ∈ ∂Bm/2(x0). Ahora el lema 2.3.8
implica que u+k esta´ uniformemente acotada en cada bola Br¯/4(x¯) y de nuevo por compacidad, u
+
k esta´
uniformemente acotada en ∂Bm/2(x0).
b) Por la parte a) existe una bola BR(x0) donde u+k esta´ uniformemente acotada en L
∞(∂BR(x0)),
i.e. ||u+k ||L∞(∂BR(x0)) ≤ C, ∀k > 0. Conside´rense los problemas{ −∆Nwk = Vkeuk en BR(x0),
wk|∂BR(x0) = C.
El principio de comparacio´n de´bil implica que uk ≤ wk en BR(x0). Sea zk = wk−C. Entonces uk ≤ zk+C
y { −∆Nzk = Vkeuk en BR(x0),
zk|∂BR(x0) = 0.
As´ı, para cada δ ∈ (0, NC1/(N−1)N ), por el teorema 2.2.1∫
BR(x0)
exp
 (NC1/(N−1)N − δ)zk
||Vkeuk ||1/(N−1)L1(BR(x0))
 dx ≤ NC1/(N−1)N
δ
|BR(x0)|.
Pero, por hipo´tesis, ||Vkeuk ||L1(BR(x0)) ≤ ε0 < CN (N/q′)N−1, de modo que, siguiendo el ca´lculo llevado
a cabo en la prueba del corolario 2.3.4 se tiene
C(δ) ≥
∫
BR(x0)
exp[(q′ + δ)zk] dx ≥ e−(q′+δ)C
∫
BR(x0)
exp[(q′ + δ)uk] dx.
As´ı, Vkeuk ∈ L1+γ(BR(x0)) uniformemente, para γ > 0; o sea, zk esta´ uniformemente acotada en BR(x0)
y por tanto u+k esta´ uniformemente acotada en el cierre de esta misma bola.
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2.4 Teorema de explosio´n
Esta seccio´n se dedica a la demostracio´n del resultado ma´s importante del cap´ıtulo, el teorema de ex-
plosio´n. El comportamiento de explosio´n se puede ilustrar mediante el siguiente ejemplo.
Ejemplo. La sucesio´n
uk(x) = log
FNk
N
(1 + (k|x|)N/(N−1))N , k > 0,
donde x ∈ IRN y FN = N(N2/(N − 1))N−1 verifica
−∆Nuk = euk en IRN ,
||euk ||L1(IRN ) < ∞,
uk(x)→ −∞ si k →∞ para x 6= 0 y
uk(0)→ +∞ si k →∞.
Si N = 2, se obtiene la sucesio´n usada en [30], a saber,
uk(x) = log
8k2
(1 + (k|x|)2)2 .
Para estudiar el comportamiento de explosio´n, se necesitara´n las siguientes definiciones:
Definicio´n 2.4.1 Para una sucesio´n de funciones wm definidas en Ω, el conjunto de explosio´n S
relativo a wm es el conjunto
S = {x ∈ Ω : existe una sucesio´n xm ∈ Ω tal que xm → x y wm(xm)→∞}.
Definicio´n 2.4.2 Sea µ una medida positiva acotada. Se dice que x0 ∈ Ω es regular respecto a µ si
existe ψ ∈ C0(Ω), 0 ≤ ψ ≤ 1, ψ ≡ 1 en un entorno de x0, tal que∫
Ω
ψ dµ < CN (N/q′)N−1.
Se denotara´ por Σ = {x ∈ Ω : x no es regular}.
Obse´rvese que x0 ∈ Σ significa que
∫
BR(x0)
dµ ≥ CN (N/q′)N−1 para todo R > 0.
Recordando que el concepto de solucio´n que se empleara´ en esta seccio´n sera´ el de solucio´n singular,
y con estas definiciones, se tienen los siguientes resultados:
Lema 2.4.3 Sea uk, k > 0, una sucesio´n de soluciones de
−∆Nuk = Vkeuk en Ω,
donde ||Vk||q ≤ C1, Vk ≥ 0, y ||euk ||q′ ≤ C2, 1 < q ≤ ∞. Si Vkeuk → µ, una medida positiva acotada, y
Σ = {x ∈ Ω : x no es regular}. Entonces
card Σ ≤ C1C2
CN
(
q′
N
)N−1
.
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Demostracio´n. Por definicio´n, x ∈ Σ es equivalente a µ({x}) ≥ CN (N/q′)N−1. Como
∫
Ω
dµ esta´ acotada
por C1C2, se obtiene el resultado.
Lema 2.4.4 En las hipo´tesis del lema 2.4.3, S = Σ.
Demostracio´n. Etapa 1 (S ⊂ Σ). Si x0 es un punto regular, entonces, por el lema 2.3.9, se sabe que u+k
esta´ uniformemente acotada en una bola centrada en x0. En otras palabras, si x0 6∈ Σ, entonces x0 6∈ S,
i.e., S ⊂ Σ.
Etapa 2 (Σ ⊂ S). Si x0 ∈ Σ, entonces se concluye que
∀R > 0, lim
k→∞
||u+k ||L∞(BR(x0)) =∞.
Si no, se podr´ıan hallar R0 > 0 y una subsucesio´n ukl tales que
||u+kl ||L∞(BR0 (x0)) ≤ C.
Pero esto implicar´ıa
||eukl ||L∞(BR0 (x0)) ≤ C,
y as´ı ∫
BR(x0)
Vkle
ukl ≤ CC1RN/q′ ∀R < R0,
lo que lleva a una contradiccio´n: para ψ adecuada (ψ ∈ C0(BR0(x0)), 0 ≤ ψ ≤ 1 y ψ ≡ 1 en un entorno
suficientemente pequen˜o de x0) se tiene∫
Ω
ψ dµ < CN (N/q′)N−1,
es decir, x0 es un punto regular y por tanto x0 6∈ Σ.
Entonces, si R > 0 es lo suficientemente pequen˜o para asegurar que existe so´lo un punto de Σ en
B¯R(x0), se puede tomar la siguiente sucesio´n
u+k (xk) = max
B¯R(x0)
u+k →∞,
y ha de ser xk → x0. En efecto, en caso contrario, se podr´ıa extraer una subsucesio´n xkl → x¯ 6= x0 y x¯ 6∈ Σ
(por la eleccio´n de R). As´ı, x¯ es un punto regular. Pero esto es imposible por el lema 2.3.9, ya que u+k
debe estar acotada cerca de un punto regular. Esta u´ltima contradiccio´n implica que x0 ∈ S.
Lema 2.4.5 En las hipo´tesis del lema 2.4.3, si S = ∅ para la sucesio´n uk, entonces se verifica la siguiente
alternativa:
o bien una subsucesio´n ukl esta´ acotada en L
∞
loc(Ω),
o bien uk → −∞ uniformemente en subconjuntos compactos de Ω.
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Demostracio´n. Como S = ∅, todos los puntos de Ω son regulares, luego se verifican las hipo´tesis del
lema 2.3.9 y entonces existe una bola BR(x0) ⊂ Ω tal que Vkeuk ∈ L1+γ(BR(x0)) uniformemente, con
γ > 0 y u+k esta´ uniformemente acotada en L
∞( ¯BR(x0)), es decir, u+k ≤ C+ en BR(x0).
Ahora existen dos posibilidades: que la subsucesio´n u−kl este´ tambie´n uniformemente acotada en
L∞(BR(x0)), en cuyo caso se tiene la primera alternativa, o que u−k no este´ uniformemente acotada en
L∞(BR(x0)); tomando wk = C+ − uk, donde C+ es la cota hallada anteriormente para u+k en BR(x0),
resulta que wk es una sucesio´n no acotada en L∞(BR(x0)) de soluciones no negativas de la ecuacio´n
−∆Nwk = −Vkeuk . Como Vkeuk ∈ L1+γ(BR(x0)) uniformemente, con γ > 0, aplicando la desigualdad
de Harnack (teorema 2.3.7) se tiene (tomando R menor si es preciso)
max
BR
wk ≤ C(min
BR
wk +K).
Por tanto, al ser wk no acotada, la desigualdad anterior implica que wk → ∞ uniformemente en BR, es
decir, que uk → −∞ uniformemente en BR.
Ahora, se demuestra el teorema de explosio´n
Teorema 2.4.6 (Explosio´n) Sea uk una sucesio´n de soluciones de
−∆Nuk = Vkeuk en Ω
donde, para algu´n q, 1 < q ≤ ∞, 1/q + 1/q′ = 1, se verifica:
Vk ≥ 0 en Ω,
||Vk||q ≤ C1,
||euk ||q′ ≤ C2.
Entonces, existe una subsucesio´n ukl verificando una de las tres alternativas siguientes:
(i) ukl esta´ acotada en L
∞
loc(Ω).
(ii) ukl → −∞ uniformemente en subconjuntos compactos de Ω.
(iii) El conjunto de explosio´n S relativo a la subsucesio´n ukl es finito, no vac´ıo y ukl → −∞ uniforme-
mente en subconjuntos compactos de Ω \ S.
Adema´s, en el caso (iii) la sucesio´n Vkle
ukl converge en el sentido de las medidas a Σαiδai donde
S = ∪{ai} y αi ≥ CN (N/q′)N−1, CN denotando la medida de la esfera unidad en IRN .
Demostracio´n. En primer lugar, debido a la acotacio´n en L1(Ω) de Vkeuk , se puede tomar una sub-
sucesio´n, que se denotara´ por Vkeuk , que converge en el sentido de las medidas a µ, una medida acotada
no negativa.
Como S = Σ (lema 2.4.4), y S es finito (lema 2.4.3), existen dos posibilidades:
(a) S = ∅. En esta situacio´n, cada punto de Ω es un punto regular. El lema 2.4.5 implica que se
tienen las alternativas (i) o (ii).
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(b) S 6= ∅. Si se toma en la prueba del lema 2.4.5 la bola BR(x0) ⊂ Ω\S, la desigualdad de Harnack
(teorema 2.3.7) aplicada como en la prueba del lema 2.4.5 da de nuevo la siguiente alternativa:
(b1) una subsucesio´n ul esta´ acotada en L∞loc(Ω \ S),
(b2) uk → −∞ uniformemente en subconjuntos compactos de Ω \ S.
Se prueba a continuacio´n que en estas hipo´tesis (b1) no puede ocurrir. En efecto, si se toman x1 ∈ S y
R > 0 suficientemente pequen˜o de forma que no exista otro punto de S en B¯R(x1), entonces ul estar´ıa
acotada inferiormente en ∂BR(x1) por una cierta constante −C < 0. Conside´rense los problemas{ −∆Nwl = Vleul en BR(x1),
wl|∂BR(x1) = −C.
El principio de comparacio´n de´bil implica que wl ≤ ul en BR(x1), as´ı que∫
BR(x1)
eq
′wl dx ≤
∫
BR(x1)
eq
′ul dx ≤ Cq′2 .
No´tese que wl → w en casi todo punto de BR(x1), donde w es la solucio´n del problema (ve´ase [24]){ −∆Nw = ν en BR(x1),
w|∂BR(x1) = −C.
(2.10)
siendo ν el l´ımite como medidas de las funciones fl = Vleul . Como ν({x1}) ≥ CN (N/q′)N−1,
ν ≥ CN (N/q′)N−1δx1 y w(x) ≥
N
q′
log
1
|x− x1| +O(1) para x→ x1,
ya que la solucio´n del problema (2.10) cuando el segundo miembro es δx1 viene dada por
C
−1/(N−1)
N log(1/|x− x1|)
(ve´ase [62]). As´ı
eq
′w ≥ C|x− x1|−N , i.e.
∫
BR(x1)
eq
′w dx =∞,
y se llega a contradiccio´n, por lo que (b1) no puede ocurrir.
Luego se tiene (b2), que da la alternativa (iii) del teorema de explosio´n.
Como corolarios de este teorema, se tienen:
Corolario 2.4.7 Sea uk una sucesio´n de soluciones de
−∆Nuk = Vkeuk en Ω
donde Vk ≥ 0 en Ω, ||Vk||q ≤ C1 y ||euk ||q′ ≤ C2. Entonces
a) Si uk|∂Ω = 0, entonces uk esta´ uniformemente acotada en L∞loc(Ω).
b) Si uk ≥ −M en Ω, o ||uk||1 ≤M , ∀k > 0, entonces uk esta´ acotada en L∞loc(Ω).
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Demostracio´n. En estas hipo´tesis, las alternativas (ii) y (iii) en el teorema de explosio´n no pueden
ocurrir: por tanto toda la sucesio´n uk esta´ acotada en L∞loc(Ω).
Corolario 2.4.8 Si uk verifica −∆Nuk = Vkeuk , uk ≥ −M en Ω y 0 < a ≤ Vk ≤ b < ∞, con a, b
constantes positivas, entonces uk esta´ uniformemente acotada en L∞loc(Ω)
Demostracio´n. Sea ϕ1,k la solucio´n de{ −div (|∇uk|N−2∇ϕ1,k) = λ1,kϕ1,k en Ω,
ϕ1,k|∂Ω = 0,
(2.11)
donde ϕ1,k ≥ 0 y
λ1,k = inf
v∈W 1,N0 (Ω)
∫
Ω
|∇uk|N−2|∇v|2 dx∫
Ω
v2 dx
.
Si se multiplican por ϕ1,k ambos lados de la ecuacio´n que verifica uk y se integra dos veces por partes, se
tiene, ∀k > 0,∫
Ω
Vke
ukϕ1,k dx =
∫
Ω
(−∆Nuk)ϕ1,k dx
=
∫
Ω
uk(−div (|∇uk|N−2∇ϕ1,k)) dx+
∫
∂Ω
uk|∇uk|N−2 ∂ϕ1,k
∂ν
dσ,
donde ν es la normal unitaria exterior a ∂Ω. Por el lema de Hopf la u´ltima integral es negativa, ya que
se puede suponer que uk ≥ 0 (si no, se toma vk = uk +M en su lugar, con lo que las hipo´tesis sobre V
siguen siendo similares). Entonces
a
∫
Ω
eukϕ1,k dx ≤ λ1,k
∫
Ω
ukϕ1,k dx.
Por lo cual se tiene una cota superior para
∫
Ω
eukϕ1,k dx, o sea, euk esta´ acotada en L1loc(Ω). Por el corolario
2.4.7b), uk esta´ uniformemente acotada en L∞loc(Ω).
Por u´ltimo, se incluye el siguiente resultado para soluciones en todo IRN del problema{ −∆Nu = eu x ∈ IRN∫
IRN
eu dx < +∞ (2.12)
cuya prueba sigue los argumentos que aparecen en [36] para N = 2.
Corolario 2.4.9 Si u es una solucio´n del problema (2.12), entonces∫
IRN
eu dx ≥ CN
(
N2
N − 1
)N−1
.
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Demostracio´n. Sea Ωt = {x : u(x) > t} para −∞ < t < +∞. Entonces∫
Ωt
eu dx = −
∫
Ωt
∆Nu dx = −
∫
Ωt
div (|∇u|N−2∇u) dx =
∫
∂Ωt
|∇u|N−1 ds.
Por la fo´rmula de co-a´rea (ve´ase [53])
− d
dt
|Ωt| =
∫
∂Ωt
ds
|∇u| .
As´ı pues, usando las desigualdades de Ho¨lder, Schwarz e isoperime´trica, se tiene(
− d
dt
|Ωt|
)N−1 ∫
Ωt
eu dx =
(∫
∂Ωt
ds
|∇u|
)N−1 (∫
∂Ωt
|∇u|N−1 ds
)
≥
(∫
∂Ωt
ds
|∇u|
)N−1 (∫
∂Ωt
|∇u| ds
)N−1
|∂Ωt|−(N−2)
≥ |∂Ωt|2(N−1)|∂Ωt|−(N−2) = |∂Ωt|N ≥ CNNN−1|Ωt|N−1.
Pero
d
dt
(∫
Ωt
eu dx
)N/(N−1)
=
N
N − 1
(∫
Ωt
eu dx
)1/(N−1)
(exp t)
d
dt
|Ωt| ≤ − N
2
N − 1C
1/(N−1)
N |Ωt| exp t.
Integrando de −∞ a +∞,
−
∫
IRN
eu dx
N/(N−1) ≤ −C1/(N−1)N N2N − 1
∫
IRN
eu dx,
luego ∫
IRN
eu dx ≥ CN
(
N2
N − 1
)N−1
.
2.5 Ape´ndice: soluciones de entrop´ıa con condicio´n de borde
no homoge´nea
Se considera la funcio´n de truncamiento cla´sica
Tk(s) =
{
s si |s| ≤ k,
k
s
|s| si |s| > k.
Definicio´n 2.5.1 Se dice que u ∈ T 1,N (Ω) si u es una funcio´n medible tal que, para cada k > 0, la
funcio´n truncada Tk(u) ∈W 1,N (Ω). T 1,N0 (Ω) denotara´ la complecio´n de D(Ω) en T 1,N (Ω).
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Siguiendo exactamente las ideas de [20], se incluye en este ape´ndice por conveniencia del lector la
construccio´n de soluciones de entrop´ıa para el problema de Dirichlet{ −∆Nu = f en Ω ⊂ IRN ,
u|∂Ω = g,
(2.13)
donde se supone que f ∈ L1, Ω es un dominio acotado con frontera regular y el dato g verifica que el
problema { −∆Nϕ = 0 en Ω ⊂ IRN ,
ϕ|∂Ω = g,
tiene una solucio´n ϕ ∈W 1,N (Ω) ∩ L∞(Ω), donde Ω es un dominio acotado.
De esta manera, si u ∈ T 1,N (Ω) se sabe que la diferencia u−ϕ ∈ T 1,N0 (Ω) (ve´anse [20] y [15] donde
adema´s se discuten algunos resultados de trazas).
Definicio´n 2.5.2 Se dice que u ∈ T 1,N0 (Ω) es una solucio´n de entrop´ıa del problema (2.13) si:
1. u− ϕ ∈ T 1,N0 (Ω).
2.
∫
Ω
|∇u|N−2〈∇u,∇ψ〉 = ∫
Ω
fψdx, para toda ψ ∈ D(Ω).
3. Se verifica∫
{|u−ϕ−ψ|≤k}
〈DN (∇u,∇ϕ), ∇(u− ϕ− ψ)〉 dx ≤
∫
Ω
Tk(u− ϕ− ψ)f dx, k > 0, (2.14)
para cada ψ ∈ D(Ω) y donde DN (ξ, η) = |ξ|N−2ξ − |η|N−2η, con ξ, η ∈ IRN .
La condicio´n (2.14) es la condicio´n de entrop´ıa, siguiendo la nomenclatura acun˜ada en [20], donde se
demuestra que esta condicio´n determina la clase donde se verifica la unicidad de solucio´n.
Las estimaciones que se usara´n son las siguientes. Sean fk = Tk(f), gk = Tk(ϕ)|∂Ω, donde Tk es el
truncamiento para k > 0. Sea ϕk la solucio´n de{ −∆Nϕk = 0 en Ω,
ϕk|∂Ω = gk,
y sea uk la solucio´n del problema de Dirichlet (2.13) con segundo miembro fk y dato en el borde gk.
Entonces, siguiendo la prueba del teorema 2.2.8, para h > 0,
Φuk−ϕk(h) ≤ |Ω| exp
[
−N
(
CNdN
||f ||1
)1/(N−1)
h
]
, (2.15)
1
h
∫
{|uk−ϕk|≤h}
|∇(uk − ϕk)|N dx ≤ ||f ||1
dN
, ∀h > 0, (2.16)
61
y, ∀δ ∈ (0, NC1/(N−1)N ),∫
Ω
exp
[
(NC1/(N−1)N − δ)
(
dN
||f ||1
)1/(N−1)
|uk(x)− ϕk(x)|
]
dx ≤ NC
1/(N−1)
N
δ
|Ω|. (2.17)
Corolario 2.5.3 En las hipo´tesis anteriores, uk −ϕk ∈Ms(Ω), el espacio de Marcinkiewicz, ∀s > 1; es
decir, existe C1 = C1(s) tal que
|{|uk − ϕk| > h}| ≤ C1h−s.
La prueba del siguiente lema se debe a P. Benilan.
Lema 2.5.4 En las hipo´tesis anteriores, se tiene, para cada h > 0,
|{|∇(uk − ϕk)| > h}| ≤ C2h−(N−ε),
donde C2 = C2(N,Ω, ||f ||1), ε > 0, es decir, |∇(uk − ϕk)| ∈ MN−ε(Ω).
Demostracio´n. Sea wk = uk − ϕk. Se sabe que (ve´ase la prueba del lema 2.2.2)
1
a
∫
{h<|wk|≤h+a}
|∇wk|N dx ≤ ||f ||1
dN
, ∀a, h > 0.
Sean l,m > 0. Se define Ψk(l,m) = |{|wk| > l, |∇wk|N > m}|. Para a, h > 0, se tiene
Ψk(h,m)−Ψk(h+ a,m) = |{|wk| > h, |∇wk|N > m}| − |{|wk| > h+ a, |∇wk|N > m}|
= |{h < |wk| ≤ h+ a, |∇wk|N > m}|.
Entonces ∫ ∞
0
(Ψk(h, s)−Ψk(h+ a, s)) ds =
∫
{h<|wk|≤h+a}
|∇wk|N dx ≤ a||f ||1
dN
.
Como la funcio´n µ −→ Ψk(h, µ), µ > 0, es no creciente
Ψk(h, µ) ≤ 1
µ
∫ µ
0
Ψk(h, s)ds =
1
µ
∫ µ
0
Ψk(h+ a, s)ds+
1
µ
∫ µ
0
(Ψk(h, s)−Ψk(h+ a, s))ds
≤ Ψk(h+ a, 0) + a||f ||1
µdN
.
Si h→ 0,
Ψk(0, µ) ≤ |{|wk| > a}|+ a||f ||1
µdN
, ∀a, µ > 0.
Haciendo ahora µ = λN , se obtiene
Ψk(0, λN ) = |{|∇wk| > λ}| ≤ |{|wk| > a}|+ a||f ||1
dNλN
, ∀a, λ > 0,
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y teniendo en cuenta la estimacio´n (2.15),
|{|∇wk| > λ}| ≤ |Ω| exp
[
−N
(
CNdN
||f ||1
)1/(N−1)
a
]
+
a||f ||1
dNλN
, ∀a, λ > 0.
Si a = (||f ||1/(CNdN ))1/(N−1) log λ,
|{|∇wk| > λ}| ≤ |Ω|λ−N + CN
( ||f ||1
CNdN
)N/(N−1)
λ−N log λ.
En particular,
|{|∇wk| > λ}| ≤ C(N,Ω, ||f ||1)λ−(N−ε), ε > 0.
Estos resultados permiten demostrar el siguiente teorema:
Teorema 2.5.5 Existe una u´nica solucio´n de entrop´ıa u de (2.13), con u−ϕ ∈ T 1,N0 (Ω), u−ϕ ∈Ms(Ω),
s > 1 y |∇(u− ϕ)| ∈ MN−ε(Ω), ε > 0.
Demostracio´n. Se hara´ sinte´ticamente pues es una pequen˜a variacio´n de los resultados en [20]. La
prueba de unicidad se omite pues es la misma que la del caso homoge´neo (ve´ase [20]).
La existencia puede probarse tomando las soluciones uk del problema truncado (sustitu´yase f en
el problema (2.13) por su truncamiento a nivel k, fk) y pasando al l´ımite cuando k → ∞, como en el
teorema 6.1 de [20]. So´lo se necesitan las estimaciones (2.15), (2.16), (2.17) y el lema 2.5.4.
Sea uk ∈W 1,N (Ω) la solucio´n del problema truncado. Si wk = uk − ϕk y w = u− ϕ, entonces
1
a
∫
{h<|wk|≤h+a}
|∇wk|N dx ≤ ||fk||1 ≤ ||f ||1, y
∫
{|wk|≤h}
|∇wk|N dx ≤ h
∫
{|wk|≤h}
fk dx ≤ h||f ||1.
La u´ltima desigualdad implica que ∇Th(wk) esta´ acotado en LN (Ω), ∀h > 0. Por otra parte, por el
corolario 2.5.3 se sabe que |{|wk| > h}| esta´ uniformemente acotada en k para todo h > 0. Entonces
wk → w cuando k →∞ en medida.
Adema´s ∇wk → v en medida (y en casi todo punto, depue´s de pasar a una subsucesio´n adecuada),
para una cierta funcio´n v, gracias a las desigualdades el´ıpticas para el N -Laplaciano (ve´anse los detalles
en [20]).
Como ∇Th(wk) esta´ acotado en LN (Ω), ∀h > 0, entonces converge de´bilmente a ∇Th(w) en L1(Ω).
Por tanto w ∈ T 1,1(Ω) y ∇w = v en casi todo punto.
Resumiendo, se ha demostrado
wk ∈W 1,N0 (Ω) w ∈ T 1,1(Ω),
wk → w en medida y en c.t.p.,
∇wk → ∇w en medida y en c.t.p. y
∇Th(wk) esta´ acotada en LN (Ω) para k fijo , ∀h > 0.
Adema´s, w ∈ T 1,N0 (Ω).
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Por el lema 2.5.4, ∇wk esta´ acotado en MN−ε(Ω) y por tanto la convergencia de ∇wk a ∇w en
medida implica la convergencia |∇wk|N−2∇wk → |∇w|N−2∇w en medida. Entonces, ∇w ∈MN−ε(Ω) ⊂
Lq(Ω), ∀q ∈ (1, N).
Para concluir la prueba, basta verificar que w = u− v sea la solucio´n de entrop´ıa de (2.13). Pero la
convergencia en medida y la cota uniforme en Lq implican |∇w|N−2∇w ∈ L1(Ω) y
|∇wk|N−2∇wk → |∇w|N−2∇w en L1(Ω).
Por tanto { −∆Nwk → −∆Nw en D′(Ω),
fk → f en L1(Ω).
Finalmente, hay que comprobar la condicio´n de entrop´ıa. Sea ψ ∈ C∞0 . Tomando Th(wk − ψ) se tiene∫
Ω
〈DN (∇uk,∇ϕk),∇Th(wk − ψ)〉 dx =
∫
Ω
Th(wk − ψ)fk dx,
donde DN (∇uk,∇ϕk) = |∇uk|N−2∇uk − |∇ϕk|N−2∇ϕk. El primer miembro se puede escribir como∫
Ω
〈DN (∇uk,∇ϕk),∇wk〉T ′h(wk − ψ) dx−
∫
Ω
〈DN (∇uk,∇ϕk),∇ψ〉T ′h(wk − ψ) dx.
Como wk → w y ∇wk → ∇w en casi todo punto, la primera integral puede estimarse usando el lema de
Fatou, ∫
Ω
〈DN (∇u,∇ϕ),∇w〉T ′h(w − ψ) dx ≤ lim inf
k→∞
∫
Ω
〈DN (∇uk,∇ϕk),∇wk〉T ′h(wk − ψ) dx,
mientras que
〈DN (∇uk,∇ϕk),∇ψ〉T ′h(wk − ψ)→ 〈DN (∇u,∇ϕ),∇ψ〉T ′h(w − ψ) en c.t.p. para k →∞.
Como DN (∇uk,∇ϕk) converge fuertemente en L1loc(Ω), se puede suponer que esta´ dominada en L1(Ω),
es decir, ∫
Ω
〈DN (∇uk,∇ϕk),∇ψ〉T ′h(wk − ψ) dx→
∫
Ω
〈DN (∇u,∇ϕ),∇ψ〉T ′h(w − ψ) dx,
y ∫
Ω
Th(wk − ψ)fk dx→
∫
Ω
Th(w − ψ)f dx.
Como conclusio´n, si k →∞, se obtiene la condicio´n de entrop´ıa para u.
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Cap´ıtulo 3
Problemas el´ıpticos supercr´ıticos
con crecimiento potencial
3.1 Introduccio´n
Este cap´ıtulo se dedica al estudio del problema{ −∆pw = λwq−1 + wα−1 en B1,
w = 0 en ∂B1,
(3.1)
donde B1 denota la bola unidad en IRN y λ > 0. Se estudiara´ el comportamiento global del caso radial
supercr´ıtico, es decir,
1 < q ≤ p < N y α > p∗ = Np
N − p ,
que es el exponente cr´ıtico en la inclusio´n de Sobolev. Existe una extensa literatura para los casos cr´ıtico
y subcr´ıtico, tanto para problemas semilineales como quasilineales (ve´ase [31] y tambie´n [11], [23] y las
referencias all´ı contenidas). Es interesante resaltar que, si p = 2 y 1 < q < 2, entonces la no linealidad
del segundo miembro es de tipo co´ncavo-convexo (ve´ase [9]).
El problema (3.1) en el caso p = q = 2, ha sido estudiado en [32] y [69]. Para un dominio general
y 1 < q < p < α, se ha demostrado en [23] un resultado de existencia de una solucio´n positiva. De
hecho este resultado indica que existe una rama de soluciones positivas arrancando del origen. E´sta es
una diferencia con el caso p = q, en el que una rama de soluciones positivas arranca desde (λ1, 0) (esta
bifurcacio´n resulta de extender el teorema de Rabinowitz a este contexto, ve´ase [38]) donde λ1 a lo largo
de este cap´ıtulo denota el primer autovalor de −∆p en B1 con dato cero en el borde. Este resultado se
completa demostrando que existe Λ > 0 tal que si λ > Λ, (3.1) no tiene solucio´n positiva. Adema´s en
[11] se demuestra que la rama de soluciones positivas que arranca del origen contiene todas las soluciones
positivas del problema (3.1). Recientemente, para 1 < q < p = 2 ha sido demostrada en [33] la existencia
de infinitas soluciones con energ´ıa negativa y, posiblemente, cambiando de signo (obse´rvese que no hay
restriccio´n en α).
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En este cap´ıtulo se estudiara´ el comportamiento global de la u´nica rama de soluciones radiales
positivas de (3.1), es decir, el comportamiento de λ y w conforme ||w||∞ → ∞ (|| · ||s denotara´ en este
cap´ıtulo la norma de Ls(B1), 1 ≤ s ≤ ∞). Los conceptos de solucio´n que se empleara´n en este cap´ıtulo
sera´n los de solucio´n regular y singular (ve´ase la introduccio´n de esta Memoria).
Los resultados ma´s importantes de este cap´ıtulo son los siguientes
Teorema 3.1.1 Sea α definida como sigue
α =

p+
p2
N − 2− p− 2(N−1p−1 )1/2
, N > p+
4p
p− 1 ,
∞, N ≤ p+ 4p
p− 1 .
Entonces
(a) Existe un valor λ∗ <∞ tal que (3.1) tiene una solucio´n radial singular S.
(b) Si wj denota una sucesio´n de soluciones radiales regulares de (3.1) correspondientes a λj, tales que
||wj ||∞ →∞ cuando j →∞, entonces λj → λ∗.
(c) Si α < α, entonces existe una sucesio´n de soluciones radiales regulares wj de (3.1) tal que λj = λ∗
y wj(0)→∞ cuando j →∞.
(d) Si α ≥ α, entonces, para toda sucesio´n wj de soluciones radiales regulares de (3.1) con wj(0)↗∞
cuando j →∞, se tiene λj → λ∗ de forma mono´tona para j ≥ j0 suficientemente grande.
Los resultados (c) y (d) proporcionan el comportamiento cualitativo de la rama de bifurcacio´n para
norma L∞ grande: para α < α se tiene un diagrama en forma de tirabuzo´n, mientras que para α ≥ α se
tiene una rama mono´tona. Adema´s, se obtiene tambie´n un resultado sobre la convergencia de soluciones
regulares de (3.1) a la solucio´n singular S introducida en el teorema anterior:
Teorema 3.1.2 Si wj denota una sucesio´n de soluciones radiales regulares de (3.1) correspondientes a
λj, tales que ||wj ||∞ → ∞ cuando j → ∞, y S es la solucio´n radial singular del teorema 3.1.1 (a),
entonces wj → S cuando j → ∞ uniformemente sobre conjuntos compactos que no contienen el origen;
adema´s, wj → S en Lβ(B1) y en W 1,p0 (B1) con β < N(α− p)/p.
(Obse´rvese que, como α > p∗, entonces se tiene convergencia en Lβ(B1) con β > p∗, por lo que las
propiedades de integrabilidad de S son mejores que las que da el teorema de inclusio´n de Sobolev).
La organizacio´n del cap´ıtulo es como sigue. La seccio´n 3.2 contiene algunos resultados sobre la
ordenacio´n y no existencia de soluciones de (3.1). A continuacio´n se estudia el problema radial en IRN ,
demostrando (ve´ase teorema 3.3.1) que cualquier solucio´n u = u(r) de la siguiente ecuacio´n radial
r1−N (rN−1|u′|p−2u′)′ + uq−1 + uα−1 = 0, (3.2)
(′ denota diferenciacio´n respecto de r) verificando u > 0 cerca de 0 y u ∈ C1,κ para r > 0 tiene un
primer cero positivo. Ha de sen˜alarse el papel fundamental que juega el te´rmino uq−1 en la prueba de
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este resultado. Por otra parte, un ana´lisis elemental demuestra que si se suprime el te´rmino uq−1 en la
ecuacio´n (3.2), se tiene la solucio´n expl´ıcita φ(r) = kr−θ, donde
kα−p = θp−1(N − θ(α− 1)) > 0, θ = p
α− p .
As´ı, si se piensa en el te´rmino uq−1 como una perturbacio´n del te´rmino de mayor orden uα−1 para norma
L∞ grande, es natural conjeturar que si existe una solucio´n singular U = U(r) para (3.2) que es positiva
cerca de 0 entonces debe tener el mismo comportamiento que φ cerca de r = 0 (de esta forma se obtendra´
que la solucio´n singular verifica S ∈W 1,p0 (B1) ∩ Lβ(B1) donde β < N(α− p)/p).
Por esta razo´n se transforma la ecuacio´n (3.2) mediante el cambio de variables
t = log r, y(t) = rθu(r),
s(t) = rδ, z(t) = r(1+θ)(p−1)|u′(r)|p−2u′(r), (3.3)
donde δ = p(α− q)/(2(α− p)), obteniendo el siguiente sistema auto´nomo tridimensional
dy
dt
= θy + |z|1/(p−1) sign(z) = θy + |z|(2−p)/(p−1) z
dz
dt
= (θ(α− 1)−N)z − yα−1 − s2yq−1
ds
dt
= δs.
(3.4)
Despue´s de estudiar las propiedades de las soluciones del sistema (3.4) y sus conexiones con las soluciones
de (3.2), se demuestran en la seccio´n 3.4 varios resultados sobre el comportamiento asinto´tico de las
soluciones regulares de (3.2), a partir de los cuales se obtienen los teoremas 3.1.1 y 3.1.2 mediante una
reparametrizacio´n. En la seccio´n 3.5 se detallan los cambios de los valores de los para´metros cuando se
toma el problema con potencial |x|l, l > −p, mientras que en la seccio´n 3.6 se aplican los resultados de
la seccio´n 3.2 al problema de evolucio´n asociado a (3.1). Finalmente, se incluye un ape´ndice donde se
analiza detalladamente la linealizacio´n de (3.4).
3.2 Resultados de ordenacio´n y de no existencia de soluciones
En esta seccio´n se probara´n varios resultados relacionados con soluciones de (3.1). En primer lugar, hay
que subrayar el hecho de que las soluciones de (3.1) muestran comportamientos diferentes para q = p y
q < p.
Lema 3.2.1 (a) Si q = p entonces existe una u´nica rama no acotada conexa de soluciones positivas
de (3.1) bifurcando de (λ1, 0), donde λ1 es el primer autovalor de −∆p en B1 con dato cero en el
borde.
(b) Si q < p entonces existe una u´nica rama no acotada de soluciones positivas de (3.1) que es conexa
y bifurca de (0, 0).
(c) Si q < p, α < Np/(N − p) y λ es suficientemente pequen˜o, entonces existen al menos dos soluciones
positivas w1, w2 del problema ana´logo a (3.1) para estos valores de α, verificando 0 < w1 < w2.
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(d) Si q = p entonces dos soluciones regulares distintas de (3.1) se cortan.
La prueba de (a) esta´ inclu´ıda en [38]; las pruebas de (b) y (c) se hallan en [11]. La demostracio´n
de (d) es una consecuencia del resultado general contenido en el lema 3.2.3, que a su vez esta´ basado en
el siguiente resultado sobre autovalores demostrado en [1].
Lema 3.2.2 Sean 0 ≤ ρ1(x) ≤ ρ2(x) dos funciones en Ls(Ω) (s ≥ 1 si p > N , s > N/p si p ≤ N y ρ1 6≡
0) definidas en Ω, un dominio acotado con frontera lisa. Sea λ1(ρi) el primer autovalor correspondiente
al problema { −∆pφi = λρi(x)φp−1i , x ∈ Ω, i = 1, 2,
φi = 0 en ∂Ω.
Entonces, o´ λ1(ρ1) > λ1(ρ2), o´ λ1(ρ1) = λ1(ρ2) y las correspondientes autofunciones φ1, φ2 se anulan en
K = {x ∈ Ω : ρ2(x) > ρ1(x)}.
Demostracio´n. Es evidente que λ1(ρ1) ≥ λ1(ρ2). Si λ1(ρ1) = λ1(ρ2), como φ1, φ2 ≥ 0 y
λ1(ρ1) = inf
∫
Ω
|∇u|p dx∫
Ω
ρ1up dx
=
∫
Ω
|∇φ1|p dx∫
Ω
ρ1φ
p
1 dx
,
λ1(ρ2) = inf
∫
Ω
|∇u|p dx∫
Ω
ρ2up dx
=
∫
Ω
|∇φ2|p dx∫
Ω
ρ2φ
p
2 dx
≤
∫
Ω
|∇φ1|p dx∫
Ω
ρ2φ
p
1 dx
,
se tiene
∫
Ω
(ρ2 − ρ1)φp1 dx ≤ 0. Entonces, se concluye que φ1 ≡ 0 en K. Por tanto
∫
Ω
ρ1φ
p
1 dx =
∫
Ω
ρ2φ
p
1 dx, i.e.
∫
Ω
|∇φ1|p dx∫
Ω
ρ2φ
p
1 dx
= λ1(ρ2).
As´ı φ2 = µφ1 y φ2 ≡ 0 en K.
A partir del lema 3.2.2 es fa´cil demostrar:
Lema 3.2.3 Dada f : [0,∞)× [0,∞) −→ [0,∞), sean w1, w2 soluciones acotadas de{ −∆pw = f(w, λ) en Ω,
w = 0 en ∂Ω,
tales que 0 < w1 ≤ w2, donde Ω es un dominio acotado con frontera lisa. Si f verifica
(i) la funcio´n f(x, λ)/xp−1 es no decreciente, x > 0,
(ii) ρi ≡ f(wi, λ)/wp−1i ∈ Ls(Ω) (s ≥ 1 si p > N , s > N/p si p ≤ N), i = 1, 2,
entonces w1 ≡ w2.
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Demostracio´n. Si w1 ≤ w2 entonces
−∆pwi = f(wi, λ) = f(wi, λ)
wp−1i
wp−1i ≡ ρi(x)wp−1i en Ω, i = 1, 2,
con ρ1(x) ≤ ρ2(x) por la hipo´tesis (i), por lo que w1 y w2 son autofunciones para el autovalor λ1(ρ1) =
λ1(ρ2) ≡ 1 de −∆p en Ω con dato cero en en el borde y pesos ρ1 y ρ2, respectivamente. Por el lema 3.2.2,
w1 y w2 se anulan en {ρ1(x) < ρ2(x)}. Por el lema de Hopf, w1, w2 > 0 en Ω; as´ı, {ρ1(x) < ρ2(x)} = ∅,
es decir, w1 ≡ w2.
Corolario 3.2.4 Dos soluciones regulares positivas de (3.1) siempre se cortan si q = p.
Demostracio´n. Basta observar que para q = p la funcio´n f(w, λ) = λwq−1+wα−1 verifica las hipo´tesis
del lema 3.2.3 con Ω = B1.
Este resultado tiene una aplicacio´n al caso parabo´lico, que muestra los distintos comportamientos
de las soluciones correspondientes para q < p y q = p (ve´ase seccio´n 3.6).
Seguidamente se prueba la no existencia de soluciones positivas de (3.1) para λ suficientemente
grande (ve´ase [23]).
Lema 3.2.5 El problema (3.1) no tiene solucio´n positiva si λ > Λ, donde Λ es una constante positiva.
Demostracio´n. Supo´ngase que existe λj →∞ tal que wj es la correspondiente solucio´n de (3.1) y λ1 es
el primer autovalor en B1 de −∆p con dato cero en el borde y autofuncio´n asociada φ1 > 0. Entonces, para
cualquier ε > 0, haciendo σ = λ1 + ε, existe λ0 > 0 tal que g(x, σ, λ) = λxq−1 + xα−1 − σxp−1 > 0 para
todo λ > λ0 y todo x > 0. Si λj > λ0, entonces g(wj , σ, λj) > 0 y se sigue que wj es una supersolucio´n de{ −∆pw = (λ1 + ε)wp−1 en B1,
w = 0 en ∂B1.
(3.5)
Pero tφ1 ≤ wj es una subsolucio´n de (3.5) para t > 0 adecuado. Entonces, se tiene una solucio´n positiva
de (3.5) por el me´todo de iteracio´n (ve´ase la demostracio´n del teorema 1.4.4 en el Cap´ıtulo 1). Como ε > 0
es arbitrario, se llega a contradiccio´n con el aislamiento de λ1 (ve´ase ape´ndice del Cap´ıtulo 1).
3.3 Problema radial en IRN : ana´lisis del espacio de fases
Ahora se analizara´ el comportamiento de las soluciones de la ecuacio´n radial (3.2). El primer resultado de
esta seccio´n, debido a Ni y a Serrin, muestra la existencia de un primer cero positivo para estas soluciones
(ve´ase [73]).
Teorema 3.3.1 Existe un primer cero positivo para toda solucio´n u de (3.2) con u > 0 en un entorno
de 0 y u ∈ C1,κ para r > 0.
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Demostracio´n. Se utiliza un argumento de contradiccio´n. Supo´ngase que u es positiva para r > 0 y
que verifica la ecuacio´n
(rN−1|u′|p−2u′)′ + rN−1(uq−1 + uα−1) = 0.
Como uq−1 + uα−1 es positiva para r > 0,
(rN−1|u′|p−2u′)′ < 0 para r > 0,
y rN−1|u′|p−2u′ es una funcio´n decreciente. En particular, como u ∈ C1,κ para r > 0, se tiene u′ < 0 para
r > 0, es decir, u(s) > u(r) para s < r. Al integrar (3.2) de r0 a r se obtiene
rN−1|u′(r)|p−2u′(r)− rN−10 |u′(r0)|p−2u′(r0) = −
∫ r
r0
sN−1(uα−1(s) + uq−1(s)) ds
≤ − ∫ r
r0
sN−1uq−1(s) ds
≤ −uq−1(r) ∫ r
r0
sN−1 ds = −r
N − rN0
N
uq−1(r).
Como u′(r0) ≤ 0,
u1−q(r)|u′(r)|p−2u′(r) ≤ u1−q(r)rN−10 |u′(r0)|p−2u′(r0)r1−N −
rN − rN0
N
r1−N
≤ −r
(
1
N
− r
N
0
NrN
)
,
de donde, tomando s0 = 2r0 ≤ r,
−u1−q(r)|u′(r)|p−2u′(r) ≥ r
(
1
N
− 1
N2N
)
= r
1− 2−N
N
.
Luego
u1−q(r)|u′(r)|p−1 ≥ Cr es decir u(1−q)/(p−1)(r)(−u′(r)) ≥ C1/(p−1)r1/(p−1).
Al integrar esta u´ltima desigualdad entre s0 y r, se tiene
−p− 1
p− q (u
(p−q)/(p−1)(r)− u(p−q)/(p−1)(s0)) ≥ C1/(p−1) p− 1
p
(rp/(p−1) − sp/(p−1)0 )
para 1 < q < p, es decir,
u(p−q)/(p−1)(r) ≤ C1/(p−1) p− q
p
(sp/(p−1)0 − rp/(p−1)) + u(p−q)/(p−1)(s0).
Como u(r) > 0 por hipo´tesis y el segundo miembro de la u´ltima desigualdad tiende a −∞ cuando r →∞,
se llega a contradiccio´n para 1 < q < p.
De la misma manera, para q = p se obtiene la desigualdad
log
u(s0)
u(r)
≥ C1/(p−1)(rp/(p−1) − sp/(p−1)0 ),
o sea
u(r) ≤ u(s0) exp(C1/(p−1)(sp/(p−1)0 − rp/(p−1))). (3.6)
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Pero u′ < 0 y rN−1|u′|p−2u′ es una funcio´n decreciente, por lo que rN−1|u′|p−2u′ ≤ −C para r grande.
Al integrar esta desigualdad de r a ∞ se obtiene
u(r) ≥ C1 r−(N−p)/(p−1),
lo que contradice el decaimiento de u hallado en (3.6).
As´ı pues, el teorema 3.3.1 implica que existe µ = µ(u(0)) > 0 tal que u es positiva en Bµ, donde Bµ
denota la bola de radio µ centrada en el origen de IRN .
Ahora, como se indico´ en la introduccio´n, se transforma la ecuacio´n (3.2) mediante el cambio de
variables
t = log r, y(t) = rθu(r),
s(t) = rδ, z(t) = r(1+θ)(p−1)|u′(r)|p−2u′(r),
donde δ = p(α− q)/(2(α− p)), obteniendo el siguiente sistema auto´nomo tridimensional
dy
dt
= θy + |z|1/(p−1) sign(z) = θy + |z|(2−p)/(p−1) z
dz
dt
= (θ(α− 1)−N)z − yα−1 − s2yq−1
ds
dt
= δs.
El ana´lisis de este sistema que sigue a continuacio´n extiende al caso quasilineal los me´todos usados en
[32]. Aparecen nuevas dificultades debido a la no linealidad de las ecuaciones y a la diferente regularidad
del segundo miembro.
Hay que sen˜alar que si u es una solucio´n regular de (3.2), o sea, si u(0) = γ > 0 y u′(0) = 0, entonces
la correspondiente trayectoria solucio´n del sistema auto´nomo (3.4) es una trayectoria unidimensional que
parte del origen cuando t = −∞ y corta al plano y = 0 cuando t = log µ, donde µ = µ(γ) es el primer
cero positivo de u (ve´ase teorema 3.3.1). Adema´s, se tienen las propiedades siguientes:
Lema 3.3.2 Si u es una solucio´n regular de (3.2) (u(0) = γ > 0 y u′(0) = 0), entonces la correspondiente
trayectoria solucio´n de (3.4) verifica
(a) la trayectoria permanece inicialmente en y > 0 > z.
(b) si z(t0) = 0, entonces y(t0)
dz
dt
(t0) < 0.
(c) si y(t0) sign(z(t0)) > 0, entonces y(t0)
dy
dt
(t0) ≥ 0.
(d) si y(t0) = 0, entonces z(t0)
dy
dt
(t0) > 0.
Demostracio´n. (a) es consecuencia de los hechos u > 0 y u′ ≤ 0 en Bµ; (b), (c) y (d) se obtienen como
sigue
y
dz
dt
= y(−yα−1 − s2yq−1) = −yα − s2yq < 0,
y
dy
dt
= θy2 + |z| 1p−1 sign(z)y ≥ 0,
z
dy
dt
= |z|1/(p−1) sign(z)z > 0
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de donde se concluye el resultado.
Por otra parte, los puntos singulares de (3.4) son el origen (0, 0, 0) y P+ = (k,−(θk)p−1, 0). Se puede
escribir (3.4) cerca de P+ con respecto a las nuevas variables
(y¯ = y − k, z¯ = z + (kθ)p−1, s = s)
de la siguiente forma
dy¯
dt
= θy¯ +
(kθ)2−p
p− 1 z¯ + F1(z¯)
dz¯
dt
= −(α− 1)kα−2y¯ + (θ(p− 1) + p−N)z¯ + F2(y¯, s)
ds
dt
= δs,
(3.7)
donde F1(z¯) = O(z¯2) y F2(y¯, s) = O(y¯2) + s2(kq−1 + (q − 1)kq−2y¯ + ...), con F = (F1, F2) ∈ C2 en un
entorno del origen. Sea α el valor definido en la introduccio´n; entonces, los autovalores de la parte lineal
de (3.7) son
i) Si α < α,
p(θ + 1)−N
2
+ iω,
p(θ + 1)−N
2
− iω, δ,
donde ω = 12 (4p(N − (p− 1)θ − p)/(p− 1)− (p(θ − 1)−N)2)1/2.
ii) Si α ≥ α,
p(θ + 1)−N
2
+ ν,
p(θ + 1)−N
2
− ν, δ,
donde ν = 12 (p(θ + 1)−N)2 − 4p(N − (p− 1)θ − p)/(p− 1))1/2.
Lema 3.3.3 Las partes reales de los autovalores distintos de δ > 0 son negativas.
Demostracio´n. Como (p(θ + 1) − N)/2 < 0 para cada α > Np/(N − p), basta demostrar que, para
α ≥ α, (p(θ + 1)−N)/2 + ν < 0 (lo que implica (p(θ + 1)−N)/2− ν < 0).
Si α = α, se tiene ν = 0; luego, por la observacio´n anterior, (p(θ+1)−N)/2+ν < 0 para α pro´ximo
a α. Adema´s (p(θ + 1)−N)/2 + ν cambia de signo si existe α0 > α tal que
ν0 =
1
2
((N − θα0)2 − 4p
p− 1(N − θ(α0 − 1)))
1/2 =
N − p(θ + 1)
2
,
lo que implica
α0 = p+
p− 1
N − pp.
Pero
α0 ≥ α = p+ p
2
N − 2− p− 2(N−1p−1 )1/2
> p+
p− 1
N − pp,
73
y se llega a contradiccio´n.
Entonces (p(θ + 1) − N)/2 + ν < 0 para α ≥ α (lo que implica (p(θ + 1) − N)/2 − ν < 0 para
α ≥ α).
Este u´ltimo hecho juega un papel importante en la linealizacio´n de (3.7), la cual, por los resultados
descritos en el ape´ndice, puede llevarse a cabo como sigue:
Lema 3.3.4 Existe un cambio de coordenadas T ∈ C1, definido en un entorno Ω de P+ = (k,−(θk)p−1, 0),
T : (y¯, z¯, s)→ (yˆ, zˆ, s),
verificando T (0) = 0, DT (0) = I, que transforma (3.7) en
dyˆ
dt
= θyˆ +
(kθ)2−p
p− 1 zˆ
dzˆ
dt
= −(α− 1)kα−2yˆ + (θ(p− 1) + p−N)zˆ
ds
dt
= δs.
(3.8)
Adema´s T (Ω ∩ {s = 0}) ⊂ {s = 0}.
Este u´ltimo resultado se usara´ en la siguiente seccio´n. Por otra parte, como F es suficientemente
regular, se puede aplicar el teorema de la variedad estable al punto singular P+ (ve´ase por ejemplo [55],
Sec. III.6):
Lema 3.3.5 El punto singular P+ tiene una variedad estable bidimensional y una variedad inestable
unidimensional M(t), verificando
(i) M(t) es una trayectoria solucio´n de (3.4).
(ii) M(t) es C1 como funcio´n de t y es tangente a (k,−(θk)p−1, eδt) para t→ −∞.
(iii) Existe µ∞ > 0 tal que M(t) corta el plano y = 0 en t = logµ∞.
Demostracio´n. Ya que los autovalores de la parte lineal de (3.7) tienen partes reales distintas de cero,
y so´lo el autovalor igual a δ tiene parte real positiva, entonces P+ es un punto de silla inestable (ve´ase
[55], Sec. III.6, por esta razo´n llamado de tipo 1). Por tanto el teorema de la variedad estable implica que
existe una variedad estable bidimensional y una variedad inestable unidimensional M(t) que a su vez es
una trayectoria solucio´n de (3.4). Adema´s, la variedad inestable se aproxima al punto singular P+ para
t→ −∞, y es tangente a (k,−(θk)p−1, eδt) cuando t→ −∞.
Corolario 3.3.6 Existe una solucio´n singular U del problema (3.2) verificando U(r) > 0 cerca de r = 0
y U(µ∞) = 0.
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Demostracio´n. Basta invertir el cambio de variables (3.3) paraM(t), obteniendo una solucio´n singular
U de (3.2) verificando U(r) > 0 para r cerca de 0 y
rθU(r)→ k, r1+θU ′(r)→ −θk para r → 0.
Como U ∈ C1,κ para r > 0, entonces existe un primer cero positivo para U (ve´ase prueba del teorema
3.3.1). As´ı, si µ∞ denota ese cero de U , el cambio de variables (3.3) implica queM(t) corta al plano y = 0
en t = logµ∞.
Por otra parte, P+ pertenece al plano s = 0; as´ı pues, se puede considerar el sistema bidimensional
auxiliar 
dy
dt
= θy + |z|1/(p−1) sign(z),
dz
dt
= (θ(α− 1)−N)z − yα−1.
(3.9)
De esta forma se puede ver (3.9) como (3.4) sin la perturbacio´n del te´rmino de orden menor. Conside´rese
el problema radial asociado a (3.9),{
r1−N (rN−1|W ′γ |p−2W ′γ)′ +Wα−1γ = 0,
Wγ(0) = γ W ′γ(0) = 0.
(3.10)
Sea Wγ(r) la solucio´n de (3.10); es bien sabido que es u´nica (ve´ase por ejemplo [41]). Por el cambio
de variables (3.3), la solucio´n Wγ(r) se convierte en una trayectoria solucio´n (Yγ(t), Zγ(t)) del sistema
restringido (3.9). Adema´s Wγ(r) = γW1(rγ1/θ). As´ı, si (Y1, Z1) es la correspondiente trayectoria solucio´n
para γ = 1, entonces (Yγ , Zγ) se obtiene mediante una reparametrizacio´n dependiente de γ y θ de la
siguiente manera
(Yγ(t), Zγ(t)) = (Y1(t+ log γ/θ), Z1(t+ log γ/θ)). (3.11)
Por lo que
Yγ(t) = γeθtW1(et+log γ/θ) = eθ(t+log γ/θ)W1(et+log γ/θ) = Y1(t+ log γ/θ).
Un ca´lculo similar puede hacerse para Zγ(t).
Adema´s, se necesitara´ el siguiente resultado obtenido en [22], Teorema 5.1 (ii):
Lema 3.3.7 W1(r) > 0 para r ≥ 0 y rθW1(r)→ k, r1+θW ′1(r)→ −θk para r →∞.
En particular, este lema implica que una trayectoria solucio´n de (3.9) correspondiente a una solucio´n
de (3.10) parte del origen cuando t = −∞ y tiende a P+ cuando t→∞.
Finalmente, mediante una sencilla reparametrizacio´n se obtiene que la solucio´n Vγ(r) del problema{
r1−N (rN−1|V ′γ |p−2V ′γ)′ + V α−1γ + γq−αV q−1γ = 0, γ > 0,
Vγ(0) = 1, V ′γ(0) = 0,
(3.12)
puede escribirse como
Vγ(r) = γ−1u(rγ−1/θ), (3.13)
donde u(r) es la solucio´n de (3.2) con u(0) = γ y u′(0) = 0. Por consiguiente, se puede probar el siguiente
lema.
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Lema 3.3.8 Sea Vγ(r) la solucio´n del problema (3.12) y sea W1(r) la solucio´n de (3.10) para γ = 1. Si
γ es suficientemente grande, para todo r > 0 fijo,
|(Vγ(r), V ′γ(r))− (W1(r),W ′1(r))| < C(r) γq−α
Demostracio´n. En primer lugar, por el principio de comparacio´n de´bil se tiene que las funciones Vγ(r)
y W1(r) esta´n acotadas superiormente por 1 en el intervalo donde son positivas. F´ıjese r0 > 0. Entonces,
si γ es suficientemente grande, Vγ(r) > 0 en el intervalo [0, r0].
Se usara´n las te´cnicas del ape´ndice de [41] para demostrar el resultado. En el resto de la prueba
V (r) y W (r) denotara´n Vγ(r) y W1(r), respectivamente.
Sea Θ(η) = |η|p−2η, ϕ(r) = Θ(W ′(r))−Θ(V ′(r)). Entonces, al integrar de 0 a r < r0 la diferencia
de las ecuaciones que verifican V y W , se obtiene
ϕ(r) =
∫ r
0
(V α−1(t)−Wα−1(t) + γq−αV q−1(t))
(
t
r
)N−1
dt.
Usando que V esta´ acotada, que g(t) = tα−1 es localmente Lispchitz y que V (t) y W (t) esta´n lejos de
cero en [0, r], se obtiene
|ϕ(r)| ≤ r
N
(M sup
t∈[0,r]
|V (t)−W (t)|+ γq−α).
En particular, esto implica que |ϕ(r)|/r esta´ acotado en (0, r0). Como V (0) = W (0) = 1, entonces, para
p ≤ 2,
|V (t)−W (t)| ≤
∫ t
0
|V ′(τ)−W ′(τ)| dτ =
∫ t
0
|Θ(|W ′(τ)|)−Θ(|V ′(τ)|)|
|Θ′(ξ)| dτ ≤
1
ρ
∫ t
0
|ϕ(τ)| dτ,
donde ρ = inf
ξ∈(0,ξ0)
Θ′(ξ), y ξ0 es una cota para |W ′| y |V ′| en el intervalo [0, r] (Θ′ es par y esta´ lejos de
cero en [0, r] para p ≤ 2). As´ı
|ϕ(r)| ≤ r
N
(
M
ρ
∫ r
0
|ϕ(s)| ds+ γq−α
)
, p ≤ 2,
y por la desigualdad de Gronwall
|ϕ(r)| ≤ C(r) γq−α, p ≤ 2.
Si p > 2, es necesario modificar el argumento anterior, ya que la derivada de Θ no esta´ acotada
lejos de cero en el intervalo [0, r]. En este caso, se usa que Θ′(ξ) > 0 para ξ 6= 0 y Θ′(ξ) ≥ Θ(ξ) para
ξ ≤ p − 1, sustituyendo ρ por el ı´nfimo de Θ′(ξ), tomado sobre todos los valores intermedios ξ entre
|W ′(τ)| y |V ′(τ)|. No´tese que este ı´nfimo esta´ lejos de cero porque r pertenece a un intervalo donde W ′
y V ′ son no nulas. Entonces, si se supone que |W ′(τ)| ≤ |V ′(τ)| ≤ p− 1 y W (τ) ≥ σ−1/(α−1), para algu´n
σ > 0, (ya que W > 0 por el lema 3.3.7) se tiene
Θ(ξ) > Θ(|W ′(τ)|) =
∫ τ
0
Wα−1(x)
(x
τ
)N−1
dx ≥ τ
σN
.
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Esto implica que
Θ′(ξ) ≥ Θ(ξ) ≥ τ
σN
τ ∈ (0, r).
Por lo tanto, para p > 2,
|V (t)−W (t)| ≤
∫ t
0
|V ′(τ)−W ′(τ)| dτ ≤
∫ t
0
|Θ(|W ′(τ)|)−Θ(|V ′(τ)|)|
inf Θ′(ξ)
dτ ≤ σN
∫ t
0
|ϕ(τ)|
τ
dτ.
Al insertar la u´ltima desigualdad en la cota anterior para |ϕ(r)|, resulta
|ϕ(r)|
r
≤ σM
∫ r
0
|ϕ(τ)|
τ
dτ + γq−α.
Entonces la desigualdad de Gronwall implica que
|ϕ(r)|
r
≤ C(r) γq−α, p > 2.
De esta forma se ha demostrado que
|V (r)−W (r)| ≤ 1
ρ
∫ r
0
|ϕ(τ)| dτ ≤ C(r) γq−α, p ≤ 2,
|V (r)−W (r)| ≤ σN ∫ r
0
|ϕ(τ)|/τ dτ ≤ C(r) γq−α, p > 2.
Adema´s, teniendo en cuenta que V ′ y W ′ son negativas,
|ϕ(r)| = |Θ(|W ′(r)|)−Θ(|V ′(r)|)| = |Θ′(ξ)||V ′(r)−W ′(r)|
y usando las cotas previas para Θ′(ξ), se obtiene
|V ′(r)−W ′(r)| ≤ C(r) γq−α.
Con esto finaliza la prueba del lema 3.3.8.
3.4 Un teorema para soluciones regulares del problema radial
Esta seccio´n se dedica a la demostracio´n del siguiente teorema para soluciones regulares de (3.2):
Teorema 3.4.1 Sea uγ(r) la solucio´n de (3.2) con uγ(0) = γ > 0 y u′γ(0) = 0. Entonces, si µ = µ(γ) es
el primer cero positivo de uγ(r),
µδ(γ) =
{
µδ∞ +AK(γ) cos(ω/θ log γ +B)(1 + o(1)) +O(K(γ)
2), α < α,
µδ∞ + CK(γ)γ
ν/θ(1 + o(1)) +O(K(γ)2), α ≥ α,
para γ →∞, donde δ = p(α − q)/(2(α − p)), K(γ) = γ(p(θ+1)−N)/2), A, B y C son constantes, y ω y ν
son como en la seccio´n 3.3.
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Para demostrar este teorema, sea ω+(t) la curva (Yγ(t), Zγ(t), 0) donde las dos primeras coordenadas
se definen en (3.11). Entonces, si se toma (e, f, 0) ∈ ω+(t) cercano a P+, existe t1 tal que
(e, f, 0) = (Y1(t1), Z1(t1), 0).
Se define
tγ = t1 − θ−1 log γ.
Adema´s, si (yγ(t), zγ(t), sγ(t)) es la trayectoria solucio´n de (3.4) correspondiente a uγ , se define Γ0 como
sigue
Γ0 = {(yγ(tγ), zγ(tγ), sγ(tγ)) : γ > 0}.
Lema 3.4.2 Γ0 es una variedad unidimensional de IR3. Adema´s, si γ es suficientemente grande,
|(yγ(tγ)− e, zγ(tγ)− f)| < 2C(exp(t1)) γq−α, sγ(tγ) = exp(δt1) γ(q−α)/2.
Es decir, Γ0 → (e, f, 0) cuando γ →∞.
Demostracio´n. Por (3.13), Vγ(r) = γ−1u(rγ−1/θ); entonces el lema 3.3.8 implica que, para γ suficien-
temente grande y r > 0 fijo,
rθ |γ−1u(rγ−1/θ)−W1(r)| < rθC(r) γq−α.
Si r = exp(t1), entonces rθγ−1 = exp(θtγ). As´ı,
rθγ−1u(rγ−1/θ) = exp(θtγ)u(exp(tγ)) = yγ(tγ) y rθW1(r) = e.
Por lo tanto |yγ(tγ)− e| < C(exp(t1)) γq−α. Un ca´lculo similar da el resultado para z. Finalmente,
sγ(tγ) = exp(δtγ) = exp(δt1) exp(−δ/θ log γ) = exp(δt1) γ−δ/θ = exp(δt1) γ(q−α)/2.
Conside´rese Q =M(t)∩{y = 0}, que existe por el lema 3.3.5 (iv). Sea Σ el plano {y = 0} y def´ınase
la aplicacio´n Φ : Γ0 −→ Σ como sigue:
Sea ζ ∈ Γ0 y sea ξ(t) la trayectoria solucio´n de (3.4) que corta a Γ0 en ζ. Entonces
Φ(ζ) = ξ(t) ∩ Σ.
Conside´rese ahora Ω, el entorno de P+ introducido en el lema 3.3.4. Sea Ση = Ω ∩ {s = η} para
η > 0 suficientemente pequen˜o tal que Ση 6= ∅. Φ se descompone ahora en dos aplicaciones:
a) Φ0 : Γ0 → Ση, donde Φ0(ζ) = ξ(t) ∩ Ση.
b) Φη : Ση → Σ, el flujo de soluciones de (3.4) con dato inicial en Ση.
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Como Φ0 actu´a en un entorno de P+ y, como consecuencia del lema 3.4.2, existe un γ0 tal que el
subconjunto correspondiente de Γ0 definido al tomar γ > γ0 esta´ incluido en Ω (to´mese (e, f, 0) ma´s
pro´ximo a P+ si es necesario). Tomando el cambio de variables T y linealizando (3.7) por el lema 3.3.4,
sea Σˆη la interseccio´n de la imagen de Ω por T con {s = η}; de esta manera, (0, 0, η) ∈ Σˆη, y sea Φˆ0
el conjugado de Φ0 con respecto al difeomorfismo local T , es decir, Φˆ0 = T ◦ Φ0 ◦ T−1, Φˆ0 : Γˆ0 −→ Σˆη
definido por
Φˆ0(ζˆ) = ξˆ(t) ∩ Σˆη,
donde ζˆ ∈ Γˆ0 = T (Γ0), y ξˆ(t) es la trayectoria del sistema lineal (3.8) conteniendo ζˆ.
Lema 3.4.3 Sea ζˆ ≡ (ζyˆ, ζzˆ, s), con s < η. Si τ = −δ−1 log(s/η), entonces
Φˆ0(ζˆ) =
 (exp
(
p(θ+1)−N
2 τ
)
[ζyˆ cosωτ − ζzˆ sinωτ, ζyˆ sinωτ + ζzˆ cosωτ ], η), α < α,
(exp
(
p(θ+1)−N
2 τ
)
[ζyˆ exp(ντ), ζzˆ exp(−ντ)], η), α ≥ α.
Demostracio´n. Este resultado se obtiene resolviendo el sistema lineal (3.8), teniendo en cuenta el
comportamiento de los autovalores segu´n sea α < α, α ≥ α.
Lema 3.4.4 Sea (eˆ, fˆ , 0) = T (e−k, f+(kθ)p−1, 0). Sea ξγ(t) = (yγ(t), zγ(t), sγ(t)) la trayectoria solucio´n
de (3.4) correspondiente a uγ definida en el teorema 3.4.1. Entonces ζˆγ = T (ξγ) ∩ Γˆ0 viene dada por
ζˆγ = (eˆ, fˆ , exp(δt1) γ(q−α)/2) +O(||m||γ(q−α)/2) +O(γq−α),
donde la norma ||m|| puede tomarse arbitrariamente pequen˜a al escoger (eˆ, fˆ) suficientemente cercano a
(0, 0) (m es una matriz de error).
Demostracio´n. T es C1 en un entorno del origen y DT (0) = I. Entonces
ξγ ∩ Γ0 ≡ ζγ = (e− k, f + (kθ)p−1, 0) + hγ , con hγ = (O(γq−α), O(γq−α), exp(δt1) γ(q−α)/2)
por el lema 3.4.2. La continuidad de DT implica que DT (e−k, f +(kθ)p−1, 0) = I+m, para m pequen˜a,
si (e − k, f + (kθ)p−1, 0) esta´ pro´ximo a (0, 0, 0). Por lo tanto, el teorema del valor medio implica que
ζˆγ = Tζγ se puede escribir como
ζˆγ = (eˆ, fˆ , exp(δt1)γ(q−α)/2) +O(||m||γ(q−α)/2) +O(γq−α).
Combinando las conclusiones de los lemas 3.4.3 y 3.4.4, se puede hallar una expresio´n expl´ıcita para la
interseccio´n de Σˆη y la imagen de ξγ por T .
Lema 3.4.5 Sea ξγ definida como en el lema 3.4.4. Entonces σˆγ = T (ξγ) ∩ Σˆη viene dada por σˆγ =
χˆγ + (0, 0, η), donde
χˆγ =
{
(A1K(γ)[cos(A2 + ω log(Dγ1/θ)), sin(A2 + ω log(Dγ1/θ))](1 +O(||m||)), 0), α < α,
(A1K(γ)[γν/θ, γ−ν/θ](1 +O(||m||)), 0), α ≥ α,
para γ →∞, donde K(γ) = γ(p(θ+1)−N)/2) y A1, A2 y D son constantes.
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Demostracio´n. El lema 3.4.4 implica que τ (definido en el lema 3.4.3) es igual a log(Dγ1/θ(1+O(||m||)))
para γ →∞. Entonces
exp(
p(θ + 1)−N
2
τ) = A1γ(p(θ+1)−N)/2)(1 +O(||m||)) = A1K(γ)(1 +O(||m||)).
El lema 3.4.4 tambie´n implica que las coordenadas yˆ, zˆ de ζˆγ son iguales a eˆ+O(γ(q−α)/2) y fˆ+O(γ(q−α)/2),
respectivamente. As´ı pues, cuando γ →∞,
χˆγ =
{
(A1K(γ)[cos(A2 + ω log(Dγ1/θ)), sin(A2 + ω log(Dγ1/θ))](1 +O(||m||)), 0), α < α,
(A1K(γ)[γν/θ, γ−ν/θ](1 +O(||m||)), 0), α ≥ α.
Luego, cuando γ → ∞, σˆγ describe una espiral logar´ıtmica en Σˆη centrada en (0, 0, η) para α < α; si
α ≥ α, como los exponentes de γ en las coordenadas yˆ, zˆ de χˆγ son negativos (ve´ase lema 3.3.3) σˆγ
describe una curva que se aproxima a (0, 0, η).
Figura 3.1: Espacio de fases
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Las estimaciones anteriores deben leerse en te´rminos de Φ0 y Φ. E´sta es la intencio´n de los siguientes
resultados.
Lema 3.4.6 Sea σγ tal que T (σγ) = σˆγ . Entonces σγ = T−1(0, 0, ε) + χγ , χγ = χˆγ(1 +O(||m||)).
Demostracio´n. Como T es un difeomorfismo, la linealizacio´n de la inversa de T cerca de (0, 0, η), para
η suficientemente pequen˜o, se aproxima a la identidad y ||T−1 − I|| = O(||m||).
Lema 3.4.7 La imagen de Γ0 por Φ es una espiral logar´ıtmica en Σ centrada en Q para α < α. Si α ≥ α,
entonces la imagen es una curva en Σ aproxima´ndose a Q cuando γ →∞.
Demostracio´n. Como Φη : Ση → Σ es el flujo de soluciones de (3.4) con dato inicial en Ση y el flujo
de Qη = M(t) ∩ Ση a lo largo de M(t) a Q = M(t) ∩ {y = 0} es no singular, se concluye que Φη es un
difeomorfismo. Por lo tanto Φη transforma la espiral o la curva en Σˆη (ve´ase lema 3.4.5) en una espiral
o una curva en Σ.
Con todos estos lemas es fa´cil probar el teorema 3.4.1:
Demostracio´n. (Teorema 3.4.1) Al linealizar cerca de Qη, la imagen de Qη + χγ viene dada por
Φη(Qη + χγ) = Q+DΦηχγ +O(||χγ ||2) = Q+DΦηχˆγ(1 +O(||m||) +O(K(γ))), (3.14)
ya que Φη(Qη) = Q.
Como Q = (0, µ1+θ∞ U
′(µ∞), µδ∞), la expresio´n obtenida para χˆγ en el lema 3.4.5 da el valor de
µδ(γ) definido en el teorema 3.4.1, donde U es la solucio´n singular de (3.2) correspondiente a la variedad
inestable M(t). Esto finaliza la prueba del teorema 3.4.1.
Nota 3.4.8 Fijado un intervalo compacto contenido en t ≥ δ−1 log η y llamando Φtη al flujo en el tiempo
t de soluciones de (3.4) con dato inicial en Ση, se tiene la estimacio´n (3.14) para Φtη.
Corolario 3.4.9 Sea uγ(r) la solucio´n de (3.2) con uγ(0) = γ > 0, u′γ(0) = 0, y sea U(r) la solucio´n
singular de (3.2) hallada en el corolario 3.3.6. Entonces
(i) Fijado r0 > 0 y dado ε > 0, existen constantes positivas γ0, ρ tales que
|uγ(r)− U(r)| < ε, |u′γ(r)− U ′(r)| < ε, ∀γ > γ0, r ∈ [r0, µ∞ + ρ].
(ii) Para r0 > 0 suficientemente pequen˜o, existe C1, una constante positiva, tal que
|uγ(r)− U(r)| ≤ C1r−θ, |u′γ(r)− U ′(r)| ≤ C1r−1−θ, r ∈ (0, r0).
Demostracio´n. (i) Se sabe que existe µ = µ(γ) tal que uγ(µ) = 0, y que existe µ∞ tal que U(µ∞) = 0.
Si γ es suficientemente grande, el teorema 3.4.1 implica que |µ−µ∞| < ρ, con ρ > 0. Si µ ≤ µ∞, entonces
uγ y U son no negativas en el intervalo [r0, µ]; sin embargo, si µ > µ∞, entonces γ debe escogerse
suficientemente grande para mantener U cercano a 0 en el intervalo [µ∞, µ], donde U es no positiva.
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F´ıjese ahora σ > η y to´mese Φtη el flujo de soluciones (3.4) en el tiempo t = δ−1 log σ (s = σ) con
dato inicial en Ση. Por la nota 3.4.8, se puede usar una estimacio´n similar a (3.14) para tener, para γ
suficientemente grande,
|Φtη(Qη + χγ)− Φtη(Qη)| < Ct|χˆγ |.
Si se permite a t variar en el intervalo [δ−1 log η, log(µ∞ + ρ)] (s variando en (η, (µ∞ + ρ)δ)), entonces,
por el teorema de continuidad respecto a los datos (ve´anse [58] y [78]) se tiene
|Φtη(Qη + χγ)− Φtη(Qη)| < C|χˆγ |
para todo t en ese intervalo, donde C es independiente de t. En particular, si las trayectorias solucio´n
correspondientes a uγ y U se denotan por
(yγ(t), zγ(t), sγ(t)) y (y∞(t), z∞(t), s∞(t)),
respectivamente, entonces
|(yγ(t), zγ(t))− (y∞(t), z∞(t))| < C|χˆγ |
para t ∈ [δ−1 log η, log(µ∞ + ρ)]; o sea
|uγ(r)− U(r)| < r−θC|χˆγ | < ε, |u′γ(r)− U ′(r)| < r−1−θC|χˆγ | < ε
para r ∈ [r0, µ∞ + ρ] y γ suficientemente grande, ya que |χˆγ | → 0 conforme γ →∞.
(ii) Con la misma notacio´n que en (i), se sabe que
y∞(t)→ k yγ(t)→ 0 cuando t→ −∞.
As´ı,
y∞(t)− yγ(t)→ k para t→ −∞,
lo que significa que
rθ(U(r)− uγ(r))→ k cuando r → 0.
O sea, existe r0 > 0 tal que
|U(r)− uγ(r)| ≤ C1r−θ, r ∈ (0, r0).
Para U ′ y u′γ , el resultado se sigue de un ca´lculo similar.
Prueba de los Teoremas 3.1.1 y 3.1.2
Se demuestran ahora los teoremas 3.1.1 y 3.1.2 como corolarios del teorema 3.4.1 y del corolario
3.4.9.
Demostracio´n. (Teorema 3.1.1) Sea v(r) = uγ(µr), donde uγ es la solucio´n regular de (3.2) con
uγ(0) = γ, u′γ(0) = 0 y uγ(µ) = 0. Entonces v es una solucio´n radial regular positiva del siguiente
problema { −∆pv = µp(vq−1 + vα−1) en B1,
v = 0 en ∂B1,
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con v(0) = γ y v′(0) = 0. Si w = µθv, entonces se tiene que w es una solucio´n radial regular positiva de{ −∆pw = µθ(α−q)wq−1 + wα−1 en B1,
w = 0 en ∂B1,
con w(0) = µθγ = γ. Si λ = µθ(α−q) (ha de notarse que, si q = p, entonces λ = µp), entonces w es una
solucio´n radial regular positiva del problema{ −∆pw = λwq−1 + wα−1 en B1,
w = 0 en ∂B1.
De esta manera se ve que el comportamiento de λ es cualitativamente el mismo que el de µ. En otras
palabras, si λ∗ = µ
θ(α−q)
∞ , entonces se puede escribir el teorema 3.4.1 en te´rminos de λ y obtener as´ı:
a) S(r) = µθ∞U(µ∞r) es una solucio´n no acotada de (3.1) con λ = λ∗, donde U es la solucio´n de
(3.2) correspondiente a la variedad inestable M(t). Adema´s, para r → 0,
rθS(r) = (µ∞r)θU(µ∞r)→ k, r1+θS′(r) = (µ∞r)1+θU ′(µ∞r)→ −(kθ)p−1,
lo que implica que S ∈ W 1,p0 (B1) ∩ Lβ(B1), con β < N(α − p)/p. Como α > Np/(N − p), entonces
α− 1 < N(α− p)/p, por lo que S es una solucio´n singular de (3.1).
b) La conclusio´n del teorema 3.4.1 muestra que µ(γ)→ µ∞ para γ →∞; es decir, para una sucesio´n
de soluciones wj de (3.1) correspondiente a λj con ||wj ||∞ →∞ se tiene λj → λ∗.
c) Si α < α, entonces existe una sucesio´n de soluciones wj de (3.1) tal que wj(0) = γj → ∞ segu´n
j →∞ y λj = λ∗, ya que en este caso µ oscila en torno a µ∞ cuando γj →∞.
d) Si α ≥ α entonces, para toda sucesio´n de soluciones wj de (3.1) con wj(0) = γj → ∞ para
j → ∞, se tiene λj → λ∗ de forma mono´tona para j ≥ j0 suficientemente grande, ya que en este caso
µ→ µ∞ de forma mono´tona para j ≥ j0 segu´n γj →∞.
Demostracio´n. (Teorema 3.1.2) Ahora, se reescriben los resultados del Corolario 3.4.9 en te´rminos
de wj y S, donde wj es una sucesio´n de soluciones radiales positivas de (3.1) con wj(0) = γ¯j → ∞
conforme j →∞, y µj es el primer cero positivo de uj , solucio´n de (3.2) con uj(0) = γj > 0, u′j(0) = 0,
γ¯j = µθjγj . As´ı, se tiene
|wj(r)− S(r)| = |µθuj(µjr)− µθ∞U(µ∞r)|
≤ µθj |uj(µjr)− U(µjr)|+ |µθjU(µjr)− µθ∞U(µ∞r)|.
Luego, dado ε > 0, el corolario 3.4.9 (i), la regularidad de U lejos del origen y el hecho de que µj → µ∞
cuando j →∞, implican, para j suficientemente grande,
|wj(r)− S(r)| < ε, r ∈ [r0, 1].
Para w′j y S
′ se puede obtener un resultado similar; o sea, wj(r)→ S(r) y w′j(r)→ S′(r) uniformemente
en conjuntos compactos que no contienen el origen para j →∞.
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Respecto a la convergencia en Lβ , β < N(α− p)/p, y en W 1,p0 , hay que notar que
rθ|wj(r)− S(r)| = |(µjr)θuj(µjr)− (µ∞r)θU(µ∞r)|
≤ (µjr)θ|uj(µjr)− U(µjr)|+ |(µjr)θU(µjr)− (µ∞r)θU(µ∞r)|.
Si r ∈ (0, r0), para r0 pequen˜o y j suficientemente grande, entonces el corolario 3.4.9 (ii) y el hecho de
que µj → µ∞ para j →∞ implican
|wj(r)− S(r)| ≤ C1r−θ r ∈ (0, r0).
Para w′j y S
′ un ca´lculo similar demuestra que
|w′j(r)− S′(r)| ≤ C1r−1−θ r ∈ (0, r0).
De esta manera, se tiene∫
B1
|wj(x)− S(x)|β dx ≤ C
(∫ r0
0
|wj(r)− S(r)|βrN−1 dr +
∫ 1
r0
|wj(r)− S(r)|βrN−1 dr
)
,∫
B1
|w′j(x)− S′(x)|p dx ≤ C
(∫ r0
0
|w′j(r)− S′(r)|prN−1 dr +
∫ 1
r0
|w′j(r)− S′(r)|prN−1 dr
)
.
Como wj → S, w′j → S′ uniformemente en conjuntos compactos que no contienen el origen, el segundo
sumando del segundo miembro de las desigualdades anteriores esta´ acotado. Respecto al primer te´rmino:
∫ r0
0
|wj(r)− S(r)|β rN−1dr ≤ C1
∫ r0
0
rN−1−θβ dr = C1
rN−θβ0
N − θβ ,∫ r0
0
|w′j(r)− S′(r)|p rN−1dr ≤ C1
∫ r0
0
rN−1−(1+θ)p dr = C1
rN−θα0
N − θα.
Como se puede tomar β tal que θα < θβ < N , ya que β < N(α − p)/p = N/θ, entonces wj → S en
Lβ(B1) y en W
1,p
0 (B1).
3.5 Resultados para el problema con potencial |x|l, l > −p
Los resultados obtenidos a lo largo de este cap´ıtulo son igualmente va´lidos para el problema con potencial
|x|l, l > −p, es decir, { −∆pw = |x|l(λwq−1 + wα−1) en B1,
w = 0 en ∂B1,
con las siguientes modificaciones de los valores de los para´metros:
α =

p+
p(l + p)
N − p− 2 l+pp − 2p ((l + p)(l + pN−1p−1 ))1/2
, N > p+ 4
l + p
p− 1 ,
∞, N ≤ p+ 4 l + p
p− 1 ,
kα−p = θp−1(N − θ(α− 1)) > 0, θ = l + p
α− p .
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Por lo tanto, el sistema auto´nomo (3.4) queda
dy
dt
= θy + |z|1/(p−1) sign(z)
dz
dt
=
(
l(p− 1) + p(α− 1)
α− p −N
)
z − yα−1 − s2yq−1
ds
dt
= δs
(3.15)
donde δ = (l + p)(α − q)/(2(α − p)). Por u´ltimo, los puntos singulares de este sistema tienen la misma
expresio´n, y los autovalores correspondientes a la parte lineal quedan como se indica a continuacio´n:
i) Si α < α entonces
p(θ + 1)−N
2
+ iω,
p(θ + 1)−N
2
− iω, δ,
donde ω = 12 (4(l + p)(N − (p− 1)θ − p)/(p− 1)− (p(θ − 1)−N)2)1/2.
ii) Si α ≥ α, entonces
p(θ + 1)−N
2
+ ν,
p(θ + 1)−N
2
− ν, δ,
donde ν = 12 ((p(θ + 1)−N)2 − 4(l + p)(N − (p− 1)θ − p)/(p− 1))1/2.
3.6 Observaciones sobre el problema de evolucio´n asociado
Si se considera el problema de evolucio´n ut −∆pu = λu
q−1 + uα−1, t > 0, x ∈ B1,
u(x, 0) = u0(x) ≥ 0, x ∈ B1,
u(x, t) = 0, en ∂B1 × (0,∞),
con λ > 0 tal que existe al menos una solucio´n positiva del problema estacionario (3.1), se observa que
la solucio´n trivial es estable para q = p e inestable para q < p < 2, en el sentido que se precisa a
continuacio´n:
Para q = p se ha demostrado en el lema 3.2.1d) que no puede haber soluciones regulares positivas
ordenadas. Tambie´n para q = p se tiene que βw es una supersolucio´n de (3.1), donde 0 < β < 1 y w es
una solucio´n regular positiva del problema (3.1), ya que (α > p)
−∆p(βw) = −βp−1∆pw = βp−1(λwq−1 + wα−1) > λ(βw)q−1 + (βw)α−1.
Por tanto, si se toma el dato inicial del problema de evolucio´n u0 suficientemente pequen˜o, por debajo
de βw, entonces la solucio´n del problema de evolucio´n tiende cuando t→∞ a una solucio´n estacionaria
que esta´ ordenada con w; por lo tanto, esa solucio´n estacionaria no puede ser otra que la trivial.
En cambio, si se toma q < min(2, p), entonces el lema 4.6.4 del cap´ıtulo 4 implica que existe una
solucio´n positiva del problema de evolucio´n anterior con dato inicial cero, la cual es a su vez subsolucio´n
del problema de evolucio´n con dato inicial no negativo, por pequen˜o que e´ste sea. Esto implica que las
soluciones de este u´ltimo problema no pueden tender a cero. Esto tambie´n es cierto para q = p < 2 y
λ > λ1.
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3.7 Ape´ndice: linealizacio´n del sistema auto´nomo
En este ape´ndice se analiza el problema de la linealizacio´n del sistema (3.7) cerca del punto singular P+.
Con este fin, se usara´n algunos resultados de Hartman [57], [58] y Belitskii [19].
Sean N, p, q, α fijos, ξ = (y¯, z¯, s). Entonces (3.7) puede escribirse de la siguiente manera
dξ
dt
= Eξ + F (ξ), (3.16)
donde
E =
 θ
(kθ)2−p
p− 1 0
−(α− 1)kα−2 θ(α− 1)−N 0
0 0 δ

y F (ξ) = (F1(z), F2(y, s), 0). Por los resultados de la seccio´n 3.3, ningu´n autovalor de E tiene una parte
real que se anule, y F ∈ C2 y por tanto F (ξ) = o(|ξ|) cuando ξ → 0.
La linealizacio´n del sistema auto´nomo consiste en encontrar un cambio de variables C1 cerca de
ξ = 0 que transforme (3.16) en el sistema lineal
dζ
dt
= Eζ
cerca de ζ = 0. Si ξ = x(t, ξ0) es la solucio´n de (3.7) determinada por la condicio´n inicial x(0, ξ0) = ξ0,
entonces
T t : ξt = x(t, ξ)
es un grupo de transformaciones de un entorno de x = 0 en un entorno de ξt = 0, verificando
x(t, ξ) = eEtξ + F (t, ξ)
con F (t, ξ) ∈ C2, F (t, ξ) = o(|ξ|) cuando ξ → 0. El problema de la linealizacio´n de (3.16) es equivalente
(ve´ase [57]) al problema de la linealizacio´n de
ξ1 = eEξ +X(ξ)
con X(ξ) ∈ C2, X(ξ) = o(|ξ|) cuando ξ → 0. As´ı, se puede aplicar el siguiente resultado:
Teorema 3.7.1 (Tma. 12.1, p. 257 en [58]) En las hipo´tesis anteriores, si los autovalores β1, β2, β3 de
E satisfacen
βj 6=
∑
miβi para j = 1, 2, 3, donde
∑
mi = 2, (3.17)
para todas las ternas de enteros no negativos m1,m2,m3, entonces existe T , un cambio de variables C2
en un entorno de ξ = 0, tal que T (0) = 0, DT (0) = I y, en las nuevas coordenadas,
ζ1 = eEζ, donde ζ = Tξ.
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Puede comprobarse que la condicio´n (3.17) se satisface siempre por los autovalores correspondientes
al caso α < α. Respecto al caso α ≥ α, hay dos excepciones:
δ = 2ν y
N − p(θ + 1)
2
= 3ν.
La primera puede solventarse redefiniendo δ ya que ν (y los autovalores de E diferentes de δ) depende de
N, p, α, que esta´n fijos, y no de δ; por ejemplo, to´mese
δ =
p
2 + ε
α− q
α− p , ε > 0. (3.18)
Nota 3.7.2 Teniendo en cuenta la independencia de los dos primeros autovalores de δ, la transformacio´n
anterior significa una reparametrizacio´n so´lo de la variable dependiente. De esta forma se puede incluso
mejorar la regularidad de F , ya que la potencia de s en la segunda coordenada de F es igual a 2 + ε.
La segunda excepcio´n implica que los autovalores de E son de la forma:
−4ν, −2ν, δ.
Como ν > 0 y δ > 0, entonces se tiene
e−4ν < e−2ν < 1, eδ > 1.
En este caso, se aplica el siguiente resultado:
Teorema 3.7.3 (Tma. 2 en [19]) En las hipo´tesis anteriores, si los autovalores β1, β2, β3 de E satisfacen
eβk 6= eβieβj , eβi ≤ 1 ≤ eβj , k = 1, 2, 3, (3.19)
entonces existe T , un cambio de variables C1 en un entorno de ξ = 0, tal que T (0) = 0, DT (0) = I y,
en las nuevas coordenadas,
ζ1 = eEζ, donde ζ = Tξ.
Puede verificarse que la condicio´n (3.19) se satisface por los autovalores correspondientes a α ≥ α a no
ser que
δ = 2ν,
en este caso se redefine δ como en (3.18), y se linealiza (3.7).
Cap´ıtulo 4
Problemas parabo´licos cr´ıticos
4.1 Introduccio´n
En este cap´ıtulo se estudia el comportamiento de las soluciones no negativas del problema de Cauchy ut −∆pu = λ
up−1
|x|p , x ∈ IR
N , t > 0,
u(x, 0) = u0(x) ≥ 0,
(4.1)
donde 1 < p < N y λ > 0. El concepto de solucio´n se precisara´ en cada caso.
En el caso p = 2 este problema aparece de manera natural al linealizar una solucio´n estacionaria
no acotada de algunos modelos de reaccio´n-difusio´n (ve´anse [28], [51], [60], [69] y [75]). El problema
concreto (4.1) fue estudiado en el caso lineal p = 2 por Baras y Goldstein en [17]. El problema general
ha sido estudiado en [49] en el caso de dato de borde cero en un dominio acotado conteniendo el origen.
Este problema es cr´ıtico en el sentido que el potencial |x|−p ∈ ∩Lqloc(IRN ) para cada q < N/p, pero
|x|−p 6∈ LN/p(IRN ) (ve´ase la introduccio´n de esta Memoria).
En este cap´ıtulo se analiza el comportamiento del problema de Cauchy en todo IRN ; tanto la
existencia como las propiedades de las soluciones del problema (4.1) dependen de los valores de p y λ.
En particular, se estudian las propiedades de extincio´n en tiempo finito de las soluciones en dominios
acotados y en IRN para p y λ convenientemente pequen˜os; ve´anse [40] y [59] para el caso homoge´neo
(λ = 0).
La organizacio´n del cap´ıtulo es la siguiente: en primer lugar, en la pro´xima seccio´n se estudia la
existencia y regularidad de una solucio´n autosemejante en el caso 1 < p < 2.
La seccio´n 4.3 se dedica a presentar algunos resultados de [20], [24] y [25], en la que se incluye una
desigualdad de Hardy (ve´anse los detalles en [49]).
En la seccio´n 4.4 se aplican los me´todos presentados en las secciones 4.2 y 4.3 para estudiar la
existencia de soluciones de (4.1). Como en [49], se ve que la dependencia de la desigualdad de Hardy
es muy importante si p ≥ 2, mientras que para 1 < p < 2 el comportamiento es bastante diferente. La
existencia en todos los casos se obtiene como el l´ımite de soluciones aproximadas en dominios acotados.
En la seccio´n 4.5 se obtienen algunos resultados sobre la existencia y no existencia de tiempo finito
de extincio´n si 1 < p < 2 y λ es suficientemente pequen˜o, usando la desigualdad de Hardy: para un
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dominio acotado el tiempo finito de extincio´n depende del taman˜o del dominio si 2N/(N + 2) ≤ p < 2,
pero, si 1 < p < 2N/(N+2), el tiempo de extincio´n depende exclusivamente de alguna norma conveniente
del dato inicial, independientemente del dominio. Este comportamiento permite concuir la extincio´n en
tiempo finito para el problema de Cauchy (4.1). No´tese la diferencia entre el problema de Cauchy en
todo IRN y en un dominio acotado. Adema´s, para λ suficientemente grande y 1 < p < 2 se tiene la no
existencia de un tiempo de extincio´n finito, independientemente del dominio. Es decir, la extincio´n es una
propiedad que depende sutilmente del equilibrio entre la ”difusio´n ra´pida” que da el hecho 1 < p < 2 y la
reaccio´n del segundo miembro a trave´s de λ. En esta seccio´n se analizan tambie´n los valores intermedios
de λ.
Finalmente la seccio´n 4.6 contiene algunas notas sobre el comportamiento (existencia, unicidad y
extincio´n en tiempo finito) de las soluciones correspondientes a potenciales y no linealidades ma´s generales.
Se considerara´ principalmente 1 < p < 2 y no linealidades de tipo potencia asinto´ticamente. Como en la
introduccio´n de esta Memoria, se dira´ que f es subdifusiva (respectivamente superdifusiva) cuando
u→ a, donde a = 0 o´ a =∞, si se verifica:
lim
u→a
f(u)
uq−1
= c1 para algu´n q, 1 < q < p (respectivamente p < q).
4.2 Una solucio´n autosemejante al problema de Cauchy para
p < 2
Antes de introducir los resultados de existencia para el problema de Cauchy general (4.1), se considera el
problema de Cauchy con u0 ≡ 0 para p < 2. Hay que sen˜alar la existencia de una solucio´n autosemejante
positiva de este problema para algunos valores de λ, obteniendo un ejemplo de no unicidad ya que la
solucio´n trivial es tambie´n una solucio´n de este problema (ve´ase [49]). Ma´s precisamente, se buscan
soluciones autosemejantes al problema de Cauchy en todo IRN , es decir, soluciones de la forma S(r, t) =
tαf(tβr), donde r = |x|; as´ı:
St = αtα−1f + βtα+β−1rf ′, Sr = tα+βf ′, Srr = tα+2βf ′′.
Por lo que, necesariamente:
A) los exponentes de semejanza satisfacen (α− 1) = α(p− 1) + βp,
B) la correspondiente ecuacio´n diferencial ordinaria en la variable ξ = tβr es
αf + βξf ′ = (p− 1)|f ′|p−2f ′′ + N − 1
ξ
|f ′|p−2f ′ + λ
ξp
|f |p−2.f
Si se buscan soluciones de la forma A|ξ|γ , A > 0, se tiene:
1) γ =
−p
2− p , 2) |A|
p−2 =
α+ βγ
(p− 1)|γ|p + (N − p)|γ|p−2γ + λ.
Se ha demostrado en [49] que 2) tiene sentido si λ > λN,p = ((N − p)/p)p, la inversa de la constante
o´ptima en la desigualdad de Hardy (ve´ase siguiente seccio´n). En particular, esta solucio´n autosemejante
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toma la forma
S(x, t) = A(λ)
(
t
|x|p
)1/(2−p)
,
donde x ∈ IRN y
A(λ) =
((
p
2− p
)p−1
(p−N(2− p)) + λ(2− p)
)1/(2−p)
.
Si se supone λ > 0, la expresio´n anterior indica que los valores de λ correspondientes a la existencia de
solucio´n autosemejante vienen dados por
λ > µN,p =
(
p
2− p
)p−1(
N − p
2− p
)
.
Introduciendo el para´metro s = N(2− p)/p, (2− p < s < N , ya que 1 < p < N), entonces
µN,p =
(
p
2− p
)p
(s− 1), λN,p =
(
p+ s− 2
2− p
)p
.
Estos dos valores cr´ıticos se relacionan como sigue
µN,p
λN,p
= (s− 1)
(
p
p+ s− 2
)p
.
Es importante tener en cuenta los hechos siguientes:
µN,p < 0 para s < 1, es decir, 2 > p > 2N/(N + 1),
µN,p = 0 para s = 1, es decir, p = 2N/(N + 1),
µN,p > 0 para 1 < s < N, es decir, 1 < p < 2N/(N + 1) y
µN,p = λN,p para s = 2, es decir, p = 2N/(N + 2).
De hecho, si se representan µN,p y λN,p como funciones de s y p (ve´anse figuras 4.1 y 4.2), se puede ver
que µN,p es tangente a λN,p en s = 2 o´ p = 2N/(N + 2).
La regularidad de S depende so´lo del valor de s y es como sigue (ve´ase [49], Sec. 6.2), donde
1 ≤ q < s:
S ∈W 1,ploc (IRN ) ∩ Lqloc(IRN ), 2 < s < N, es decir, 1 < p <
2N
N + 2
,
S ∈ Lqloc(IRN ), 1 < s ≤ 2, es decir,
2N
N + 2
≤ p < 2N
N + 1
.
Nota 4.2.1
i) No´tese que si 1 < p < 2N/(N+2) el exponente cr´ıtico de Sobolev es menor que 2, luego las propiedades
de integrabilidad local de S son mejores que las que da el teorema de inclusio´n de Sobolev.
ii) Formalmente esta solucio´n autosemejante tambie´n existe en el rango 2 − p < s ≤ 1, (2N/(N + 1) ≤
p < 2). En particular, S no pertenece a L1 localmente; S es una solucio´n de la ecuacio´n lejos del origen
en el sentido de distribuciones y en casi todo punto, con una masa infinita concentrada en (0, 0) como
dato inicial. Si 2N/(N + 1) < p < 2, entonces µN,p < 0, o sea, se tiene que λ pertenece al intervalo no
vac´ıo (µN,p, 0] y para tal λ el te´rmino λ|x|−pup−1 es un te´rmino de absorcio´n.
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Figura 4.1: µN,p y λN,p como funciones de s.
Figura 4.2: µN,p y λN,p como funciones de p.
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Para terminar esta seccio´n, no´tese que un desplazamiento positivo en el tiempo de S, denotado por
S(x, t) = S(x, t+ t0), t0 > 0, puede emplearse como supersolucio´n del problema general de Cauchy (4.1),
siempre que se pueda tomar el desplazamiento en el tiempo de modo que u0 ≤ S.
4.3 Los problemas truncados y resultados de compacidad
Esta seccio´n contiene los resultados auxiliares necesarios en las siguientes secciones. La siguiente desigual-
dad de Hardy se usara´ de forma sistema´tica (una prueba de este resultado se halla en [49]; ve´ase tambie´n
[56] para N = 1).
Lema 4.3.1 (Desigualdad de Hardy) Si 1 < p < N y u ∈W 1,p(IRN ), entonces∫
IRN
|u|p
|x|p dx ≤ λ
−1
N,p
∫
IRN
|∇u|p dx, λN,p =
(
N − p
p
)p
,
donde λ−1N,p es o´ptima.
Conside´rense ahora los problemas para 1 < p < N , λ > 0, n > 0, unt −∆pun = λWn(x)u
p−1
n , x ∈ Ω, t > 0,
un(x, 0) = Tn(u0(x)),
un(x, t) = 0, x ∈ ∂Ω, t > 0,
(4.2)
donde Wn(x) = Tn(|x|−p), Tn es el truncamiento a altura n (Tn(ζ) = min(n, ζ) para ζ ≥ 0), u0(x) ≥ 0 y
Ω es un dominio acotado en IRN . Estos problemas se llaman problemas truncados ya que se obtienen a
partir del siguiente problema de Dirichlet con dato de borde cero en Ω (problema original)
ut −∆pu = λu
p−1
|x|p , x ∈ Ω, t > 0,
u(x, 0) = u0(x), x ∈ Ω,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
(4.3)
aplicando el truncamiento Tn tanto al potencial |x|−p como al dato inicial. Ha de notarse que
Wn(x) ≤ |x|−p ∈ Lrloc(IRN ) uniformemente, para 1 ≤ r < N/p.
Los elementos de la sucesio´n un se usara´n como aproximaciones para obtener la solucio´n u de (4.3)
definida como el l´ımite de un en cualquier dominio acotado fijo Ω. Con este fin, se necesitan algunos
resultados de compacidad que permitan pasar al l´ımite en esa sucesio´n. Uno de estos resultados de
compacidad se demuestra en [25] en un contexto ma´s general; la prueba de este resultado se adapta al
caso que aqu´ı se trata como sigue:
F´ıjense T > 0 y Ω ⊂ IRN , un dominio acotado, y sea Q = Ω× (0, T ). En primer lugar, se demostrara´
el siguiente lema:
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Lema 4.3.2 Si un, n > 0, es una sucesio´n uniformemente acotada en Lp(0, T ;W 1,p(Ω)), con 1 < p < N ,
entonces
a) Wnup−1n esta´ uniformemente acotada en L
p′(0, T ;W−1,p
′
(Ω)).
b) Wnup−1n ∈ Lq(Q) uniformemente para 1 ≤ q < (p∗)′ = (1− (N − p)/(Np))−1.
Demostracio´n. Sea gn =Wnup−1n .
a) To´mese ψ ∈ Lp(0, T ;W 1,p(Ω)), ψ ≥ 0; usando las desigualdades de Ho¨lder y Hardy:
∫ T
0
∫
Ω
gnψ dxdt ≤
∫ T
0
∫
Ω
up−1n
|x|p ψ dxdt =
∫ T
0
∫
Ω
up−1n
|x|p−1
ψ
|x| dxdt
≤ ∫ T
0
(∫
Ω
upn
|x|p dx
)(p−1)/p(∫
Ω
ψp
|x|p dx
)1/p
dt
≤ λ−1N,p
(∫ T
0
∫
Ω
|∇un|p dxdt
)(p−1)/p(∫ T
0
∫
Ω
|∇ψ|p dxdt
)1/p
≤ Cλ−1N,p||ψ||Lp(0,T ;W 1,p(Ω)),
ya que un esta´ uniformemente acotada en Lp(0, T ;W 1,p(Ω)), por hipo´tesis; esto significa que gn esta´
uniformemente acotada como operador en el espacio Lp
′
(0, T ;W−1,p
′
(Ω)).
b) Si un esta´ uniformemente acotada en Lp(0, T ;W 1,p(Ω)), entonces un ∈ W 1,p(Ω) en casi todo
t ∈ (0, T ). Por el teorema de Rellich-Kondrachov (ve´ase por ejemplo [27]), un ∈ Lr(Ω) en casi todo
t ∈ (0, T ) para 1 ≤ r < Np/(N − p). Por otra parte, para q ≥ 1, la desigualdad de Ho¨lder implica que
∫ T
0
∫
Ω
gqn dxdt ≤
∫ T
0
∫
Ω
uq(p−1)αn dx
1/α∫
Ω
|x|−pqα/(α−1) dx
(α−1)/α dt,
donde α > 1 ha de elegirse de forma que q(p− 1)α < Np/(N − p) y qα/(α− 1) < N/p, es decir,
N
N − qp < α <
N
N − p
p
q(p− 1) .
Como
N
N − qp =
N
N − p
N − p
N − qp ,
se puede siempre hallar α si se cumple lo siguiente
N − p
N − qp <
p
q(p− 1) , es decir, q <
Np
Np− (N − p) = (p
∗)′.
En este caso, se tiene
∫ T
0
∫
Ω
gqn dxdt ≤
∫ T
0
(∫
Ω
u
q(p−1)α
n dx
)1/α(∫
Ω
|x|−pqα/(α−1) dx
)(α−1)/α
dt
≤ C(Ω, N, p, q) ∫ T
0
(∫
Ω
|∇un|p dx
)q(p−1)/p(∫
Ω
|x|−pqα/(α−1) dx
)(α−1)/α
dt.
93
Como Ω es un dominio acotado y un esta´ uniformemente acotada en Lp(0, T ;W 1,p(Ω)), entonces las dos
integrales anteriores son finitas. As´ı, para 1 ≤ q < (p∗)′, gn =Wnup−1n ∈ Lq(Q) uniformemente.
Conside´rese ahora un la sucesio´n de soluciones del problema (4.2) y gn como en el lema pre-
vio. Si se supone que un esta´ uniformemente acotada en Lp(0, T ;W 1,p(Ω)), por el lema 4.3.2 se tiene
gn ∈ Lp′(0, T ;W−1,p′(Ω)) y gn esta´ acotada en el espacio de las medidas de Radon en Q, M(Q), ya
que gn ∈ L1(Q) uniformemente. Adema´s, en estas hipo´tesis, existe u tal que un ⇀ u de´bilmente en
Lp(0, T ;W 1,p(Ω)) conforme n → ∞ para una subsucesio´n. De esta manera se pueden aplicar los resul-
tados de Boccardo y Murat en [25] a (4.2), obteniendo que ∇un → ∇u fuertemente en (Lq(Ω))N , para
q < p, y as´ı se tiene una solucio´n en sentido de distribuciones de (4.3). Ma´s precisamente, el resultado de
Boccardo y Murat en nuestro caso es como sigue.
Lema 4.3.3 Si las soluciones un de (4.2) esta´n uniformemente acotadas en Lp(0, T ;W 1,p(Ω)) entonces
existe una solucio´n u ∈ L∞loc(0, T ;L2(Ω))∩Lp(0, T ;W 1,p(Ω)) del problema original (4.3) en Ω que satisface
la ecuacio´n en el sentido de las distribuciones.
Demostracio´n. Basta usar la prueba del teorema 4.3 de [25] adaptada al problema (4.2).
Adema´s, en las hipo´tesis anteriores, el lema 4.3.2 implica que existe una funcio´n g ∈ L1(Q) tal que
gn ⇀ g de´bilmente en L1(Q) (para una subsucesio´n) si n → ∞. De esta manera se puede aplicar el
teorema 4.1 de [25] (ve´ase ape´dice a este cap´ıtulo) para las soluciones de (4.2), obteniendo para l > 0
fijo que
∇Tl(un)→ ∇Tl(u) fuertemente en (Lploc(Q))N .
Esta clase de argumentos se usara´ en la siguiente seccio´n para demostrar la existencia de solucio´n al
problema de Cauchy para λ < λN,p mediante la desigualdad de Hardy.
Sin embargo, si λ ≥ λN,p, es necesario seguir una estrategia diferente para demostrar la existencia de
una solucio´n, ma´s de´bil, del problema de Cauchy (4.1) (ve´ase [49] para el caso de un dominio acotado).
Para resolver el problema de Cauchy para 1 < p < 2 y λ ≥ λN,p, supo´ngase que existe una sucesio´n vn
(n > 0) de soluciones de los siguientes problemas vnt −∆pvn = λWn(x)v˜
p−1
n−1, x ∈ Ωn, t > 0,
vn(x, 0) = u0(x), x ∈ Ωn,
vn(x, t) = 0, x ∈ ∂Ωn, t > 0,
donde v˜p−1n−1 es la extensio´n por 0 de vn−1 a Ωn, una sucesio´n anidada creciente de dominios acotados, u0 es
una funcio´n acotada, y supo´ngase que vn esta´ uniformemente acotada superiormente por S, un desplaza-
miento adecuado en el tiempo de la solucio´n autosemejante S del problema de Cauchy correspondiente a
este valor de λ, tal que u0 ≤ S, es decir,
vn ≤ S ∀n ≥ 0.
En este caso se demuestra en la siguiente seccio´n que es posible pasar al l´ımite y obtener una solucio´n al
problema de Cauchy para λ ≥ λN,p y 1 < p < 2N/(N+1) (no´tese que este valor cr´ıtico, p1 = 2N/(N+1),
corresponde al extremo superior del rango en el cual la solucio´n autosemejante S es localmente integrable).
Hay que subrayar que el paso al l´ımite para 1 < p < 2N/(N + 2) se efectu´a mediante la aplicacio´n del
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lema 4.3.3, tras mostrar la acotacio´n de la sucesio´n de las soluciones aproximadas vn en el espacio
Lp(0, T ;W 1,p(BR)) usando una funcio´n corte, donde BR es la bola de radio R centrada en el origen en
IRN .
Sin embargo, el paso al l´ımite para 2N/(N+2) ≤ p < 2N/(N+1) es mucho ma´s delicado, y necesita
los siguientes lemas demostrados en [49], basados en las ideas de [20], [24] y [25]:
Lema 4.3.4 Si 2N/(N + 2) ≤ p < 2N/(N + 1) y vn es una sucesio´n de funciones positivas definidas en
Ω, un dominio acotado, verificando que vn ≤ S y
1
k
∫ T
0
∫
{vn<k}
|∇vn|p dxdt ≤M,
entonces se tiene la siguiente estimacio´n en el espacio de Marcinkiewitz Mp2 :
|{(x, t) ∈ Q : |∇vn(x, t)| > h}| ≤ C(p,N, T )h−p2 ,
donde Q = Ω× [0, T ], 1 ≤ q < s y p2 = pq/(q + 1).
Lema 4.3.5 En las hipo´tesis del Lema 4.3.4, se tiene
a) ∇vn → ∇v en casi todo punto y en medida.
b) |∇vn|p−2∇vn → |∇v|p−2∇v en L1.
4.4 Resultados de existencia para el problema de Cauchy
En esta seccio´n se demuestran los resultados de existencia para el problema de Cauchy (4.1). Las de-
mostraciones esta´n basadas en los resultados de compacidad contenidos en la seccio´n previa. Hay que
destacar el diferente comportamiento de acuerdo con los valores de λ: si p ≥ 2 el papel de λ es muy
importante, mientras que el papel de la desigualdad de Hardy es menos importante cuando p → 1. Para
ser precisos, se divide esta seccio´n en varias subsecciones.
4.4.1 Resultados de existencia para λ < λN,p, 1 < p < N
Conside´rese el problema de Cauchy (4.1) donde 1 < p < N y 0 < λ < λN,p. Se va a construir una solucio´n
de (4.1) como l´ımite de soluciones de problemas aproximados en dominios acotados, donde solucio´n en
este caso significa una funcio´n
u ∈ L∞(0,∞;L2loc(IRN )) ∩ Lp(0, T ;W 1,ploc (IRN )) ∀T > 0,
que verifica la ecuacio´n en (4.1) en el sentido de las distribuciones.
Adema´s, para empezar se supone que existe una bola B en IRN centrada en el origen tal que
u0 ∈ C0(B), u0 ≥ 0 en B.
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Teorema 4.4.1 Si 1 < p < N , 0 < λ < λN,p y u0 ∈ C0(B), u0 ≥ 0 en B, entonces existe una solucio´n
global a (4.1), u, que se obtiene como el l´ımite de las soluciones uk de los siguientes problemas:
ukt −∆puk = λu
p−1
k
|x|p , x ∈ Bk, t > 0,
uk(x, 0) = u0(x), x ∈ Bk,
uk(x, t) = 0, x ∈ ∂Bk, t > 0,
(4.4)
donde Bk es la bola de radio k en IRN centrada en el origen.
Demostracio´n. En estas hipo´tesis, f´ıjense T > 0 y R > 0 suficientemente grandes tales que B ⊂ BR,
y sea QR = BR × (0, T ). Se conocen los siguientes hechos:
a) Por el teorema 4.1 de [49], existe una solucio´n global uk ≥ 0 para (4.4), verificando
uk ∈ L∞(0,∞;L2(Bk)) ∩ Lp(0, T ;W 1,p(Bk)) ∀T > 0,
y
ukt ∈ L2((ε,∞)×Bk) ∀ε > 0.
b) Si se multiplica la ecuacio´n (4.4) por uk y se integra por partes en Bk ⊃ BR para k suficientemente
grande, se tiene, por la desigualdad de Hardy,∫
Bk
u2k(x, T ) dx+ γ
∫ T
0
∫
Bk
|∇uk(x, t)|p dxdt ≤
∫
Bk
u20(x) dx γ > 0.
Esto implica que la sucesio´n uk esta´ uniformemente acotada en Lp(0, T ;W 1,p(BR)), y, por el lema 4.3.3,
se tiene la existencia de u ∈ L∞loc(0, T ;L2(BR)) ∩ Lp(0, T ;W 1,p0 (BR)) tal que
ut −∆pu = λu
p−1
|x|p
en D′(QR), con u(x, 0) = u0(x). Adema´s, como uk → u fuertemente en Lploc(QR), ∇uk → ∇u fuertemente
en Lq(QR), 1 ≤ q < p, y ∇Tluk → ∇Tlu fuertemente en Lploc(QR) (ve´ase seccio´n 4.3), entonces se obtiene
uk → u fuertemente en W 1,qloc (QR), 1 ≤ q < p y Tluk → Tlu fuertemente en W 1,ploc (QR).
Nota 4.4.2 Si se toma u0 ∈ Lr(B), con r ≥ 2, el resultado tambie´n es cierto, ya que B es un dominio
acotado. Esto permite tomar u0 ∈ Ls(B), donde s ≥ 2 (o sea, 1 < p ≤ 2N/(N+2)). Adema´s, este resultado
es tambie´n va´lido para u0 ∈ L2(IRN ); la prueba se obtiene de forma similar mediante el truncamiento de
u0 en cada Bk.
4.4.2 Resultados de existencia para λ > 0, 1 < p < 2N/(N + 1)
En esta subseccio´n se demuestra la existencia de solucio´n para el problema de Cauchy (4.1) con λ > µN,p y
1 < p < 2N/(N+1). La prueba consiste en un proceso de iteracio´n similar a los empleados en [49] (ve´ase
[44] tambie´n) usando como supersolucio´n la solucio´n autosemejante S correspondiente a λ desplazada
adecuadamente en el tiempo; de hecho este proceso puede llevarse a cabo tambie´n para λ ≤ µN,p, tomando
como supersolucio´n una solucio´n autosemejante correspondiente a algu´n Λ > µN,p. Sea B una bola en
IRN ; se tiene el siguiente resultado:
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Teorema 4.4.3 Si 1 < p < 2N/(N +1), λ > 0 y u0 ∈ C0(B), u0 ≥ 0 en B, entonces existe una solucio´n
u de (4.1) en sentido de distribuciones, que se obtiene como l´ımite de la sucesio´n dada por las iteraciones
(n > 0)  vnt −∆pvn = λWn(x)v˜
p−1
n−1, x ∈ Bn+1, t > 0,
vn(x, 0) = u0(x), x ∈ Bn+1,
vn(x, t) = 0, x ∈ ∂Bn+1, t > 0,
con  v0t −∆pv0 = 0, x ∈ B1, t > 0,v0(x, 0) = u0(x), x ∈ B1,
v0(x, t) = 0, x ∈ ∂B1, t > 0,
donde v˜n−1 = vn−1 en Bn, v˜n−1 = 0 en IRN \ Bn, y Bn es la bola de radio n centrada en el origen de
IRN . De hecho, si 1 < p < 2N/(N + 2) entonces u ∈ L∞(0,∞;L2loc(IRN )) ∩ Lp(0, T ;W 1,ploc (IRN )).
Demostracio´n. Como λ > 0, existe una supersolucio´n autosemejante del problema de Cauchy con
dato inicial cero, S. Sea S un desplazamiento en el tiempo de S de forma que u0 ≤ S (u0 esta´ acotado).
Entonces, se tiene en B1
v0t −∆pv0 = 0 ≤ λS
p−1
|x|p ≤ St −∆pS, x ∈ B1, t > 0,
v0(x, 0) = u0(x) ≤ S(x, 0), x ∈ B1,
v0(x, t) = 0 ≤ S(x, t), x ∈ ∂B1, t > 0.
Por lo que se concluye que v˜0 ≤ S, y por recurrencia es fa´cil probar que v˜n ≤ S, ∀n > 0.
F´ıjense T > 0 y R > 0 suficientemente grandes tales que B ⊂ BR+1 y to´mese una funcio´n corte
ϕ = ϕ(x) ∈ C∞0 (BR+1), ϕ ≡ 1 en BR, 0 ≤ ϕ ≤ 1 y |∇ϕ| ≤ C en AR = BR+1 \BR
(no´tese que ϕ no depende de t). Sea QR = BR × (0, T ) y to´mese n > R+ 1 tal que BR+1 ⊂ Bn.
Conside´rese 1 < p < 2N/(N + 2); ya que vn ∈ W 1,p0 (Bn+1) y ϕ ∈ C∞0 (BR+1), entonces vnϕp ∈
W 1,p0 (BR+1). Si se multiplica por vnϕ
p la ecuacio´n satisfecha por vn y se integra, se obtiene∫
BR+1
vntvnϕ
p +
∫
BR+1
〈|∇vn|p−2∇vn,∇(vnϕp)〉 = λ
∫
BR+1
Wnv˜
p−1
n−1vnϕ
p.
Como v˜n−1 ≤ S y vn ≤ S en Bn+1, e integrando en el intervalo [0, T ], se tiene
1
2
∫
BR+1
v2n(x, T )ϕ
p +
∫ T
0
∫
BR+1
|∇vn|pϕp + p
∫ T
0
∫
AR
vnϕ
p−1〈|∇vn|p−2∇vn,∇ϕ〉
≤ 1
2
∫
BR+1
u20ϕ
p + λ
∫ T
0
∫
BR+1
WnS
p
.
97
Usando las desigualdades de Young y Ho¨lder,
1
2
∫
BR+1
v2n(x, T )ϕ
p +
∫ T
0
∫
BR
|∇vn|pϕp +
∫ T
0
∫
AR
|∇vn|pϕp
≤ 1
2
∫
BR+1
u20ϕ
p − p
∫ T
0
∫
AR
vnϕ
p−1〈|∇vn|p−2∇vn,∇ϕ〉+ λ
∫ T
0
∫
BR+1
WnS
p
≤ 1
2
∫
BR+1
u20 + p
∫ T
0
∫
AR
(|∇vn|ϕ)p−1vn|∇ϕ|+ λ
∫ T
0
∫
BR+1
WnS
p
≤ 1
2
∫
BR+1
u20 +
∫ T
0
∫
AR
(|∇vn|ϕ)p + C1(p)
∫ T
0
∫
AR
vpn
+λ
∫ T
0
(∫
BR+1
W
2/(2−p)
n
)(2−p)/2 (∫
BR+1
S
2
)p/2
.
Ya que se pueden simplificar los te´rminos que involucran ϕp|∇vn|p en AR, se obtiene, usando de nuevo
la desigualdad de Young y que vn ≤ S en Bn+1 y Wn ≤ |x|−p,
1
2
∫
BR
v2n(x, T ) +
∫ T
0
∫
BR
|∇vn|p
≤ 1
2
∫
BR+1
u20 + C1(p)
∫ T
0
∫
AR
S
p
+ λ
(
2− p
2
∫ T
0
∫
BR+1
|x|−2p/(2−p) + p
2
∫ T
0
∫
BR+1
S
2
)
.
Si se define
β(T ) =
∫
BR+1
u20 + C1(p)
∫ T
0
∫
AR
S
p
+ λ(2− p)
∫ T
0
∫
BR+1
|x|−2p/(2−p) + λp
∫ T
0
∫
BR+1
S
2
,
entonces β(T ) esta´ uniformemente acotada, porque 1 < p < 2N/(N + 2) y S ∈ Lqloc(IRN ) con q > 2. As´ı
pues, se tiene ∫
BR
v2n(x, T ) ≤ β(T ) ≤ c(λ, p, T,R,N, ||u0||2).
Esto da una cota uniforme para la norma de vn en L2(BR); por otra parte, como∫ T
0
∫
BR
|∇vn|p ≤ β(T ) ≤ c(λ, p, T,R,N, ||u0||2),
se tiene que la sucesio´n vn esta´ uniformemente acotada en el espacio Lp(0, T ;W 1,p(BR)). De esta forma
se puede pasar al l´ımite por el lema 4.3.3 obteniendo una solucio´n global positiva u de (4.1) en D′(QR)
con λ > 0 y 1 < p < 2N/(N + 2).
Ahora, sea 2N/(N + 2) ≤ p < 2N/(N + 1); en este rango, la regularidad de S (ve´ase seccio´n 4.2)
implica que la sucesio´n vn converge en Lq a algu´n v ≤ S, para 1 ≤ q < s ≤ 2; as´ı, no se puede seguir el
argumento anterior para demostrar el resultado de existencia. Se introducen los conjuntos
CR+1,k = BR+1 ∩ {vnϕp ≥ k} CR,k = BR ∩ {vnϕp < k} AR,k = CR+1,k \ CR,k.
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Si se multiplica por Tk(vnϕp) la ecuacio´n satisfecha por vn y se integra en BR+1, se obtiene∫
BR+1
vntTk(vnϕp) +
∫
BR+1
〈|∇vn|p−2∇vn,∇(Tk(vnϕp))〉 = λ
∫
BR+1
Wnv˜
p−1
n−1Tk(vnϕ
p),
es decir (recue´rdese que ϕ no depende de t)
1
2
∫
CR+1,k
(v2n)tϕ
p + k
∫
CR+1,k
vnt +
∫
CR+1,k
〈|∇vn|p−2∇vn,∇(vnϕp)〉 = λ
∫
BR+1
Wnv˜
p−1
n−1Tk(vnϕ
p).
Integrando en [0, T ], se tiene (no´tese que v˜n−1 ≤ S y 0 ≤ ϕ ≤ 1)
1
2
∫
CR+1,k
v2n(x, T )ϕ
p +
∫ T
0
∫
CR+1,k
ϕp|∇vn|p + p
∫ T
0
∫
AR,k
ϕp−1vn〈|∇vn|p−2∇vn,∇ϕ〉
≤ 1
2
∫
CR+1,k
u20ϕ
p + k
∫
CR+1,k
u0 + λk
∫ T
0
∫
BR+1
WnS
p−1
.
Esta u´ltima integral esta´ acotada siempre que 2N/(N +2) ≤ p < 2N/(N +1) y u0 sea acotada. Por otra
parte, no´tese que, si vn < k en BR, entonces vnϕp < k. En otras palabras
BR ∩ {vnϕp < k} ⊃ BR ∩ {vn < k}.
As´ı, usando la desigualdad de Young de forma similar al caso 1 < p < 2N/(N + 2),
1
2
∫
BR∩{vn<k} v
2
n(x, T ) +
∫ T
0
∫
BR∩{vn<k} |∇vn|p +
∫ T
0
∫
AR,k
ϕp|∇vn|p
≤ 1
2
∫
CR+1,k
u20ϕ
p + λkC(R) + p
∫ T
0
∫
AR,k
(ϕ|∇vn|)p−1(vn|∇ϕ|)
≤ 1
2
∫
BR+1
u20 + λkC(R) +
∫ T
0
∫
AR,k
(|∇vn|ϕ)p + C1(p)
∫ T
0
∫
AR,k
vpn.
Por tanto, se pueden simplificar los te´rminos que involucran (|∇vn|ϕ)p en AR,k y, como vn ≤ S en Bn+1,
se obtiene
1
2
∫
BR∩{vn<k}
v2n(x, T ) +
∫ T
0
∫
BR∩{vn<k}
|∇vn|p ≤ 12
∫
BR+1
u20 + λkC(R) + C1(p)
∫ T
0
∫
AR,k
S
p
.
Aunque S ∈ Lqloc para 1 ≤ q < s en el rango 2N/(N +2) ≤ p < 2N/(N +1), ha de notarse que la u´ltima
integral es finita, porque se integra sobre AR,k, que no contiene al origen. Entonces,
1
k
∫ T
0
∫
BR∩{vn<k}
|∇vn|p dxdt ≤M,
donde M no depende de n; esta desigualdad permite emplear los lemas 4.3.4 y 4.3.5, obteniendo la
existencia de una solucio´n u de (4.1) en QR con λ > 0 y 2N/(N +2) ≤ p < 2N/(N +1) en sentido de dis-
tribuciones. Adema´s u ∈ L∞loc((0,∞), Lq(IRN )) y |∇u| ∈ Mp2 , dondeMp2 es el espacio de Marcinkiewitz
y p2 = pq/(q + 1) con 1 ≤ q < s = N(2− p)/p.
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Nota 4.4.4 Este resultado es va´lido para u0 ∈ L2(IRN ). La prueba se obtiene de forma similar mediante
el truncamiento de u0 en cada Bn.
Nota 4.4.5 Mediante me´todos ana´logos se puede hallar una solucio´n de (4.1) en sentido de distribuciones
en el exterior de {0} × (0, T ) para el rango 2N/(N + 1) ≤ p < 2.
4.4.3 Soluciones acotadas de los problemas truncados si 1 < p < 2
Se puede demostrar la existencia de solucio´n de´bil acotada un en Q = Ω×(0, T ) para (4.2) para 1 < p < 2.
Lema 4.4.6 Sea 1 < p < 2. Para cada n, existe una solucio´n de´bil un para el problema truncado (4.2).
Estas soluciones verifican 0 ≤ u1 ≤ u2 ≤ ... ≤ un ≤ ...; adema´s
un ∈ L∞(0, T ;L∞(Ω)) ∩ Lp(0, T ;W 1,p0 (Ω))
para T > 0 fijo.
Demostracio´n. Existe una supersolucio´n del problema truncado (4.2), a saber
φn(t) = (λn(2− p)(t+ T0))1/(2−p), donde T0 ≥ (λnp−1(2− p))−1.
Hay que destacar que esta supersolucio´n es independiente del potencial, so´lo depende del nivel de trun-
camiento. Para los problemas siguientes con k > 0 y n fijo (n ≥ 1) (vn,k)t −∆pvn,k = λWn(x)v˜
p−1
n,k−1, x ∈ Ω, t > 0,
vn,k(x, 0) = Tn(u0(x)), x ∈ Ω,
vn,k(x, t) = 0 x ∈ ∂Ω, t > 0,
con vn,0 = φn, existe una solucio´n de´bil vn,k (ve´anse [40] y [66]). Como vn,0 = φn ≤ vn+1,0 = φn+1
y ya que tanto el potencial como el dato inicial en esos problemas esta´n acotados, por el principio de
comparacio´n de´bil y un argumento de recurrencia se obtiene que vn,k ≤ vn+1,k, k > 0, pues de partida
λWn(x)φp−1n (t) ≤ λWn+1(x)φp−1n+1(t) en Q.
Como consecuencia, tomando los respectivos l´ımites en cada iteracio´n, se concluye que un ≤ un+1. Por
otra parte, estas soluciones de´biles un de los problemas truncados (4.2) esta´n acotadas en Q, para T > 0
fijo, debido a que la supersolucio´n φn esta´ acotada para T > 0 fijo.
4.5 Extincio´n en tiempo finito
4.5.1 Resultados de extincio´n
Sea Ω un dominio acotado en IRN . Si || · ||q denota la norma en el espacio Lq(Ω), se tienen los siguientes
resultados:
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Teorema 4.5.1 Si u es una solucio´n de
ut −∆pu = λu
p−1
|x|p , x ∈ Ω, t > 0,
u(x, 0) = u0(x) ∈ L2(Ω), u0 ≥ 0,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
donde 2N/(N+2) ≤ p < 2 y 0 < λ < λN,p, entonces existe un tiempo finito T ? dependiente de N, p, λ, |Ω|
y ||u0||2 tal que
u(·, t) ≡ 0 ∀t ≥ T ?.
Adema´s 0 < T ? ≤ γ1||u0||2−p2 |Ω|
p
2+
p
N−1, donde γ1 es una constante positiva que depende so´lo de N, p, λ.
Demostracio´n. No´tese que 2N/(N + 2) ≤ p < 2 implica s = N(2− p)/p ≤ 2 y p∗ > 2. La parte a) de
la prueba del teorema 4.4.1 muestra la existencia de una solucio´n u a este problema. Si se multiplica la
ecuacio´n por u y se integra en Ω, se tiene por la desigualdad de Hardy
1
2
d
dt
||u(x, t)||22 +
∫
Ω
|∇u(x, t)|p dx = λ
∫
Ω
up
|x|p dx ≤ λλ
−1
N,p
∫
Ω
|∇u(x, t)|p dx.
Entonces, si λ < λN,p, existe γ = γ(N, p, λ) > 0 tal que
1
2
d
dt
||u(x, t)||22 + γ
∫
Ω
|∇u(x, t)|p dx ≤ 0.
Ahora, si 2N/(N +2) ≤ p, entonces p∗ = Np/(N − p) ≥ 2, y ||u(x, t)||p∗ ≤ γN,p||∇u(x, t)||p. Por lo tanto
1
2
d
dt
||u(x, t)||22 + γ||u(x, t)||pp∗ ≤ 0.
La desigualdad de Ho¨lder implica que
∫
Ω
|u(x, t)|2 dx ≤ |Ω|(p∗−2)/p∗
∫
Ω
|u(x, t)|p∗ dx
2/p
∗
.
As´ı
1
2
d
dt
||u(x, t)||22 + γ1|Ω|1−p/2−p/N ||u(x, t)||p2 ≤ 0,
y se obtiene
||u(x, T )||2 ≤ ||u0||2
(
1− (2− p)γ1|Ω|
1−p/2−p/NT
||u0||2−p2
)1/(2−p)
+
.
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Teorema 4.5.2 Conside´rese Ω ⊂ IRN un dominio acotado y sea u la solucio´n de
ut −∆pu = λu
p−1
|x|p , x ∈ Ω, t > 0,
u(x, 0) = u0(x) ∈ L2(Ω) ∩ Ls(Ω), u0 ≥ 0,
u(x, t) = 0 x ∈ ∂Ω, t > 0,
(4.5)
obtenida como el l´ımite de la sucesio´n un de soluciones del problema truncado correspondiente (4.2),
donde 1 < p < 2N/(N + 2) (s = N(2 − p)/p > 2) y 0 < λ < µN,p. Entonces existe un tiempo finito T ?
dependiente so´lo de N, p, λ y u0, tal que
u(·, t) ≡ 0 ∀t ≥ T ?.
Adema´s
0 < T ? ≤ γ2||u0||2−ps , 1 < p <
2N
N + 2
,
donde γ2 es una constante positiva que depende so´lo de N, p, λ.
Demostracio´n. Teniendo en cuenta que un ∈ L∞(Ω)∩W 1,p0 (Ω) por el lema 4.4.6, us−1n es una funcio´n
test admisible. Al multiplicar por us−1n la ecuacio´n verificada por un, se tiene
1
s
d
dt
||un(x, t)||ss + µN,pλ−1N,p
∫
Ω
|∇u(p+s−2)/pn (x, t)|p dx = λ
∫
Ω
Wn(x)up+s−2n (x, t) dx. (4.6)
Como ∫
Ω
|∇u(p+s−2)/pn |p = (s− 1)
λN,p
µN,p
∫
Ω
us−2n |∇un|p,
se puede concluir que u(p+s−2)/pn ∈ W 1,p0 (Ω); por tanto, usando la desigualdad de Hardy en el segundo
miembro de (4.6), se obtiene
1
s
d
dt
||un(x, t)||ss + µN,pλ−1N,p
∫
Ω
|∇u(p+s−2)/pn (x, t)|p dx ≤ λλ−1N,p
∫
Ω
|∇u(p+s−2)/pn (x, t)|p dx.
Si λ < µN,p, entonces existe γ = γ(N, p, λ) > 0, tal que
1
s
d
dt
||un(x, t)||ss + γ
∫
Ω
|∇u(p+s−2)/pn (x, t)|p dx ≤ 0.
Aplicando la desigualdad de Sobolev,
∫
Ω
usn(x, t) dx =
∫
Ω
up
∗(p+s−2)/p
n (x, t) dx ≤ γN,p
∫
Ω
|∇u(p+s−2)/pn (x, t)|p dx
N/(N−p) ,
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y se obtiene
1
s
d
dt
||un(x, t)||ss + γ2||un(x, t)||p+s−2s ≤ 0.
Por tanto se concluye que
||un(x, T )||s ≤ ||u0||s
(
1− (2− p)γ2T||u0||2−ps
)1/(2−p)
+
.
Es decir, existe un tiempo finito de extincio´n uniforme para cualquier solucio´n del problema truncado
correspondiente a (4.5). Como u se obtiene como l´ımite de la sucesio´n no decreciente un (ve´ase lema
4.4.6) entonces existe un tiempo finito de extincio´n T ? para u tambie´n, a saber,
0 < T ? ≤ γ2||u0||2−ps .
Nota 4.5.3 En las hipo´tesis del resultado anterior, se tiene tambie´n que la solucio´n u obtenida como
l´ımite de la sucesio´n de soluciones de los problemas truncados pertenece a Ls(Ω), s > 2.
Nota 4.5.4 Si λ = 0, o sea, en el caso homoge´neo, resultados similares han sido demostrados en [40],
Cap. VIII, Sec. 2 y 3 (ve´ase tambie´n [59]), los cuales dependen solo de N y p (si λ < 0 se obtienen
resultados similares). Sin embargo, si λ > 0, entonces λ debe ser suficientemente pequen˜o para que haya
extincio´n en tiempo finito.
Nota 4.5.5 Queda como problema abierto la siguiente cuestio´n: la existencia de extincio´n en tiempo
finito para alguna solucio´n de (4.5) con λ ∈ [µN,p, λN,p] (en dominios acotados y en IRN ). De alguna
forma, esto es equivalente a un resultado de unicidad en la clase de regularidad Ls, ya que es posible
hallar soluciones en IRN que no tienen extincio´n en tiempo finito en este rango de λ y que no esta´n en
Ls (ve´ase subseccio´n 4.5.2).
Hay que enfatizar que la estimacio´n del tiempo de extincio´n obtenida en el teorema 4.5.2 no depende
de |Ω| para λ < µN,p ≤ λN,p. Este es el resultado principal que se usara´ en la prueba de la extincio´n en
tiempo finito para el problema de Cauchy con 0 < λ < µN,p y 1 < p < 2N/(N + 2).
Teorema 4.5.6 Si 1 < p < 2N/(N +2), 0 < λ < µN,p y u0 ∈ L2(IRN )∩Ls(IRN ), s = N(2−p)/p, existe
un tiempo finito de extincio´n T ? (dependiente so´lo de N, p, λ y ||u0||s) para u, solucio´n de (4.1) obtenida
en el teorema 4.4.1, tal que
u(·, t) ≡ 0 ∀t ≥ T ?,
y
0 < T ? ≤ γ2||u0||2−ps ,
donde γ2 es una constante positiva dependiente so´lo de N, p, λ.
Demostracio´n. En estas hipo´tesis, se puede usar el teorema 4.4.1 para obtener u, una solucio´n de
(4.1) como el l´ımite de la sucesio´n uk formada por las soluciones aproximadas de (4.4). Cada uk tiene
un tiempo finito de extincio´n que no depende del dominio y esta´ uniformemente acotado por el teorema
4.5.2. Por tanto, existe un tiempo finito de extincio´n para u.
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Nota 4.5.7 Si se toma un dominio no acotado Ω en lugar de IRN , se puede usar una sucesio´n de dominios
anidados con medida finita aproximando Ω para obtener las mismas conclusiones. En particular, hay que
notar que las pruebas de las proposiciones 4.5.1 y 4.5.2 son tambie´n va´lidas para un dominio no acotado
con medida finita.
4.5.2 Resultados de no extincio´n
En esta subseccio´n se demostrara´ que para λ > λN,p no existe extincio´n en tiempo finito para las
soluciones de (4.3) en dominios acotados con dato inicial positivo y, como consecuencia para las soluciones
del problema de Cauchy. Para terminar esta subseccio´n se demostrara´ que existe al menos una solucio´n
al problema de Cauchy (4.1) con µN,p < λ ≤ λN,p que no tiene extincio´n en tiempo finito; la existencia
de la solucio´n autosemejante S para este rango de λ juega un papel fundamental en la prueba de este
resultado.
Teorema 4.5.8 Sea Ω ⊂ IRN un dominio acotado y conside´rese u, una solucio´n del problema original
(4.3) con λ > λN,p y 1 < p < 2. Entonces, no existe tiempo de extincio´n finito para u.
Demostracio´n. En la seccio´n 8 de [49] se demuestra, siguiendo las ideas en [44], que, si c es suficien-
temente pequen˜o, w(x, t) = ct1/(2−p)φ1(x) es una subsolucio´n del problema
ut −∆pu = λu
p−1
|x|p , x ∈ Ω, t > 0,
u(x, 0) = 0, x ∈ Ω,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
para λ > λN,p, donde φ1 verifica{ −∆pφ1 = λ1(n)Wn(x)φp−11 , x ∈ Ω,
φ1(x) = 0, x ∈ ∂Ω,
siendo λ1(n) el primer autovalor del problema anterior, para n suficientemente grande. Entonces w es
tambie´n una subsolucio´n del problema (4.3). Como w no puede tener extincio´n en tiempo finito, no existe
extincio´n en tiempo finito para cualquier solucio´n de (4.3) (obse´rvese que w(x, 0) = 0).
Nota 4.5.9 Como consecuencia del teorema 4.5.8, se concluye que no existe extincio´n en tiempo finito
para cualquier solucio´n del problema de Cauchy correspondiente si λ > λN,p y u0(x) > 0 en una bola de
IRN .
Adema´s, si se toma λ > µN,p, se sabe que existe una solucio´n autosemejante S del problema de
Cauchy con dato inicial cero en el rango 1 < p < 2N/(N + 1) (ve´ase seccio´n 4.2). De esta manera
se obtiene para el mismo problema una solucio´n con extincio´n en tiempo finito (la solucio´n trivial) y
una solucio´n que no tiene extincio´n en tiempo finito (S; obse´rvese que S 6∈ Ls). Se demostrara´ que, en
este rango, existe al menos una solucio´n del problema de Cauchy con dato inicial positivo que no tiene
extincio´n en tiempo finito.
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Teorema 4.5.10 Si 1 < p < 2N/(N+1), µN,p < λ, u0 ≥ δ > 0 en una bola B y existe un desplazamiento
en el tiempo de S, S, tal que u0 ≤ S, entonces existe una solucio´n del problema de Cauchy (4.1) que no
se extingue en tiempo finito.
Demostracio´n. Supo´ngase que u0 esta´ acotada (si no, se puede tomar Tk(u0)). Conside´rese la siguiente
iteracio´n para k > 0: 
vkt −∆pvk = λ
v˜p−1k−1
|x|p , x ∈ Bk, t > 0,
vk(x, 0) = u0(x), x ∈ Bk,
vk(x, t) = S(x, t), x ∈ ∂Bk, t > 0,
(4.7)
donde v0 = S, v˜k = vk en Bk, v˜k = S en IRN\Bk, Bk siendo la bola de radio k centrada en el origen en IRN .
Para T > 0 fijo, se estudian separadamente los casos 1 < p < 2N/(N+2) y 2N/(N+2) ≤ p < 2N/(N+1):
a) Supo´ngase 1 < p < 2N/(N +2); en este rango se sabe que S ∈ Lp(0, T ;W 1,p(B1)) (ve´ase seccio´n
4.2). Adema´s, mediante un ca´lculo similar al desarrollado en la prueba del lema 4.3.2 a), se tiene
S
p−1
|x|p ∈ L
p′(0, T ;W−1,p
′
(B1)).
Por tanto, como St ∈ Lp′(0, T ;W−1,p′(B1)) tambie´n, y v1 = S en ∂B1, se pueden aplicar los resultados
de [66], obteniendo la existencia de una solucio´n u´nica al problema correspondiente a k = 1, a saber,
v1 ∈ C(0, T ;L2(B1)) ∩ Lp(0, T ;W 1,p(B1)).
As´ı, v˜1 ∈ Lp(0, T ;W 1,p(B2)) y |x|−pv˜p−11 ∈ Lp
′
(0, T ;W−1,p
′
(B2)), que a su vez implica la existencia de
v2, una solucio´n del problema correspondiente a k = 2, etc. Adema´s,
v1t −∆pv1 = λS
p−1
|x|p = St −∆pS, x ∈ B1, t > 0,
v1(x, 0) = u0(x) ≤ S(x, 0), x ∈ B1,
v1(x, t) = S(x, t) ≤ S(x, t), x ∈ ∂B1, t > 0,
y
v1t −∆pv1 = λS
p−1
|x|p ≥ λ
Sp−1
|x|p = St −∆pS, x ∈ B1, t > 0,
v1(x, 0) = u0(x) ≥ 0 = S(x, 0), x ∈ B1,
v1(x, t) = S(x, t), x ∈ ∂B1, t > 0,
por lo que se concluye que
S ≤ v1 ≤ v0 = S en B1.
Ahora, si se supone S ≤ vk−1 ≤ S en Bk−1, de forma similar, vk verifica S ≤ vk ≤ S en Bk. Si se toma
ahora una funcio´n corte ϕ y se sigue la prueba del teorema 4.4.3 se puede pasar al l´ımite y obtener una
solucio´n v del problema de Cauchy que no se extingue en tiempo finito, ya que las soluciones aproximadas
vk implican que v ≥ S.
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b) Si 2N/(N + 2) ≤ p < 2N/(N + 1), entonces S ∈ Lqloc(IRN ) para 1 ≤ q < s (ve´ase la seccio´n 4.2).
Supo´ngase k = 1 y to´mense los problemas aproximados, para n > 0, wnt −∆pwn = λfn = λTn(|x|
−pS
p−1
), x ∈ B1, t > 0,
wn(x, 0) = u0(x), x ∈ B1,
wn(x, t) = Tn(S(x, t)), x ∈ ∂B1, t > 0.
(4.8)
Como el segundo miembro en la ecuacio´n anterior y el dato de borde son ambos acotados, se pueden
aplicar los resultados en [66] para obtener la existencia de una u´nica solucio´n wn ∈ Lp(0, T ;W 1,p(B1)).
Adema´s, se puede probar que wn ≤ S, ya que (wn − S)+ = 0 en la frontera parabo´lica del cilindro
B1 × (0, T ),
(wn − S)t − (∆pwn −∆pS) = λ(Tn(|x|−pSp−1)− |x|−pSp−1) ≤ 0,
y se puede tomar (wn − S)+ como funcio´n test para integrar la desigualdad anterior, lo que da wn ≤ S.
De la misma manera se puede demostrar que
w1 ≤ w2 ≤ ... ≤ wn ≤ ... ≤ S.
Es decir, se tiene una sucesio´n mono´tona en Lp(0, T ;W 1,p(B1)) uniformemente acotada por S. Si se define
v1 = lim
n→∞wn ≤ S,
se puede seguir como en la prueba del teorema 4.4.3 (multiplicando por Tl(wnϕp) la ecuacio´n satisfecha
por wn, donde ϕ es una funcio´n corte en una bola B ⊂ B1 que no depende de t) para demostrar
1
l
∫ T
0
∫
B∩{wn<l}
|∇wn|p dxdt ≤M,
donde M no depende de l.
Por tanto, existe v1 ≤ S verificando la ecuacio´n (4.7) correspondiente a k = 1 en D′(B × (0, T )),
para cualquier bola B ⊂ B1 y v1(x, 0) = u0(x) en B1, v1(x, t) = S(x, t) en ∂B1, ya que v1 es el l´ımite
puntual de las soluciones aproximadas wn. Repitiendo este procedimiento para cada k > 1, se obtiene
una solucio´n vk de la ecuacio´n (4.7) correspondiente a k en D′(BR × (0, T )), donde BR es cualquier bola
de IRN , para k suficientemente grande.
De esta forma, se ha hallado para 2N/(N + 2) ≤ p < 2N/(N + 1) una sucesio´n de funciones
uniformemente acotada superiormente por S y, por recurrencia, acotada inferiormente por S ≤ vk en Bk.
As´ı, usando los argumentos empleados en la prueba del teorema 4.4.3, se puede hallar una solucio´n v del
problema de Cauchy (4.1) como el l´ımite de vk si k →∞, donde µN,p < λ y 2N/(N+2) ≤ p < 2N/(N+1),
sin extincio´n en tiempo finito, ya que la cota inferior de las soluciones aproximadas vk implican que v ≥ S.
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4.6 Resultados adicionales
Sea Ω ⊂ IRN un dominio acotado y to´mese 1 < p < 2, N > p. Conside´rese el problema ut −∆pu = λV (x)u
p−1, x ∈ Ω ⊂ IRN , t > 0, λ > 0,
u(x, 0) = u0(x) ∈ L2(Ω), u0(x) ≥ 0,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
(4.9)
con V ∈ Lq(Ω), q > 1, y V (x) ≥ 0. Se puede probar la existencia de una solucio´n de (4.9) para λ
suficientemente pequen˜o y q suficientemente grande, mediante las te´cnicas usadas en la seccio´n 4.4. Este
es un caso particular del problema general siguiente ut −∆pu = λV (x)f(u), x ∈ Ω ⊂ IR
N , t > 0,
u(x, 0) = u0(x) ∈ L2(Ω), u0(x) ≥ 0,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
(4.10)
donde se supone que f(σ) es una funcio´n continua no decreciente para σ ≥ 0, f(0) = 0, y f(σ) > 0 para
σ ∈ (0,M ]. En algunos casos, se puede demostrar la existencia de una solucio´n de (4.10) (las pruebas
de los siguientes resultados solo contienen las estimaciones principales para pasar al l´ımite en la forma
indicada en la seccio´n 4.4).
4.6.1 Existencia global con dato inicial no acotado
Teorema 4.6.1 A) Si existe algu´n η ∈ [0, 2] tal que V ∈ L2/(2−η)(Ω) y
f(σ)
ση−1
→ C ≥ 0 si σ →∞,
entonces existe una solucio´n global de (4.10) tal que
u ∈ L∞loc([0,∞);L2(Ω)) ∩ Lploc((0,∞);W 1,p0 (Ω)).
B) Si 1 < p < 2N/(N + 2), s = N(2− p)/p > 2, V ∈ Ls/(2−η)(Ω) para algu´n η ∈ [0, 2] y
f(σ)
ση−1
→ C ≥ 0 si σ →∞,
entonces existe una solucio´n global de (4.10) verificando
u ∈ L∞loc([0,∞);Ls(Ω)), u(p+s−2)/p ∈ Lploc((0,∞);W 1,p0 (Ω)).
Demostracio´n. A) Sea u una solucio´n del problema (4.10). Para T > 0, se tiene, usando las desigual-
dades de Ho¨lder y Young e integrando en [0, T ],
1
2
∫
Ω
u2(x, T ) dx +
∫ T
0
∫
Ω
|∇u(x, t)|p dxdt
≤ 1
2
∫
Ω
u20(x) dx+ CqT
∫
Ω
V q(x) dx+
∫ T
0
∫
Ω
(f(u(x, t))u(x, t))q
′
dxdt.
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Por hipo´tesis, existe algu´n η ∈ [0, 2] tal que V ∈ Lq(Ω), con q = 2/(2− η); esto implica que
(f(σ)σ)q
′
σ2
=
(
f(σ)
σ(q−2)/q
)q′
=
(
f(σ)
ση−1
)q′
→ C si σ →∞.
Por tanto (f(u)u)q
′ ≤ Cu2; en otras palabras,
1
2
∫
Ω
u2(x, T ) dx +
∫ T
0
∫
Ω
|∇u(x, t)|p dxdt
≤ 1
2
∫
Ω
u20(x) dx+ CqT
∫
Ω
V q(x) dx+ C
∫ T
0
∫
Ω
u2(x, t) dxdt.
La desigualdad de Gronwall implica que∫
Ω
u2(x, T )dx ≤ eCT
∫
Ω
(u20(x) + CqTV
q(x)) dx.
O sea, u(·, T ) ∈ L2(Ω), y u ∈ L∞loc([0,∞);L2(Ω)). Adema´s, se tiene tambie´n∫ T
0
∫
Ω
|∇u(x, t)|p dxdt <∞,
por lo que u ∈ Lploc([0,∞) :W 1,p0 (Ω)).
B) Al multiplicar la ecuacio´n que verifican las soluciones un de los problemas truncados correspon-
dientes a (4.10) (que esta´n acotadas por el lema 4.4.6) por us−1n e integrando en [0, T ] para T > 0 se
tiene, usando las desigualdades de Ho¨lder y Young,
1
s
∫
Ω
usn(x, T ) dx +
µN,p
λN,p
∫ T
0
∫
Ω
|∇u(p+s−2)/pn (x, t)|p dxdt
≤ 1
s
∫
Ω
us0(x) dx+ CqT
∫
Ω
V q(x) dx+
∫ T
0
∫
Ω
(f(u(x, t))us−1n (x, t))
q′ dxdt.
Por hipo´tesis, existe algu´n η ∈ [0, 2] tal que q = s/(2− η); esto implica que
(f(σ)σs−1)q
′
σs
=
(
f(σ)
σ(q−s)/q
)q′
=
(
f(σ)
ση−1
)q′
→ C si σ →∞.
Por tanto (f(un)us−1n )
q′ ≤ Cusn; es decir,
1
s
∫
Ω
usn(x, T ) dx +
µN,p
λN,p
∫ T
0
∫
Ω
|∇u(p+s−2)/pn (x, t)|p dxdt
≤ 1
s
∫
Ω
us0(x) dx+ CqT
∫
Ω
V q(x) dx+ C
∫ T
0
∫
Ω
usn(x, t) dxdt.
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La desigualdad de Gronwall implica que∫
Ω
usn(x, T )dx ≤ eCT
∫
Ω
(us0(x) + CqTV
q(x)) dx.
Pasando al l´ımite en la sucesio´n no decreciente un, se tiene u(x, T ) ∈ Ls(Ω), y as´ı u ∈ L∞loc([0,∞);Ls(Ω)).
Por otra parte, tambie´n se tiene u(p+s−2)/p ∈ Lploc((0,∞);W 1,p0 (Ω)).
Nota 4.6.2 Si 1 < p < 2N/(N + 2), entonces existe η tal que p < η < 2 y 2/(2 − η) < N/p. As´ı
pues, el teorema 4.6.1 implica la existencia de una solucio´n global de (4.10) para V supercr´ıtico (ve´ase la
introduccio´n de esta Memoria) y η superdifusivo.
4.6.2 Algunas notas sobre unicidad
Lema 4.6.3 Conside´rese el problema ut −∆pu = λf(u), x ∈ Ω ⊂ IR
N , t > 0,
u(x, 0) = 0,
u(x, t) = 0, x ∈ ∂Ω, t > 0.
(4.11)
Si existe algu´n η tal que 1 < p < η ≤ 2 y
f(σ)
ση−1
→ C para σ → 0,
entonces la solucio´n u´nica a este problema es u ≡ 0.
Demostracio´n. El caso 2N/(N + 2) ≤ p < 2 ha sido esencialmente estudiado en [49], lema 8.6. Si
1 < p < 2N/(N + 2), se puede seguir un argumento similar multiplicando la ecuacio´n que verifican
las soluciones un de los problemas truncados correspondientes a (4.11) por us−1n , que en virtud de lo
estudiado en la subseccio´n 4.4.3 son acotadas. Entonces
1
s
∫
Ω
usn(x, T ) dx+
µN,p
λN,p
∫ T
0
∫
Ω
|∇u(p+s−2)/pn (x, t)|p dxdt =
∫ T
0
∫
Ω
f(un(x, t))us−1n (x, t) dxdt.
Aplicando la desigualdad de Sobolev, se tiene
1
s
∫
Ω
usn(x, T ) dx+ CN,p
∫ T
0
∫
Ω
usn(x, t) dx
(N−p)/N dt ≤ ∫ T
0
∫
Ω
f(un(x, t))us−1n (x, t) dxdt.
Haciendo ahora yn(t) ≡ (
∫
Ω
usn(x, t) dx)
1/s, para T > 0 suficientemente pequen˜o, se obtiene
0 ≤ ysn(T ) ≤
∫ T
0
(λC|Ω|yη+s−2n (t)− CN,pyp+s−2n (t)) dt.
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Como η > p, esto implica que yn(T ) ≡ 0 para cada T > 0, es decir, un ≡ 0, por lo que el l´ımite verifica
u ≡ 0.
Con respecto a la no unicidad, supo´ngase que f es co´ncava en [0,M ] con∫ M
0
dσ
f−1(σ)
<∞.
Se puede comprobar que, en estas hipo´tesis, h(σ) = σ/f(σ) es una funcio´n creciente y h(σ)→ 0 si σ → 0.
Adema´s, si µ = µ(t) viene dada por ∫ µ
0
dσ
f(σ)
= t t ≥ 0,
entonces µ esta´ bien definida, es continua y positiva en [0, t0], donde
t0 =
∫ M
0
dσ
f(σ)
y µ resuelve {
dµ
dt
= f(µ), 0 ≤ t ≤ t0,
µ(0) = 0.
To´mese λ1 el primer autovalor de −∆p en el dominio acotado Ω con dato cero en el borde, con la
correspondiente autofuncio´n normalizada φ1 ≤ 1 (ve´ase [44]). Entonces se puede probar el siguiente
lema:
Lema 4.6.4 Conside´rese el problema (4.10) donde 1 < p < 2, V ≡ 1, u0 ≡ 0. Si f es co´ncava en [0,M ]
con ∫ M
0
dσ
f−1(σ)
<∞
y
σp−1
f(σ)
=
h(σ)
σ2−p
→ C si σ → 0,
donde C ∈ [0, λ−11 ), entonces existe τ > 0 tal que la solucio´n de (4.10) no es u´nica en 0 ≤ t ≤ τ ,
0 ≤ u ≤M .
Nota 4.6.5 Por ejemplo, se pueden aplicar los lemas 4.6.3 y 4.6.4 a los siguientes casos:
(a) Si f(σ) = λση−1, donde p < η ≤ 2, se tiene unicidad.
(b) Si f(σ) = λση−1, donde 1 < η < p o f(σ) = σp−1 con λ > λ1, entonces se tiene no unicidad.
Hay que notar que la no unicidad para dato inicial cero implica la no existencia de tiempo finito de
extincio´n para las soluciones de los problemas correspondientes con dato inicial no negativo (ve´ase pro´xima
subseccio´n).
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4.6.3 Extincio´n en tiempo finito
Si u es una solucio´n de (4.9), usando la desigualdad de Ho¨lder y siguiendo la prueba del teorema 4.5.1 se
tiene
||u(x, T )||2 ≤ ||u0||2
(
1− (2− p)γ|Ω|
1−p/2−p/NT
||u0||2−p2
)1/(2−p)
+
para 2N/(N + 2) ≤ p < 2, q > N/p, λ < (C||V ||q)−1 y γ = γ(N, p,Ω, λ) > 0. Por ejemplo, en el caso
particular V (x) = |x|−β , se obtiene el resultado para β < p.
Sean µN,p, s definidas en la seccio´n 4.2. Si 1 < p < 2N/(N+2) (s > 2), entonces se puede multiplicar
la ecuacio´n del problema truncado correspondiente a (4.9) (ve´ase la seccio´n 4.3) por us−1n , donde un es
la solucio´n de´bil del problema truncado. Entonces se tiene, usando de nuevo la desigualdad de Ho¨lder y
siguiendo la prueba del teorema 4.5.2, ya que la supersolucio´n φn introducida en la subseccio´n 4.4.3 no
depende del potencial V ,
||un(x, T )||s ≤ ||u0||s
(
1− (2− p)γT||u0||2−ps
)1/(2−p)
+
,
donde λ < CN,p||V ||−1q (de nuevo, cuanto menor es ||V ||q, mayor es el rango para λ), y γ depende de
N, p, λ y ||V ||q con q = N/p. Por tanto, se tiene el resultado para la solucio´n u de (4.9) obtenida como
l´ımite de la sucesio´n no decreciente un.
De esta manera se puede ver que existe un tiempo de extincio´n finito para las soluciones de (4.9) si
λ es lo suficientemente pequen˜o.
Conside´rese ahora φ1, una solucio´n del problema el´ıptico de autovalores{ −∆pφ1 = λ1V (x)φp−11 , x ∈ Ω ⊂ IRN ,
w(x) = 0, x ∈ ∂Ω, (4.12)
donde V ∈ Lq(Ω), con q > N/p, y λ1 es el primer autovalor para −∆p con peso V en Ω y dato cero en
el borde, esto es,
λ1 = inf
φ∈W 1,p0 (Ω)
∫
Ω
|∇φ|p∫
Ω
V (x)φp
.
Entonces, multiplicando la ecuacio´n en (4.9) por u, se tiene, para λ < λ1,
1
2
d
dt
||u(x, t)||22 + γ
∫
Ω
|∇u(x, t)|p dx ≤ 0
con γ > 0, de modo que se tiene de nuevo la estimacio´n anterior para el tiempo finito de extincio´n de u
si 2N/(N + 2) ≤ p < 2 (ve´ase prueba del teorema 4.5.1).
Si se multiplica la ecuacio´n satisfecha por la solucio´n de´bil un del problema truncado correspondiente
a (4.9) por us−1n , y λ << λ1, existe γ > 0 tal que
1
s
d
dt
||un(x, t)||ss + γ
∫
Ω
|∇u(p+s−2)/pn (x, t)|p dx ≤ 0,
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y se obtiene de nuevo extincio´n en tiempo finito para las soluciones de (4.9) obtenidas como l´ımite de la
sucesio´n un, 1 < p < 2N/(N + 2), independientemente del dominio (ve´ase prueba del teorema 4.5.2).
En particular, si se tiene V ∈ Lq(IRN ), q > N/p, y λ < λ1µN,p/λN,p, entonces existe un tiempo de
extincio´n finito para las soluciones del problema de Cauchy correspondiente que se obtienen como l´ımite
conforme k → ∞ de las soluciones uk de los problemas de Dirichlet (4.9) en Ω = Bk, la bola de radio k
centrada en el origen de IRN .
Por otra parte, si λ > λ1, entonces cualquier solucio´n de (4.9) no puede tener extincio´n en tiempo
finito, ya que w(x, t) = ct1/(2−p)φ1(x) es una subsolucio´n positiva de (4.9), para c suficientemente
pequen˜o (ve´ase la prueba del teorema 4.5.8). As´ı existe un hueco para los valores de λ (el intervalo
[λ1µN,p/λN,p, λ1]) en el que la cuestio´n de la existencia de un tiempo finito de extincio´n permanece
abierta.
Por tanto se pueden resumir los resultados obtenidos en el siguiente teorema:
Teorema 4.6.6 Si 1 < p < 2 y u es una solucio´n de (4.9) entonces existe un tiempo finito T ? dependiente
solo de N, p, λ, u0 y ||V ||q tal que
u(·, t) ≡ 0 ∀t ≥ T ?.
Adema´s
0 < T ? ≤ γ1||u0||2−p2 |Ω|p/2+p/N−1, q > N/p, λ < λ1, 2N/(N + 2) ≤ p < 2,
0 < T ? ≤ γ2||u0||2−ps , 1 < p < 2N/(N + 2), q > N/p, λ < λ1
µN,p
λN,p
,
0 < T ? ≤ γ2||u0||2−ps , 1 < p < 2N/(N + 2), q = N/p, λ < γ−(N−p)/NN,p ||V ||−1q
µN,p
λN,p
,
donde γ1 y γ2 son constantes positivas dependientes so´lo de N, p, λ y ||V ||q.
No´tese que |x|−p ∈ ∩Lqloc(IRN ) para cada q < N/p.
Nota 4.6.7 Un resultado similar se obtiene para una solucio´n de (4.10) donde la no linealidad general
f(σ) verifica f(σ) ≤ Cσp−1, para 1 < p < 2, es decir, existe un tiempo finito de extincio´n si
1. λ < λ1/C para 2N/(N + 2) ≤ p ≤ 2.
2. λ < λ1µN,p/(CλN,p) para 1 < p ≤ 2N/(N + 2).
4.7 Ape´ndice: enunciado del Teorema de Boccardo-Murat
Lo formulamos solo para el caso del p-Laplaciano. Sea Q = Ω× [0, T ).
Teorema 4.7.1 Sea {un} sucesio´n de soluciones en el sentido de D′(Q) de las ecuaciones
unt −∆pun = fn + gn
Supongamos que:
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1. un ⇀ u de´bilmente en Lp(0, T ;W 1,p(Ω)).
2. fn → f fuertemente en Lp′(0, T ;W−1,p′(Ω)), 1/p+ 1/p′ = 1.
3. gn ∈ L1(Q), g ∈ L1(Q) y gn ⇀ g de´bilmente en L1(Q).
Entonces para k > 0 fijo
∇Tk(un)→ ∇Tk(u) fuertemente en (Lploc(Q))N ,
donde Tk es el operador de truncamiento.
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