Abstract. For a fixed parabolic subalgebra p of gl(n, C) we prove that the centre of the principal block O p 0 of the parabolic category O is naturally isomorphic to the cohomology ring H * (Bp ) of the corresponding Springer fibre. We give a diagrammatic description of O p 0 for maximal parabolic p and give an explicit isomorphism to Braden's description of the category of B-equivariant perverse sheaves on Grassmannians Perv B (G(k, n)). As a consequence Khovanov's algebra H n is realised as the endomorphism ring of some object from Perv B (G(n, n)) which corresponds under localisation and the Riemann-Hilbert correspondence to a full projective-injective module in the corresponding category O p 0 . From there one can deduce that Khovanov's tangle invariants are obtained from the more general functorial invariants in [43] by restriction.
Introduction
Let G = GL(n, C) be the general linear group with subgroup B given by all invertible upper triangular matrices. Let g = gl(n, C) and b be their Lie algebras and let W be the Weyl group W = S n . Let µ = (µ 1 , µ 2 , . . . , µ r ) be positive integers summing up to n. Then we have the parabolic subalgebra p ⊇ b of g with Levi subalgebra gl µ1 ⊕ gl µ2 ⊕ . . . ⊕ gl µr , Weyl group W p = S µ1 × S µ2 × . . . × S µr , and P the corresponding parabolic subgroup of G. Let x µ ∈ g be a nilpotent element whose Jordan Normal Form has blocks of size µ i , 1 ≤ i ≤ r. Let u µ = Id +x µ be the corresponding unipotent element. Let B = G/B, the variety of full flags in C n . Associated to µ we have the partial flag variety G/P . We also have the variety F uµ of u µ -fixed points on the other hand: F uµ is a Springer fibre associated with p; we denote it by B p .
Let O p 0 be the principal block in the category of highest weight modules for g which are locally finite for p. If p = b then O p 0 is the principal block of the ordinary Bernstein-Gelfand-Gelfand category O. The category O p 0 is equivalent to mod −A p , the category of finitely generated modules over the (finite dimensional) endomorphism algebra A p of a minimal projective generator of O p 0 ; it is also equivalent to the category of B-equivariant perverse sheaves on G/P (via localisation and the Riemann-Hilbert correspondence).
Centres and Springer fibres. The first result of the paper generalises Soergel's results from [36] , confirms [26, Conjecture 3] and gives an explicit description of the centre Z(A p ) of A p :
There is a canonical isomorphism of algebras H * (B p ) ∼ = Z(A p ).
In particular, up to isomorphism, Z(A p ) only depends on the parts of µ, not on the order in which they appear.
This theorem was independently proved by Jonathan Brundan ([11] ) using different techniques. His approach ( [11] ) also works for singular blocks and provides an explicit description of these centres as quotients of polynomial rings.
The cohomology of Springer fibres H * (B p ) was used by Springer ([40] ) to construct the irreducible representations of the symmetric group S n . In particular, he defined an S n -action on H * (B p ). From the isomorphism above we get an induced S n -action on Z(A p ). In Section 3 we give a functorial interpretation of this S n -action on Z(A p ) as follows. Let B W be the underlying braid group. Jantzen's translation functors can be used to define a (weak) braid group action on the bounded derived category of O p 0 (see e.g. [43] , [5] , [35] ). The resulting functors are the derived functors of Irving's shuffling functors (see Section 3.3). Since these functors are tilting functors, they induce a braid group action on the centre of O p 0 , hence on Z(A p ). Now the natural map can : Z(A b ) → Z(A p ) is B W -equivariant (Theorem 3.4.2) and if b = p then the braid group action factors through an action of S n (Lemma 3.4.1). A very recent result of Brundan ([10] ) says that can is surjective, hence there is an S n -action on Z(A p ) as well. This is the S n -action we are looking for. Together with the theorem above and the main result from either [13] or [45] it follows that Z(O The main idea of the proof of Theorem 1 is as follows: From Soergel's Endomorphismensatz and Struktursatz [36] we get an isomorphism H * (B) ∼ = Z(A b ) of rings. On the other hand we have the restriction map Z(A b ) → Z(A p ). We first show that the kernel of the canonical map H * (B) → H * (B p ) is contained in the kernel of Z(A b ) → Z(A p ) using deformation theory (following [36] ). This is based on the results of [45] and a handy description of H * (B p ) as a quotient of S(h) along the lines of [16] . To show that the induced map Φ p : H * (B p ) → Z(A p ) is injective it is enough to show that it is injective on its socle (considered as an H * (B)-module). The main idea here is that the top degrees of H * (B p ) and Z(A p ) coincide (Lemma 4.3.2). This will be used to show that Φ p is non-zero when restricted to the socle (Proposition 4.2.1, Proposition 4.3.1), and even S n -equivariant onto its image. Then we use the fact that the socle of H * (B p ) is an irreducible S n -module and get the injectivity. In Theorem 4.3.6 we show that the induced injective map defines an isomorphism of S n -modules on the top degree parts
This follows on the one hand from Springer's construction of irreducible S n -modules, and on the other hand from the categorification of irreducible S n -modules using projective-injective modules in O p 0 obtained in [27] . In the maximal parabolic case we give an alternative proof for the injectivity by a deformation argument, since the algebra A p can be replaced be a symmetric subalgebra with the same centre (Section 4.5) and the deformation ring is a principal ideal domain. For the applications we have in mind (see below) the maximal parabolic case is enough. As far as we see deformation methods are not sufficient to prove the surjectivity in Theorem 1. Instead, some 'external' information is needed which is obtained in [10] from the representation theory of cyclotomic Hecke algebras.
Connection to Khovanov homology. Theorem 1 together with [13] and [45] provide an explicit description of Z(A p ) -so, we would like to have an explicit description of A p as well. In general, this seems to be ambitious, but in case p is a maximal parabolic subalgebra it has been achieved by Braden ([8] ) using perverse sheaves on Grassmannians. However, the description there is difficult to use for explicit calculations. Moreover, the Koszul grading of A p (defined in [3] ) is not visible. Therefore, we consider the situation of [8] again and first remark that any indecomposable projective A p -module has a commutative endomorphism ring (Proposition 2.8.1). Later on we deduce that each of these endomorphism rings is of the form C[X]/(X 2 ) ⊗k for some k ∈ Z ≥0 . In Corollary 5.7.2 we explain how A p becomes a graded algebra using the description of [8] . The intriguing result is however Theorem 5.8.1 which gives a purely graphical description of Braden's algebra A m,m very similar to Khovanov's approach (see e.g. [26] ) which we will describe below.
The crucial fact behind Theorem 1 and its proof is the existence of a bijection between the isomorphism classes PrInj(p) of indecomposable projective-injective modules in O p 0 and the irreducible components in B p . Let us consider the case where n = 2m for some m ∈ Z >0 and µ = (m, m). In this case the irreducible components of B p , and hence the isomorphism classes PrInj(p), are in bijection to I, the set of crossingless matchings of 2m points. Let {T (i) 2m } i∈I be a complete minimal set of representatives of PrInj(p) and T 2m := ⊕ i∈I T (i) 2m . In [25] , a finite dimensional C-algebra H m was introduced whose primitive idempotents are naturally indexed by crossingless matchings of 2m points. These algebras were used to define the famous Khovanov homology which gives rise to an invariant of tangles and links. It is known ( [26] ) that the centre Z(H m ) of H m is isomorphic to H * (B p ).
In Theorem 5.6.2 and Proposition 5.6.4 we verify [44, Conjecture 2.9 (a)] which is a stronger version of the conjectures formulated in [8] and [26] :
Theorem 2. For any natural number m there is an isomorphism of algebras
End g (T 2m )→H m . Hence Khovanov's algebra H m is a subalgebra of A p , where p is the parabolic subalgebra of gl 2m corresponding to the decomposition 2m = m + m.
Corollary 1. There is an isomorphism of rings Z(End
With [26, Theorem 3] we therefore have an alternative proof of Theorem 1 in this special situation (purely based on [8] ) which implies [26, Conjecture 2] .
As an application of Theorem 2 one can deduce that Khovanov's tangle invariants are nothing else than restrictions of the functorial invariants from [43] (see [44, Conjecture 2.9(b) ] for a precise statement). Since the proof is lengthy, this part will be presented in a subsequent paper.
Diagrammatic description of Braden's algebra. Theorem 2 will be a direct consequence of our diagrammatic description of Braden's algebra A m,m in the case µ = (m, m). The primitive idempotents of A m,m , or equivalently the isomorphism classes of indecomposable projective modules of O p 0 , are in bijection to the shortest coset representatives of S m × S m \S 2m : by permuting the entries, the symmetric group S 2m acts transitively on the set of {+, −}-sequences of length 2m with exactly m pluses and m minuses. Since the sequence σ dom = (+, . . . , +, −, . . . , −) has stabiliser S m × S m we get a bijection between the primitive idempotents of A m,m and the set S(m) of {+, −}-sequences of length 2m with exactly m pluses and m minuses (Proposition 5.2.2). The isomorphism class of the projective generalised Verma module in O p 0 is mapped to σ dom under this bijection. For m = 1 we have the sequence (+, −) corresponding to the projective Verma module and the sequence (−, +) corresponding to the 'antidominant projective module'.
We want to associate a cup-diagram to each isomorphism class of indecomposable projective modules. To do so we have to make the {+, −}-sequences longer. Putting m minuses in front of a sequence from S(m) and m pluses afterwards we obtain a distinguished set of {+, −}-sequences of length 4m with exactly 2m pluses. Connecting successively each minus with an orphaned neighboured plus to the right we obtain a collection of crossingless matchings of 4m-points. In this way we associate to each primitive idempotent a of A m,m a cup diagram/crossingless matching of 4m points. For the sake of argument in this introduction we number the points from 1 to 4m. In the case m = 1 for example, the two sequences (−, +) and (+, −) of length 2 from above become the sequences (−, −, +, +) and (−, +, −, +) of length 4 and we associate the crossingless matchings depicted in Section 5, Figure 1 .
To a pair (a, b) of two primitive idempotents we obtain a collection of circles as in [25] , namely by putting one crossingless matching upside down on top of the other (see Section 5 Figure 2 for m = 1).
The fundamental difference to [25] is that we additionally introduce a colouring of these circles indicating the position of a circle (Section 5, Figure 5 ). If a circle connects only points in the interval [m + 1, 3m] then the circle is black. If a circle passes either through at least two points in [1, m] or at least two points in [3m + 1, 4m] then it is red. In all other cases it is green.
The principle idea is that we fix for each allowed colour (black, red, green) a 2-dimensional TQFT: red circles correspond to the trivial Frobenius algebra, green circles correspond to the one dimensional Frobenius algebra, and black circles correspond to the Frobenius algebra C[X]/(X 2 ). In Section 5.4 we will combine these three TQFTs to define an algebra K m . If we restrict to idempotents such that only black circles occur then we are exactly in the situation of [25] and we obtain H m naturally as a subalgebra of K m . However, the colouring carries all the additional information to give a graphical description of Braden's algebra A m,m (see Theorem 5.8.1):
Theorem 3. For any m ∈ Z >0 there is an isomorphism of algebras
To determine the dimension of the homomorphism space between two indecomposable projective modules it is enough to take the corresponding two cup diagrams, one upside down on top of the other, and count the numbers of circles for each colour. The dimension of the morphism space is then zero if there is a red circle, otherwise the maximum of twice the number of black circles and one. Taking the dimension of these homomorphism spaces is a natural extension of the categorical version of the S n -invariant bilinear form defined on irreducible S n -modules described in [27] .
The homomorphism space between two indecomposable projective modules P and Q carries a natural Z-grading induced from the Koszul grading introduced in [3] . It turns out that, up to a shift, the Poincaré polynomial agrees with the Intersection Theory Poincaré polynomial associated to the intersection of the corresponding two irreducible components of the associated Springer fibre (Theorem 5.9.1).
On the other hand K m carries a natural Z-grading induced from the Z-grading on 
Preliminaries
Let G be a complex reductive simply connected algebraic group with a chosen Borel subgroup B and maximal torus T . Let g be the corresponding reductive complex Lie algebra, with b ⊃ h the Lie algebras of B and T respectively. For any Lie algebra l let U(l) be its universal enveloping algebra. We abbreviate U = U(g) and denote by Z the centre of U. For any finite dimensional complex vector space V let S(V ) be the algebra of polynomial functions on V * , especially S := S(h) = U(h). We denote by △ ⊆ R + ⊂ R the set of simple roots, positive roots and all roots. Let W be the Weyl group and X = X(R) the integral weight lattice. The Weyl group acts naturally on h * ; this action is denoted by (w, λ) → w(λ), for w ∈ W , λ ∈ h * . We also have the so-called 'dot-action' given by (w, λ) → w · λ := w(λ + ρ) − ρ, where ρ is the half-sum of positive roots. For a root α ∈ R we denote byα the corresponding coroot with the evaluation pairing , . In this paper, a weight λ ∈ h * is called dominant, if λ + ρ,α / ∈ {−1, −2, . . .} for any α ∈ R + . Let h * dom be the set of dominant weights.
If π ⊆ △ then there is a corresponding parabolic subalgebra p π = g π ⊕ h π ⊕ n π of g, where g π is semisimple with simple roots π and Cartan h π , and h π = ∩ α∈π ker α. Denote by p π : h → h π the projection along h π as well as the induced restriction morphism p π : S(h) → S(h π ). Let W pπ be the parabolic subgroup of W associated with π. If π = ∅ then W pπ is trivial. We denote by W pπ the set of shortest coset representatives in W pπ \W with respect to the Coxeter length function l. Let w 0 ∈ W be the longest element, w pπ 0 the longest element in W pπ , and finally [w pπ ] the representative of the longest element of W pπ \W .
Deformation
Fix now some π ⊆ △. To simplify notation we will leave out the index π most of the time. In particular, p = p π . Consider the following commutative algebra
the localisation of S(h π ) at the augmentation ideal, with maximal ideal m. Let T ′ be a π-deformation algebra, that is an associative unitary noetherian commutative T -algebra. The structure morphism ϕ :
where p is the canonical projection, and i, i ′ the canonical inclusions. We have the set X π of π-integral weights and the set X + π of (π-)admissible weights, defined as follows:
Recall that there is a natural bijection
by mapping a module to its highest weight. LetẼ(λ) be the irreducible module
This is a U(g) ⊗ T ′ -module, where T ′ is just acting on T ′ by multiplication. Given a U(g) ⊗ T ′ -module M and λ ∈ h * , we denote by
T be the full subcategory of the category of U(g) ⊗ T -modules defined by the set of objects M satisfying
• M is finitely generated, 
where i : (h π ) * → h * is the canonical embedding, j is the canonical embedding into its localisation, and m is the multiplication map (for details see [36, Section 2] ).
Let µ ∈ h * and consider the support supp
is the closed subset of the spectrum of Z ⊗ T given by all prime ideals containing Ann Z⊗T 
Unlike in the non-deformed situation, ker χ λ does not need to be a maximal ideal. However, the homomorphism theorem implies that there is a homeomorphism between the spectrum of T and supp
We have the following 'block' decomposition:
Strictly speaking, this is not a block decomposition, since the summands might decompose further. This is, however, not the case if p = b or λ = 0, where O p T,λ is in fact a block. Since we are mainly interested in this case we call it 'block' decomposition. 
(see e.g. [22, 4.4] ). It follows directly from the definitions that
On the other hand we could consider the specialisation functor − ⊗ T Q, where Q = Quot T is the quotient field of T . We identify (h ⊗ C Q)
* be the tautological weight, i.e. restricted to h it is just the projection onto
π and τ , hence λ + τ is an admissible weight for the Lie algebra g ⊗ Q. If α ∈ △ − π then τ (α) = 0 (since the elements from △ are linearly independent) and therefore λ + τ,α / ∈ Z for any α ∈ △ − π. It follows that M 
be the translation functor defined as M → pr µ (M ⊗ E), where E is the finite dimensional g-module with extremal weight µ − λ and pr µ is the projection to the summand O p T ′ ,µ . Since O p T ′ , the direct sum of all blocks, is closed under tensoring with finite-dimensional g-modules, the definition makes sense. Obviously, θ µ λ,T ′ commutes with base change, i.e, there is a natural isomorphism
2.7. Deformed projectives. For the reader's convenience we recall some fundamental properties of the deformed parabolic categories, but omit the proofs. The arguments can be found in [36] , [37] , [14] . 
is an isomorphism. (6)). For simplicity we will restrict our attention to the principal blocks O p T ′ ,0 in the following.
Commutativity of the endomorphism rings.
In this section we will use the deformation theory to obtain (as an easy application) the commutativity of certain endomorphism rings:
Proof. Let P T be the T -deformation of P given by Proposition 2.7.1 (7). From Proposition 2.7.1 (9) we get an isomorphism of rings
for any T -algebra T ′ . If we choose T ′ = C then the commutativity of End g⊗T (P T ) implies the commutativity of End g (P ). On the other hand, we could choose T ′ = Q, the ring of fractions of T . The category O 0,Q is semisimple, with simple objects being the Q-specialised deformed Verma modules (Section 2.5). They all have commutative endomorphism rings isomorphic to Q.
. By our assumption on the multiplicities we get (9) provide an inclusion
So, End g⊗T (P T ) is a subring of a commutative ring, hence itself commutative. The first part of the proposition follows. The second is [42, Theorem 7.1].
We don't know if Proposition 2.8.1 (2) is true for general p. A famous example for a module P satisfying the conditions of the proposition in case p = b is the 'antidominant projective module' P (w 0 · 0) ∈ O In Section 5 we will see that the endomorphism rings appearing in Proposition 2.8.2 are of the form (C[X]/(X 2 )) ⊗k for some k ∈ Z ≥0 .
The centre as a module for the Weyl group
Recall, that the centre Z(A) of an abelian category A is the endomorphism ring of the identity functor id = id A . If, for instance, A ∼ = mod −A, the category of finitely generated right modules over some unitary C-algebra A then the centre of A is naturally isomorphic to the (ordinary) centre Z(A) of the algebra A. The isomorphism associates to a natural transformation f the value f A (1). 
3.2.
Braid group actions on the centre of a category. Before we pass to derived categories, we want to give the main idea behind this braid group action on the centre of O p 0 by first assuming a simplified situation. Let C be an abelian C-linear category. Let F : C → C be a functor. Assume F is invertible. Then the centre of C is isomorphic to End(F ) in two ways: First by mapping an element c in the centre to F (c) and secondly by mapping c (naively) to the endomorphism given by multiplication with c. Now given c in the centre of C there is a unique c ′ in the centre of C such that F (c) is given by multiplication with c ′ . In particular, there is an automorphism Ψ F : Z(C) → Z(C) which maps c to c ′ . Hence c and c
We get the corresponding automorphisms Ψ Fg which give rise to an action of G on the centre of C. For more detail we refer to [26] .
3.3. The Irving shuffling functors. Let s ∈ W be a simple reflection and choose λ ∈ h * an integral weight with stabiliser {e, s}.
0 be the translation functor through the s-wall. Let a s : id → θ s be the adjunction morphism. Consider the functor C s = coker(a s ). This is a right exact functor such that its left derived functor LC s induces an equivalence on the bounded derived category . Under this equivalence, the functors C s become so-called tilting functors, given by tensoring with some tilting complex (see [34] , [29, Section 5] 
By Soergel's Endomorphismensatz we have End g (P (w 0 · 0)) ∼ = C = C op canonically and under this identification we get a functor V :
denotes the s-invariants of C. Under this isomorphism, the adjunction morphism a s : id → θ s corresponds to the morphism a s given by Proof. It is enough to check this on the regular module C. Let C as → C ⊗ C s C p → coker s (C) be the defining sequence of coker s (C). Note that coker s (C) ∼ = C as Cmodule, and is generated by the image of 1 ⊗ 1 under p. Let c ∈ C, homogeneous of degree one. Then we have
On the other hand s(c) − c = rX for some r ∈ C and X =α s . Since C is a free C s module on basis 1, X, we therefore get
where ≡ means equality modulo the image of a s . The lemma follows. (1) The action of the braid group on
In particular, the image becomes a W -module. 
where z x ∈ Q is the image of the natural transformation z applied to
Type A: the centres and the Springer fibres
From now on we will stick to the special case where g = gl n with standard Borel subalgebra b given by the upper triangular matrices. We would like to generalise Proposition 3.1.1 to the parabolic case.
Let G = GL(n, C) with Borel subgroup B given by the upper triangular matrices and Lie algebra b. Then B = G/B is the variety of complete flags in C n . Let p ⊆ g be a parabolic subalgebra containing b, hence p is given by upper diagonal (µ 1 , µ 2 , . . . , µ r )-block matrices, where µ = (µ 1 , µ 2 , . . . , µ r ) is a composition of n. For example, p = b corresponds to the composition (1 n ) of n. Any maximal parabolic subalgebra corresponds to a two part composition. Let λ(µ) = λ(p) be the partition obtained from µ by reordering the parts. Let x = x p ∈ G be the nilpotent element of G in Jordan Normal Form such that the Jordan blocks are of size µ 1 , µ 2 , etc. Let B p be the Springer fibre corresponding to x, that means the subvariety of B of all flags fixed by the unipotent element u = Id +x. Note that B b = B.
4.1. The main result: centres via cohomology. Let H * (B p ) denote the cohomology of B p . Springer defined an S n -action on H * (B p ) and proved that the top part H * (B p ) top is the irreducible representation of S n corresponding to the partition λ(p) ( [39] or [19] ). The embedding of B p into B induces a morphism h :
, which is surjective ( [19] ) and W -equivariant ( [13] , [45] ).
Theorem 4.1.1. Let g = gl n with parabolic subalgebra p containing b and Weyl
induces an isomorphism of rings
We start by showing that K contains ker. Thanks to [45] we have an explicit set of generators for ker:
be the dual partition of λ(µ). If we identify S with C[x 1 , . . . x n ] in the usual way by taking the standard basis vectors as generators, then ker is generated by all l-th elementary symmetric functions e l (X ), k > 0, l > 0 where
Therefore, it is enough to show that these e l (X ) are contained in K. Thanks to the W -invariance, we only have to consider the cases where X consists of the first k variables x 1 , x 2 , . . . , x k . We will identify R = C[x 1 , x 2 , . . . , x n ] ⊗ C[y 1 , y 2 , . . . , y r ], and for any choice of k and l from the allowed range construct a polynomial f = f k,l ∈ R with the following properties b n , a 1 , a 2 , . . . , a r ) = 0 for any point (b 1 , b 2 , . . . , b n ) where µ i of the coordinates are equal to a i for 1 ≤ i ≤ r.
Then f ∈ I and so e l (x 1 , x 2 , . . . ,
Let now k and l be fixed from the allowed range. The construction of this polynomial goes along the lines of [16] .
as above. To construct the polynomial f we first define
mi of degree d in t with coefficients from C[y 1 , y 2 , . . . , y r ]. We do the long division of P (t) by Q(t) and get P (t) = q(t)Q(t) + r(t), where
s is a polynomial in t with coefficients being homogeneous polynomials r s in the x's and y's. We claim that f = r k−l does the job.
If we set all y i = 0, then Q(t) = t d , and r s = e k−s (x 1 , . . . , x k ), hence r k−l = e l (x 1 , . . . x k ) and (1) follows. Now let (a 1 , . . . , a r ) ∈ C r = U and b = (b 1 , b 2 , . . . b n ) ∈ C n = h * such that µ i of the coordinates are equal to a i for 1 ≤ i ≤ r, hence at least m i = µ i − (n − k) of the first k coordinates are equal to a i . In particular, P (t) evaluated at the first k coordinates of b, is divisible by Q(t) if y i = a i , i.e. if Q(t) is evaluated at b. Hence, r(t) becomes zero when evaluated at x i = b i , y i = a i , and so (2) holds. This implies ker ⊆ K.
It is left to show that the inclusion is in fact an equality. Let u ∈ U be a generic point and define K u = {f ( − , u) = 0 | f ∈ I} ⊆ S. Since u is generic, S/K u is the coordinate algebra of |W/W p | distinct points in h * , and hence dim(S/K u ) = |W/W p |, and also dim(S/grK u ) = |W/W p |, where the associated graded gr is taken with respect to the canonical grading of S. Moreover, one can easily see that K ⊆ gr(K u ) by mapping f ( − , 0) to f ( − , u). Altogether, the natural surjection from S to S/K factors through S/ ker and the natural surjection from S to S/grK u factors through S/K. Therefore, dim(S/ ker) ≥ dim(S/K) ≥ dim(S/grK u ) = |W/W p |. By the main result of [45] , we have dim(S/ ker) = |W/W p |, hence all the dimensions agree and Claim 1 follows.
Let P T be a projective generator of O p T,0 . We consider the following commutative diagram:
The canonical maps are given by applying the product of the two factors to the module, whereas the vertical maps are the obvious inclusions (using Proposition 2.7.1 (9)). By Section 2.5 we have an isomorphism
where a x is the multiplicity how often M T (x · 0) appears in P T (see Section 2.5). The map γ is injective (by Proposition 2.7.1 (8)). Hence the kernel of the upper can is the kernel of can • β.
where x ♯ : S → S is the comorphism given by the action of x. Hence z ⊗ t acts by multiplication with τ
Let f ∈ K and findf ∈ I such that f =f ( − , 0). Nowf acts on
by multiplication with the function λ →f (x(λ), λ), hence by zero. So,f is in the annihilator of P T . By definition of K, we can writef = f + g ∈ S ⊗ T , where g ∈ S ⊗ m. So, g induces an endomorphism on P T which specialises to the zero endomorphism of P C . Claim 2 follows. In the following two subsections we will prove the injectivity of Φ p . This result follows in fact directly by dimension arguments, since Brundan showed that the dimension of the centre of O p 0 equals the dimension of H * (B p ) ( [10] ). However, our approach gives a distinguished basis of the top degree part of H * (B p ) and shows in a nice way how the categorification of the symmetric group action comes into play.
4.2.
A generalised antidominant projective module. The missing part in the proof of Theorem 4.1.1 will be deduced from several non-trivial results which we recall first. We start with the following fact: 
where T x is the twisting functor as studied in [1] , [2] . Now, T x commutes with the action of the centre (see the definition of the functors in [2] . Now consider D := End g (⊕ i∈I P i ) as a graded ring. LetP i be a graded lift of P i (in the sense of [3] or [41, Section 3.1]). Then the radical, socle and the grading filtrations ofP i agree up to a shift of the grading ([3, Proposition 2.4.1]), since P i has simple head and simple socle (the latter by [20, Appendix] ). If now f ∈ D is of maximal degree then f is contained in the span of the maps g i where g i maps the head of P i to its socle and is zero on all other summands by the second statement. On the other hand, the g i are all contained in the centre of B. 
The S n -module structure on the right hand side is induced by the T s 's.
Let us finish the proof of Theorem 4. 
Proof. This follows directly from Theorem 4.3.5 and Springer's construction of the irreducible S n -modules ( [40] ), since Φ p is W -equivariant.
4.4.
A few remarks on the singular case. Let still g = gl n . Let ν ∈ h * be an integral dominant weight. Let
Wν , the W ν invariants of C ( [36] ). Let p ν be the parabolic subalgebra of g such that W p ν = W ν and denote by P ν the subgroup of GL(n, C) with Lie algebra p ν . Let P ν = G/P ν be the corresponding partial flag variety. The canonical projection B→ →P ν gives rise to an inclusion i (1) The canonical map Proof. The surjectivity is given by [10] . Let P i , i ∈ I, be a complete system of representatives for the isomorphism classes of indecomposable projective-injectives in O p 0 . Set P = ⊕ i∈I P i and let P T be the T -deformation of P given by Proposition 2.7.1 (7) . Then A T = End g⊗T (P T ) is a free T -module of finite rank (Proposition 2.7.1 (8)). Let D T := [A T , A T ]. Since p = p π is assumed to be maximal parabolic, h π is one-dimensional and S(h π ) is a principal ideal domain. Therefore, D T is a free T -module as well. We have canonical isomorphisms
canonically. For T = Q we even have an isomorphism, since D T is free as T -module. We deduce that
Since End g⊗Q (P Q ) is a product of |W p | matrix rings (see Section 2.5), we have dim 
Diagrammatic approach and Khovanov homology
In this section we prove Theorem 2 and Theorem 3 from the introduction. We proceed as follows: First we recall the definition of the algebras H n . Then we state some combinatorial results which will be used to give a purely diagrammatic description of O p (gl n ) for maximal parabolic subalgebras p = g. We explicitly describe how Braden's presentations can be transformed into this diagrammatic framework, where almost everything is computable. This will finally improve the presentation of [8] drastically in several ways: we are able to see the Koszul grading and obtain a usual Ext-quiver with homogeneous relations, we give a very easy recipe to compute dimensions of homomorphism spaces between projective modules, and deduce that the endomorphism rings of projective-injective modules are all isomorphic.
For the rest of the paper we fix n ∈ Z >0 and g = gl 2n with standard Borel b and p = p n the parabolic subalgebra where W p = S n × S n and denote O p 0 (gl 2n ) by O n,n 0 . This is the category which plays an important role.
Khovanov's algebras H
n . We recall the basic definitions from [24] , but refer to that paper for details. From now on let R := C[X]/(X 2 ) be the ring of dual numbers. This is a commutative Frobenius algebra, hence defines a 2-dimensional topological quantum field theory F . In other words, F is a monoidal functor from the category of oriented cobordisms between 1-manifolds to the category of finite dimensional complex vector spaces. The Frobenius algebra structure of R is given by
• the associative multiplication m : R ⊗ R → R, r ⊗ s → rs,
• the comultiplication map ∆ : R → R ⊗ R, 1 → X ⊗ 1 + 1 ⊗ X, X → X ⊗ X (note that this is just a special case of (3.4.1) for g = gl 2 ), • the unit map ǫ : C → R, 1 → 1, • the counit or trace map δ : R → C, 1 → 0, X → 1.
The functor F associates to k disjoint circles the vector space R ⊗k , to the cobordisms of 'pair of pants shape' the multiplication map m and the comultiplication ∆ respectively. To the cobordisms connecting one circle with the empty manifold, F associates the trace map δ and the unit map ǫ.
Let Cup(n) be the set of crossingless matchings of 2n points (see Figure 1) . 
The algebra H n introduced in [24] is defined as follows: As a vector space it is
The elements from Cup(n) should be thought of as being primitive idempotents of 
The algebra H n has a natural Z-grading by putting X ∈ R in degree two. In particular, there are the subalgebras a H n a ∼ = R ⊗n of H n for any a ∈ Cup(n) (cf. Lemma 5.4.2 below).
5.2.
Combinatorics: tableaux and generalised cup diagrams. In this section we recollect a few combinatorial facts which will be needed later on. For any positive integer n let S(n) be the set of all sequences σ = (σ 1 , σ 2 , . . . , σ 2n ) where σ i ∈ {+, −} for 1 ≤ i ≤ 2n with exactly n pluses (minuses resp.). Of course, S 2n acts transitively on S(n) from the right hand side. Let σ dom := (+, +, . . . , +, −, −, . . . , −) ∈ S(n). 
.).
To D ∈ Y (n) we associate a sequence σ D ∈ S(n) indicating its shape as follows: first embed D into a n × n-square D ′ of n 2 boxes, such that their upper left corners coincide. Now there is a unique path p D from the bottom left corner to the top right corner of D ′ , along the sides of the boxes, such that the interior of D is completely to the left of the path and all other boxes are to the right. The number of sides involved in the path is always 2n. Starting from the lower left corner, the path is uniquely determined by giving the direction for each side. We use the rule 'minus=go up', 'plus=go right'. In this way we associate to D first a path, and then a sequence σ D ∈ S(n) encoding the path p D . Let PMS(n) (and PrInj(n) respectively) be the set of iso-classes of indecomposable projective(-injectives) modules in O n,n 0 . Proposition 5.2.2. There are canonical bijections
Proof. The first bijection is clear. The second is obvious, since S 2n acts transitively on S(n) and σ dom has stabiliser S n × S n . The third bijection is clear (see Section 2.4).
To make the assignment D → σ D more precise we will now follow the setup of Braden, see [8] for details. Put H := Z + 1 2 and for k, l ∈ R set H[k, l] := {α ∈ H | k ≤ α ≤ l}. We generalise the construction above: Let λ be a partition, by which from now on we mean an infinite decreasing sequence λ = λ 1 ≥ λ 2 ≥ λ 3 · · · of nonnegative integers such that λ i = 0 for large i. We associate the corresponding Young diagram D(λ) with λ i boxes in the i-row, and also an infinite {+, −}-sequence ϕ λ indexed by H (that is a function ϕ λ : H → {−, +}) as follows:
The uncommon indexing set is chosen to make it compatible with [8] . In particular, D(λ) fits into a square of n × n boxes if and only if
} contains exactly n pluses and n minuses. Let S(n) be the set of such {+, −}-sequences. We have isomorphisms of finite sets
For an example see the first diagram in Figure 7 . Each λ-pair has a unique parent ([8, 1.2]). The set H[−n, n] labels in a natural way the endpoints of the arcs in any cup diagram from Cup(n) from the left to the right: if n = 2 for instance, then Cup(2) = {D, D ′ } (see Figure 1) , the vertices labelled by − 
where S(n) ′ denotes the subset of sequences σ ∈ S(n) such that for any plus there are more minuses than pluses appearing prior to the given plus.
Proof. A sequence σ ∈ S(n) can give rise to a cup diagram in Cup(n) if and only if for any plus there are more minuses than pluses appearing prior to the given plus. Hence, the associated path stays above the diagonal, and gives rise to a Young diagram D ∈ Y (n, upper) such that σ D = σ. Since the sets Cup(n), Y (n, upper) and S(n) ′ , have the same cardinality (the n-th Catalan number), the first two bijections follow. The element Y (1, upper) is the empty diagram and corresponds to the cup diagram with one cup and the sequence (−, +), which then corresponds to the indecomposable projective-injective module Figure 1 and the sequence (−, −, +, +), which correspond then to P p (s 2 s 1 s 3 s 2 ·0), whereas the one box diagram corresponds to D ′ and the sequence (−, +, −, +) which correspond to P := P p (s 2 s 1 s 3 · 0).
1). It is easy to check that End
5.3. Khovanov's algebra and PrInj. The purpose of the remaining sections is to establish a direct connection between the tangle invariants defined in [25] on the one hand side and the ones defined in [43] on the other side. It will turn out that Khovanov's invariants are nothing else than certain restrictions of the functorial invariants from [43] (see Section 5.10). The key step is to prove the following result (conjectured in [44] , see also the weaker version in [8] ):
Theorem 5.3.1. Let n ∈ Z >0 and g = gl 2n . Let p = p n and P p (x · 0), x ∈ I ⊆ W p be a complete set of representatives for PrInj(n). Set
Then there is an isomorphism of algebras
The isomorphism is even an isomorphism of Z-graded algebras.
Corollary 5.3.2. In the situation of the theorem we have
To prove the theorem we will embed the algebra H n into a larger algebra K n where the primitive idempotents are in bijection to the elements of Y (n) and not just to the elements of Y (n, upper). The actual proof will be given in Section 5.7.
5.4. The algebra K n , an enlargement of H n . Let a ∈ S(n). Take the corresponding Young diagram D ∈ Y (n) (i.e. a = σ D ) and the corresponding partition λ. We view D as a Young diagramD ∈ Y (2n) and associate the {+, −}-sequencẽ σ λ ∈ S(2n) of length 4n by restricting the {+, −}-sequence ϕ λ to H[−2n, 2n]. Alternatively, we could take the sequence a and put n minuses in front and n pluses afterwards to obtain a {+, −}-sequence of length 4n which is exactlyσ λ . Letã = σD ∈ Cup(2n) be the corresponding 4n-cup diagram where the arcs correspond to λ-pairs. Hence, given a, b ∈ S(n) we have the cup diagramsã,b where the endpoints of the cups are labelled by α ∈ H[−2n, 2n] and the arcs correspond to λ-pairs. We call an endpoint inner if it is contained in H[−n, n], outer left if it is contained in H[−2n, −n], outer right if it is contained in H[n, 2n].
Consider W (b)ã. This is a collection of circles which we view as coloured:
• A circle is black if it passes through inner points only.
• A circle is green if it is not black and passes through at most one outer left point and at most one outer right point.
• A circle is red if it is neither black nor green. 
As complex vector space, the algebra K n is
Of course, this space inherits a Z-grading from R. The unit ǫ : C → R, the map ǫ ′ : R → C 1 → 1 X → 0, the inclusion {0} → R and the zero map R → {0} give rise to canonical maps can :
which 'introduce the colouring' and 'forget the colouring'. We turn K n into an algebra by putting
n a , where a, b, c, d ∈ S(n), b = d; and in case b = d, the product is given by the composition
where the vertical maps are the canonical ones and the horizontal one is the multiplication in H 2n from (5.1.1). 
If we number the circles of W (ã)ã, first the black and then the green ones, then
by multiplying the i-th factor in the first tensor product G(W (ã)ã) with the i-th factor in the second G(W (ã)ã). The first statement of the lemma follows. The second follows directly from the definitions. 
Proof. This follows directly from the definitions (5.1.1) and (5.4.2). is equivalent to the category of finitely generated right A n,n -modules. In [8] , Braden gave an explicit description of A n,n in terms of generators and relations. We briefly recall this description.
Definition 5.5.1. Let λ and ν be partitions. We write λ → ν or λ (α,β) −→ ν if there is a λ-pair (α, β) such that ϕ λ (γ) = ϕ ν (γ) for any γ ∈ H, γ = α, β and ϕ ν (α) = + and ϕ ν (β) = − (see Figure 7) . Note that the λ-pair is uniquely determined by λ and ν. We write λ ↔ ν if either λ → ν or ν → λ. Similarly, if φ λ , φ ν ∈ S(n) with corresponding partitions λ and ν then we write
Typical diamonds are depicted in Figure 6 where we display the relevant parts of the {+, −}-sequences with their cup-diagrams. 
and relations (i)
λ∈ S(n) e λ = 1.
(ii) e λ e ν = 0 if λ = ν and e λ e λ = e λ for any λ ∈ S(n).
(viii) t α,λ = e λ for any λ ∈ S(n) if α < −n or α > n.
where η(β) = (−1)
is a diamond with all elements contained in S(n) then
If all the elements in the diamond except λ ′′′ are in S(n) then Let a, b ∈ S(n) and λ, ν ∈ S(n) their extensions. We denote by e λ , e ν the corresponding idempotents in K n . Assume λ 
If the pair (α, β) is not associated with a circle of
. If x, y ∈ a K n b then we denote by x ⋆ y the component-wise product in a K n b . In particular X α,λ (a, a) ⋆ X α,λ (a, a) = X α,λ (a, a)X α,λ (a, a), the ordinary product in the algebra K n . By abuse of language we will just write X α,λ for X α,λ (a, b) and X α,λ (b, a) respectively if it is clear from the context.
Proposition 5.6.2. There is a homomorphism of algebras
where λ, ν ∈ S(n) with restrictions a, b ∈ S(n) and λ-pairs (α, β) such that λ (α,β)
−→ ν in the last three cases.
For the proof we need the following lemma which is illustrated in Figure 7 : 
Proof. The definition of a parent implies α ′ < α and β < β ′ . The definition of
Since going from λ to ν only affects the pairs j and j ′ we are done. As all x ∈ H[β, β ′ ] are ν-paired inside this interval, the cardinality of H[β, β ′ ] is even. In particular, η(β) = −η(β ′ ).
Proof of Proposition 5.6.2. We have to prove that the map E is well-defined, hence to verify the compatibility with the relations from Proposition 5.5.2. Concerning the relations (i), (ii) and (v), there is nothing to do.
be the parent of j := (α, β). Consider the relation (iii). Assume first that the circle corresponding to j in W (ã)b as well as the circle corresponding to j ′ in W (b)ã are both black and consider the corresponding subspaces R ⊆ a K n b and R ⊆ b K n a . Note that for the description of the maps E(p(λ, ν)) and E(p(ν, λ)) only the circles associated with j and j ′ are relevant. If we restrict ourselves to the relevant circles, E(p(λ, ν)) and E(p(ν, λ)) become the elements 1 + 1 2 X ∈ R and their composition is displayed in the Figures 3 and 4 , hence explicitly given as
Hence relation (iii) is satisfied if all the relevant circles are black. If there are green circles then the statement follows by applying the canonical maps. Amongst the relevant circles there are no red ones. To see this we consider again the diagrams in Figure 3 and Figure 4 . If a circle would be read then at least one of the cup diagrams contains at least two left outer or two right outer points. This, however, is not possible because a, b ∈ S(n). Therefore, E is compatible with relation (iii). The compatibility with relation (iv) is Lemma 5.4.4. Relation (vi) is clear. If (α, β) is a λ-pair then
Hence E is compatible with relation (vii). Relation (viii) holds by definition. Since µ(λ, ν) is unipotent [8, Proposition 1.8.2] we could formally take the logarithm ln of it and replace the relations (ix) by
Note that for Y = η(β)X α,ν we have ln(e ν + Y ) = Y . Therefore, → λ ′′′ . Hence either α 2 is outer and α 1 is inner or vice versa. In the first case α 3 and α 2 are both left outer in C, in the second case β 2 and β 3 are both right outer in C. This contradicts (5.6.3).
If λ ′′′ corresponds to C and say λ to A then λ (α2,β2) → λ ′′′ . Hence either α 2 is outer and β 2 is inner or vice versa. In the first case α 3 and α 2 are both left outer in D. This contradicts (5.6.3). In the second case W (A)D and W (D)A are both a single circle which is red (since it connects β 2 and β 3 ). Hence
The arguments for the second diamond depicted in Figure 6 are analogous. Hence E is compatible with the relations (5.5.1).
Let us now assume (λ, λ ′ , λ ′′ , λ ′′′ ) is a diamond with all elements contained in S(n). Let us consider again the diamonds in Figure 6 . For simplicity we first assume that all endpoints of the arcs are inner. Restricting to the relevant circles only we could consider any E(p(ν, ν ′ ), ν ν ′ ∈ {λ, λ ′ λ ′′ λ ′′′ } as an element of R ⊗ R. An easy direct calculation shows that the composition of two of them is given by the multiplication
and the statement follows immediately. If one of the relevant circles is red then not all elements of the diamond are contained in S(n). If there are green circles appearing then the statement follows by applying the canonical map after and before (5.6.4). (This is enough, because ǫ ′ • ǫ : C → R → C is the identity map.) The map E is therefore compatible with the relations (x).
So: the map E is well-defined and gives rise to a homomorphism of algebras. −→ ν and consider p := p(ν, λ) and q := p(λ, ν). Set x = qp and y = pq. One can find finite sumsp :=p(ν, λ) := k≥0 c k px k andq :=p(λ, ν) := k≥0 c k x k q, c k ∈ C such thatpq = ln(µ(ν, λ)) andqp = ln(µ(λ, ν)). Namely define inductively c 0 = 1, and for k ∈ Z >0 c k = 1 2 (−1)
Then the claimed equalities hold (as formal power series in x and y). Since x and y are nilpotent ([8, Proposition 1.8.2]) all the infinite sums are in fact finite. Note also that 1 + x = exp(ln(1 + x)) is contained in the subalgebra generated by 1 and (ln(1 + x)), similarly for y + 1. We get Proposition 5.7.1. The algebra A n,n is generated by
Proof. It is enough to show that the original generators are in the subalgebra, call it B, generated by the generators from the proposition. This is clear for the e λ 's. We also know it for the µ's. For the t's it follows then from [8, Proposition 1.8.1]. Finallyp = p(1+ k>0 c k x k ) where the second factor is invertible in B, since x ∈ B is nilpotent. Hence p ∈ B and similarly q ∈ B and the statement follows. 0) ) is equal to the dimension of the subspace M of Hom O (P (n,n) (w · 0), P (n,n) (v · 0)) spanned by all morphisms f whose image is contained in the radical of P (n,n) (v · 0), but not in the square of the radical. When passing to A n,n , this subspace corresponds to the space spanned be all morphisms of degree one, since, for indecomposable projectives, the grading filtration agrees with the radical filtration thanks to [ 1] the stabiliser of ν is isomorphic to n copies of S 2 . This implies dim C Hom g (P, P ) = 2 n and hence γ = 1. The theorem follows.
A graphical description of O
n,n 0 . In this section we prove the following Theorem 5.8.1. For any n ∈ Z >0 the algebra homomorphism E : A n,n ∼ = K n is an isomorphism.
Proof of Theorem 5.8.1. We use the notation from Proposition 5.2.2 and Section 5.4 and set p = p n . For w ∈ W p put a w = σ dom w. Let us denote by ϕ w ∈ S(n) the extension of a w , and let λ w be the corresponding partition.
5.9.
Intersections of components of the Springer fibre. In the first three Sections of the paper we used Soergel's Endomorphismensatz ( [36] ) which in particular implies that the endomorphism ring of the only indecomposable projectiveinjective module in O 0 has commutative endomorphism ring, isomorphic to H * (B) (Proposition 3.1.1 and the preceding paragraph). On the other hand we know by Proposition 2.8.2 that the endomorphism ring of any indecomposable projective module in a O p for maximal parabolic p is commutative, and Theorem 5.3.1 gives an explicit algebraic description of the endomorphism rings of indecomposable projective-injective modules. In fact it describes the space of homomorphisms between two indecomposable projective-injective modules as a bimodule over their endomorphism rings. A geometrical interpretation of these bimodules in terms of cohomology rings is still missing. We would like to finish this paper by formulating a conjectural interpretation based on the following: for any P , Q ∈ PrInj(p).
Proof. By results of Vargas and of Spaltenstein, there is an explicit bijection between the irreducible components of B p and standard tableaux of shape λ(p). In our special situation we have to consider only tableaux with two rows, and we refer to [15, Theorem 5.2] , where the bijection is made explicit. We restrict ourselves to the case where µ = λ(p) is already a partition. This is possible thanks to [30, Theorem 5.4] . Let us first consider the case λ(p) = (n, n). Given a standard tablaux T with two rows of length λ 1 = n and λ 2 = n, one can associate a cup diagram in Cup(n) as follows: T has the entries 1, 2, . . . , 2n so that the numbers are decreasing from left to right in each row, and decreasing from top to bottom in each column. The cup diagram C T has 2n vertices, labelled by 1 to 2n from the left, so that the left endpoint of each cup is labelled by a number appearing in the bottom row of T , whereas the right endpoints of the cups are labelled by elements from the top row of T . (So the end points of each cup are in different rows of T ). For example, if n = 2 then we have the standard tableaux to which we associate D and D ′ displayed in Figure 1 . It is easy to see that this procedure provides a bijection between standard tableaux of shape (n, n) (and hence of irreducible components of B p ), and cup diagrams from Cup(n). Now we apply Proposition 5.2.4 and obtain a bijection between the irreducible components and the isomorphism classes of indecomposable projective-injective modules PrInj(n). Thanks to Theorem 5.3.1 the dimension of the homomorphism spaces between projective-injective modules can be computed using the diagram calculus, which is also used in [15, Theorem 7.2, Theorem 7.3] to compute the dimension of the cohomology of the intersection of two components. This settles the case of the partition (n, n) and gives an explicit way to compute the dimensions of the vector spaces.
In general, one should argue as follows: first of all we have ([27, Proposition 4]) the categorification of the Specht modules for the symmetric group (Proposition 4.3.4), but also of its invariant bilinear form (5.7.4) by taking dimensions of the homomorphism spaces between indecomposable projective modules. On the other hand, the dimension of the cohomology of the intersection of components is computed in the same way [15, Theorem 7.2, Theorem 7.3], so that the statement follows up to a multiplication with a common factor. But one easily checks that this common factor must be equal to one by computing one of the endomorphism rings explicitly.
Up to a shift, the isomorphism from the theorem is an isomorphism of Z-graded vector spaces, where the grading on the hom-space is given as in Section 4.3.
We conjecture that this isomorphism is compatible with the multiplicative structure as well:
Conjecture 5.9.2. The isomorphism End g (P ) ∼ = H * (ψ(P )) is a ring homomorphism and Hom g (P, Q) ∼ = H * (ψ(P ) ∩ ψ(Q))
as End g (P ), End g (Q) = (H * (ψ(P ), H * (ψ(Q))-module. 
