Variation in Cortical Bone Distribution in the Aging Adult Appendicular Skeleton by Gooding, Alice Fazlollah
University of Tennessee, Knoxville 
TRACE: Tennessee Research and Creative 
Exchange 
Doctoral Dissertations Graduate School 
12-2017 
Variation in Cortical Bone Distribution in the Aging Adult 
Appendicular Skeleton 
Alice Fazlollah Gooding 
University of Tennessee, Knoxville, faz@vols.utk.edu 
Follow this and additional works at: https://trace.tennessee.edu/utk_graddiss 
 Part of the Biological and Physical Anthropology Commons 
Recommended Citation 
Gooding, Alice Fazlollah, "Variation in Cortical Bone Distribution in the Aging Adult Appendicular Skeleton. 
" PhD diss., University of Tennessee, 2017. 
https://trace.tennessee.edu/utk_graddiss/4771 
This Dissertation is brought to you for free and open access by the Graduate School at TRACE: Tennessee 
Research and Creative Exchange. It has been accepted for inclusion in Doctoral Dissertations by an authorized 
administrator of TRACE: Tennessee Research and Creative Exchange. For more information, please contact 
trace@utk.edu. 
To the Graduate Council: 
I am submitting herewith a dissertation written by Alice Fazlollah Gooding entitled "Variation in 
Cortical Bone Distribution in the Aging Adult Appendicular Skeleton." I have examined the final 
electronic copy of this dissertation for form and content and recommend that it be accepted in 
partial fulfillment of the requirements for the degree of Doctor of Philosophy, with a major in 
Anthropology. 
Dawnie W. Steadman, Benjamin M. Auerbach, Major Professor 
We have read this dissertation and recommend its acceptance: 
Amy Z. Mundorff, Songning Zhang 
Accepted for the Council: 
Dixie L. Thompson 
Vice Provost and Dean of the Graduate School 
(Original signatures are on file with official student records.) 
 
 








A Dissertation Presented for the  
Doctor of Philosophy  
Degree 


























Copyright © by Alice Fazlollah Gooding 







 The author would like to acknowledge her doctoral committee for their support, 
guidance, and patience with this project. Many thanks to Dr. Dawnie Steadman for her 
professionalism and quiet support. Her consistency in advice kept me grounded at many times 
when the wheels were falling off. I appreciate her patience and flexibility when working together 
long-distance. Thank you to Dr. Benjamin Auerbach for being a solid rock of support and 
guidance through a field I was just entering. His supervision of the mechanics of the document, 
the quality of the study, and the development of its analysis made this possible. Many thanks to 
Drs. Amy Mundorff and Zhang Songning for their feedback, editing, and thoughtful suggestions 
for future work. 
 I am very thankful to Dr. Adam Sylvester who guided me through data collection for this 
project. He devoted a great deal of time and effort to ensure the integrity of the project. I look 
forward to working together again in future and giving him credit for his hard work. Many 
thanks also to my friends and colleagues who supported this study in its very early stages, 
including Dr. Donald Chapman, many colleagues at Kennesaw State University, and my closest 
cohort at UT.  
 Most importantly, I would like to acknowledge the unending support of my family and 
friends, particularly my mother, grandmother, and husband, Grant Gooding. They provided a 
sanctuary to which I could retreat over the years, and the confidence in me to finish the project. 
 Finally, I thank the donors to the William M. Bass Donated Skeletal Collection. Your 
selfless act at the end of life has and will continue to support important research in this field and 






This study considers the effects of age on the distribution of bone in the adult skeleton. 
Age effects on the skeleton have been studied for diagnosis of osteoporosis or as mechanical 
compensatory changes to bone shape with loss in density. However, adult skeletal morphology is 
the result of a lifetime of genetic, dietary, activity, and biochemical factors. With these 
influences, it unclear at what age(s) bone geometry shifts to adapt to the physiological and 
mechanical demands placed on it, or, how these adaptations vary within and between bones. 
This research addresses these questions by examining skeletal data obtained from the 
William M. Bass Donated Skeletal Collection (UT). This collection includes modern individuals 
with documented age at death, and a digital collection of computed tomography (CT) scans to 
allow quantification of bone morphology through non-destructive means. The scans of 208 
individuals are used to test the hypothesis that bone loss with age is sexually dimorphic, affected 
by body weight and activity, and varies within and between bones as a result of differential 
loading environments. A total of 30 cross-sectional images from six skeletal elements (humerus, 
radius, ulna, femur, tibia, and fibula) are examined from each individual. Fifteen geometric 
properties quantifying bone mass, shape, strength, and rigidity are compared from each cross-
section. 
Results indicate that geometry is sexually dimorphic and varies across the skeleton. The 
relationship of geometric properties to age is not linear; skeletal response to aging is more 
complex than previously understood. Loading environments in the limbs significantly affect 
bone geometry. In the upper limb, the radius and ulna appear to have complimentary loading-
sharing capabilities. Distal limb bones (radius, ulna, and fibula) do not significantly differ in 
many geometric properties, which has clinical applications for assessment of fracture risk.  
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Physiological processes associated with senescence are known to decrease bone mass in 
adults, but the skeletal responses in shape, strength, and rigidity to cumulative effects are rarely 
studied concomitantly.  This study applies conclusions from clinical and anthropological 
literature to a modern skeletal sample with known demographics, finding that sex, age, and 




TABLE OF CONTENTS 
 
CHAPTER 1  INTRODUCTION ................................................................................................... 1 
Hypotheses and Research Aims .................................................................................................. 7 
Dissertation Layout ................................................................................................................... 11 
CHAPTER 2  BONE BIOLOGY AND DEVELOPMENT ......................................................... 13 
Limb Bone Development .......................................................................................................... 14 
Intramembranous and Endochondral Ossification ................................................................ 14 
Heritability of Bone Growth ................................................................................................. 17 
Hormone and Kinetic Signaling............................................................................................ 19 
Modification of the Limbs ........................................................................................................ 24 
Modeling and Remodeling .................................................................................................... 24 
Regulation of Bone Size and Shape ...................................................................................... 28 
Variation in Bone Growth and Mass .................................................................................... 32 
Chapter Summary ..................................................................................................................... 36 
CHAPTER 3 STATIC TISSUE MECHANICS ........................................................................... 37 
Bone Functional Adaptation ..................................................................................................... 38 
Engineering Beam Theory ........................................................................................................ 42 
Cross-sectional Geometry ..................................................................................................... 47 
Scaling................................................................................................................................... 52 
Biomechanical Studies in Humans ........................................................................................... 57 
Assessing Mobility................................................................................................................ 57 
Body Mass and Mobility ....................................................................................................... 60 
Chapter Summary ..................................................................................................................... 61 
CHAPTER 4 BONE QUALITY WITH AGE .............................................................................. 63 
The Aging Skeleton .................................................................................................................. 64 
Bone Quality, Mass, and Strength ........................................................................................ 65 
Osteoporosis .......................................................................................................................... 67 
Hormones and Sex Steroids .................................................................................................. 70 
Structural Compensation for Frailty ..................................................................................... 74 
Modifiable Mechanisms of Bone Loss ..................................................................................... 75 
Nutrition ................................................................................................................................ 76 
Physical Activity ................................................................................................................... 78 
Chronic Disease States .......................................................................................................... 80 
vii 
 
Chapter Summary ..................................................................................................................... 81 
CHAPTER 5 MATERIALS AND METHODS ........................................................................... 83 
Radiographic Sample ................................................................................................................ 83 
Skeletal Collection ................................................................................................................ 83 
Selection Criteria .................................................................................................................. 85 
Data Collection ......................................................................................................................... 89 
Segmentation, Alignment, and Slice Selection ..................................................................... 89 
Diaphyseal Measurements .................................................................................................... 95 
Analytical Methods ................................................................................................................... 96 
CHAPTER 6 RESULTS ............................................................................................................... 98 
Within Bone Variation .............................................................................................................. 98 
Variation by Age Group...................................................................................................... 116 
Variation by BMI, Activity, and Pathology Groups ........................................................... 125 
Within Limb Variation ............................................................................................................ 131 
Variation in the Upper Limb ............................................................................................... 132 
Variation in the Lower Limb .............................................................................................. 138 
Within Limb Variation Results Summary .......................................................................... 144 
Between Limb Variation ......................................................................................................... 146 
Variation in Proximal Limb Segments ............................................................................... 146 
Variation in Distal Limb Segments..................................................................................... 147 
Between Limb Variation Results Summary ....................................................................... 149 
CHAPTER 7 DISCUSSION AND CONCLUSIONS ................................................................ 151 
Synthesis of Within Bone Variation Results .......................................................................... 153 
Sexual Dimorphism in the Limbs ....................................................................................... 153 
Structural Compensation with Age ..................................................................................... 155 
Mechanical and Physiological Determinants of Bone Geometry ....................................... 160 
Synthesis of Within Limb and Between Limb Variation Results ........................................... 163 
Tapering in the Human Limb .............................................................................................. 164 
Limb Functionality in Bipeds ............................................................................................. 167 
Future Directions and Conclusions ......................................................................................... 169 
LIST OF REFERENCES ............................................................................................................ 173 
APPENDICES ............................................................................................................................ 193 
APPENDIX A ACTIVITY LEVEL ASSIGNMENT CATEGORIES ................................... 194 
viii 
 
APPENDIX B WITHIN BONE UNIVARIATE COMPARISON RESULTS FOR SLICE 
AND SEX EFFECTS .............................................................................................................. 195 
APPENDIX C WITHIN BONE PAIRWISE RESULTS FOR SLICE AND SEX ................ 198 
APPENDIX D WITHIN BONE UNIVARIATE COMPARISON RESULTS FOR SLICE, 
SEX, AND AGE EFFECTS ................................................................................................... 214 
APPENDIX E WITHIN BONE CORTICAL AREA DISTRIBUTION BY SEX AND AGE
................................................................................................................................................. 218 
APPENDIX F WITHIN BONE LEAST SQUARES MEANS COMPARISONS FOR SEX 
AND AGE GROUP ................................................................................................................ 234 
APPENDIX G WITHIN BONE UNIVARIATE COMPARISON RESULTS FOR SLICE, 
AGE, SEX, BMI, ACTIVITY, AND PATHOLOGY EFFECTS........................................... 264 
APPENDIX H WITHIN BONE PAIRWISE COMPARISON RESULTS FOR BMI, 
ACTIVITY, AND PATHOLOGICAL GROUPS .................................................................. 270 
APPENDIX I WITHIN LIMB PAIRWISE COMPARISON RESULTS  FOR THE UPPER 
LIMB....................................................................................................................................... 289 
APPENDIX J WITHIN LIMB PAIRWISE COMPARISON RESULTS FOR THE LOWER 
LIMB....................................................................................................................................... 297 
APPENDIX K BETWEEN LIMB PAIRWISE COMPARISON RESULTS FOR DISTAL 
LIMB ELEMENTS ................................................................................................................. 305 





LIST OF TABLES 
 
 
Table 1. Cross-sectional properties used to evaluate mechanical performance ............................ 49 
Table 2. Common risk factors associated with osteoporosis in adults ......................................... 69 
Table 3. Final study sample distribution by sex and age for BMI, activity level, and chronic 
disease condition ........................................................................................................................... 87 
Table 4. BMI categories ................................................................................................................ 88 
Table 5. Error in maximum length measurement collection ......................................................... 91 
Table 6. MANOVA results for bone, slice location, sex, and CSG property effects ................... 99 
Table 7. MANOVA results for bone, slice location, sex, age group, and CSG property effects 117 
Table 8. Geometric trends in the humerus with age ................................................................... 119 
Table 9. Geometric trends in the radius with age ....................................................................... 120 
Table 10. Geometric trends in the ulna with age ........................................................................ 121 
Table 11. Geometric trends in the femur with age ...................................................................... 122 
Table 12. Geometric trends in the tibia with age ........................................................................ 123 
Table 13. Geometric trends in the fibula with age ...................................................................... 124 
Table 14. MANOVA results for bone, BMI, activity level, pathology group, and CSG property 
effects .......................................................................................................................................... 126 
x 
 
Table 15. MANOVA results for bone, slice location, and CSG property effects in the upper limb
..................................................................................................................................................... 132 
Table 16. Means and standard deviations for CSG properties in the female upper limb ........... 134 
Table 17. Means and standard deviations for CSG properties in the male upper limb .............. 136 
..................................................................................................................................................... 137 
Table 18. MANOVA results for bone, slice location, and CSG property effects in the lower limb
..................................................................................................................................................... 138 
Table 19. Means and standard deviations for CSG properties in the female lower limb ........... 140 
Table 20. Means and standard deviations for CSG properties in the male lower limb .............. 142 
Table 21. MANOVA results for bone, slice location, and CSG property effects between proximal 
limb segments ............................................................................................................................. 147 
Table 22. MANOVA results for bone, slice location, and CSG property effects in distal limb 
segments ...................................................................................................................................... 148 
Table A.1.  Examples of activities, hobbies, and occupations in the final sample by activity level 
category ....................................................................................................................................... 194 
Table B.1. Results of ANOVA type III models for slice location and sex in the humerus ........ 195 
Table B.2. Results of ANOVA type III models for slice location and sex in the radius ............ 195 
Table B.3. Results of ANOVA type III models for slice location and sex in the humerus ........ 196 
xi 
 
Table B.4. Results of ANOVA type III models for slice location and sex in the femur ............ 196 
Table B.5. Results of ANOVA type III models for slice location and sex in the tibia ............... 197 
Table B.6. Results of ANOVA type III models for slice location and sex in the fibula ............ 197 
Table D.1. Results of ANOVA type III models for slice location, sex, and age group in the 
humerus ....................................................................................................................................... 214 
Table D.2. Results of ANOVA type III models for slice location, sex, and age group in the radius
..................................................................................................................................................... 215 
Table D.3. Results of ANOVA type III models for slice location, sex, and age group in the ulna
..................................................................................................................................................... 215 
Table D.4. Results of ANOVA type III models for slice location, sex, and age group in the femur
..................................................................................................................................................... 216 
Table D.5. Results of ANOVA type III models for slice location, sex, and age group in the tibia
..................................................................................................................................................... 216 
Table D.6. Results of ANOVA type III models for slice location, sex, and age group in the fibula
..................................................................................................................................................... 217 
Table F.1. Cortical area LS means in the upper limb by sex and age ......................................... 234 
Table F.2. Cortical area LS means in the lower limb by sex and age ......................................... 235 
Table F.3. Total area LS means in the upper limb by sex and age ............................................. 236 
xii 
 
Table F.4. Total area LS means in the lower limb by sex and age group ................................... 237 
Table F.5. Medullary area LS means in the upper limb by sex and age ..................................... 238 
Table F.6. Medullary area LS means in the lower limb by sex and age group ........................... 239 
Table F.7. Percent cortical area LS means in the upper limb by sex and age............................. 240 
Table F.8. Percent cortical area LS means in the lower limb by sex and age ............................. 241 
Table F.9. Ix LS means in the upper limb by sex and age ........................................................... 242 
Table F.10. Ix LS means in the lower limb by sex and age group .............................................. 243 
Table F.11. Iy LS means in the upper limb by sex and age ......................................................... 244 
Table F.12. Iy LS means in the lower limb by sex and age group .............................................. 245 
Table F.13. Polar section modulus (J) LS means in the upper limb by sex and age .................. 246 
Table F.14. Polar section modulus (J) LS means in the lower limb by sex and age .................. 247 
Table F.15. Imax LS means in the upper limb by sex and age ...................................................... 248 
Table F.16. Imax LS means in the lower limb by sex and age ..................................................... 249 
Table F.17. Imin LS means in the upper limb by sex and age ...................................................... 250 
Table F.18. Imin LS means in the lower limb by sex and age ...................................................... 251 
Table F.19. Shape (Imax/Imin) LS means in the upper limb by sex and age .................................. 252 
Table F.20. Shape (Imax/Imin) LS means in the lower limb by sex and age .................................. 253 
xiii 
 
Table F.21. Zx LS means in the upper limb by sex and age ........................................................ 254 
Table F.22. Zx  LS means in the lower limb by sex and age group ............................................. 255 
Table F.23. Zy LS means in the upper limb by sex and age ........................................................ 256 
Table F.24. Zy LS means in the lower limb by sex and age group .............................................. 257 
Table F.25. Zp LS means in the upper limb by sex and age ........................................................ 258 
Table F.26. Zp  LS means in the lower limb by sex and age group ............................................. 259 
Table F.27. Zmax LS means in the upper limb by sex and age ..................................................... 260 
Table F.28. Zmax  LS means in the lower limb by sex and age .................................................... 261 
Table F.29. Zmin LS means in the upper limb by sex and age ..................................................... 262 
Table F.30. Zmin  LS means in the lower limb by sex and age ..................................................... 263 
Table G.1. Results of ANOVA type III models for slice location, age, sex, BMI, activity, and 
pathology group in the humerus ................................................................................................. 264 
Table G.2. Results of ANOVA type III models for slice location, age, sex, BMI, activity, and 
pathology group in the radius ..................................................................................................... 265 
Table G.3. Results of ANOVA type III models for slice location, age, sex, BMI, activity, and 
pathology group in the ulna ........................................................................................................ 266 
Table G.4. Results of ANOVA type III models for slice location, age, sex, BMI, activity, and 
pathology group in the femur ...................................................................................................... 267 
xiv 
 
Table G.5. Results of ANOVA type III models for slice location, age, sex, BMI, activity, and 
pathology group in the tibia ........................................................................................................ 268 
Table G.6. Results of ANOVA type III models for slice location, age, sex, BMI, activity, and 
pathology group in the fibula ...................................................................................................... 269 
Table H.1. Within bone pairwise comparisons for BMI category for the humerus .................... 271 
Table H.2. Within bone pairwise comparisons for BMI category for the radius........................ 272 
Table H.3. Within bone pairwise comparisons for BMI category for the ulna .......................... 273 
Table H.4. Within bone pairwise comparisons for BMI category for the femur ........................ 274 
Table H.5. Within bone pairwise comparisons for BMI category for the tibia .......................... 275 
Table H.6. Within bone pairwise comparisons for BMI category for the fibula ........................ 276 
Table H.7. Within bone pairwise comparisons for activity level in the humerus ....................... 277 
Table H.8. Within bone pairwise comparisons for activity level in the radius ........................... 278 
Table H.9. Within bone pairwise comparisons for activity level in the ulna .............................. 279 
Table H.10. Within bone pairwise comparisons for activity level in the femur ......................... 280 
Table H.11. Within bone pairwise comparisons for activity level in the tibia ........................... 281 
Table H.12. Within bone pairwise comparisons for activity level in the fibula ......................... 282 
Table H.13. Within bone pairwise comparisons for activity level in the humerus ..................... 283 
xv 
 
Table H.14. Within bone pairwise comparisons for activity level in the radius ......................... 284 
Table H.15. Within bone pairwise comparisons for activity level in the ulna ............................ 285 
Table H.16. Within bone pairwise comparisons for activity level in the femur ......................... 286 
Table H.17. Within bone pairwise comparisons for activity level in the tibia ........................... 287 
Table H.18. Within bone pairwise comparisons for activity level in the fibula ......................... 288 
Table I.1. Cortical Area (CA) pairwise comparisons by slice location in the upper limb .......... 289 
Table I.2. Total Area (TA) pairwise comparisons by slice location in the upper limb .............. 289 
Table I.3. Medullary Area (MA) pairwise comparisons by slice location in the upper limb ..... 290 
Table I.4. Percent Cortical Area ((CA/TA) x 100) pairwise comparisons by slice location in the 
upper limb ................................................................................................................................... 290 
Table I.5. Second moment area about ML axis (Ix) pairwise comparisons by slice location in the 
upper limb ................................................................................................................................... 291 
Table I.6. Second moment area about AP axis (Iy) pairwise comparisons by slice location in the 
upper limb ................................................................................................................................... 291 
Table I.7. Polar section moment of area (J) pairwise comparisons by slice location in the upper 
limb ............................................................................................................................................. 292 
Table I.8. Maximum second moment area (Imax) pairwise comparisons by slice location in the 
upper limb ................................................................................................................................... 292 
xvi 
 
Table I.9. Minimum second moment area (Imin) pairwise comparisons by slice location in the 
upper limb ................................................................................................................................... 293 
Table I.10. Shape index (Imax/ Imin) pairwise comparisons by slice location in the upper limb .. 293 
Table I.11. Section modulus about ML axis (Zx) pairwise comparisons by slice location in the 
upper limb ................................................................................................................................... 294 
Table I.12. Section modulus about AP axis (Zy) pairwise comparisons by slice location in the 
upper limb ................................................................................................................................... 294 
Table I.13. Polar section modulus (Zp) pairwise comparisons by slice location in the upper limb
..................................................................................................................................................... 295 
Table I.14. Maximum section modulus (Zmax) pairwise comparisons by slice location in the upper 
limb ............................................................................................................................................. 295 
Table I.15. Maximum section modulus (Zmin) pairwise comparisons by slice location in the upper 
limb ............................................................................................................................................. 296 
Table J.1. Cortical Area (CA) pairwise comparisons by slice location in the lower limb .......... 297 
Table J.2. Total Area (TA) pairwise comparisons by slice location in the lower limb .............. 297 
Table J.3. Medullary Area (MA) pairwise comparisons by slice location in the lower limb ..... 298 
Table J.4. Percent Cortical Area ((CA/TA) x 100) pairwise comparisons by slice location in the 
lower limb ................................................................................................................................... 298 
xvii 
 
Table J.5. Second moment area about ML axis (Ix) pairwise comparisons by slice location in the 
lower limb ................................................................................................................................... 299 
Table J.6. Second moment area about AP axis (Iy) pairwise comparisons by slice location in the 
lower limb ................................................................................................................................... 299 
Table J.7. Polar section moment of area (J) pairwise comparisons by slice location in the lower 
limb ............................................................................................................................................. 300 
Table J.8. Maximum second moment area (Imax) pairwise comparisons by slice location in the 
lower limb ................................................................................................................................... 300 
Table J.9. Minimum second moment area (Imin) pairwise comparisons by slice location in the 
lower limb ................................................................................................................................... 301 
Table J.10. Shape index (Imax/ Imin) pairwise comparisons by slice location in the lower limb .. 301 
Table J.11. Section modulus about ML axis (Zx) pairwise comparisons by slice location in the 
lower limb ................................................................................................................................... 302 
Table J.12. Section modulus about AP axis (Zy) pairwise comparisons by slice location in the 
lower limb ................................................................................................................................... 302 
Table J.13. Polar section modulus (Zp) pairwise comparisons by slice location in the lower limb
..................................................................................................................................................... 303 
Table J.14. Maximum section modulus (Zmax) pairwise comparisons by slice location in the lower 
limb ............................................................................................................................................. 303 
xviii 
 
Table J.15. Maximum section modulus (Zmin) pairwise comparisons by slice location in the lower 
limb ............................................................................................................................................. 304 
Table K.1. Cortical Area (CA) pairwise comparisons by slice location in distal limb elements 305 
Table K.2. Total Area (TA) pairwise comparisons by slice location in distal limb elements .... 305 
Table K.3. Medullary Area (MA) pairwise comparisons by slice location in distal limb elements
..................................................................................................................................................... 306 
Table K.4. Percent Cortical Area ((CA/TA) x 100) pairwise comparisons by slice location in 
distal limb elements .................................................................................................................... 306 
Table K.5. Second moment area about ML axis (Ix) pairwise comparisons by slice location in 
distal limb elements .................................................................................................................... 307 
Table K.6. Second moment area about AP axis (Iy) pairwise comparisons by slice location in 
distal limb elements .................................................................................................................... 307 
Table K.7. Polar section moment of area (J) pairwise comparisons by slice location in distal limb 
elements ...................................................................................................................................... 308 
Table K.8. Maximum second moment area (Imax) pairwise comparisons by slice location in distal 
limb elements .............................................................................................................................. 308 
Table K.9. Minimum second moment area (Imin) pairwise comparisons by slice location in distal 
limb elements .............................................................................................................................. 309 
xix 
 
Table K.10. Shape index (Imax/ Imin) pairwise comparisons by slice location in distal limb 
elements ...................................................................................................................................... 309 
Table K.11. Section modulus about ML axis (Zx) pairwise comparisons by slice location in distal 
limb elements .............................................................................................................................. 310 
Table K.12. Section modulus about AP axis (Zy) pairwise comparisons by slice location in distal 
limb elements .............................................................................................................................. 310 
Table K.13. Polar section modulus (Zp) pairwise comparisons by slice location in distal limb 
elements ...................................................................................................................................... 311 
Table K.14. Maximum section modulus (Zmax) pairwise comparisons by slice location in distal 
limb elements .............................................................................................................................. 311 
Table K.15. Maximum section modulus (Zmin) pairwise comparisons by slice location in distal 








Figure 1.  Modeling and remodeling to achieve the adult form .................................................... 26 
Figure 2. Periosteal expansion with age ....................................................................................... 29 
Figure 3. Summary ranks for health factors in Tennessee counties ............................................. 35 
Figure 4. Bone remodeling equilibrium ........................................................................................ 40 
Figure 5. Basic loading conditions experienced by a beam (long bone) ...................................... 44 
Figure 6. Generalized stress-strain curve for cortical bone .......................................................... 46 
Figure 7. Typical class 3 lever in the human body ....................................................................... 55 
Figure 8. Age-related declines in hormones ultimately result in a decrease in bone mass ........... 71 
Figure 9. Trends in adult obesity and diabetes in the United States ............................................. 82 
Figure 10. Bone segmentation from CT scan image stack ........................................................... 90 
Figure 11. Surface model construction and alignment ................................................................. 93 
Figure 12. Slice locations with example cross-sections................................................................ 94 
Figure 13. Cortical area (CA) by bone and sex within each element ......................................... 101 
Figure 14. Total area (TA) by bone and sex within each element .............................................. 102 
Figure 15. Medullary area (MA) by bone and sex within each element ..................................... 103 
xxi 
 
Figure 16. Percent Cortical Area (%CA) by bone and sex within each element ........................ 104 
Figure 17. Second moment of area about the mediolateral (ML) axis (Ix) by bone and sex within 
each element................................................................................................................................ 105 
Figure 18. Second moment of area about the anteroposterior (AP) axis (Iy) by bone and sex 
within each element .................................................................................................................... 106 
Figure 19. Polar second moment of area (J) by bone and sex within each element ................... 107 
Figure 20. Maximum second moment of area (Imax) by bone and sex location within each element
..................................................................................................................................................... 108 
Figure 21. Minimum second moment of area (Imin) by bone and sex within each element ........ 109 
Figure 22. Shape index by bone and sex within each element ................................................... 110 
Figure 23. Section modulus about the mediolateral (ML) axis (Zx) by bone and sex within each 
element ........................................................................................................................................ 111 
Figure 24. Section modulus about the anteroposterior (AP) axis (Zy) by bone and sex within each 
element ........................................................................................................................................ 112 
Figure 25. Polar section modulus (Zp) by bone and sex within each element ............................ 113 
Figure 26. Maximum section modulus (Zmax) by bone and sex within each element ................. 114 
Figure 27. Minimum section modulus (Zmin) by bone and sex within each element .................. 115 
xxii 
 
Figure 28. Summary age changes to bone properties of bone mass, shape, strength, and rigidity 
in females .................................................................................................................................... 129 
Figure 29. Summary age changes to bone properties of bone mass, shape, strength, and rigidity 
in males ....................................................................................................................................... 130 
Figure 30. Summary differences in bone mass, strength, and rigidity in the upper and lower limbs
..................................................................................................................................................... 145 
Figure 31. Summary differences in bone mass, shape, strength, and rigidity in proximal and 
distal elements ............................................................................................................................. 150 
Figure C.1. Cortical area (CA) by sex and slice location within each element .......................... 199 
Figure C.2. Total area (TA) by sex and slice location within each element ............................... 200 
Figure C.3. Medullary area (MA) by sex and slice location within each element ..................... 201 
Figure C.4. Percent Cortical Area (%CA) by sex and slice location within each element ......... 202 
Figure C.5. Second moment of area about the mediolateral (ML) axis (Ix) by sex and slice 
location within each element ...................................................................................................... 203 
Figure C.6. Second moment of area about the anteroposterior (AP) axis (Iu) by sex and slice 
location within each element ...................................................................................................... 204 
Figure C.7. Polar second moment of area (J) by sex and slice location within each element .... 205 
Figure C.8. Maximum second moment of area (Imax) by sex and slice location within each 
element ........................................................................................................................................ 206 
xxiii 
 
Figure C.9. Minimum second moment of area (Imin) by sex and slice location within each element
..................................................................................................................................................... 207 
Figure C.10. Shape index by sex and slice location within each element .................................. 208 
Figure C.11. Section modulus about the mediolateral (ML) axis (Zx) by sex and slice location 
within each element .................................................................................................................... 209 
Figure C.12. Section modulus about the anteroposterior (AP) axis (Zy) by sex and slice location 
within each element .................................................................................................................... 210 
Figure C.13. Polar section modulus (Zp) by sex and slice location within each element ........... 211 
Figure C.14. Maximum section modulus (Zmax) by sex and slice location within each element 212 
Figure C.15. Minimum section modulus (Zmin) by sex and slice location within each element . 213 
Figure E.1. Cortical area (CA) by sex and age group within each element ................................ 219 
Figure E.2. Total area (TA) by sex and age group within each element .................................... 220 
Figure E.3. Medullary area (MA) by sex and age group within each element ........................... 221 
Figure E.4. Percent Cortical Area (%CA) by sex and age group within each element .............. 222 
Figure E.5. Second moment of area about the mediolateral (ML) axis (Ix) by sex and age group 
within each element .................................................................................................................... 223 
Figure E.6. Second moment of area about the anteroposterior (AP) axis (Iy) by sex and age group 
within each element .................................................................................................................... 224 
xxiv 
 
Figure E.7. Polar second moment of area (J) by sex and age group within each element .......... 225 
Figure E.8. Maximum second moment of area (Imax) by sex and age group within each element
..................................................................................................................................................... 226 
Figure E.9. Minimum second moment of area (Imin) by sex and age group within each element
..................................................................................................................................................... 227 
Figure E.10. Shape index (Imax/Imin) by sex and age group within each element ........................ 228 
Figure E.11. Section modulus about the mediolateral (ML) axis (Zx) by sex and age group within 
each element................................................................................................................................ 229 
Figure E.12. Section modulus about the anteroposterior (AP) axis (Zy) by sex and age group 
within each element .................................................................................................................... 230 
Figure E.13. Polar section modulus (Zp) by sex and age group within each element ................. 231 
Figure E.14. Maximum section modulus (Zmax) by sex and age group within each element ..... 232 
Figure E.15. Minimum section modulus (Zmin) by sex and age group within each element ...... 233 
Figure F.1. Results of cortical area LS means comparisons in the upper limb by sex and age .. 234 
Figure F.2. Results of cortical area LS means comparisons in the lower limb by sex and age .. 235 
Figure F.3. Results of total area LS means comparisons in the upper limb by sex and age ....... 236 
Figure F.4. Results of total area LS means comparisons in the lower limb by sex and age ....... 237 
Figure F.5. Results of MA LS means comparisons in the upper limb by sex and age ............... 238 
xxv 
 
Figure F.6. Results of MA LS means comparisons in the lower limb by sex and age ............... 239 
Figure F.7. Results of percent CA LS means comparisons in the upper limb by sex and age ... 240 
Figure F.8. Results of percent CA LS means comparisons in the lower limb by sex and age ... 241 
Figure F.9. Results of Ix LS means comparisons in the upper limb by sex and age group ......... 242 
Figure F.10. Results of Ix LS means comparisons in the lower limb by sex and age group ....... 243 
Figure F.11. Results of Iy LS means comparisons in the upper limb by sex and age group ....... 244 
Figure F.12. Results of Iy LS means comparisons in the lower limb by sex and age group ....... 245 
Figure F.13. Results of J LS means comparisons in the upper limb by sex and age .................. 246 
Figure F.14. Results of J LS means comparisons in the lower limb by sex and age .................. 247 
Figure F.15. Results of Imax LS means comparisons in the upper limb by sex and age .............. 248 
Figure F.16. Results of Imax LS means comparisons in the lower limb by sex and age group ... 249 
Figure F.17. Results of Imin LS means comparisons in the upper limb by sex and age .............. 250 
Figure F.18. Results of Imin LS means comparisons in the lower limb by sex and age .............. 251 
Figure F.19. Results of shape index LS means comparisons in the upper limb by sex and age . 252 
Figure F.20. Results of shape index LS means comparisons in the lower limb by sex and age . 253 
Figure F.21. Results of Zx  LS means comparisons in the upper limb by sex and age ................ 254 
Figure F.22. Results of Zx  LS means comparisons in the lower limb by sex and age group ..... 255 
xxvi 
 
Figure F.23. Results of Zy  LS means comparisons in the upper limb by sex and age ................ 256 
Figure F.24. Results of Zy  LS means comparisons in the lower limb by sex and age ................ 257 
Figure F.25. Results of Zp LS means comparisons in the upper limb by sex and age ................ 258 
Figure F.26. Results of Zp  LS means comparisons in the lower limb by sex and age ................ 259 
Figure F.27. Results of Zmax  LS means comparisons in the upper limb by sex and age............. 260 
Figure F.28. Results of Zmax  LS means comparisons in the lower limb by sex and age............. 261 
Figure F.29. Results of Zmin LS means comparisons in the upper limb by sex and age .............. 262 
Figure F.30. Results of Zmin  LS means comparisons in the lower limb by sex and age ............. 263 
1 
 
CHAPTER 1  
INTRODUCTION 
 
This dissertation examines the relationship between aging and senescence with 
biomechanical properties in the diaphyses of the long bones of the appendicular skeleton among 
adult humans. Understanding the changes in bone material and mechanical properties with adult 
senescence is important for a variety of applications, from clinical treatment to interpretations of 
activity in archaeological and paleontological skeletal remains. Yet, while bone mineral 
properties and histologic variation among old-age adults have been subjects of intense study 
(reviewed below and in further detail in Chapter 4), few researchers have also examined the 
geometric distribution of cortical bone within cross-sections of diaphyses (cross-sectional 
geometric properties) as a measure of changes in mechanical properties with agedness among the 
limbs. 
Bone loss in human adulthood is nearly universal (Garn 1971; Nelson and Weiss 1999; 
Pfeiffer and Lazenby 1994). Changes in metabolism, the emergence of endocrine and disease 
processes, genetic variations, and decline in activity are among the factors that affect bone mass 
and the macroscopic geometry of cortical bone in cross-section in adulthood. However, 
researchers have not established the broad patterns of age-related change within and between 
limb elements in cortical bone cross-sectional geometric properties for humans aged more than 
40 years. While age-related bone mineral loss is well established (Agarwal 2007; Agarwal and 
Grynpas 1996; Grynpas 2003; Martin 1993; Martin 2003), we do not know whether there is an 
age at which bone geometry changes to adapt to age-related bone loss. Because of restrictions 
inherent in collecting longitudinal clinical data, no such studies have been conducted. We must 
2 
 
rely on cross-sectional data taken from the skeletal remains of individuals with documented 
demographic and anthropometric data. Age-related patterns in cross-sectional morphology 
measured at death reflect the cumulative effects of environmental and genetic factors within 
individuals (Agarwal 2016). Their documentation establishes a baseline currently missing from 
the literature necessary for future studies of senescence and bone mechanics, measured herein 
using cross-sectional geometric properties.  
Researchers have established the relationship between senescence and changes in bone 
mineral properties. These investigations use bone mineral content (BMC) or bone mineral 
density (BMD) as values for assessing bone strength (Forwood and Burr 1993; Turner 2002). 
The vast majority of these previous examinations of bone loss and decrease in bone strength 
were conducted with clinical studies of living individuals, focusing on the relationships between 
bone mass and fracture risk as a result of hormonal changes (Anderson et al. 1963; Riggs et al. 
2002) and the effectiveness of exercise intervention at preventing or rescuing bone from lost 
mass (Smith et al. 2010; Smith and Walker 1964; Vincent et al. 2012; Wallace and Cumming 
2000). Others examine kinematic changes in gait as a result of age-related osteoarthritis (Aspden 
2008; Paquette et al. 2015; Rasnick et al. 2016). While these and other studies have established a 
model for bone material properties, they cannot describe how elements will respond to loading 
alone. A more robust evaluation of bone rigidity and resilience includes diachronic changes, 
targeted resorption and deposition, and geometric distribution of bone. 
A small number of studies of diaphyseal cross-sectional geometry have identified age-
related patterns in cortical bone distribution, primarily by augmentation in medullary and total 
bone area. In adult males and females, long bone diaphyses demonstrate a pattern of 
subperiosteal apposition and endosteal resorption as age increases (Biver et al. 2016; Martin and 
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Atkinson 1977; Mays 2001; Ruff and Hayes 1982). Medullary area and subperiosteal area both 
increase with age along the diaphyses of the second metacarpal (Garn et al. 1992; Mays 2001), 
the femur (Ruff and Hayes 1982; Smith and Walker 1964) and tibia (Ruff and Hayes 1982), and 
the humerus and radius (Biver et al. 2016). Across studies, females consistently show greater 
rates of endosteal resorption, particularly after menopause. In both sexes, this relationship 
between age and resorption is linear and results in a decrease in cortical bone (but not necessarily 
bone bending rigidity). These findings corroborate clinical observations of decreasing BMD and 
BMC with age, especially in females after age 50 and men after 60 (Karlsson et al. 2000). A 
major shortcoming to these studies, however, is that most only include individuals with a 
minimum age of fifty, and older ages above 70, which are common in industrialized populations. 
This range does not adequately capture the scope of skeletal variation with age; little is known 
about how bone cross-sectional properties change in sexagenarians, septuagenarians, and older 
age groups. Further, these studies do not look at the distribution of cortical bone, which reflects 
directional loading despite changes in bone at a histological scale (Eleazer and Jankauskas 2016) 
and instead only consider changes in total area. 
Only two studies have examined measures of bone’s mechanical strength (section 
moduli) and rigidity (second moments of area (SMAs)). Ruff and Hayes (1982) examined eleven 
locations across the diaphyses of the femur and tibia to find that maximum, minimum, and polar 
SMAs increased with age in the Pecos Pueblo archaeological collection. As ages were estimated 
using skeletal markers for Pecos Pueblo, and therefore were prone to age estimation errors as 
outlined by Boldsen and others (2002), the applicability of their finding to other studies with 
documented ages-at-death and sex is limited (e.g., Garn et al. 1992; Mays 2001). Although the 
individuals from Pecos Pueblo displayed the pattern of net bone loss as expected, an increase in 
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SMAs meant that more bone was located farther from the centroid of the cross-section, 
increasing its rigidity. These results were sex and location-specific within each bone, likely as a 
result of differential loading conditions from sex-specific work roles within the culture. Martin 
and Atkinson (1977) found similar results in a modern autopsy collection, but only in males, 
possibly reflecting a difference in activity patterns between Pecos Pueblo and modern 
individuals.  
In other analyses, the upper limb, the humerus, radius, and second metacarpal have 
demonstrated similar, but more limited, patterns. Biver and colleagues (2016) studied a 
combination of documented twentieth century male skeletons and living males, finding that 
humeral and radial bending strength and radial torsional strength were greater among individuals 
occupationally engaged in “heavy-loading activity” from a young age. Heavy loading during 
early adulthood results in increased bone strength and slows the expected pattern of subperiosteal 
expansion and medullary resorption of later adulthood. Their study combined individuals across 
a range of ages, whereby, they could not distinguish at what age the changes occurred (other than 
after 45 years). Their sample also did not permit an investigation into sex effects on diachronic 
change in bone cortical geometry.   
These studies are limited in a number of ways addressed in this dissertation. First, as 
noted, most studies do not include a large age range of individuals or rely on broad age 
categories (Biver et al. 2016), or rely on estimated age of skeletal material (Ruff and Hayes 
1982). As a result, no specific age range has been identified for the transitional shift to net bone 
loss or specifically when shape changes may occur to mechanically compensate for increasing 
frailty of the material.  That the differences in these patterns between the sexes remain 
unresolved is a consequence of sampling to date. Second, the effects of age on diaphyseal 
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geometry have not been compared between the upper and lower limbs within the same sample. 
Regardless of occupation or habitual activity, the upper and lower extremities are functionally 
designed to adapt to different loading requirements (e.g. walking versus manipulation). 
Comparisons of differences between elements from the upper and lower limbs within individuals 
presents one method for determining whether shifts in cortical bone properties are systemic or 
localized (e.g. Reeves, 2014). Finally, there is no documentation of morphological changes 
within the ulnar or fibular diaphyses with age, likely based on an assumption that they contribute 
little to sharing the load experienced by the limb segment. It is remiss to leave them unexamined, 
though, precisely because these bones experience loads differently than their paired counterparts 
(Auerbach et al. 2017), and so may exhibit different sensitivities to the effects of aging than their 
paired elements. They serve as a further test of systemic versus local effects of age-related 
changes in cortical bone geometric properties.  
This dissertation contributes to previous research and addresses gaps in knowledge by 
testing the relationship between age and diaphyseal cortical bone distribution across an adult age 
range that captures mid-life and senescence in a modern sample. A cross-sectional (as opposed to 
longitudinal) sample (n = 208) of modern adult males and females over a large age range (40-99 
years) is used to compare cross-sectional (CSG) properties of the long bones of the upper and 
lower limbs (humerus, radius, ulna, femur, tibia, and fibula). Cross-sectional geometric 
properties are collected at five locations along the length of the diaphyses (20%, 35%, 50%, 
65%, and 80% of bone length) to address three aims: 
1) The primary goal is to document the relationship between age and diaphyseal cortical 
bone distribution within each bone. That is, do the long bones of the limb follow the 
precedent patterns of net periosteal expansion and endosteal resorption as age 
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increases? Prior studies suggest that this pattern is linear with age, but it is uncertain 
if this will be the case in individuals older than 60 years. Do differences in these 
patterns exist between the sexes? Does variation exist With BMI, activity level, or 
chronic pathology? Assuming the anisotropic nature of long bones, do differences 
exist in distribution of cortical bone among the five sites within each bone? 
2) A second aim of this research is to assess variation in cortical bone distribution 
within each limb. These comparisons test the relationship within human (and all 
tetrapod) limbs between one proximal bone followed by two paired distal bones. 
Does tapering of the limb have an effect on properties of bone mass, shape, bending 
strength, and rigidity? 
3) The final aim of this dissertation is to compare variation between the limbs. These 
comparisons test whether relationships exist between proximal elements and between 
distal elements, despite vastly different loading environments, namely from 
locomotion and body weight. How are differences in distribution of bone at the sites 
or between the bones reflective of differences in the mitigation of mechanical loads? 
Is there evidence for systemic as well as localized effects of bone loss?  
 
These three objectives are accomplished using computed tomography (CT) scans of 
modern individuals from the William M. Bass Donated Skeletal Collection. As opposed to CT 
studies focusing primarily on the midshaft, results from this study provide a “whole bone” and 
“whole limb” perspective (Cristofolini et al. 2010; Gosman et al. 2013; Hubbell et al. 2011) on 
variation in cortical bone distribution across the limbs. As these data were previously collected, 




Hypotheses and Research Aims 
 
As noted, the aim of this research is to test the relationships between age and cortical 
bone apposition and resorption in the human limbs, particularly in the later years of the modern 
human life span. To address this aim, the cross-sectional diaphyseal geometry of three bones of 
the upper limb (humerus, radius, ulna) and three bones of the lower limb (femur, tibia, fibula) are 
compared. Each limb, and the bones within, experience and mitigate biomechanical forces 
differently as a result of differential distribution of body mass and locomotor repertoires in vivo. 
The first set of hypotheses outlined below establishes the existence of an average shift in 
geometry with age and the relationship between cortical bone distribution and sex within 
elements. This has yet to be documented in a modern sample of individuals with known age and 
sex. The second set of hypotheses addresses intra-limb variation and whether selection for limb 
tapering in humans has resulted in varying abilities of the bone to resist deformation and failure 
under loading. While the geometric effects of limb constraint have been studied in various 
hominin species and young adult humans, they have not been tested in older adults. The final set 
of hypotheses examines inter-limb variation. Precisely because the human limbs have vastly 
different roles related to locomotion and carrying of body mass, diaphyseal variation should be 
evident. 
Mid-life to elderly adults are an appropriate population in which to assess the changing 
biomechanics of the limb bones after skeletal maturity. Previous research has examined many of 
these relationships, but with discrete comparisons. The hypotheses outlined below were 
developed from what is currently known about cortical bone distribution in the limbs and 
changes to that distribution as a result of bone functional adaptation (see Chapter 3 for full 
discussion). Bone mass has been shown to systemically decrease with age (Garn 1970; Nelson 
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and Weiss 1999; Pfeiffer and Lazenby 1994) as a result of normal physiological processes of 
aging, while other structural changes, such as an increase in medullary and total subperiosteal 
areas (Ruff and Hayes 1982; Smith and Walker 1964) also occur as mechanical compensation for 
the increase in strain from low bone mass. These relationships, along with comparison of all 
properties quantifying diaphyseal geometry, have not yet been examined across all of the long 
bones. Hypotheses used to test for the existence of functional adaption in the adult years, and 
throughout the adult skeleton, are grouped into three main sets based on the aims of this study. 
 
 
Hypothesis Set 1- Within Bone Variation 
 
a. When comparing the sexes, males are expected to have greater bone mass, shape, 
strength, and rigidity than females in all bones. Sexual dimorphism in adult human 
cortical bone distribution has been established by a number of studies both clinical 
(Ahlborg et al. 2003, Meakin et al. 2014) and anthropological (Burr 1997, Peck and Stout 
2007), as the result of hormonal changes throughout life. However, the magnitude of 
difference between the sexes, particularly, in older age groups and across multiple 
elements is unknown. 
 
b. When comparing age groups within each sex, older age groups are expected to have 
decreased cross-sectional property values of cortical bone, but increased measures of 
medullary and total area. This increase has been argued by Ruff and Hayes (1982) and 
others (Biver et al. 2016; Martin and Atkinson 1977; Mays 2001) to serve as a 
compensation for lower bone mass, and thus should result in similar measures of bending 
strength and rigidity throughout the adult years. This compensatory model has yet to be 
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documented in the upper limb, and at multiple sites along the diaphyses of all six limb 
bones.  
 
c. Other determinants of cortical bone distribution- body mass, habitual activity level, and 
chronic disease states- are expected to have an effect on diaphyseal geometry. Individuals 
with higher body mass indexes (BMIs) will corroborate previous studies (Moore 2013, 
Reeves 2014) by demonstrating greater properties of bone mass and bending strength and 
rigidity. Similarly, because of increased force from activity, individuals with higher 
reported levels of activity will show greater values of mass, strength, and rigidity. 
Because many chronic disease states contribute to lower bone mass (Imel 2014, Stout 
1989, Wong et al. 2007), it is expected that mass and all other CSG properties will be 
reduced in individuals whose cause of death fell into the pathological category. Although 
prior studies have examined these effects, none have done so with older adults and across 
the limbs.   
 
Hypothesis Set 2- Within Limb Variation 
a. When comparing measures of cortical bone distribution in the upper limb, the humerus is 
expected to show greater CSG properties at all diaphyseal locations than the two paired 
bones- the radius and ulna. Because of their shared loading environment, the radius and 
ulna will not differ significantly in measures of bending strength and rigidity. The precise 
load-sharing relationship between these two distal bones is still unclear and their 




b. In the lower limb, the femur is expected to show greater CSG properties at all diaphyseal 
locations than the two paired bones- the tibia and fibula. Although the tibia and fibula 
share a loading environment, the vast difference in muscle action (i.e. force) on the tibia 
will result in greater values of all CSG properties than in the fibula.  
 
Hypothesis Set 3- Between Limb Variation 
a. The bones of the proximal limb segments- the humerus and femur- will differ 
significantly in all CSG properties. While they share a similar position in their respective 
limbs, the femur is responsible for mitigating forces associated with body mass and 
locomotion. As such, the femur will demonstrate greater properties of bone mass, shape, 
and bending strength and rigidity than the humerus. This has yet to be studies in older 
adults, in which a decrease in loading (both from body mass and activity) are common.  
 
b. When comparing the bones of the distal limb segments- the radius, ulna, tibia, and fibula- 
the tibia is expected to exhibit greater values of CSG properties than the other three bones 
at all diaphyseal locations. Because the radius and ulna share a relatively equal load of 
forces across the lower arm, they are expected to have greater bone mass, strength, and 
rigidity properties than the fibula, which takes on a much smaller proportion of loads in 













The expectations outline above aim to identify 1) whether an average shift in diaphyseal 
geometry exists at a particular age within bones, 2) how cortical bone distribution differs within 
limb segments, and 3) whether any relationship exists between limb bone distribution despite 
differences in loading environments. Given the anisotropic nature of bone as a material, support 
of these expectations suggests that not only does each bone experience mechanical loads 
differently, but that loads are mitigated differently even within a single element. Furthermore, a 
relationship exists between skeletal senescence, cortical bone remodeling, and diaphyseal 
dimensions. Support of expectations also suggests that adult patterns in cortical bone loss and a 
decrease in strength are sex and bone-specific.   
An understanding of bone development and aging is fundamental before presenting the 
analyses of this dissertation. Chapter 2 summarizes the physical and biochemical processes of 
human limb bone development and maintenance. I review the mechanisms behind bone growth 
before skeletal maturation and modification of bone throughout life, which produces the 
variation in adult form. Genetic and hormone signaling of bone growth are covered, as well cell 
kinetics of the growth plate. The chapter concludes by reviewing modeling and remodeling, the 
regulatory processes of bone size and shape. Variation in these processes as a result of 
environmental stressors is also highlighted.  
The third chapter describes bone functional adaptation and its use in the assessment of 
bone morphology, namely through the estimation of static bone mechanical properties. Bone 
functional adaptation provides the theoretical model for understanding the adaptive responses of 
bone to forces exerted on it, so it may withstand them without failing. To measure these effects, 
engineering beam theory is applied for quantifying the cross-sectional geometry of long bone 
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diaphyses. As a key method for studying bone properties in previous research as well as this 
dissertation, these concepts are reviewed in detail with respect to bone functional adaptation.  
The fourth chapter illustrates the scope and application of these perspectives and methods 
to understanding aging of the human skeleton. Clinical and anthropological studies of declining 
bone mass and osteoporosis are then reviewed with particular attention to the trend of decreasing 
bone strength correlated with loss in bone mass. With bone loss also comes patterns of 
apposition, which may serve as a compensatory measure for the loss of mechanical strength. 
Understanding what is currently known about patterns of cortical bone gain and loss throughout 
life is vital to testing the existence of similar patterns in this sample. 
Chapter 5 outlines the sample and methodologies used to collect and analyze the data for 
this dissertation. The nature and composition of the radiographic sample and selection criteria are 
provided. Then, methods are reviewed, including the creation of 3-dimensional computer models 
for each bone, extraction of diaphyseal cross-sectional slice, and calculation of CSG properties 
from each slice. The chapter concludes by summarizes the statistical analyses used in this 
research. 
The sixth chapter provides the results of the statistical analyses. These are organized by 
the three aims and hypothesis sets of the study- within bone variation, within limb variation, and 
between limb variation. Chapter 7 discusses these results in the same organizational structure. 








CHAPTER 2  




As this dissertation investigates changes in cortical bone apposition and loss with 
senescence, it is essential to document the biological processes that underlie the modification of 
cortical bone. Osteogenesis and the regulation of bone size and shape throughout life are 
modulated by intrinsic (e.g. genetic, age, sex, diet, and biochemical) and extrinsic (e.g. body 
mass, activity or locomotor patterns) factors. Variation in these factors likely results in shifts in 
diaphyseal geometry and failure to preserve bone with increasing age. Normal physiological 
aging determinants, changes in mobility, and pathological processes associated with adulthood 
alter how the genome and environment interact to affect bone. This chapter reviews these 
intrinsic and extrinsic factors, relating them to the growth and maintenance of bone. These 
concepts are fundamental for the review of the response of bone to a changing environment, 
either due to mechanical loads (reviewed in Chapter 3) or the biological changes associated with 
aging (considered in Chapter 4).  
To this end, it is critical to understand the developmental underpinnings of bone 
morphology and cell turnover that ultimately result in the adult form. Thus, I begin with a review 
of the formation of bone and limb development, including factors influencing these, before 
examining some of the sex, age, mechanical, and environmental regulators of bone size and 
shape. Because the skeletal system is multi-functional, it should be noted that these processes are 
not aimed solely at the modification of bone geometry, but many physiological functions (e.g. 




Limb Bone Development 
 Long bone growth requires the orchestration of a number of different processes to 
achieve adult form, which is the focus of this dissertation. Achievement of the adult form occurs 
through the processes of modeling and remodeling. These processes occur inside the context of 
complex interactions within and between the genome, biochemical signaling, and mechanical 
environments, which together initiate and regulate skeletal development. The effects of these 
interactions are cumulative and vary with age, sex, bone, and even within bones, ultimately 
resulting in the variation seen at any one point in time. 
To understand the processes of bone modification through modeling and remodeling, one 
first must appreciate the development bone, and the factors that guide those events. Bone 
development commences in utero during the third trimester and continues until early adulthood, 
and thus adult bone morphology reflects aspects of this long period of growth and development. 
Growth of the long bones of the limbs occurs in three dimensions, though through different 
processes. Increases in length are primarily the result of endochondral activity, wherein a 
cartilage model (anlage) of bone is replaced by bone. Changes in diameter (both anteroposterior 
and mediolateral) are largely the result of intramembranous growth, wherein bone is deposited 
without the anlage (Currey and Butler 1975). These processes are not discrete, but interrelated 
through genetic, biochemical, and mechanical factors. A number of these processes and their 
influence on skeletal growth and adult variation are discussed in this chapter and in Chapters 3 
and 4. 
Intramembranous and Endochondral Ossification 
Endochondral ossification occurs during primary bone growth and development, 
especially in the long bones of the limbs, as well as the basicranium and portions of the axial 
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skeleton. Intramembranous ossification is the first process of bone formation in utero and 
continues to play a role in bone apposition into adult years, primarily in the bones of the cranial 
vault, the viscerocranium, and the flat bones of the postcrania (e.g. the scapula) (Erlebacher et al. 
1995; O'Connor et al. 2010; Scheuer and Black 2000). Both processes are generally finished by 
adulthood, though, as reviewed below, apposition of bone to the periosteum of limb bone 
diaphyses with age has similarities to intramembranous growth. By adulthood, most bone growth 
occurs through processes other than these. Nevertheless, to understand the appearance of the 
adult skeleton, the processes that were active both in its origination and in its maintenance, it is 
useful to review the factors that contribute to these methods of bone formation. 
Before ossification can commence, mesenchymal tissue is condensed into the earliest 
precursor of the bone- the skeletal blastema. Within this condensation mesenchyme cells 
differentiate into osteoblasts, regulated by transcription factors Sox9 and RUNX2 (O'Connor et 
al. 2010) and the oxytocin gene and receptor (Colaianni et al. 2014). Mineralization begins with 
the formation of hydroxyapatite crystals from calcium and phosphates, regulated by 
proteoglycans (Allen and Burr 2014; Burr and Akkus 2013). Mature crystals are deposited within 
collagen fibrils of early osteoid (Bruder and Caplan 1989) where they continue to grow, resulting 
in the formation of bone nodules. When a large density of nodules is reached, the matrix 
becomes vascularized and woven bone forms. This early bone is comprised of small trabeculae 
bridging mesenchymal cells, eventually growing into a network of boney spicules known as the 
primary spongiosa. As the primary spongiosa grows by way of increased osteoid deposition on 
the trabeculae, the structure becomes the primary center of ossification (Scheuer and Black 
2000). From this center, the trabeculae increase in length (Ogden 1979) while secondary 
trabeculae are laid down in a perpendicular fashion. The mineralized structure is still covered 
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with mesenchyme, which then converts into the periosteum. The trabecular structure will 
continue to expand until it reaches the periosteum, which then develops a thin layer of cortical 
bone to enclose and protect the internal bone. This process continues as the bone matures and 
begins to take its adult form. Any later changes to the bone’s structure will be the result of 
remodeling (discussed below) (Scheuer and Black 2000).  
The nature of endochondral ossification starts as intramembranous (Scheuer and Black 
2000), but ultimately forms bone based on a cartilaginous template or “target”. The process 
begins when the external cells of the blastema form a perichondrium, under which chrondoblasts 
reside in preparation for division (Purves et al. 2004). Formation of the perichondrium is initiated 
by the transcription factor Sox9 (Allen and Burr 2014; O'Connor et al. 2010). Chondroblast 
division and subsequent secretion of type II collagen result in the formation of the cartilage 
model. 
Ossification begins with the thickening of the perichondrium in the center (midshaft) of 
the diaphysis model and differentiation of osteoblasts from osteoprogenitor cells. This process 
results in a periosteal collar around the midshaft of the cartilage template (Allen and Burr 2014; 
Purves et al. 2004). As the individual matures, the collar is remodeled into the compact bone of 
the adult diaphysis. Because this bone is largely periosteal and continues to be osteogenic 
throughout life, this portion of a long bone forms via intramembranous ossification (Scheuer and 
Black 2000).  
The epiphyses (or secondary and tertiary centers of ossification) also form via 
endochondral ossification. Isogenic cells in the center of the cartilage model of the epiphysis 
begin to hypertrophy while matrix vesicles begin the process of crystal formation. 
Vascularization occurs through cartilage canals at many different sites on the non-articular 
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surface of the epiphysis (Brookes 1963). As in the diaphysis, osteoid is laid down and then 
remodeled into the mature trabecular structure. The cartilaginous border of the ossification center 
serves as the growth plate of the epiphysis. As the center grows, chrondrocytes proliferate in the 
growth plate and are later replaced by trabecular bone (Scheuer and Black 2000).  
Increase in bone length- and width to some degree- is the result of the cellular processes 
at a separate growth plate between the new diaphysis and epiphysis (O'Connor et al. 2010; Rang 
1969). The physiology of this plate can be understood as a series of five cellular zones, each 
serving a function in the growth of the bone. Chondrocytes undergo mitosis, regulated by bone 
morphogenic proteins (BMPs), Indian hedgehog protein (IHH), and somatropin among others 
(Allen and Burr 2014). After hypertrophy, the chondrocytes begin to degenerate (Felber et al. 
2011), modulated by homeobox genes Dlx5 and Dlx6 (O'Connor et al. 2010; Tadic et al. 2002). 
The replacement of chondrocytes by hydroxyapatite causes the diaphyseal growth plate to unite 
with the epiphysis. At this point, the epiphyseal trabeculae convert to a terminal plate, which 
serves as a separation of the epiphyseal and diaphyseal marrow spaces (Martin et al. 1998; 
Scheuer and Black 2000; Weinmann and Sicher 1974). Ultimately the rate of chondrogenesis 
will be surpassed by osteogenesis, initiating the process of epiphyseal union (Rang 1969).  
 
Heritability of Bone Growth 
As shown above, the formation of the adult skeletal morphology requires internal (i.e. 
genetic) controls to regulate cell division rate and size of the physeal plate and thereby changes 
in bone length (Frost and Jee 1994; Villemure and Stokes 2009). Bone growth and development 
are clearly the product of gene by environment interactions, whereby environmental factors, such 
as nutrition and metabolism, affect gene expression. The influence of the environment and the 
timing that these occur during growth and development have only recently been examined. These 
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interactions likely explain a portion of the variation documented in this study, although to what 
degree cannot be known.  
A few studies have investigated the relationship between genes and environment when 
examining the timing in which environmental variance contributes to bone length variance on a 
bone-specific level. In a large sample of modern Americans of European ancestry with known 
familial relationships, obtained from the Fels Study, Duren and colleagues (2013) found that 
through two years of age, phenotypic trait variance matches variance due to genetic relatedness; 
the environment has minimal effect on variation in bone lengths (barring possible effects due to 
shared environments between siblings). Between three to six years of age, the variance in length 
still remains similar to genetic variance, which remains the case until late adolescence. The 
length of the second metacarpal is sexually dimorphic by age 14, which corroborates the results 
of other longitudinal studies using smaller samples sizes (Nguyen et al. 2001; Ruff 2003a). The 
oxytocin receptor gene may be responsible for bone gain throughout this time as it readily binds 
with estrogen in both sexes (Duren et al. 2011; Duren et al. 2013). 
Research in the amount of variation in diaphyseal dimensions that is reflected in genetic 
variance (as measured through relatedness) has largely focused on changes in diameter and 
distribution or thickness of cortical bone. In the same study as the examination of length variance 
reviewed above, Duren and colleagues (2013) demonstrated that second metacarpal (MC2) 
diameter is sexually dimorphic by two years of age. Differences in MC2 diameter between the 
sexes remain constant until 14 years of age, when they increase. However, more relevant to the 
mechanics of the metacarpals, cortical thickness distribution is roughly equal between males and 
females until about 10 years. At this point, females display thicker dimensions until 15 years 
when male dimensions rapidly surpass those of females. Duren also found that cortical index is 
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sexually dimorphic (females are higher) by two years, continuing through 35 years. Overall, 
these authors report that only 50% of variance in cortical bone diameters by an age of two years 
is attributable to shared genes between siblings, though this increases after that age to 74% of the 
variance, decreasing again to approximately 50% into adulthood. In a mouse model, Wallace and 
colleagues (2012) corroborated these patterns finding that genetic contribution had a large effect 
on femoral cross-sectional indices.  
It is clear from these studies that factors that distinguish the sexes are active early in 
ontogeny in shaping both bone length and cortical bone properties. Moreover, these distinctions 
are only in part explained through direct genetic control; gene by environment interactions are 
increasingly responsible for individual variation with age. Hormones and signals from movement 
(kinetic signaling) are two factors that distinguish between the sexes and are essential factors for 
understanding bone growth and development and bone maintenance (or lack of) in adults.  
 
Hormone and Kinetic Signaling 
In addition to a genetic component, bone growth requires biochemical and mechanical 
stimuli to regulate division rate in the physeal plate, size of the proliferation zone, rate of 
expansion and size of hypertrophic cells, and the rate of division of the stem cell at the top of 
each cell column (Frost and Jee 1994; Villemure and Stokes 2009). These controls can be 
classified as temporal (short or long term) or spatial (Armstrong 1988). Differentiation of cells 
may be explained by diffusion gradients of substances that are either produced in the growth 
plate or brought in by vascularization. At a set point of concentration, they change cell activity 
from proliferation to expansion.  
Of particular interest to this dissertation are hormonal substances—notably estrogen and 
testosterone—that place a vital role in bone development (O'Connor et al. 2010; Syed and 
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Khosla 2005) and bone maintenance with age. Their particular effects on the adult skeleton are 
discussed in Chapter 4. Although historically attributed only to their sex-specific effects (i.e. 
estrogen in females, testosterone in males), these sex steroids are now understood to be integral 
to bone growth and maintenance in both sexes (Orwoll 2003; Syed and Khosla 2005; 
Vanderschueren et al. 2004). Much of this research is experimental in nature using genetically 
modified mice, which leaves some components of hormonal influences unclear.  
Estrogens play a vital role in building peak bone mass. Premenarcheal females can gain 
up to 83% of adult bone mass density (BMD), but the associated exposure of estrogen at puberty 
can increase bone mass up through the 30s (Lloyd et al. 1992; Warren 1999). The hormone is 
known to have an “osteoprotective” effect in females (O'Connor et al. 2010; Syed and Khosla 
2005), as estrogen is thought to regulate osteoblasts during differentiation. In female knockout 
mice in which estrogen receptors are blocked, bone turnover is reduced, specifically that which 
increases trabecular bone density. Male mice with the same receptors knocked out demonstrated 
a reduction in bone resorption, resulting in the opposite effect as female mice (Sims et al. 2002). 
The relationship between androgens, such as testosterone, and achievement of peak BMD 
is less understood (LeBoff and Glowacki 1999; Warren 1999). Some studies suggest that 
testosterone can alter the lifespan of mature osteoblasts and osteocytes (Manolagas 2000; Syed 
and Khosla 2005). The influence of androgens in the growth of the female skeleton is even less 
understood (O'Connor et al. 2010). Female mice with androgen receptors knocked out have 
shown no skeletal abnormalities, but more studies are needed to investigate other possible causes 
of these results (Syed and Khosla 2005). The role of estrogens and androgens in surface-specific 
remodeling are discussed in a later section and their role in bone senescence is reviewed further 
in Chapter 4. 
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Despite healthy hormone levels, stem cells contain only a limited amount of biochemical 
signals necessary for division. When that concentration is too low, proliferation stops. 
Somatomedin levels are the most likely biochemical factor and closure of the growth plate is 
largely explained by adrenogenic hormone levels. In immature lab animals given these 
hormones, an acceleration of growth is seen, followed by a premature cessation of growth and 
closure of the plate. Also possible is that the stem cell is capable of only a certain number of 
divisions (Armstrong 1988; Robling and Turner 2009; Villemure and Stokes 2009). 
The degree of influence of hormones on skeletal growth and adult variation is also likely 
related to the local mechanical loading environment. Understanding how bone adaptation to 
mechanical forces during growth and throughout life requires a review of kinetic signaling. A 
decrease in the rate or efficiency of cell kinetic signaling may be one mechanism for the loss of 
bone in adulthood. The developmental relationship between the epiphysis and metaphysis is also 
a function of kinetic activity of the growth plate. Two hypotheses exist about the kinetic system 
of division and hypertrophy of physeal chondrocytes. The first suggests that within a single 
growth plate, the rate of cell proliferation and the determination of the size of the cells are 
independently controlled. Alternatively, within a single organism, cell proliferation rate is the 
same across all growth plates, but the sizes of the proliferative zones are specific to each plate. 
The rate of longitudinal growth has been shown to be equal to the rate of new cell production 
multiplied by the average height of the hypertrophic cells (Martin et al. 2015; Sissons 1955). Cell 
production is dependent on the division rate and number of dividing cells in the proliferation 
zone. Histological studies have shown there is only 30% variation in size of hypertrophic cells, 
which limits the variability in division rate as well (Armstrong 1988). 
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Further investigation into cell kinetics has revealed mechanical mechanisms underlying 
modulation of physeal activity. Villemure and Stokes (2009) demonstrate that the zone of 
hypertrophy is the most flexible region in the growth plate, and as such, experiences the greatest 
amount of loading during growth. Following this reasoning, this zone is important in providing 
mechanical stimuli for reducing chondrocyte volume. Tanck and colleagues (2006) found that in 
growing pig tibiae, trabecular structure at the diaphyseal end of the growth plate filled with bone 
as a response to increased loading. They conclude that the process of metaphyseal ossification is 
due to the large number of osteocytes in this region, which are believed to be mechanically 
sensitive (Cowin et al. 1991; Robling and Turner 2009). Similar results were demonstrated in 
computational modeling by Cox et al. (2011), which indicated that osteocytes under mechanical 
stimulation are responsible for the turnover of physeal cartilage into bone. Collectively these 
results provide much needed evidence for the mechanical processes that induce bone growth and 
regulate its homeostasis (Robling and Turner 2009). 
Loading stress as a result of muscle contractions is required for the development of 
cartilage and bone at the growth plate and will later be required for maintenance of adult bone 
tissue (Chen et al. 2010; Cowgill 2010; Hall and Herring 1990; Lieberman and Pearson 2001; 
Tardieu et al. 2006). In utero, paralysis of major muscle groups can lead to slowed growth 
velocity in the limbs (Hall and Herring 1990). In vivo, the Hueter-Volkmann Principle (Braun et 
al. 2006; Hueter 1862; Stokes 2002) suggests that growth velocity at the epiphyseal plate is 
decelerated by compressive loading along the axes and increased by reduced loading. Although 
seemingly contradictory, muscle contractions generally produce tensile forces across bone, 
whereas body mass and associated ground force reaction compressively load long bones along 
their axes. Clinical studies document tall vertebrae in paralytic patients where reduced loading 
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resulted in a decrease in mechanical regulation of growth in length (Gooding and Neuhauser 
1965; McCall et al. 1981). Both in rat tail vertebrae and human patients with scoliosis, 
unbalanced force distribution was attributed to differential growth between compression and 
tensile sides (Stokes et al. 1996). Because this imbalance occurred during growth, these 
asymmetries were corrected when load distribution was reversed (Mente et al. 1999). When 
growth is finished, bone apposition is stimulated by both muscle contractions and ground 
reaction force, although muscle contraction appears to have a greater effect with age (Kerr et al. 
1996a). Additional relationships between mechanical loading and apposition with advanced age 
are discussed in Chapter 4. 
A more macroscopic perspective of the interplay of the genome and mechanical 
influences is of use to the current study, in which many of the influences during growth and 
development cannot be measured. Rauch and Schoenau (2001) suggest that bone development is 
the cumulative effect of mechanically-induced growth determinants and regulators. There are 
two functional phases of bone development: 1) skeletal patterning (based on a genetic plan) and 
2) the mineralization process where information about where bone needs to be added and 
removed is provided by mechanical strain. Early theoretical models argued that the entire 
blueprint of a bone is contained in the genes of the bone model. Although there is strong 
evidence this is true during embryonic patterning, the fault in this approach is the assumption 
that the genome contains information on the adult structure, placement of trabeculae and osteons, 
and how each bone cell assembles the final product. The storage of this amount of information in 
the genome seems improbable and ignores other physiologic and environmental (mechanical) 
influences on the development of bone shape and size. Further, as an individual ages, 
environmental factors (e.g. activity level) change considerably, which may contribute to 
24 
 
variation in cortical bone regardless of genomic determinants. A number of these environmental 
influences and their morphological impacts are discussed later in this chapter and in Chapters 3 
and 4. 
 
Modification of the Limbs 
Bone growth and maintenance, especially in the limbs, requires the orchestration of a 
number of different processes to achieve the adult form. As reviewed above, growth in length is 
primarily the result of endochondral activity, while growth in diameter is largely the result of 
intramembranous activity (Scheuer and Black 2000). The shape and integrity of the bone are 
modified by two additional processes, modeling and remodeling. Through these mechanisms, 
bone is able to dynamically resist the mechanical stresses and strains that result from growth and 
changes in loading (largely due to locomotor activity), and a reservoir is created for bone mass 
while maintaining a functionally light structure. In the adult skeleton, it is these processes of 
modeling and remodeling that are responsible for the preservation of bone density and 
modification of bone shape to compensate for loss in that density with age. This dissertation tests 
for the existence of some of these modifications through the quantification of diaphyseal 
geometry in the mature skeleton. 
 
Modeling and Remodeling 
Though primary ossification of tissue establishes bone shape and size, it does not result in 
a geometry of the bone that is best suited to the mechanical demands placed on the limbs and 
skeletal elements within. Bones must be modified throughout growth to maximize their function. 
Changes to bone shape, and size after ossification, from modeling, or the independent actions of 
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bone formation (osteoblasts) and bone resorption (osteoclasts) initiated by tissue strain 
(O'Connor et al. 2010; Olsen et al. 2000). Modeling is usually continuous at a site, though the 
rate of modeling reduces with advancing skeletal maturity, and is generally thought to cease in 
adulthood (with potentially important exceptions, noted below). In the long bones, metaphyseal 
modeling reduces bone diameter but results in an increase in bone mass systemically. As the 
bone grows, new metaphyseal bone must be constricted to create the diaphysis via osteoclastic 
activity on the periosteal surface of the metaphysis. This pattern is evidenced most prominently 
in bones that require flaring metaphyses (e.g. proximal tibia) to properly manage mechanical 
loads (Gosman et al. 2013) (Figure 1). Modeling in long bones can also occur on the endosteal 
and periosteal surfaces of the diaphyses. Resorption on the endosteal surface and addition of 
bone to the periosteal surface result in enlargement of the shaft. Site-specific changes and 
periosteal expansion in adults as a result of modeling are discussed later sections. Unidirectional 
resorption and deposition on these surfaces will result in diaphyseal drift or a change in the 
curvature of the bone. Similarly, modeling alters the curvature of the cranial bones to 
accommodate continued growth throughout childhood (Allen and Burr 2014; Martin et al. 1998). 
As opposed to modeling, remodeling occurs throughout life, though its rate does slow 
after skeletal maturity (Allen and Burr 2014; Martin et al. 1998; Pivonka et al. 2008). 
Remodeling is the paired action of osteoblastic and osteoclastic activity at one site to replace 
previously formed bone. It can be classified as targeted remodeling or stochastic remodeling. 
Targeted remodeling is believed to be initiated by microdamage and osteocyte apoptosis at sites 
that have been mechanically compromised. Alternatively, stochastic remodeling is more likely 







Figure 1.  Modeling and remodeling to achieve the adult form 
The cartilaginous bone model (dashed outline) will be modified through apposition (+) and 
resorption (-) of none to narrow the metaphysis, and expand the diaphysis and medullary cavity. 
This process achieves the most mechanically stable size and shape for the demands experienced 
by adult bone. 
 
 
calcium levels becomes more difficult in older adults, which contributions to the increase in 
stochastic remodeling with age. Remodeling does not usually affect the macroscopic shape of the 
bone, but contributes greatly to its structural integrity by repairing fatigue cracks and other 
trauma (Burr et al. 1998), as well as becoming the cause of bone porosity with age. This process, 
then, results in the maintenance of or slight decrease in bone mass. Because of its role in the 
repair process, it tends to occur in shorter, more defined, episodes.  
Basic multicellular units (BMUs), comprised of a small number of osteoclasts and often 
hundreds of osteoblasts, perform the work of modeling and remodeling. Osteoclasts, a 
specialized type of macrophage cell, remove bone, while osteoblasts produce the organic matrix 
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of bone, into which they incorporate the mineral matrix of bone. In modeling, these two cell 
types work on different surfaces of the bone (e.g., the endosteal and periosteal surfaces of a long 
bone). The cells work in concert to remove and replace bone in remodeling. A BMU operates in 
six basic stages to remodel a primary osteon and create a secondary one. The first stage, 
activation, happens when monocytes fuse together to form osteoclasts and osteoblasts are 
recruited to form the BMU. Next, a resorption phase begins. The osteoclasts tunnel 
longitudinally through the bone, secreting acids that demineralize the bone and enzymes to 
dissolve the collagen component at approximately 40 μm per day. A capillary bud that provides 
nutrients and a supply of progenitor cells for the BMU leads this ‘cutting zone’. The reversal 
stage signals the end of the cutting zone and the beginning of osteoblastic activity. In the 
formation stage, osteoblasts then line the border of the cutting zone and lay down concentric 
lamellae, leaving a Haversian canal for a nutrient artery. After osteoid is laid down, the site will 
enter the mineralization stage in which mineral crystals will form within the network of collagen 
fibers. This process can continue for six months (but can vary with the age and health of the 
individual) and is followed by the quiescence phase. Here, the osteoblasts are taken away or 
turned into osteocytes and the secondary osteon has reached full maturity. This entire process 
happens in a similar fashion in trabecular bone although BMUs create and refill trenches of 
trabeculae. Remodeling of trabecular bone also happens at a much faster rate- approximately 
25% faster per year- than cortical bone (Martin et al. 1998; Scheuer and Black 2000). 
Understanding factors influencing rates of modeling and remodeling is key to the 
interpretation of variation in the amount and distribution of bone between the sexes and 
throughout the lifespan. Cumulative rates of modeling and remodeling ultimately determine the 
size and shape of a bone at any particular point in time. In a longitudinal study, rates of 
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remodeling and modeling within an individual can be empirically tested across time. However, 
in the case of a cross-sectional study such as the one herein, it is useful to review the site-specific 
locations on which these processes occur and some of the regulatory factors that may determine 
the morphology of the bone throughout life.  
 
Regulation of Bone Size and Shape 
The evidence presented above demonstrates that the shape and architecture of bones are 
the result of genetic control and interaction with the environment, which mediate some factors 
that modify bone (e.g. hormones) or directly affect bone maintenance (e.g., mechanical loading 
and BMUs; see Chapter 3). Not only do the effects of these interactions vary with age and sex, 
with also vary within a single skeletal element. Clinically, mechanical influences on adult bone 
maintenance are presented in a more limited and systemic fashion, primarily as intervention 
strategies (e.g. lifting weight to increase or maintain BMD) (Smith et al., 2010; Smith and 
Walker, 1964; Vincent et al., 2012; Wallace and Cumming, 2000). These relationships require 
further investigation, particularly in regards to the interaction between genotypes and 
environmental influences and their effects on the fully mature skeleton at different locations. To 
understand some of these possible interactions, it is useful to review how and where bone size 
and shape is regulated during growth.  
Modeling occurs on four surfaces (periosteal, trabecular, intracortical, and endosteal) of 
the growing bone. Periosteal expansion increases with age, particularly in older adults (Biver et 
al., 2016; Martin and Atkinson, 1977; Mays, 2001; Ruff and Hayes, 1982) (Figure 2). This is the 
function of site-specific mechanical loading (see Chapters 3 and 4) and biochemical regulators of 
apposition (Gosman et al. 2011). Biochemical influences on periosteal bone formation include 
periostin, parathyroid hormone (PTH), insulin-like growth factor (IGF-I) and growth hormone 
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(GH), and sex steroids. The sex steroids have been identified as having age-related influences 
including estrogen which prohibits periosteal apposition and androgens that enhance periosteal 
apposition (Daly et al. 2004; Frisancho et al. 1970; Gosman et al. 2011; Parfitt 2002a; Salle et al. 
2002; Schoenau et al. 2000; Venken et al. 2008). 
 
 
Figure 2. Periosteal expansion with age 
Idealized model of a human long bone cross-section across the lifespan. Plus marks (+) indicate 
patterns of periosteal modeling, which increases with age and results in a net increase in total 
cross-sectional area. Dashes (-) indicate endosteal and intracortical resorption, causing expansion 
of the medullary cavity throughout life and a decrease in total cortical area in adulthood. This 




Conversely, modeling of the microstructure of trabecular bone is likely initiated by 
maternal-fetal perturbations (Salle et al. 2002). These early influences may affect peak bone 
mass in adolescence, which is a primary factor in the variation observed in adult bone mass. 
First, intrauterine environmental influences may interact with the genome to establish neonatal 
bone mass (Cooper et al. 2002). This interaction is referred to as “fetal programming” theory 
(Duren et al. 2013) and may serve in part to increase or decrease cell numbers in the growth plate 
(Gosman et al. 2011). Trabecular architecture in young children can be attributed to changes in 
joint kinematics during locomotor ontogeny. Particularly, the increased flexion in the hip and 
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knee in infants decreases and reaches adult status around seven years of age. Loading patterns 
during this time generate higher ground reaction forces (Beck et al. 1981), which create and 
increase the valgus angle (Tardieu et al. 2006) after heel strike is established around 18 months 
(Gosman et al. 2011; Ruff 2003c). After the transition to walking is completed, ground reaction 
forces decrease in magnitude and change in direction, causing slight accommodations in 
trabecular structure through adolescence (Frost and Jee 1994; Gosman et al. 2011). Although 
trabecular architecture approaches adult patterning by late childhood, changes in cortical bone 
structure and shape continue into adulthood.  
Modeling of the remaining two surfaces—intra- and endocortical—is characterized by 
the progressive and methodical process of shape readjustment, primarily in length and diameter 
(Gosman et al. 2011). During years of peak growth longitudinal and appositional growth of the 
metaphysis is due to compaction of trabecular bone at the edge of the growth plate as a result of 
the inductive effects of the periosteum and mechanical stimuli (Armstrong 1988). Population 
variance in density and cross-sectional area of cortical bone have been established as early as 
two years of age (Duren et al. 2013). Adult cross-sectional shape is a result of body mass loads 
and periosteal loads from muscle activity, all of which increase with age (Schoenau and Frost 
2002). Longitudinal studies have shown that the increase in cortical strength slows during the 
period of peak growth velocity (PGV) in height in adolescents of both sexes. Additionally, 
cortical thinning during adolescence may be associated with secondary hypothyroidism as a 
result of a strong demand for calcium (Parfitt 2002a). Sex hormones produced during this time 
make cortical surfaces more sensitive to mechanical loading (Rauch and Schoenau 2001). 
Ultimately, bone formation processes are related to age-dependent gene expression (Duren et al. 
2013; Gosman et al. 2011) modulated by biochemical and mechanical influence. Continued 
31 
 
documentation of age and bone surface-specific modifications is needed to further validate these 
claims. 
While overall patterning is controlled by genes, certain dimensions of shape may be more 
plastically sensitive to mechanical strain (Godfrey et al. 1995; Pearson and Lieberman 2004). 
That is, constraint of bone size and shape is not uniform throughout each element. As previously 
mentioned, fetal movements in utero and the transition to walking are thought to modify articular 
surface shape at the joints and create the femoral bicondylar angle particular to bipedal 
movement (Cowgill et al. 2010; Lieberman et al. 2001; Pearson and Lieberman 2004; Ruff 
2003c; Tardieu et al. 2006). In the small body of literature existing, two components of the 
epiphyses in the lower limbs have been assessed for potential for mechanically-induced changes 
in phenotype- articular surface area and the trochlear lip (Wanner 1977). Lieberman and 
colleagues (2001) were unable to identify any relationship between articular surface size and 
mechanical loading in juvenile sheep. Their findings suggest this component is only related to 
locomotor patterns at the species level, meaning that is very highly genetically constrained. 
Tardieu et al. (2006) investigated this same relationship in the human femoral trochlear lip as 
related to the transition to walking. The lip protects against lateral displacement of the patella 
during extension, and thus has been assumed to be related to the mechanically induced creation 
of the bicondylar angle. The authors found that in their sample of juvenile femora, the lip was 
not correlated with bicondylar angle. As such, it is likely a trait that has been selected for in 
humans to aid in bipedal walking, although it develops independently of walking behaviors. 
Tardieu and colleagues (2006) also hypothesized that during the transition to walking, the 
rapid formation of diaphysis to attain the bicondylar angle may cause the expansion of the lateral 
condyle. Results of their study indicate that the lateral side of the metaphysis (lateral pillar) 
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increases in length in an anteroposterior direction significantly more than the medial side with 
age. Moreover, the growth of the both pillars is significantly (lateral pillar significantly more 
than the medial) correlated with bicondylar angle. Between the two components associated with 
bicondylar angle, the profile of the lateral condyle appears to be more developmentally plastic 
and epigenetic in growth. The authors surmise that processes occurring at the lateral condyle 
may be compensation for those happening to the medial pillar to provide stability during 
increased full knee extension. This extension during learning to walk promotes anteroposterior 
expansion of the lateral pillar, making the load distribution more efficient. What is unclear, 
however, is exactly how efficiency of load distribution is modulated in adolescence, and then 
later into adulthood, when genetic determinants of bone shape presumably have been expressed 
to their fullest capability and environmental conditions remain the principal factors in bone 
maintenance.  
 
Variation in Bone Growth and Mass 
 Although genotype has the greatest impact on the rate of and total bone growth, 
additional environmental conditions such as nutrition and socioeconomic status (SES) 
experienced before adulthood are known to impact growth and the achievement of peak bone 
mass (PBM). These conditions are rarely considered in the investigation of adult bone 
architecture, which is inappropriate given the fact that the achievement of PBM is a primary 
factor in adult bone health. Assessment of SES can aid in the identification of causative factors 
of variation in growth and adult height of a population. SES factors include level of education, 
local crime rates, household income, access to health care, and the physical environment where 
individuals live (Stinson et al. 2012). Trends over time and across regions consistently 
demonstrate a positive trend between height and SES. That is, low-SES children are shorter than 
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their high-SES counterparts. Although SES levels differ between countries, particularly in well-
off versus developing regions, the same trends are evident world-wide (Fredriks et al. 2000a; 
Padez et al. 2009; Stinson et al. 2012) 
 Variation in bone growth as a result of SES may also be affected by the degree of 
inequality between high and low-SES groups (Wilkinson and Pickett 2006). Levels of 
malnutrition have been found to increase in populations with greater disparity between 
household incomes (Larrea and Kawachi 2005; Stinson et al. 2012). This may be because the 
influence of low-SES on growth is greater than that of high-SES, or because of psychological 
stress that could negatively affect overall health (Wilkinson and Pickett 2006). In well-off 
countries like the United States, SES is negatively correlated with body fatness. Because of the 
low cost of nutritionally-poor foods, sedentary jobs, and lack of time for exercise, low-SES 
groups in these countries tend to have higher rates of obesity (Monteiro et al. 2004; Ulijaszek 
and Lofink 2006).  
While bone is growing in length, it is also accruing mass. Peak bone mass is measured by 
bone mineral density (BMD) and is typically reached immediately following fusion of the 
epiphyses (Weaver and Fuchs 2014). Although PBM differs across skeletal sites (Baxter-Jones et 
al. 2011), females reach their highest BMD sooner than men. Rates of bone accrual usually reach 
their maximum at 12.5 and 14.1 years of age in females and males, respectively (Bailey et al. 
1999). Males however, gain higher peak BMD than females as a result of a greater efficiency in 
calcium retention during childhood. Almost half of PBM is obtained during adolescence and 
failure to reach high levels of bone mass during this time is positively correlated with lower 
BMD in later adulthood. Understanding the relationship between peak bone mass and adult 
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patterns of bone mass is critical to clinical diagnosis of osteoporosis, fracture risk, and 
assessment of bone strength in adults. These concepts are discussed further in Chapter 4.  
 Adequate nutrition is generally agreed upon to have the greatest impact on achievement 
of PBM and regulating bone turnover in later life (Lloyd and Cusatis 1999; Stinson et al. 2012; 
Weaver and Gallant 2014b). Specifically, calcium, zinc, and protein-calorie deficiencies can 
slow growth and bone mass accrual during childhood and increase the rate of bone loss 
associated with lactation and aging. Other SES-related interruptions to bone growth, such as 
undernutrition, chronic disease, or a sedentary lifestyle can decrease rates of skeletal accretion 
(Stinson et al. 2012; Weaver and Fuchs 2014; Weaver and Gallant 2014b). Obese children have 
been found to have higher absolute bone mass than age-matched peers, often attributed to the 
increased loading from higher body mass. However, when this value is standardized by bone 
length, they actually have lower BMD and are less likely to reach PBM of normal weight peers 
(Weaver and Fuchs 2014). It is increasingly clear, particularly in the clinical literature (Bonjour 
and Chevalley 2007; Bonjour et al. 2009; Johnston and Slemenda 1994), that adult bone mass 
and risk of osteoporosis and fracture are directly correlated with achievement of PBM in 
adolescence.  
Disparity in SES, including dietary and lifestyle factors that ultimately influence adult 
morphology, may be inherent in the sample used in this study. A majority of individuals in the 
sample lived in Tennessee and other states in the southeastern United States at the time of death 
(DW Steadman, personal communication). Figure 3 shows summary ranks for factors related to 
SES and general health across the state of Tennessee. County SES ranks vary from the highest 
(1) to the lowest (95) with a higher overall average of adult smokers, obese adults, and 
percentage of adults reporting poor health than the national average. It is not known if or how the 
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inconsistency in these ranks may affect bone accrual and it is beyond the scope of this study to 
collect data on childhood nutrition and lifestyle. Selection criteria (see Chapter 5) for individuals 
in the current study were designed to limit the inadvertent selection of those in which a SES-
related condition (e.g. malnutrition) may be present, but these criteria do not account for other 
environmental factors (e.g. chronic poverty) that may affect variation in cortical bone mass or 
distribution. Pathological conditions in the final sample, including chronic addictions and 
infectious diseases were included to test for their effects on bone architecture, but it is beyond 
the scope of this study to determine whether these were related to SES conditions for each 
individual. Some of these factors and their effects on bone health in later adulthood are discussed 







Figure 3. Summary ranks for health factors in Tennessee counties   
Ranks are based on weighted scores for health behaviors (e.g. smoking, obesity, alcohol 
consumption), clinical care (e.g. uninsured, access to dental care, diabetic monitoring), social and 
economic factors (e.g. high school graduation, children in poverty, violent crime), and the 
physical environment (e.g. air pollution, drinking water quality, commute time). Smaller rank 
numbers are indicative of better performance in these areas. This figure is reproduced from the 








 The growth and maintenance of the human skeleton requires a complex set of interactions 
between the individual’s genotype and environmental forces. Timing of some interactions (e.g., 
genetic and biochemical signaling) and degree of exposure to others (e.g., hormonal influences, 
mechanical forces) result in the variation observed in adult skeletal morphology. An 
understanding of these mechanisms during growth is crucial to interpreting how their decline, or 
even absence, can account for why adults fail to preserve bone as they age. Further, sex 
differences in skeletal apposition during growth will be exacerbated in adulthood. The 
mechanical compensation for this loss can be quantified using engineering beam theory, detailed 
in the next chapter. Chapters 3 and 4 will examine applications of this mechanical approach to 
investigating the etiologies of patterned (e.g., across populations) and pathological (e.g., 




STATIC TISSUE MECHANICS 
 
 
To examine the relationships between age and cortical bone distribution within the limbs, 
it is necessary to test whether these relationships are systemic, or a function of mechanical 
loading. Loading regimes change over the course of the human lifespan (e.g., crawling in 
infancy, walking in childhood, and decreasing range of motion with age). Further, loading 
environments differ between the upper and lower limbs, and even within limbs. This dissertation 
examines the effects of these different environments with age, and with two additional factors 
that can change loading regimes: habitual activity patterns and body mass. It is useful then, to 
review theoretical models of bone adaption to loading and how this adaptation can be quantified 
and compared within and between groups.  
As reviewed in Chapter 2, through the processes of modeling and remodeling, bone is 
maintained to meet homeostatic, metabolic, and mechanical responses to diet, body mass, and 
activities, as well as genetic and hormonal effects (Allen and Burr 2014; Bogin 1999; Burr and 
Akkus 2013; Frisancho et al. 1980; Frost 2001; Ruff et al. 2006). The distribution of bone in 
limb diaphyses is sensitive to these factors and adapts to maintain homeostasis, a phenomenon 
referred to as bone functional adaptation (Cowin 2001; Pearson and Lieberman 2004; Ruff et al. 
2006). The shape and strength of the bone are morphological reflections of adaptation in bone in 
response to these factors. Furthermore, because these factors change over the course of an 
individual’s life, understanding the relationship between adult aging and bone mechanical 
properties can shed light on the effect that such changes have on cortical bone.  
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Biomechanics is the study of energy resistance, or how energy is modulated and 
operationalized by an organism and its tissues. Examination of a material’s properties and its 
ability to function in a loaded environment is common across many fields, including functional 
anatomy, clinical medicine, and kinesiology. In biological anthropology, skeletal tissue 
properties are used to test the mechanical responses of human (Cowgill 2010; Davies and Stock 
2014; Wescott 2006) and non-human primate bone (Polk et al. 2000; Ruff and Runestad 1992; 
Sarringhaus et al. 2016; Schaffler et al. 1985). These analyses provide a static “snapshot” of the 
cumulative osseous response to mechanical loading up to the time of data collection, which, in 
the case of skeletal remains, is death. Response to mechanical loading can be measured 
experimentally as strain, or bone’s deformation in response to forces (and, conversely, its 
resistance to force; see page 45 below for further explanation), or retrospectively as cortical bone 
geometry in cross-section. Comparing these responses within the skeleton, a population, or even 
across populations, can shed light on genetic and environmental influences on bone morphology 
and function. In this dissertation, the static tissue mechanics of the limbs are examined under the 
theoretical framework of bone functional adaptation using a methodology adapted from 
engineering beam theory. 
 
 
Bone Functional Adaptation 
Bone size and shape can be understood under the framework of bone functional 
adaptation (BFA) and subsequent models developed within it (Carter and Orr 1992; Pearson and 
Lieberman 2004). Initiation and control of remodeling processes to achieve mechanically 
efficient long bone morphology was first defined by Wolff’s Law (Wolff 1892), which ascribed 
the directional strutting in femoral trabecular bone as a product of loading stress in life. More 
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specifically, Wolff devised a mathematical explanation for the structure of trabecular bone in the 
femoral neck. His work demonstrated how the architecture of bone reflected engineering 
principles, which later works would expand upon to include cortical bone. Wolff’s Law, 
however, does not describe the specific mechanisms of strain and its influence on changes in 
bone shape. As a principle that supplants Wolff’s Law, BFA also expands on Frost’s 
mechanostat principle (also referred to as the Utah paradigm) (Frost 1987; Frost 2001; Frost and 
Jee 1994), which suggests that bone has an inherent threshold for strain. When this threshold is 
exceeded, bone will adapt its architecture to decrease strain back to normal levels. Similarly, 
when the threshold is not regularly met, material is removed to lower the threshold (Frost 2003). 
As described by Ruff (2006), BFA widens the scope of the mechanostat to understand the variety 
of ontogenetic, environmental, and mechanical factors that regulate bone cell response to 
mechanical strain during life. This theoretical framework can help guide the study of 
biochemical and mechanical interactions in bone, reflected by changes in size and shape, 
particularly in developing bone where sensitivities to these influences may be quite high (Eleazer 
and Jankauskas 2016; Gosman and Ketcham 2009; Lieberman et al. 2001; Lieberman et al. 
2003).  
The effects of mechanical loading on bone turnover and deposition vary throughout life 
and can best be understood as components of a strain feedback loop (Figure 4) (Lanyon 1984; 
Rauch and Schoenau 2001; Ruff 2008). This model predicts that the bone organ will continually 
attempt to reach an optimum customary strain level, or general homeostasis (Pearson and 
Lieberman 2004). Homeostasis can be disrupted by increased strain from strenuous activity (e.g. 
hunter/gathering subsistence strategies, athletic competition, etc.) (Bridges et al. 2000; Ruff and 
Hayes 1983b; Ruff and Larsen 1990) or decreased strain from inactivity (e.g. agricultural or 
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other sedentary lifestyle, space flight, etc.) (Ruff and Larsen 1990). Further examples of these 
relationships are provided below. Early descriptive models of the relationship between 
mechanical loading and bone turnover were supported by a large body of observational data that 
correlated pre-agricultural subsistence strategies with thick cortical bone and increased bending 
strength as compared with more sedentary populations and modern humans (Ruff et al. 1993; 
Trinkaus 1976; Trinkaus and Ruff 1989). Similarly, in growing bone of highly active individuals, 
it has been noted that the rate of endosteal resorption is decreased, while subperiosteal bone is 





Figure 4. Bone remodeling equilibrium   
A feedback loop demonstrating the equilibrium of bone strength achieved through the 
phenomenon described as bone functional adaptation. This figure is adapted from Ruff (2008) 




Later equilibrium models (e.g. Frost’s mechanostat) propose that the relationships 
observed in skeletal populations are due to modifications of bone geometry during growth to 
diminish dynamic strain while keeping it below the threshold for turnover (Biewener et al. 1986; 
Frost 2003; Rubin and Lanyon 1984). During ontogeny, diaphyseal dimensions develop in a 
manner such that the directionality of strain magnitude can be maintained during strenuous 
activity while avoiding failure (Biewener et al. 1986). For these models, the initiation of bone 
turnover is the result of a mechanical disruption to the equilibrium of a customary (or “lazy 
zone”) strain level (Beaupre et al. 1990; Pearson and Lieberman 2004; Rubin and Lanyon 1984). 
The equilibrium represents a static state of no net bone deposition or resorption. A mechanical 
stimulus is required to disrupt the equilibrium and the minimum effective strain (MES) for this 
perturbation is approximately 0.0008-0.002 (Frost 1983). Strains below this threshold do not 
violate the equilibrium and thus do not signal a remodeling response. These perspectives, 
however, have been criticized as being phenomenological (Chen et al. 2010); that is, they are 
descriptive in nature and do not specify the mechanisms behind Haversian remodeling or account 
for differential response to loading across the skeleton (Carter and Beaupre 2001; Pearson and 
Lieberman 2004; Turner et al. 2002). As an amendment, mechanotransduction theory provide for 
the mechanics of these processes (Donahue et al. 2003; Jacobs et al. 1998), but is less developed 
and does not concretely establish a relationship between hydrostatic shear stress at the cellular 
level and modeling and remodeling (Chen et al. 2010) as reviewed in the prior chapter. 
Optimization models use the equilibrium principle but expand upon it to include a cost-
benefit analysis. Proponents of these models suggest that the ratio between bone modeling and 
Haversian remodeling, both as a response to loading, will differ between elements of the skeleton 
and chronological age (Drapeau and Streeter 2006; Lieberman et al. 2001; Lieberman et al. 2003; 
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Pearson and Lieberman 2004). Concerning age-related changes to functional modeling and 
remodeling, optimization models predict that the cost of slowed response to mechanical stimuli 
by osteoprogenitors as age increases is balanced by an increased response in Haverisan 
remodeling, especially in older individuals (Lieberman et al. 2003). A “benefit” to modeling is 
an increase in bone strength in the direction of loading. However, the “cost” of this activity will 
vary across the skeleton, particularly in locations where increased mass results in an inefficient 
use of energy during movement or other physiological functions. For example, the energetic cost 
of additional bone mass in the lower limb, and to a greater degree in the distal portion 
(Lieberman et al. 2003), is exponentially higher than in the upper limb. This is because the cost 
of limb acceleration during locomotion is proportional to m (mass of the limb) x R (distance of 
the center of mass for that limb to the hip or shoulder joint)2 (Marsh et al. 2004; Winter 1990). 
This has great implications for the proportional changes in limb length mass through senescence, 
especially as individuals lose muscle mass and changes to body weight occur after approximately 
40 years of age (cite). This study will quantify some these “costs”—macroscopic effects of age, 
activity, and body mass—to the skeleton using engineering beam theory, discussed below.  
 
 
Engineering Beam Theory 
 
Whether using an in vivo experimental sample or skeletonized remains, BFA can be 
tested quantitatively using engineering beam theory. Beam theory is especially useful in 
modeling the responses of long bone diaphyses to mechanical stimuli. Under externally loaded 
forces, diaphyses perform in a similar manner to I-beams used for structural support in buildings. 
In a beam, material placed farther away from the center of a beam’s cross-section makes for a 
stronger structure than material placed closer to the center (Ruff 2000a; Ruff 2000b; Ruff and 
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Larsen 1990). Following this principle, the distance of material away from the center can 
indicate the strength of the beam and its resistance to bending. Thus a hollow beam, such as a 
long bone diaphysis, can withstand greater bending resistance depending on the distribution of 
material, than a solid beam (Chen et al. 2010). In bone, the largest amount of material is 
concentrated in the direction of greatest loading stress (Carter 1984; Rubin and Lanyon 1984). 
The size and shape of the diaphysis is continually modified to maintain a balance between 
strength and efficiency. Too great an amount of material results in poor tissue economy during 
locomotion, while too little bone mass increases the risk of failure.  
Beams experience five basic loading conditions: compression, tension, shear, bending, 
and torsion (Figure 5). Compression, and its opposite force, tension, act parallel to the 
longitudinal axis of the beam. Compressive forces shorten and widen the beam along the axis, 
while tensile forces stretch the material, causing it to elongate. Conversely, a shearing force acts 
on a perpendicular plane to the axis of the beam. The opposing combination of shear forces 
causes lateral deformation of the beam. Compression, tension, and shearing are rarely 
experienced in isolation in living bone. Instead, a combination of these three, either as a bending 
or torsional force, is more common. Bending occurs when tension is applied to one side of the 
beam, while compression is applied to the other. In bending, the external opposing surfaces of 
the beam experience maximum compression and tension. These forces dissipate towards the 
central axis of the beam until a neutral zone (axis) is reached in which no tension or compression 
is experienced. During human locomotion, bending occurs in multiple planes and is accompanied 
by some torsion, or fixed shearing in a circular motion. Some of the forces producing these loads 







Figure 5. Basic loading conditions experienced by a beam (long bone)   
Bone are loaded under A) compression, B) tension, C) shearing, D) bending, or E) torsion; 
usually in combination in vivo. Dark arrows indicate the direction(s) of force applied to the bone 





while other forces are produced internally by joint reaction forces or the strains of muscle 
tendons on bone. 
Under these five loading conditions, bone experiences both stress and strain (Figure 5). 
Mechanical stress is the amount of force applied to a region, while strain is the amount of 
deformation of the material as a result of the force. Tensile stress results in a positive strain, or an 
elongation of the material. Compressive stress results in a negative strain, or a shortening. 
Shearing forces represent a combination of modalities and thus result in both positive and 
negative strain. These forces both add and subtract bone length. For any material, the ratio 
between stress and strain independent of geometry can be calculated as a stress-strain curve 
(Figure 6). The slope of the curve, called Young’s (or elastic) modulus, represents the material’s 
stiffness (Burr and Turner 1999). Young’s modulus reflects the strength of the bone to resist 
stress before strain results in failure. This relationship differs depending on the loading condition 





Figure 6. Generalized stress-strain curve for cortical bone 
Under loading, bone is able to resist deformation until it reaches a yield point, or the end of the 
material’s ability to return to its original shape (elastic deformation). Deformation past this point 
is considered to be plastic, or unable to return to its original form. When maximum strain and 
stress levels are reached, the material will fail. Young’s modulus (E) is the slope of the curve. It 
represents the bone’s ability to resist stress before strain results in failure. Figure adapted from 







The material composition of bone is inherently anisotropic. That is, a single long bone 
will respond to stresses dissimilarly because collagen fibers within it are not oriented the same in 
all directions (Currey 2006; Lieberman et al. 2003). The diaphysis, most often used in 
mechanical analyses, is also not uniformly shaped along its length, further complicating the 
application of strict engineering principles (Pearson and Lieberman 2004; Ruff 2008; Ruff et al. 
2006). The condition of the bone can also affect its mechanical properties. The strength of bone 
against failure can be dependent on its moisture content, whether it is in isolation or in situ in the 
limb, or age and health of the individual (Currey et al. 2009). In any condition, experimental 
testing of bone strength to the point of mechanical failure is destructive in nature and is not 
easily replicated using human elements.     
 
Cross-sectional Geometry 
As an alternative to experimentally testing bone strength, bony response to externally 
loaded forces can estimated by analyzing the geometry of the cross-section of the element’s 
diaphysis. Cross-sections can be obtained non-destructively through cast methods in which a 
molded contour of the external bone surface is used to calculate the shape and spatial 
relationship of the medullary cavity (O'neill and Ruff 2004). A more precise method of imaging 
cross-sections is through the use of computed tomography (CT) scans (Mak et al. 2016; O'neill 
and Ruff 2004; Shaw 2010). This study utilizes CT images of the diaphysis in the transverse 
plane as a way of measuring its geometry using cross-sectional geometric (CSG) properties. 
Cross-sectional properties (Table 1) are static measurements that reflect habitual 
kinematics, or how an object reacts to motion. Variation in the amount of material in the shape 
and its distribution along the diaphysis can be tested using these calculated properties. However, 
CSG properties are fairly meaningless when examined individually. They have no units of 
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measure and thus their utility exists in comparison of individual variation present along the 
diaphysis, between bones or limb segments, or collectively between populations. Because the 
response of bone to a loading environment is most obvious in the adaptive geometry rather than 
its material properties (Robling et al. 2002; Ruff 2008; Woo et al. 1981), stress and strain are 
proportional and can be used to relate CSG properties to the strain stimulus for adaptation (Ruff 
2008). It should be noted that CSG properties provide only a static picture of bone geometry at 
one time. That geometry is the result of compounded loading and intrinsic factors (discussed in 
Chapter 2) experienced over a lifetime that often cannot be identified. However, when CSG 
properties are analyzed in relation to one another, their values reflect the rigidity and strength of 
the bone in that location. These can be informative if understood in the context of their 





Table 1. Cross-sectional properties used to evaluate mechanical performance  
Table adapted from Ruff (2008), page 185. 
 
 Property Definition Standardization 
Measurements 
of bone mass 
Cortical area (CA) Compressive and tensile strength Body mass1 
Total subperiosteal 
area (TA) 
Total area within outer boundary  
Medullary area 
(MA) 
Area within medullary cavity 
Measurements 
of bone shape 
Percent cortical 
area (%CA) 
(CA/TA) x 100 NA 
Shape index 
(Imax/Imin) 
Positive values indicate AP 
elongation; negative values 
indicate ML elongation; values 






about ML (x) axis 
(Zx) 
AP bending strength The product of 
body mass and 
moment arm 
length. Section modulus 
about AP (y) axis 
(Zy) 
ML bending strength 
Maximum section 
modulus (Zmax) 
Maximum bending strength 
Minimum section 
modulus (Zmin) 
Minimum bending strength 
Polar section 
modulus (Zp) 
Torsional and twice average 





Second moment of 
area about ML axis 
(Ix) 
AP bending rigidity The product of 
body mass and 
moment arm 
length.2 Second moment of 
area about AP axis 
(Iy) 
ML bending rigidity 
Maximum second 
moment of area 
(Imax) 
Maximum bending rigidity 
Minimum second 
moment of area 
(Imin) 
Minimum bending rigidity 
Polar second 
moment of area (J) 
Torsional and twice average 
bending rigidity 
1Standarization following Ruff (2000b). 




Properties of bone rigidity indicate the element’s ability to resist deformation, particularly 
under bending and torsional stress (Burr and Turner 1999). These properties are referred to as 
second moments of area (SMAs) and are represented by I (Ruff 1987; Ruff and Hayes 1983a). 
Bending rigidity is calculated about the anteroposterior (AP) (Iy) and mediolateral (ML) (Ix) 
anatomical axes of the bone, as well as in maximum (Imax) and minimum (Imin) directions. Bone 
is strongest in the direction of Imax. Imin is set perpendicular to Imax to isolate rigidity to bending, 
rather than conflating bending with torsional rigidity. These calculations provide a value for the 
amount of material in the extremes of the cross-section without the requirement for orientation in 
an anatomical direction. This can be a useful assessment when the nature of the sample does not 
allow for an exact anatomical alignment, such as samples derived from clinical settings (Shaw 
and Stock 2009a; Shaw and Stock 2009b). The degree of displacement of the region of 
maximum bending rigidity relative to the anatomical axes can also be calculated, and is 
designated as theta ( ). Twice bending rigidity, the polar second moment of area (represented by 
J), is calculated about the centroid of the cross-section, where the AP and ML axes intersect. It 
should be noted that this centroid is a matter of computational convenience, and not the true 
neutral axis of the bone; the neutral axis shifts under dynamic loads (Lieberman et al. 2004). J is 
considered a good overall indicator of bone rigidity and is the best reflection of SMA when 
loading patterns are unknown or estimated (Lieberman et al. 2004). Larger J values indicate less 
material farther away from the centroid, and thus greater resistance to torsional forces.  
Cross-sectional geometric properties indicate the capability of bone to resist failure under 
bending and torsional forces (Burr and Turner 1999). These properties are referred to as section 
moduli and are represented by Z. They are calculated by dividing SMAs by the distance from the 
external edge of the cross-section to the relevant axis or the centroid. The external surface of the 
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bone experiences the maximum stress during torsion and bending (Figure 5, D and E). A section 
modulus about the ML axis (Zx) is indicative of bending strength in the AP plane, while the same 
about the AP axis (Zy) is indicative of ML bending strength. Similarly, maximum (Zmax) and 
minimum (Zmin) bending strength can be calculated using the Imax or Imin axes. Torsional or twice 
average bending strength (polar section modulus, Zp) is computed by dividing J by the moment 
arm, or distance between the centroid and the external surface of the cross-section.  
Bone mass and shape can also be calculated using geometric analysis. The total area 
within the external boundary of the cross-section is referred to as total subperiosteal area (TA). 
Subtracting the area within the medullary cavity (MA) from TA results in a measurement of 
cortical area (CA), which reflects cortical thickness. Cortical thickness is correlated with 
compressive and tensile strength of the bone, although bone rarely experiences these loads in 
isolation of bending and torsion. Cortical area can also be used to calculate percent cortical area 
(%CA) by (CA/TA) x 100 to give a better indication of cortical thickness. However, Ruff (2008) 
suggests that cortical area provides no information about bony response to habitual locomotion. 
This is because increase in cortical area is a response to compressive forces, which are rarely 
experienced in isolation of other forces during life. Rather, these measures are more informative 
of morphology than direct biomechanical adaptation. 
Conversely, the shape of a diaphyseal cross-section can be very informative of growth 
patterns or habitual patterns of movement. Shape index is calculated as Imax/Imin. Positive values 
indicate elongation in the AP plane, while negative values indicate ML elongation (Shaw and 
Stock 2009a; Shaw and Stock 2009b). Following beam theory, movement repertoires in which 
the bone is loaded more heavily in one direction over the other can result in corresponding 
modification of shape in that direction. Values approaching zero suggest a more circular shape, 
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or a limb that has experienced relatively equal loading in all directions. These relationships are 
fairly consistent in adult populations (see review in Ruff and Larsen 2014), but less so in older 
adults and etiology is unknown. These concepts are further explored in the next chapter.   
 
Scaling 
 Although diaphyseal cross-sectional geometry is calculated using beam theory, bones of 
the limbs do not exist, nor are loaded, in isolation like traditional beams. A number of factors 
must be accounted for to avoid extraneous conclusions about geometric relationships to loading 
patterns. If non-scaled CSG properties are used, interpretations regarding the effect of 
occupation, habitual activity patterns, or locomotion on cortical bone distribution can be 
conflated with the effects of bone length and body mass. By scaling measurements of bone 
geometry, meaningful patterns of loading can be distinguished more readily from the effects of 
body size and shape.  
Body mass is a suitable proxy for body size1 when examining diaphyseal geometry (Ruff 
2007; Ruff 2008; Vogel 2013). For skeletal samples, femoral head diameter or bi-iliac breadth 
can be used to estimate body mass (Auerbach and Ruff 2004; Pearson et al. 2014; Ruff 2007), as 
they have been shown to be significantly correlated with body mass in living individuals. 
However, these measurements suggest genetically-determined mass and cannot speak to actual 
living mass in the case that in vivo lifestyle choices led to a low or high body mass index (BMI).  
In older adults, these relationships are even less clear, especially in modern samples where 
sedentary lifestyles and/or poor nutrition can alter a “pre-determined” weight. Further, illness 
associated with the end of life can lead to a dramatic decrease in weight. In prehistoric or 
                                                 
1 Body size is comprised of body mass and stature (Ruff 2007). Stature on its own, however, does not have 
mechanical relevance to the manner in which bones experience loading. 
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unidentified skeletal samples, reliable body mass prediction for population demographics is 
further confounded by the estimation of chronological age from morphological changes 
associated with senescence. Ideally, body size is obtained from medical records in which height 
and weight are taken by a medical professional and BMI calculated according to adult-specific 
standards (CDC). For the sample used in this study, body mass was self-reported. Potential 
issues associated with self-reporting of anthropometrics are discussed in Chapter 5.  
Cross-sectional geometric measures of bone mass, strength, and rigidity are all scaled by 
body mass, regardless of skeletal location (Table 1). An argument can be made that bones of the 
upper limb do not experience loads directly as an effect of body mass, however recent research 
(Reeves 2014; Stock and Shaw 2007) suggests that effects of increased body mass can be 
systemic. Dimensions of cross-sectional area and bone mass (CA and TA) are scaled by body 
mass. In addition to body mass, measurements reflecting bone strength and rigidity are scaled by 
bone length (discussed below). This methodology is relatively new. Earlier anthropological 
investigations (Churchill 1994 Bridges et al. 2000 Ruff et al. 1993) standardized measurements 
of bone strength by bone length alone. This was a sufficient method for more homogenous 
populations, however, body size differs greatly in modern groups, and without scaling to it, 
variation across populations is not comparable. Body mass also varies considerably among 
individuals, particularly in modern samples. 
As mentioned above, CSG properties related to bone strength and rigidity are also scaled 
by bone length, or moment arm. In a lever system, the moment arm is the distance between the 
axis of movement and the force or effort used to move against the resistance. In the human body, 
joints serve as axes of movement, while muscles produce force across the joint (Figure 7). The 
length of the moment arm determines the amount of torque produced at the joint, and thus the 
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amount of loading experienced by the bone. Thus, to account for the length of the beam under 
loading, bone length must be used to scale CSG measurements reflecting the bone’s ability to 
resist that loading (Vogel 2013). In some elements, a difference exists between total bone length 
and a mechanically meaningful moment arm length. In the ulna, for example, physiological 
length (distance from the deepest point on the coronoid process to the distal articular surface) 
more closely approximates the moment arm rather than the maximum length. The procedures for 
measurement of bone length for this study and any potential issues related to the current sample 
are discussed further in Chapter 5.  
For bones that stand alone within a limb segment (e.g. the humerus and femur), a single 
bone length as a proxy for lever arm is appropriate. However, paired bones within a segment 
share a loading environment and a portion of the segment’s load (Auerbach et al. 2017; Markolf 
et al. 1998); up to 9- 43% for the ulna (Ekenstam et al. 1984; Shepard et al. 2001) and 7- 10% for 
the fibula (Goh et al. 1992; Marchi and Shaw 2011; Rantalainen et al. 2010). Although the lever 
arm length for these paired bones is relatively similar, scaling paired bones by the segment 
length, rather than individual bone length, may be more appropriate. In samples of living 
individuals, limb segment length is routinely used (Shaw and Stock 2009a; Shaw and Stock 
2009b) because of the difficulty in obtaining individual bone length. The sample utilized in this 
study is skeletal, which does not allow for the measurement of limb segment length. Although 
not idea results of this study are still comparable to others in which skeletal samples were also 
used. 
Difficulties in measurement of bone length also complicate the location(s) at which CSG 





Figure 7. Typical class 3 lever in the human body 
The elbow joint is an example of a class 3 lever in which the force or effort is situated between 
the axis (fulcrum) and the resistance. The moment arm (r) is the distance between the fulcrum 
(the joint) and the muscle (biceps brachii). The limb segment size of an individual is correlated 
with this distance, as longer bones increase the moment arm. The length of the moment arm 
affects the amount of muscle force placed on the bone, and as such, properties of bone geometry 
reflecting bone adaptation to loading must be scaled by bone length. Background image 





these complications and capture the greatest scope of diaphyseal variation possible. 
Traditionally, cross-sections of adult long bones are assessed at the most mechanically relevant 
point, 50% of bone length (Ruff 2003b; Ruff 2008). As a beam, the midshaft location represents 
the region in which the greatest bending and torsional forces are experienced, and thus, where 
targeted remodeling results in a greater rate of bone deposition (Drapeau and Streeter 2006). 
However, as discussed previously, the anisotropic nature of bone morphology means that loads 
are mitigated differently along the shaft resulting in varied properties of size and shape 
(Lieberman et al. 2003). For example, in the proximal femur the maximum distribution of bone 
is in the ML direction due to strengthening against bowing from the forces associated with body 
mass (Ruff et al. 1993). At the midshaft, however, this distribution is more heavily 
anteroposteriorly dominant due to loading from basic locomotion (Ruff 2000a; Ruff 2003c; 
Shaw and Stock 2009b; Shaw and Stock 2013). With this knowledge, contemporary studies 
calculate CSG properties at 20%, 35%, 50%, 65%, and 80% of bone length to obtain a 
comparative dataset of loading across the diaphysis. This study utilizes these five locations on all 
six elements examined in the appendicular skeleton. This approach may be modified depending 
on the anatomy of the specific element (e.g. humeral 50% is often taken at 40% to avoid the 
deltoid tuberosity) (Ruff 2002). In this study, though, slice location was not modified so that 
comparison would be possible between elements. In the case of paired bones in which there is a 
discrepancy between lever arm lengths, collection of CSG properties at percentage of segment 
length, rather than bone length, would be ideal. However, use of bone length to calculate slice 






Biomechanical Studies in Humans 
Analysis of diaphyseal cross-sectional geometry cannot be used to assess general 
variation, but specific effects of loading environments from habitual movement and body mass. 
Their effects on the human skeleton can be examined on three broad levels. Idiosyncratic 
activities are those done by the individual and are particular to that skeleton. Analysis of 
idiosyncratic activities requires that a relationship between the activity and diaphyseal geometry 
be previously established with similarly aged and sexed individuals. Variation in activity can 
also be assessed through mobility, or how an individual or group moves through their 
environment. This requires an understanding that locomotor repertoires produce different 
diaphyseal geometries depending on the landscape in which they are performed. On a larger 
scale, populational patterns of behavior can be assessed at the group level. These investigations 
are particularly useful when drawing conclusions about age or sex-specific activities. This 
dissertation examines a modern population of adults, drawing conclusions about osteological 
response to activity and body mass. Before proceeding, the analysis of bone geometry to 
ascertain in vivo locomotion repertoires requires a more nuanced discussion of the mechanical 
inputs that comprise a group’s mobility.   
 
Assessing Mobility 
One aim of the current study is to test the relationship between activity and older adult 
bone geometry. Claims regarding the direct link between CSG properties and activity repertoires 
rely on the premise that in response to mechanical strain, the bone organ lays down material in 
the direction needed to support increased bending and return strain levels to normal (Rauch and 
Schoenau 2001). This has been tested numerous times in both archaeological (Davies and Stock 
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2014; Ruff and Hayes 1983a; Ruff and Hayes 1983b; Ruff et al. 2015; Shackelford 2014) and 
living populations (Auerbach et al. 2017; Shaw and Stock 2009a; Shaw and Stock 2009b; Shaw 
and Stock 2013). Questions surrounding mobility in archaeological or paleontological 
populations are generally aimed at getting a sense of how humans traversed the landscape to 
access resources, particularly in regards to hunting practices. The interpretation of mobility, 
however, actually connotes two different components of habitual movement (see discussion in 
Carlson and Marchi (2014) and Sparacello et al. (2014)). The first is the amount or level of 
movement. How often did traveling take place? What was the average distance traveled? The 
second component of mobility is the type of movement. What was the terrain or landscape like? 
What subsistence strategies were employed? 
While specific answers to these questions may not be possible without written accounts, 
the amount of traveling can be assessed by examining AP-oriented loads on the lower limbs. 
Walking and running, the most typical ways of traversing a landscape, produce AP-oriented 
loading along the diaphyses of the femur, tibia, and fibula. Mediolateral-oriented forces are 
produced relative to the type of movement, rather than the amount. For instance, walking across 
uneven topography, ascending, or descending causes ML stabilization across the lower limb. 
Specific movement types, like cross-cutting, load the limb in a similar fashion, even on a level 
surface. As such, the cross-sectional geometry of lower limb diaphyses is a function of both the 
amount and type of movement performed. These measures are not without fault, as they rely on 
beam theory, which does not account for the often inconsistent material and responsive 
properties of bone (Currey 2006; Vogel 2013).  
Stock (2006) tested some of these relationships throughout the postcranial skeleton in a 
geographically diverse group of hunter-gathers. Strength properties were negatively correlated 
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with climate but positively correlated with water or terrestrial movement patterns. Additionally, 
results demonstrated that distal elements tend to be more responsive to the effects of these 
loading patterns than are more proximal elements. Similar results have been demonstrated in 
experimental testing with sheep (Lieberman et al. 2001). Bone shape was significantly altered by 
an exercise regime, and effects were more pronounced in younger sheep. From these results, the 
authors conclude that both age and activity type have a positive relationship with the strength 
properties of limb bones. 
Shaw and Stock produced two works in 2009 detailing a similar examination in the upper 
and lower limbs of living collegiate athletes. Here, the authors were able to identify specific 
patterns associated with each sport. In the lower limb, the cross-sectional shape of the midshaft 
of the tibia was most indicative of sport type; a rounder shape in field-hockey players was the 
result of greater patterns of multi-directional movement, while more AP elongation was found in 
cross-country runners as a result of consistent unidirectional running patterns. In the upper limb, 
humeral torsional strength was higher in the dominant arm of cricket players due to throwing 
movements. Swimmers, on the other hand, demonstrated bilateral changes to ulnar and humeral 
rigidity. The upper limb can thus produce great amounts of asymmetry in strength properties 
depending on the functional requirements of the activity repertoire (Shaw and Stock 2009a; 
Shaw and Stock 2009b; Shaw and Stock 2013).  
Recent investigation into the reflection of locomotor patterns in the skeleton has revealed 
a more complicated picture. When comparing bones of the lower limb, research suggests that the 
femur, tibia, and fibula reflect the level of mobility and directionality of loading (type of 
mobility) differently (Sparacello et al. 2014). Femoral cross-sectional shape appears to be one 
the strongest correlates of mobility across the three bones (Holt 2003; Stock 2006). 
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Alternatively, tibial cross-sectional geometry less consistently correlates with mobility. Level of 
activity corresponds best with tibial robusticity, whereas directionality of loading (type of 
activity) has a stronger correlation with the cross-sectional shape of the bone (Higgins 2014; 
Shaw and Stock 2009b; Sparacello et al. 2014). In the fibula, robusticity relative to that of the 
tibia may better reflect ML movement (eversion and inversion) as the result of mobility type or 
perhaps an uneven terrain (Marchi 2007; Marchi and Shaw 2011; Rantalainen et al. 2010). 
Auerbach et al. (2017) corroborate findings that the fibula and tibia experience different 
mechanical environments despite sharing the load of the shank2.  
These studies collectively demonstrate the need for comparison of geometric properties 
across bones and along the diaphysis of each. In an experimental or longitudinal study, 
concomitant effects of amount and type of activity could potentially be identified. This study 
relies on self-reported information regarding activity, which of course, may not be reflective of 
activity patterns at the time of death. Although assessment of mobility in the case of this 
dissertation is less clear than in experimental studies, it is worth examining any possible effects 
across the bones of the upper and lower limbs.  
 
Body Mass and Mobility 
 An additional aim of this dissertation is test whether body mass has any mechanical 
effects with age on cortical bone distribution. With all CSG properties scaled for body mass, 
body mass index (BMI), a function of height and weight (see Chapter 5), can then be used to 
compare those scaled properties across sex and age groups. As discussed earlier, both body mass 
and habitual activity patterns increase the load on bones, resulting in increased cortical areas.  
                                                 
2 The term “shank” is commonly used in the biomechanical literature to refer to the lower leg segment, which allows 
its dynamics to be easily comparable across bipedal and quadrupedal species.  
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The direction of cortex thickening can differentiate the two, as elongation is expected in the 
primary direction of loading for active individuals (Shaw and Stock 2009a; Shaw and Stock 
2009b), and more generalized for obese individuals (Moore 2008; Moore 2013; Reeves 2014).  
However, an individual’s mass also creates different loading environments in the upper 
and lower limbs. Because skeletal loading is the result of stress from muscle contraction, it 
follows that increased forces are required to move those with greater BMI values. Therefore, 
while cortical area is greater across the limbs in obese individuals versus their non-obese 
counterparts, the magnitude of this difference is far greater in the lower limbs (Reeves 2014). 
Further, because the lower limbs are responsible for mobility in humans (with the exception of 
crawling during infancy), the bones of the lower limbs also demonstrate greater measures of 
strength and rigidity with increased BMI. The relationships between body mass and older adult 
bone health are discussed further in Chapter 4.  
 
Chapter Summary 
 Bone adapts throughout the life of an individual to meet the mechanical demands of body 
mass and movement. Periods of increased loading disrupt skeletal homeostasis and result in 
localized apposition, while a decrease in strain can signal resorption after an extended period. 
Bone functional adaptation (BFA) provides a theoretical model for understanding these 
processes in adults, particularly as co-varying physiological processes (see Chapter 5) may also 
serve to disrupt homeostasis with age. Engineering beam theory allows for quantification of this 
variation and diaphyseal cross-sectional geometric properties can be compared across 
populations with appropriate scaling. This has been achieved in samples of modern athletes and 
archaeological populations in relation to mobility. However, none of the studies have 
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satisfactorily resolved whether these relationships remain consistent in older adults. The next 
chapter explores how bone tissue mechanics may be affected by natural processes of senescence 










The prior chapters have discussed the how bone size and shape are developed and 
modified through skeletal maturity with respect to a variety of biochemical, genetic, metabolic, 
and mechanical influences. Also discussed were some of the ways in which skeletal adaptation to 
these factors can be quantified and compared between groups. However, a dearth of knowledge 
still remains as to how variation in these factors affects adult bone maintenance after mid-life. 
Hormone deficiencies, a decrease in activity levels, and loss of muscle mass are a few of many 
age-related shifts that take place in the later years of human life. Because this dissertation is 
primarily concerned with these years, it is useful to finish by reviewing how normal mechanisms 
of aging can vary and what is known about their relationship to bone loss in adults.  
Modern humans in industrialized societies are living longer than any previous hominin 
population. Longevity has its drawbacks, however, as at least some degree of bone loss occurs 
after mid-life in humans (Garn 1971; Nelson and Weiss 1999) as well as non-human primates 
(Burr 1980; Summer et al. 1989). Past populations of anatomically modern humans generally do 
not demonstrate the same degree of bone loss, and those that do still appear to have had higher 
bone quality and lower fracture incidences than their age-matched industrialized counterparts 
(Agarwal and Grynpas 1996). Whether this is the result of differences in longevity, subsistence 
patterns, other environmental factors, or a combination of all of these is still unclear. Further, the 
morbidity and mortality associated with advanced bone loss and its co-morbidities seem 
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maladaptive. While a longer life may be an adaptation to other biocultural needs3, the increased 
frequency of osteoporosis and related bone diseases cannot be explained through conventional 
evolutionary models (Nelson and Weiss 1999).  
This chapter examines processes of senescence as related to the maintenance of the adult 
human skeleton. Human aging is a complex and highly variable set of interactions between 
genetics, the endocrine system, body composition, and a variety of environmental factors 
(Karasik et al. 2005; Sehl and Yates 2001; Sherman 1999). The difficulty lies in determining 
which changes with age are the result of normal processes or the interaction between these 
processes and a disease state (Rowe and Kahn 1987). Earlier quantification of aging in the 
human skeleton has primarily come from a clinical perspective. This includes measures of 
trabecular bone mass and density at key sites (e.g., femoral neck and lumbar vertebrae) known 
for high risk of fracture. Little is known about cortical bone density with age, and even less is 
known about structural changes along the diaphysis of the long bones. To establish what the 
current state of research has revealed, I first discuss normal processes of aging, including 
differing concepts of bone health. Next, some of the environmental and modifiable lifestyle 
factors contributing to bone loss that may be inherent in this study’s sample. 
 
 
The Aging Skeleton 
In the adult skeleton, remodeling (see Chapter 2) is the principal mechanism for replacing 
bone that has lost mechanical integrity with age (Parfitt 2003). This dissertation is primarily 
concerned with the remodeling of structural bone, and specifically, cortical bone in the 
                                                 
3 One such theory is the “grandmother hypothesis,” which suggests that that the selection for a longer life span after 
the reproductive period ends increases alloparenting and efficiency of resource management for a kin group (see 
discussion in Pavard et al. (2008)). 
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extremities. Structural bone is remodeled in the adult skeleton to replace damaged bone through 
targeted remodeling (Burr et al. 1997), and to prevent bone senescence through stochastic or 
non-targeted remodeling (Parfitt 2002b; Parfitt 2003). Regardless of the tempo or location of 
remodeling, a net loss of bone with time is inevitable and agreed upon to be nearly universal 
across human groups (Nelson and Weiss 1999; Parfitt 2003). In an effort to capture the scope of 
this decline, this dissertation examines a sample of adults aged 40-99 years at the time of death. 
It is useful then, to review what is currently known regarding bone quality through adulthood.  
 
Bone Quality, Mass, and Strength 
The definition of “bone quality” is murky, as it has been used across clinical and 
anthropological literature to denote amount of bone mass, mineral density of the skeleton, and 
bone strength. As a primary descriptor of skeletal health in both past and modern populations, a 
more robust use of the term includes all measureable factors that help resist bone failure. 
Although the definition of bone quality is not necessary universal, a more comprehensive 
evaluation of bone rigidity and resilience includes diachronic changes, targeted resorption and 
deposition, and geometric distribution of bone (Hernandez and Meulen 2017). 
Clinically, “bone quality” is most commonly assessed by two measures of bone mass, 
bone mineral density (BMD) and bone mineral content (BMC), which are often used as proxies 
for “bone strength.” Measured with a dual-energy absorptiometry (DEXA) scanner, BMC is the 
sum of density across the skeleton, while BMD is the amount of mineral content in a location of 
interest. In adults, clinical concern over these measures of bone strength is contextualized by risk 
of fracture (Anderson et al. 1963; Grynpas 2003; Riggs et al. 2002). However, BMD can be a 
problematic indicator of risk. Values of density or mass can be affected by the amount of adipose 
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tissue over the site of collection and reference samples are not available for all populations. Bone 
density differs between ancestral groups, which is understood to be a major determinant of peak 
bone mass (Key and Norman 1999; Nelson and Villa 2003). Further, some parts of the skeleton 
experience fracture more commonly from a single overload (e.g., wrist), while others from many 
cycles of small loads (e.g., hip) (Hernandez and Meulen 2017).  
Experimentally, bone strength has also been tested using basic properties of geometry 
and material properties, including some of those described in Chapter 3. Multiple studies show 
mechanical strength and stiffness of cortical bone decline after 35 years (Burstein et al. 1976; 
McCalden et al. 1993; Zioupos and Currey 1998), continuing to reduce thereafter by two to five 
percent per decade. Bone mineralization increases with age, causing older bone to be weaker. 
This fact, along with increased porosity and slower bone turnover, contribute to a decrease in 
work to fracture, or a decrease in tensile plastic deformation (Burr and Turner 1999; Currey 
1990; Currey et al. 1996). Even slight loss in density is correlated with a larger decrease in 
strength (Carter and Hayes 1977; Schaffler and Burr 1988). That is, over the span of a few adult 
years, bone mass may stay relatively the same but fracture risk increases exponentially due to 
decreasing density (Hui et al. 1988). This fact further evidences the incongruent relationship 
between BMD and bone strength. The scant anthropological literature concerning changes in 
geometry with age (summarized in Chapter 1) establishes a generalized pattern of increased 
cross-sectional area alongside decreased cortical area, particularly after the fifth decade (Ruff 
and Hayes 1982). However, no specific age range has been identified for the transitional shift to 
net bone loss or specifically when and in what location(s) shape changes may occur to 
mechanically compensate for increasing frailty of the material. This is discussed further in a 
section below.  
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 Without the use of technology designed for living bodies, assessment of bone health in 
past populations necessitates a different set of parameters. Here, the utility of BMD is reduced, 
and instead, measures of mineralization, microarchitecture, and mechanical properties are used to 
evaluate bone quality (Grynpas 2003). Histological analyses demonstrate the number of 
remodeled osteons, which increase with age, as well as intra-osteonal modeling (Maggiano et al. 
2008; Peck and Stout 2007; Trotter and Hixon 1974). Intra-osteonal modeling results in a type II 
osteon, also referred to as a double osteon. Double osteons have been found to increase with age, 
while single osteons decrease after the third decade of life by 2.5% per decade. A number of 
corroborating studies have also suggested that after 30 years, normal aging results in net bone 
loss (Atkinson 1969; Grynpas 2003; Riggs et al. 1982; Riggs et al. 2004). A decrease in muscle 
mass in both sexes starting in the third and fourth decades is likely correlated with this 
remodeling pattern in older adults. 
 
Osteoporosis 
An examination of bone health with age would be remiss without inclusion of the most 
common systemic skeletal condition in humans, osteoporosis (Imel et al. 2014). Although the 
incidence of the disease in the study sample is unknown, it is likely that a large number of both 
males and females were affected during life. Osteoporosis, and its precursor osteopenia, is 
marked by low bone density, degradation of the bone tissue, and ultimately an increase in 
fracture risk (National Institutes of Health 2001). Type I osteoporosis occurs in females after 
menopause. It is differentiated by increased bone turnover and a high rate of loss of trabecular 
bone, particularly in the vertebrae. The etiology of Type I is estrogen deficiency. Type II occurs 
in older adults of both sexes. Unlike post-menopausal osteoporosis, Type II is not associated 
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with increased bone turnover, but leads to fractures of the hip and is correlated with greater 
mortality and morbidity (Grynpas 2003, Kanis 1994, World Health Organization 2003). Type II 
is attributed to a reduction in bone formation rates and decreased ability of the kidneys to 
produced vitamin D with age. Because females may experience both types, it can be difficult to 
discern the root cause of bone loss, even in otherwise healthy patients. Table 2 summarizes 
established factors that increase the risk of osteoporosis. In addition to measures of bone mass 
used in this study (e.g., cortical area), some of these factors may influence measures of bone 
geometry as well, and as such, are discussed further below. 
Osteoporosis is clinically diagnosed by proxy, using BMD of the spine, hip, and wrist, to 
calculate a T-score. T-scores represent the range of standard deviations an individual’s BMD 
occurs from the mean of healthy 30 year-old individual of the same sex and race. Osteopenic 
patients have a T-score between -1 and -2.5, while a score of less than -2.5 is considered 
osteoporotic. A second measure, the Z-score, is the number of standard deviations an 
individual’s BMD is from an age, sex, weight, and ethnic cohort (Allen and Krohn 2014; Imel et 
al. 2014). Two or more standard deviations away from the mean suggests that advanced bone 
loss may be the result of a factor, in addition to normal aging (Mayo Clinic 2016; World Health 
Organization 2003). In osteoporotic patients, additional factors have been identified to increase 
fracture risk, including prior fracture, alcohol and tobacco use, low or high BMI, and the use of 
glucocorticoids (Kanis et al. 2000; Kanis et al. 2010). Generally, as discussed previously, most 
cases of osteoporosis are considered a normal correlate of aging, and so bone density loss occurs 






Table 2. Common risk factors associated with osteoporosis in adults  
Risk factors are categorized as fixed (genetically or otherwise canalized) and modifiable (related 
to lifestyle habits, may be able to be changed). Table adapted from Imel et al. (2008). 
 
 Risk Factor Examples 
Fixed 
Race/ethnicity/ancestry White, Asian 
Sex Female 
Age 40 years and above 
Menopausal state Postmenopausal 
Body size Small body and bone size 
Inherited conditions and disorders 








Calcium and vitamin D deficiencies 
General malnutrition  
























Hormones and Sex Steroids 
The influence of hormones on the adult skeleton is vast, and complicated by the general 
decline in the production of hormones and sex steroids with age. Because of the age range of the 
sample used in this study (≥ 40 years), decline in hormone production can be assured. 
Homeostasis of bone minerals requires coordination between organ systems, particularly the 
intestines and kidneys, and the skeleton. Among others, their interactions are controlled by 
parathyroid hormone (PTH), phosphate regulating hormones, fibroblast growth factor 23 (FGF-
23), and vitamin D metabolites (Bergwitz and Juppner 2010; Dimeglio and Imel 2014). The adult 
skeleton stores approximately 99 percent of the body’s calcium (Ca) and 85 percent of the 
phosphorus (PO) as hydroxyapatite ( [(Ca)10(PO)4(OH)2] ). PTH is largely responsible for 
regulating the concentration of calcium in the blood. This is accomplished by stimulating 
resorption of the bone matrix by osteoclasts and then increasing calcium absorption by the 
kidneys. Phosphate regulating hormones and FGF-23 contribute to phosphate absorption in the 
intestines and excretion by the kidneys (Dimeglio and Imel 2014; Quarles 2008). Lower or 
higher than necessary blood concentrations of these minerals signal an increase or decrease in 
secretion of hormones, which slows with age and results in net bone loss (Bellido and Gallant 
2014). See Chapter 3 for hypotheses concerning signaling and maintenance of bone mineral 
homeostasis as related to structural functionality.  
Net loss of bone in both males and females is also the result of changing levels of 
estrogen (menopause), testosterone (andropause), and adrenal androgens (adrenopause) (Leboff 
and Glowacki 1999). The relationship of these processes to bone mass is illustrated in Figure 8 
and merits review. Together, these processes can result in losses of 0.7 to one percent of bone 
mass per year in both sexes, although pre-menopausal women can lose up to one to three percent 
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per year (Greenspan et al. 1994; Mazess 1982; Mazess et al. 1987). Males and females both 
demonstrate a significant increase in the rate of loss in the eighth and ninth decades of life 
(Ensrud et al. 1995; Riggs et al. 1981). Between young adulthood and death, females can lose an 
average of 42 percent of bone mass in the vertebrae and 58 percent in the femoral neck. 
Conversely, approximately ten percent of bone mass in the vertebrae and 38 percent in the 
femoral neck is lost in males during the same period (Riggs et al. 1982). As discussed earlier, 
little data exists on the effects of these processes across the skeleton, rather than just at clinical 
collection sites (e.g., spine, hip, wrist). Further, it is unclear whether and how these processes 
affect diaphyseal geometry.  
 
 
Figure 8. Age-related declines in hormones ultimately result in a decrease in bone mass 
The decline in sex steroid production with age leads to a decrease in serum levels of estradiol 
(estrogen), testosterone, and dehydroepiandrosterone (DHEA). These lower levels are believed 
to cause a decrease in insulin-like growth factors (IGF-1) while simultaneously resulting in an 
increase in Interleukin-6 (IL-6). The former is responsible for osteoblast production and bone 
formation (Rosen et al. 1998), while the latter plays a role in osteoclast formation and bone 




Menopause, or the age at the final menstrual period, marks a time when circulating levels 
of estrogen are drastically reduced. Estrogen works to increase endosteal formation (see Chapter 
2), which is outpaced by resorption in older adults (Martin 2003; Turner et al. 1989; Turner et al. 
1990). Although generally agreed upon to increase the rate of bone loss, studies provide 
conflicting results as to minimum levels required for bone maintenance after menopause (LeBoff 
and Glowacki 1999). Estrogen deficiency increases bone turnover, largely due to an imbalance in 
site-specific remodeling. During this time, osteoblasts and osteoclasts are produced in greater 
numbers, however, the lifespan of the former increases while that of the latter decreases. The 
result is deeper resorption pits and a delay in BMU activity (Bellido and Gallant 2014). In men, 
declining levels of estrogen have been identically correlated with bone loss. Further, estrogen 
therapy has been shown to increase bone density in osteoporotic men (Greendale et al. 1997; 
LeBoff and Glowacki 1999; Slemenda et al. 1997). The timing at which menopause occurs in 
women (and a marked estrogen-level drop in men) is associated with life expectancy, rate of 
bone loss, total bone loss, and risk of certain cancers and cardiovascular disease. The age of 
onset for these changes is dependent on socioeconomic status, racial/ethnic differences, body 
mass, genetic and familial factors, environmental exposures, diet, physical activity, and 
reproductive history (Cooper and Sandler 1998; Gold 2011; Ossewaarde et al. 2005; Snowdon et 
al. 1989; Wise et al. 1996). Although these factors and the age of onset of menopause cannot be 
accounted for in this study, it is assumed they have some degree of covarying influence on 
measures of bone mass collected. 
Andropause is the generally accepted term for the gradual decline in androgen, 
particularly testosterone, levels in aging men (Vermeulen et al. 1989). Testosterone works to 
increase periosteal formation (see Chapter 2) during growth and is the leading stimulant of 
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periosteal expansion in older adults (Martin 2003; Turner et al. 1989; Turner et al. 1990). 
Between the fourth and the seventh decade of life, however, circulating levels of testosterone can 
decrease by approximately one percent per year (Gray et al. 1991). Low levels can inhibit 
calcium absorption and like estrogen, increases fracture risk (Bellido and Gallant 2014; Boonen 
et al. 1997; LeBoff and Glowacki 1999). However, most of the mechanisms for steady bone loss 
in men are related to estrogen deficiency and it is unclear the full scope of estrogen-independent 
effects androgens may have on the skeleton (Bellido et al. 2014). Much like the onset and net 
effects of menopause on bone density, body mass, smoking, and alcohol abuse decrease site-
specific mass and increase fracture risk during andropause (Nyquist et al. 1998). 
Adrenopause is the ageing of the adrenal gland, which is responsible for secretion of 
dehydroepiandrosterone (DHEA) and other androgens, including cortisol. DHEA is the only of 
these that declines significantly with age in both sexes; approximately twenty percent is lost by 
the seventh decade of life (Orentreich et al. 1984). In anorexic (Zumoff et al. 1983) and 
postmenopausal women (Raisz et al. 1996), DHEA replacement therapy has been shown to 
reduce bone resorption. The addition of estrogen therapy not only decreases markers of turnover 
in these patients, but also stimulates bone formation (Leboff and Glawocki 1999; Raisz et al. 
1996).  
 While the individual effects of these processes on the skeletons used in this study cannot 
be identified, some degree of bone loss with age will exist throughout the sample. With net loss, 
bone must compensate structurally to maintain resistance against failure. This compensation may 
be able to be quantified using cross-sectional geometric properties, but little precedent exists. 





Structural Compensation for Frailty 
As the skeleton ages through many of the processes outlined above, it becomes 
increasingly lighter. Following the premise of the mechanostat model (see Chapter 3), a lighter 
skeleton can be mechanically and physiologically advantageous. The skeleton also has a built-in 
system for balancing strain levels against bone mass. However, when frailty reaches the point of 
fragility, the geometry of the bone diaphysis must change to resist failure (Burr and Turner 1999; 
Frost 1997; Martin 2003; Parfitt 2003). A small number of studies of diaphyseal cross-sectional 
geometry identify specific age-related patterns of augmentation in medullary and total cross-
sectional areas, with a decrease in cortical bone area. In both adult males and females, long bone 
diaphyses demonstrate a pattern of subperiosteal apposition and endosteal resorption as age 
increases (Biver et al. 2016; Martin and Atkinson 1977; Mays 2001; Ruff and Hayes 1982). 
However, no specific age range has been identified when shape changes may occur to 
mechanically compensate for increasing frailty of the material.   
As discussed above, mineralization of bone increases with age, which makes older bone 
weaker than younger or less mineralized bone, regardless of density (Burstein et al. 1976; Currey 
1979; Dickenson et al. 1981; Turner 2002). Increased porosity at this time amplifies the effects 
of mineralization on mechanical properties and the ability of the bone to absorb and resist energy 
upon impact (Burr and Turner 1999; Courtney et al. 1996). That energy is most commonly due to 
bending and torsional loads (Martin 1993), which can be better resisted by moving bone tissue 
further from the center axis. This then explains the compensatory pattern of increased medullary 
and cross-sectional, or subperiosteal, areas to make up for a decrease in cortical area.  
Structural compensation in this way does appear to be sexually dimorphic in modern 
humans. Although many studies report that both sexes undergo periosteal expansion alongside 
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endosteal resorption (Bouxsein et al. 1994; Garn et al. 1967; Smith and Walker 1964), others 
have found that females experience geometric changes resulting in decreased bone strength (Burr 
and Martin 1983; Martin and Atkinson 1977). Ruff and Hayes (1988) report that the diaphyses of 
male femora and tibiae retain most of their cortical area with age and moments of inertia increase 
slightly. Both variables decrease with age in females. In the femoral neck, however, moments of 
inertia have been found to decline by five percent, per decade, in females over 50 years of age 
(Beck et al. 1993). That is, although both men and women lose bone mass at an increased rate in 
older years, females are less likely to make mechanically effective compensatory changes. 
However, these findings are still controversial (Bouxsein 1999), as variation in geometry with 
age may also be the result of many modifiable mechanisms, in addition to sexual differences and 
normal processes of aging.  
 
Modifiable Mechanisms of Bone Loss 
Lifestyle choices in adulthood can affect the maintenance of bone mass after peak bone 
mass is reached in adolescence. Factors identified to have the greatest affect alongside the above 
reviewed processes of aging are nutrition, body weight, physical activity, and some chronic 
conditions. Some of these exacerbate the rate of bone loss already in effect as a result of 
hormonal changes, while others are associated with the increased likelihood of maintenance, or 
even an increase, in mass. While it is not possible to know the exact medical history or lifestyle 
choices of individuals in this study, it is important to recognize some factors discussed below 







 Like any other organ system, bone requires a variety of nutrients to maintain homeostasis 
and repair damage. In addition to macronutrients such as protein and fat, essential micronutrients 
are required for bone health. These include calcium, phosphorus, zinc, copper, and iron minerals, 
and vitamins D, K, C, and A (Weaver and Gallant 2014a). While all of these nutrients are readily 
available in animal foods, fruits, and vegetables, modification of the food supply in the United 
States in the last fifty years is correlated with in an increase in bone health issues. As the sample 
for this study was derived from a large pool of individuals from the southern United States, it is 
worthwhile to review some of the major issues regarding dietary intake effects on adult bone 
maintenance. Intimately related to diet are the broader effects of socioeconomic status on the 
skeleton, which are reviewed in Chapter 2. 
Highly processed foods are often fortified with nutrients at the expense of fiber, but have 
increased salt and phosphate content (Anderson 1999). Fast and snack foods generally have a 
very high sodium content, which weakens the body’s ability to conserve calcium and long term 
intake of high sodium foods can increase bone loss (Massey and Whiting 1996). Soft drinks and 
other processed foods are also high in phosphate additives. Phosphorus makes up approximately 
15-20 percent of bone ash (Mitchell et al. 1945; Weaver and Gallant 2014a) and is part of an 
essential acid-base buffer system that helps to maintain pH. Increased intake of phosphate 
additives can cause an imbalance in the calcium-to-phosphate ratio. At healthy levels, this ration 
helps maintain hormone levels through the system. The imbalance in phosphates can lead to 
deleterious effects on hormone concentrations (e.g., FGF-23) that are essential to bone health 
(Dimeglio and Imel 2014). 
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A final point of concern regarding adult nutrition is excessive animal protein 
consumption. Although animal foods can provide macronutrients fat and protein, high levels of 
animal proteins cause calcium loss through urinary excretion (Lutz 1984; Schuette and 
Linkswiler 1982). Some studies have even found that animal protein intake in excess of 
recommended levels is attributed to higher rates of osteoporosis in industrial nations (Abelow et 
al. 1992; Anderson 1999; Sellmeyer et al. 2001). A vegetarian diet, on the other hand, produces 
relatively neutral urinary pH values and is recommended by some to protect bone health 
(Lemann et al. 1993). 
 
Obesity and Weight Loss 
Related to nutrition in many Western countries is an increase in mean body masses within 
the population. Approximately forty percent of the sample used in this study had a body mass 
index (BMI) categorized as overweight or obese in life (see Chapter 5, Table 4). Adults with 
higher BMI demonstrate greater BMD than lower BMI categories, which as discussed in Chapter 
3, is likely a function of increased mechanical loading. These effects may be amplified by the 
higher levels of adipokines, cell-signaling proteins secreted by fat tissue in overweight 
individuals (Weaver and Gallant 2014). Adipokines like leptin have dual effects on bone; they 
increase remodeling in trabecular bone and stimulate bone formation in cortical bone (Bellido 
and Gallant 2014). Serum estrogen levels are forty percent higher in obese women because fat 
tissue also supplies the body with estrogen (Cauley et al. 1989; Frisch 1990). Despite higher 
BMD values, obese individuals have a greater risk of fracture as a result of other co-morbidities.  
On the other side of the mechanostat model, weight loss in adulthood reduces mechanical 
strain and triggers bone loss to return strain levels to normal. However, the picture may be 
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slightly more complicated in obese and overweight individuals, as a decrease in total body fat is 
more tightly correlated with decreased BMD than is weight loss. Changes in bone turnover with 
weight loss are generally not regained with weight gain (Weaver and Gallant 2014), and extreme 
weight loss can result in increased fracture risk (Nagata et al. 2017). Clinically, it is 
recommended that weight loss be achieved through weight-lifting exercise to help counteract any 
deficit in bone mass as a result of decreased strain from body weight (Kerr et al. 1996a; Leichter 
et al. 1989; Syed and Ng 2010; Turner and Robling 2003), which is discussed further below. Of 
importance to this study is the use of extreme or “yo-yo” dieting techniques, in which weight is 
lost and regained quickly and inconsistently, that may produce concomitant results with normal 
processes of bone loss with aging.    
 
Physical Activity 
From an anthropological perspective, the advent of industrialization was marked by a 
gradual decrease in physical activity, muscle strength, and skeletal robusticity from that of prior 
subsistence strategies. That is, as modern humans age, strain on skeleton is reduced at an earlier 
age and to a greater degree than present preindustrial populations (Agarwal and Grynpas 1996; 
Frost 1996; Frost 2003; Garn 1971; Nelson and Weiss 1999; Parfitt 2003). If the mechanostat 
premise is accepted, loss of bone mass with age returns strains to homeostatic levels, and the risk 
of failure is decreased. However, fracture risk increases in modern humans as they get older. 
Frost (1997) and Parfitt (1996; 2003) suggest that perhaps the mechanostat is “blind” to the 
greater chance of falls and accidents of populations living longer. That is, individuals are living 
past the mechanostat’s limit for compensating for age-related bone loss. As a result, the skeleton 
of elderly individuals can absorb and resist low, everyday levels of loading from minimal 
79 
 
locomotion and body weight, but cannot support high levels of force incurred during a fall, as 
younger adults can.  
Clinically, exercise therapies are still recommended to counteract bone loss and increase 
geometric properties related to strength. Physical activity interventions in weight-bearing bones 
have been shown to result in maintenance or increase of bone geometric properties (Nilsson et al. 
2016). The evidence for effectiveness of exercise intervention at preventing or rescuing bone lost 
in with aging throughout the skeleton is unresolved (Hughes et al. 2016; Smith et al. 2010; Smith 
and Walker 1964; Vincent et al. 2012; Wallace and Cumming 2000). Although no one exercise 
program has universally proved to increase bone mass, there is general acceptance that resistance 
training produces greater gains (1- 2%) than walking (Robling et al. 2014). Walking is still 
recommended as preventative exercise and models show stress on the femoral neck during 
walking to be effective (Qian et al. 2014). In perimenopausal women, studies of 18 months of 
endurance exercise (Heinonen et al. 1998) and 6 months of resistance exercise (Dornemann et al. 
1997) have been shown to maintain BMD in the femoral neck and vertebrae. The lumbar spine 
of early menopausal women appears to respond in the same way (Pruitt et al. 1992), but effects 
on the rest of the skeleton remain unclear. After menopause, multiple skeletal sites (Nilsson et al. 
2017), including the radius (Kerr et al. 1996b; Krolner et al. 1983) and calcaneus (Williams et al. 
1984) show maintained, and even increased, BMD in some women after long term endurance 
exercise and resistance training. In men, step and jumping exercise studies have shown to 
increase femoral neck BMD in individuals aged 50-70 years (Welsh and Rutherford 1996). 
The threshold of exercise loading for adult bone maintenance is still relatively unclear 
(Bergmann et al. 2011) and its effects on individuals in the current study cannot be definitively 
known. What is clear is that structural changes as a result of physical activity still need to be 
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established (Hughes et al. 2016; Robling et al. 2014; Turner and Robling 2003) from multiple 
skeletal sites particularly in cortical bone (e.g., periosteal expansion in the diaphysis).  
 
Chronic Disease States 
The World Health Organization (2003) and others (Imel et al. 2014; Kanis et al. 2005; 
Wong et al. 2007) have identified several chronic diseases and conditions, also present in the 
current study sample, that affect bone mass in adults. These include alcohol and drug abuse, 
cancer, and diabetes. Chronic alcoholism reduces osteoblastic activity, and affects osteon 
remodeling and the number of osteons in a region (Frost 1985; Michael and Bengtson 2016; 
Stout 1989). As a result, chronic alcoholics have lower bone mass than age-matched healthy 
cohorts. Similarly, loss of bone mass of three to fifteen percent has been demonstrated in both 
male and female smokers in the femoral neck and spine (Jones and Scott 1999; Kiel et al. 1996). 
The exact mechanisms behind bone loss in smokers are unclear (Wong et al. 2007), but lower 
body fat levels (Jones and Scott 1999) and decreased appetite may play a role (Kanis et al. 2005; 
Rasmussen 1998). 
Conversely, adult onset diabetes, or type 2 diabetes mellitus (T2DM), demonstrates the 
incongruent relationship between bone mass and bone health. Figure 9 reflects the changing 
trends in obesity and diabetes in adults in the United States (Centers for Disease Control and 
Prevention 2015), which is highly relevant to the sample used in this dissertation. T2DM patients 
generally have higher bone mass than in healthy cohorts, likely as a result of higher body mass. 
However, individuals with T2DM are almost twice as likely to incur a fracture as a result of poor 
bone quality (Liefde et al. 2005; Vestergaard 2007). Although not entirely understood, the 
collagen matrix in diabetics may be impaired as a result of chronically high blood glucose, 
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leading to more brittle bones (Weaver and Gallant 2014). This cannot be empirically tested in the 
current sample, but should be considered when comparing the results of this study to other 
samples in which mean obesity rates, socioeconomic status, and dietary trends differ.  
 
Chapter Summary 
This chapter reviewed many of the processes contributing to senescence of the adult 
human skeleton. Most of what is known is from a clinical perspective and concerns measures of 
bone mass, which is not a good substitute for actual bone strength. Skeletal aging differs in many 
ways between males and females, which will be tested in the current sample. Although the 
evolutionary reasons for the high incidence of osteoporosis and non-pathological bone loss in 
industrialized groups have not been established, it appears that an interaction between normal 
biological aging and environmental factors plays a large role. It is clear that there is a need for a 
more comprehensive picture of how bone changes with age. This dissertation seeks to fulfill that 
need by examining the variation present in diaphyseal geometry and measures of bone mass in 
middle age through the elderly years. Chapter 5 outlines the study sample, data collection, and 








Figure 9. Trends in adult obesity and diabetes in the United States   
A clear trend in increased incidences of obesity and diabetes (considered to be a co-morbidity of 
obesity) exists over the last twenty years. The sample used in this study is derived largely from 
individuals who lived in the southern region of the United States, particularly in Tennessee. With 
an incidence rate of greater than or equal to nine percent of the population, it can be assumed that 
the bone health of a number of individuals used in this study may have been affected by diabetes. 
This figure is reproduced from the Centers for Disease Control and Prevention 2014 Diabetes 












MATERIALS AND METHODS 
 
 
This chapter details the study sample and methods used to test the hypotheses outlined in 
Chapter 1. The radiographic sample is described first, including the selection criteria for the final 
sample used in the study. The variables examined in this study are listed and additional factors 
that cannot be accounted for in this sample are highlighted. Methods for data collection are then 
provided: detailing the protocol for CT scan segmentation of each bone and extraction of CSG 
properties (described in Chapter 3) from selected bone locations, the bone sections chosen, and 
the measurements taken. This chapter ends with a description of the analytical methods chosen. 





This study utilized X-ray computed tomography (CT) scans of skeletal remains from the 
William M. Bass Donated Skeletal Collection. The scans originate from a series of projects 
undertaken at the University of Tennessee, Knoxville (UT) since 2005. Over 900 individuals 
have been scanned through a collaboration between the Center for Musculoskeletal Research and 
the UT Department of Biomedical Engineering. The scans were obtained using a high-resolution 
GE Lightspeed 16 slice computed tomography scanner. The procedures used for positioning the 
bones for scanning been described in previous studies (Moore 2008; Moore 2013; Reeves 2014). 
CT scans are advantageous over traditional two-dimensional (2D) radiographs for quantifying 
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the morphology of bone because of the quality of the resultant image. Each CT image is 
comprised of voxels (volume elements), as opposed to pixels in 2D imaging. The voxel size of 
the available scans was either 0.625 or 0.703 mm/pixel, depending on the original scanning 
project. All data was scaled to the same resolution of 0.703 mm/pixel before analysis. CT scans 
contain many image files, which are stored as a stack of image slices. The stacks for this sample 
were loaned from the WM Bass Collection to the researcher as Digital Imaging Communications 
in Medicine (DICOM) files on a secured data storage device. 
Donors to the Bass Collection have died within the last forty years and are asked to 
complete biological questionnaires before death. These questionnaires cover a wide variety of 
demographic (e.g., sex, age, “race,” height, weight) and lifestyle (e.g., occupational and medical 
history) information. Because this information is self-reported or provided by next of kin after 
death, it is possible that a degree of error exists. It is likely that individuals may not have 
reported accurate or complete information. Of particular relevance to this dissertation are 
unreported conditions that may affect bone mass or mobility. Much of the reported information 
is also incomplete. As the questionnaires have expanded with time, more information is 
generally available for the most recently deceased. Potential issues associated with self-reported 
data are discussed below. It is noted that an experimental sample of living humans with a more 
robust questionnaire or access to medical histories, as opposed to a skeletal one, would be ideal 
in testing the aims of this study. In this case, however, the skeletal sample used avoids radiation 
concerns associated with living participants as well any difficulties in obtaining data from a 





Selection Criteria  
A final sample of individuals (N = 208) was selected from the total scanned population 
based on several criteria. Scans were obtained from males and females between the ages of 40 
and 99 years at the time of the death. This age range captures the reported chronological age at 
which decline in bone density and muscle mass commences in both sexes (Biver at al. 2016) and 
the oldest age present in the available scans.  
Individuals need to minimally have the following data: a record containing known age-at-
death, known sex and body weight, and a CT scan containing intact left humeri, radii, ulnae, and 
bones of either lower limb. Only left limbs were used to avoid issues associated with asymmetry. 
However, in the cases in which the left lower limb was unavailable or presented with a pathology 
that may impact diaphyseal shape, right femora, tibiae, and fibulae were substituted. The degree 
of asymmetry in the lower limb is generally considered negligible in comparison with the upper 
limb (Auerbach and Ruff 2006; Reeves et al. 2016). Finally, CT images that indicated the 
presence of trauma, including fracture, healing callus, orthopedic devices or implants, advanced 
periostitis, or active infection were not included.  
Demographic data was also collected from the record of each individual, if available: 
height, occupation/hobbies, and cause of death (COD). Although known differences exist in 
bone density and propensity for osteoporosis among ancestral/racial groups (Key and Norman 
1999), ancestry was not used as a variable for comparison in this study. Moreover, populations 
other than “white” (i.e. European American ancestry) are poorly represented in the Bass 
Collection; current (September, 2016) statistics for the collection report that 89 percent of 
donated adult individuals are white (DW Steadman, personal communication).  
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In addition to age and sex, the first set of hypotheses (outlined in Chapter 1) tests whether 
body mass index (BMI), activity level, and chronic disease state have any effects on the 
distribution of diaphyseal cortical bone. A breakdown of individuals in the final sample by sex 
and age, then by BMI, activity level, and disease state is provided in Table 3. BMI, a measure of 
body mass relative to height, is the first of these secondary variables. An individual’s BMI was 
calculated by dividing weight (kg) by height (m2). The categories for adults as defined by the 
Centers for Disease Control and Prevention (2015) are provided in Table 4. BMI is used 
clinically for diagnostic purposes and experimentally as a proxy for body fat content. However, 
as reviewed previously, BMI can be a problematic method of categorization of body mass. While 
it is strongly correlated with body fatness, it is not a direct measure of body fat. That is, two 
individuals may differ in body adiposity, but have the same BMI value. BMI values can be 
particularly misleading in instances of individuals of very high or very low body fat percentage. 
Implications of the incongruence between BMI and body fat content on bone mass are discussed 
in Chapter 4. 
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Table 3. Final study sample distribution by sex and age for BMI, activity level, and chronic disease condition 
 
Sex Age N 
 BMI category1 (N)  Activity level2 (N)  Disease state3 (N) 
 underweight normal overweight  obese  light moderate heavy  healthy pathological 
Female 40 - 49 6  0 2 1 2  5 1 0  1 2 
 50 - 59 27  2 8 3 11  21 5 0  16 8 
 60 - 69 21  1 4 5 5  9 6 2  10 7 
 70 - 79 19  2 5 6 6  8 9 2  13 3 
 80 - 99  17  3 8 3 2  10 6 1  14 2 
Total  90  8 27 18 26  53 27 5  54 22 
Male 40 - 49 21  0 5 2 7  4 6 7  7 8 
 50 - 59 30  0 9 2 10  8 10 6  19 5 
 60 - 69 24  2 9 4 7  11 4 6  11 4 
 70 - 79 26  4 12 3 3  4 8 10  14 6 
 80 - 99  17  2 6 3 3  4 4 7  10 2 
Total  118  8 41 14 30  31 32 36  61 25 
Grand Total  208  16 68 32 56  84 59 41  115 47 
 
1 BMI for each individual was based on reported height and body weight and categorized by CDC standards. n = 37 individuals in the 
final sample did not report height, and thus, BMI could not be calculated. 
2 Activity levels were determined by declared occupation or notation of habitual hobby activity. n = 23 individuals in the final sample 
did not report occupation or hobbies. 
3 Disease state refers to the COD and other reported medical conditions. Individuals are classified as “healthy” (i.e. no chronic 
condition was noted that would interfere with the regions of interest) or “pathological” (i.e. chronic condition noted that may affect 







Table 4. BMI categories 
This table is adapted from the Centers of Disease Control and Prevention (2015).  
 
Weight Category Body Mass Index (BMI) 
Underweight  < 18.5 
Normal weight 18.5 - 24.9 
Overweight 25.0 - 29.9 
Obese > 30.0 
 
 
Activity level was assigned as one of three categories: light, moderate, or heavy. These 
categories are commonly used in fitness and other clinical assessments (Biver et al. 2016, 
Suurnäkki et al. 1991, Vingård 1996) and in this case, assignment was based on declared 
occupation and/or hobby. Each category represents an assumed level of skeletal loading from 
habitual locomotor or activity repertoires. Light activities include occupations requiring a great 
degree of sitting (e.g. accountant) and hobbies in which mobility is limited (e.g. fishing). 
Moderate activities utilize an increased amount of locomotion or light lifting (e.g. retail sales or 
teaching assistant). Heavily-loaded activities are those in which locomotion or lifting is habitual 
and substantial (e.g. brick layer or wrestler). Appendix A (Table A.1) provides examples of self-
reported activities in this sample and the category to which they were each assigned.  
Bias is inherent in these activity level categories for a number of reasons. First, the 
reported occupation or hobby may not have been done as frequently or with as much vigor 
towards the end of life. This may be especially true for older age groups (70+ years) and also for 
those whose occupation or hobby was classified as heavy loading. Second, sexual bias may exist. 
From the final sample distribution (Table 3), it is clear that males reported participation in heavy 
loading activities far more often than females. Finally, some individuals who reported an 
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occupation or hobby, may not have reported their height. Without height, BMI could not be 
calculated, and any interaction between BMI and habitual loading from activity cannot be 
assessed. 
 Chronic diseases such as alcohol or drug abuse, cancers, and diabetes are known to affect 
bone mass in adults (see review in Chapter 4). Based on questionnaire data, COD and any other 
medical condition noted were used to categorize individuals as “healthy” or “pathological”. 
“Healthy” individuals had a declared COD that does not alone clinically compromise bone mass 
or mechanical strength (e.g., cardiac arrest, natural death), however, it is likely that many of 
these individuals may have had undeclared or undiagnosed conditions that affect bone integrity. 
Individuals were categorized as “pathological” if their COD or other conditions (e.g. ethanolism, 
metastasized cancers) are known to directly affect bone composition. Again, it is entirely 
possible that there is error in reporting of COD, and these conditions cannot be directly identified 





Segmentation, Alignment, and Slice Selection 
Segmentation protocol of the full-body DICOM stacks was developed by Adam Sylvester 
(personal communication) (Figure 10). DICOM stacks from the final study sample were 
uploaded in Avizo 3D software (FEI 2017). Each bone of interest (left humerus, radius, ulna, 
femur, tibia, fibula) was segmented by creating an isosurface of the entire stack and thresholding 
the model to render the bone in the CT scan visible (Figure 10a.). All models were thresholded at 
-500. Once visible, the six left long bones were identified and viewed in the transverse plane 
using Avizo’s orthoslice mode (Figure 10b). This view is equivalent to the cross-section of the 
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bone perpendicular to the long axis of the diaphysis. Stacks were then manually cropped (Figure 
10b) one slice beyond the minimum and maximum slices containing the bone of interest. 
Proximal and distal ends of bones were identified visually; however, it is not expected that this 
introduced any meaningful error into the data collection. Individual bone image stacks were 






Figure 10. Bone segmentation from CT scan image stack 
(a.) An isosurface in Avizo 3D allows the viewer to visualize the bone material in the entire 
DICOM stack of images and identify the bones of interest. (b.) In Avizo’s orthoslice mode, the 






Segmented bone image stacks were then uploaded in Avizo. A surface model was created 
from the stack (Figure 10) and maximum bone length was measured. Maximum length was taken 
from the most proximal point to the most distal point on each bone. Although this method of 
measurement is not necessarily mechanically relevant in all bones (e.g., ulna and tibia), capturing 
length from more conventional locations (see those for the ulna and tibia in Buikstra and 
Ubelaker 1994, Langley et al. 2016) produced inconsistent measurements. Error in maximum 
length measurement was tested using a sub-sample n = 30 individuals (n = 30 of each of the six 
elements examined in the study) (Table 5). After the initial data collection for the entire sample 
was complete, maximum length was re-measured for these thirty individuals and compared to the 
original measurements using a repeated measures analysis of variance (ANOVA) for each bone 
(ɑ = 0.05). There was no significant difference between rounds of measurement for any element. 
 
Table 5. Error in maximum length measurement collection 
 
Bone df F p 
Humerus 29 1.33 0.22 
Radius 29 1.09 0.41 
Ulna 29 1.86 0.09 
Femur 29 1.62 0.10 
Tibia 29 1.69 0.08 
Fibula 29 1.71 0.08 
 
 
The surface models were then aligned along the principle axes of the bone using the 
alignment function in Avizo. Alignment along the neutral axis of the diaphysis allows bones of 
different shapes and sizes to be compared. That is, slice locations collected perpendicular 
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(transverse plane) to the neutral plane of the diaphysis will be homologous regardless of 
variation among individuals. If slices were collected on a non-perpendicular plane, geometric 
values would be skewed (Ruff and Hayes 1983). Most models could be aligned as they were, 
however, femora provided a unique exception. As a result of femoral bowing, alignment using 
the entire bone caused the long axis of the bone to veer towards the neck and medical condyle, 
rather than in the middle of the diaphysis as it would be in the other five bones, which are 
naturally oriented straighter. To correct for this, the proximal and distal epiphyses of the model 
were removed before aligning the bone (Figure 11). For all bones, the alignment was copy and 
pasted to the original stack and then resampled.  
A central aim of this study was to examine variation in cortical bone distribution using a 
“whole bone” perspective (Cristofolini et al. 2010; Gosman et al. 2013; Hubbell et al. 2011). As 
discussed in Chapter 3, many early studies only examined cross-section geometry at midshaft, or 
50 percent of bone length, as this is the most mechanically sensitive location of a beam. 
However, the anisotropic nature of bone diaphyseal morphology means that loading forces are 
mitigated differently along the entire length of the bone. For this reason, cross-sectional 
properties were taken at five locations along the diaphysis: 20, 35, 50, 65, and 80 percent of bone 
length from the distal end (Figure 12). This required identification of the appropriate locations 
within each segmented bone. Once the aligned model was saved, percentage of bone length was 
calculated using the total number of bone slices. The corresponding slice files were pulled from 






Figure 11. Surface model construction and alignment 
(a.) An example of a surface model of a left femur. (b.) Maximum length was taken from the 
most proximal point to the most distal on each bone. (c.) Alignment for femora was performed 
after the proximal and distal portions were removed. All other bones were aligned using the 
entire bone. (d.) A properly aligned femur, showing the long axis of the bone through the center 









Figure 12. Slice locations with example cross-sections 
Slices were collection from five locations on each bone: 20, 35, 50, 65, and 80 percent of bone 
length as measured from the distal end of the humerus (a.), radius (b.), ulna (c.), femur (d.), tibia 







 The selected slices were processed for CSG measurements using a MATLAB 
(Mathworks Inc. 2017) code created by Adam Sylvester (personal communication)4. Using this 
code, MATLAB was used to collect 3D moments and slice geometry of cortical bone 
distribution, including properties that indicate the bone’s mass, shape, and bending strength and 
rigidity at each site. These measurements were discussed in Chapter 3; Table 1 provides a 
summary.  
It is expected that measurements of the cortical area, total subperiosteal area, and 
medullary cavity area are sufficient to quantify bone mass. These values were standardized by 
body mass (Ruff 2000b). To assess shape, percent cortical area was calculated as well as a shape 
index reflecting the maximum and minimum breadths of the bone. Section moduli were used as a 
measure of bone strength. These include maximum and minimum bending strength, as well as 
strength about the anteroposterior (AP) and mediolateral (ML) axes and torsional strength. 
Measures of strength were standardized by the product of body mass and moment arm (Ruff 
2008). Moment arm lengths for all elements were the maximum lengths of the elements, as 
measured directly from the CT scans using the measure function in Avizo. Lastly, to assess 
bending rigidity of each cross-section, second moments of area were collected. These properties 
include AP, ML, maximum, minimum and torsional bending rigidities. Values rigidity were 




                                                 





 General linear model statistics were used to test for variation in cortical bone distribution 
across the six long bones of the upper and lower limbs. Statistical analyses were performed using 
SAS version 9.4 software (2017). The critical alpha level for all comparisons was 0.05. This 
value safeguards against 95% of potential reports of effects where none exist, while allowing 
potentially meaningful signals through (Bross 1971; Fisher 1956). The large sample size in this 
study increases statistical power, which leads to an increase in the probability of Type 1 error. To 
prevent such error, alpha is typically lowered in cases of very large sample sizes. However, 
power for the comparisons outlined in the next chapter range from 95-99.8% (calculated using 
G*Power by Faul et al. 2007).  Therefore, alpha was preserved at 0.05 because a lowered value 
would be unable to compensate for the large amount of power. Before proceeding with 
comparisons between groups, the raw data was first examined for normality of data. To minimize 
the highly skewed distribution of the total data set, all CSG property values were log-
transformed.  
 The first set of hypotheses concerned variation in cortical bone distribution with sex and 
age. A series of Type III univariate analysis of variance (ANOVA) tests were run to test for the 
effects of sex and slice location on cortical bone distribution. Type III ANOVAs are appropriate 
for mixed models, in which there exist both random (e.g. slice location) and fixed factors (e.g. 
sex). These comparisons spoke to the existence of sexual dimorphism in the sample. However, a 
series of ANOVAs increases the probability of incurring Type I error, or the chance of rejecting 
a null hypothesis when it is true. For this reason, the series ANOVAs were used as an 
exploratory measure, which was then followed by several multivariate analysis of variance 
(MANOVA) tests. For within-bone comparisons, MANOVAs were used to test for bone, slice 
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location, age, and sex effects on CSG properties. Pillai’s Trace statistic was used because it is 
robust against deviations for normality in the distribution of the data and in cases of unequal 
variance. 
Because of the large number of variables in this study, MANOVAs for within-bone 
comparisons did not provide a complete picture. That is, the variables themselves are not 
considered independently and thus it is not possible to know which are driving the difference in 
groups when significance exists. With this in mind, post hoc Least Squares (LS) means tests 
were performed to compare CSG properties between sexes and age groups at all five locations, 
within the six bones examined. This allowed for diaphyseal geometry to be compared between 
age groups of the same sex. LS means are appropriate with an unbalanced data set because they 
estimate the means based on an equal sample, which allows for testing how any one variable 
affects the response. This method also allows for a large number of comparisons at once, 
particularly with the Tukey-Kramer adjustment for multiple comparisons.  
After sex and age group differences had been examined, the effects of three demographic 
variables on CSG values were tested. BMI category, activity level, and pathological group were 
individually explored using LS means to discern which groups differed within each of the three 
variables. This same set of procedures was then used for within-limb comparisons, and then 
again for between-limb comparisons. The secondary (within-limb) and tertiary (between-limb) 
hypothesis sets were aimed more at questions of loading limb and functionality on the species 











This chapter provides the results of statistical analyses described previously in Chapter 5. 
General linear model statistics were used to test for variation in cortical bone distribution across 
the six long bones of the upper and lower limbs. Cortical bone distribution was quantified by 
fifteen total cross-sectional geometric (CSG) properties reflecting bone mass, shape, bending 
rigidity, and bending strength (see summary table in Chapter 3, page 51) at five locations along 
the diaphysis. These sites were 20%, 35%, 50%, 65%, and 80% of length as measured from the 
distal end of the bone. Results are presented by within bone, within limb, and between limb 
comparisons. Each of the three sections concludes with a summary in which notable results are 
highlighted and presented visually. Areas of further study and issues with the current sample in 
regards to analysis are mentioned throughout. 
 
 
Within Bone Variation 
This section describes the results of cortical bone distribution within the humerus, radius, 
ulna, femur, tibia, and fibula. These comparisons represent the main aim of this dissertation, 
which was to generate a dataset encompassing sexual dimorphism and age-related changes 
across the limbs after the age of 40. Hypotheses related to this aim, outlined in Chapter 1, 
projected that males would demonstrate greater values of all CSG properties across the limbs 
than females. Further, it was expected that with an increase in age, all measures would decrease 
in both sexes. Results are provided first by sex, then by age groups within each sex. Finally, 
groups are compared by other variables that are known to affect cortical bone distribution: body 
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mass index (BMI), activity level, and pathological state at death. The section ends with a 
summary of within bone variation.  
 
Variation by Sex  
 
Before multivariate analyses could take place, it was important to establish whether 
significant differences in cortical bone distribution existed between males and females. The full 
data set was first examined for sex and slice location effects on CSG properties within each 
bone. Sex and slice location produced significant effects (ɑ = 0.05) on all fifteen CSG properties 
in each bone, with only four exceptions. Sex had no effect on the shape index of the humerus (p 
= 0.0640), percent cortical area of the radius (p = 0.1509) and ulna (p = 0.0847), and medullary 
area of the fibula (p = 0.1146). However, these results indicate that males and females should not 
be pooled in subsequent analyses. Results of the univariate analyses are presented in Appendix B 
(Tables B.1-B.6). Distribution figures for CSG properties by sex and slice location within each 
bone are provided in Appendix C (Figures C.1-C.15).  
A set of multivariate analyses was performed to test for bone, slice location, and sex 
effects on CSG properties. Table 6 displays the results of MANOVAs for each factor. Only the 
significant highest-order (most number of factors) interactions for each MANOVA are presented 
herein, as lower-order interactions do not hold statistical significance. All null hypotheses 
concerning these factors were significant at p < 0.05, requiring post-hoc analyses to determine 
individual differences in sexes by slice location.  
 
Table 6. MANOVA results for bone, slice location, sex, and CSG property effects 
 
Factor df F p 
Bone*CSG property*slice location (300, 3220) 47.52 < 0.0001 
Bone*CSG property*sex (75, 802) 18.70 < 0.0001 
Pillai’s Trace statistic, significant values (p < 0.05) bolded. 
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Least Squares (LS) means were used to compare CSG properties between sexes at all five 
diaphyseal locations within the six bones examined. The Tukey-Kramer method was used to 
adjust for multiple comparisons. Figures 11-25 provide the distribution of each CSG property by 
slice location in each bone. Asterisks indicate significant results (p < 0.05) of the LS means 
comparisons between males and females at each location. Males demonstrated greater values for 
all measurements of bone strength (Zx, Zy, Zmax, Zmin, and Zp) and rigidity (Ix, Iy, Imax, Imin, and J) 
across the length of the diaphyses of all six bones. Measures of bone mass (CA, TA, and MA) 
and shape (percent CA and shape index) were less consistent. Cortical area proved to be 
significantly greater in males than females at each of the five sites within each bone. 
Relationships of total area (TA) between male and female elements were similar to that of CA, 
however the distal half of the diaphysis (20%, 35%, and 50%) of both the femur (p = 0.7283, 
0.2840, 0.1749 respectively) and tibia (p = 0.1448, 0.0650, 0.0549 respectively) did not differ. 
Medullary area (MA) was largely similar between the sexes, across the skeleton, with the 
exception of the distal portions (20% and 35%) of the radius and ulna, and the most proximal 
locations (80%) on the femur and tibia differing significantly. Properties relating to diaphyseal 
cross-sectional shape were similarly inconsistent. Both measures of percent cortical area 
((CA/TA) x 100) and shape index (Imax/Imin) were largely similar between the sexes. Differences 
existed between males and females in percent cortical area in the distal half of the diaphysis 















































Figure 13. Cortical area (CA) by bone and sex within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure 14. Total area (TA) by bone and sex within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure 15. Medullary area (MA) by bone and sex within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure 16. Percent Cortical Area (%CA) by bone and sex within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure 17. Second moment of area about the mediolateral (ML) axis (Ix) by bone and sex 
within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure 18. Second moment of area about the anteroposterior (AP) axis (Iy) by bone and sex 
within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure 19. Polar second moment of area (J) by bone and sex within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure 20. Maximum second moment of area (Imax) by bone and sex location within each 
element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure 21. Minimum second moment of area (Imin) by bone and sex within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure 22. Shape index by bone and sex within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure 23. Section modulus about the mediolateral (ML) axis (Zx) by bone and sex within 
each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure 24. Section modulus about the anteroposterior (AP) axis (Zy) by bone and sex within 
each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure 25. Polar section modulus (Zp) by bone and sex within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure 26. Maximum section modulus (Zmax) by bone and sex within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure 27. Minimum section modulus (Zmin) by bone and sex within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 
post-hoc Least Squares with Tukey-Kramer adjustment for multiple comparisons.  
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Variation by Age Group  
 
The core aim of this dissertation was to test for variation in diaphyseal cross-sectional 
properties after the age of 40 years. To accomplish this aim, individuals were grouped by decade 
of age-at-death (40-49, 50-59, 60-69, 70-79, 80-99). Because the tenth decade (90-99) had a 
small sample size (see summary table in Chapter 5, page 89), it was combined with the ninth 
decade (80-89) for both sexes. The structure of comparisons here differed slightly from that in 
the previous section. As opposed to distinguishing between slice locations, average values from 
the entire length of the diaphysis along each bone for each of the CSG properties were used for 
comparison. In previous studies (see Moore 2013; Reeves 2014; Sigurdsson et al. 2006), the 
midshaft (50%) location has been used as a single point of comparison, with the argument being 
that it is the region of greatest bending and torsion in a beam loaded on its ends (joints). If 
osseous response to loading exists, it is likely to be evident at this location (Currey 2006; Martin 
et al. 2015; Ruff 2008)5. This idea is valid and is discussed previously in Chapter 3. However, 
the entirety of the shaft collectively contributes to the ability of the bone to resist force and a vast 
majority of locations have shown variation as a result of sex, as was shown in the prior section. 
Using the mean value of CSG properties along the entire shaft provides a “whole bone” 
perspective (Cristofolini et al. 2010; Gosman et al. 2013; Hubbell et al. 2011) on variation for 
each measurement within each skeletal element. This perspective was discussed in Chapter 1.  
Univariate analyses of variance were first conducted to test for age group, sex, and slice 
location effects on all CSG properties in each bone. Age groups produced significant effects (ɑ = 
0.05) on a vast majority of CSG properties in each bone. Age did not, however, have significant 
effects on the shape index of the humerus, radius, ulna, femur, and fibula. This result is similar to 
                                                 
5 cf. Pearson and Lieberman (2004). 
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that reported between males and females in the previous section, namely the similarity in shape 
between the sexes. The fibula also proved to have very little variation, with age not having an 
effect on Imin and most measures of bone strength (Zx, Zp, Zmax, and Zmin). Results of these 
univariate comparisons are presented in Appendix D (Tables D.1-D.6), and distribution figures 
for CSG properties by skeletal element for each sex and age group are presented in Appendix E 
(Figures E.1-E.15).  
A set of multivariate analyses was performed to test for bone, slice location, sex, and age 
group effects. Table 7 displays the results of these MANOVAs. All null hypotheses concerning 
these factors were significant at p < 0.05, requiring post-hoc analyses to determine individual 
differences in age groups by sex.  
 
Table 7. MANOVA results for bone, slice location, sex, age group, and CSG property 
effects 
 
Factor df F p 
Bone*CSG property*slice location (300, 3204) 47.72 < 0.0001 
Bone*CSG property*age group (300, 3204) 2.97 < 0.0001 
Bone*CSG property*sex (75, 798) 17.90 < 0.0001 
Pillai’s Trace statistic, significant values (p < 0.05) bolded. 
  
As before, CSG properties between sex and age groups for each bone were compared 
using LS means, and the Tukey-Kramer method was used to adjust for multiple comparisons. In 
the bones of the upper limb, significant differences (p < 0.05) existed between the sexes with all 
age groups for all CSG properties, except shape index. This further corroborates results from 
earlier comparisons when ages were pooled. Generally, females aged 40-49 had the fewest 
differences with all other groups, while females aged 80 and over had the most.  
Very few upper limb differences existed between age groups of the same sex. The small 
amount of age group variation was confined to the humerus and radius. In the humerus, cortical 
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area was significantly smaller in females 80-99 than the preceding decade. During the fifties, 
medullary area and percent cortical area in the humerus and radius of females begin to show 
significant differences with other female age groups. Medullary area increases in both bones 
during this time period, while percent cortical area starts to decline. The same pattern is evident 
in males, beginning in the seventh decade. The seventh decade also marks an increased shift in 
radial Ix in females and Iy in males. By the eighties, these values decrease to similar levels seen in 
the forties. Additionally, male radial Imax, Imin, and all properties of bone strength increase in the 
fifth decade, but also return to fourth-decade values by the 80s. 
Bones of the lower limb (femur, tibia, and fibula) have far less age-related variation in 
cross-sectional geometry than elements of the upper limb. For example, the femur demonstrated 
no group difference, even between sexes, for total area, medullary area, and percent cortical area. 
Despite the fact that all other femoral CSG properties varied significantly between sexes, no 
differences existed in age groups of the same sex. Although male tibial properties remained 
approximately the same as age increased, a clear pattern existed in the female tibia. The eighth 
decade marked a significant, unexpected increase in female tibial cortical area, total area, and all 
measures of bone strength (except Zmin) and rigidity from the previous decades. The female 
fibula showed little variation in CSG properties with age, while the male fibula demonstrated a 
significant shift in the 40s. This decade represents the highest values of cortical area, total area, 
and all measures of bone strength and rigidity than any other time period. As in the radius, these 
fibular strength and rigidity properties return to fourth-decade values by the 80s. CSG property 
LS means by age group and sex for each bone and figures providing visual representation of 




Table 8. Geometric trends in the humerus with age 
 
Orange plus signs (+) indicate significant increases for that CSG property from one decade to the next, blue dashes (-) indicates 











Male Age Groups 
40s to 50s 50s to 60s 60s to 70s 70s to 80+  40s to 50s 50s to 60s 60s to 70s 70s to 80+ 
CA NS NS NS   CA NS NS NS NS 
TA NS NS NS NS  TA NS NS NS NS 
MA NS NS NS NS  MA NS NS NS NS 
% CA NS NS NS   % CA NS NS  NS 
Ix NS NS NS NS 
 Ix NS NS NS NS 
Iy NS NS NS NS 
 Iy NS NS NS NS 
J NS NS NS NS  J NS NS NS NS 
Imax NS NS  NS  Imax NS NS NS NS 
Imin NS NS NS NS 
 Imin NS NS NS NS 
Shape index NS NS NS NS  Shape index NS NS NS NS 
Zx NS NS NS NS 
 Zx NS  NS NS 
Zy NS NS NS NS 
 Zy NS NS NS NS 
Zp NS NS NS NS 
 Zp NS NS NS NS 
Zmax NS NS NS NS 
 Zmax NS NS NS NS 
Zmin NS NS NS NS 
 Zmin NS  NS NS 
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Table 9. Geometric trends in the radius with age 
 
Orange plus signs (+) indicate significant increases for that CSG property from one decade to the next, blue dashes (-) indicates 











Male Age Groups 
40s to 50s 50s to 60s 60s to 70s 70s to 80+  40s to 50s 50s to 60s 60s to 70s 70s to 80+ 
CA NS NS NS NS  CA NS NS NS NS 
TA NS NS NS NS  TA NS NS NS NS 
MA NS NS NS  
 MA NS NS NS NS 
% CA NS NS NS  
 % CA NS NS NS  
Ix NS NS  NS 
 Ix NS NS NS NS 
Iy NS NS NS NS 
 Iy   NS NS 
J NS NS NS NS  J NS  NS NS 
Imax NS NS NS NS  Imax NS  NS NS 
Imin NS NS NS NS 
 Imin NS  NS NS 
Shape index NS NS NS NS  Shape index NS NS NS NS 
Zx NS NS NS NS 
 Zx NS NS NS NS 
Zy NS NS NS NS 
 Zy NS  NS NS 
Zp NS NS NS NS 
 Zp NS  NS NS 
Zmax NS NS NS NS 
 Zmax NS  NS NS 
Zmin NS NS NS NS 
 Zmin NS   NS 
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Table 10. Geometric trends in the ulna with age 
 
  
Orange plus signs (+) indicate significant increases for that CSG property from one decade to the next, blue dashes (-) indicates 










Male Age Groups 
40s to 50s 50s to 60s 60s to 70s 70s to 80+ 
 
40s to 50s 50s to 60s 60s to 70s 70s to 80+ 
CA NS NS NS NS  CA NS NS NS NS 
TA NS NS NS NS  TA NS NS NS NS 
MA NS NS NS NS  MA NS NS NS NS 
% CA NS NS NS  
 % CA NS NS NS NS 
Ix NS NS NS NS 
 Ix NS NS NS NS 
Iy NS NS NS NS 
 Iy NS NS NS NS 
J NS NS NS NS  J NS NS NS NS 
Imax NS NS NS NS  Imax NS NS NS NS 
Imin NS NS NS NS 
 Imin NS NS NS NS 
Shape index NS NS NS NS  Shape index NS NS NS NS 
Zx NS NS NS NS 
 
Zx NS NS NS NS 
Zy NS NS NS NS 
 Zy NS NS NS NS 
Zp NS NS NS NS 
 Zp NS NS NS NS 
Zmax NS NS NS NS 
 Zmax NS NS NS NS 
Zmin NS NS NS NS  Zmin NS NS NS NS 
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Table 11. Geometric trends in the femur with age 
 
  
Orange plus signs (+) indicate significant increases for that CSG property from one decade to the next, blue dashes (-) indicates 











Male Age Groups 
40s to 50s 50s to 60s 60s to 70s 70s to 80+  40s to 50s 50s to 60s 60s to 70s 70s to 80+ 
CA NS NS NS NS  CA NS NS NS NS 
TA NS NS NS NS  TA NS NS NS NS 
MA NS NS NS NS  MA NS NS NS NS 
% CA NS NS NS NS  % CA NS NS NS NS 
Ix NS NS NS NS 
 Ix NS NS NS NS 
Iy NS NS NS NS 
 Iy NS NS NS NS 
J NS NS NS NS  J NS NS NS NS 
Imax NS NS NS NS  Imax NS NS NS NS 
Imin NS NS NS NS 
 Imin NS NS NS NS 
Shape index NS NS NS NS  Shape index NS NS NS NS 
Zx NS NS NS NS 
 Zx NS NS NS NS 
Zy NS NS NS NS 
 Zy NS NS NS NS 
Zp NS NS NS NS 
 Zp NS NS NS NS 
Zmax NS NS NS NS 
 Zmax NS NS NS NS 
Zmin NS NS NS NS  Zmin NS NS NS NS 
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Table 12. Geometric trends in the tibia with age 
 
  
Orange plus signs (+) indicate significant increases for that CSG property from one decade to the next, blue dashes (-) indicates 










Male Age Groups 
40s to 50s 50s to 60s 60s to 70s 70s to 80+  40s to 50s 50s to 60s 60s to 70s 70s to 80+ 
CA NS NS NS   CA NS NS NS NS 
TA NS NS NS   TA NS NS NS NS 
MA NS NS NS NS  MA NS NS NS NS 
% CA NS NS NS NS  % CA NS NS NS NS 
Ix NS NS NS  
 Ix NS NS NS NS 
Iy NS NS NS  
 Iy NS NS NS NS 
J NS NS NS  
 J NS NS NS NS 
Imax NS NS NS   Imax NS NS NS NS 
Imin NS NS NS  
 Imin NS NS NS NS 
Shape index NS NS NS NS  Shape index NS NS NS NS 
Zx NS NS NS  
 Zx NS NS NS NS 
Zy NS NS NS  
 Zy NS NS NS NS 
Zp NS NS NS  
 Zp NS NS NS NS 
Zmax NS NS NS  
 Zmax NS NS NS NS 
Zmin NS NS NS  
 Zmin NS NS NS NS 
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Table 13. Geometric trends in the fibula with age 
 
  
Orange plus signs (+) indicate significant increases for that CSG property from one decade to the next, blue dashes (-) indicates 








Male Age Groups 
40s to 50s 50s to 60s 60s to 70s 70s to 80+  40s to 50s 50s to 60s 60s to 70s 70s to 80+ 
CA NS  NS NS  CA NS NS NS NS 
TA NS NS NS NS  TA  NS NS NS 
MA NS NS NS  
 MA NS NS NS NS 
% CA NS NS NS NS  % CA NS NS NS NS 
Ix NS NS NS NS 
 Ix NS NS NS NS 
Iy NS NS NS NS 
 Iy   NS NS 
J NS NS NS NS  J NS NS NS NS 
Imax NS NS NS NS  Imax  NS NS NS 
Imin NS NS NS NS 
 Imin  NS NS NS 
Shape index NS NS NS NS  Shape index NS NS NS NS 
Zx NS NS NS NS 
 Zx NS NS NS NS 
Zy NS NS NS NS 
 Zy   NS NS 
Zp NS NS NS NS 
 Zp  NS NS NS 
Zmax NS NS NS NS 
 Zmax  NS NS NS 
Zmin NS NS NS NS 
 Zmin  NS NS NS 
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Variation by BMI, Activity, and Pathology Groups 
 
A secondary aim of this dissertation was to test for variation in diaphyseal cortical bone 
distribution in groups based on variables known to mechanically or physiologically affect bone 
geometry and mass. For this sample, it was possible to compare individuals based on body mass 
index (BMI) (underweight, normal, overweight, obese), activity level (light, moderate, heavy), 
and pathological condition at death (pathological, healthy). Chapter 5 describes how individuals 
were assigned to each group and provides the sample size of each, which are smaller than those 
of previous analyses, as many of these data were not recorded for many individuals used in this 
study.  
Univariate analyses tested for effects of slice location, age group, sex, BMI, activity 
level, and pathology group. BMI had a significant (p < 0.05) effect on CSG properties in all 
elements, with the exception of shape index in the humerus, radius, ulna, and femur, and percent 
cortical area in the radius. Activity level had no effect on diaphyseal properties in the bones of 
the upper limb, but did significantly affect those in the femur and tibia. These properties included 
cortical area, and all measures of strength and rigidity (except Ix in the femur and Iy in the tibia). 
Pathological group had a significant effect on all CSG properties of the humerus and radius, 
except percent cortical area and shape, and Iy in the humerus and MA in the radius. In the ulna, 
only cortical area and total area were affected by pathological group. Properties in the femur 
were unaffected with the exception of total area. Pathological group significantly affected tibial 
cortical area, total area, Ix, Imin, Zx, and Zmin. In the fibula, Iy, Imin, shape index, and Zmin were 
significant. All results of univariate comparisons are provided in Appendix G (Tables G.1-G.6).  
For multivariate analyses, sex and age were pooled within each BMI, activity, and 
pathological group due to low power. This method may have produced a false positive in some 
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later post-hoc analyses, but could be ameliorated with a larger sample in a later study. Similar to 
earlier comparisons between age groups, mean values for CSG properties among all five 
diaphyseal locations were used. Table 14 displays the results of the MANOVA for each factor 
examined. All null hypotheses concerning these factors were significant at p < 0.05, requiring 
post-hoc analyses to determine individual differences in BMI, activity, and pathological groups.  
 
 
Table 14. MANOVA results for bone, BMI, activity level, pathology group, and CSG 
property effects 
 
Factor df F p 
Bone*CSG property*BMI group (225, 1326) 3.78 < 0.0001 
Bone*CSG property*activity level (150, 882) 1.86 < 0.0001 
Bone*CSG property*pathology group (75, 440) 2.25 < 0.0001 
Pillai’s Trace statistic, significant values (p < 0.05) bolded. 
 
 
Pairwise comparisons using LS means were used to find significant differences (p < 0.05) 
separately among groups for BMI category, activity level, and pathology. There was a significant 
increase in all CSG properties with increased BMI in the humerus, radius, and ulna, with the 
exception of shape (all groups) and percent cortical area (obese individuals differed from all 
other groups). The femur and fibula followed the same pattern as the upper limb elements, with 
one exception. Femoral medullary area did not differ between most BMI groups, but values are 
significantly greater in overweight individuals compared with underweight individuals, and 
obese individuals compared with underweight and normal weight persons. Fibular medullary 
area differed between all groups except normal weight and overweight individuals. For a 
majority of CSG properties in the tibia, a significant increase in values with increased BMI 
existed between groups, with the exception of overweight and obese individuals.  
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Activity groups showed similar patterns to BMI groups, in that while most CSG 
properties significantly increased as activity level increased, percent cortical area and shape 
index were not different between levels of activity in any of the skeletal elements examined. In 
the humerus, radius, femur, and fibula, a majority of measures of bone mass and rigidity were 
not significantly different between light and moderate activity groups, but showed a significant 
increase in heavy activity groups. In the tibia, the exact opposite pattern existed, with moderate 
and heavy groups demonstrating relatively similar values, while the light activity group had 
significantly lower values in measures of bone mass and rigidity.  
Pathological and healthy groups showed significant differences in all CSG properties 
except percent cortical area in the humerus, radius, and tibia, and shape in the humerus, radius, 
ulna, femur, and tibia. The tibia demonstrated a unique pattern from the rest of the elements. In 
addition to percent measures of shape, no difference existed in all properties reflecting bone 
strength (except Zx) and rigidity. In all cases of significant differences, pathological individuals 
had higher values than those assigned to the healthy group, contrary to what would be expected 
if illness had a long-term impact on bone quantity. Complete results of HSD pairwise 




Within Bone Variation Results Summary  
 
 With the large number of comparisons and mixed results, it is useful to highlight the 
notable findings of within bone variation. Sexual dimorphism in diaphyseal cortical area 
distribution was evident. Cortical area and total area, both measures related to bone mass, were 
greater in males across the skeleton. The distal half of the lower limbs, however, did not differ in 
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total subperiosteal area between the sexes. Medullary area, another property reflective of bone 
mass, was largely the same between the sexes in all bones, except for the distal portion of the 
radius and ulna and the most proximal site on the femur, all of which had greater values in males. 
Measures of bone shape (percent cortical area and shape index) were largely similar between the 
sexes in all skeletal elements. However, percent cortical area was greater in males in the distal 
half of the humerus and tibia. Males also demonstrated greater values in all measurements of 
bone strength and rigidity across the diaphyses of all six bones. 
 Differences in cortical area distribution between age groups of the same sex were less 
consistent. Figures 28 and 29 summarize significant results for measures of bone mass, shape, 
strength, and rigidity through time in females and males. Broadly, greater variation was observed 
in CSG properties in the bones of the upper limb than those of the lower. Females demonstrated 
significant shifts in bone mass and shape in the fifth decade, and in strength and rigidity in the 
eighth. Males showed mass, strength, and rigidity changes in the fifth decade, mass and shape in 

































Figure 28. Summary age changes to bone properties of bone mass, shape, strength, and rigidity in females  

































Figure 29. Summary age changes to bone properties of bone mass, shape, strength, and rigidity in males 




Finally, variation in cortical bone distribution was tested by BMI, activity level, and 
pathological condition at time of death. CSG properties of bone mass, strength, and rigidity 
increased with BMI in the humerus, radius, ulna, femur, and fibula. The tibia showed similar 
results, but with no meaningful difference between overweight and obese individuals. Activity 
groups showed similar patterns to BMI groups, in that while most CSG properties significantly 
increased as activity level increased, measures of bone shape were not different between levels 
of activity in any of the skeletal elements examined. In the humerus, radius, femur, and fibula, 
heavy activity groups showed a significant increase in a majority of measures of bone mass and 
rigidity from light and moderate groups. In the tibia, the exact opposite pattern existed, with 
moderate and heavy groups demonstrating relatively similar values, while the light activity group 
had significantly lower values in measures of bone mass and rigidity. The pathological group 
demonstrated greater values in all CSG properties, except measures of shape, than those of 
healthy individuals. Here, the tibia showed no difference in any properties reflecting bone 
strength and rigidity between groups.  
 
 
Within Limb Variation 
This section presents the results of cortical bone distribution within each limb. These 
comparisons test the relationship within human (and all tetrapod) limbs between one proximal 
bone followed by two paired bones. This tapering of the limb is hypothesized to have an effect 
on properties of bone mass, shape, bending strength, and rigidity. Results are provided first by 
comparison within the upper limb bones (humerus, radius, and ulna) and then by the lower limb 





Variation in the Upper Limb  
 
 Variation in cortical bone distribution in the humerus, radius, and ulna were tested for sex 
effects using univariate analyses. Results demonstrated significantly greater values (p < 0.05) in 
males for a vast majority of CSG properties at all locations. However, no differences between the 
sexes existed in percent cortical area and shape index (both measures of diaphyseal shape) at 
80% of bone length in all three bones. A MANOVA was used to test for bone, slice location, and 
CSG property differences among upper limb bone locations (Table 15). All null hypotheses 
concerning these factors were significant at p < 0.05, requiring post-hoc analyses to determine 
individual differences in CSG properties by slice location in the three bones. For the purposes of 
this dissertation, all sexes and ages were pooled for post-hoc comparisons due to small and 
uneven sample sizes of upper limb CT scans. Sex and age group effects on the upper limb, which 
are clearly significant, could be tested with a larger sample in a later study.  
 
Table 15. MANOVA results for bone, slice location, and CSG property effects in the upper 
limb 
 
Factor df F p 
CSG property* slice location*bone (104, 1060) 153.86 < 0.0001 
Pillai’s Trace statistic, significant values (p < 0.05) bolded. 
 
 
LS means were compared to find significant differences (ɑ = 0.05) among CSG 
properties at the five diaphyseal locations, between bones. Tables 16 and 17 display means for 
the bones of the upper limb by sex. The humerus had greater values of all CSG properties at all 
locations than the radius and ulna, with two exceptions. There was no difference between Imax at 
80% of bone length (p = 0.9561) and shape index at 65% of length (p = 0.7875) between the 
humerus and ulna. The radius and ulna differed significantly in all properties, at all locations, 
with the exception of Iy (p = 0.4587) and Imax (p = 0.1703) at 65% and Imin (p = 0.8546) and Zmin 
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(p = 0.9701) at 50%. Interestingly, the proximal half (50%, 65%, and 80% of length) of the ulna 
demonstrated greater values in a vast majority of properties related to mass, strength, and 
rigidity. Conversely, the radius exhibited greater values of these same properties in the distal 
portion (20% and 35% of length). At 50% of length, generally understood as the most 
mechanically sensitive location, mediolateral (ML) strength and rigidity were greater in the 
radius, while the ulna showed greater anteroposterior AP, maximum, minimum, and torsional 
strength and rigidity. Measures related to diaphyseal shape were inconsistent between the two 
bones. Complete results of pairwise comparisons for CSG properties, slice location, and bones of 









% of bone 
length 
Humerus Radius Ulna 
Mean Std Mean Std Mean Std 
CA 
20 103.70 29.96 46.09 13.34 29.72 9.53 
35 92.80 26.83 45.29 13.02 42.04 12.45 
50 96.97 27.12 49.31 14.52 52.8 16.04 
65 95.91 27.54 49.05 14.07 61.35 18.84 
80 88.94 25.94 44.60 13.47 81.68 24.92 
TA 
20 159.68 51.03 77.60 25.54 48.51 17.34 
35 150.62 48.87 60.72 19.87 57.11 18.87 
50 165.07 54.76 63.74 21.02 68.43 22.60 
65 179.30 57.56 68.17 22.51 81.45 27.06 
80 202.60 65.88 76.64 27.10 129.32 47.62 
MA 
20 55.98 33.72 31.50 16.32 18.78 11.46 
35 57.81 35.03 15.42 11.35 15.06 11.11 
50 68.10 41.96 14.43 11.29 15.63 11.96 
65 83.39 44.67 19.11 13.86 20.10 13.19 
80 113.66 48.52 32.03 18.24 47.64 30.49 
% CA 
20 6662.36 1168.73 6119.46 1079.46 6375.44 1397.85 
35 6354.65 1247.07 7627.81 1141.69 7543.554 1224.35 
50 6117.93 1316.94 7890.33 1122.83 7856.12 1113.79 
65 5542.22 1194.02 7373.33 1170.36 7653.22 948.57 
80 4548.76 1090.66 6000.32 1130.63 6610.06 1373.81 
Ix 
20 0.026 0.009 0.010 0.003 0.004 0.001 
35 0.027 0.008 0.007 0.002 0.007 0.003 
50 0.029 0.010 0.008 0.003 0.012 0.005 
65 0.030 0.010 0.008 0.003 0.013 0.005 
80 0.035 0.013 0.012 0.005 0.031 0.013 
Iy 
20 0.037 0.014 0.015 0.006 0.004 0.001 
35 .023 0.008 0.009 0.004 0.005 0.002 
50 0.030 0.011 0.011 0.004 0.008 0.003 
65 0.011 0.013 0.005 0.004 0.006 0.004 
80 0.041 0.016 0.011 0.004 0.036 0.016 
J 
20 .063 0.022 0.026 0.009 0.008 0.003 
35 0.016 0.022 0.006 0.009 0.005 0.003 
50 0.060 0.020 0.020 0.007 0.021 0.007 
65 0.066 0.021 0.022 0.007 0.026 0.010 
80 0.077 0.028 0.023 0.009 0.067 0.027 
Imax 
20 0.039 0.014 0.017 0.006 0.004 0.001 
35 0.028 0.009 0.010 0.004 0.008 0.003 
50 0.036 0.012 0.012 0.005 0.014 0.005 
65 0.038 0.012 0.015 0.005 0.015 0.006 
80 0.043 0.016 0.013 0.005 0.041 0.017 
Imin 
20 0.023 0.008 0.008 0.002 0.003 0.001 
35 0.022 0.007 0.006 0.002 0.004 0.001 
50 0.023 0.008 0.007 0.002 0.006 0.002 





% of bone 
length 
Humerus Radius Ulna 
Mean Std Mean Std Mean Std 
80 0.034 0.012 0.010 0.004 0.025 0.010 
Shape 
20 166.79 29.44 207.9 29.83 127.0 14.89 
35 129.97 14.16 159.2 30.14 179.8 36.14 
50 160.95 22.67 171.0 29.40 210.6 47.63 
65 137.94 20.03 210.5 33.65 135.2 27.22 
80 126.31 16.92 131.2 18.66 164.6 28.91 
Zx 
20 0.859 0.263 0.395 0.012 0.203 0.070 
35 0.915 0.271 0.323 0.104 0.285 0.092 
50 0.965 0.294 0.348 0.126 0.392 0.137 
65 0.989 0.296 0.363 0.123 0.464 0.167 
80 1.09 0.332 0.448 0.165 0.853 0.306 
Zy 
20 1.03 0.334 0.486 0.159 0.207 0.071 
35 0.823 0.249 0.354 0.119 0.259 0.095 
50 0.962 0.290 0.374 0.127 0.338 0.131 
65 1.07 0.301 0.424 0.134 0.479 0.194 
80 1.18 0.392 0.424 0.144 0.926 0.350 
Zp 
20 1.59 0.503 0.742 0.231 0.372 0.127 
35 1.59 0.485 0.575 0.186 0.460 0.156 
50 1.73 0.513 0.579 0.195 0.606 0.207 
65 1.85 0.542 0.629 0.197 0.843 0.326 
80 2.04 0.677 0.790 0.271 1.55 0.568 
Zmax 
20 1.01 0.328 0.509 0.162 0.214 0.071 
35 0.91 0.271 0.355 0.115 0.296 0.099 
50 1.08 0.321 0.366 0.125 0.410 0.141 
65 1.11 0.326 0.426 0.133 0.497 0.189 
80 1.17 0.393 0.456 0.165 1.00 0.376 
Zmin 
20 0.804 0.250 0.352 0.106 0.191 0.067 
35 0.801 0.246 0.300 0.094 0.241 0.082 
50 0.857 0.254 0.316 0.104 0.306 0.104 
65 0.937 0.274 0.318 0.101 0.440 0.158 
80 1.05 0.330 0.396 0.135 0.773 0.284 
 


















% of bone 
length 
Humerus Radius Ulna 
Mean Std Mean Std Mean Std 
CA 
20 149.98 44.08 60.92 18.82 42.04 14.43 
35 132.67 38.66 62.85 19.40 59.47 17.91 
50 138.46 38.84 67.57 21.62 73.97 23.04 
65 132.49 37.18 65.37 20.09 84.39 25.43 
80 111.84 29.23 62.33 19.85 117.16 36.94 
TA 
20 205.41 66.51 106.42 37.33 67.02 23.06 
35 197.96 61.70 82.12 27.50 78.02 24.51 
50 212.49 68.92 82.67 27.10 91.55 28.67 
65 232.19 71.78 84.90 28.19 107.00 33.20 
80 279.96 87.57 101.35 36.93 175.29 59.33 
MA 
20 55.43 35.57 45.50 23.31 24.97 12.57 
35 65.28 36.39 19.26 12.66 18.54 10.77 
50 74.03 43.79 15.09 9.72 17.58 10.32 
65 99.70 47.47 19.52 11.95 22.61 11.59 
80 168.12 65.62 39.01 22.37 58.12 31.94 
% CA 
20 7407.04 939.73 5876.23 973.71 6374.36 1042.06 
35 6829.36 1049.40 7769.13 935.88 7700.85 845.81 
50 6672.29 1086.62 8239.56 833.95 8116.12 784.81 
65 5841.49 1011.97 7797.97 808.14 7929.68 621.53 
80 4133.79 878.94 6331.33 1090.17 6821.18 1053.97 
Ix 
20 0.042 0.018 0.016 0.007 0.007 0.003 
35 0.046 0.017 0.012 0.005 0.013 0.005 
50 0.049 0.0185 0.013 0.005 0.021 0.009 
65 0.056 0.021 0.013 0.005 0.022 0.009 
80 0.063 0.022 0.020 0.010 0.054 0.025 
Iy 
20 0.065 0.026 0.025 0.012 0.007 0.003 
35 0.041 0.014 0.016 0.007 0.009 0.003 
50 0.051 0.021 0.017 0.008 0.014 0.005 
65 0.018 0.021 0.009 0.008 0.008 0.005 
80 0.063 0.021 0.018 0.008 0.059 0.026 
J 
20 0.107 0.041 0.042 0.019 0.015 0.007 
35 0.032 0.041 0.012 0.019 0.009 0.007 
50 0.100 0.038 0.031 0.013 0.035 0.014 
65 0.110 0.039 0.032 0.013 0.043 0.017 
80 0.127 0.043 0.039 0.018 0.114 0.048 
Imax 
20 0.070 0.029 0.027 0.012 0.008 0.004 
35 0.048 0.018 0.017 0.007 0.014 0.005 
50 0.060 0.022 0.019 0.008 0.022 0.009 
65 0.061 0.021 0.021 0.009 0.024 0.009 
80 0.068 0.022 0.022 0.010 0.071 0.031 
Imin 
20 0.036 0.014 0.014 0.006 0.006 0.003 
35 0.038 0.014 0.011 0.004 0.008 0.003 
50 0.040 0.016 0.012 0.005 0.012 0.004 
65 0.049 0.018 0.011 0.004 0.019 0.007 





% of bone 
length 
Humerus Radius Ulna 
Mean Std Mean Std Mean Std 
Shape 
20 195.40 42.29 195.68 31.32 128.74 16.58 
35 124.75 13.49 158.43 22.88 165.22 29.05 
50 150.36 19.86 158.39 23.37 189.43 40.57 
65 125.82 13.09 199.15 30.32 129.91 18.42 
80 119.59 12.74 133.90 19.37 165.71 30.16 
Zx 
20 1.27 0.431 0.593 0.217 0.314 0.135 
35 1.38 0.449 0.488 0.179 0.444 0.159 
50 1.45 0.452 0.495 0.175 0.589 0.225 
65 1.53 0.485 0.488 0.177 0.669 0.247 
80 1.63 0.489 0.668 0.259 1.343 0.507 
Zy 
20 1.57 0.509 0.709 0.273 0.319 0.126 
35 1.28 0.407 0.531 0.203 0.407 0.139 
50 1.46 0.497 0.530 0.194 0.506 0.172 
65 1.49 0.469 0.582 0.215 0.686 0.246 
80 1.66 0.503 0.624 0.229 1.407 0.517 
Zp 
20 2.33 0.728 1.10 0.414 0.576 0.240 
35 2.46 0.786 0.851 0.318 0.729 0.253 
50 2.68 0.874 0.840 0.302 0.922 0.329 
65 2.79 0.872 0.869 0.324 1.222 0.434 
80 3.024 0.909 1.175 0.446 2.433 0.873 
Zmax 
20 1.557 0.507 0.736 0.277 0.334 0.143 
35 1.391 0.453 0.524 0.198 0.462 0.167 
50 1.655 0.534 0.522 0.194 0.607 0.227 
65 1.590 0.486 0.582 0.214 0.714 0.256 
80 1.674 0.494 0.679 0.260 1.578 0.583 
Zmin 
20 1.166 0.386 0.542 0.202 0.293 0.115 
35 1.244 0.396 0.449 0.164 0.383 0.131 
50 1.335 0.426 0.456 0.164 0.473 0.164 
65 1.425 0.443 0.444 0.164 0.639 0.218 
80 1.548 0.459 0.589 0.222 1.105 0.371 
 
All values have been scaled by 100 for better visualization.  
  




Variation in the Lower Limb  
 
Variation in cortical bone distribution in the femur, tibia, and fibula were tested for sex 
effects using univariate analyses. As with the upper limb, results demonstrated significantly 
greater values (p < 0.05) in males for a vast majority of CSG properties at all locations. 
However, no differences between the sexes existed in medullary area at 20% of bone length, 
percent cortical area at 80%, and shape index at all sites, in all three bones. A MANOVA was 
used to test for bone, slice location, and CSG property differences among upper limb bone 
locations (Table 18). All null hypotheses concerning these factors were significant at p < 0.05, 
requiring post-hoc analyses to determine individual differences in CSG properties by slice 
location in the three bones. As with the upper limb, all sexes and ages were pooled for post-hoc 
comparisons due to small and uneven sample sizes of upper limb CT scans. Sex and age groups 
effects on the lower limb, which are clearly significant, could be tested with a larger sample in a 
later study.  
 
Table 18. MANOVA results for bone, slice location, and CSG property effects in the lower 
limb 
 
Factor df F p 
CSG property* slice location*bone (104, 1000) 156.35 < 0.0001 
Pillai’s Trace statistic, significant values (p < 0.05) bolded. 
 
 
Pairwise comparisons using LS means were used to find significant differences (ɑ = 0.05) 
among CSG properties at the five diaphyseal locations, between bones. Tables 19 and 20 display 
means for the bones of the lower limb by sex. Properties related to bone mass (CA, TA, and MA) 
were greater in the femur, although the proximal portion of the tibia (80%) proved to have 
greater medullary and total subperiosteal area. Measures of diaphyseal shape produced mixed 
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results. Both the tibia and fibula had greater shape index values than the femur, but only the 
fibula demonstrated the significantly greater values at all sites for percent cortical area. 
Relationships of bone strength and rigidity between bones in the lower limb largely mirrored on 
another. The femur and tibia had greater strength and rigidity than the fibula at all sites, which 
was expected. The tibia, however, demonstrated greater maximum, torsional, and AP bending 
strength and rigidity in the proximal portion of the bone (65% and 80%) than the femur. Further, 
while the femur proved to have greater values for most strength and rigidity properties at 
midshaft and distally, there was no difference between femoral and tibial Iy (p = 0.6622), Imin (p 
= 0.5219), and Zmin (p = 0.0848) at 80% of length, and Ix (p = 0.9270), Imax (p = 0.0524), and Zx (p 
= 0.1416), at 50% of length. Complete results of pairwise comparisons for CSG properties, slice 









% of bone 
length 
Femur Tibia Fibula 
Mean Std Mean Std Mean Std 
CA 
20 157.07 45.77 105.11 30.07 34.91 12.72 
35 194.40 55.35 140.76 38.09 42.96 14.76 
50 223.26 63.88 164.88 46.45 44.44 16.22 
65 240.04 65.99 170.50 47.36 41.91 16.14 
80 205.72 60.60 157.77 48.51 32.51 12.04 
TA 
20 519.71 163.23 246.35 79.59 49.02 19.33 
35 362.74 109.57 215.91 64.46 57.16 20.05 
50 336.71 101.56 250.61 75.63 59.18 23.32 
65 354.01 102.47 304.60 94.25 54.78 20.84 
80 352.48 160.97 430.17 177.59 47.60 19.70 
MA 
20 362.64 133.14 141.24 65.64 14.11 10.79 
35 168.33 74.81 75.14 42.86 14.19 10.13 
50 113.45 69.54 85.72 50.49 14.74 11.39 
65 113.97 66.44 134.10 66.95 12.87 10.18 
80 146.75 126.69 272.39 149.09 15.08 11.41 
% CA 
20 3115.25 695.98 4482.30 1235.32 7393.66 1520.41 
35 5484.12 1005.99 6682.26 1185.59 7629.61 1230.69 
50 6794.25 1206.80 6745.75 1246.21 7678.25 1306.44 
65 6929.76 1184.68 5779.64 1190.50 7831.33 1486.18 
80 6641.19 2419.03 4266.67 2147.85 7189.81 1621.98 
Ix 
20 0.071 0.024 0.036 0.012 0.002 0.001 
35 0.064 0.022 0.043 0.015 0.003 0.001 
50 0.066 0.022 0.067 0.024 0.004 0.002 
65 0.072 0.025 0.097 0.033 0.003 0.002 
80 0.080 0.024 0.154 0.056 0.002 0.001 
Iy 
20 0.111 0.037 0.042 0.014 0.002 0.001 
35 0.066 0.020 0.039 0.013 0.003 0.001 
50 0.063 0.021 0.047 0.016 0.004 0.002 
65 0.023 0.021 0.021 0.016 0.002 0.001 
80 0.112 0.040 0.104 0.042 0.002 0.001 
J 
20 0.182 0.060 0.079 0.026 0.005 0.002 
35 0.041 0.060 0.027 0.026 0.002 0.002 
50 0.129 0.040 0.114 0.038 0.008 0.004 
65 0.144 0.045 0.157 0.051 0.008 0.003 
80 0.192 0.062 0.259 0.093 0.005 0.002 
Imax 
20 0.113 0.038 0.044 0.015 0.003 0.001 
35 0.071 0.023 0.052 0.018 0.004 0.001 
50 0.073 0.023 0.077 0.027 0.005 0.002 
65 0.082 0.026 0.110 0.037 0.005 0.002 
80 0.117 0.039 0.180 0.065 0.003 0.001 
Imin 
20 0.068 0.023 0.034 0.011 0.001 0.000 
35 0.059 0.019 0.029 0.009 0.002 0.001 
50 0.056 0.018 0.036 0.011 0.002 0.001 





% of bone 
length 
Femur Tibia Fibula 
Mean Std Mean Std Mean Std 
80 0.075 0.024 0.078 0.029 0.001 0.000 
Shape 
20 166.38 21.02 130.74 18.21 242.51 57.54 
35 121.74 17.12 180.85 31.78 206.21 57.10 
50 131.99 17.15 210.61 35.17 218.83 70.14 
65 132.96 18.58 237.56 38.48 268.39 89.07 
80 158.27 22.51 233.77 38.10 208.60 68.77 
Zx 
20 2.00 0.632 1.14 0.354 0.160 0.064 
35 2.00 0.605 1.37 0.430 0.197 0.083 
50 1.96 0.586 1.83 0.591 0.216 0.093 
65 2.23 0.685 2.35 0.718 0.203 0.089 
80 2.23 0.661 3.09 1.040 0.154 0.065 
Zy 
20 2.53 0.768 1.25 0.423 0.167 0.075 
35 2.09 0.601 1.24 0.372 0.211 0.079 
50 2.05 0.635 1.44 0.441 0.234 0.100 
65 2.35 0.698 1.75 0.542 0.216 0.094 
80 2.94 0.915 2.36 0.783 0.159 0.065 
Zp 
20 4.05 1.255 2.14 0.708 0.269 0.106 
35 3.80 1.109 2.28 0.673 0.343 0.131 
50 3.65 1.072 2.76 0.827 0.377 0.149 
65 4.22 1.226 3.49 1.043 0.339 0.138 
80 4.41 1.325 4.60 1.569 0.266 0.108 
Zmax 
20 2.54 0.775 1.25 0.423 0.190 0.078 
35 2.13 0.611 1.49 0.461 0.231 0.084 
50 2.14 0.638 1.88 0.592 0.260 0.101 
65 2.45 0.719 2.46 0.755 0.244 0.096 
80 2.94 0.880 3.23 1.126 0.181 0.073 
Zmin 
20 1.90 0.595 1.09 0.319 0.126 0.047 
35 1.92 0.560 1.02 0.296 0.162 0.064 
50 1.89 0.574 1.24 0.360 0.171 0.070 
65 2.13 0.645 1.47 0.434 0.156 0.067 
80 2.14 0.655 2.02 0.656 0.126 0.054 
 












% of bone 
length 
Femur Tibia Fibula 
Mean Std Mean Std Mean Std 
CA 
20 187.27 52.01 135.34 38.79 44.68 14.46 
35 232.68 62.88 180.75 54.79 53.44 16.76 
50 270.96 71.86 208.21 62.43 55.34 17.41 
65 288.98 75.94 215.45 62.83 52.13 16.77 
80 251.40 69.19 204.08 59.85 40.61 14.07 
TA 
20 573.91 182.41 283.41 93.52 59.44 22.58 
35 406.52 119.80 249.89 76.97 68.74 23.00 
50 379.54 108.93 289.33 87.91 73.36 24.51 
65 395.19 113.40 358.13 113.33 68.25 23.17 
80 457.24 179.36 554.94 188.51 58.66 21.31 
MA 
20 386.64 146.13 148.06 66.58 14.75 11.82 
35 173.84 74.34 69.14 35.07 15.30 8.97 
50 108.58 62.97 81.12 39.84 18.01 10.00 
65 106.20 58.25 142.68 64.92 16.12 10.80 
80 205.83 141.72 350.86 150.24 18.05 11.14 
% CA 
20 3384.03 861.06 4901.49 813.10 7711.41 1135.54 
35 5819.23 798.97 7297.96 781.24 7845.17 734.68 
50 7249.44 933.26 7247.40 796.66 7614.54 784.98 
65 7393.69 775.62 6112.70 827.87 7725.49 973.30 
80 6058.02 2114.87 3847.76 1064.59 7059.83 1165.78 
Ix 
20 0.095 0.032 0.049 0.021 0.003 0.001 
35 0.083 0.031 0.056 0.021 0.004 0.002 
50 0.086 0.030 0.087 0.034 0.005 0.002 
65 0.092 0.032 0.132 0.048 0.004 0.002 
80 0.107 0.036 0.220 0.073 0.003 0.001 
Iy 
20 0.132 0.044 0.059 0.048 0.003 0.002 
35 0.084 0.027 0.053 0.020 0.004 0.002 
50 0.080 0.026 0.065 0.024 0.005 0.002 
65 0.030 0.026 0.032 0.024 0.002 0.002 
80 0.156 0.057 0.150 0.059 0.003 0.002 
J 
20 0.228 0.075 0.108 0.067 0.007 0.003 
35 0.056 0.075 0.040 0.067 0.004 0.003 
50 0.167 0.053 0.152 0.055 0.011 0.005 
65 0.181 0.059 0.217 0.076 0.009 0.004 
80 0.263 0.089 0.370 0.125 0.006 0.003 
Imax 
20 0.134 0.044 0.063 0.059 0.005 0.002 
35 0.091 0.031 0.071 0.027 0.005 0.002 
50 0.094 0.032 0.104 0.039 0.007 0.003 
65 0.102 0.038 0.154 0.055 0.006 0.002 
80 0.160 0.057 0.263 0.089 0.005 0.002 
Imin 
20 0.093 0.032 0.045 0.017 0.002 0.001 
35 0.077 0.025 0.038 0.014 0.003 0.001 
50 0.072 0.023 0.048 0.017 0.003 0.001 





% of bone 
length 
Femur Tibia Fibula 
Mean Std Mean Std Mean Std 
80 0.103 0.035 0.106 0.039 0.002 0.001 
Shape 
20 145.12 18.76 140.15 118.04 251.42 71.74 
35 118.65 10.97 187.71 35.81 187.08 42.90 
50 130.73 19.06 221.07 43.27 200.75 61.18 
65 129.39 19.74 249.86 44.08 224.09 78.15 
80 156.14 28.64 251.11 37.96 192.81 57.97 
Zx 
20 2.65 0.781 1.52 0.480 0.200 0.087 
35 2.47 0.764 1.70 0.574 0.249 0.093 
50 2.45 0.740 2.27 0.755 0.274 0.107 
65 2.73 0.831 3.03 0.985 0.250 0.103 
80 2.99 0.912 4.23 1.325 0.190 0.078 
Zy 
20 3.02 0.872 1.66 0.604 0.217 0.098 
35 2.55 0.725 1.56 0.542 0.261 0.102 
50 2.51 0.728 1.82 0.602 0.288 0.113 
65 2.79 0.800 2.30 0.779 0.259 0.102 
80 3.57 1.12 3.09 1.06 0.199 0.084 
Zp 
20 5.08 1.48 2.81 0.917 0.343 0.137 
35 4.71 1.37 2.81 0.962 0.433 0.157 
50 4.55 1.33 3.41 1.10 0.473 0.176 
65 5.14 1.42 4.49 1.44 0.423 0.161 
80 5.45 1.69 6.28 1.96 0.331 0.139 
Zmax 
20 3.02 0.873 1.65 0.601 0.244 0.098 
35 2.61 0.771 1.85 0.631 0.287 0.105 
50 2.64 0.779 2.35 0.758 0.319 0.116 
65 2.94 0.871 3.20 1.03 0.289 0.104 
80 3.56 1.116 4.52 1.42 0.220 0.090 
Zmin 
20 2.55 0.764 1.41 0.459 0.155 0.063 
35 2.39 0.706 1.27 0.443 0.214 0.080 
50 2.37 0.681 1.53 0.515 0.224 0.092 
65 2.59 0.720 1.86 0.602 0.202 0.084 
80 2.82 0.867 2.58 0.816 1.162 0.069 
 










Within Limb Variation Results Summary 
  
Cortical bone distribution within the limbs was examined in all CSG properties by slice 
location. The proximal bone of each limb has greater bone mass than the distal bones. In the 
upper limb, the humerus also has greater values for bending strength and rigidity. The radius and 
ulna appear to complement one another—the proximal portion of the ulna was stronger and more 
rigid in some respects, while the distal portion of the radius was stronger and rigid in the 
remaining properties. Variation in the lower limb is not as clearly patterned as in the upper limb. 
The fibula is unique with lower values of strength and rigidity at all sites, but greater percent 
cortical area than the femur and tibia. The femur and tibia have more commonalities in strength 
and rigidity, particularly at midshaft and 80% of length. The distal portion of the femur, 
however, is stronger and more rigid than that of the tibia. Figure 30 provides a visual summary 












































Figure 30. Summary differences in bone mass, strength, and rigidity in the upper and 
lower limbs 
Clear patterns exist within the bones of the upper limb (a. humerus, b. radius, c. ulna), but less so 
in those of the lower limb (d. femur, e. tibia, f. fibula). Images not to scale.   
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Between Limb Variation  
This section presents the results of cortical bone distribution between the limbs. These 
comparisons test whether relationships exist between proximal elements and between distal 
elements, despite vastly different loading environments, namely from locomotion and body 
weight. Precisely because of these differing exposures to mechanical forces, it was hypothesized 
that no similarities would exist between the segments of the limbs. Results are provided first by 
comparison between the proximal limb bones (humerus and femur) and then between the distal 
limb bones (radius, ulna, tibia, and fibula). The section ends with a summary of between limb 
variation.  
 
Variation in Proximal Limb Segments  
 
Variation in cortical bone distribution in the humerus and femur was tested for sex effects 
using univariate analyses. Results demonstrated significantly greater values (p < 0.05) in males 
for a vast majority of CSG properties at all locations. However, no differences between the sexes 
existed in medullary area at 20% (p = 0.2348) and 50% of bone length (p = 0.2034) in either 
bone. Then, MANOVAs were used to test for bone, sex, age, slice location, and age group 
effects. Table 21 displays the results of multivariate analyses for each factor. All null hypotheses 
concerning these factors were significant at p < 0.05, requiring post-hoc analyses to determine 
individual differences in CSG properties by slice location in the humerus and femur. As in within 
limb comparisons, all sexes and ages were pooled for post-hoc comparisons as a result of sample 
sizes. Ideally, sex and age groups effects on the proximal limb segments, which are significant, 






Table 21. MANOVA results for bone, slice location, and CSG property effects between 
proximal limb segments 
 
Factor df F p 
CSG property* slice location*bone (52, 327) 197.70 < 0.0001 
Pillai’s Trace statistic, significant values (p < 0.05) bolded. 
 
 
Pairwise comparisons using LS means were used to find significant differences (ɑ = 0.05) 
among CSG properties at the five diaphyseal locations, between the humerus and femur. Not 
surprisingly, the femur demonstrated greater values in all properties of bending strength and 
rigidity at all sites along the diaphysis. Measures of bone mass, cortical and total subperiosteal 
areas, were also greater at all locations in the femur. However, only the distal portion (20%, 
35%, and 50%) of the femur proved to have greater medullary area than the humerus. CSG 
properties relating to diaphyseal shape showed the opposite pattern. The distal portion of the 
humerus showed greater percent cortical area (20% and 35%) and greater shape index values 
(20%, 35%, and 50%) than the femur. No difference occurred between the two bones at 65% of 
bone length for medullary area (p = 0.0604) and shape index (p = 0.9782).  
 
Variation in Distal Limb Segments  
 
Next, variation in cortical bone distribution in the distal limb bones—radius, ulna, tibia, 
and fibula—was examined for sex effects using univariate analyses. Results demonstrated 
significantly greater values (p < 0.05) in males for a vast majority of CSG properties at all 
locations. However, no differences between the sexes existed in percent cortical area at 80% of 
bone length (p = 0.1912), or shape index at 20% (p = 0.8244), 35% (p = 0.0701), and 80% (p = 
0.6857). Then, MANOVAs tested for bone, sex, age, slice location, and age group effects. Table 
22 displays the results of multivariate analyses for each factor. All null hypotheses concerning 
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these factors were significant at p < 0.05, requiring post-hoc analyses to determine individual 
differences in CSG properties by slice location in the four bones. Again, all sexes and ages were 
pooled for post-hoc comparisons as a result of sample sizes. As with prior comparisons, sex and 
age groups effects on the distal limb segments should be tested with a more robust sample in a 
later study.  
 
Table 22. MANOVA results for bone, slice location, and CSG property effects in distal limb 
segments 
 
Factor df F p 
CSG property* slice location*bone (156, 2109) 127.29 < 0.0001 
Pillai’s Trace statistic, significant values (p < 0.05) bolded. 
 
Pairwise comparisons using LS means were used to find significant differences (ɑ = 0.05) 
among CSG properties at the five diaphyseal locations, between the radius, ulna, tibia, and 
fibula. As expected, the tibia demonstrated greater values of all properties at all sites, compared 
with the other three bones. Both upper limb elements also had greater properties of bending 
strength and rigidity than the fibula. Results of measures of diaphyseal shape and bone mass, 
however, were particularly interesting because of incidences of non-significance between limbs. 
Non-significant means in measures of bone mass occurred between the upper elements (radius 
and ulna) and the fibula in cortical area at 35% of bone length (p = 0.5287), total subperiosteal 
area at 20% (p = 0.2984) and 35% (p = 0.1700), and medullary area at 35% (p = 0.1278) and 
50% (p = 0.3980). Measures of diaphyseal shape were non-significant in shape index at 50% (p 
= 0.9746), and percent cortical area at 35% (p = 0.2747), 65% (p = 0.4130), and 80% (p = 
0.113). Complete results for LS means pairwise comparisons are provided in Appendix K 
(Tables K.1-K.15).  
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Between Limb Variation Results Summary  
 
Cortical bone distribution between limbs was examined in all CSG properties by slice 
location between proximal limb elements (humerus and femur) and between distal limb elements 
(radius, ulna, tibia, and fibula). Results in the proximal elements were largely expected, with the 
femur having greater values of bone mass, bending strength, and rigidity at most locations than 
the humerus. Measures of diaphyseal shape (shape index and percent cortical area), however, 
were greater in the distal humerus than the femur. In the distal elements, the tibia demonstrated 
greater values in all properties at all locations than the other three bones. Notable results between 
the limbs included significantly greater values in measures of strength and rigidity in the radius 
and ulna than in the fibula. Further, non-significant comparisons between the three bones 
occurred in measures of bone mass and diaphyseal shape. Figure 31 provides a visual summary 








































Figure 31. Summary differences in bone mass, shape, strength, and rigidity in proximal 
and distal elements 
Notable results in the proximal elements (a. humerus, b. femur) were differences in measures of 
shape; in the distal elements (c. radius, d. ulna, e. fibula) were measures that do not differ as 





DISCUSSION AND CONCLUSIONS 
 
 
This dissertation examines how bone senescence is manifested in cortical bone across all 
major limb elements. The questions investigated in the prior chapter are predicated on the idea 
that genetics, environmental factors, biological processes of senescence, and changes in 
mechanical loading during adulthood affect diaphyseal geometry. As demonstrated in the results 
of this study, differences exist in cortical bone mass, shape, strength (resistance to failure), and 
rigidity (resistance to deformation) across the adult appendicular skeleton. Sex, age, 
environmental factors, diaphyseal location, and skeletal element all served as variables for these 
differences. Prior to this dissertation, a database comparing adult skeletal morphology across 
ages and sexes did not exist. While this study does not answer all questions, it provides a solid 
first step towards quantifying mechanical and biological effects on skeletal senescence. This 
final chapter synthesizes the results presented in Chapter 6 with the broader concepts concerning 
bone biology, anatomy, biomechanics, and aging described in Chapters 2-4. It is important to 
note that causal relationships between bone morphology and variables examined cannot be 
identified within this study. Discussion of the findings represents only potential explanations for 
the phenomena observed.  
The hypotheses outlined previously in Chapter 1 were developed from what is currently 
known about cortical bone distribution in the limbs and changes to that distribution as a result of 
bone functional adaptation (see Chapter 3 for full discussion). Bone mass has been shown to 
systemically decrease with age (Garn 1970; Nelson and Weiss 1999; Pfeiffer and Lazenby 1994) 
as a result of normal physiological processes of aging, while other structural changes, such as an 
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increase in medullary and total subperiosteal areas (Ruff and Hayes 1982; Smith and Walker 
1964) also occur as mechanical compensation for the increase in strain from low bone mass.  
A consensus about the variation observed in senescence within the skeleton, as reviewed 
in Chapter 3, tends to reduce its causes to primarily biological, or intrinsic, factors. Bone loss 
with age continues to be commonly explained by an imbalanced “seesaw” (Parfitt 2003) of 
osteoclastic activity over osteoblast differentiation and modeling. This representation 
oversimplifies the complex web of influences on skeletal morphology, whose effects change 
temporally, but also differ in magnitude across the skeleton (Frost 1993; Pearson and Lieberman 
2004; Peck et al. 2007). Even if the timing and location of all bone cell activity was mapped with 
sex and age, environmental influences (e.g. nutrition and activity) would still remain as major 
determinants of cortical bone distribution. That is, loss of bone density, decreased strength and 
rigidity, tissue mineralization, and other patterns associated with skeletal senescence cannot be 
explained by a simple increase in osteoclastic activity and a corresponding decrease in 
osteoblastic activity at one point in time. Rather, it is the cumulative effects of a lifetime of 
factors, both biological and environmental, that result in the amount and distribution of bone at 
the end of life. As explored in this study, moreover, the effects of aging may not be the same 
throughout a skeletal element, or between paired elements, let alone across the skeleton. A 
broader scope of understanding of bone mass and strength in adults is critical to testing 
hypotheses regarding variation with age. The conclusions provided herein emphasize the 
complexity of biological and mechanical determinants of adult bone morphology and stress the 
continued need for “whole bone” and “whole limb” perspectives in future studies.  
The following sections discuss the results of this study in light of broader concepts 
presented in Chapters 2-4. Possible causative factors are suggested and arguments for their 
153 
 
implications are provided throughout. First, within bone variation is reviewed, followed by 




Synthesis of Within Bone Variation Results 
 
This section discusses the results in light of the first set of hypotheses. These hypotheses 
anticipated significant associations between sex, age, and environmental factors and measures of 
cortical bone distribution within each bone.   
 
Sexual Dimorphism in the Limbs 
 
 Sexual dimorphism in adult human cortical bone distribution has been established by a 
number of studies, both clinical (Ahlborg et al. 2003, Meakin et al. 2014) and anthropological 
(Burr 1997, Peck and Stout 2007, Ruff and Hayes 1982 and 1988), as the result of hormonal 
changes throughout life. Male skeletal elements tend to be larger than those of females, with 
more robust sites of muscle attachment. It was hypothesized that in this sample, males would 
have greater properties of bone mass, shape, strength, and rigidity than females in all elements. 
Males demonstrated a greater cross-sectional measure of bone mass, cortical area, and all 
measures of bending strength and rigidity. This was the case across all five sites of the diaphyses 
of the six skeletal elements studied.  
As discussed in Chapters 2 and 4, these results can likely be attributed to hormonal 
differences between the sexes that begin at puberty and continue through senescence. 
Traditionally, both clinical and anthropological examinations of bone loss with age operate on an 
a priori assumption that the female menopause is the primary cause of bone loss and skeletal 
fragility (Agarwal and Beauchesne 2011). However, this assumption can be too reductionist 
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because it minimizes the effects of hormonal influences prior to this time, while also excluding 
the fact that males experience similar changes (e.g. andropause) with age. It is true that estrogens 
play a vital role in building peak bone mass (PBM), the amount of which is a major factor in 
retention of mass later in life. The hormone is known to have an “osteoprotective” effect in 
females (O'Connor et al. 2010; Syed and Khosla 2005), as estrogen is thought to regulate 
osteoblasts during differentiation. In males, estrogen is believed to increase bone turnover (Sims 
et al. 2002). Although it is beyond the scope of this dissertation to account for the cumulative 
effects of a lifetime of sex steroids and other hormones on the skeleton, it is important to 
recognize the amount of cortical bone at any given age is the result of these processes.  
However, biochemical factors cannot explain all of sex-based differences in cortical bone 
distribution observed in this sample. Total subperiosteal area differed between males and females 
throughout the limbs. Research has demonstrated that there must be a genetic component 
contributing to these results. Sexual dimorphism in diaphyseal diameter (highly correlated with 
total cross-sectional area) is evident by two years of age. Further, the rates of diaphyseal 
expansion continue to differ between the sexes throughout adolescence and adulthood. Diameter 
is also the result of direct heredity. In an adult population such as the one used for this study, up 
to half of the variation in diaphyseal diameter can be attributed to shared genes between siblings 
(Wallace 2012; Duren et al. 2013). Of particular interest would be an investigation into any 
hormonal influences on the expression of the genome. 
It is clear that factors distinguishing the sexes are active early in ontogeny in shaping 
both bone length and cortical bone distribution. Moreover, these distinctions are in part 
explained through direct genetic control, which cannot be known in this sample. Gene by 
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environment interactions, however, are increasingly responsible for individual variation with age 
and are discussed next. 
 
Structural Compensation with Age 
 
With sexual differences established in this sample, it was next appropriate to explore 
whether any relationship existed between age groups within sex in distribution of cortical bone. 
It was hypothesized that when comparing age groups within each sex, older age groups would 
demonstrate decreased amounts of cortical bone, but greater measures of medullary (MA) and 
total area (TA). This increase has been argued by Ruff and Hayes (1982) and others (Biver et al. 
2016; Martin and Atkinson 1977; Mays 2001) to serve as a compensation for lower bone mass, 
and thus, should result in relatively similar measures of bending strength and rigidity throughout 
the adult years. 
It is prudent to question why, outside of a mechanical need, bone must structurally 
compensate for a loss in density. Our species appears to have reached an evolutionary mismatch, 
or disequilibrium, in which osteoporosis has become the most common systemic skeletal 
condition associated with increasing age (Imel et al. 2004; Nelson and Weiss 2003). Two related 
factors have been attributed to the problem. First, with modern advances in healthcare, humans 
are expressing trade-offs previously less frequently encountered simply as a result of average 
increased lifespans. Because significant bone loss with age has been documented in non-human 
primates (Burr 1980; Summer et al. 1989), it has been suggested (Nelson and Weiss 1999) that 
bone loss may have affected early humans if they had lived longer lives. However, in early 
hominin species, including archaic Homo sapiens, activity levels were much higher during 
adolescence and early adulthood than those encountered in post-industrial groups. Theoretically, 
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this would have established a greater reservoir of bone tissue (i.e. PBM) for later in life 
(Lieberman 2013). An increasingly sedentary lifestyle only serves to compound the issue of a 
potential mismatch between skeletal health and longevity. While age-related bone mineral loss is 
well established in modern populations, it is not known whether there is an age at which bone 
geometry changes to mechanically adapt to age-related loss. As life spans continue to increase in 
Western societies, there may be a limit to the amount or degree of compensation possible. 
As expected in this sample of modern individuals, female humeral and radial TA is at its 
greatest by the ninth decade. This result supports the hypothesis that with age, resorption of bone 
on the endosteal surface is compensated for by periosteal apposition, with a net result of a larger 
total cross-sectional area. Because this result was not demonstrated in males, it is possible that 
even though the same process may be happening, slower rates of surface-level apposition and 
resorption result in non-significant differences. At the cellular level, the decreased efficiency of 
cell kinetic signaling for turnover could explain these differences. The exact mechanisms of 
signaling are still unclear, but androgens and other hormones may help maintain turnover in 
males, while failing to do so in females (Syed and Khosla 2005; Warren 1999). As argued in 
Chapter 3, a decrease in loading activity will also result in decreased turnover (Frost 2003; Rubin 
and Lanyon 1984; Ruff et al. 1993), which would exacerbate hormonal effects if older males 
were more mobile than their female age-matched counterparts. 
Both sexes exhibit age-related changes in AP and ML bending rigidity in the upper limb. 
Rigidity in the humerus and radius is increased in the 70s for both males and females, but in the 
following decade, drops to the levels present in the 40s. Following the mechanostat model (Frost 
1987; Frost 2001; Frost and Jee 1994), higher resistance to deformation from bending and 
torsional forces in the 70s is necessitated by an increase in total area, but because the decrease in 
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bone mass outpaces structural compensation, rigidity is decreased starting in the 80s. This 
corroborates a previous study (Burr and Turner 1999), which suggest that there is not a linear 
relationship between bone density and strength. That is, slight reductions in density (or mass) 
result in larger reductions in strength. Clinically, these findings are important for assessing 
fracture risk in older adults from falls (Riggs et al. 2004). During a fall, the arms are generally 
placed in front of the body, resulting in high frequencies of distal radial and ulnar fractures. As 
fracture risk is primarily determined by BMD in the radius and other sites, these results suggest 
that additional caution should be taken with making a direct link between BMD and strength. 
Interestingly, the elements of the lower limb displayed very different trends. The femur 
did not demonstrate significant age-related changes in cortical bone distribution in either sex. 
The same is true for male tibiae. Following the compensatory model proposed by Ruff and 
Hayes (1982), the lack of change in measures of bone mass did not signal a need for any 
significant change in TA or MA. This theory explains why no change was observed in femoral 
and tibial strength and rigidity with age in males. While these findings do not directly support 
those of Ruff and Hayes’ examination of the Pecos Pueblos archaeological collection, they 
cannot refute it. That is, non-significant changes in cortical bone distribution between age groups 
may suggest that compensatory skeletal adaptation is keeping these bones in a mechanical 
equilibrium (see Chapter 3 for review).  The individuals from Pecos Pueblo displayed the pattern 
of net bone loss as expected, and an increase in SMAs meant that more bone was located farther 
from the centroid of the cross-section, increasing its rigidity. An increase in strength and rigidity 
was not found in males in this sample. This discrepancy may be the result of populational or 
subsistence (i.e. activity) effects, as well as bias incurred from the age estimation of 
archaeological skeletal remains. 
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These findings have implications for archaeological investigations of morphological 
change with age, as femora especially are more likely to be recovered than many other skeletal 
elements. In this case, caution should be applied when models of bone senescence based on 
modern male femora and tibiae are used to interpret skeletal changes with age in archaeological 
populations. The exception is cortical area, which both this study and those of Ruff and Hayes 
(1982; 1988) found to remain approximately the same with age in male femora and tibiae.  
Female tibiae, however, show a very different pattern than males. By the 80s, CSG 
measures of bone mass, shape, strength, and rigidity significantly increase. If the logic outlined 
above is to be followed, the female tibia does not reach a ceiling of mechanical compensation for 
bone loss with age. This may be the case because of continued need for mitigation of forces 
associated with body mass and locomotion that are experienced by the lower limb. These age-
related patterns help resist bending and torsional loads, which the appendicular skeleton 
experiences more than other skeletal elements. Similar results may not be seen if other bones of 
the postcranial skeleton were examined.  
These sex-specific findings with age both corroborate and contrast previous studies. Ruff 
and Hayes (1988) also reported that the diaphyses of female femora and tibiae lose much of their 
cortical area with age and moments of inertia decrease. They, with others (Burr and Martin 1983; 
Martin and Atkinson 1977; Bouxsein et al. 1994; Garn et al. 1967; Smith and Walker 1964) posit 
that although both men and women lose bone mass at an increased rate in older years, females 
are less likely to make mechanically effective compensatory changes. Female tibiae in this 
sample defy this pattern, supporting an argument that variation in geometry with age may more 
likely be the result of many modifiable mechanisms (e.g. diet and activity), than solely sexual 
differences and normal processes of aging (Bouxsein 1999). In particular, these mechanisms 
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could explain differential results in modern individuals versus archaeological populations, where 
females had a vastly different diet and activity repertoire than their modern counterparts.  
Although the expected model of compensatory structural changes described by Ruff and 
Hayes (1982, 1988) was not evident across all skeletal elements in this sample, the findings of 
this study introduce important questions regarding the complex nature of functional adaption as 
the body ages. Non-significant changes in cortical bone distribution with age may be evidence 
for the efficacy of compensatory skeletal adaptation. Results are further complicated by the fact 
that not all changes in cortical bone with age are actually the result of chronological age. A 
recent study by Mays (2015) found that approximately sixty percent of bony indicators of age in 
the adult skeleton are associated with metabolic, dietary, reproductive, and genetic factors. As 
discussed in Chapter 2, environmental factors related to socioeconomic status (SES) affect bone 
health (Stinson et al. 2012). Individuals in this sample lived in a region of the United States in 
which the rates of reported poor health in adults are higher than the national average (see Figure 
3, page 37). As such, the cumulative effects of SES over a lifetime may be amplified as age 
increases, and could have produced some concomitant effects in these individuals.  
Bioarchaeological and forensic studies often utilize skeletal samples with chronological 
ages inferred from bony indicators. In these cases, it is vital to consider confounding factors, 
such as SES, when drawing conclusions about age-related changes to bone geometry. Regardless 
of etiology, these findings demonstrate first, that changes to cortical bone distribution are not 
always linear with age. That is, caution should be applied when associating bone quality, weight, 
and density with specific age groups. Second, the variation present in a modern sample may not 
serve as a suitable proxy in all cases for interpretation of bone geometry in the past. Further 
investigations should examine populational discrepancies in diaphyseal geometry with age. The 
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use of latent transitional analysis may help identify groups when considering multiple geometric, 
subsistence, nutritional, and age-related effects. 
 
 
Mechanical and Physiological Determinants of Bone Geometry 
 
 Although many studies of age effects on the adult skeleton examine environmental 
factors, a vast majority return to the idea that the biological processes of hormone decline and 
senescence are the principal determinants of changes in cortical bone distribution (Agarwal and 
Beauchesne 2011). This study went beyond reliance on hormonal effects as a source of changes 
in the skeleton by examining three common examples of extrinsic factors that affect bone health: 
body mass, activity, and chronic disease. The results collectively demonstrate that attention must 
be paid to environmental factors that affect cortical bone loss and gain when examining older 
adult groups.  
As argued previously (see Reeves 2014 and Eleazer 2013; Eleazer and Jankauskas 2016), 
the effects of body mass on the skeleton are the results of metabolic and endocrine changes, but 
also a change in the physical load demanded of the skeleton. The discrete effects of these 
chemical and mechanical influences are not easily identified. However, trends have been 
observed relating cortical bone distribution to body mass in adults. In the most direct 
relationship, an individual’s mass creates different loading environments in the upper and lower 
limbs. Because skeletal loading is the result of stress from muscle contraction, it follows that 
increased forces are required to move those with greater BMI values. Therefore, while cortical 
area is greater across the limbs in obese individuals versus their non-obese counterparts, the 
magnitude of this difference is far greater in the lower limbs (Reeves 2014). Further, because the 
lower limbs are responsible for mobility in humans (with the exception of crawling during 
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infancy), the bones of the lower limbs also demonstrate greater measures of strength and rigidity 
with increased BMI.  
Adults with higher BMI demonstrate greater BMD than lower BMI categories because of 
this loading. These effects are amplified by the higher levels of adipokines, cell-signaling 
proteins secreted by adipose tissue in overweight individuals (Weaver and Gallant 2014). 
Adipokines, like leptin, stimulate bone formation in cortical bone (Bellido and Gallant 2014). 
Additionally, serum estrogen levels are forty percent higher in obese women because fat tissue 
also supplies the body with estrogen (Cauley et al. 1989; Frisch 1990). Based on this knowledge, 
it was expected that individuals in this study with higher BMIs would demonstrate greater 
properties of bone mass and bending strength and rigidity. 
 As hypothesized, BMI groups were significantly associated with measures of bone mass, 
shape, strength, and rigidity for all six skeletal elements. Findings from this study corroborate 
previous work, demonstrating that higher BMI groups have greater CSG values than lower BMI 
groups. The tibia is an exception. Here, overweight and obese individuals did not differ in CSG 
geometry. As others (Reeves 2014) have suggested, the tibia may have a limit for functional 
adaptation to body mass. That is, once an individual’s BMI reaches the overweight category 
(25.0- 29.9), maximal tissue efficiency is reached in the tibia. Because fractures to the tibia in 
obese individuals are not necessarily more common than in those of overweight individuals, it 
can be argued that the tibia’s most efficient geometry for force mitigation and resistance to 
deformation is effective for a greater range of BMI values than those of other bones.   
 Activity level, both in studies of past mobility and clinical intervention therapies, is an 
important mechanical factor to consider with age. Activity frequency, range of motion, stability, 
and muscle strength all generally decrease in older adults, resulting in changes to the loads 
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placed on the skeleton. Comparison of activity levels in this sample corroborate expectations that 
increased loading—whether from body mass or habitual activity—results in increased cross-
sectional measures of bone mass, shape, strength, and rigidity. The humerus, radius, femur, and 
fibula of individuals engaged in heavy-level activity demonstrated significantly greater CSG 
properties than moderate and light-level activity groups. This finding supports that of Biver et al. 
(2016) in which individuals engaged in “heavy loading” activity over the age of 45 displayed 
similar trends. These results indicate that effects of the skeleton as a result of activity are non-
linear. Although it is not clear why this may be the case, it should be noted that the relationship 
between age and diaphyseal geometry was also non-linear in this study (see Tables 8-13 and 
Appendix F). It is certainly possible that age is affecting the magnitude of how skeletal response 
to loading.  
As with body mass comparisons, the geometry of the tibia proved unique. While heavy 
and moderate level groups had greater values of all CSG properties than light activity groups, 
they did not differ from one another in the tibia. This is not entirely surprising, given the results 
of studies that address both the amount and type of mobility. The cross-sectional geometry of the 
tibia is known to better correlate with the type of activity (Higgins 2014; Shaw and Stock 2009b; 
Sparacello et al. 2014), rather than the frequency of activity performed, as does the femur (Holt 
2003; Stock 2006). Bending and torsional forces from both moderate body mass and activity 
levels are clearly enough to illicit a bony response in the tibia that is mechanically adequate to 
resist deformation and failure, even as forces continue to increase. 
 A final contributing factor, chronic disease state, was examined with respect to cortical 
bone distribution. Individuals with causes of death associated with bone loss (labeled 
“pathological”) were compared with individuals whose cause of death is not known to contribute 
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to changes in bone mass (“healthy”). Because many chronic disease states (e.g. smoking, alcohol 
abuse, cancer) contribute to lower bone mass (Imel 2014, Stout 1989, Wong et al. 2007), it was 
expected that mass and all other CSG properties would be reduced in individuals whose cause of 
death fell into the pathological category. The hypothesis was not confirmed. Pathological 
individuals had greater values of properties relating to bone mass, strength, and rigidity than the 
healthy group in the humerus, radius, ulna, femur, and fibula. Once more, results for the tibia 
appeared to be less sensitive over other elements. Measures of bone mass were significantly 
higher in pathological group tibiae, but no difference was found in measures of shape, strength, 
or rigidity between pathological and healthy groups. It would be inappropriate here to suggest a 
causative factor for these results, as they defy what is currently understood regarding chronic 
diseases and bone mass.  
Undoubtedly, the variation diaphyseal cortical bone distribution in adulthood is the result 
of a number of cumulative factors, both intrinsic and extrinsic. The results of this study attest to 
the complicated nature of their interactions and the need for continued study in older human age 
groups.  
 
Synthesis of Within Limb and Between Limb Variation Results 
 
This section discusses the results of testing the second and third sets of hypotheses. The 
second set of hypotheses expected a significant association to exist between the pattern of human 
limb bones and measures of cortical bone distribution within each limb. A significant association 
between loading environments as a result of bipedal locomotion and measures of cortical bone 
distribution between the upper and lower limbs was projected by the third set of hypotheses.  The 
previous section examining within bone variation was focused solely on somatic adaptation. 
Some of the questions posed in this second set of hypotheses address evolutionary trends in our 
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species in addition to individual variation. The results of within bone variation in this study 
suggest that the major limb elements follow a more deterministic model (Nowlan and 
Prendergast 2005) than a purely purposeful pathway of adaptation. The fact that some elements 
did not follow expected compensatory patterns with age provides evidence for the competing 
demands of the skeleton from mechanical loads, immune function, and mineral homeostasis 
(Martin et al. 2015). However, skeletal tissue may approach an “optimal” geometry as it attempts 
to meet the demands placed on it. The quantification of this approach is synthesized below, first 
in relation to taper and tissue economy within each limb. Then, the effects differential loading 
environments between the limbs as the result of bipedal locomotion are discussed. 
 
Tapering in the Human Limb 
 
 Limb tapering, or the variation in robusticity of elements within a limb, was expected to 
have a significant effect on properties of bone mass, shape, strength, and rigidity in this sample. 
Argued to be a selection for tissue economy (Lieberman and Crompton 1998; Nadell and Shaw 
2016; Shaw et al. 2014), proximal limb elements have greater mass, while distal, paired elements 
are more constrained in terms of weight and size. The reasoning is lighter and more gracile bone 
are more energetically efficient during movement. Further, because they experience greater loads 
than proximal elements within the same limb, they have increased rates of bone turnover and less 
variation. This is a prime example of cost-benefit models (see full discussion in Chapter 3) of 
skeletal adaptation. A benefit to modeling is an increase in bone strength in the direction of 
loading. However, the cost of this activity will vary across the skeleton, particularly in locations 
where increased mass results in an inefficient use of energy during movement or other biological 
functions. Relevant here is the energetic cost of additional bone mass in the lower limb, and to a 
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greater degree in the distal portion (Lieberman et al. 2003), which is exponentially higher than in 
the upper limb. 
When comparing measures of cortical bone distribution in the upper limb, the humerus 
was expected to show greater CSG properties at all diaphyseal locations than the radius and ulna. 
Precisely because of their shared loading environment, the radius and ulna were not hypothesized 
to differ significantly in measures of bending strength and rigidity. This pattern was 
demonstrated in the upper limb elements of this sample. Greater CSG properties at all diaphyseal 
locations in the humerus reflect selection for greater mass. The radius and ulna showed 
constraint (i.e. lack of variation) in measures of bone mass. Notably, however, properties relating 
to strength and rigidity varied in a complementary way between the two bones. Traditionally, 
kinematic research has presented a single loading pathway for force transmission across the 
forearm (Marklof et al. 2008). A compressive load to the hand travels primarily through the 
distal radius, then up through the interosseous membrane, and across the elbow to the upper arm 
through the ulnotrochlear joint. The core assumption here is that the radius takes the majority of 
the load, leading many studies to exclude the ulna in analyses. However, load sharing by the ulna 
has been shown to range from approximately ten to 40 percent (Ekenstam et al. 1984; Halls and 
Travill 1964; Hotchkiss et al. 1989), depending on the position of the forearm (e.g. in varus 
alignment).  
 Greater values of strength in rigidity in the proximal portion of the ulna and distal 
portion of the radius may suggest that the loading environment in the forearm is shared more 
equally between the two bones than previously thought. Muscles that serve to extend the forearm 
(triceps brachii and anconeous) insert on the proximal portion of the ulna, while major flexors 
(biceps brachii and brachialis) insert on the proximal portion of the radius. The radius is also the 
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insertion point for a majority of muscles responsible for supination and pronation. The 
antagonistic nature of these muscle actions in the forearm may also be responsible for the 
complementary directional strength and rigidity results at midshaft of the ulna (greater AP 
strength and rigidity) and radius (greater ML strength and rigidity). These results have clinical 
implications for cases of Colles fracture (fracture of the distal radius, usually as the result of a 
fall) and Kienbock disease (avascular necrosis of the lunate), both of which are more common in 
elderly individuals (Markolf et al. 1998). Treatment of these conditions can include excision of 
the radius or ulna to change the distribution of force born by the wrist or elbow. Further 
investigation into the kinematics of these paired bones and their role in load bearing in the 
forearm is critical to advancing orthopedic interventions.  
In the lower limb, the femur was expected to show greater CSG properties at all 
diaphyseal locations than the tibia and fibula. Although the tibia and fibula share a loading 
environment, the vast difference in muscle action (i.e. force) on the tibia was hypothesized to 
result in greater values of all CSG properties than in the fibula. The lower limb did not follow the 
hypothesis regarding selection for tissue economy as clearly as in the upper limb. Measures of 
bone mass were greater throughout the diaphysis of the femur, which is consistent with the 
findings of Shaw et al. (2014) in mid- to late-Holocene Native American agriculturists and 
foragers. The proximal tibia, however, demonstrated greater values of maximum, torsional, and 
AP strength and rigidity than the femur. This is not entirely unsurprising, as the largest group of 
muscles (quadriceps femoris) in the lower limb, which extend the knee, insert on the 
anteroproximal portion of the tibia. Greater torsional strength and rigidity at this location can be 
explained as the tibia is also the insertion site for lateral rotators of the hip, stabilizers and medial 
rotators of the hip, and lateral and medial rotators of the knee. In a geographically diverse group 
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of hunter-gathers, Stock (2006) showed that the tibia is more responsive to different loading 
patterns, or types of mobility, than the other lower limb elements. Even with decreased mobility 
in older age, these muscles are still activated during isometric stabilization of the body with use 
of supportive equipment, such as canes and walkers. The fibula demonstrated lower values of all 
CSG properties at all sites along the diaphysis. The potential implications of fibular results are 
discussed below in comparison to the distal elements of the upper limb. 
 
Limb Functionality in Bipeds 
 
Comparison of cortical bone distribution between limbs is less common in habitual 
bipeds because of obvious differences in limb functionality with locomotion. However, until 
very recently in human evolutionary history, the fore- and hind limbs shared the burden of 
transporting the body across the landscape. Tapering of bone size and mass in the limbs, as 
discussed above, would have increased efficiency. It is still unclear, though, what amount of 
arboreal versus terrestrial locomotion was utilized by early hominin species (Marchi 2015; Stern 
2000; Ward 2013). Although serving different functions now, it was worthwhile to test whether 
meaning relationships in bone geometry exist between analogous limb elements.  
The bones of the proximal limb segments—the humerus and femur—were expected to 
differ significantly in all CSG properties. While they share a similar position in their respective 
limbs, the femur is responsible for mitigating forces associated with both body mass and 
locomotion. As such, the femur should demonstrate greater properties of bone mass, shape, 
strength, and rigidity than the humerus. True to form, the femur demonstrated greater cortical 
area, total area, and all measure of strength and rigidity than the humerus. These results are 
consistent with the shortening of and decrease in robusticity of the upper limb and extension and 
increase of robusticity of the lower limb as our species transitioned to habitual bipedalism 
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(Larsen 2016). These results are further supported by the earlier argument that although both 
limbs carry increased loads with increased body mass, the magnitude of difference is far greater 
in the lower limb (Lieberman et al. 2003; Moore 2008; Reeves 2014). Yet, no difference existed 
in medullary area between the proximal portions of each of the two bones. It would be 
unprecedented and mechanically unsubstantiated to suggest that the effects of body mass and 
locomotion on the femur only affect medullary cavity area in the distal portion, but this idea 
could be explored further in a later study. 
 The distal limb elements were expected to differ greatly between limbs. When comparing 
the bones of the distal limb segments—the radius, ulna, tibia, and fibula—the tibia was 
hypothesized to exhibit greater values of CSG properties than the other three bones at all 
diaphyseal locations. Because the radius and ulna share more of the load across the lower arm, 
they are expected to have greater bone mass, strength, and rigidity properties than the fibula, 
which takes on a much smaller proportion of loads in the leg with its paired bone, the tibia. 
During quadrupedal locomotion, all distal elements have closer contact with the substrate, and 
thus receive greater ground reaction forces. In humans, the radius and ulna no longer contribute 
to transport, but cause of the slower pace of evolutionary adaptation (versus that of somatic), 
hypothetically, they could still share evidence of use in locomotion with the distal lower limb 
elements. It is not known whether CSG properties are in part driven by covariances among 
analogous limb segments. 
As the largest bone, it was unsurprising that the tibia demonstrated greater values of all 
CSG properties at all diaphyseal locations than the radius, ulna, and fibula. As discussed at 
various points in this chapter, the distal portion of the lower limb is more mechanically sensitive 
because of its proximity to the ground. The tibia then, experiences a much greater amount of 
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ground reaction force at heel strike, which travels upward through the tibiotarsal joint complex 
(Hennig et al. 1993; Shelburne et al. 2006; Vogel 2013). Also unsurprisingly, the radius and ulna 
had greater values of strength and rigidity than the fibula. As argued above, this is likely the 
result of the number of muscle attachments (and thus, increased force) across the two bones. The 
fibula, on the other hand shares approximately ten percent of the load across the shank 
(Auerbach et al. 2017; Goh et al. 1992; Takebe et al. 1984), which is less than forces shared by 
the forearm elements (see discussion above).  
What is notable among these findings however, is that the distal portions of the radius, 
ulna, and fibula did not differ significantly in measures of bone mass or shape. This has direct 
clinical significance for older adults. Assessment of bone density in a clinical setting is often 
achieved by collecting data from the lower arm and wrist (Mayo Clinic 2016). These findings 
suggest that levels of bone mass could also be assessed in the distal fibula in the case that the 
arm is obstructed. Fibular resection for reconstruction of the radius or ulna after trauma is also 
common (Innocenti et al. 2005; Jupiter et al. 1997; Pho 1981). The efficacy of these operations 
corroborates the similarities found here in the morphology of the three bones. The direct 
causative factor(s) behind this apparent similarity between the two limbs, with very different 
loading environments, is unclear. However, continued investigation of these bones in 
conjunction with one another may lead to a more complete picture of locomotion in early 




Future Directions and Conclusions  
 This study found that distribution in diaphyseal cortical bone varies with sex, age, 
environmental factors, location, and bone within the human limbs. It accomplishes an initial step 
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in documenting the full range of skeletal variation as humans age. Specifically, it was able to 
establish significant associations between variable groups and measures of cortical bone 
distribution in the diaphysis. These groups represent broad physiological and mechanical factors 
that influence the adaptation of bone to an efficient geometry for individual loading 
environments. This research also examines these geometric measures along the entire diaphysis 
of six skeletal elements, which provides a much more complete picture of diaphyseal 
morphology that what was previously known.   
Although a great number of comparisons were made, the notable patterns discovered 
actually lead to more questions rather than concretely answering the central questions of this 
dissertation. An experimental or longitudinal sample would be ideal for further investigation of 
the variables used to assess changes in diaphyseal geometry. Principally, it is recommended that 
future studies gather greater detail of demographic parameters and health histories. This would 
allow researchers to tease out some of the concomitant effects of the many complex biological 
and environmental factors that cumulatively impact bone geometry later in life. It was noted in 
Chapters 4 and 5, that ancestral differences in bone mass are well documented. It would then be 
prudent to assess a more diverse ample to see if patterns identified here hold true in non-White 
individuals. Finally, because of some levels of CSG properties appear to increase at the end life 
to levels seen in the 40s, a secondary study should include individuals in the 30s. A broadening 
of what this study classifies as the “later” adult years would also potentially capture peak bone 
mass levels, a known determinant of later bone density. 
When the entire study is examined, it is clear that biological processes of aging and 
mechanical loading have a complex relationship with bone maintenance and loss. As suggested 
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earlier, causes of the significant results cannot be gleaned from this work, but useful conclusions 
can be drawn: 
 
1. Mechanical loading environments and processes of senescence are sexually dimorphic in 
the human limbs and do vary with age. The bones of the upper limb demonstrate a 
compensatory structural change, likely as a general result of bone mass with age. Cortical 
bone distribution in the femur is almost entirely unaffected by age. 
 
2. The tibia, over the other five elements, has a unique association with sex, age, BMI, 
activity level, and chronic disease state. Results suggest that it may reach an optimal 
geometry for differential loading at a lower threshold than other bones.  
 
3. Although the midshaft is regarded as the most mechanically sensitive diaphyseal site in 
each long bone, this research suggests that reliance on the midshaft does not provide a 
complete picture of bone mass, strength, or rigidity and should not be used as a proxy for 
the structural functionality of the entire bone. Rather, examination of at least one site 
above and below the midshaft may illuminate complimentary or antagonistic 
relationships between bones within and between limbs.  
 
 
As modern humans, particularly in Western nations, continue to live longer, it is critical 
to continue the investigation of skeletal senescence. This study and other future examinations 
have a direct benefit to clinicians in the assessment of bone density in living patients and 
biomedical researchers in the testing of therapies to modify rates and locations of bone 
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maintenance and loss. In the process of developing advanced joint replacement options, 
biomedical engineers also require a full understanding of skeletal aging, as US and European 
adults are most likely to receive knee and hip replacements during ages 50-80 (Krucik 2015) and 
60-80 years of age (Crawford and Murray 1997), respectively.  
This study also has a significant impact in the fields of anthropology, evolutionary 
biology and medicine, and functional anatomy. Bioarchaeological investigations of bone loss in 
past societies are common, but still lack modern models for known demographic and 
environmental variables. These, along with all biological anthropological studies of skeletal 
morphology must avoid the tendency to reduce the causes of variation to primarily biological, or 
intrinsic, factors. A broader scope of understanding of bone mass and strength in adults is also 
critical to testing hypotheses regarding the evolutionary transition to a fully erect bipedal 
locomotor pattern. The conclusions provided here emphasize the complexity of mechanical and 
biological determinants of adult bone morphology and emphasize the continued need for “whole 
bone” and “whole limb” perspectives in future studies.  
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Table A.1.  Examples of activities, hobbies, and occupations in the final sample by activity 
level category 
 
 Activity Level Category 
Light Moderate Heavy 
Examples from 
study sample 
Accountant Nurse Steel worker 
Secretary  Cook Coal miner 
Historian Handyman Laborer 
Crafting   Delivery man Factory worker 
Medical transcription Cycling and boating Dance teacher 
Radio personality Basketball  Carpenter 
Bank teller Military Construction worker 
Truck driver Game warden Machine operator 
Telemarketing  Teacher Professional wrestler 
Play writing Electrician Yard service 







WITHIN BONE UNIVARIATE COMPARISON RESULTS FOR SLICE AND SEX EFFECTS 
 
Table B.1. Results of ANOVA type III models for slice location and sex in the humerus 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 < 0.0001 0.0024 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 0.0640 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Significant values (p < 0.05) bolded 
 
 
Table B.2. Results of ANOVA type III models for slice location and sex in the radius 










Ix Iy J 
Slice location (4) 0.0150 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 < 0.0001 0.1509 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 0.0004 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 







Table B.3. Results of ANOVA type III models for slice location and sex in the humerus 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 < 0.0001 0.0847 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 0.0002 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 




Table B.4. Results of ANOVA type III models for slice location and sex in the femur 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 0.0717 0.0050 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 









Table B.5. Results of ANOVA type III models for slice location and sex in the tibia 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 0.0006 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 




Table B.6. Results of ANOVA type III models for slice location and sex in the fibula 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 0.0017 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 0.1146 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) 
 
< 0.0001 < 0.0001 0.0002 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 

















































Figure C.1. Cortical area (CA) by sex and slice location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure C.2. Total area (TA) by sex and slice location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 















































Figure C.3. Medullary area (MA) by sex and slice location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure C.4. Percent Cortical Area (%CA) by sex and slice location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure C.5. Second moment of area about the mediolateral (ML) axis (Ix) by sex and slice 
location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure C.6. Second moment of area about the anteroposterior (AP) axis (Iu) by sex and slice 
location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure C.7. Polar second moment of area (J) by sex and slice location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure C.8. Maximum second moment of area (Imax) by sex and slice location within each 
element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure C.9. Minimum second moment of area (Imin) by sex and slice location within each 
element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure C.10. Shape index by sex and slice location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure C.11. Section modulus about the mediolateral (ML) axis (Zx) by sex and slice 
location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure C.12. Section modulus about the anteroposterior (AP) axis (Zy) by sex and slice 
location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure C.13. Polar section modulus (Zp) by sex and slice location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 













































Figure C.14. Maximum section modulus (Zmax) by sex and slice location within each 
element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 














































Figure C.15. Minimum section modulus (Zmin) by sex and slice location within each element 
Asterisks (*) indicate significant (p < 0.05) results in comparisons of means between sexes from 











Table D.1. Results of ANOVA type III models for slice location, sex, and age group in the humerus 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.8280 < 0.0001 < 0.0001 0.0002 0.0155 0.0084 0.0097 
Sex (1) 0.0385 < 0.0001 < 0.0001 0.0282 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.0136 0.0099 0.6188 0.0207 < 0.0001 0.0595 0.0434 0.0375 
Sex (1) < 0.0001 < 0.0001 0.0420 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 














Table D.2. Results of ANOVA type III models for slice location, sex, and age group in the radius 










Ix Iy J 
Slice location (4) 0.0134 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.4659 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 < 0.0001 0.4593 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) < 0.0001 < 0.0001 0.7949 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 0.0011 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Significant values (p < 0.05) bolded 
 
 
Table D.3. Results of ANOVA type III models for slice location, sex, and age group in the ulna 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.1009 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 < 0.0001 0.3650 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) < 0.0001 < 0.0001 0.0560 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 






Table D.4. Results of ANOVA type III models for slice location, sex, and age group in the femur 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.2638 0.0001 0.7506 < 0.0001 0.0009 0.0002 0.0002 
Sex (1) < 0.0001 < 0.0001 0.0515 0.0243 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) < 0.0001 0.0018 0.1648 0.0248 0.0104 0.0393 0.0105 0.0334 
Sex (1) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Significant values (p < 0.05) bolded 
 
 
Table D.5. Results of ANOVA type III models for slice location, sex, and age group in the tibia 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 < 0.0001  < 0.0001 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) < 0.0001 < 0.0001 0.0448 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) < 0.0001 < 0.0001 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 






Table D.6. Results of ANOVA type III models for slice location, sex, and age group in the fibula 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 0.0002 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.7898 < 0.0001 < 0.0001 < 0.0001 0.1701 0.0095 0.0383 
Sex (1) < 0.0001 < 0.0001 0.0120 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.0347 0.1172 0.7730 0.1346 0.0225 0.0941 0.0849 0.1655 
Sex (1) < 0.0001 < 0.0001 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 




















































































































































































































































Figure E.5. Second moment of area about the mediolateral (ML) axis (Ix) by sex and age 















































Figure E.6. Second moment of area about the anteroposterior (AP) axis (Iy) by sex and age 















































































































































































































































Figure E.11. Section modulus about the mediolateral (ML) axis (Zx) by sex and age group 















































Figure E.12. Section modulus about the anteroposterior (AP) axis (Zy) by sex and age group 





















































































































































WITHIN BONE LEAST SQUARES MEANS COMPARISONS FOR SEX AND AGE GROUP 
 
 

























Figure F.1. Results of cortical area LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 
multiple comparisons.  
  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  0.0084 0.1341  -0.2735 -0.1901  -0.2442 -0.1464 
50-59  0.0359 0.1231  -0.2746 -0.1999  -0.2419 -0.1406 
60-69  0.0045 0.1635  -0.3095 -0.1548  -0.2719 -0.1222 
70-79  0.0212 0.1230  -0.2891 -0.1807  -0.2424 -0.1424 
80-99  0.0316 0.1111  -0.3126 -0.2106  -0.2847 -0.1499 
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Table F.2. Cortical area LS means in the lower limb by sex and age  
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  0.3613 0.3881  0.1813 0.2425  -0.4090 -0.2643 
50-59  0.3472 0.4060  0.2133 0.2602  -0.3083 -0.3194 
60-69  0.3399 0.4151  0.1817 0.2687  -0.3898 -0.2828 
70-79  0.3409 0.3995  0.2064 0.2879  -0.3833 -0.3358 


















Figure F.2. Results of cortical area LS means comparisons in the lower limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 






























Figure F.3. Results of total area LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 
multiple comparisons.  
  
  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  0.1814 0.3384  -0.1525 -0.0517  -0.1310 -0.0216 
50-59  0.2400 0.3314  -0.1453 -0.0662  -0.1187 -0.0173 
60-69  0.2358 0.3732  -0.1565 -0.0184  -0.1364 .0070 
70-79  0.2770 0.3701  -0.1242 -0.0153  -0.0949 .0032 
80-99  0.2842 0.3893  -0.0938 -0.0050  -0.0927 .0334 
237 
 
Table F.4. Total area LS means in the lower limb by sex and age group 
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  0.5800 0.6161  0.4147 0.4776  -0.2885 -0.1501 
50-59  0.6077 0.6540  0.4726 0.4954  -0.1981 -0.2082 
60-69  0.6075 0.6593  0.4455 0.5098  -0.2444 -0.1703 
70-79  0.6244 0.6375  0.4880 0.5430  -0.2349 -0.2074 



















Figure F.4. Results of total area LS means comparisons in the lower limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 






























Figure F.5. Results of MA LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 




  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  -0.3586 -0.1482  -0.8085 -0.6757  -0.7930 -0.6613 
50-59  -0.2268 -0.1384  -0.8028 -0.6978  -0.8009 -0.6531 
60-69  -0.1771 -0.1016  -0.7331 -0.6435  -0.7553 -0.6223 
70-79  -0.1039 -0.0223  -0.6856 -0.5581  -0.6819 -0.5980 
80-99  -0.0132 -0.0436  -0.5283 -0.4721  -0.5764 -0.4736 
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Table F.6. Medullary area LS means in the lower limb by sex and age group 
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  0.0958 0.1395  -0.0062 0.0784  -0.9440 -0.8440 
50-59  0.1595 0.1811  0.0622 0.0805  -0.9182 -0.8923 
60-69  0.1889 0.1812  0.0804 0.0921  -0.8440 -0.8500 
70-79  0.2393 0.0552  0.1346 0.1436  -0.8317 -0.8241 


















Figure F.6. Results of MA LS means comparisons in the lower limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 






























Figure F.7. Results of percent CA LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 




  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  1.8270 1.7957  1.8790 1.8615  1.8867 1.8751 
50-59  1.7958 1.7917  1.8707 1.8663  1.8768 1.8767 
60-69  1.7687 1.7902  1.8470 1.8636  1.8645 1.8706 
70-79  1.7442 1.7529  1.8351 1.8345  1.8524 1.8543 
80-99  1.6841 1.7217  1.7812 1.7944  1.8080 1.8165 
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Table F.8. Percent cortical area LS means in the lower limb by sex and age  
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  1.7812 1.7719  1.7666 1.7649  1.8795 1.8857 
50-59  1.7395 1.7520  1.7406 1.7647  1.8897 1.8887 
60-69  1.7323 1.7557  1.7362 1.7588  1.8546 1.8875 
70-79  1.7164 1.7620  1.7184 1.7449  1.8515 1.8715 


















Figure F.8. Results of percent CA LS means comparisons in the lower limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 






























Figure F.9. Results of Ix LS means comparisons in the upper limb by sex and age group 
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 




  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  -3.6117 -3.2897  -3.9541 -3.8646  -3.9483 -3.7037 
50-59  -3.5021 -3.3281  -3.0443 -3.8569  -3.9247 -3.7673 
60-69  -3.5290 -3.2624  -4.0525 -3.8158  -3.9783 -3.7104 
70-79  -3.4587 -3.2842  -3.9495 -3.7866  -3.8982 -3.7095 
80-99  -3.5294 -3.2834  -3.9742 -3.8148  -3.9171 -3.6684 
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Table F.10. Ix LS means in the lower limb by sex and age group 
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  -3.1424 -3.0335  -3.1677 -3.0906  -4.6579 -4.3350 
50-59  -3.1288 -3.0184  -3.1496 -3.0849  -4.3969 -4.3984 
60-69  -3.1343 -3.0139  -3.1944 -3.0591  -4.4871 -4.4046 
70-79  -3.0928 -3.0252  -3.0987 -3.0184  -4.4929 -4.4710 


















Figure F.10. Results of Ix LS means comparisons in the lower limb by sex and age group 































Figure F.11. Results of Iy LS means comparisons in the upper limb by sex and age group 
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 




  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  -3.5572 -3.2481  -3.9842 -3.6794  -3.9717 -3.7995 
50-59  -3.4651 -3.2859  -3.8972 -3.8029  -3.9788 -3.7894 
60-69  -3.4925 -3.2488  -3.9249 -3.6830  -3.9892 -3.7752 
70-79  -3.4280 -3.2517  -3.8753 -3.6891  -3.9338 -3.7602 
80-99  -3.4929 -3.2420  -3.8830 -3.6896  -3.9889 -3.7496 
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Table F.12. Iy LS means in the lower limb by sex and age group 
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  -3.0967 -3.0169  -3.3597 -3.1693  -4.5208 -4.2501 
50-59  -3.0793 -3.9761  -3.2431 -3.1596  -4.4186 -4.4939 
60-69  -3.0553 -2.9730  -3.2567 -3.1870  -4.5082 -4.3596 
70-79  -3.0958 -2.9538  -3.2585 -3.0708  -4.4847 -4.4187 


















Figure F.12. Results of Iy LS means comparisons in the lower limb by sex and age group 
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 






























Figure F.13. Results of J LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 




  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  -3.2807 -2.9626  -3.6656 -3.4562  -3.6522 -3.4429 
50-59  -3.1787 -3.0010  -3.6604 -3.5194  -3.6424 -3.4701 
60-69  -3.2059 -2.9509  -3.6754 -3.4386  -3.6755 -3.4342 
70-79  -3.1385 -2.9631  -3.6048 -3.4282  -3.6080 -3.4272 
80-99  -3.2056 -2.9565  -3.6213 -3.4431  -3.6401 -3.4003 
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Table F.14. Polar section modulus (J) LS means in the lower limb by sex and age  
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  -2.8151 -2.7199  -2.9500 -2.8218  -4.2745 -3.9738 
50-59  -2.7989 -2.6913  -2.8857 -2.8147  -4.0914 -4.1326 
60-69  -2.7894 -2.6892  -2.9183 -2.8116  -4.1836 -4.0652 
70-79  -2.7887 -2.6839  -2.8643 -2.7381  -4.1733 -4.1243 



















Figure F.14. Results of J LS means comparisons in the lower limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 






























Figure F.15. Results of Imax LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 
multiple comparisons.  
 
  
  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  -3.5138 -3.1984  -3.8779 -3.6589  -3.8626 -3.6540 
50-59  -3.4107 -3.2349  -3.8661 -3.7258  -3.8534 -3.6823 
60-69  -3.4353 -3.1902  -3.8776 -3.6426  -3.8955 -3.6548 
70-79  -3.3646 -3.2025  -3.8096 -3.6335  -3.8307 -3.6495 
80-99  -3.4396 -3.1867  -3.8188 -3.6600  -3.8453 -3.6194 
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Table F.16. Imax LS means in the lower limb by sex and age  
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  -3.0626 -2.9671  -3.1051 -2.9993  -4.4640 -4.1512 
50-59  -3.0454 -2.9322  -3.0680 -2.9923  -4.2589 -4.3171 
60-69  -3.0260 -2.9388  -3.1017 -2.9877  -4.3577 -4.2461 
70-79  -3.0237 -2.9244  -3.0492 -2.9136  -4.3406 -4.2935 


















Figure F.16. Results of Imax LS means comparisons in the lower limb by sex and age group 






























Figure F.17. Results of Imin LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 
multiple comparisons.  
 
  
  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  -3.6639 -3.3472  -4.0878 -3.8908  -4.0733 -3.8657 
50-59  -3.5655 -3.3884  -4.0906 -3.9485  -4.0672 -3.8902 
60-69  -3.5960 -3.3293  -4.1119 -3.8705  -4.0834 -3.8403 
70-79  -3.5354 -3.3411  -4.0375 -3.8583  -4.0117 -3.8307 
80-99  -3.5903 -3.3492  -4.0659 -9.8533  -4.0733 -3.8111 
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Table F.18. Imin LS means in the lower limb by sex and age  
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  -3.1807 -3.0864  -3.4853 -3.3093  -4.7357 -4.4552 
50-59  -3.1655 -3.0651  -3.3623 -3.3042  -4.6005 -4.6028 
60-69  -3.1692 -3.0507  -3.3925 -3.3050  -4.6804 -4.5493 
70-79  -3.1703 -3.0588  -3.3360 -3.2321  -4.6825 -4.6299 



















Figure F.18. Results of Imin LS means comparisons in the lower limb by sex and age  































Figure F.19. Results of shape index LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 




  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  0.1501 0.1487  0.2099 0.2318  0.2106 0.2117 
50-59  0.1548 0.1535  0.2244 0.2227  0.2137 0.2079 
60-69  0.1606 0.1390  0.2343 0.2279  0.1879 0.1854 
70-79  0.1708 0.1386  0.2279 0.2248  0.1809 0.1811 
80-99  0.1507 0.1625  0.2470 0.1932  0.2279 0.1916 
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Table F.20. Shape (Imax/Imin) LS means in the lower limb by sex and age  
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  0.1181 0.1193  0.3801 0.3099  0.2717 0.3039 
50-59  0.1200 0.1329  0.2942 0.3118  0.3415 0.2856 
60-69  0.1431 0.1118  0.2907 0.3171  0.3227 0.3032 
70-79  0.1465 0.1344  0.2868 0.3184  0.3418 0.3362 



















Figure F.20. Results of shape index LS means comparisons in the lower limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 






























Figure F.21. Results of Zx  LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 




  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  -2.0507 -1.8353  -2.3739 -2.2865  -2.3976 -2.2135 
50-59  -1.9865 -1.8580  -2.4105 -2.2920  -2.3758 -2.2513 
60-69  -2.0040 -1.8045  -2.4193 -2.2367  -2.4095 -2.2152 
70-79  -1.9623 -1.8214  -2.3673 -2.2346  -2.3454 -2.2182 
80-99  -2.0088 -1.8289  -2.3737 -2.2465  -2.3913 -2.1849 
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Table F.22. Zx  LS means in the lower limb by sex and age group 
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  -1.6466 -1.5761  -1.7312 -1.6632  -2.8030 -2.5885 
50-59  -1.6458 -1.5572  -1.7196 -1.6561  -2.6342 -2.6412 
60-69  -1.6529 -1.5520  -1.7442 -1.6393  -2.7090 -2.6330 
70-79  -1.6252 -1.5699  -1.6870 -1.6145  -2.7150 -2.6900 



















Figure F.22. Results of Zx  LS means comparisons in the lower limb by sex and age group 































Figure F.23. Results of Zy  LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 




  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  -2.0380 -1.8232  -2.3881 -2.2135  -2.3879 -2.2416 
50-59  -1.9707 -1.8443  -2.3627 -2.2744  -2.3908 -2.2556 
60-69  -1.9878 -1.7994  -2.3736 -2.1936  -2.4012 -2.2395 
70-79  -1.9566 -1.8078  -2.3460 -2.1995  -2.3627 -2.2376 
80-99  -2.005 -1.8138  -2.3393 -2.2045  -2.4208 -2.2219 
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Table F.24. Zy LS means in the lower limb by sex and age group 
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  -1.5976 -1.5591  -1.8378 -1.7307  -2.7285 -2.5545 
50-59  -1.5946 -1.5221  -1.7857 -1.7121  -2.6520 -2.6901 
60-69  -1.5891 -1.5231  -1.8075 -1.7225  -2.7243 -2.6040 
70-79  -1.6041 -1.5401  -1.7869 -1.6789  -2.7118 -2.6697 



















Figure F.24. Results of Zy  LS means comparisons in the lower limb by sex and age  































Figure F.25. Results of Zp LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 




  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  -1.7984 -1.5738  -2.1389 -2.0125  -2.1490 -1.9848 
50-59  -1.7280 -1.5964  -2.1584 -2.0562  -2.1455 -2.0147 
60-69  -1.7527 -1.5447  -2.1686 -1.9879  -2.1635 -1.9808 
70-79  -1.7132 -1.5596  -2.1351 -1.9910  -2.1076 -1.9818 
80-99  -1.7627 -1.5672  -2.1364 -1.9920  -2.1635 -1.9526 
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Table F.26. Zp  LS means in the lower limb by sex and age group 
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  -1.3593 -1.3093  -1.5644 -1.4649  -2.5333 -2.3384 
50-59  -1.3549 -1.2838  -1.5182 -1.4514  -2.4187 -2.4376 
60-69  -1.3610 -1.2833  -1.5453 -1.4446  -2.4959 -2.3881 
70-79  -1.3597 -1.3054  -1.4929 -1.4199  -2.4856 -2.4491 



















Figure F.26. Results of Zp  LS means comparisons in the lower limb by sex and age  































Figure F.27. Results of Zmax  LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 




  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  -2.0226 -1.7990  -2.3402 -2.2111  -2.3499 -2.1846 
50-59  -1.9458 -1.8195  -2.3578 -2.2570  -2.3457 -2.2171 
60-69  -1.9721 -1.7727  -2.3651 -2.1857  -2.3737 -2.1901 
70-79  -1.9239 -1.7881  -2.3343 -2.1910  -2.3173 -2.1861 
80-99  -1.9840 -1.7860  -2.3299 -2.2041  -2.3578 -2.1582 
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Table F.28. Zmax  LS means in the lower limb by sex and age  
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  -1.5884 -1.5409  -1.7148 -1.6381  -2.7064 -2.5036 
50-59  -1.5851 -1.5079  -1.6953 -1.6222  -2.5768 -2.6104 
60-69  -1.5809 -1.5151  -1.7248 -1.6153  -2.6587 -2.5579 
70-79  -1.5824 -1.5307  -1.6703 -1.5869  -2.6442 -2.6063 



















Figure F.28. Results of Zmax  LS means comparisons in the lower limb by sex and age  
































Figure F.29. Results of Zmin LS means comparisons in the upper limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 




  Humerus  Radius  Ulna 
Age Group  Female Male  Female Male  Female Male 
40-49  -2.0911 -1.8693  -2.4390 -2.3076  -2.4476 -2.2852 
50-59  -2.0232 -1.8972  -2.4489 -2.3434  -2.4335 -2.3080 
60-69  -2.0471 -1.8411  -2.4652 -2.2777  -2.4529 -2.2724 
70-79  -2.0136 -1.8578  -2.4263 -2.2835  -2.4032 -2.2750 
80-99  -2.0471 -1.8662  -2.4366 -2.2790  -2.4445 -2.2555 
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Table F.30. Zmin  LS means in the lower limb by sex and age  
  Femur  Tibia  Fibula 
Age Group  Female Male  Female Male  Female Male 
40-49  -1.6643 -1.6051  -1.9425 -1.8161  -2.8635 -2.6616 
50-59  -1.6594 -1.5786  -1.8494 -1.8079  -2.7546 -2.7532 
60-69  -1.6682 -1.5682  -1.8821 -1.8022  -2.8255 -2.7168 
70-79  -1.6618 -1.5883  -1.8365 -1.7669  -2.8187 -2.7781 



















Figure F.30. Results of Zmin  LS means comparisons in the lower limb by sex and age  
Lines between groups indicate significant (p < 0.05) results from post-hoc LS means comparisons with Tukey-Kramer adjustment for 






WITHIN BONE UNIVARIATE COMPARISON RESULTS FOR SLICE, AGE, SEX, BMI, ACTIVITY, 
AND PATHOLOGY EFFECTS 
 
 
Table G.1. Results of ANOVA type III models for slice location, age, sex, BMI, activity, and pathology group in the humerus 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.0027 < 0.0001 < 0.0001 < 0.0001 0.0140 0.0943 0.0259 
Sex (1) < 0.0001 < 0.0001 < 0.0001 0.3890 < 0.0001 < 0.0001 < 0.0001 
BMI group (3) < 0.0001 < 0.0001 < 0.0001 0.0026 < 0.0001 < 0.0001 < 0.0001 
Activity level (2) 0.3421 0.4369 0.6804 0.6224 0.3836 0.1554 0.2021 
Pathology group (1) 0.0491 0.0012 0.0012 0.1324 0.0082 0.1768 0.0282 
Sex*Age group (4) 0.0022 0.0448 0.2940 0.0602 0.0007 0.0117 0.0012 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.0316 0.0426 0.9562 0.0324 0.0931 0.0753 0.0571 0.1231 
Sex (1) < 0.0001 < 0.0001 0.2435 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
BMI group (3) < 0.0001 < 0.0001 0.3889 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Activity level (2) 0.1104 0.4148 0.0895 0.2436 0.1877 0.2227 0.1187 0.3582 
Pathology group (1) 0.0246 0.0581 0.5233 0.0038 0.0124 0.0020 0.0017 0.0085 
Sex*Age group (4) 0.0012 0.0030 0.1379 0.0071 0.0232 0.0055 0.002 0.0041 








Table G.2. Results of ANOVA type III models for slice location, age, sex, BMI, activity, and pathology group in the radius 










Ix Iy J 
Slice location (4) 0.0003 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.1375 < 0.0001 < 0.0001 < 0.0001 < 0.0001 0.0025 0.003 
Sex (1) < 0.0001 < 0.0001 < 0.0001 0.8153 < 0.0001 < 0.0001 < 0.0001 
BMI group (3) < 0.0001 < 0.0001 < 0.0001 0.0620 < 0.0001 < 0.0001 < 0.0001 
Activity level (2) 0.7658 0.8627 0.8718 0.9100 0.4069 0.6971 0.5891 
Pathology group (1) 0.0004 0.0036 0.3092 0.2556 0.0223 0.0241 0.0174 
Sex*Age group (4) 0.0035 0.0504 0.7200 0.3768 0.1122 0.0001 0.0571 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.009 0.0002 0.8245 0.0049 0.0061 0.0100 0.0127 0.0145 
Sex (1) < 0.0001 < 0.0001 0.2762 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
BMI group (3) < 0.0001 < 0.0001 0.1916 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Activity level (2) 0.5434 0.6211 0.3086 0.7506 0.9668 0.9576 0.9627 0.6914 
Pathology group (1) 0.0399 0.0071 0.4009 0.0037 0.0017 0.0016 0.0053 0.0058 
Sex*Age group (4) 0.0738 0.0264 0.0348 0.1108 0.0103 0.0603 0.0675 0.0217 





Table G.3. Results of ANOVA type III models for slice location, age, sex, BMI, activity, and pathology group in the ulna 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.2912 0.0081 < 0.0001 < 0.0001 0.0391 0.2638 0.0801 
Sex (1) < 0.0001 < 0.0001 < 0.0001 0.8816 < 0.0001 < 0.0001 < 0.0001 
BMI group (3) < 0.0001 < 0.0001 < 0.0001 0.0069 < 0.0001 < 0.0001 < 0.0001 
Activity level (2) 0.0966 0.1254 0.4728 0.7434 .05760 0.0559 0.1814 
Pathology group (1) 0.0031 0.0309 0.2891 0.1284 0.4410 0.1093 0.1355 
Sex*Age group (4) 0.1260 0.2005 0.8281 0.9299 0.0222 0.5233 0.1374 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.1592 0.0130 0.0075 0.1667 0.5695 0.1753 0.2055 0.1754 
Sex (1) < 0.0001 < 0.0001 0.3405 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
BMI group (3) < 0.0001 < 0.0001 0.9607 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Activity level (2) 0.2948 0.1059 0.7261 0.3856 0.0655 0.1731 0.3009 0.0921 
Pathology group (1) 0.0686 0.4150 0.0587 0.1989 0.2237 0.1765 0.0834 0.2109 
Sex*Age group (4) 0.2504 0.0688 0.5417 0.0208 0.2474 0.0501 0.1063 0.0698 



























































Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.3120 0.5472 0.8049 0.0948 0.6762 0.4516 0.7408 
Sex (1) < 0.0001 0.0004 0.6400 0.0580 < 0.0001 < 0.0001 < 0.0001 
BMI group (3) < 0.0001 < 0.0001 < 0.0001 0.0025 < 0.0001 < 0.0001 < 0.0001 
Activity level (2) 0.0153 0.3426 0.4694 0.4914 0.0591 0.0003 0.0036 
Pathology group (1) 0.0941 0.0114 0.2919 0.2537 0.1201 0.9237 0.4065 
Sex*Age group 0.6757 0.5231 0.3284 0.5025 0.2056 0.2802 0.9957 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.5187 0.8881 0.1098 0.6203 0.6208 0.6704 0.8369 0.7220 
Sex (1) < 0.0001 < 0.0001 0.0255 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
BMI group (3) < 0.0001 < 0.0001 0.3384 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Activity level (2) 0.0219 0.0011 0.5357 0.0478 0.0002 0.0006 0.004 0.0014 
Pathology group (1) 0.3167 0.5706 0.3696 0.1092 0.2465 0.2961 0.2833 0.2741 




Table G.5. Results of ANOVA type III models for slice location, age, sex, BMI, activity, and pathology group in the tibia 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.0177 < 0.0001 0.0291 0.0002 < 0.0001 < 0.0001 < 0.0001 
Sex (1) 0.0385 0.1780 0.0198 0.0361 0.2242 0.0307 0.1006 
BMI group (3) < 0.0001 < 0.0001 < 0.0001 < 0.0001 0.0080 0.0029 0.0050 
Activity level (2) 0.0234 0.0045 0.5029 0.4659 0.0072 0.1287 0.0292 
Pathology group (1) 0.0482 0.0049 0.2698 0.6223 0.0229 0.2609 0.0738 
Sex*Age group (4) 0.0213 0.0004 0.1311 0.9464 0.0031 0.0005 0.0018 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) < 0.0001 < 0.0001 0.0183 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Sex (1) 0.0992 0.1226 0.8883 0.1445 0.0879 0.0887 0.1138 0.1701 
BMI group (3) 0.0017 0.0190 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Activity level (2) 0.0305 0.0442 0.2460 0.0092 0.0413 0.0139 0.0130 0.0316 
Pathology group (1) 0.1055 0.0430 0.0896 0.0308 0.1622 0.0712 0.1069 0.0392 
Sex*Age group (4) 0.0013 0.0046 0.0443 0.0051 0.0023 0.0066 0.0027 0.0075 





Table G.6. Results of ANOVA type III models for slice location, age, sex, BMI, activity, and pathology group in the fibula 










Ix Iy J 
Slice location (4) < 0.0001 < 0.0001 0.0036 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) < 0.0001 0.4331 < 0.0001 < 0.0001 0.0047 0.2729 0.4793 
Sex (1) < 0.0001 < 0.0001 0.6022 0.0076 < 0.0001 < 0.0001 < 0.0001 
BMI group (3) < 0.0001 < 0.0001 < 0.0001 0.0047 < 0.0001 < 0.0001 < 0.0001 
Activity level (2) 0.1090 0.1721 0.9273 0.7447 0.1083 0.8287 0.3653 
Pathology group (1) 0.9017 0.3177 0.3254 0.2126 0.5522 0.0004 0.1007 
Sex*Age group (4) < 0.0001 < 0.0001 0.5291 0.1002 0.0038 < 0.0001 < 0.0001 
 
 Cross-sectional Property 
Source (DF) Imax Imin 
Shape 
(Imax/Imin) 
Zx Zy Zp Zmax Zmin 
Slice location (4) < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Age group (4) 0.7528 0.0825 0.1409 0.0030 0.4084 0.1418 0.4281 0.0549 
Sex (1) < 0.0001 < 0.0001 0.6068 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
BMI group (3) < 0.0001 < 0.0001 0.0009 < 0.0001 < 0.0001 < 0.0001 < 0.0001 < 0.0001 
Activity level (2) 0.2967 0.1600 0.0124 0.0543 0.5508 0.1059 0.0890 0.2682 
Pathology group (1) 0.3913 0.0017 0.0021 0.7734 0.0085 0.0838 0.3691 0.0172 
Sex*Age group (4) < 0.0001 0.0003 0.2271 0.0013 < 0.0001 < 0.0001 < 0.0001 0.0003 




WITHIN BONE PAIRWISE COMPARISON RESULTS FOR BMI, 




Table H.1. Within bone pairwise comparisons for BMI category for the humerus 
* indicates significance at p < 0. 05 
Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Total Area (TA)  Shape Index ( Imax/ Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  NS NS NS 
18.5-24.9 *  * *  18.5-24.9 NS  NS NS 
25.0-29.9 * *  *  25.0-29.9 NS NS  NS 
> 30 * * *   > 30 NS NS NS  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  NS NS *  < 18.5  * * * 
18.5-24.9 NS  NS *  18.5-24.9 *  * * 
25.0-29.9 NS NS  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Maximum Second Moment of Area (Imax)   
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  
< 18.5  * * *  
18.5-24.9 *  * *  
25.0-29.9 * *  *  
> 30 * * *   
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Table H.2. Within bone pairwise comparisons for BMI category for the radius 
* indicates significance at p < 0.05  
Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Total Area (TA)  Shape Index ( Imax/ Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  NS NS NS 
18.5-24.9 *  * *  18.5-24.9 NS  NS NS 
25.0-29.9 * *  *  25.0-29.9 NS NS  NS 
> 30 * * *   > 30 NS NS NS  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  NS NS *  < 18.5  * * * 
18.5-24.9 NS  NS *  18.5-24.9 *  * * 
25.0-29.9 NS NS  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Maximum Second Moment of Area (Imax)   
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  
< 18.5  * * *  
18.5-24.9 *  * *  
25.0-29.9 * *  *  
> 30 * * *   
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Table H.3. Within bone pairwise comparisons for BMI category for the ulna 
Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Total Area (TA)  Shape Index ( Imax/ Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  NS NS NS 
18.5-24.9 *  * *  18.5-24.9 NS  NS NS 
25.0-29.9 * *  *  25.0-29.9 NS NS  NS 
> 30 * * *   > 30 NS NS NS  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  NS NS *  < 18.5  * * * 
18.5-24.9 NS  NS *  18.5-24.9 *  * * 
25.0-29.9 NS NS  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Maximum Second Moment of Area (Imax)   
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  
< 18.5  * * *  
18.5-24.9 *  * *  
25.0-29.9 * *  *  


























































*indicates significance at p < 0.05 
Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Total Area (TA)  Shape Index ( Imax/ Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  NS NS NS 
18.5-24.9 *  * *  18.5-24.9 NS  NS NS 
25.0-29.9 * *  *  25.0-29.9 NS NS  NS 
> 30 * * *   > 30 NS NS NS  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  NS * *  < 18.5  * * * 
18.5-24.9 NS  NS *  18.5-24.9 *  * * 
25.0-29.9 * NS  NS  25.0-29.9 * *  * 
> 30 * * NS   > 30 * * *  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  NS NS NS  < 18.5  * * * 
18.5-24.9 NS  NS *  18.5-24.9 *  * * 
25.0-29.9 NS NS  NS  25.0-29.9 * *  * 
> 30 NS * NS   > 30 * * *  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Maximum Second Moment of Area (Imax)   
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  
< 18.5  * * *  
18.5-24.9 *  * *  
25.0-29.9 * *  *  
> 30 * * *   
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Table H.5. Within bone pairwise comparisons for BMI category for the tibia 
* indicates significance at p < 0.05  
Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  NS * * 
18.5-24.9 *  * *  18.5-24.9 NS  * * 
25.0-29.9 * *  NS  25.0-29.9 * *  NS 
> 30 * * NS   > 30 * * NS  
Total Area (TA)  Shape Index ( Imax/ Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  NS NS 
25.0-29.9 * *  *  25.0-29.9 * NS  NS 
> 30 * * *   > 30 * NS NS  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  NS 
> 30 * * *   > 30 * * NS  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  NS NS NS  < 18.5  * * * 
18.5-24.9 NS  * *  18.5-24.9 *  * * 
25.0-29.9 NS *  NS  25.0-29.9 * *  NS 
> 30 NS * NS   > 30 * * NS  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  NS * * 
18.5-24.9 *  * *  18.5-24.9 NS  * * 
25.0-29.9 * *  NS  25.0-29.9 * *  NS 
> 30 * * NS   > 30 * * NS  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  NS  25.0-29.9 * *  NS 
> 30 * * NS   > 30 * * NS  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  NS * * 
18.5-24.9 *  * *  18.5-24.9 NS  * * 
25.0-29.9 * *  NS  25.0-29.9 * *  NS 
> 30 * * NS   > 30 * * NS  
Maximum Second Moment of Area (Imax)   
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  
< 18.5  * * *  
18.5-24.9 *  * *  
25.0-29.9 * *  NS  
> 30 * * NS   
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Table H.6. Within bone pairwise comparisons for BMI category for the fibula 
* indicates significance at p < 0.05 
Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Total Area (TA)  Shape Index ( Imax/ Imin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  NS * NS 
18.5-24.9 *  * *  18.5-24.9 NS  NS NS 
25.0-29.9 * *  *  25.0-29.9 * NS  NS 
> 30 * * *   > 30 NS NS NS  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  NS *  18.5-24.9 *  * * 
25.0-29.9 * NS  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  NS NS NS  < 18.5  * * * 
18.5-24.9 NS  NS *  18.5-24.9 *  * * 
25.0-29.9 NS NS  *  25.0-29.9 * *  * 
> 30 NS * *   > 30 * * *  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  BMI < 18.5 18.5-24.9 25.0-29.9 > 30 
< 18.5  * * *  < 18.5  * * * 
18.5-24.9 *  * *  18.5-24.9 *  * * 
25.0-29.9 * *  *  25.0-29.9 * *  * 
> 30 * * *   > 30 * * *  
Maximum Second Moment of Area (Imax)   
BMI < 18.5 18.5-24.9 25.0-29.9 > 30  
< 18.5  * * *  
18.5-24.9 *  * *  
25.0-29.9 * *  *  
> 30 * * *   
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* indicates significance at p < 0.05  
Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS *  Light  * * 
Moderate NS  *  Moderate *  * 
Heavy * *   Heavy * *  
Total Area (TA)  Shape Index ( Imax/ Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  NS NS 
Moderate *  *  Moderate NS  NS 
Heavy * *   Heavy NS NS  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  *  Moderate *  * 
Heavy * *   Heavy * *  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS NS  Light  NS * 
Moderate NS  NS  Moderate NS  * 
Heavy NS NS   Heavy * *  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  NS * 
Moderate *  *  Moderate NS  * 
Heavy * *   Heavy * *  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  NS * 
Moderate *  *  Moderate NS  * 
Heavy * *   Heavy * *  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  NS * 
Moderate *  *  Moderate NS  * 
Heavy * *   Heavy * *  
Maximum Second Moment of Area (Imax)  
Activity Light Moderate Heavy  
Light  NS *  
Moderate NS  *  
Heavy * *   
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Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS *  Light  * * 
Moderate NS  *  Moderate *  * 
Heavy * *   Heavy * *  
Total Area (TA)  Shape Index ( Imax/ Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  NS NS 
Moderate *  *  Moderate NS  NS 
Heavy * *   Heavy NS NS  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  *  Moderate *  * 
Heavy * *   Heavy * *  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * NS  Light  * * 
Moderate *  NS  Moderate *  * 
Heavy NS NS   Heavy * *  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  *  Moderate *  * 
Heavy * *   Heavy * *  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS *  Light  * * 
Moderate NS  *  Moderate *  * 
Heavy * *   Heavy * *  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  *  Moderate *  * 
Heavy * *   Heavy * *  
Maximum Second Moment of Area (Imax)  
Activity Light Moderate Heavy  
Light  * *  
Moderate *  *  
Heavy * *   
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* indicates significance at p < 0.05 
Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  *  Moderate *  * 
Heavy * *   Heavy * *  
Total Area (TA)  Shape Index ( Imax/ Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  NS NS 
Moderate *  *  Moderate NS  NS 
Heavy * *   Heavy NS NS  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  *  Moderate *  * 
Heavy * *   Heavy * *  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS NS  Light  * * 
Moderate NS  NS  Moderate *  * 
Heavy NS NS   Heavy * *  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  *  Moderate *  * 
Heavy * *   Heavy * *  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  *  Moderate *  * 
Heavy * *   Heavy * *  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  *  Moderate *  * 
Heavy * *   Heavy * *  
Maximum Second Moment of Area (Imax)  
Activity Light Moderate Heavy  
Light  * *  
Moderate *  *  
Heavy * *   
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* indicates significance at p < 0.05 
 
  
Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  NS * 
Moderate *  *  Moderate NS  * 
Heavy * *   Heavy * *  
Total Area (TA)  Shape Index ( Imax/ Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  NS NS 
Moderate *  *  Moderate NS  NS 
Heavy * *   Heavy NS NS  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS NS  Light  * * 
Moderate NS  NS  Moderate *  * 
Heavy NS NS   Heavy * *  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS NS  Light  NS * 
Moderate NS  NS  Moderate NS  * 
Heavy NS NS   Heavy * *  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  NS * 
Moderate *  *  Moderate NS  * 
Heavy * *   Heavy * *  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS *  Light  NS * 
Moderate NS  *  Moderate NS  * 
Heavy * *   Heavy * *  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS *  Light  NS * 
Moderate NS  *  Moderate NS  * 
Heavy * *   Heavy * *  
Maximum Second Moment of Area (Imax)  
Activity Light Moderate Heavy  
Light  NS *  
Moderate NS  *  
Heavy * *   
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Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  NS  Moderate *  NS 
Heavy * NS   Heavy * NS  
Total Area (TA)  Shape Index ( Imax/ Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  NS NS 
Moderate *  NS  Moderate NS  NS 
Heavy * NS   Heavy NS NS  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS *  Light  * * 
Moderate NS  NS  Moderate *  NS 
Heavy * NS   Heavy * NS  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS NS  Light  * * 
Moderate NS  NS  Moderate *  NS 
Heavy NS NS   Heavy * NS  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  NS  Moderate *  NS 
Heavy * NS   Heavy * NS  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  NS  Moderate *  NS 
Heavy * NS   Heavy * NS  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  * * 
Moderate *  NS  Moderate *  NS 
Heavy * NS   Heavy * NS  
Maximum Second Moment of Area (Imax)  
Activity Light Moderate Heavy  
Light  * *  
Moderate *  NS  
Heavy * NS   
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* indicates significance at p < 0.05 
  
Cortical Area (CA)  Minimum Second Moment of Area (Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS *  Light  NS * 
Moderate NS  *  Moderate NS  * 
Heavy * *   Heavy * *  
Total Area (TA)  Shape Index ( Imax/ Imin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  * *  Light  NS NS 
Moderate *  *  Moderate NS  * 
Heavy * *   Heavy NS *  
Medullary Area (MA)  Section Modulus About ML Axis (Zx) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS *  Light  * * 
Moderate NS  NS  Moderate *  * 
Heavy * NS   Heavy * *  
Percent Cortical Area (%CA)  Section Modulus About AP Axis (Zy) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS NS  Light  NS * 
Moderate NS  NS  Moderate NS  * 
Heavy NS NS   Heavy * *  
Second Moment of Area About ML Axis (Ix)  Polar Section Modulus (Zp) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS *  Light  * * 
Moderate NS  NS  Moderate *  * 
Heavy * NS   Heavy * *  
Second Moment of Area About AP Axis (Iy)  Maximum Section Modulus (Zmax) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS *  Light  * * 
Moderate NS  *  Moderate *  * 
Heavy * *   Heavy * *  
Polar Second Moment of Area (J)  Minimum Section Modulus (Zmin) 
Activity Light Moderate Heavy  Activity Light Moderate Heavy 
Light  NS *  Light  NS * 
Moderate NS  *  Moderate NS  * 
Heavy * *   Heavy * *  
Maximum Second Moment of Area (Imax)  
Activity Light Moderate Heavy  
Light  * *  
Moderate *  NS  
Heavy * NS   
283 
 
Table H.13. Within bone pairwise comparisons for activity level in the humerus 
 
Degrees of freedom = 514; critical value = 2.77835 






Table H.14. Within bone pairwise comparisons for activity level in the radius 
 
Degrees of freedom = 514; critical value = 2.77835 






Table H.15. Within bone pairwise comparisons for activity level in the ulna 
 
Degrees of freedom = 514; critical value = 2.77835 





Table H.16. Within bone pairwise comparisons for activity level in the femur 
 
Degrees of freedom = 514; critical value = 2.77835 






Table H.17. Within bone pairwise comparisons for activity level in the tibia 
 
Degrees of freedom = 514; critical value = 2.77835 





Table H.18. Within bone pairwise comparisons for activity level in the fibula 
 
Degrees of freedom = 514; critical value = 2.77835 





WITHIN LIMB PAIRWISE COMPARISON RESULTS  




















* indicates significance at p <0.05 
 
 





















20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * NS 
Radius *  NS  Radius *  * 
Ulna * NS   Ulna NS *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  *  
Ulna * *   
20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  NS  Radius *  * 
Ulna * NS   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  *  




















* indicates significance at p <0.05 
 
 
Table I.4. Percent Cortical Area ((CA/TA) x 100) pairwise comparisons by slice location in 


























20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  NS  Radius *  * 
Ulna * NS   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  *  
Ulna * *   
20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  NS 
Ulna * *   Ulna * NS  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  NS  Radius *  * 
Ulna * NS   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  NS  





Table I.5. Second moment area about ML axis (Ix) pairwise comparisons by slice location in 
















* indicates significance at p <0.05 
 
 
Table I.6. Second moment area about AP axis (Iy) pairwise comparisons by slice location in 
























20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  NS  Radius *  * 
Ulna * NS   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  *  
Ulna * *   
20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  NS 
Ulna * *   Ulna * NS  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  *  






















* indicates significance at p <0.05 
 
 
Table I.8. Maximum second moment area (Imax) pairwise comparisons by slice location in 
























20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  *  
Ulna * *   
20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  NS 
Ulna * *   Ulna * NS  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * NS 
Radius *  *  Radius *  * 
Ulna * *   Ulna NS *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  *  
Ulna * *   
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Table I.9. Minimum second moment area (Imin) pairwise comparisons by slice location in 
















* indicates significance at p <0.05 
 
 



























20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  NS  
Ulna * NS   
20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * NS 
Radius *  *  Radius *  * 
Ulna * *   Ulna NS *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  *  
Ulna * *   
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Table I.11. Section modulus about ML axis (Zx) pairwise comparisons by slice location in 
















* indicates significance at p <0.05 
 
 
Table I.12. Section modulus about AP axis (Zy) pairwise comparisons by slice location in 

























20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  *  
Ulna * *   
20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  NS  
Ulna * NS   
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* indicates significance at p <0.05 
 
 



























20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  *  
Ulna * *   
20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  *  


























20% of bone length  65% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
35% of bone length  80% of bone length 
Bone Humerus Radius Ulna  Bone Humerus Radius Ulna 
Humerus  * *  Humerus  * * 
Radius *  *  Radius *  * 
Ulna * *   Ulna * *  
50% of bone length  
Bone Humerus Radius Ulna  
Humerus  * *  
Radius *  NS  




WITHIN LIMB PAIRWISE COMPARISON RESULTS 





















* indicates significance at p <0.05 
 
 




















20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  
Fibula * *   
20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  
Fibula * *   
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* indicates significance at p <0.05 
 
 
Table J.4. Percent Cortical Area ((CA/TA) x 100) pairwise comparisons by slice location in 



























20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  
Fibula * *   
20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  NS *  
Tibia NS  *  
Fibula * *   
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Table J.5. Second moment area about ML axis (Ix) pairwise comparisons by slice location 
















* indicates significance at p <0.05 
 
 
Table J.6. Second moment area about AP axis (Iy) pairwise comparisons by slice location in 


























20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  NS *  
Tibia NS  *  
Fibula * *   
20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  NS * 
Tibia *  *  Tibia NS  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  
Fibula * *   
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* indicates significance at p <0.05 
 
 
Table J.8. Maximum second moment area (Imax) pairwise comparisons by slice location in 


























20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  
Fibula * *   
20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  
Fibula * *   
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Table J.9. Minimum second moment area (Imin) pairwise comparisons by slice location in 














































20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  NS * 
Tibia *  *  Tibia NS  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  
Fibula * *   
20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  NS 
Fibula * *   Fibula * NS  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  NS  Tibia *  * 
Fibula * NS   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  
Fibula * *   
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Table J.11. Section modulus about ML axis (Zx) pairwise comparisons by slice location in 
















* indicates significance at p <0.05 
 
 
Table J.12. Section modulus about AP axis (Zy) pairwise comparisons by slice location in 


























20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  NS *  
Tibia NS  *  
Fibula * *   
20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  





















* indicates significance at p <0.05 
 
 


























20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  
Fibula * *   
20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   NS * 
Tibia *  *  Tibia NS  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  
Fibula * *   
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* indicates significance at p <0.05 
 
  
20% of bone length  65% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur   * * 
Tibia *  *  Tibia *  * 
Fibula * *   Fibula * *  
35% of bone length  80% of bone length 
Bone Femur Tibia Fibula  Bone Femur Tibia Fibula 
Femur  * *  Femur  NS * 
Tibia *  *  Tibia NS  * 
Fibula * *   Fibula * *  
50% of bone length  
Bone Femur Tibia Fibula  
Femur  * *  
Tibia *  *  




BETWEEN LIMB PAIRWISE COMPARISON RESULTS 
FOR DISTAL LIMB ELEMENTS 
 
 
Table K.1. Cortical Area (CA) pairwise comparisons by slice location in distal limb 
elements 
* indicates significance at p <0.05 
 
 
Table K.2. Total Area (TA) pairwise comparisons by slice location in distal limb elements 
* indicates significance at p <0.05 
20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  NS * *  Radius   * * * 
Ulna NS  * NS  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * NS *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  * * *  
Ulna *  * *  
Tibia * *  *  
Fibula * * *   
20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * NS  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * NS *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  NS * *  Radius   * * * 
Ulna NS  * NS  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * NS *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  * * NS  
Ulna *  * *  
Tibia * *  *  
Fibula NS * *   
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Table K.3. Medullary Area (MA) pairwise comparisons by slice location in distal limb 
elements 
* indicates significance at p <0.05 
 
 
Table K.4. Percent Cortical Area ((CA/TA) x 100) pairwise comparisons by slice location in 
distal limb elements 





20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   NS * * 
Ulna *  * *  Ulna NS  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  NS * NS  Radius   * * * 
Ulna NS  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula NS * *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  * * *  
Ulna *  * NS  
Tibia * *  *  
Fibula * NS *   
20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   NS * NS 
Ulna *  * *  Ulna NS  * NS 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula NS NS *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  NS * NS  Radius   * * * 
Ulna NS  * NS  Ulna *  * NS 
Tibia * *  *  Tibia * *  * 
Fibula NS NS *   Fibula * NS *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  NS * *  
Ulna NS  * *  
Tibia * *  *  




Table K.5. Second moment area about ML axis (Ix) pairwise comparisons by slice location 
in distal limb elements 
* indicates significance at p <0.05 
 
 
Table K.6. Second moment area about AP axis (Iy) pairwise comparisons by slice location 
in distal limb elements 




20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  NS * *  Radius   * * * 
Ulna NS  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  * * *  
Ulna *  * *  
Tibia * *  *  
Fibula * * *   
20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   NS * * 
Ulna *  * *  Ulna NS  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  * * *  
Ulna *  * *  
Tibia * *  *  




Table K.7. Polar section moment of area (J) pairwise comparisons by slice location in distal 
limb elements 
* indicates significance at p <0.05 
 
 
Table K.8. Maximum second moment area (Imax) pairwise comparisons by slice location in 
distal limb elements 




20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  * * *  
Ulna *  * *  
Tibia * *  *  
Fibula * * *   
20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   NS * * 
Ulna *  * *  Ulna NS  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  * * *  
Ulna *  * *  
Tibia * *  *  




Table K.9. Minimum second moment area (Imin) pairwise comparisons by slice location in 
distal limb elements 
* indicates significance at p <0.05 
 
 
Table K.10. Shape index (Imax/ Imin) pairwise comparisons by slice location in distal limb 
elements 




20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  NS * *  
Ulna NS  * *  
Tibia * *  *  
Fibula * * *   
20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  NS *  Ulna *  * * 
Tibia * NS  *  Tibia * *  NS 
Fibula * * *   Fibula * * NS  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  NS  Tibia * *  * 
Fibula * * NS   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  * * *  
Ulna *  * NS  
Tibia * *  *  




Table K.11. Section modulus about ML axis (Zx) pairwise comparisons by slice location in 
distal limb elements 
* indicates significance at p <0.05 
 
 
Table K.12. Section modulus about AP axis (Zy) pairwise comparisons by slice location in 
distal limb elements 




20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  * * *  
Ulna *  * *  
Tibia * *  *  
Fibula * * *   
20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  NS * *  
Ulna NS  * *  
Tibia * *  *  




Table K.13. Polar section modulus (Zp) pairwise comparisons by slice location in distal limb 
elements 
* indicates significance at p <0.05 
 
 
Table K.14. Maximum section modulus (Zmax) pairwise comparisons by slice location in 
distal limb elements 




20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  * * *  
Ulna *  * *  
Tibia * *  *  
Fibula * * *   
20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  * * *  
Ulna *  * *  
Tibia * *  *  




Table K.15. Maximum section modulus (Zmin) pairwise comparisons by slice location in 
distal limb elements 





20% of bone length  65% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
35% of bone length  80% of bone length 
Bone Radius Ulna Tibia Fibula  Bone Radius Ulna Tibia Fibula 
Radius  * * *  Radius   * * * 
Ulna *  * *  Ulna *  * * 
Tibia * *  *  Tibia * *  * 
Fibula * * *   Fibula * * *  
50% of bone length  
Bone Radius Ulna Tibia Fibula  
Radius  NS * *  
Ulna NS  * *  
Tibia * *  *  
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