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1 . Introduction
Les techniques de traitement du signal du deuxième ordre
appliquées à l'analyse spatiale permettent de localiser des
sources rayonnantes à partir des signaux reçus à l'aide d'un
réseau de capteurs. La résolution atteinte dépasse alors la
limite de Rayleigh obtenue en analyse spatiale par préfor-
mation de voie. De ce pouvoir résolvant accru découle le
terme de techniques superrésolutives .
Au départ, l'addition des techniques d'adaptativité à
l'ensemble filtre-estimateur de variance de la préformation
de voie classique a permis l'amélioration de la résolution
le traitement appliqué devenait alors fonction non seule-
ment du paramètre de scrutation (9), mais aussi des signaux
reçus eux-mêmes par l'intermédiaire de la matrice de
covariance des signaux reçus (ou plus simplement de la
matrice de covariance) . En conséquence, elles sont des
méthodes d'estimation du second ordre . Plusieurs techni-
ques sont issues de ce concept dont la vraisemblance
maximale (MLM), le maximum d'entropie et le filtrage
auto-régressif [1], [2], [3] . Leur dénominateur commun est
d'ailleurs démontré par Munier et Delisle dans [4] . Parallè-
lement à ces travaux, des méthodes exploitant les notions
de sous-espaces source et bruit se sont développées notam-
ment par Bienvenu [5], [6], Schmidt [7] et bien d'autres
[8] . Leur avantage provient du fait que les sous-espaces ne




L'emploi des méthodes du deuxième ordre de traitement du signal pour
l'analyse spatiale est limité par la corrélation existante entre les sources .
Celles-ci doivent rayonner des signaux indépendants afin de satisfaire les
exigences de ces méthodes et permettre un haut pouvoir résolvant
.
La méthode proposée ici, parvient à augmenter le rang d'une matrice
contenant les vecteurs susceptibles de reformer la base du sous-espace
formé par les sources . Ceci agit comme une décorrélation des sources .
L'avantage de cette méthode est qu'elle continue à séparer les sources
totalement corrélées avec un haut pouvoir résolvant contrairement à la
populaire diversité d'espace .
Second order methods in signal processing for spatial analysis are limited
by the correlation between sources . In fact, the sources must emit
independent signais in order to satisfy the exigences of theses methods as
well as to obtain high resolution.
The method proposed here, increases the rank of the matrix that contains
the vectors used ta reform the source sub-space basis . This is like a
source decorrelation. The advantage of this new method is that it
continues to separate with a high resolution sources that are totally
correlated unlike the popular method of spatial smoothing .




Cet article montre comment l'algorithme DEESE se sert de l'invariance
en translation puis, de l'invariance en direction dans le but de récupérer
une base orthonormale du sous-espace source
. Des simulations réalistes
sont aussi présentées pour confirmer la bonne estimation de la position des
sources et la conservation du pouvoir résolvant .
MOTS CLÉS
Traitement du signal, analyse spatiale, haute résolution, sources corrélées,
sous-espaces source et bruit .
This article shows how the DEESE algorithm use translational invariance
and directional invariance of the linear arrays for the recuperation of an
orthonormal source sub-space basis . A realistic simulations are also




Signal processing, Spatial analysis, High resolution, Correlated sources,
Source and noise sub-spaces .
Le haut pouvoir résolvant est une caractéristique recherchée
en analyse spatiale mais n'a lias permis une utilisation
pratique généralisée des techniques du deuxième ordre .
Quoiqu'elles apparaissent de plus en plus dans des applica-
tions spécialisées où leur succès ne fait aucun doute, les
techniques du deuxième ordre doivent respecter certaines
hypothèses de base, à savoir
1) bruit seul indépendant de capteur en capteur, de type
gaussien avec moyenne nulle et variance
cr2
;
2) des fronts d'onde incidents sur le réseau conformes au
modèle employé ;
3) un nombre plus élevé de capteurs que de sources ;
4) aucune corrélation entre les sources .
A cela s'ajoutent des considérations intrinsèques telles
que
5) système stationnaire pour tirer des informations du
deuxième ordre des signaux reçus ;
6) temps de calcul trop important pour un traitement en
temps réel .
L'hypothèse concernant la corrélation s'avère particulière-
ment contraignante dans beaucoup de situations réelles à
cause de l'emploi des systèmes actifs de type radar, des
possibilités importantes de trajets multiples, d'interférences
ou autres. Comme le fait remarquer Gabriel [9], les
signaux corrélés produisent un champ non stationnaire
dans l'espace, ce qui crée une figure d'interférence sur le
réseau. Cette figure d'interférence est produite par l'interac-
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tion des fronts d'onde cohérents le long de la ligne qui
contient les éléments d'échantillonnage . Si les sources
cohérentes maintiennent leur relation de phase pendant la
durée de l'observation alors on rencontre les deux difficul-
tés suivantes avec la matrice de covariance
1) elle n'a pas la structure Toeplitz car les valeurs le long
des diagonales sont en accord avec l'amplitude de la
figure d'interférence sur les capteurs ;
2) elle a une image de dimension inférieure à celle du sous-
espace produit par les sources considérées indépendan-
tes (la dimension de l'image est égale au rang de la
matrice de covariance sans bruit) .
Les travaux subséquents avaient donc comme objectif de
rendre opérationnelles les méthodes à haut pouvoir résol-
vant dans des contextes prédéfinis avec corrélation : leurs
auteurs cherchant à utiliser les propriétés des signaux ou la
géométrie du réseau lui-même . L'étude de la corrélation
entre les sources dans un milieu bruyant ou avec un nombre
d'épreuves relativement faible fut et est encore un sujet
d'actualité. Gabriel [9], [10] a d'abord proposé une approc-
che de décorrélation basée sur un lissage Doppler . Wang et
Kaveh [11] ont suggéré, à leur tour, une méthode réalisable
dans le cas de systèmes à large bande . Il s'agit de
décomposer le spectre de sortie, obtenue par une FFT, en
bandes étroites desquelles, par une matrice de transforma-
tion fonction des directions préalablement estimées des
sources, est calculée une matrice de covariance moyenne .
Haber et Zoltowski [12], [13] ont utilisé, dans un premier
temps, l'effet Doppler créé par un mouvement latéral du
réseau qui varie avec la position des sources et, dans un
second temps, une extension multi-dimensionnelle des
méthodes d'estimation parmétrique. Suivant cette optique
multi-dimensionnelle, Grenier [14], [15] a adapté une
technique au cas d'un seul groupe en se servant d'une
matrice dite de propagation et d'une recherche récursive .
Une solution largement répandue est celle de la diversité
d'espace. Elle fut présentée par Evans et al . [16] mais
popularisée par Shan et al. [17] sous le nom de lissage
spatial (« spatial smoothing ») . Cette solution consiste à
diviser le réseau linéaire en sous-réseaux décalés les uns
des autres d'un capteur puis à moyenner les matrices de
covariance réduites issues de chacun des sous-réseaux .
Cette démarche tentait de rendre la matrice de covariance
finale (ou lissée) sous une forme se rapprochant de la
matrice Toeplitz normalement obtenue avec des sources
indépendantes. Cette idée se retrouve dans Kung et al. [18]
ou d'une manière un peu différente dans Pillai et al . [19] .
Finalement, dans une généralisation, Cazdow et al. [20]
ont présenté une technique qui combine plusieurs solutions
énumérées préalablement pour des sources à large bande ou
non .
En conséquence, cet article traite de l'analyse superrésolu-
tive de sources statiques (ou quasi-statiques) à bande
étroite et fortement corrélées ensemble ou par groupe . La
nouvelle méthode proposée, DEESE [15], s'appuie sur les
propriétés d'équivalences translative et directive d'un
réseau de capteurs identiques, alignés et équidistants qui
permettent de décomposer l'information tout en gardant les
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2 . Modèle des données
Considérons un réseau composé de « N » capteurs identi-
ques, alignés et équidistants d'une distance « d ». Soit
« n » (n -_ N ) fronts d'onde plans à bande étroite autour de
la fréquence « f 0 », incidents sur le réseau provenant de
sources dans les directions {9 1 , 9 2 , . . . .
en}
. Suivant la
représentation analytique, le signal reçu s'écrit
(1) x(t) = s(t) + n(t) ,
avec
n
(2) s(t) _ u(Oi) ai (t)
i-~
où x(t) est un vecteur complexe de dimensions
(N x 1)
représentant le signal sur chacun des capteurs, n(t) est un
vecteur complexe de bruits gaussiens non corrélés avec les
sources, a i (t) est l'enveloppe du signal analytique de la i-
ième source et u (6 i ) est un vecteur source défini à la
fréquence centrale comme
(3)





(4) d) i = d sin 0
1
(le symbole T indique la transposée)
. Il est à noter que les
signaux et les bruits sont des processus stochastiques
supposés stationnaires et de moyennes nulles .
Pour simplifier l'écriture de (2),
on obtient sous forme
matricielle en sous-entendant le facteur temps
(5) s = Ua
avec
(6) U = [u(81), u(a2),
. . . u(e n)]
(7) a = [a
l , a 2 , . . ., oa n ] T
U étant la matrice source de dimensions (N x n)
construite
par juxtaposition des vecteurs sources et a, le vecteur des
enveloppes complexes des sources (n x 1) .
Avec les suppositions, la matrice de covariance devient
(8) Rxx = E {x(t)
x(t)+




(10) S = E {a«+ }
(le symbole + indique la transposée-conjuguée) . On note
que lorsque les sources sont indépendantes, la matrice de
covariance des sources, S (n x n) est diagonale de rang
complet. Par contre, elle devient inévitablement singulière
lorsqu'au moins deux sources sont totalement corrélées .
Entre ces deux états, elle possède des éléments extra-
diagonaux [S i i ] et [S 1i ] (i 7é j)
non nuls dont les valeurs
font intervenir le facteur décorrélation entre les sources
« i » et « j » en module et en phase, noté 8ii *
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superrésolutives . Ce paragraphe montre les principes de
base de la diversité d'espace (ou lissage spatial) pour
augmenter le rang de la matrice S et garantir une non-
singularité même avec des signaux cohérents . La diversité
d'espace est un prétraitement issu de la division du réseau
principal en « r » sous-réseaux enchevauchés de « m »
capteurs : les capteurs (1, . . ., m } formant le premier sous-
réseau, les capteurs {2, . . . . m + 1 } formant le second et
ainsi de suite tel qu'illustré à la figure 1 . La relation entre
« m » et « r » résulte immédiatement de cette construction




La diversité d'espace utilise la matrice de covariance
moyennée (m x m) à partir des « r » matrices de covariance
réduites provenant de chacun des sous-réseaux .
Figure 1 . - Géométrie des réseaux et sous-réseaux .
Soit s ~k} , le vecteur des signaux reçus sans bruit au k-ième
sous-reseau. En prenant toujours le capteur # 1 comme
référence, on écrit
(17) S {k} = U {1} D (k-1) a
avec
(18) D = diag {e1 1 , e 4'2	e' -k °}
où U {
1
} (m x n), la matrice source au premier sous-
réseau, est constituée des « m » premières lignes de
U et D
(k-1)
dénote la (k - 1 )-ième puissance de la matrice
diagonale des phaseurs électriques .
La matrice de covariance après lissage RSS( , ) , appelée
matrice de covariance lissée, s'exprime
(19) Rss(r) = U
{1} S (r) U{1}
,
Dans un environnement général comportant des source :
corrélées ou non entre elles avec différents facteurs, oi
introduit la notion de groupe . Le terme groupe est utilise
pour décrire un ensemble de sources fortement corrélée :
entre elles mais indépendantes totalement ou presque de :
sources des autres groupes. En fait, un ensemble dt
plusieurs sources indépendantes constitue autant de groupe:
unitaires et, par opposition, un ensemble d'échos forme ui
seul groupe de dimension égale au nombre d'échos .
On démontre d'une part, que le rang de S équivaut ai
nombre de groupes « g » et que, d'autre part, la matrict
source possède un rang complet selon les colonnes (rang d(
la matrice égal au nombre de colonnes) à condition que le
déphasages électriques entre deux capteurs adjacents pro
duits par les positions azimutales des sources, (p i, soien
différents. De par sa construction et des remarques précé
dentes, la matrice de covariance sans bruit est ainsi définit
semi-positive (valeurs propres réelles, supérieures ou éga
les à 0) avec un rang « g » . Elle permet l'identification dt
deux sous-espaces orthogonaux ; l'un étant l'image e
l'autre le noyau . En fait, l'image représente le sous-espact
formé par les vecteurs propres associés aux valeurs propre:
non nulles de R,.S ; et le noyau représente le sous-espact
bruit (E b ) formé par les autres vecteurs propres . Avec de
sources indépendantes ou partiellement corrélées (g = n )
l'image est identique au sous-espace source (E S ) dont le
vecteurs sources en forment une base . Autrement, l'imagt
(appelée sous-espace source estimée, E Se ) devient un sous
espace de dimension « g » à l'intérieur du sous-espact
source qui demeure de dimension « n » .
Ayant
(11) RSS = VN AN VN
avec











sont les valeurs propres classées en ordre
décroissant et leurs vi , leurs vecteurs propres associés
alors
(14) ESe = [





. . . . VNI .
Cette constatation d'un sous-espace source estimé plu :
petit que celui généré par les vecteurs sources, explique
l'insuccès des méthodes superrésolutives d'analyse spatiale
du second ordre dont celles exploitant les notions de sous
espace source et bruit .
3 . Diversité d'espace
La non-singularité de la matrice de covariance des source :
est la clé du succès dans l'application des technique :
6
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vauchés, placés le long de la diagonale principale de la
matrice de covariance du réseau principal entier tel qu'illus-
tré à la figure 2 . La partie blanche à l'intérieur de la matrice
entière est inutilisée avec le lissage spatial . Avec un seul
groupe, on obtient la même partition par la décomposition
de l'unique vecteur propre associé au sous-espace source
estimé, en « r » parties enchevauchées .
La figure 3 montre que si
(21)
	
Rs = X 1 V 1 V1
, (9 = 1)










, (9 = 1 )
où
(23) v l { k}
=





Figure 3 . -
Décomposition du vecteur du sous-espace source estimé .
L'annexe A démontre que les sous-vecteurs v l {k} génèrent
un sous-espace qui est de dimension égale au minimum
entre {n, r, m } . Ce sous-espace, dit sous-espace source
récupéré, inclura tous les vecteurs sources si le nombre de
sources est inférieur ou égal au nombre de réseaux et
strictement inférieur à la dimension des sous-vecteurs . On
rappelle que ces exigences s'appliquaient également à la
diversité d'espace .
A quantité égale de sous-réseaux et de sources, les sous-
vecteurs v l {k} forment une base du sous-espace source







. . . . V
1
{r} ]
n'est cependant pas orthonormale de sorte que la distance
euclidienne entre le vecteur d'analyse, u(6) (6 est le
paramètre de balayage), et le sous-espace source récupéré
ne peut être calculée par la norme de la projection du
avec S (, ), la matrice de covariance des sources lissée . Shan
et al . dans [17] démontrent que le rang de la matrice
S( , ) croît jusqu'au rang complet i .e . «n». Il suffit de
prendre un nombre de réseaux au moins égal à la taille du
plus gros des groupes de sources corrélées, « b », tout en
ayant plus de capteurs par sous-réseau que le total de
sources (m > n) .
L'action de la diversité d'espace est toutefois limitée . En
plus de réduire considérablement le nombre de capteurs
effectifs pour le traitement par les méthodes d'analyse
spatiale (ce nombre correspond au nombre de capteurs par
sous-réseaux, « m »), la décorrélation se fait lentement
pour des sources voisines. C'est le dilemme : pour assurer
la superrésolution, qui est l'attribut des méthodes du
deuxième ordre, il importe d'opérer avec plus de sous-
réseaux au détriment du nombre de capteurs effectifs .
Lorsque les sources sont à l'intérieur de la limite de
Rayleigh du réseau principal, la décorrélation atteinte est
souvent trop faible pour assurer, en présence de bruit, une
bonne séparation des sources .
Il semble donc nécessaire d'améliorer le principe afin de le
rendre plus performant . Une première idée serait de
pondérer la somme des matrices de covariance partielles
obtenues des sous-réseaux tel un fenêtrage des données .
Or, la fenêtre rectangulaire est caractérisée par le lobe
principal le plus étroit possible avec les lobes secondaires
élevés . Cette dernière caractéristique s'avère assez secon-
daire ici. En conséquence, la pondération détériorera la
faculté de décorrélation dans la zone proche de la limite de
Rayleigh .
La méthode DEESE (« DEcomposition de l'Espace Source
Estimé ») apporte un net progrès tout en conservant l'idée
de base de la diversité d'espace .
4. Méthode DEESE
Un examen détaillé de l'action de la diversité d'espace
montre que les matrices de covariance réduites, Rss
{k} ,
s'interprètent graphiquement par une série de blocs enche-
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. . ., Vg(r )]
Q(r) - V(r) V(r) ,
de dimensions (m x m), dont le rang correspond au
minimum {r, n, m } . L'assurance d'un nombre suffisant de
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vecteur sur la base . Deux solutions immédiates possibles
1) l'orthonormalisation de la base V I(, ) qui fournirait une
base du sous-espace source récupéré Esr(r) à partir de
laquelle est mesurée la distance par projection
(25)
	





2) l'emploi du calcul de la distance euclidienne généralisée
à partir de la base V 1(,) quelconque
(26) d s (e)2 = 1 -u(6)
VI(r)(Viv)V1 (r)) -1 VI(r)u(
0 )
.
Le principe s'étend pour permettre le traitement du cas de
plusieurs groupes . L'extension se réalise par la décomposi-
tion non plus d'un seul mais des « g » vecteurs propres qui
forment la base du sous-espace source estimé. On gardera
maintenant les « g * r » sous-vecteurs vi {k} (1 < i ~ g et
1 < k < r) qui construiront la matrice V (r) laquelle génère
le sous-espace source récupéré
où les diverses matrices V i (r) sont construites comme
précédemment (cf. équations (23) et (24))
(28) Vi(r) = [v i { 1 } , V i {2} , .
. . . v i {r} ] .
Le rang de cette nouvelle matrice V (r) (m x (g * r)) est
maintenant limité, dans le cas sans bruit, par les trois
grandeurs {n, m, g * r} (annexe A). La dimension maxi-
male du sous-espace source récupéré atteindra la valeur du
nombre de sources lorsque, d'une manière comparable à la
diversité d'espace
1) le nombre de sous-réseaux est supérieur ou égal au
nombre de sources dans le plus gros groupe (r _- b) ;
2) le nombre de capteurs par sous-réseaux excède le
nombre total de sources en présence (m > n) .
La surestimation du nombre de sources (r > n) provoque,
avec un groupe et sans bruit, la sépendance linéaire de
« r - n » sous-vecteurs en fonction des autres ; les colonnes
de V1(,)(m x r) ne constituent plus une base . L'orthonor-
malisation par un processus tel celui de Gram-Schmidt et
l'inverse matriciel dans la formulation générale de la
distance échouent puisque le rang de V I( ,) est incomplet
selon les colonnes . Cette difficulté se dissipe cependant par
l'addition d'une matrice de covariance de bruit quelconque
mais le surnombre de sous-réseaux dégradera les perfor-
mances normales atteintes de par la diminution du nombre
de capteurs effectifs .
Cependant, avec plusieurs groupes, le surdimensionnement
de la matrice V (, ) selon les colonnes est automatique
lorsque les groupes n'ont pas une taille identique . Qui plus
est, il devient possible, même avec bruit, d'avoir une
dépendance linéaire exacte entre les colonnes : le nombre
de lignes limite la valeur du rang (m < r * g) .
Une solution polyvalente est envisagée pour récupérer
Esr(r ) de V (r) . Soit la matrice
- Identification superrésolutive de sources corrélées
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capteurs par sous-réseau permet de dire que, sans bruit, les
vecteurs propres formant l'image de Q (, ) forment une base
orthonormale du sous-espace généré par les colonnes de
V(r) . Cela suit le même principe que les vecteurs propres de
la matrice de covariance et les vecteurs sources lorsqu'il
n'y a pas de corrélation . Il en découle que
(30) Esr(r) - [a 1 , a 2 , . . ., a„]
où les vecteurs ai , de dimension (m x 1), sont les vecteurs
propres associés aux valeurs propres non nulles (sans bruit)
ou au-delà d'un certain seuil (avec bruit) de la matrice
Q(,. ) évaluée selon (29) . On peut alors appliquer directement
l'équation de la distance euclidienne avec base orthonor-
mée (25) tout comme l'algorithme MUSIC [7] . Le traite-
ment se déroule ainsi
1) évaluation du nombre de groupes « g » par estimation
du rang de la matrice de covariance sans bruit et
obtention des « g » vecteurs propres formant la base du
sous-espace source estimé ;
2) décomposition des vecteurs propres pour la formation
des matrices V i (r) selon (28) puis de V (r) selon (27) ;
3) composition de la matrice Q (r) selon (29) ;
4) obtention du système propre de Q (, ) et séparation des
vecteurs propres liés au sous-espace source récupéré
{a 1, a2 , . . ., a n } ;
5) calcul de la distance euclidienne entre le vecteur
d'analyse et le sous-espace source récupéré selon (25) .
5. Décomposition bidirective
La diversité d'espace et la méthode DEESE reposent sur
l'équivalence translative du réseau de capteurs alignés et
équidistants. La propriété de translation établit les positions
des capteurs d'un sous-réseau à partir du sous-réseau
précédent, ce, en suivant toujours la même loi . Des sous-
réseaux équivalents en translation ont des matrices sources
qui se déduisent l'une de l'autre par progression géométri-
que d'une matrice diagonale (la matrice D) . De cette façon,
les matrices de covariance R ss { k } sont équivalentes .
Il existe une propriété supplémentaire pour le réseau
linéaire équidistant : l'équivalence directive . Cette propriété
suggère la conservation de l'équivalence translative malgré
la rotation complète du réseau (le capteur # 1 devient le
capteur # N et ainsi de suite . . .) . La propriété directive,
d'abord adaptée à la diversité d'espace par Williams et al .
[21] et par Pillai et al . [22] augmente le nombre de capteurs
effectifs car elle permet de diminuer le nombre de sous-
réseaux nécessaire. La matrice de covariance sans bruit
bidirective lissée devient régulière lorsque le nombre de
sous-réseaux atteint « b/2 » donc deux fois moindre . Cette
diminution est optimale dans le cas d'un seul groupe .
L'adaptation de l'équivalence directive à la méthode
DEESE poursuit une même idée de rotation. La décomposi-
tion des vecteurs propres, formant la base du sous-espace
source estimé, se réalise dans les deux sens, vers le bas et
vers le haut (en parlant du sens de la décomposition des
vecteurs v i en sous-vecteurs), d'où le nom bidirectif . Il faut
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toutefois conjuguer les sous-vecteurs obtenus par la décom-
position vers le haut car seule la référence est inversée : la
position des sources ne l'est pas . Sous forme matricielle,
l'opération s'écrit
Vr ( r) = Jm (V( r )) * ,(31)







La matrice Vr (r ), qui renferme tous les sous-vecteurs
décomposés depuis le bas, juxtaposée avec la matrice
V (r) , qui elle contient tous les sous-vecteurs décomposés
depuis le haut (cf. équation (23)), forme une nouvelle
matrice,
Vb(r)
(33) Vb(r) = [V(r), V r (r )]
de dimensions (m x (g * 2 r)) . De là, on déduit la matrice
Qb(r) - Vb(r) V b(r )
Le reste du traitement demeure identique .
6. Test par le profil du rang
Le test par le profil du rang consiste en une procédure
statistique qui détermine la structure de cohérence des
sources et la solvabilité du résultat fourni par la diversité
d'espace dans la détermination de la direction des sources .
Le principe initial, élaboré par Shan et al. [23], étudie le
rang des matrices de covariance lissées et recherche la
valeur de « r » pour laquelle le rang est maximum (le rang
estimé est évalué par un critère quelconque avec bruit) . La
diversité d'espace sera optimale avec ce nombre de sous-
réseaux. Le test détermine la dimension du sous-espace
source récupéré en fonction du nombre de sous-réseaux
pour un nombre total de capteurs invariable, « N » .
En dépit d'une construction différente, la transposition
pour DEESE est analogue, à l'exception qu'on étudie le
rang de Q(r) (ou de Qb(r)) .
Les constatations graphiques dans le cas de DEESE sont
les suivantes . Chaque graphique comporte trois régions
1) dans la première, le rang augmente de façon monotone
et informe sur la structure de la cohérence ;
2) le rang demeure stationnaire dans la seconde qui, si
cette région est présente, atteste de la solvabilité ;
3) finalement, il détroit uniformément d'un rang par
période, dans la dernière, car le rang de la matrice
Q(r) ne peut excéder ses dimensions .
La structure de la cohérence est déduite de ces principes
1) la donnée de départ est un rang nul avec 0 sous-réseau ;
2) un changement de pente indique l'inclusion complète
d'un ou plusieurs groupes ;
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3) le nombre de ces groupes équivaut à la différence des
pentes ;
4) la grosseur de ces groupes correspond au nombre de
sous-réseaux au point de cassure .
Quant au test de la solvabilité, les critères sont
1) une courbe sans segment de pente nulle indique que le
réseau est incapable de résoudre toutes les sources .
L'incapacité sera ressentie dans les groupes plus gros et
résulte d'une insuffisance de sous-réseaux ou de cap-
teurs par sous-réseaux ;
2) une pente nulle sur une seule période est un cas critique
de solvabilité . L'ajout d'un capteur au réseau résoudrait
l'ambiguïté ;
Une nuance s'impose cependant, un test de solvabilité
positif n'indique pas pour autant, que toutes les sources
seront discriminées même avec la sélection optimale de
« r ». Lorsque deux sources sont rapprochées, elles tendent
à se confondre en une seule . Ainsi, l'augmentation du
nombre de sous-réseaux entraîne la diminution du nombre
de capteurs effectifs et, du même coup, de la résolution
possible. Le test ne confirme que la satisfaction aux
exigences de la décorrélation par augmentation de rang
(m - n) et (r , b), dans le cas où toutes les sources
peuvent être discriminées .
7 . Résultats de simulation .
Les résultats de simulation montrés dans cette section, sont
ceux obtenus typiquement après plusieurs essais . Le réseau
était constitué de 10 capteurs alignés et équidistants d'une
demi-longueur d'onde (N = 10, d = X/2) et quelques 150
épreuves, chacune prélevant un échantillon par capteur,
ont été amassées .
La première simulation effectuée mettait en présence deux
sources totalement corrélées avec 8 12 = 1,0 ~ 53° (n = 2,
g = 1, b = 2) : l'une avait une puissance de 6 dB par
rapport au niveau du bruit (c 2 ) à une position angulaire de
- 2° et l'autre, de 3 dB à 5° .
Le prétraitement par diversité d'espace avec deux sous-
réseaux de 9 capteurs (r - 2) ne parvient pas à séparer les
sources car le facteur décorrélation atteint à peine 2 % : le
nouveau taux de corrélation est donc 0, 98 . Si ce taux suffit
pour discriminer les sources avec un bruit de la forme
v2 IN, il est inapte dans des conditions de bruit plus réelles
comme le montre le spectre obtenu avec diversité d'espace
à la figure 4 .
A la figure 5, la diversité d'espace parvient tout juste à
distinguer le deux sources en augmentant le nombre de
sous-réseaux . Elle y arrive difficilement à cause de la
baisse du nombre de capteurs effectifs qui accompagne la
hausse du nombre de sous-réseaux . Avec 5 sous-réseaux,
la décorrélation approche 15 %, ce qui semble suffisant
pour permettre à la méthode de bien fonctionner, mais le
peu de capteurs par sous-réseaux ne fournit pas le pouvoir
résolutif nécessaire à la séparation .
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La nouvelle méthode DEESE montre des signes plu
prometteurs dans la seconde courbe de la figure .
Figure 5. - Essai 2 sources et r sous-réseaux avec diversité d'espace.
On ajoute maintenant une source indépendant de 8 dB à
- 11 ° . Cette dernière forme un second groupe à elle seule ;
le système comporte donc deux groupes de sources corré-
lées dont le plus gros est de dimension 2 (n = 3, g = 2,
b = 2). Les valeurs propres de la matrice de covariance,
retrouvées dans le tableau 2, révèlent la présence significa-
tive de ces deux groupes. Le groupe supplémentaire influe
sur la capacité résolutive du pré-traitement en diminuant la
dimension du sous-espace bruit et donc de l'information
nécessaire pour restreindre son effet . D'ailleurs, la figure 6
démontre que la diversité d'espace est incapable de séparer
les sources du premier groupe peu importe le nombre de
sous-réseaux alors que la méthode DEESE unidirective y
arrive mais avec un nombre plus grand de sous-réseaux à la
figure 7 . La figure 8 indique, encore une fois, la puissance
de la méthode DEESE bidirective avec un seul sous-réseau
et une estimation du sous-espace source récupéré de
dimension 3 (r = 1, n = 3). L'isolation de toutes les
sources semble même assez facile . Le tableau 2 dresse les
valeurs propres des matrices impliquées pour l'évaluation
du nombre total de sources pour les différentes méthodes
dans le cas présent . On remarque particulièrement le
détachement entre la troisième valeur propre (n = 3) et les
suivantes qui est meilleur avec DEESE (surtout bidirectif)
qu'avec la diversité d'espace .
Table 2. -
Valeurs propres des matrices
Si on observe les valeurs des matrices R.(r) et
Q(r)
au
tableau 1 pour quelques valeurs de « r », on remarque que
la seconde valeur propre des matrices R_,, (, ) se détache peu
des suivantes ce qui explique la mauvaise séparation des
sources avec la diversité d'espace. Avec DEESE, la
présence de la deuxième source semble critique étant
donnée la valeur de la deuxième valeur propre de
Q (2). Mais le conditionnement de Q (r) est tel que la
distorsion par le bruit du sous-espace source estimé est
faible : on note la chute importante entre la seconde et la
troisième valeurs propres de Q(3) . Le choix de n = 2 se
déduit à la limite mais des erreurs de biais se produisent
inévitablement lorsque la décision devient de plus en plus
serrée (phénomène identique pour toutes les méthodes
d'analyse spatiale à la frontière de résolution) .
La décomposition bidirective dépasse toutes les attentes
la troisième courbe à la figure 4 le confirme . La seconde
des 10 valeurs propres de Qb(l) (tableau 1) a augmenté d'un
facteur 40 par rapport à celle de Q(2) d'où découle la nette
amélioration .
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8. Conclusion
La méthode DEESE permet de traiter des sources corrélées
en décomposant les vecteurs propres formant la base du
sous-espace source estimé ; elle décompose ces vecteurs
d'une manière comparable à la décomposition en sous-
réseaux suggérés par la diversité d'espace . Cette décompo-
sition décorrelle graduellement les sources selon une loi
qui fait intervenir le nombre de sous-réseaux et le dépha-
sage électrique entre les sources .
La technique offre des avantages a priori
1) utilisation de la matrice de covariance entière afin de _
récupérer le sous-espace source récupéré (cf . figures 2
et 3) ;
2) utilisation plus fiable du sous-espace source estimé : on
choisit exclusivement les vecteurs propres associés aux
valeurs propres de la matrice entière qui sont nettement
plus élevées que les autres ; non d'une tendance suresti-
mative sur la matrice de covariance lissée comme dans
la diversité d'espace. On n'augmente pas la dimension
du sous-espace en se servant de vecteurs propres
« contaminés » par le sous-espace bruit .
Ces deux atouts contribuent à l'efficacité améliorée de
DEESE.
En théorie, on comble la déficience apportée par la
singularité de S en prenant un nombre de sous-réseaux égal
au nombre de sources dans le plus gros groupe. Par contre,
le rapprochement des deux sources d'un même groupe
demande plus de sous-réseaux pour bien décorreler et plus
de capteurs effectifs pour garder un bon pouvoir séparateur .
On a donc intérêt à appliquer une seconde propriété du
réseau rectiligne, l'équivalence directive, qui réduit par un
facteur 2 le nombre de sous-réseaux . La décomposition des
vecteurs propres s'effectue alors dans les deux sens
(bidirective) .
Finalement, le test par le profil du rang s'applique sur la
matrice Q (, ) pour déterminer le regroupement des sources
cohérentes et prédire, jusqu'à un certain point, la qualité de
l'estimation fournie par la nouvelle méthode .
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A. Annexe
La démonstration du rang de la matrice V ( , )(m x (g * r))
sans bruit, s'obtient par la généralisation du cas d'un seul
groupe (g = 1) . En effet, si la décomposition du vecteur
propre vi associé au i-ième groupe permet d'obtenir une
matrice V,(,) dont le rang sera « n; », le nombre de sources









volume 10 - n° 1
(36)
Vl {k} = RkU{1} D
(k-1) C .
IL
la somme des « n i » soit « n » puisque tous les vecteurs
propres sont orthonormaux .
Avec un seul groupe de sources corrélées, c'est une
combinaison particulière de l'ensemble des vecteurs sour-
ces qui forme le sous-espace source estimé . Ainsi
(35)
	
v 1 = (3UC
où c est un vecteur de combinaison de dimension
(n x 1) .
En pratiquant la décomposition, on obtient
suivantes entre les sous-vecteurs :
les relations
La juxtaposition des « r » sous-vecteurs forme la matrice
Vl(,. ) . Sachant que la multiplication d'une colonne par une
constante non nulle ne modifie pas le rang et que, d'après
le théorème de Sylvester, le rang d'un produit matriciel est
inférieur ou égal au plus petit des rangs des matrices du
produit, il s'ensuit que
(37)
VI(r) =
[Pl U {1} c, 32









rang { [c, Dc, . . . . D c ] } .
Or le rang de la matrice source, en autant que les azimuts
des sources soient tous différents, est complet selon les
colonnes car cette matrice est de type Vandermonde
laquelle est reconnue pour avoir un rang complet selon la
plus petite de ses dimensions . Ainsi, l'égalité dans l'appli-
cation du théorème de Sylvester est atteinte lorsque
U {1 } a un rang complet selon les colonnes donc lorsque
son nombre de lignes devient supérieur à son nombre de
colonnes (laissant un degré de liberté pour le sous-espace
bruit). Ceci implique
• un nombre de capteurs par sous-réseau supérieur au
nombre de sources dans le groupe (m >. n) .
Quant au rang de la seconde matrice dans le terme de droite
de l'équation (38), on se rappelle que la permutation de
colonnes n'affecte pas le rang
(39) rang { [c, Dc, . . . . D
(r -1) 1)c]}
= rang
où C k est k-ième élément de c tandis que d k est construit






Le rang des matrices de (39) équivaut à leur dimension
minimale (n x r) si les éléments de c sont tous non nuls et
si les vecteurs dk sont linéairement indépendants . La
première condition est remplie automatiquement pour ne
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pas contredire la définition d'un groupe ; la seconde
condition est vérifiée étant donnée la structure du vecteur
dk (la juxtaposition de ces vecteurs forme une matrice
Vandermonde). Si le nombre de sources est surestimé,
certains éléments de c seront nuls de sorte que le rang de
V1(r) demeurera égal au nombre égal réel de sources . Il
suffit donc que
• le nombre de sous-réseaux soit égal ou supérieur au
nombre de sources dans le groupe (r a n) .
Avec plusieurs groupes, on doit utiliser l'ensemble des




= Pk U {1} D(k
1)
Ci .
Les vecteurs ci de dimension (n x 1) contiennent les
relations de phase et d'amplitude entre les sources qui
forment le i-ième groupe . Chaque vecteur se compose donc
de « n i » éléments non nuls dans les positions respectives
des sources formant le groupe . Ainsi
(42) rang {V (r) } --
min rang {U {1 } }
rang {[c 1 , . . ., D (r-1) C1>
C 2 , . . ., DIr-1) C 2 , . . . . C g , . . ., D (r -1) cg ]}
De la même façon qu'avec un groupe, en supposant que
U { 1 } possède un rang complet selon les colonnes donc
• le nombre de capteurs par sous-réseaux supérieur au
nombre total de sources (m n) ;
le rang de V ( , ) correspond à















La notation C ki indique le k-ième élément de c i ou encore
l'élément d'indice [C ki ] de la matrice C définie ainsi
(44) C = [C
1 , c2 , . . ., C g ] .
Comme chaque ligne de C (n x g) contient un élément non
nul (chaque source faisant partie d'un et un seul groupe),
les matrices de (43) sont donc constituées, après permuta-
tions des lignes et des colonnes, de « g » blocs de
dimensions (n i x r) placés de manière diagonale (un peu
comme des blocs de Jordan qui seraient non carrés) . Le
rang de ces matrices vaut donc la somme des angs des
blocs qui, pour chacun des blocs, atteint la valeur de leur
plus petite dimension .
Ainsi, le rang de V ( , ) est égal au nombre de sources si
• le rang des blocs est « n i » ce qui implique un nombre de
sous-réseaux supérieur ou égal au nombre de sources
dans le plus gros groupe (r > b) .
La matrice V (r) possède, en conséquence, un rang de « n » .
C .Q.F.D .
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